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This work details efforts to reduce the cost of using detailed chemical kinetic modeling in real-
istic reactive-flow simulations, utilizing analytical Jacobian evaluation and vectorized-computing on
the central processing unit (CPU), graphics processing unit (GPU) and other hardware-accelerators.
The first part of this thesis investigated GPU-based ordinary differential equation (ODE) meth-
ods for stiff chemical kinetics. A fifth-order implicit Runge–Kutta method and two fourth-order
exponential integration methods were implemented for the GPU and paired with the analytical
chemical kinetic Jacobian software pyJac. The performance of each algorithm was compared with a
commonly used CPU-based implicit integrator CVODE. The implicit Runge–Kutta method running
on a single Tesla C2075 GPU was equivalent to CVODE running on 12–38 CPU cores for integration
of hydrogen and methane kinetic models using a smaller global integration time-step, however the
performance of the GPU-solver degraded at a larger time-steps due to thread divergence and higher
memory traffic.
The second part of this work investigated the performance of vectorized evaluation of constant-
pressure/volume thermochemical source-term and sparse/dense chemical kinetic Jacobians using
single-instruction, multiple-data (SIMD) and single-instruction, multiple thread (SIMT) paradigms;
the developed codes were additionally incorporated into pyJac. A new formulation of the chemical
kinetic governing equations was derived and verified, resulting in greatly increased Jacobian spar-
sities. Significant speedups were found for shallow-vectorized OpenCL source-rate evaluation as
compared with a parallel OpenMP code, increasing for sparse and dense chemical kinetic Jacobian
evaluation. Further, the developed work was shown to be orders of magnitude faster than a simple
first-order finite-difference Jacobian approach.
Finally, several CPU-vectorized linearly-implicit Rosenbrock solvers were adapted for use with
pyJac, and validated against CVODE. The open-source computational fluid dynamics code OpenFOAM
was extended to utilize the vectorized solvers, and the eddy dissipation concept combustion model
was adapted for their use. The OpenFOAM-coupled vectorized solver was validated over a range
of zero-dimensional homogeneous ignition problem against Cantera, before its performance and
precision were compared to built-in OpenFOAM solvers for a case modeling the Sandia Flame D; a
speedup of 12–15× was found for the vectorized solver.
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The combustion of fossil fuels accounted for over 80% of the total energy consumption in the
United States in 2017 [1], and is projected to remain the country’s dominant source of energy
production through the year 2050 [2]. At the same time, there has been a global push to reduce
overall emissions levels to meet increasingly stringent efficiency and pollutant standards, and help
mitigate the effects of climate change. In order to meet these goals while still satisfying global
energy demand, the development of next-generation combustion devices has focused on improved
fuel efficiency, emissions reductions and fuel flexibility to accommodate new alternative
(non-petroleum-based) fuels. In turn, this has driven the consideration of new combustion
modes—such as low-temperature combustion (LTC) [3] or mild to intense low oxygen dilution
(MILD) [4] combustion—that approach the limits of operating stability. Computational
combustion modeling has proved to be an important tool in this effort, aiding, for instance, in the
rapid development of new engine concepts such as the homogeneous charge compression ignition
(HCCI) engine [5].
In HCCI combustion, low concentrations of fuel are injected early in the engine cycle giving time
for the air-fuel mixture to become homogeneous; the mixture is then highly compressed to
autoignite the fuel. This combustion mode has the potential to deliver high thermodynamic
efficiencies, comparable to diesel engines, but with significant reductions in NOx and soot
emissions [3]. However, as the ignition delay and burning rates are strongly dependent on the
chemical kinetics it is difficult to control the phasing of combustion in HCCI engines [6], and
therefore, in-order to achieve predictive computational modeling the use of accurate finite-rate
chemistry is required. Similarly, predicting other combustion limit phenomena, e.g., local flame
extinction—relevant to lean blow out in gas turbine engines—requires accurate chemical kinetic
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models [7].
As the need for detailed and accurate chemical kinetic models in predictive reactive-flow
simulations has become recognized, models describing the oxidation of hydrocarbon fuels
simultaneously grew orders of magnitude in size and complexity. For example, detailed kinetic
models consisting of thousands of species and tens of thousands of reactions exist for
2-methylalkanes (relevant for jet and diesel fuel surrogates) [8], gasoline [9, 10] and biodiesel [11].
Generally speaking, the computational cost of solving the associated chemical kinetic system of
equations scales, at best, quadratically with the number of species in the model (and cubically at
worst) [7], making use of such large models challenging even in simpler zero- or one-dimensional
analyses. Several recent studies [12–14] demonstrated that using even modestly sized chemical
kinetic models can incur severe computation cost for reactive-flow simulations. For example, a
single high-resolution Large Eddy Simulation (LES) realization of a diesel spray—using up to 22
million grid cells with a 54-species n-dodecane model—for 2ms after start of injection with the
common implicit CVODE solver [15] took 48,000 CPU core hours and up to 20 days of wall clock
time [14].
A host of techniques have been developed over the years, as reviewed by Lu and Law [16] as well
as Turányi and Tomlin [17], in an attempt to reduce the size and computational demands of large
detailed chemical kinetic models while retaining fidelity. Some of the most commonly used
approaches include skeletal reduction methods that remove unimportant species and
reactions [18–21], lumping of species that share similar thermochemical properties [22–24], and
time-scale reduction methods that reduce numerical stiffness [25–28]. Reduction strategies often
combine multiple methods a priori [29–31] or apply them dynamically during a simulation to
achieve greater local savings [32–36]. Tabulation/interpolation methods [37] are also used to
reduce computational costs, and are often applied in concert with reduction methods [38, 39].
In addition to reduction methods that modify or approximate the base chemical kinetic model,
significant computational performance gains can be realized by improvements to the integration
algorithms that solve the chemical kinetic ordinary differential equations (ODEs). Typically
combustion codes rely on robust, high-order implicit integration algorithms based on backward
differentiation formulae [40–43] to efficiently deal with the high levels of numerical stiffness
exhibited by most chemical kinetic models. In order to solve the non-linear algebraic equations
that arise in these techniques, the chemical kinetic Jacobian matrix must be evaluated and
factorized, resulting in the previously mentioned quadratic and cubic scaling of computational
cost with chemical kinetic model size. Use of an analytical formulation for the Jacobian matrix,
rather than a simple finite difference approximation, can drop the cost of Jacobian evaluation to
a linear dependence on the number of species in the model [16, 44].
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Along with improvements in stiff implicit algorithms used for chemical kinetics, methods tailored
for high-performance vector-processors offer another path to reduce the cost of detailed chemical
kinetic integration. Central processing unit (CPU) clock speeds have increased regularly in the
past—i.e., Moore’s Law—but this trend has slowed somewhat recently due to power consumption
and heat dissipation issues [45]. While multicore parallelism continues to improve CPU
performance, the use of single-instruction multiple data (SIMD) and related single-instruction
multiple thread (SIMT) processing has continued to improve floating-operation throughput.
Graphics processing units (GPUs)—SIMT processors originally developed for graphics/video
processing and display purposes—consist of hundreds to thousands of cores, compared to the tens
of cores found on a typical CPU. Recognizing that the operator-split chemistry integration that
forms the basis of many reactive-flow codes [46] is a good fit for the SIMT-acceleration, a number
of recent studies [47–54] explored the use of SIMT processors to accelerate the integration of
chemical kinetics in reactive-flow codes. More recently, SIMD-based vector processing, e.g., as
present on modern CPUs, has begun to be used to accelerate the solution of numerically stiff
systems of ODEs [55, 56], including for chemical kinetics [57].
1.2 Outline
The first part of this dissertation (Chapter 2) will focus on the use of GPU-based integration
algorithms for the solution of stiff chemical kinetics. Following this, Chapter 3 discusses the
implementation, validation, and performance of an analytical chemical kinetic Jacobian code for
SIMD and SIMT processors. In Chapter 4 the developed vectorized chemical kinetic ODE
integration and analytical Jacobian evaluation methods will be combined and applied to a
realistic reactive flow simulation to demonstrate their performance and accuracy. Finally
in Chapter 5, a summary of the achievements of this work will given, along with
recommendations for future efforts.
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GPU-based stiff chemical kinetics
integration methods
2.1 Introduction
A SIMD instruction utilizes a vector processing unit to execute the same instruction on multiple
pieces of data, e.g., performing multiple floating point multiplications concurrently. In contrast, a
SIMT process achieves SIMD parallelism by having many threads execute the same instruction
concurrently. Many different flavors of SIMD/SIMT processing exist:
• Modern CPUs have vector processing units capable of executing SIMD instructions (e.g.,
SSE, AVX2)
• GPUs feature hundreds to thousands of separate processing units, and utilize the SIMT
model
• Intel’s Xeon Phi co-processor has tens of (hyperthreaded) cores containing wide-vector
units designed for SIMD execution, with each core capable of running multiple independent
threads
Using the SIMD/SIMT parallelism model requires extra consideration to accelerate chemical
kinetics integration.
This study used the NVIDIA CUDA framework [58, 59], hence the following discussion will use
CUDA terminology; however, the concepts within are widely applicable to SIMT processing. The
basic parallel function call on a GPU, termed a kernel, is broken up into a grid of thread blocks
as seen in Fig. 2.1. A GPU consists of many streaming multiprocessors (SMs), each of which is
assigned one or more thread blocks in the grid. The SMs further subdivide the blocks into groups
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Figure 2.1: Example of the CUDA SIMT paradigm. Program calls (kernels) are split into a grid
of blocks, which are in turn composed of threads. Threads are grouped in warps (note: warps
are typically composed of 32 threads) and executed concurrently on streaming multiprocessors.
Streaming multiprocessors have registers and L1 cache memory shared between all executing warps.
Figure file is available under CC-BY [60].
of 32 threads called warps, which form the fundamental CUDA processing entity. The resources
available on a SM (memory, processing units, registers, etc.) are split between the warps from all
the assigned blocks. The threads in a warp are executed in parallel on CUDA cores (processing
units), with multiple warps typically being executed concurrently on a SM. Thread divergence
occurs when the threads in a warp follow different execution paths, e.g., due to if/then branching,
and is a key performance concern for SIMT processing; in such cases the divergent execution
paths must execute in serial. All threads in a warp are executed even if any thread in the warp is
unfinished. When a divergent path is long and complicated or only a handful of threads in a
warp require its execution, significant computational waste may occur as the other threads will
be idle for long periods. A related concept of waste within a SIMD work unit is described by
Stone et al. [57].
Furthermore, as compared with a typical CPU, GPUs possess relatively small memory caches
and few registers per SM. These resources are further split between all the blocks/warps running
on that SM (Fig. 2.1). Overuse of these resources can cause slow global memory accesses for data
not stored locally in-cache or can even reduce the number of blocks assigned to each SM. The
performance tradeoffs of various CUDA execution patterns are quite involved and beyond the
scope of this work; for more details we refer the interested reader to several works that discussed
these topics in depth [61–63]. Instead, we will briefly highlight key considerations for
CUDA-based integration of chemical kinetic initial value problems (IVPs).
2.1.1 GPU-accelerated chemical kinetics
The extent of thread cooperation within a CUDA-based chemical kinetic IVP integration
algorithm is a key point that shapes much of implementation. GPU-accelerated chemical kinetic
solvers typically follow either a “per-thread” pattern [49, 51, 52], in which each individual GPU
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thread solves a single chemical kinetic IVP, or a “per-block” approach [51, 53], in which all the
threads in a block cooperate to solve the ordinary differential equations (ODEs) that comprise a
single chemical kinetic IVP. The greatest potential benefit of a per-thread approach is that a
much larger number of IVPs can theoretically be solved concurrently; the number of blocks that
can be executed concurrently on each SM is usually around eight, whereas typical CUDA launch
configurations in this work consist of 64 threads per block, or 512 sets of IVPs solved
concurrently per SM. Unfortunately, the larger amount of parallelism offered by a per-thread
approach comes with certain drawbacks. A per-thread approach may also encounter more
cache-misses, since the memory available per SM must now be split between many more sets of
IVPs. This results in expensive global memory loads. The performance of a per-thread approach
can also be greatly impacted by thread divergence, because different threads may follow different
execution paths within the IVP integration algorithm itself [51, 52]. For example, in a
per-thread-based solver each thread in a warp advances its IVP by one internal integration step
concurrently, and here on a step failure the thread simply does not update the solution vector at
the end of the internal time-step. If only a handful of threads in a warp require many more
internal time-steps than the others, they will force the majority of threads to wait until all
threads in the warp have completed the global integration step, wasting computational resources.
Additionally, implicit integration algorithms—which typically have complex branching and
evaluation paths—may suffer more from thread divergence when implemented on a per-thread
basis than relatively simpler explicit integration techniques [51]. The impact of thread divergence
on integrators is typically less severe when following a per-block strategy, since the execution
path of each thread is planned by design of the algorithm. A per-block approach also offers
significantly more local cache memory and available registers for solving an IVP, and thus
memory access speed and cache size are less of a concern. However, in our experience, optimizing
use of these resources requires significant manual tuning and makes it more difficult to generalize
the developed algorithm between different chemical kinetic models—a key feature for potential
non-academic applications. In addition, Stone and Davis [51] showed that a per-thread implicit
integration algorithm outperforms the per-block implementation of the same algorithm in the
best-case scenario (elimination of thread divergence by choice of identical initial conditions).
Various studies in recent years explored the use of high-performance SIMT devices to accelerate
(turbulent) reactive-flow simulations. Spafford et al. [47] investigated a GPU implementation of a
completely explicit—and thus well suited for SIMT-acceleration—direct numerical simulation
code for compressible turbulent combustion. Using a Tesla C1060 GPU, an order of magnitude
speedup was demonstrated for evaluation of species production rates compared to a sequential
CPU implementation on a AMD-Operton processor; evaluating chemical source terms is much
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simpler than chemical kinetics integration on GPUs. Shi et al. [48] used a Tesla C2050 GPU to
evaluate species rates and factorize the Jacobian for the integration of (single) independent
kinetics systems, showing order-of-magnitude or greater speedups for large chemical kinetic
models over a CPU-based code on a quad-core Intel i7 930 processor which used standard
CHEMKIN [64] and LAPACK [65] libraries for the same operations; it was not clear how/if the
CPU code was parallelized. Niemeyer et al. [49] implemented an explicit fourth-order
Runge–Kutta integrator for a Tesla C2075 GPU, and found a speedup of nearly two orders of
magnitude with a nonstiff hydrogen model when compared with a sequential CPU-code utilizing
a single core of an Intel Xeon 2.66 GHz CPU. In a related work, Shi et al. [50] developed a
GPU-based stabilized explicit solver on a Tesla C2050 and paired it with a CPU-based implicit
solver using a single-core of a quad-core Intel i7 930 that handled integration of the most-stiff
chemistry cells in a three-dimensional premixed diesel engine simulation; the hybrid solver was
11–46× faster than the implicit CPU solver. Le et al. [66] implemented GPU versions of two
high-order shock-capturing reactive-flow codes on a Tesla C2070, and found a 30–50× speedup
over the baseline CPU version running on a single core of a Intel Xeon X5650. Stone and
Davis [51] implemented the implicit VODE [42] solver on a Fermi M2050 GPU and achieved an
order of magnitude speedup over the baseline CPU version running on a single core of a AMD
Opteron 6134 Magny-Cours. They also showed that GPU-based VODE exhibits significant
thread divergence, as expected due to its complicated program flow compared with an explicit
integration scheme. Furthermore, Stone and Davis [51] found that a per-thread implementation
outperforms a per-block version of the same algorithm for ∼104 independent IVPs or more; the
per-block implementation reached its maximum speedup for a smaller number of IVPs (∼103).
Niemeyer and Sung [52] demonstrated an order-of-magnitude speedup for a GPU implementation
of a stabilized explicit second-order Runge–Kutta–Chebyshev algorithm on a Tesla C2075 over a
CPU implementation of VODE on a six-core Intel X5650 for moderately stiff chemical kinetics.
They also investigated levels of thread divergence due to differing integrator time-step sizes, and
found that it negatively impacts overall performance for dissimilar IVP initial conditions in a
thread-block. Sewerin and Rigopoulos [53] implemented a three-stage/fifth-order implicit
Runge–Kutta GPU method [67] on a per-block basis for high-end (Nvidia Quadro 6000) and
consumer-grade (Nvidia Quadro 600) GPUs, as compared to a standard CPU (two-core,
four-thread Intel i5-520M) and a scientific workstation (eight-core, 16-thread Intel Xeon
E5-2687W) utilizing a message passing interface for parallelization; the high-end GPU was at best
1.8× slower than the workstation CPU (16 threads), while the consumer level GPU was at best
5.5× slower than the corresponding standard CPU (four threads). Yonkee and Sutherland [68]
implemented accelerated evaluations of thermodynamic parameters, multicomponent transport
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properties, and species production rates on both the CPU and GPU, achieving speedups over
serial evaluation between 8–13× on a 16-core CPU and 20–40× on the GPU. In addition, ~9×
and ~25× speedups were achieved for the simulation of a partially premixed methanol flame for
solving partial differential equations (PDEs) on 16 CPU cores and the GPU, respectively.
While increasing numbers of studies have explored GPU-based chemical kinetics integration,
there remains a clear need to find or develop integration algorithms simultaneously suited for the
SIMT parallelism of GPUs (along with similar accelerators) and capable of handling stiffness. In
this work we will investigate GPU implementations of several semi-implicit and implicit
integration techniques, as compared with their CPU counterparts and the baseline CPU
CVODE [43] algorithm. Semi-implicit methods do not require solution of non-linear systems via
Newton iteration—as required for implicit integration techniques—and instead solve sequences of
linear systems [67]; accordingly these techniques are potentially better suited for SIMT
acceleration due to an expected reduction of thread divergence (for a per-thread implementation)
compared with implicit methods.
Several groups [69, 70] previously suggested so-called matrix-free methods as potential
improvements to the expensive linear-system solver required in standard implicit methods. These
methods do not require direct factorization of the Jacobian, but instead use an iterative process
to approximate the action of the factorized Jacobian on a vector. Furthermore, Hochbruck and
Lubich [71, 72] demonstrated that the action of the matrix exponential on a vector obtained
using Krylov subspace approximation converges faster than corresponding Krylov methods for
the solution of linear equations. Others explored these semi-implicit exponential methods for
applications in stiff chemical systems [73, 74] and found them stable for time-step sizes greatly
exceeding the typical stability bounds.
Since GPU-based semi-implicit exponential methods have not been demonstrated in the
literature, we aim to conduct a systematic investigation to test and compare their performance to
other common integration techniques. Finally, we will study the three-stage/fifth-order implicit
Runge–Kutta algorithm [67] investigated by Sewerin and Rigopoulos [53] here to determine the
impact of increasing stiffness on the algorithm and the performance benefits of using an
analytical Jacobian matrix, such as that developed by Niemeyer et al. [44, 75, 76].
Recently, implicit methods improved using adaptive preconditioners have shown promise in
reducing integration costs for large kinetic models, compared with implicit methods based on
direct, dense linear algebra [77]. These require use of linear iterative methods in addition to the
standard Newton iteration, and thus we expect increased levels of thread-divergence (and
integrator performance penalties) for the per-thread approach used in this work. However, this
area merits future study.
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The rest of the chapter is structured as follows. Section 2.2 lays out the methods and
implementation details of the algorithms used here. Subsequently, Section 2.3 presents and
discusses the performance of the algorithms run using a database of partially stirred reactor
thermochemical states, with particular focus on the effects of thread divergence and memory
traffic. Further, this work is a starting point to reduce the cost of reactive-flow simulations with
realistic chemistry via SIMT-accelerated chemical kinetics evaluation. Thus, we explore the
potential impact of current state-of-the-art GPU-accelerated stiff chemical kinetic evaluation on
large-scale reactive-flow simulations in Section 2.3, while identifying the most promising future
directions for GPU/SIMT accelerated chemical kinetic integration in Section 2.4. The source code
used in this work is freely available [78]. Appendix B discusses the validation and performance
data, plotting scripts, and figures used in creation of this chapter, as well as unscaled plots of
integrator runtimes and characterizations of the partially stirred reactor data for this work.
2.2 Methodology
In this section, we discuss details of the algorithms implemented for the GPU along with
third-party software used. The generation of testing conditions will be discussed briefly, and the







Table 2.1: The solvers used in this study, and platforms considered for each.
We investigated GPU implementations of three integration methods in this work, namely
RadauIIA [67], exp4 [72], and exprb43 [79], comparing them against equivalent CPU versions
and a CPU-only implicit algorithm CVODE [15, 43]. Table 2.1 lists these solvers and their
corresponding platforms. While we describe important details or changes made in this work, full
descriptions of all algorithms may be found in the cited sources. The pyJac software [44, 75, 76]
provided subroutines for both chemical source terms and the analytical constant-pressure,
mass-fraction-based Jacobian matrix used by CPU- and GPU-based algorithms. We evaluated
the relative performance impact of using a finite-difference Jacobian matrix (as compared with an
analytical Jacobian) for both platforms with a first-order finite difference method based on that
10
of CVODE [43]. pyJac also provided the chemical source terms used by the finite-difference
Jacobian in all cases. We direct readers to our previous work [44, 76] for verification and
performance assessments of pyJac itself.
First, the CVODE solver [15, 43] (part of the SUNDIALS suite [80]) provided the baseline
performance of a typical CPU-based (maximum of fifth-order) implicit integration technique. In
addition, we developed CPU versions of the methods under investigation for direct comparison to
the high-order implicit technique. These include the three-stage/fifth-order implicit Runge–Kutta
algorithm [67] (Radau-IIA), the fourth-order exponential Rosenbrock-like method of Hochbruck
et al. [72] (exp4), and the newer fourth-order exponential Rosenbrock method [79] (exprb43).
For the exponential methods, we used the method of rational approximants [81] paired with the
Carathédothy–Fejér method [82, 83] to approximate the action of the matrix exponential on a
vector, as suggested by Bisetti [73]. This technique relied on the external FFTW3 library [84, 85].
However, unlike the approach of Bisetti [73], we developed a custom routine based on the
algorithm presented by Stewart [86] to perform LU decomposition of the Hessenberg matrix
resulting from the Arnoldi iteration. Convergence of the Arnoldi iteration algorithm was
computed using the second term of the exponential matrix/vector product infinite series, as
suggested in several works [73, 87]. The exponential integrators used a rational approximant of
type (10, 10) as suggested by Bisetti [73]. To ensure high performance of CPU-based methods,
the Intel MKL library version 11.3.2 handled linear algebra (i.e., BLAS/LAPACK) operations.
Next, we developed GPU versions of the Radau-IIA, exp4, and exprb43 methods. These follow
the same descriptions as the CPU versions, but require specialized implementations of several
BLAS and LAPACK methods, mostly related to LU factorization of the Jacobian or Hessenberg
matrices. All GPU routines were developed using the NVIDIA CUDA framework [58, 59], and a
block-size of 64 threads (8 blocks per SM) was found to be most efficient for all solvers. All
solvers used adaptive time-stepping techniques; the Radau-IIA and CVODE integrators have
built-in adaptive time-stepping, while the exponential methods, exp4 and exprb43, used a
standard adaptive time-stepping technique [67]. The adaptive time stepping procedures of all
integrators used absolute and relative tolerances of 10−10 and 10−6 , respectively, throughout the
work. Finally, the Jacobian was reused on a per-thread (per-IVP) basis according to the built-in
rules for the implicit methods, and only recomputed on step failures for the exponential methods.
2.2.2 Testing conditions
In order to measure the performance of the integrators for realistic conditions, a database of
thermochemical states covering a wide range of temperatures and species mass fractions was
generated using a previously developed constant-pressure stochastic partially stirred reactor
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(PaSR) code [44, 75]; the details of the PaSR implementation may be found in Appendix A. We
selected two chemical kinetic models to span the range of model sizes typically used in
high-fidelity simulations: the hydrogen model of Burke et al. [88] with 13 species and 27
reactions, and the GRI-Mech 3.0 model for methane with 53 species and 325 reactions [89]. The
PaSR simulations were performed at the conditions listed in Table 2.2 for 10 residence times to
reach a statistical steady state; Niemeyer et al. [44] describe the PaSR simulation process in
greater detail, which follows approaches used by others [37, 38, 90]. The PaSR particles were
initialized using the equilibrium state, and gradually move away from equilibrium conditions due
to mixing, inflow, and outflow. In order to reduce the influence of equilibrium conditions on the
solution runtime trends for small numbers of IVPs, the first 1000 datapoints were removed from
each database; this corresponds to a single pairing time, τpair, the time interval at which selected
particles in the reactor are randomly swapped with inflowing particles. At this point in the
simulation, ∼ 80 % of the particles were at or near an equilibrium state, and by the 5000th
datapoint only ∼ 20 % of the particles were near equilibrium. The hydrogen and GRI-Mech 3.0
databases consisted of 899,900 and 449,900 total conditions, respectively. Further
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Table 2.2: PaSR parameters used for hydrogen/air and methane/air premixed combustion cases,
where φ indicates equivalence ratio, Tin is the temperature of the inflowing particles, p is the
pressure, Np is the number of particles in the reactor, τres is the residence time, τmix is the mixing
time, and τpair is the pairing time.
2.2.3 Solver verification
To investigate the correctness of the developed solvers, the first 10,000 conditions in the hydrogen
database were integrated by each solver using a global time-step size of 10−6 s. The error for
condition i was then determined using the weighted root-mean-square error
Ei(t) =

































Figure 2.2: Maximum error of the three CPU solvers as a function of the total number of internal
integration steps taken (corresponding to decreasing time-step size). Larger square and circle
symbols indicate the use of Krylov subspace approximations with the exponential methods, while
the smaller symbols indicate the use of “exact” Krylov subspaces. Data, plotting scripts, and figure
file are available under CC-BY [60].
where the yi(t) is the solution obtained from the various solvers, atol/rtol are the
absolute/relative tolerances, and yˆi(t) is the “true” solution obtained via CVODE using the same
global time-step of ∆t = 10−6 s and absolute/relative tolerances of 10−20 and 10−15, respectively;
note that the more stringent tolerances were used only to obtain the “true” solution. The




was then used to measure the error of each solver. The error measurement used the same
tolerances as for the performance testing (atol = 10−10 and rtol = 10−6, respectively). The
constant internal time-step size was then varied from 10−6–10−11 s—corresponding to 100–105
internal integration steps—to measure the convergence rates of the three solvers used in this
study.
Figure 2.2 shows the convergence of error for the CPU solvers with decreasing internal time-step
size, shown as increasing number of integration steps taken. The error of the Radau-IIA
integrator drops nearly four orders of magnitude when changing from a single internal time step
of 10−6 s to ten internal time steps of 10−7 s each, i.e., fourth-order convergence. Increasing the
number of integration steps—by further reducing the internal time-step size—past this point
results in one further drop in error (of order ∼ 3); however for more than 103 steps the overall
error begins to climb due to accumulation of local error. Since the Radau-IIA solver is nominally
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fifth-order, it is unclear whether we are observing order reduction due to the stiffness of the
problem, use of a numerically obtained “true” solution, or an accumulation of local error.
Although a more accurate assessment of convergence order might be achieved through use of a
stiff sample problem with an analytical solution—e.g., HIRES [67] or ROBER [67, 91]—direct
validation with the problem at hand was conducted here.
The exponential solvers utilizing an approximate Krylov subspace exhibit larger levels of error in
general, with |E| ∼ O(1)–O(10) for a single internal integration step of δt = 10−6 s. As the
time-step size is decreased, the convergence of the Arnoldi algorithm is affected by the internal
integration time-step size (the matrix exponentials and error estimates are scaled by the internal
time-step). To study the effect of the Arnoldi algorithm on error, Fig. 2.2 also presents the error
convergence of the exponential integrators with the Krylov approximation error reduced far
below the error of the overall method (for larger internal time-steps). Practically, this was
accomplished by detecting when the nth Krylov subspace vector approaches zero, a condition
known as the “happy breakdown” in literature [92]. At this limit, the approximate exponential
matrix/vector product approaches the exact value and thus the Krylov approximation error is
relatively small compared to the error of the overall method. It is clear that the error induced by
the “exact” Krylov subspace is non-zero however, as both methods reach a minimum error
around 102 steps and are unaffected by further step-size decreases, in contrast to the Radau-IIA
solver which exhibits increasing error past this point due to local error accumulation. Figure 2.2
shows that the exponential methods achieve only first-order convergence to the true solution with
the approximate Krylov subspace, but both methods converge at higher rates with the “exact”
Krylov subspace. The nominal fourth-order convergence of the exp4 algorithm is a classical
nonstiff order, and thus order reduction is expected for stiff problems [73, 93]; the exp4 solver
reaches roughly second-order convergence with the “exact” Krylov subspace. The exprb43 solver
reaches third-order convergence with the “exact” Krylov subspace. Similar to the discussion on
the Radau-IIA convergence order, it is difficult to determine whether order reduction has
occurred due to problem stiffness, the use of a numerically obtained “true” solution, or some
combination thereof. Furthermore, the error of Krylov subspace approximation dominates the
error measurement |E|. From Fig. 2.2 we conclude that all three solvers produce reasonably
accurate solutions as compared with CVODE. Additionally, although not shown, the GPU solvers
produce identical results.
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2.3 Results and discussion
We studied the performance of the three integrators by performing constant-pressure,
homogeneous reactor simulations with two global integration time-step sizes, ∆t = 10−6 s and
∆t = 10−4 s, for each integrator. Initial conditions were taken from the PaSR databases
described in Section 2.2.2. A larger global time step induces additional stiffness and allows
evaluation of the performance of the developed solvers on the same chemical kinetic model with
varying levels of stiffness. In reactive-flow simulations, the chemical integration time-step is
typically determined by the flow time-scale and stability requirements determined by the
Courant–Friedrichs–Lewy number. Typical global time-step values of reactive-flow simulations
are not always clear in the literature, as adaptive time-stepping is often used, or the global
time-step size is simply not reported; our own experience suggests global time-step sizes ranging
from 10−7 s to 10−4 s. The global time-step size used in a given simulation depends highly on the
problem and numerical methods, but large-eddy simulations usually require higher time
resolution than Reynolds-averaged Navier–Stokes simulations [94]. Hence, the global time-step
sizes we selected for study represent realistic values used in large-eddy [95, 96] and
Reynolds-averaged Navier–Stokes [97, 98] simulations.
Runtimes are reported as the average over five runs, where each run started from the same set of
PaSR conditions. All CPU integrators were compiled using gcc 4.8.5 (with the compiler
options “-O3 -funroll-loops -mtune=native”) and executed in parallel via OpenMP on four
ten-core 2.2GHz Intel Xeon E5-4640 v2 CPUs with 20MB of L3 cache memory, installed on an
Ace Powerworks PW8027R-TRF+ with a Supermicro X9QR7-TF+/X9QRi-F+ baseboard.
OpenMP was used to parallelize on a per-condition basis; i.e., each individual OpenMP thread
was responsible for integrating a single chemical kinetic IVP, rather than cooperating with other
OpenMP threads to solve the same. A six-core 2.67GHz Intel Xeon X5650 CPU hosted the GPU
integrators, which were compiled using nvcc 7.5.17 (with compiler options “-arch=sm_20 -O3
-maxrregcount 63 --ftz=false --prec-div=true --prec-sqrt=true --fmad=false”) and
run on a single NVIDIA Tesla C2075 with 6GB of global memory. Reported runtimes for the
GPU-based algorithms include time needed for CPU–GPU data transfer before and after each
global time step; in addition, the function cudaSetDevice() initialized the GPU before timing to
avoid any device initialization delay. The open-source pyJac software [44, 75, 76] produced CPU
and GPU custom source-code functions for the chemical source terms and analytical Jacobian




For all cases in this section, the integrator runtimes are presented as the runtime per IVP solved,
for two reasons. First, saturation of the available computational resources becomes visually
apparent (transition from a nearly linear decrease to a flat trend), and second, it allows certain
other performance trends (e.g., the effects of thread divergence) to be easily highlighted. The
presentation of the performance data in raw form is also available in the supplementary material
for completeness.






















(a) CPU performance results for ∆t = 10−6 s






















(b) CPU performance results for ∆t = 10−4 s





















(c) GPU performance results for ∆t = 10−6 s




















(d) GPU performance results for ∆t = 10−4 s
Figure 2.3: Average runtimes of the integrators on the CPU and GPU, scaled by the number of
IVPs, for the hydrogen model at two different global time-step sizes. Estimation of where the
runtime per IVP levels off to a constant value (based on the results for CVODE/Radau-IIA for the
CPU/GPU, respectively) is marked with a vertical line for all cases. Error bars indicate standard
deviation. Data, plotting scripts, and figure files are available under CC-BY [60].
Figure 2.3 shows the runtimes of the CPU and GPU integrators for the hydrogen model. In
Fig. 2.3a the runtimes per IVP for the CPU integrators for a single global time-step of
∆t = 10−6 s decrease approximately linearly with the number of IVPs for small numbers of initial
conditions (shown here on a log-log plot). For small numbers of IVPs, the exponential integrators
are faster than the implicit integration techniques due to the modest stiffness of the hydrogen
model; even with many near-equilibrium states removed from the beginning of the PaSR
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database, the model is not particularly stiff for this small time-step size. Larger numbers of IVPs
begin to saturate the CPU resources, and the runtime per IVP levels off to a more constant
value; vertical lines are shown in Fig. 2.3 where the relative change in runtime per IVP between
successive data-points is first smaller than 15% (based on the results for CVODE/Radau-IIA for
the CPU/GPU respectively). Eventually, relatively more stiff conditions are encountered and the
performance of the implicit integration techniques catches up and then surpasses that of the
exponential integrators; CVODE is the most efficient solver on the CPU when solving more than
104 IVPs; however, CVODE is only ∼1.87× faster than the slowest solver (exprb43) on the whole
database. Figure 2.3c shows the performances of the GPU integrators for the smaller global
time-step size, which exhibit similar trends as the CPU solvers: a linearly decreasing solution
cost that reaches a roughly constant value beyond 103–104 IVPs. Unlike for the CPU solvers, the
GPU-based Radau-IIA performs faster than the exponential solvers for all numbers of IVPs. As
will be seen in Section 2.3.3, both solver classes experience minimal thread divergence due to
differing internal integration time-step sizes in this case. Therefore, we conclude that the
relatively slower runtimes per IVP for the exponential algorithms on the GPU results from thread
divergence in the Arnoldi iteration—caused by varying Krylov subspace sizes between threads.
Figures 2.3b and 2.3d show the performance of the integration algorithms on both platforms for
the hydrogen model with a single larger global time step (∆t = 10−4 s). The performances of the
CPU integration algorithms show similar trends to those of the smaller global time-step size case:
decreasing cost per IVP before reaching a more constant performance for higher numbers of IVPs.
The larger global time-step size induces additional stiffness, and the implicit solvers are more
efficient for most numbers of IVPs; CVODE is again the most efficient CPU solver. Figure 2.3d
shows the performance of the GPU solvers for the larger global time-step size. The exponential
solvers exhibit significant spikes in computational cost when changing from 2–4 and 16–32 IVPs,
with the latter mimicked somewhat by the implicit Radau-IIA solver. A jump in solution cost
between 2–4 IVPs is also present for the CPU exponential integrators, indicating stiffness as the
primary cause. On the other hand, between 16–32 IVPs the CPU exponential solvers exhibit only
a very minor performance decrease, while the GPU-based Radau-IIA also shows a decrease in
performance at the same point—a trend completely absent in the CPU Radau-IIA version. These
factors indicate that thread divergence also plays a key role in the performance trend here, and
will be investigated further in Section 2.3.3. As in case of the smaller global time-step size, the
Radua-IIA solver is the most efficient GPU algorithm in all cases.
Figure 2.4 shows the runtime of the integrators for the GRI-Mech 3.0 model. Similar to the
hydrogen case for the smaller global time-step size, the CPU exponential integrators are more
efficient (Fig. 2.4a) for the near-equilibrium conditions at the beginning of the database. For
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(a) CPU performance results for ∆t = 10−6 s





















(b) CPU performance results for ∆t = 10−4 s




















(c) GPU performance results for ∆t = 10−6 s





















(d) GPU performance results for ∆t = 10−4 s
Figure 2.4: Average runtimes of the integrators, scaled by number of IVPs, on the CPU and
GPU for the GRI-Mech 3.0 model at two different global time-step sizes. Estimation of where the
runtime per IVP levels off to a constant value (based on the results for CVODE/Radau-IIA for the
CPU/GPU respectively) is marked with a vertical line for all cases. Error bars indicate standard
deviation. Data, plotting scripts, and figure files are available under CC-BY [60].
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larger numbers of conditions, the implicit integrators are more efficient, and CVODE again
performs the fastest. Compared with the hydrogen model (Fig. 2.3a), the CVODE performs better
than the exponential algorithms for the GRI-Mech 3.0 model with the small global time-step size
(Fig. 2.4a), reaching a speedup of 2.18× over exp4 on the whole database; this results from the
higher stiffness present in the model. This performance gap between the CPU
implicit/exponential integrators increases for the larger global time-step size (Fig. 2.4b); CVODE is
10.1× faster than exp4 on the whole database. Comparing the performance of the CPU implicit
solvers between the two chemical kinetic models shows roughly an order-of-magnitude
performance decrease for both global time-step sizes. This phenomena, due largely to the
increase in model size, is also seen for the Radau-IIA GPU solver for the smaller global time-step
size; the performance of which decreases by just over an order of magnitude. However, for the
larger global time-step size, the GPU-based Radau-IIA solver performs roughly two
orders-of-magnitude slower compared with the hydrogen case. As will be examined in
Section 2.3.3, this dramatic decrease likely results from increased thread divergence in the
Radau-IIA solver, as well as the increased memory traffic inherent in the larger model.
Unlike for the hydrogen model, the exprb43 solver outperforms exp4 with the GRI-Mech 3.0
model in almost all cases for the larger global time-step size for both the CPU and GPU.
Although the exprb43 and exp4 algorithms each require three exponential matrix function
approximations per step, a single internal time step of exprb43 is more expensive due to the
extra chemical source term evaluations, matrix multiplications, and higher-order exponential
matrix function requirement. As such, the relatively simpler CPU exp4 integrator outperforms
the CPU exprb43 integrator for the hydrogen model where there is relatively less stiffness.
However, as previously discussed the exp4 algorithm may experience order reduction for stiff
problems, and the exprb43 algorithm typically outperforms exp4 on both the CPU and GPU in
the larger global time-step GRI-Mech 3.0 case as a result.
2.3.2 CPU/GPU performance comparison
Comparing the performance of CPU- and GPU-based integrators in a meaningful way is
challenging. First, the vastly different nature of the processing cores in each platform eliminates
the possibility of comparing performance normalized by core count. In addition, the
floating-point operation count is not readily available for chemical kinetics integration—unlike
many GPU-accelerated applications where the number of operations required to solve the
problem is known, e.g., as in linear-algebra operations or fast Fourier transforms—which
precludes comparing performance on the basis of floating-point operations per second (FLOPS).
Although the runtimes of the GPU integration algorithms can be directly compared with that of
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the CPU-based solvers (and often are), these figures do not provide much useful information. For
instance, if a GPU algorithm performs 10× faster than its equivalent on two six-core CPUs, how
does this compare to two eight-core CPUs, etc.?
For researchers in numerical combustion, two issues stand out as particularly important for
performance evaluation: runtime and cost. As established in Section 2.1, large-scale reactive-flow
simulations with realistic chemical kinetic models are extremely computationally expensive, and
remain outside of the capabilities of most in the field. With this in mind, we ask, for a given
simulation, what is the effect on the overall runtime of adding more CPU cores compared with
adding GPU accelerators? In addition, if a budget is allocated to expand available computational
resources, how might these funds be best allocated? To answer these questions, we derived an
estimate of the number of CPU cores required for equivalent performance on the GPU.
A nominal performance metric for both the CPU- and GPU-based integration algorithms must
first be obtained. As the most efficient solvers in all cases with large numbers of IVPs are CVODE
for the CPU and Radau-IIA for the GPU, these algorithms will be considered the performance
benchmarks. Furthermore, most large-scale simulations consist of millions of cells (or more), and
therefore we only consider the performance limit of each algorithm (i.e., the cost per IVP of each
algorithm in the region where this cost reaches an approximately constant value). To this end,
the previously discussed threshold—the first relative change in runtime per IVP between
successive data-points smaller than 15% (based on CVODE/Radau-IIA for the CPU/GPU
accordingly)—is used, and marked as vertical lines on Figs. 2.3 and 2.4. The cost per IVP above
and including these thresholds was averaged and forms our nominal performance measure. The
CPU performance measure must also be normalized by the total number of cores used: 40.
Table 2.3 presents the ratios of these performance measures, which give estimates for the number
of CPU cores required to equal the GPU performance for the cases studied. The GPU is roughly
equivalent to 12 or more CPU cores for all cases except GRI-Mech 3.0 with the larger global
time-step size, and equivalent to at most 38 cores for the hydrogen case with the smaller global
time-step size. With the increasing size of the chemical kinetic model, the equivalent CPU core
count of the GPU Radau-IIA solver drops significantly. As will be discussed in Section 2.3.3, this
drop in performance is primarily due to higher memory traffic requirements, however increased
levels of thread divergence also play a role. Although this work represents the current
state-of-the-art for implicit integration of stiff chemical kinetic IVPs on the GPU, it is clear that
more effort is required to improve GPU performance for larger chemical kinetic models.
Approaches to mitigate these issues will be discussed in the subsequent section.
At the time of writing, the ten-core Intel Xeon E5-4640 v2 CPU used in this study was listed for
a recommended customer price of $2725 [99], while a new Tesla C2075 GPU is available for
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Global time-step size # equivalent CPU cores
Hydrogen GRI-Mech 3.0
10−6 s 38 12
10−4 s 15 3
Table 2.3: The number of CPU cores (roughly) required for equivalent performance to a single
GPU for the combinations of chemical kinetic models and global time-step sizes studied.
∼$1400 [100]. These prices are only rough estimates of the actual cost of these devices, since the
actual price for the Intel CPU may be significantly less in a configured server node, while the
Tesla C2075 is no longer sold directly by NVIDIA—thus the prices are variable. Furthermore, the
performance decrease using an older, cheaper CPU (e.g., the Intel Xeon X5650 used as host
processor for the GPU simulations in this work) may not be that large. However, combined with
the equivalent core counts in Table 2.3, this information suggests that the Tesla C2075 is a
reasonable investment to supplement computing power for chemical-kinetic integration in
large-eddy simulations.
2.3.3 Effects of thread divergence and memory traffic
Thread divergence and memory traffic are two performance concerns particularly important for
chemical kinetics integration on GPU and SIMT platforms. Slowdown due to memory traffic for
a GPU integration algorithm implemented on a per-thread basis primarily results from the small
amount of on-chip memory available. Implicit integration algorithms, which typically require
storage of the Jacobian matrix and/or factorized forms thereof, can quickly overwhelm the
registers and L1 cache memory available to each thread and cause many slow global memory
accesses. Reformulating the chemical kinetic equations to generate sparse Jacobian matrices [101]
would greatly benefit GPU-based integration algorithms due to the reduced memory
requirements, and in addition enable use of sparse multiplication/factorization algorithms (from
which a CPU-based algorithm would also benefit); this is a planned improvement to the pyJac
software [44, 75].∗ Further, the Tesla C2075 GPU used in this study was originally released
nearly five years ago and is several generations old; the newer Tesla K40 is available for a similar
price, $2950 [102], as the Xeon E5-4640 v2 CPU used in this study, and has 2× registers available
per block [59] and 6.4× as many CUDA cores [103] as the Tesla C2075 used. Using a newer GPU
model could significantly improve solver performance for larger models by relieving the scarcity
of on-chip memory in a per-thread approach. Finally, a per-block approach may be required to
efficiently integrate the largest models on the GPU, due to the much higher amount of cache
∗Bisetti [73] demonstrated a method to exploit the underlying sparsity of a dense mass-fraction-based constant-
pressure Jacobian matrix (used in this study) to accelerate Jacobian-vector multiplications; however, a reformulation
is still more attractive as it enables sparse-LU factorization.
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memory allocated for each IVP solution.
The performance penalty due to thread divergence depends both on the cost of the divergent
branches as well as the proportion of the warp that executes each branch. For example, if only
one thread in a warp executes an expensive branch (e.g., a Jacobian update), the rest of the warp
remains idle during that time, and the SM may become severely underutilized. To investigate the
effects of thread divergence further, we adopted a modified version of the quantification of thread








where di is the number of internal integrator time steps taken to reach the global time step by
thread i in a warp (which consists of 32 threads). D represents the similarity of internal time
step counts across threads in a warp—a significant source of thread divergence. If all threads in a
warp use identical internal integration time steps and thus the warp experiences no thread
divergence from this source, then D = 0; however, if a warp experiences an unbalanced number of
internal integration time steps, then D → 1. Differing internal time-step sizes are not the only
source of thread divergence for the GPU integration algorithms. For instance, threads in a warp
may use different Krylov subspace sizes for the exponential integrators or different numbers of
Newton iterations for the Radau-IIA solver. Indeed, Section 2.3.1 notes that we suspect thread
divergence from differing Krylov subspace sizes as the reason the exponential solvers are less
efficient for small numbers of IVPs for the hydrogen model with the small global time-step size.
However, these operations clearly cost less than an entire internal integration step (in which they
are embedded) and thus we look only at the thread divergence of internal integration time steps.
Thread divergence of such operations within an internal integration step could play an important
role and will be investigated in our future work.
Figures 2.5a and 2.5b show the distribution of the divergence measure D for the Radau-IIA
solver with both global time-step sizes and kinetic models when run on 262,144 IVPs, spread
across 8192 warps. For both kinetic models with the smaller global time-step size, nearly 100%
of the warps had a divergence measure near zero. Increasing the global time-step size causes the
number of warps with high levels of thread divergence (e.g. D > 0.5) to increase for both models.
For the hydrogen model, over 40% of warps were between D = 0.55 and D = 0.65, and the
approximate equivalent CPU core-count (Table 2.3) dropped by 2.5× between the small and
large global time-step sizes. Further, over 75% of warps were between D = 0.6 and D = 0.8 for
the GRI-Mech 3.0 model for the larger global time-step size, and subsequently a higher drop in
performance of 4× occurred. This observation motivates future work aimed at developing
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(a) Radau-IIA solver for hydrogen model




















(b) Radau-IIA solver for GRI-Mech 3.0 model




















(c) exprb43 solver for hydrogen model




















(d) exprb43 solver GRI-Mech 3.0 model




















(e) exp4 solver hydrogen model




















(f) exp4 solver GRI-Mech 3.0 model
Figure 2.5: Thread divergence estimate for the three solvers for both models and global time-step
sizes. Data, plotting scripts, and figure files are available under CC-BY [60].
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strategies to reduce thread divergence. Potential solutions include adopting an IVP per-block
approach [51], reordering IVPs to increase similarity of stiffness inside a warp, or synchronizing
internal time-step sizes between threads in a warp. However, Figs. 2.5a and 2.5b do not explain
the drop in equivalent core count between the hydrogen model and the GRI-Mech 3.0 model for
the smaller global time-step size. The minimal thread divergence of the Radau-IIA solver for
both models at the smaller global time-step size suggests that this drop in performance is
primarily caused by the increased memory traffic of the larger model, as well potential thread
divergence inside the internal integration step; this further motivates development of a sparse
version of the pyJac [44, 75] software.
Figures 2.5c and 2.5d show the divergence levels of the exprb43 GPU solver. Similar to the
Radau-IIA solver, nearly 100% of warps for the exprb43 solver have no thread divergence due to
differing internal integration step sizes for the hydrogen model. The exprb43 thread divergence
levels increase somewhat for the GRI-Mech 3.0 model with the smaller time-step size; 27% of
warps still had a divergence measure of D = 0, but nearly 63% of the warps had divergence
measures between D = 0.05 and D = 0.2. With the larger time-step size, the exprb43 solver
experiences significantly more thread divergence for both models. The divergence measure
distribution is fairly similar to that of the Radau-IIA solver for the GRI-Mech 3.0 model, but
most warps experience a divergence measure of D ∼ 0.8 for the hydrogen model (versus D ∼ 0.6
for the Radau-IIA solver). The semi-implicit solvers deal with stiffness less efficiently, and end up
using a greater range of internal time-step sizes between conditions of varying stiffness. This
results in an increase in thread divergence levels due to differing internal time-step sizes.
The relatively worse stiffness handling of the exp4 method is also apparent in Figs. 2.5e and 2.5f;
in most cases, significantly more thread divergence is seen for exp4 than for either of the other
two solvers. The exp4 algorithm is the only solver to show significant thread divergence even for
the hydrogen model for the smaller global time-step size. Further, the exp4 algorithm experiences
more thread divergence than the exprb43 for both models at the larger global time-step size.
2.3.4 Effect of using a finite-difference-based chemical kinetic Jacobian
While it is well established that using an analytical Jacobian matrix can significantly accelerate
chemical kinetics integration on the CPU (e.g., [16, 101, 104]), relatively little study has been
directed at use of a GPU-based analytical Jacobian. Dijkmans et al. [105] used a GPU-based
analytical Jacobian code to accelerate various CPU-based chemical kinetics integration schemes,
and our own previous works [44, 76] have detailed the performance of pyJac. However, to our
knowledge no work using an analytical Jacobian for GPU-based chemical kinetics integration has
been published. In this section, we explore the relative performance benefits of the analytical
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Jacobian compared with a first-order finite-difference Jacobian on both the CPU and GPU. The
exponential methods require an exact Jacobian matrix (rather than an approximation as given by
finite-difference methods), so their performance was not considered in this section.
Figure 2.6 shows the speedup achieved on both the CPU and GPU for the Radau-IIA algorithm
for various cases; the GRI-Mech 3.0 results for the larger global time-step size have been omitted
due to long run times. For the hydrogen model (Figs. 2.6a and 2.6b), using the analytical
Jacobian offers minimal performance benefit for the CPU-based integrators, reaching a maximum
speedup of 1.49× and 1.39× for the small and large global time-step sizes, respectively. Our
previous work [44] demonstrated that evaluation of the analytical Jacobian was 5.28× faster on
the CPU for the same chemical kinetic model; thus, the minor speedup seen here results from
reuse of the Jacobian within the Radau-IIA solver, such that integration only requires a few
Jacobian evaluations. In some cases the finite-difference Jacobian solver may be faster than the
analytical Jacobian solver; although it is difficult to explain the exact cause of this phenomena,
differences in the finite-difference Jacobian likely caused the integrator to follow a slightly
different instruction path (e.g., with fewer Jacobian updates/chemical source term evaluations)
changing the integration cost. However, for large numbers of conditions, the
analytical-Jacobian-based CPU solver indeed performs faster than the finite-difference
counterpart. In contrast, the analytical-Jacobian-based GPU solver performs significantly faster
than the finite-difference GPU solver in all cases for the hydrogen model, reaching a maximum
speedup of 12.16× for the smaller global time-step size. As discussed in Section 2.3.3,
significantly higher levels of thread divergence are expected for the larger global time-step size.
Correspondingly, the maximum speedup of the GPU solver increases to 240.96× for the larger
global time-step size. Figure 2.6c shows that the speedup of the CPU and GPU solvers reach
2.61× and 7.11×, respectively, for the larger GRI-Mech 3.0 model at the smaller global
time-step size.
Upon subsequent investigation of the source of the large speedups that occur when using
analytical versus a finite-difference Jacobian evaluation on the GPU, it was revealed that the
version of nvcc and CUDA toolkit used in this study—v7.5.17 and v7.5, respectively—greatly
slows down the finite-difference Jacobian cases when compared with a newer version of the
CUDA toolkit (v8.0.61). Instead the GPU speedups for the H2/CO model are more similar to
those seen on the CPU in Figs. 2.6a and 2.6b. Thus these large speedups are not typical of what
should be expected when using analytical Jacobian evaluation on the GPU, the GPU speedup
results in Fig. 2.6 are specific to CUDA v7.5.
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(a) Hydrogen model with ∆t = 1× 10−6 s
















(b) Hydrogen model with ∆t = 1× 10−4 s














(c) GRI-Mech 3.0 model with ∆t = 1× 10−6 s
Figure 2.6: Ratio of the average finite-difference Jacobian based integrator runtime |RFD| to that of
the analytical Jacobian runtime |RAJ| for the Radau-IIA (CPU/GPU) solvers. Error bars indicate
standard deviation, and the horizontal lines show a ratio of one. Data, plotting scripts, and figure
files are available under CC-BY [60].
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2.4 Conclusions
The large size and stiffness of chemical kinetic models for fuels traditionally requires the use of
high-order implicit integrators for efficient solutions. Past work showed orders-of-magnitude
speedups for solution of nonstiff to moderately stiff chemical kinetic systems using explicit solvers
on GPUs [49, 52, 66]. In contrast, work on stiff chemical kinetics integration with implicit GPU
solvers has been limited to specialized cases, or failed to surpass current CPU-based techniques.
This work demonstrated and compared the performances of CPU- and GPU-based integration
methods capable of handling greater stiffness, including an implicit fifth-order Runge–Kutta
algorithm and two fourth-order exponential integration algorithms, using chemical source term
and analytical Jacobian subroutines provided by the pyJac software [44, 75, 76]. By comparing
the performance of these algorithms using two chemical kinetic models, including hydrogen with
13 species and 54 reactions [88] and methane with 53 species and 325 reactions [89], and using
two global time-step sizes (10−6 s and 10−4 s), we drew the following conclusions:
• For global time-step sizes relevant to large-eddy simulations (e.g., ∆t = 10−6 s), the
GPU-based implicit Runge–Kutta method was roughly equivalent to the CPU-based
implicit CVODE integrator running on 12–38 CPU cores.
• At larger global time-step sizes, the performances of all GPU-based integrators decreased
significantly due to thread divergence.
• For a global time-step size relevant to Reynolds-averaged Navier–Stokes simulations (e.g.,
∆t = 10−4 s), the GPU-based implicit Runga–Kutta solver performed equivalent to CVODE
running on 15 cores for the hydrogen model, and just 3 cores for the GRI-Mech 3.0 model.
• The higher memory traffic required due to the size of the GRI-Mech 3.0 model significantly
decreased GPU solver performance; a sparse analytical chemical kinetic Jacobian
formulation must be developed to achieve high performance for still larger chemical kinetic
models on the GPU.
• The exponential solvers were significantly less efficient than the implicit integrators on the
CPU and GPU for all relevant cases.
Based on these results, we conclude that the exponential solvers poorly fit the SIMT acceleration
paradigm due to high levels of thread divergence combined with the relatively high cost of
integration steps due to Arnoldi iteration (as compared with other semi-implicit integration
techniques). Instead, we recommend directing further focus on stiff semi-implicit solvers such as
(non-exponential) Rosenbrock solvers, explored for the CPU by Stone and Bisetti [104], and
inexact Jacobian W-methods [106, 107]. Further improvements to the analytical Jacobian code,
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e.g., by using a chemical kinetic system based on species concentrations to increase Jacobian
sparsity, are likely to further increase performance of the developed algorithms. Additionally,
newer GPUs should be tested to examine the ability of larger cache sizes and more available
registers to improve performance by reduction of slow global memory loads/stores; a per-block
solution still may need to be adopted for efficient integration of larger chemical kinetic models.
However, this work also showed that thread divergence poses a challenge to high performance of
GPU-based integration techniques on a per-thread basis. Our future work will therefore include a
more comprehensive study of thread divergence, as well as developing methods to mitigate or
eliminate its negative performance impact. Finally, new integration techniques will be




Using SIMD and SIMT
vectorization to evaluate sparse
chemical kinetic Jacobian matrices
and thermochemical source terms
3.1 Introduction
Single-Instruction, Multiple-Data (SIMD) and the related Single-Instruction, Multiple-Thread
(SIMT) programming are two important vector-processing paradigms used increasingly in
scientific computing. The parallel programming standard OpenCL [108] has further enabled
adoption of vector processing in scientific computing by providing a common application program
interface (API) for execution on heterogeneous systems, e.g., CPU, GPU, or Intel’s Many
Integrated Core (MIC) architecture. Here we will largely use OpenCL terminology to describe
these processing paradigms, as it provides a convenient way to classify otherwise disparate
processor types (e.g., CPUs and GPUs). However, the concepts discussed herein broadly apply to
SIMD/SIMT processing.
A typical modern CPU contains multiple compute units (i.e., cores), each with specialized vector
processing units capable of running SIMD instructions, as Fig. 3.1a depicts. A SIMD instruction
uses the vector processor to execute the same floating-point operation (e.g., multiplication,

























(a) Schematic of SIMD processing. A single
compute unit (e.g., a CPU core) contains a vec-
tor unit with Nv processing elements (PEs), to-
gether called a vector-lane. The vector unit ex-
















(b) Schematic of SIMT processing. A single
compute unit (e.g., a GPU streaming multi-
processor) contains many processing elements
(PEs) and hosts many threads, each with an in-
struction to execute (I1, I2). Threads with the
same instruction execute concurrently on multi-
ple data while the others must wait (leading to
thread divergence).
Figure 3.1: Simple diagrams explaining the fundamentals of the SIMD and SIMT vector-processing
paradigms.
operations, typically around two to four in double precision.∗ Specialized hardware accelerators
have also been developed, like Intel’s Xeon Phi co-processor (i.e., the MIC architecture), that
have tens of cores with wide vector-widths (e.g., 4–8 double-precision operations). Cutting-edge
and forthcoming Intel CPUs also include these wide vector-widths, like the Skylake Xeon and
Cannon Lake architectures.
Modern GPUs rely on the related computing paradigm of SIMT processing, where a single
compute element hosts large numbers of threads (a streaming multiprocessor in Nvidia
terminology) [109]. Figure 3.1b depicts a SIMT compute unit, where a group of
threads—typically 32, known as a warp on Nvidia GPUs—execute the same SIMT instruction on
multiple data concurrently. If some threads must execute a different instruction, they are forced
to wait and execute later; this may occur due to if/then branching or predication. This
phenomenon, known as thread-divergence, is a key consideration for SIMT processing and can
cause serious performance degradation for complicated algorithms [110].
∗OpenCL allows for use of vector-widths different from the actual hardware vector-width via implicit conversion,
and may provide some performance benefit as Sec. Section 3.3.5 discusses.
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3.1.1 Related work
Recognizing the need to accelerate chemical-kinetic Jacobian evaluation and factorization, a
number of recent works have been published on constructing analytical Jacobian matrices;
although as will be discussed at the end of this section, here we offer several key improvements
over past efforts. Schwer et al. [101] were among the first to recognize the critical importance of a
sparse analytical Jacobian to accelerate chemical kinetic simulations. Later, Safta et al. [111]
developed the TChem software package, which was one of the first developed that provides
analytical Jacobian evaluation. However, TChem has several limitations, including incompatibility
with modern reaction types—i.e., pressure-dependent Arrhenius (or P-Log) and Chebyshev
reactions—and its lack of thread-safety to enable parallel execution [112]. Youssefi [113] explored
the importance of analytical Jacobian matrices for time-scale analysis techniques as well as their
effect on computational efficiency in zero-dimensional homogeneous reactor simulations.
Bisetti [73] developed an isothermal, isobaric analytical Jacobian code-generation utility; this
approach significantly increases Jacobian sparsity, although the chosen isothermal assumption is
not typical in most combustion simulations. In the same work Bisetti also provided a novel way
to compute dense matrix-vector multiplications resulting from a change of system variables
without storing the full Jacobian. Perini et al. [114] developed an analytical Jacobian code for
constant-volume combustion, with additional options to increase sparsity (at the expense of strict
correctness) and tabulate temperature-dependent properties; they reported an 80% speedup over
a finite-difference-based Jacobian when used in a multidimensional reactive-flow simulation. Gao
et al. [115] derived a sparse analytical Jacobian, but did not verify it outside the context of use
with an implicit-integration technique. In addition, since the Jacobian was based on an
over-constrained system [116], the effect on strict conservation of mass/energy was not studied.
Recently, some groups have developed frameworks for constructing analytical Jacobians for
evaluation on modern SIMD or SIMT processors. Dijkmans et al. [105] developed a GPU-based
analytical Jacobian code with optional tabulation of temperature-dependent properties, and
showed speedups up to 120× for zero-dimensional chemical kinetic integration with large
chemical models (~3000 species). Bauer et al. [117] used warp-specialization to improve
GPU-vectorization over a standard data-parallel vectorization approach; they achieved speedups
of up to 2.81–3.75×, 1.91–2.58×, and 1.4–1.5× for evaluating viscosity, species diffusion, and
chemical source terms, respectively. Niemeyer et al. [44] created and verified the open-source
analytical chemical kinetic Jacobian code-generator, pyJac, which supports parallel execution on
CPUs and SIMT execution on GPUs; pyJac enables a speedup of 3–7.5× over a finite-difference
Jacobian on the CPU.
Relevant to all of the aforementioned efforts, Hansen and Sutherland [116] explored the choice of
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thermochemical state vectors and the resulting effect on consistency and errors in conserved
properties such as mass and energy. They also characterized how the choice of state vector affects
implicit/linearly implicit integration algorithms and chemical mode analysis techniques. Overall
they found that while many literature Jacobian formulations are not strictly correct or
over-specified, such flaws negligibly affect Newton–Krylov methods—perhaps because the
incorrect Jacobian reasonably approximates the true Jacobian. On the other hand, linearly
implicit algorithms like Rosenbrock methods and analysis techniques like chemical explosive
mode analysis [118] need accurate and correct Jacobians.
A number of recent works have investigated using high-performance SIMT devices like GPUs to
accelerate reactive-flow and chemical kinetics simulations, as reviewed in Chapter 2. In contrast,
SIMD-based chemical kinetics evaluation/integration have been studied far less. Linford et
al. [119] implemented a three-stage, second-order Rosenbrock integrator for atmospheric chemical
kinetics on the CPU, GPU, and cell broadband engine (CBE)—a specially designed vector
processor—and found speedups regularly exceeding 25× over a serial CPU implementation.
Kroshko and Spiteri [55] implemented a SIMD-vectorized third-order stiff Rosenbrock integrator
for atmospheric chemistry on the CBE and found a speedup of 1.89× (a parallel scaling efficiency
of 94%) over a serial version of the same code. Stone et al. [57] implemented a linearly implicit
fourth-order stiff Rosenbrock solver in the OpenCL for various platforms including CPUs, GPUs,
and MICs. They found that SIMD vectorization improves integrator performance over an
OpenMP baseline vectorized by simple compiler hints (i.e., #pragmas) by 2.5–2.8× on the CPU
and 4.7–4.9× on the MIC, while the GPU performs only 1.4–1.6× faster than the OpenMP
baseline due to thread divergence [57].
3.1.2 Goals of this study
In this chapter we
• Derive and verify a new Jacobian formulation that greatly increases sparsity;
• Detail the implementation of cross-platform SIMD/SIMT vectorization for CPUs, GPUs,
and other accelerators;
• Investigate the performance of SIMD/SIMT-vectorization for a wide range of chemical
kinetic models, and compare with the previous version of our analytical chemical kinetic
Jacobian code [44]; and finally
• Discuss future extensions to this work as well as several promising directions for
SIMD/SIMT vectorization in reactive-flow simulations.
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This work builds upon our previous analytical chemical kinetic Jacobian code, pyJac [44], using
the new formulation, pyJac v2, to achieve these goals. To our knowledge is the first open-source,
verified effort that vectorizes the evaluation of chemical-kinetic source terms and Jacobian
matrices for any chemical model on a wide selection of platforms.
3.2 Methodology
3.2.1 Data ordering and vectorization patterns
(1,1) (1,2) ... (1,N)





(a) A simple 2-D data array with K rows and N
columns.
(1,1) (1,2) ... (1,N) (2,1) ... (K,N)
(b) Row-major data ordering
(1,1) (2,1) ... (K,1) (1,2) ... (K,N)
(c) Column-major data ordering
Figure 3.2: Simple data-layout patterns for 2-D arrays
When storing arrays for a chemical kinetic model, the data-storage layout and vectorization
patterns are critical to achieving high-performance code. Figure 3.2a depicts an example data
array with K rows and N columns where index (i, j) corresponds to the ith row and jth column.
For example, the concentration of species j for the ith thermochemical state would be stored in
[C]i,j with 1 ≤ i ≤ Nstate (the number of thermochemical states considered for evaluation) and
1 ≤ j ≤ Nsp (the number of species in the model). The stored concentrations would then have
K = Nstate rows and N = Nsp columns.
The “C” (C row-major) format stores the concentrations of all species for a single thermochemical
condition i sequentially in memory, i.e., with [C]1,1 in index 1 (using one-based index notation),
[C]1,2 in index 2, and so on, as shown in Fig. 3.2b. Conversely, in the “F” (Fortran
column-major) format the concentrations of a single species j over all thermochemical states lie
adjacent in memory, corresponding to storing [C]1,1 in index 1, [C]2,1 in index 2, and so on, as
shown in Fig. 3.2c. This ordering strongly affects the performance of SIMD/SIMT-vectorized
algorithms, as does the device (CPU, GPU, etc.) and vectorization pattern in question.
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In a shallow SIMD/SIMT vectorization (also referred to as “per-thread” in previous works using
GPUs [51]), each SIMD lane or SIMT thread in a compute unit evaluates the source terms or
Jacobian for a different thermochemical state. If the data is stored in “F”-order, the SIMD
lanes/SIMT thread accessing [C]1,j . . . [C]Nv,j will load sequential locations in memory, where
[C]i,j is the concentration of species j for state i and Nv is the SIMD vector-width or the number
of threads in a SIMT warp. The first (j + 1)th species concentration, [C]1,j+1, will be Nstate
memory locations away; this increases the likelihood of cache misses on the CPU [120], but
conversely well matches the pattern of coalesced memory access on the GPU [121].
In a deep SIMD/SIMT vectorization (also referred to as “per-block” in previous GPU works [51,
110]), a compute unit uses its SIMD lanes/SIMT threads cooperatively to evaluate the
thermochemical source terms for a single thermochemical state; thus SIMD lanes loading
[C]1,j . . . [C]1,j+Nv will access sequential memory locations if the data is stored in “C”-order.
Further, in “C” ordering any two species concentrations within the same thermochemical state lie
at most Nsp locations away, with Nsp  Nstate in most cases; this greatly improved data locality
increases the chances of a cache hit on the CPU, but may lead to uncoalesced memory accesses
on the GPU. Deep vectorization requires synchronization between SIMD lanes/SIMT threads via
memory fences/barriers, a potentially expensive operation. In addition, deep vectorization may
result in SIMD waste or SIMT thread divergence caused by different lanes/threads executing
different instructions (e.g., resulting from different if/then branches). Shallow vectorization may
also experience SIMD waste or SIMT thread divergence, e.g., in chemical kinetic integration due
to varying internal solver time-step sizes [110]. However, in this work shallow vectorization is
largely unaffected by this concern as the only major code paths that differ between vector lanes
are high/low-temperature polynomial evaluations and differing pressures for P-Log reactions,
which cause far fewer issues compared with differing internal ODE integration time-steps [110].
(1,1) (2,1) ... (Nv,1) (1,2) ... (Nv,N) ... (K,N)Nv+1,1( (
(a) Row-major, shallow-vectorized data ordering
(1,1) (1,2) ... (1,Nv) (2,1) ... (N,Nv) ... (K,N)
1,
Nv+1( (
(b) Column-major, deep-vectorized data ordering
Figure 3.3: Vectorized data-ordering patterns
Finally, Fig. 3.3 shows a vectorized data-ordering that improves the caching patterns of a
shallow, “C”-ordered SIMD vectorization on the CPU (Fig. 3.3a) and a deep, “F”-ordered SIMT
vectorization on the GPU (Fig. 3.3b). We accomplish this by splitting the slower-varying axis of
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the data array—columns for “C”-ordering, and rows for “F”-ordering—into chunks of size Nv
(the SIMD vector width or SIMT warp size) and laying these data out contiguously in memory.
For example, using the shallow-vectorized “C”-ordering pictured in Fig. 3.3a, the concentrations
of species j for states i to i+Nv ([C]i,j , . . . , [C]i+Nv,j) lie contiguously in memory and are
followed by the concentrations of species j + 1 for the same states ([C]i,j+1, . . . , [C]i+Nv,j+1).
This pattern ensures that any SIMD operation occurs on data contiguous in memory, which
greatly improves caching and SIMD throughput; it is also similar to OpenCL’s native vector
data-types, e.g., double8 treats eight contiguous double-precision floating-point numbers as a
single vector datum. Conversely, the data-ordering in Fig. 3.3b enables coalesced memory
accesses for “F”-ordered, deep SIMT vectorization on the GPU. We will discuss the effects of
these various data-ordering and vectorization patterns on performance in Section 3.3.5.
3.2.2 Thermochemical source terms and Jacobian
This new version of pyJac is capable of evaluating the thermochemical source-terms for using the
constant-pressure (CONP) or constant-volume (CONV) assumption∗. In this section, we will
outline a brief summary of the system evaluated by pyJac; Appendix C contains the
complete—and lengthy—derivations.
The thermochemical state vector consists of the temperature, a non-constant thermodynamic
state parameter (volume or pressure for CONP and CONV, respectively), and the number of









T, P, n1, n2 . . . nNsp−1
}
for CONV, (3.1b)
where T is the temperature, V and P the volume and pressure respectively, and nj the number of
moles of the jth species in the model (containing Nsp total species).
This state vector—inspired by Schwer et al. [101]—has a number of beneficial features. First, the
state vector results in highly sparse chemical kinetic Jacobians, as will be detailed
in Section 3.3.4. Second, this formulation explicitly conserves mass, because the number of moles
and rate of change of the final species are calculated from the ideal gas law and conservation of
mass, respectively; see Appendix C for the full details of the governing equations. The system is
not over-constrained [116] and does not require use of a more-complicated differential algebraic
∗Note: in this context, the “constant-pressure” and “constant-volume” assumptions refer to evaluation within
a reaction sub-step in the operator splitting scheme, rather than a general constant-pressure or constant-volume
reactive-flow simulation.
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equation solver (as compared to an ODE integrator) for integration. Finally, the chemical kinetic
Jacobian for this formulation changes relatively little between the CONP and CONV forms,
making maintaining the codebase much simpler. Although most current combustion codes do not
use species moles as a state variable, conversion to/from the more-common mass/mole fractions
and moles is straightforward, and the choice of variables no longer matters once inside the
integration of an chemical kinetic initial-value problem (IVP).
The evolution of the thermochemical state vector is described by a set of chemical kinetic
ordinary differential equations:




























For both CONP and CONV, the molar source terms are [122]:
dnk
dt = V ω˙k k = 1, . . . , Nsp − 1, (3.3)





νk,i is the net stoichiometric coefficient of species k in reaction i, Nreac is the total number of
reactions, Ri is the net rate of progress of reaction i, and ci is the pressure-dependent
modification term, i.e., for third-body or falloff/chemically-activated reactions. pyJac is capable
of evaluating all modern reaction types, e.g., P-Log and Chebyshev reactions.













where Hk, Uk, Cp,k, and Cv,k are the enthalpy, internal energy, constant-pressure specific heat,







By differentiating the ideal gas law, given by
PV = nRT (3.7)
where R is the ideal-gas constant in molar units, we find the volume and pressure source terms





























dt for CONV. (3.8b)
pyJac arranges the computed Jacobian entries such that entry (i, j) corresponds to the partial
derivative of the ith source-term in Eq. (3.2) by the jth state variable in Eq. (3.1):
Ji,j = ∂fi
∂Φj
, i, j = 1 . . . Nsp + 1 . (3.9)
Appendix C for this article contains the complete derivation of the Jacobian used by pyJac, for
interested readers.
3.2.3 Code generation and testing infrastructure
The new version of pyJac uses the Python package loo.py [123] for code generation, which
translates pseudo-code and data to OpenCL/C code. As the name implies, loo.py generates
code using for loops; this differs from the previous version of pyJac [124] that generates static
code—i.e., fully unrolled loops, with thermodynamic/reaction parameters written directly in code
rather than stored in arrays. In our previous work [44], this static code generation caused some
issues with large file sizes, long compilation times, and even occasionally broke the gcc and nvcc
compilers (the latter issue necessitated splitting the Jacobian/source-term evaluations into
separate files). We will discuss the implications of this change in Section 3.3.5.2, where the
performance of the new version of pyJac will be compared with the previous version.
In addition, loo.py allows the user to more easily make changes to the structure of the generated
program, e.g., the data ordering, vectorization, and threading patterns, as well as switch the
target language for code generation (and more simply extend to additional languages, e.g.,
CUDA). Further, loo.py can execute developed subroutines from Python (natively for C code, or
via PyOpenCL [125] for OpenCL), enabling unit testing/verification for each component of the
Jacobian or source terms; the unit testing suite also helps ensure that bugs are not present in less
commonly used code-paths, and are not introduced by future code changes. The source terms
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and sub-components thereof (e.g., rates of progress, pressure-modification terms) are directly
compared with Cantera [126], while the automatic differentiation code Adept [127, 128] provides
reference values for Jacobian sub-components. We use the Portable OpenCL (POCL)
implementation [129] and OpenMP [130] to perform OpenCL and C unit testing, respectively, on
the continuous-integration framework Travis CI [131]. We will discuss verification of the complete
(as opposed to the sub-component testing discussed here) generated source-terms and Jacobian
codes in detail in Section 3.3.2.
3.3 Results and discussion
3.3.1 Testing platforms
CPU Model Xeon X5650 E5-2690 V3
Instruction Set SSE4.2 AVX2
Vector Width two doubles four doubles
Cores 2× 6 2× 12
Identifier sse4.2 avx2
OpenCL Version 1.2 1.2
Table 3.1: The Intel CPU configurations used in this study. The vector widths are reported in
(ideal) number of double operations per SIMD instruction, as this will be used in measuring SIMD
efficiency; for reference, the vector widths of the sse4.2 and avx2 machines are 128 bit and 256 bit,
respectively. The identifier field will be used as a shorthand descriptor in the performance plots to
quickly identify the CPU type.
We ran the performance and verification studies for this work on a variety of CPU and GPU
platforms. Table 3.1 shows the number of cores, vector instruction set, and model of the CPUs
used in this work; each CPU had both v16.1.1 of the Intel OpenCL runtime [132] and v1.0 of
the POCL [129] runtime installed, both enabling OpenCL v1.2 execution. Additionally, v5.0 of
the LLVM/clang [133] compiler chain was installed on all machines to enable use of POCL.
Table 3.2 lists the model, number of CUDA cores, and Nvidia driver of each GPU we used.
Nvidia’s OpenCL runtime is bundled with the Nvidia driver [121], hence the driver version is
used to specify the OpenCL runtime version.
Nvidia Model Tesla C2075 Tesla K40m
Driver Version 384.81 387.26
CUDA Cores 448 2880
Identifier C2075 K40m
OpenCL Version 1.1 1.2
Memory∗ 6GB 12GB
Table 3.2: The Nvidia GPU configurations used in this study. Nvidia’s OpenCL runtime is provided
with the graphics driver, rather than any specific version of CUDA. The identifier field will be used
as a shorthand descriptor during analysis of the performance results.
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Table 3.3 lists the platforms and vectorization/execution patterns that they are capable of
running. The Intel and Nvidia OpenCL runtimes lack implementations of atomic operations on
double-precision variables; pyJac currently needs these to run deep-vectorized code. On the other
hand, POCL is an open-source OpenCL runtime that works on all CPU types tested here, and
does implement these atomic operations. However, POCL’s implicit vectorization module—which
uses the LLVM compiler [133] to translate OpenCL code to vectorized machine code—typically
fails to achieve much, if any, speedup. Thus POCL is useful for verification but not necessarily
for performance studies; it is noted that while POCL is currently used by pyJac for unit-testing
purposes, it is not required to use pyJac. We will expand upon this discussion in Section 3.5 to
highlight future directions.
Platform Parallel Shallow Vectorization Deep Vectorization
OpenMP X – –
POCL OpenCL X X X
Intel OpenCL X X –
Nvidia OpenCL – X –
Table 3.3: The platforms used in this study and the execution /vectorization patterns that they
are capable of running.
Finally, Table 3.4 displays the chemical kinetic models used in this work, as well as number of
partially stirred reaction conditions (PaSR) used in the condition database for each. Our
previous works describe the creation of the PaSR databases in detail works [44, 110].
Model Number of Conditions Reference
H2/CO 900,900 [88]
GRI-Mech 3.0 450,900 [89]
USC-Mech II 91,800 [135]
iC5H11OH 450,900 [136]
Table 3.4: The chemical kinetic models used in this study and number of conditions in the partially
stirred reactor database for each.
3.3.2 Source-term verification
We verified the reaction rates of progress (ROP), species production rates, and temperature rates
in this study by comparing with values calculated using Cantera [126]. However, special care
must be taken due to floating-point arithmetic issues.
For a direct comparison, a relative error norm of a quantity Xij over all states j and reactions (or
∗A driver implementation issue limited total memory to 4GB and 10GB on the C2075 and K40m GPUs, respec-
tively [134].
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species) i was computed using the L∞ norm:
EX =




where the CT subscript indicates values from Cantera [126].
However, computing the net ROP of reaction i for state j from the forward and reverse ROP, i.e.,
Rij = R′ij −R′′ij , can easily lose accuracy as the net ROP may be many orders of magnitude
smaller than the forward and/or reverse rates—particularly near chemical equilibrium. To
quantify this phenomenon, we first define the error in forward ROP as
ε′ij =
∣∣R′ij −R′ij,CT∣∣ , (3.11)
while the error in reverse ROP, ε′′ij , can be defined analogously. Finally, for the reaction i∗ and the
state j∗ that result in the largest error in net ROP, i.e., ER, an estimate of the error attributable
to floating-point error accumulation from the forward and reverse ROPs can be obtained using
Eε =
max(ε′i∗j∗ , ε′′i∗j∗)
10−10 + 10−6 × |Ri∗j∗,CT| . (3.12)
This estimate allows for directly comparing the error in forward or reverse ROPs with the value
of the net ROP itself; the error in net ROP will be large if these are similar in magnitude.
Model H2/CO GRI-Mech. 3.0 USC-Mech II iC5H11OH
ER′ 1.56× 10−8 2.95× 10−8 9.42× 10−8 4.86× 10−4
ER′′ 6.92× 10−8 6.53× 10−8 1.20× 10−7 5.07× 10−4
ER 1.49× 101 1.11× 100 2.80× 100 4.82× 10−1
Eε 1.48× 101 1.13× 100 2.93× 100 5.03× 10−1
E dn
dt
2.53× 101 2.60× 100 7.62× 100 1.58× 101
E dT
dt
3.94× 105 3.35× 108 3.95× 106 7.11× 107
E dS
dt
3.52× 1012 3.46× 1012 3.44× 1012 3.38× 1012
Table 3.5: Summary of errors in rates of progress, species, temperature, and thermodynamic
state-parameter rate compared with Cantera. Error statistics are based on the infinity-norm of the
relative error detailed in Eq. (3.10) for each quantity. The “S” in E dS
dt
refers to the thermodynamic
state parameter, either V or P for CONP and CONV, respectively.
Table 3.5 compares pyJac v2’s source-term evaluations with Cantera’s [126] using the data set of
PaSR conditions (Table 3.4). The forward and reverse ROPs agree closely for all models, though
the error norm is ~3–4 orders of magnitude larger for the isopentanol model. This discrepancy
results from differences in evaluation of P-Log reactions between pyJac and Cantera: pyJac
computes the logarithm of the upper and lower reaction Arrhenius rates analytically
(see Appendix D) while Cantera evaluates this term numerically. If we neglect the errors from
P-Log reactions in Eq. (3.10), the errors for the forward and reverse ROPs fall to 5.44× 10−8 and
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1.59× 10−7, respectively. This discrepancy does not imply any actual error in either pyJac or
Cantera—in fact, the error still lies well within the proscribed tolerances in Eq. (3.10)—but
merely emphasizes how even small code changes can affect the accumulation of floating-point
errors.
The error in the net ROP further underscores this point: it is ~3–9 orders of magnitude (or 7–9
orders of magnitude when including P-Log reaction contributions) larger than the error in
forward or reverse ROP. Table 3.5 shows that the magnitudes of Eε and ER agree in all cases,
indicating that the accumulation of floating-point error from the forward and reverse ROPs
causes this large increase in error as previously discussed. The magnitudes of the errors in molar
species production rate and net ROP agree, but thermodynamic properties amplify the error in
net species production rates and lead to high discrepancies in temperature and state-parameter
rates. Again, these discrepancies in net ROP will not necessarily cause errors when integrating
the chemical kinetics—either in pyJac or Cantera—as this loss of accuracy only occurs when the
forward and reverse ROPs are nearly equal (i.e., near equilibrium).
3.3.3 Jacobian verification
As in our previous work [44], we determined Jacobian matrix correctness by comparing with that
obtained by automatic differentiation of the pyJac-generated source term, using the Adept
software library [127, 128]. We previously explained this choice fully [44], but broadly speaking
automatic differentiation provides relatively fast, highly accurate Jacobian matrix evaluation
with minimal additional programming effort. (In contrast, it is challenging to obtain robust,
accurate Jacobians using finite differences.) The discrepancy between the analytical and
automatic-differentiation Jacobians for thermochemical state k, denoted by Jk and Jˆk
respectively, is determined by the relative error Frobenius norm over all Jacobian indices i, j:
Erel,k =




To avoid large relative discrepancies in small nonzero Jacobian elements due to accumulation of
floating-point error, the Frobenius norm of the automatically differentiated Jacobian is calculated





The error statistics reported in this section are then based only on matrix elements where
Jijk ≥ TC , where C is a tunable threshold parameter; this filtered form of Eq. (3.13) is denoted
EC,k. Finally, the Frobenius norm is calculated over all the states k in the PaSR thermochemical
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condition database:
EC = ‖EC,k‖F . (3.15)
This error norm is quite different from the relative error Frobenius norm suggested by Anderson






EL = ‖EL,k‖F . (3.16)
In our experience, the accuracy of larger elements in a Jacobian often dominates the LAPACK
error norm, while the filtered error norm can identify errors in both large and small Jacobian
entries. Further, with the tunable threshold parameter C, we can assess the error of different
ranges of element sizes and isolate the effects of floating-point error. For reference, both our error
norm and the LAPACK error norm will be reported.
Model EL T¯ EC=1020 EC=1015
H2/CO 1.862× 10−14 6.431× 1018 1.741× 100 4.508× 10−5
GRI-Mech 3.0 1.567× 10−14 7.783× 1019 3.842× 10−7 3.687× 10−7
USC-Mech II 1.137× 10−14 2.830× 1021 1.199× 10−2 1.983× 10−7
iC5H11OH 1.227× 10−10 2.733× 1026 1.363× 10−3 2.764× 10−5
Table 3.6: Summary of Jacobian matrix verification results. The reported error statistics are the
maximum filtered relative error EC and LAPACK error EL over all test platforms, vectorization
patterns (Table 3.3), CONP/CONV, and sparse/dense Jacobians. The Frobenius norm described
in Eq. (3.14) varies slightly between the CONP and CONV cases; the reported T¯ is the average of
the two, with the appropriate value used during calculations of the error statistics.
Table 3.6 reports the maximum EC and EL values over all test platforms and vectorization
patterns (see Table 3.3), sparse and dense (see Section 3.3.4), as well as CONP and CONV
formulations. The most stringent filtered error norm (C = 1020) ranges from 10−7–100; the
largest error is for the H2/CO model. For this model, T is smaller than the tolerance of 1020, and
hence the error norm considers Jacobian entries smaller than O(1). GRI-Mech 3.0 has a T
roughly an order of magnitude larger and so the stringent error norm is significantly smaller:
O(10−7). Given the intricacy of floating-point error evaluation, the use of different languages and
OpenCL platforms (the effect of these differences will be explored in Appendix D), and the
general complexity of pyJac it would be exceedingly difficult to pinpoint an exact cause for this
phenomenon, as was done in Section 3.3.2. To ensure no bugs or errors present in the Jacobians
generated by pyJac, relaxed filtered error norms (C = 1015) are also presented for each model
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in Table 3.6. This relaxed norm is smaller by 2–5 orders of magnitude for all models—except
GRI-Mech 3.0, where the stringent case already has small error as previously discussed—which
indicates that accuracy is higher when the smaller Jacobian entries are excluded. This result
suggests that floating-point error accumulation controls the stringent filtered error norm.
The relative LAPACK error norm—ranging from ~10−10–10−14—re-enforces this finding, as it
indicates roughly 10–14 digits of accuracy [65]. The iC5H11OH model has the largest LAPACK
error norm, likely due to the presence of P-Log/Chebyshev reactions and the resulting
complicated derivatives with many logarithms, exponetiations, and summations. Further, the
LAPACK error norm does not correlate well with the stringent filtered error norm, e.g.,
USC-Mech II has the smallest LAPACK error norm (1.137× 10−14) but the second-largest
stringent filtered error norm (1.119× 10−2). Conversely, the model with the largest LAPACK
error norm, iC5H11OH has the second smallest stringent filtered error norm: EL = 1.227× 10−10
and EC=1020 = 1.363× 10−3, again suggesting that floating-point error accumulation influences
the stringent error norm. These findings, along with the individual unit-testing of all chemical
source-terms and Jacobian sub-components described in Section 3.2.3, gives high confidence in
the correctness of pyJac v2.
3.3.4 Sparsity patterns
In general, the Jacobian matrices generated by pyJac are largely sparse with non-zero entries
corresponding to species that participate in the same reaction or non-default efficiency
third-body species in a reaction, with dense rows/columns corresponding to temperature and the
thermodynamic state parameter. However, the explicit-mass conservation formulation of pyJac
can introduce additional non-zero entries in two ways. First, if the last species in the model (i.e.,
the bath gas) participates directly in any reaction, the derivative of its forward or reverse rate of
progress is non-zero with respect to all other species in the model, regardless of whether the other
species participate in that reaction or not. Similarly, if the last species has a third-body efficiency
not equal to the default (one), this will again create nonzero derivatives for the
pressure-modification term with respect to all other species (see Appendix C). Either case will
result in a fully dense Jacobian row for all species with a non-zero net stoichiometric coefficient in
such a reaction.
However, pyJac v2 allows the user to ignore these derivatives (via a command-line switch) and
avoid the adverse effects on Jacobian sparsity.∗ The rationale behind this choice is that many
common implicit integration techniques (e.g., CVODE [137]) used to solve chemical-kinetic
initial-value problems are formulated around the assumption that the supplied Jacobian is
∗Alternatively, one may choose the last species as one that does not participate in any reactions.
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approximate; this allows the Jacobian and its LU factorization to be reused for multiple internal
integration time steps, accelerating the solution process. Such solvers do not need the exact form
of the Jacobian and thus the so-called “approximate” form is preferable. Though this might be
used as a crude form of preconditioning for such solvers, the primary purpose is merely to
increase Jacobian sparsity; McNenly et al. [70] more thoroughly investigated preconditioners.
Hence, in this section we will detail the sparsity of both forms of the Jacobian for the chemical
models tested.
Figure 3.4 graphically represents the Jacobian sparsity of GRI-Mech 3.0. In particular we note
that Fig. 3.4b has several rows that are no longer fully dense, as result of its approximate form;
these rows correspond to species directly interacting with N2, largely in GRI-Mech 3.0’s nitrogen
chemistry reactions. Table 3.7 shows the density of the exact and approximate Jacobians for all
chemical kinetic models tested in this work. The smallest model, H2/CO, is very dense with
71.4% of the exact Jacobian entries non-zero; this drops to 56.7% for GRI-Mech 3.0, continues to
decrease to 28.2% for USC-Mech II, and is just 11.5% for the isopentanol model. The
approximate Jacobian assumption drops the density of Jacobian by ~3–7% for all models.
(a) The “exact” Jacobian. (b) The “approximate” Jacobian.
Figure 3.4: A graphical representation of the sparsity pattern of the chemical kinetic Jacobian
generated by pyJac for GRI-Mech 3.0. Black squares indicate a non-zero Jacobian entry, while
white square correspond to an empty entry. The numbers indicate the index of the entry in the
state vector.
Currently, pyJac can use two common sparse-matrix storage formats [138]: compressed row
storage (CRS) and compressed column storage (CCS), used for “C” and “F”-ordered data
respectively. For brevity we will outline only the CRS format but the CCS format is similar [138].
An N ×N CRS matrix is stored using three vectors: a value vector of length NNZ (the number
of non-zero elements in the Jacobian) that stores the elements of the Jacobian, a row pointer
vector of length N that stores the locations in the value vector that begin a row, and a column
index vector length NNZ that stores the column indices of the elements in the value vector.
The Jacobian access pattern used by pyJac is fairly irregular; for simplicity we will only discuss
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Model Exact Jacobian Density Approximate Jacobian Density
H2/CO 71.4% 68.4%
GRI-Mech 3.0 56.7% 49.8%
USC-Mech II 28.2% 26.4%
iC5H11OH 11.5% 7.98%
Table 3.7: The density of the exact and approximate Jacobians generated by pyJac for the various
models studied.
looping-structure of species derivatives calculations since these form the bulk of the computation
and have the most challenging Jacobian access patterns. In general, an outer loop iterates over
all reactions of a certain type (e.g., falloff reactions) and calculates the relevant Jacobian
subproducts—independent of any particular species—for the reaction (e.g., the derivative of the
falloff pressure modification term). Two inner loops then iterate over the species in a reaction,
updating the Jacobian entries for these species as appropriate. This pattern leads to fairly easily
vectorizable code and efficient Jacobian evaluation, since the bulk of the computation depends
only on the reaction in question, as discussed in our previous work [44]. Generally, this means
that a lookup operation is required to find the sparse Jacobian index for any pair of state
variables; in some cases this can be avoided, e.g., the rows corresponding to derivatives of the
temperature and thermodynamic state parameter source-terms are fully dense in pyJac, and
hence no lookup is necessary. This lookup operation is currently implemented as a simple “for”
loop, e.g., for a sparse lookup of a pair of indices (i, j) in a CRS matrix, the lookup function
searches the column index vector between the values row_pointer[i], . . . , row_pointer[i+ 1] for
j, and returns the offset from row_pointer[i] (or −1 if not found). As will be explored
in Section 3.3.5.2, this slows down sparse Jacobian evaluation, and might be improved by a static
mapping of the full Jacobian indices to the sparse index (or some null value if the entry is
empty). However, this would require increased constant-data usage, a limitation for OpenCL.
Additionally, this might be an excellent usage of OpenCL’s Image memory type (similar to
texture memory in CUDA terminology). Both of these sparse indexing techniques merit future
investigation.
3.3.5 Performance
The performance studies in this work were run on the platforms listed in Tables 3.1 and 3.2. Run
times in each case were averaged over ten runs, each using the same set of PaSR conditions used
in verification. The OpenMP Jacobian/source-term kernels, as well as the OpenMP/OpenCL
wrapping code (responsible for initializing/transferring memory, reading input, etc.) was
compiled with gcc v5.4.0 on the avx2/K40m platforms and gcc v4.8.5 on the sse4.2/C2075
machines. The optimization level “-O3 -mtune=native” was used and no “fast math” OpenCL
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optimizations were enabled. Additionally, the exact form of the Jacobian (as opposed the
“approximate” form discussed in Section 3.3.4) was used in all cases. Finally, unless stated
otherwise: the performance results used a single CPU core, the CONP assumption, a vector
width of 8/128, and “C”/“F”-ordered data for the CPU/GPU cases, respectively; the run times
reported are for the number of conditions specified in Table 3.6 and include data-transfer
overhead to/from internal buffers used in pyJac. The effects of choice of vector width, data
ordering, and differences between CONP and CONV evaluations on the CPU/GPU will be
explored in Section 3.3.5.1 while parallel scaling for multiple CPU cores will be examined
in Sections 3.3.5.1 and 3.3.5.2.
3.3.5.1 Source-term evaluation
Figure 3.5 explores the performance of the source-term evaluations generated by pyJac on the
CPU test platforms listed in Table 3.1. Source-term evaluations—critical in their own right for
direct numerical simulations of reactive-flows [47], among other applications—also provide a
convenient platform to detail the effects of various code configuration options before investigating
the more involved Jacobian evaluation performance.
Figure 3.5a shows the mean run time per initial condition for both the avx2 and sse4.2 CPUs,
using Intel OpenCL and OpenMP. This normalization of the run time by the number of initial
conditions tested is chosen to account for the varying numbers of conditions in the PaSR
databases for each model (Table 3.4). For both CPUs, the OpenMP implementation is the
slowest for all models; interestingly, the unvectorized (i.e., strictly parallel) Intel OpenCL code is
slightly faster than OpenMP in all cases. As expected, the avx2 machine is faster than the
sse4.2 CPU for the strictly parallel cases, performing 1.82–2.13× and 1.72–1.85× faster for the
unvectorized OpenCL case and OpenMP, respectively. Additionally, the shallow-vectorized
OpenCL code performs significantly faster than either the OpenMP or unvectorized OpenCL
codes on both processors.
Figure 3.5b details the extent of this speedup; the speedup displayed is calculated per-machine,
e.g., the avx2 shallow-vectorized code speedup is relative to OpenMP on the same CPU. On both
machines, the unvectorized OpenCL code is faster than the baseline parallel OpenMP code, by
1.30–1.51× on the avx2 CPU and 1.25–1.27× on the sse4.2 machine. Additionally, the
shallow-vectorized OpenCL code is 2.53–2.92× and 3.40–4.08× faster than the OpenMP code for
the sse4.2 and avx2 machines, respectively.
In contrast, Fig. 3.5c shows the mean run time per condition of deep, shallow, and unvectorized
OpenCL codes using the POCL runtime, as compared with OpenMP parallelization. No speedup
is achieved for either vectorization type on either CPU—indeed, the OpenMP case is faster on
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(a) The mean run time per condition for each chem-
ical model using the Intel OpenCL and OpenMP on
both CPUs studied.

















(b) The speedup achieved over the baseline
OpenMP parallelization by both the unvectorized
and shallow-vectorized Intel OpenCL codes; the
speedup is presented on per-machine basis.
























(c) The mean run time per condition of the Portable
OpenCL runtime compared to OpenMP paralleliza-
tion.
Figure 3.5: Mean run times per condition and speedups achieved by the various CPU OpenCL
runtimes compared to OpenMP parallelization for each chemical model studied. The names in the
legends correspond to the identifiers listed in Table 3.1.
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both CPUs, though we stress that Intel OpenCL runtime achieves vectorization using the same
code and hardware. The reasons for this lack of vectorization with POCL are quite technical;
however, personal communication with the developers of POCL revealed that to achieve
vectorization, changes are required to both the way POCL prepares LLVM intermediate
representation code, as well as improvements to LLVM’s loop-vectorizer itself [139].∗ As will be
discussed in Section 3.4, we hope that using explicit vector types (to lessen demands on the
LLVM-vectorization module) in combination with some of these changes might solve this issue,
but for the moment POCL is still quite useful as a verification tool.
Figure 3.6 shows the performance of evaluating source terms on the GPUs listed in Table 3.2.
Figure 3.6a investigates how the number of initial conditions evaluated affects the mean run time
per condition on the K40m GPU; the run time decreases until around ~104 conditions for all
chemical models, at which point the GPU becomes saturated and performance levels off. The
performance plateaus slightly later for the H2/CO model compared with the others. Figure 3.6b
shows the speedup in source-term evaluation that the K40m GPU achieves over the C2075 GPU
for the maximum number of conditions in Fig. 3.6a with two vector widths (i.e., GPU block size),
64 and 128. The best K40m case with a vector width of 128 is 1.40–1.88× faster than the slowest
case (C2075 with a vector-width of 64) depending on the chemical model in question. Figure 3.6b
also shows that varying the vector-width minimally affects performance for most of the K40m and
C2075 cases; the GRI-Mech 3.0 and USC-Mech II models show the largest improvements with a
vector width of 128: ~10–18% for both GPUs. This is likely caused by higher occupancy on the
GPUs [140] i.e., the percent of the CUDA cores that are utilized during computation. Occupancy
on the GPU is typically less than 100% due to hardware constraints, e.g., limited shared memory
size or registers per warp [140], however, it is unclear exactly how Nvidia’s OpenCL runtime
balances the registers/warps per streaming-multiprocessor which affects occupancy in this case.
Figure 3.7 shows how changing data-ordering patterns, the CONP or CONV formulation, and
the CPU vector width affect the performance of source-term evaluation in pyJac. Per Fig. 3.7a,
we see that the choice of CONP or CONV formulation has little to no effect on run time for
OpenMP as well as the shallow-vectorized/unvectorized Intel OpenCL codes on the avx2
machine. Generally speaking, the difference between the CONP and CONV formulations only
marginally affects performance regardless of CPU/GPU choice.
In contrast, Fig. 3.7b shows significant speedups of “C”-ordered data over “F”-ordered data on
the avx2 machine; the speedup presented is calculated per language, e.g., the 1.35–2.09× speedup
of the “C”-ordered OpenMP implementation is relative to the “F”-ordered OpenMP baseline.
∗Specifically, improvements such as ensuring LLVM recognizes uniform vectorization loop bounds (even if said
bounds are uniform in practice), proving vector instructions’ ability to handle all edge cases identically to the cor-
responding scalar instruction, handing of branches and conditionals (potentially within POCL instructions them-
selves), and handling of memory access/vector-element extraction patterns.
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(a) The mean run time per condition for each chem-
ical model on the K40m GPU as a function of the
number of initial conditions tested.














Vector Width = 64
Vector Width = 128
(b) The speedup achieved on the K40m versus the
C2075 GPU; the names correspond to the identifiers
listed in Table 3.2
Figure 3.6: pyJac source-term evaluation performance on the Nvidia GPUs






















(a) The mean run time per condition for each chem-
ical model using both the CONP and CONV for-
mulations on Intel OpenCL and OpenMP on the
avx2 CPU.

















(b) The speedup achieved by “C” ordering over
“F” ordering for Intel OpenCL and OpenMP on
the avx2 CPU. The speedup presented is calculated
per-language (OpenMP and OpenCL) to better as-
sess the effect of the data ordering.





















(c) The affect on performance of “C” vs “F”-
ordering for the shallow-vectorized Nvidia OpenCL
code on both GPUs with a vector-width of 128.












Vector Width = 4
Vector Width = 8
Vector Width = 16
(d) The effect of vector-width on “C”-ordered
shallow-vectorized Intel OpenCL source-term eval-
uations on the avx2 CPU.
Figure 3.7: The effect of the CONP and CONV formulations, “C” and “F” data-ordering, and CPU
vector-width on source-term evaluation performance in pyJac. The shallow-vectorized “C”-ordered
OpenCL cases correspond to the vectorized data ordering described in Section 3.2.1.
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Additionally, the “C”-ordered shallow-vectorization in Fig. 3.7b and the other shallow-vectorized
CPU data shown in Sections 3.3.5.1 and 3.3.5.2 use the vectorized-data ordering described
in Section 3.2.1; this case achieves speedups of 2.14–2.58× over the “F”-ordered
shallow-vectorization, demonstrating the value of the vectorized-data ordering for CPU execution.
Figure 3.7c shows how the “C”- and “F”-ordering affect the performance of source-term
evaluation on both GPUs, with the speedup presented per-GPU. The “C”- and “F”-ordered
shallow-vectorizations perform almost equivalently on both GPUs, with less than a 10%
difference in run time between data orderings. For the isopentanol model, “C”-ordered data is
~1.08× faster on both GPUs (while the trend is less clear for the other models). The roughly
equivalent performance between the “C” and “F”-ordered approaches on GPUs counters what one
might expect: typically speaking, coalesced memory access in a shallow vectorization is easier to
achieve with “F”-ordering (see Section 3.2.1). However, the vectorized-data ordering here ensures
that memory storage is aligned to the vector width and, thus, encourages coalesced accesses.
Figure 3.7d shows how changing vector width affects source-term evaluation performance on the
avx2 CPU. The vector width of 8 performs the fastest (out of those tested), while the larger
vector width of 16 is slightly slower due to increased register pressure [141]. It is unclear why the
vector width of 4 results in no speedup at all (in fact, it is the slowest case). Intel’s vectorization
guide [142] mentions that a heuristic determines the optimal vector width (in this case, it appears
from compiler output to be 8), so it is possible that using a vector width smaller than the
heuristic breaks the implicit vectorizer. This issue does not occur for a vector width of 4 on the
sse4.2 CPU.
Finally, Fig. 3.8 displays the (strong) parallel scaling efficiency and SIMD efficiency for the CPU




where t¯N is the mean run time per condition on N CPU cores and t¯1 the same on a single CPU
core. The strong parallel scaling efficiency measures the speedup due to the use of additional
CPU cores as a fraction of linear speedup; strong scaling tends to decrease with the number of
processors used due to memory-bandwidth limitations and decreasing computation work
allocated per CPU core [143].
Figure 3.8a shows the strong parallel scaling efficiency of source-term evaluation in pyJac on the
avx2 machine for both the shallow-vectorized Intel OpenCL and OpenMP codes. In general, the
H2/CO mechanism has the worst scaling efficiency for both Intel OpenCL and OpenMP, likely
resulting from both its relatively small size and few falloff/chemically activated reaction (in
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(a) The strong parallel scaling efficiency (as defined
in Eq. (3.17)) of source-term evaluation for Intel
OpenCL/OpenMP on the avx2 machine.
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(b) The mean run time per condition of OpenMP
source-term evaluation on different cores compared
to a shallow-vectorized Intel OpenCL evaluation on
1 (solid lines) and 4 (dashed lines) cores on avx2
machine.
















(c) The SIMD efficiency (Eq. (3.18)) of source-term
evaluation for the Intel OpenCL runtime on a single
core of the avx2 CPU.














(d) The SIMD efficiency (Eq. (3.18)) of source-term
evaluation for the Intel OpenCL runtime on a single
core of the sse4.2 CPU.
Figure 3.8: The parallel scaling efficiency and SIMD efficiency of source-term evaluation for Intel
OpenCL on the avx2 and sse4.2 CPUs.
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particular, the additional expensive logarithm and exponential evaluations that accompany
them). As demonstrated in Appendix D, the amount of computational work required per
thermochemical state plays a critical role in fully utilizing SIMD instructions/multiple threads.
Additionally, OpenMP tends to scale better than the shallow-vectorized OpenCL code, e.g., ~0.9
and ~0.75 for four and eight CPU cores, respectively, compared to just 0.66–0.72 and 0.44–0.48
for OpenCL. Though not pictured (to keep the figure readable), the unvectorized Intel OpenCL
code scales only slightly worse than the OpenMP code, hence the poorer scaling is unique to the
shallow-vectorized code. This is due in large part to the superior performance of the
shallow-vectorized OpenCL code, coupled with the relatively small amounts of work associated
with source-term evaluation. To illustrate this, Fig. 3.8b shows the mean run time per-condition
of the OpenMP source-term evaluations for 2–16 cores, compared to the shallow-vectorized
OpenCL code on one (solid line) and four (dashed line) cores on the avx2 machine. For all
chemical models, the mean run time per-condition (and hence the computational work allocated
per-core, one of the key-drivers of parallel scaling efficiency [143]) of OpenMP running on four
cores is roughly equal to that of the shallow-vectorized OpenCL code on a single core. Similarly,
OpenMP running on 16 cores is roughly equivalent to the OpenCL code on 4 cores. Therefore, a
more fair comparison of parallel scaling efficiencies is to compare OpenCL running on 4 cores
with OpenMP on 16; the OpenMP code’s parallel efficiency drops to ~0.64 for 16 cores, similar to
OpenCL’s parallel scaling efficiency of 0.66–0.72 at 4 cores. Indeed, as will be seen
in Section 3.3.5.2, sparse Jacobian evaluation—the most computationally intensive task in this
work—exhibits similar strong-scaling efficiency on Intel OpenCL and OpenMP.





where t¯unvec is the mean run time per condition of the unvectorized OpenCL code, t¯shallow the
same for the shallow-vectorized OpenCL code, and W is the vector width reported in number of
double operations (see Table 3.1). This measure compares the actual speedup due to shallow
vectorization with the ideal speedup based on the nominal vector width of the machine.
Figure 3.8c shows the SIMD efficiency of source-term evaluation in pyJac on a single core of the
avx2 machine; the larger models (isopentanol and USC-Mech II) have higher SIMD efficiencies of
0.76–0.78, and the smaller models (H2/CO, GRI-Mech 3.0) have lower SIMD efficiencies of
0.6–0.66. This again demonstrates that the SIMD vectorization becomes more efficient with
increasing amounts of work to perform (i.e., with increasing model size). Interestingly, Fig. 3.8d
shows the SIMD efficiency on the sse4.2 machine as greater than one. This is likely caused by a
combination of using an OpenCL vector width greater than the native CPU vector width (i.e.,
eight versus two) and improved data locality for the vectorized-data ordering as discussed
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in Section 3.2.1, and results in a modest 7–17% improvement over the nominal vector width.
3.3.5.2 Jacobian evaluation
Figure 3.9 shows the performance of the sparse and dense Jacobian evaluations in pyJac on the
CPU platforms. In Fig. 3.9a, the mean run time per condition is presented for the
shallow-vectorized Intel OpenCL and OpenMP codes on the avx2 CPU. The sparse Jacobian
evaluates slower on both Intel OpenCL and OpenMP due to indirect lookup indexing
requirements, as discussed in Section 3.3.4. Interestingly, indirect lookup less-negatively impacts
the shallow-vectorized OpenCL code: the sparse OpenMP code is 2.47–10.42× slower than the
dense OpenMP evaluation, while the sparse shallow-vectorized OpenCL code is just 1.41–3.34×
slower than its dense counterpart. As a result, the shallow-vectorized sparse OpenCL code
performs as fast or faster than the dense OpenMP code in all cases on the avx2 machine
(Fig. 3.9a). Figure 3.9b shows the speedup of the shallow-vectorized OpenCL, sparse and dense
Jacobian evaluations over the same on OpenMP; the dense OpenCL code is 3.03–4.23× faster
than the corresponding dense OpenMP code. This speedup increases to 6.63–9.44× for the
sparse Jacobian.






















(a) The mean run time per condition of sparse
and dense Jacobian evaluations for Intel OpenCL/
OpenMP on the avx2 machine.
















(b) The speedup of the sparse and dense Jacobian
evaluations for Intel OpenCL over the sparse/dense
OpenMP baseline on the avx2 machine.






















(c) The mean run time per condition of sparse
and dense Jacobian evaluations for Intel OpenCL/
OpenMP on the sse4.2 machine.

















(d) The speedup of the sparse and dense Jacobian
evaluations for Intel OpenCL over the sparse/dense
OpenMP baseline on the sse4.2 machine.
Figure 3.9: Performance of sparse and dense Jacobian evaluations on the CPU platforms in pyJac.
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On the sse4.2 machine, Fig. 3.9c shows similar results: the sparse OpenMP code is the slowest
in all cases, and the shallow-vectorized OpenCL code is nearly as fast as the dense OpenMP
code. Once again, indirect lookup less-negatively impacts the sparse OpenCL code, which is only
1.76–3.33× slower than its dense counterpart, while the sparse OpenMP code is significantly
(2.25–8.72×) slower than the dense version. In Fig. 3.9d, the speedup of the sparse and dense
shallow-vectorized OpenCL codes are compared with their OpenMP versions; the dense OpenCL
code is 1.92–2.47× faster while the sparse shallow-vectorization achieves a speedup of
3.14–5.03×.
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(a) Sparse Jacobian evaluation parallel scaling effi-
ciency for Intel OpenCL/OpenMP on the avx2 ma-
chine.
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(b) Dense Jacobian evaluation parallel scaling effi-
ciency for Intel OpenCL/OpenMP on the avx2 ma-
chine.
Figure 3.10: Strong parallel scaling efficiencies of sparse and dense Jacobian evaluations for the
shallow-vectorized Intel OpenCL and OpenMP codes on the avx2 CPU.
Figure 3.10a compares the strong parallel scaling efficiency of the sparse shallow-vectorized
OpenCL with the sparse OpenMP code. Although the plot is challenging to read since most of
the data are clustered together, it shows that the shallow-vectorized OpenCL code scales
similarly to the OpenMP code, in contrast to the parallel scaling efficiency of source-term
evaluation (Fig. 3.8a). The H2/CO model scales the worst for both codes, ranging from 0.94–0.54
and 0.99–0.82 efficiency for OpenCL and OpenMP respectively on 2–16 cores. As the model size
increases, the efficiency of the OpenCL code improves dramatically, reaching 0.997–0.84 for the
isopentanol model.
Figure 3.10b shows scaling for the OpenMP and shallow-vectorized dense Jacobian OpenCL
codes. In this case, the isopentanol model scales the worst for both cases. The sheer size of the
dense isopentanol Jacobian limited the total number of states for the dense isopentanol Jacobian
evaluation to 50,000—storing the dense matrix for a single thermochemical state takes over 1MB
of data, so 50,000 states requires over 50GB of memory—this greatly drops the computation cost
for this case, and adversely affects the scaling efficiency as discussed in Section 3.3.5.1. Excluding
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the isopentanol model, the dense shallow-vectorized OpenCL code scales slightly better than for
source-term evaluation: 0.70–0.78 and 0.52–0.61 for four and eight cores, respectively (compared
with 0.66–0.72 and 0.44–0.48 for shallow-vectorized OpenCL source-term evaluations). This
results from the higher computational cost of Jacobian evaluation, and hence more available work
per CPU core. As in Section 3.3.5.1, the shallow-vectorized dense Jacobian code running on 1
and 4 cores of the avx2 machine performs roughly as fast as the OpenMP code on 4 and 16 cores,
respectively. The parallel scaling efficiency of OpenMP on 16 cores (excluding isopentanol) is
0.63–0.71, similar to the shallow vectorization’s efficiency of 0.70–0.78 for 4 cores.

























(a) Mean run time per condition of sparse and dense
Jacobian evaluations on the K40m GPU.















(b) Speedup of the K40m over C2075GPUs for sparse
and dense Jacobian evaluations, normalized per-
Jacobian type (i.e., sparse versus dense).
Figure 3.11: The performance of sparse/dense Jacobian evaluation on the K40m and C2075 GPUs.
Figure 3.11a plots the mean run time per condition for the sparse and dense Jacobian evaluations
on the K40m GPU. As in the species evaluation case, the mean run time per condition drops
steadily, for both cases becoming roughly constant after just 3× 103 states (except for H2/CO,
which levels off near 104 conditions). Sparse Jacobian evaluation is significantly slower for all
models before the GPU becomes saturated (due to the indirect indexing lookup), but the
performance gap between sparse and dense evaluations narrows past the saturation point. This is
likely due to the ability to fit many more sparse Jacobian matrices in the K40m’s memory, as well
as improved data locality/caching due to the smaller size of the sparse Jacobian. Figure 3.11b
presents the speedup of the K40m over the C2075 GPU for sparse/dense Jacobian evaluation;
sparse evaluation on the K40m is 1.10–1.59× faster than on the C2075, while dense evaluation is
1.36–3.0× faster. The speedup on the K40m decreases with increasing model size for the sparse
formulation, but increases for larger models when dense; this likely results from the larger
available memory of the K40m, and hence fewer data-transfer operations to/from the GPU.
Figure 3.12 compares the performance of the sparse analytical Jacobian with a sparse first-order
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finite-difference Jacobian on both the avx2 CPU and C2075/K40m GPUs. Figure 3.12a shows
large speedups for both OpenMP and shallow-vectorized OpenCL; the analytical OpenMP
Jacobian is 3.92–8.67× faster, while the analytical OpenCL Jacobian achieves speedups of
17.22–55.11×. We excluded the isopentanol case here, since a single run of the sparse
finite-difference Jacobian using either OpenCL or OpenMP took over 12 hours of run time. In
addition, the current finite-difference formulation breaks Intel’s auto-vectorizer, and hence we
compared OpenCL against the unvectorized OpenCL code (we did not prioritize fixing this issue,
since we implemented the finite-difference Jacobian for comparison purposes only). Although we
do not display the dense finite-difference Jacobian speedup in Fig. 3.12a, the dense OpenCL and
OpenMP analytical Jacobian codes outperform the finite-difference variants by even larger
margins: 24.44–245.63× for OpenCL and 9.68–112.73× for OpenMP (these data do include the
isopentanol model, though limited to 50,000 conditions as discussed previously). Figure 3.12b
compares the sparse analytical and finite-difference Jacobians on the GPUs. The analytical
Jacobian on the K40m and C2075 shows speedups of 3.81–17.60× that increase with chemical
model size; the K40m has a larger speedup than the C2075 for the isopentanol model (17.60× vs.
14.75×) due to its larger available memory. Although not pictured, the dense analytical Jacobian
on the K40m GPU has larger speedups compared with the dense finite-difference Jacobian:
4.04–45.13×. The K40m GPU again shows significantly larger speedups over the C2075 for the
isopentanol model (45.13× vs. 23.85×), further underscoring the effect of more available memory
on the K40m.
















(a) Speedup of the sparse analytical Jacobian ver-
sus finite-difference Jacobian evaluation on the
avx2 CPU, normalized per-language.















(b) Speedup of the analytical versus finite-
difference Jacobian evaluation on both the K40m and
C2075 GPUs, normalized per-GPU.
Figure 3.12: The performance of a sparse, first-order forward finite-difference Jacobian compared
to the analytical Jacobian on the avx2 CPU and both GPUs.
Figure 3.13 compares the performance of evaluating the dense analytical Jacobian of pyJac-v2
with that of the previous version, pyJac-v1 [124], on the sse4.2 CPU and C2075 GPU. (We
56
selected dense Jacobian evaluation for this comparison since it was the only type implemented in
the previous version of pyJac.) On the sse4.2 CPU, the pyJac-v2 evaluates faster than
pyJac-v1 for OpenMP for the larger chemical models; the static OpenMP code generated by
pyJac-v1 (see Section 3.2.3) is 1.79× faster for the H2/CO model, and only 1.09× slower for the
GRI-Mech 3.0 model. In contrast, the loop-based OpenMP code of pyJac-v2 is 3.37–10.19×
faster than pyJac-v1 for the USC-Mech II and isopentanol models. The shallow-vectorized
OpenCL pyJac-v2 code is faster than pyJac-v1 in all cases, achieving speedups of 1.37–19.56×
that increase with model size. Figure 3.13b compares the performance of the pyJac-v2 with
pyJac-v1 for evaluating dense analytical Jacobians on the C2075 GPU. As with the CPU, the
static code of pyJac-v1 is slightly faster for the H2/CO model, but pyJac-v2 outperforms
pyJac-v1 by 1.25–2.84× for the other models. Performance likely drops for the isopentanol
model due to the limited number of conditions in dense evaluation for pyJac-v2, as noted earlier;
the speedup of pyJac-v2 relative to pyJac-v1 is expected to be greater than shown in Fig. 3.13
if the full set of conditions were used.














































Figure 3.13: Performance comparison of dense Jacobian evaluation using pyJac-v2 and
pyJac-v1 [124].
3.4 Practical notes on OpenCL use
While OpenCL provides a simple interface to enable cross-platform execution, and significant
speedups were achieved via shallow-vectorized OpenCL code in this work, there are some serious
potential pitfalls in its use. The closed-source OpenCL runtimes tested in this work (Intel and
Nvidia) contain several bugs that result in compilation failures, simply incorrect vectorized
machine code, or even segmentation faults. Further, these runtimes (in our experience) tend to
be less responsive to fixing said bugs, with relatively infrequent new releases (or in Nvidia’s case,
lack of changelogs/public records of bug-fixes). On the other hand, the open-source OpenCL
runtime used in this work, POCL, has far fewer implementation bugs, and when issues arise the
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community is very responsive to bug reports and user outreach; however, POCL fails to achieve
vectorization as noted in Section 3.3.5.1.
To demonstrate the type of issue discussed, we created a minimum working example [144] that
shows a failure of Nvidia’s OpenCL runtime corresponding to the GPU driver version 375.26 on a
Tesla K40m GPU; simply changing to another runtime (e.g., Intel) produces the correct
result—with no code changes or recompilation. This provides a particularly vexing problem for
the programmer, since little can often be done to resolve the issue; thankfully, in this case we
were able to upgrade the driver version to resolve the problem. Further, as noted throughout this
work, certain code-generation patterns can break OpenCL execution/vectorization, e.g., the
failure of POCL to achieve vectorization or Intel OpenCL’s failure to vectorize the
finite-difference Jacobian. Indeed the vectorization process attempted by most OpenCL runtimes
(and thus, reasons for incorrect/unvectorized code output) is obscured from the user, making
reasoning about errors or performance trends quite difficult. Thankfully, loo.py allows relatively
easy switching between output languages; the most significant code change requires building of
the wrapper that initializes/transfers memory and calls the source-rate/Jacobian kernel. These
issues make it critical to provide adequate implementation details (e.g., runtime version, platform,
etc., as given in Section 3.3.1) for codes utilizing OpenCL in order to enable reproducible results.
3.5 Conclusions
In this work, we developed automatically generated OpenCL codes for SIMD and
SIMT-vectorized evaluations of thermochemical source-term and sparse/dense chemical kinetic
Jacobian matrices. The main contributions of this work are:
• Deriving and verifying a new Jacobian formulation that greatly increases sparsity;
• Enabling vectorized execution on the CPU, GPU, and other accelerators; and
• Achieving significant speedups over a strictly parallel Jacobian and source-term evaluation
on SIMD-enabled processors (e.g., CPUs).
These efforts are made publicly available (see Appendix D) via the open-source,
high-performance, chemical kinetics code pyJac. The new molar-based formulation resulted in
highly sparse chemical kinetic Jacobians, and allows selection of either the constant-volume or
constant-pressure approximation. In addition, sparsity can be increased further by eliminating
components associated with the bath gas, as discussed in Section 3.3.4; this approximation is not
a key feature of this work, and future efforts to incorporate more sophisticated Jacobian
approximations would be a worthwhile endeavor.
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We also demonstrated source-term and Jacobian evaluation for a range of chemical kinetic
models [88, 89, 135, 136] and multiple CPUs/GPUs (Tables 3.1 and 3.2). In addition to parallel
OpenMP evaluation on the CPU, this work enabled the shallow-vectorized evaluation of the
chemical-kinetic source terms and analytical Jacobian on both the CPU and GPU via OpenCL.
Deep vectorization is possible on the Portable OpenCL (POCL) platform [129], but it yields no
performance benefit as POCL did not achieve vectorizations for any execution pattern studied.
Deep vectorization deserves further study with other platforms (e.g., CUDA).
We demonstrated significant speedups in shallow SIMD-vectorized execution over a parallel
OpenMP code for evaluating the chemical-kinetic source terms and sparse/dense Jacobian: up to
4.09×, 9.44×, and 4.23×, respectively, on an avx2-capable CPU. Sparse Jacobians evaluate
more slowly than dense Jacobians on all CPU/GPU platforms due to indirect lookup
requirements in array indexing, but this adversely affects the shallow-vectorized OpenCL code
less than OpenMP. Further, analytical Jacobians evaluate significantly faster than a first-order
finite-difference-based approach on all platforms. Finally, we compared the performance of
evaluating dense, analytical Jacobians in this new version of pyJac with the previous
version [124]. The OpenMP version evaluates moderately slower on the CPU for the smallest
chemical model (e.g., 1.79× on the avx2 CPU), but significantly faster for the larger models—up
to 10.19×. The shallow-vectorized OpenCL code runs faster than the previous version over all
chemical models, reaching speedups of 19.56×.
The OpenMP code-generation is currently only capable of parallel execution, but extending this
platform to shallow/deep-vectorizations (via loo.py and compiler #pragmas) is a key priority
going forwards since OpenMP is a standard library on most machines. In addition, CUDA [121]
has been significantly more reliable in previous works [44, 110], while Intel’s open-source OpenCL
alternative, ISPC [145], has been relatively stable and easy to work with during preliminary
efforts with the unit-testing discussed in Section 3.2.3. The current deep-vectorization
formulation would be executable for both CUDA and ISPC targets, as these languages implement
double-precision atomic operations, further recommending their use. It is also possible,
particularly for the Intel OpenCL/POCL runtimes, that better performance/stability might be
achieved using so-called “explicit” vectorization, i.e., through use of built-in vector types such as
the double8. Specifically, this change could enable vectorization on the POCL runtime and
might also enable deep vectorization on the Intel OpenCL runtime. Using OpenCL Image/CUDA
Texture memory to accelerate the indirect lookup for sparse matrix evaluation should be
investigated as well. Finally, future extensions of this work will include extending to additional
target languages (e.g., vectorized OpenMP, CUDA, ISPC) to improve ease of use and reliability,
improving the existing OpenCL targets (e.g., to enable meaningful deep-vectorized evaluation),
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and implementing reaction sorting [53] to improve SIMD efficiency (Appendix D.3).
One key component missing in this work is vectorized sparse/dense linear-algebra subroutines to
maximize the performance of LU-factorization and matrix-vector multiplication (commonly used
in implicit-integration techniques). Third-party/open-source options exist for some target
languages, e.g., cuBLAS [146], clBLAS/clSPARSE [147] or SuperLU [148], but these do not
necessarily cover all targets/required linear-algebra operations and, in the case of the
CUDA/OpenCL libraries, are often optimized operations on one large matrix instead of many
(relatively) smaller matrices. The extent to which these existing programs may be used needs to
be assessed and missing operations should be implemented in loo.py to ensure easy switching







As single-instruction multiple-thread (SIMT) processors, e.g., graphics processing units (GPUs)
have become more widely available, many studies have leveraged their high floating-operation
throughput to accelerate chemical kinetic integration. Early studies [47, 48] focused on using the
GPU to evaluate chemical kinetic source-terms, or factorize the Jacobian matrix, but found
significant speedups only for large chemical kinetic models. Later, several works [49, 50, 52]
implemented GPU-based explicit integration techniques to achieve order of magnitude or more
speedups in the integration of non-stiff or moderately-stiff chemical kinetics. Concurrently,
GPU-based implicit integration techniques were developed [51, 53, 54], but experienced
performance degradation with increasing numerical stiffness due to thread-divergence concerns.
In contrast, single-instruction multiple-data (SIMD) based vectorization, e.g., as found on a
central processing unit (CPU), has not been as extensively investigated for use in chemical
kinetic integration. Recently, Stone et al. [57] utilized the OpenCL [108] framework to vectorize a
linearly-implicit Rosenbrock integration method [67] on the CPU, GPU and the Intel Many
Integrated Core processor (MIC). In addition, Curtis et al. [149] have developed an open-source
platform, pyJac—as described in Chapter 3—that can generate vectorized-OpenCL chemical
kinetic source-term and Jacobian evaluation codes. This effort of this chapter aims to combine
these two techniques to demonstrate the significant speedups that can be achieved by
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fully-vectorized chemical kinetic integration on the CPU.
This work describes a methodology to implement SIMD-based vectorized ODE integration
methods—coupled with vectorized analytical chemical kinetic Jacobian and source-rate
evaluations—for use in a realistic reactive-flow simulation. In Section 4.2, the software, numerical
methods and models used in this study will be outlined. Subsequently, in Section 4.3 the
vectorized solvers will first be validated against a standard implicit integration algorithm [42,
150], after which their coupling to the computational fluid dynamics (CFD) code OpenFOAM [151]
will be verified. Additionally, a case-study modeling the Sandia Flame D [152–154] will be
detailed in Section 4.4, and used to demonstrate the precision of the solvers on a realistic
reactive-flow simulation. Furthermore, Section 4.4 will explore the performance of the vectorized
solvers as compared to those built into OpenFOAM. Finally, directions for future efforts will be
identified in Section 4.5
4.2 Numerical methods and software
4.2.1 The pyJac code-generation platform
pyJac [149] is an open-source platform capable of generating code for the evaluation of the
chemical kinetic source-terms and analytical Jacobian for a variety of execution, data-ordering,
and matrix-format patterns. For full details, we direct the reader to Chapter 3, however here we
will highlight key points relevant to this work. When using a constant-pressure assumption∗, the
resulting thermochemical state vector in pyJac is:
Φ =
{
T, V, n1, n2 . . . nNsp−1
}
(4.1)
where T is the temperature of the gas in K, V the volume in m3, ni the moles of species i in
kmol, and Nsp the number of species in the chemical kinetic model. The last species in the model
is typically taken to be the bath-gas—N2 in this study—and is omitted from the state-vector, as
it is calculated implicitly via the ideal gas equation:












∗Note: in this context, “constant-pressure” refers to the solution of chemical kinetics within a reaction sub-step
of the operator splitting scheme, rather than a general constant-pressure reactive-flow simulation.
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This formulation results in an explicit conservation of mass in pyJac, as well as ensuring the
system of equations is not over-constrained [116].
Given a thermochemical state vector, pyJac can evaluate both the chemical kinetic source rates:
dΦ














and the analytical chemical kinetic Jacobian:
Ji,j = ∂fi
∂Φj
, i, j = 1 . . . Nsp + 1 . (4.5)
Although pyJac can evaluate the Jacobian in a sparse-matrix format (e.g., compressed row
storage), a dense-matrix format was used in this work to simplify the implementation of
linear-algebra operations; extension of this effort to utilize a sparse-matrix is a goal for future
studies. For this study, pyJac was used to generate an explicit “wide”-vectorization (as will be
described in Section 4.2.2) using a vector-width of 8 double-precision floating point operations∗,
and “C” (or row-major) data-ordering.
4.2.2 OpenCL and vectorization
The parallel programming standard OpenCL [108] provides a common interface to execute
vectorized code on a variety of different platforms, e.g., the CPU, GPU and MIC. For a detailed
overview of different vectorization patterns and their applications for different hardware
platforms in the integration of chemical kinetic ODEs, we refer the reader to past-works [51, 54,
117, 149]. Here we will discuss only the so-called “wide”-vectorization pattern for
SIMD-processors (e.g., CPUs) using OpenCL.
In this method, the thermochemical state-vector of several chemical kinetic ODEs are grouped
together, e.g.:
Φvec =
{{Φ1,1,Φ2,1 . . . ,ΦNv,1} , {Φ1,2,Φ2,2 . . . ,ΦNv,2} . . . ,{Φ1,Nsp+1,Φ2,Nsp+1 . . . ,ΦNv,Nsp+1}}
(4.6)
where Nv is the number of elements in the vector, also known as the “vector-width”, and Φj,i is
the ith component of the thermochemical state-vector (Eq. (4.1)) for the jth state.
These modified state-vectors can be loaded into OpenCL vector data-types, e.g., double8,
allowing floating point math operations to be performed concurrently (by specialized
vector-processors present on all modern CPUs) over the vector, resulting in accelerated
∗We note that if the OpenCL vector-width is longer than that implemented on the underlying hardware, the
vector-operation is implicitly converted to multiple smaller vector-operations, similar to loop-unrolling optimizations.
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computations. The OpenCL runtime (e.g., as supplied by Intel [132]) is then responsible for
transforming the OpenCL code into vectorized operations using the vector-instruction set present
on the device.
4.2.3 The accelerInt ODE integration package
The efficient and accurate integration of the chemical kinetic ODEs is a critical to the accuracy
and performance of reactive-flow simulations. During integration, the source-rates—detailed
in Section 4.2.1—are advanced from initial time ti to a final time tf :
dΦ
dt = f (Φ) , ti ≤ t ≤ tf . (4.7)
As a part of this effort, several previously developed vectorized-OpenCL ODE integration
methods [57] have been incorporated into the accelerInt [54] software package. These include a
fourth-order explicit Runge-Kutta method as well as several third and fourth order
linearly-implicit Rosenbrock methods [67, 155, 156]. Table 4.1 lists the OpenCL solvers available
in accelerInt, as well as their order, solver-type and references.
Solver Name Order Solver Type Reference(s) Short-name
Rosenbrock 3 Linearly-implicit [155, 156] ROS3
Rosenbrock 4 Linearly-implicit [67] ROS4
RODAS 3 Linearly-implicit [155, 156] RODAS3
RODAS 4 Linearly-implicit [67] RODAS4
RKF45 4 Explicit [157] RKF45
Table 4.1: Listing of vectorized OpenCL integration methods incorpo-
rated into accelerInt as a part of this effort.
Runge–Kutta (RK) methods include both implicit and explicit solvers, and are widely used to
solve systems of both stiff and non-stiff ODEs. An RK method with s stages may be written as:




where each stage is computed as:
ki = hf




Here, h is the adaptive integration time-step, and aij and bi are method coefficients that define
the algorithm.
The explicit solver included in accelerInt is a five-stage, fourth-order accurate embedded
Runge-Kutta-Fehlberg method [157]. Explicit RK methods are obtained when the coefficient
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matrix aij in Eq. (4.9) is strictly lower-triangular (i.e., aii = 0). While explicit integration
methods are efficient for non-stiff problems, they are only conditionally stable and perform
poorly for stiff problems where the step-size h is limited by stability concerns rather than the
desired accuracy.
Implicit RK integration methods result from a fully populated coefficient matrix aij , resulting in
a system of non-linear equations that are typically solved via Newton–Raphson iteration. This
technique requires the repeated evaluation and factorization of the chemical kinetic Jacobian J
(see Eq. (4.5)). As such, the cost per integration-step is higher for implicit methods, however the
improved stability achieved with such techniques typically makes them more efficient for the
solution of stiff ODEs. Implicit methods commonly reuse the Jacobian matrix (and factorization)
for multiple time-steps to reduce the computational overhead.
Rosenbrock-methods (ROS)∗ are more similar in structure to RK methods than to fully implicit
techniques, solving a linearized form of Eq. (4.8) and are therefore known as “linearly-implicit”
techniques. An s-stage ROS method is formulated as:
ki = hf





γijkj , i = 1, . . . , s (4.10)




where αij and γij are the method parameters. Typically ROS methods are constructed with
γij = γ ∀i, a constant parameters, and αij as a lower triangular matrix, such that the stages may
be solved sequentially and only a single LU-decomposition must be performed per time-step.
To avoid the solution of a linear system and matrix-vector multiplication at each stage of the














uj , i = 1, . . . , s (4.12)





Γ = γij (4.14)
∗Here we adopt the naming convention of Harier and Wanner [67].
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aij = αijΓ−1 , (4.16)
cij = γI − Γ−1 , (4.17)
mj = bjΓ−1 . (4.18)
The direct use of the Jacobian matrix in ROS-solvers avoids the need for Newton-iteration
making these methods particularly well-suited for SIMD and SIMT-vectorization due to the
low-levels of divergence between vector-lanes/threads. However, ROS-solvers are formulated
around the use of an exact (analytical) Jacobian, as the use of finite-difference Jacobian may
impact the solver’s order-conditions and convergence [67, 159]. Further, the Jacobian must now
be evaluated/factorized at each time-step adding to the cost per time-step; W-methods,
formulated around the use of an inexact Jacobian [67], may be a suitable technique to avoid these
costs, and should be investigated for vectorized ODE-integration in the future.
Coupled with OpenCL source-rate/Jacobian evaluation code generated by pyJac [149], these
solvers form the basis of the accelerated ODE-integration techniques used in this work.
4.2.4 OpenFOAM
OpenFOAM [151] is an open-source C++ library capable of solving a variety of continuum
mechanics problems, and is designed to allow easy extension and implementation of custom
solvers. In this work, the OpenFOAM applications targeting the solution of reactive-flow CFD
problems will be extended to incorporate the vectorized ODE integration techniques outlined
in Section 4.2.3. The reactive-flow solver reactingFoam is capable of utilizing a variety of
turbulence models, including Reynolds-averaged Navier-Stokes (RANS) and large-eddy
simulations (LES), boundary conditions, models and solution techniques. In this study we have
exclusively used the standard k-ε RANS turbulence model [160, 161] in OpenFOAM, however future
efforts will extend this work to high-resolution LES studies. For comprehensive details on these
models, and their implementation in OpenFOAM we refer the reader to e.g., [151, 162–164]. Here
we will focus upon the models relevant to the incorporation of accelerInt into OpenFOAM for the
solution of chemical kinetic ODEs.
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4.2.4.1 Chemistry Solvers
OpenFOAM has a number of built-in solvers for integration of the chemical kinetic ODEs, including
C++ implementations of each of the third- and fourth-order linearly-implicit Rosenbrock and
RODAS solvers found in accelerInt. However, the implementations differ in a number of key
aspects. First, and most obviously, the difference in programming languages results in different
execution patterns, i.e., serial evaluation in OpenFOAM vs. vectorized/batched integration in
accelerInt. Secondly, the ROS4 solver in OpenFOAM uses a different set of method
coefficients [159], which are claimed to be more-accurate at small step-sizes, but less stable than
those [67] used in accelerInt for large step-sizes. Third, while (as of June 2018) OpenFOAM has
an analytical Jacobian evaluation code built-in∗, it utilizes a different state-vector composed of
the species-concentrations, temperature, and pressure (which is assumed to be constant, as in
pyJac). Finally, OpenFOAM does not employ the explicit mass-conservation formulation employed
by pyJac, that is, the concentration of the last species in the model is solved for directly in
OpenFOAM.
4.2.4.2 Batched chemical kinetic integration
A new chemistry model, named the BatchedChemistryModel, was created by extending the base
OpenFOAM class BasicChemistryModel. The key difference in this new model is that the chemical
kinetic integration of the thermochemical state vectors for the domain (or sub-domain, in the
case of runs parallelized with the message passing interface, MPI [165]) is performed in a single
batched call to the accelerInt library, instead of being evaluated sequentially (as in the base
OpenFOAM code). The accelerInt library returns the updated thermochemical state vectors for
the domain, as well as the final internal integration time-step taken for each cell in the domain.
The time-step values are used both as an initial time-step for the next ODE integration of this
cell (as in the base OpenFOAM code), as well as to adaptively limit the overall CFD time-step for
certain OpenFOAM solvers (e.g., chemFoam).
4.2.4.3 Turbulent combustion model
OpenFOAM contains implementations of a number of turbulent combustion models used to
simulate turbulence-chemistry interactions in reactive-flow simulations, ranging from a simple
infinitely-fast chemistry model, to the more complex flame surface density [166] formulation. For
our purposes we have selected the eddy-dissipation concept (EDC) [167] as a robust, and
relatively computationally intensive combustion model to demonstrate the performance of the
∗Previous versions of OpenFOAM used a semi-analytical approach, where most Jacobian values were computed
analytically, but the temperature derivatives were evaluated using finite-differences.
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vectorized ODE solvers. EDC is a commonly-used technique for the modeling of
turbulence-chemistry interaction, and has been applied to a large variety of combustion problems
e.g., [168–170]. Conceptually, EDC is based upon the idea of turbulence energy cascade [167] and
involves both a fine-scale reactor and its surroundings; reactions may occur in either, however the
surroundings are typically treated as non-reacting [168]. Molecular mixing between the fine-scale
and the surroundings is modeled by mass-transfer between the two. When using a detailed
chemical kinetic model, the fine-scale reactor is typically treated as a perfectly-stirred reactor and
solved to equilibrium [171], imposing significant computational overhead.







Y i − Y ∗i
)
(4.19)
where ρ is the mean fluid density, Y i and Y ∗i the fluid mean and fine-structure mass-fractions of
species i, respectively, τ∗ and γL the fine-structure residence time and dimensionless length
fraction, respectively, and χ the fraction of fine-structure regions that interact with the rest of
the fluid, typically assumed to be unity [168].







where Wi and [Ci] are the molecular weight and concentration of species i, respectively while the
volume in Eq. (4.20) is taken to be that of the corresponding CFD-cell. Combining











where [Ci ] is defined as:








Using Eqs. (4.20) and (4.22), Eq. (4.21) may be rewritten in terms of species moles (the species








(ni − n∗i ) (4.23)
Finally, we note that both nNsp and n∗Nsp , the number of moles of the last species in the model in
the mean and fine-structures, respectively, are calculated using Eq. (4.3) to be consistent with
pyJac.
∗For the sake of this derivation, we only consider Magnussen’s 2005 EDC model [167]. OpenFOAM implements
other versions of the EDC model (see [168] for a good overview of the available versions), however the version
selected does not affect the derivation of Ri, as the chemical kinetic model is only responsible for evaluating the




To validate the new solvers, 100,000 thermochemical conditions were sampled from a previously
generated database [172], created using a constant-pressure partially stirred reactor
simulation [44] with the GRI-Mech 3.0 [89] chemical kinetic model. The database contains
pressures ranging from 1–25 atm and covers a range of temperatures and compositions from cold
unburned methane-air mixture to ignition and equilibrium. These conditions were integrated
using CVODEs [42, 150] with very tight integration tolerances (ATOL = 10−20, RTOL = 10−15) for
a single global integration time-step of ∆t = 10−6 sec to form a reference solution.
The OpenCL solvers were then used to integrate the same initial values to the same end-time,
varying the tolerances given to the adaptive time-stepping algorithm such that:
TOL = 10−4, 10−5 . . . , 10−15
We note that both the relative and absolute tolerances for the OpenCL solvers were set to TOL
for this validation effort; in general these can be (and often are) different, e.g., as in the
computation of the reference CVODEs solution.
The error of each initial value problem (IVP) was then measured as:
‖Ej‖ =




where y◦i,j(t) is the i-th component of the solution computed by CVODEs for the j-th IVP and
yi,j(t) the solution computed by the solver being tested. The “tolerances” used for calculation of
the weighted reference solution components in Eq. (4.24) are for normalization purposes only.
The error over all IVPs was then calculated using the infinity-norm:
‖E‖ = ‖Ej‖∞ . (4.25)
The tested solvers used the same vectorization settings outlined in Section 4.2.1. Figure 4.1
shows the work-precision diagram for the accelerInt solvers: the vertical axis shows the error
(as measured by Eqs. (4.24) and (4.25)) for the solvers over the various tolerances tested, while
the horizontal axis shows the mean CPU-runtime (averaged over five individual runs) on a single
core of a Intel® Xeon® X5650 CPU (with SSE4.2 vector instructions), using v16.1.1 of the Intel
OpenCL runtime [132]. The RKF45 solver was omitted from this test, as the stiffness of the
chemical kinetic ODEs was such that the computational cost was prohibitively expensive; this
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Figure 4.1: The work-precision diagram for the
implicit-OpenCL solvers in accelerInt. The
vertical axis shows the error norm computed
by Eqs. (4.24) and (4.25), while the horizontal
axis shows the mean runtime of the solver, mea-
sured in milliseconds. The region marked in grey
corresponds to “intermediate” tolerances, ranging
from TOL =10−7–10−11 (with equal absolute and
relative tolerances in the adaptive time-stepping
algorithm).
For loose tolerances (i.e., 10−4–10−6), the performance and error of all the tested solvers is very
similar. However, for intermediate tolerances (10−7–10−11, marked in grey on Fig. 4.1) the ROS3
solver consistently has the lowest error compared to the reference solution; the fourth
order-solvers (ROS4, RODAS4) tend to be slightly faster for a minor increase in error in this region.
The higher accuracy of the ROS3 solver in this region is likely due to the use of a different set of
method coefficients (see Table 4.1). At very strict tolerances, i.e., less than 10−11, the ROS4 solver
is both faster and more accurate than the third-order methods, while the RODAS4 solver is the
most accurate for the strictest tolerance (i.e., 10−15).
4.3.2 Constant-pressure ignition in OpenFOAM
To validate the coupling of the accelerInt solvers to the OpenFOAM chemistry model
(see Section 4.2.4), a series of constant-pressure homogeneous ignition problems were run over a
range of initial temperatures, pressures and equivalence ratios, listed in Table 4.2, using the
GRI-Mech 3.0 chemical kinetic model [89] and CH4 as the fuel. These conditions cover both low,
intermediate and high temperature ignition, as well as lean, stoichiometic and rich fuel mixtures
to test the accuracy of the solvers over different chemical regimes. To test the relative accuracy of
the various solvers, the ignition problems were simulated to near chemical equilibrium
(post-ignition) with both accelerInt and built-in OpenFOAM integrators. The value of the
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thermochemical kinetic state-vectors for each solver was sampled at 10 individual times, equally
distributed over the entire simulated time-span and excluding the initial state; an example of the
time-sampling can be seen in Fig. 4.2a. Finally, the sampled values were compared to a reference
solution computed by the commonly used combustion chemistry code Cantera [173], in order to
assess their accuracy. In this example we used the fourth-order linearly-implicit Rosenbrock
solver (ROS4) in both OpenFOAM and accelerInt, and the absolute and relative ODE integration
tolerances were set to 10−10 and 10−6, respectively, for the OpenFOAM and accelerInt solvers,
and to 10−20 and 10−15 for Cantera. Figure 4.2 compares the values of the temperature and
species mass-fractions of CH4, OH, and NO for several different initial conditions, showing that
all three solvers are in qualitative agreement.
Parameter Values
T0 850, 1100, and 1500K
P0 1, 10, and 25 atm
φ 0.5, 1.0, and 1.5
Table 4.2: A listing of initial temperatures,
pressures, and CH4/air equivalence ratios used
for the constant-pressure homogeneous ignition
problems in the validation of the accelerInt
coupling to OpenFOAM. We note that the ig-
nition delay of several of the T = 850 K
cases was longer than 10 s; these cases: P0 =
1 atm, for φ = 0.5, 1.0, and 1.5, and φ =
0.5, for P0 = 10 and 25 atm, were not consid-
ered.
To quantify this comparison, the infimum and mean L2 norms of the (filtered) relative error
between the tested solver and Cantera were calculated as:
‖E‖∞ =





∥∥∥∥ 1Ns (Nsp + 1) |Φ
◦
i (tj)− Φi (tj)|




where Ns is the total number of sampled points, Nsp + 1 is the size of the thermochemical
state-vector used in OpenFOAM (i.e., the temperature and species concentrations), and Φi (tj) is
the ith entry of the state-vector calculated by either OpenFOAM or accelerInt at the jth sampled
point, and Φ◦i (tj) the same value as calculated by Cantera. The values of these norms are in
shown in Table 4.3 for both solvers, showing that accelerInt has significantly better agreement
with the reference solution computed by Cantera. We note that although the computed error
norms for OpenFOAM are several orders of magnitudes larger (i.e., O (105)–O (106) versus



















(a) The predicted temperature traces at P0 =
25 atm, T0 = 850 K and CH4/air of φ = 1.5.The
vertical dashed-lines show the points at which the
solution was sampled for error evaluation.














(b) The CH4 mass-fraction profiles predicted by the
various solvers at P0 = 10 atm, T0 = 1100 K and
CH4/air of φ = 1.0












(c) The OH mass-fraction profiles predicted by the
various solvers at P0 = 25 atm, T0 = 1500 K and














(d) A zoomed-in look at the NO mass-fraction pro-
files predicted by the various solvers during the ig-
nition event, for P0 = 25 atm, T0 = 850 K and CH4/
air of φ = 1.0.
Figure 4.2: Comparison of constant-pressure homogeneous ignition problem with various solvers
using GRI-Mech 3.0. We note that the plotted points for the OpenFOAM and accelerInt solvers
were thinned somewhat for visibility.
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inaccurate; indeed, a visual comparison of the solutions over the entire simulation (Figs. 4.2a
to 4.2c) show no easily discernible discrepancies. Instead, this difference is largely a function of
more accurate predictions of the ignition delay time on the part of accelerInt. For
instance, Fig. 4.2d shows the predicted mass fraction of NO during ignition for the stoichiometic
case with P0 = 25 atm and T0 = 850 K; the OpenFOAM solver predicts ignition ~1.8ms later than
either accelerInt or Cantera, a mere 0.21% difference. Nonetheless, we conclude that
accelerInt’s ROS4 solver is more accurate than the corresponding OpenFOAM implementation.
Solver ‖E‖mean ‖E‖∞
OpenFOAM 4.68× 105 9.49× 106
accelerInt 3.39× 10−1 8.12× 100
Table 4.3: The filtered mean and infimum rela-
tive error norms comparing the computed solu-
tions of the OpenFOAM and accelerInt solvers to
Cantera for the homogeneous constant-pressure
ignition problems.
4.4 Sandia Flame D
4.4.1 Case description
Next, the precision and performance of the OpenFOAM and accelerInt solvers will be compared
for a more realistic reactive-flow test case. The Sandia Flame D [152–154] is a well-characterized
piloted CH4/air jet flame and a turbulent Reynolds number of Ret = 22000. As of OpenFOAM
v5.x (the 2017 release from the OpenFOAM foundation [174]), a case modeling this flame is
included as a tutorial, providing a relatively simple/inexpensive but more realistic proving
ground for the coupled accelerInt solvers. The operating conditions and key dimensions of the
case are listed in Table 4.4, while a schematic of the configuration super-imposed over the







(a) Diameter of the jet, pilot and
wall and exit-plane dimensions for
the Sandia Flame D case.
Source
Jet Coflow Pilot
Composition CH4:25%/Air:75%† Dry air Equil.‡
Velocity 49.6m/s 0.9m/s 11.4m/s
Temperature 294K 291K 1880K
Pressure 0.993 atm 0.993 atm 0.993 atm
(b) Operating conditions for the Sandia Flame D case.
†The jet composition is measured by percent volume.
‡Equilibrium state of CH4/air at φ = 0.7
Table 4.4: Operating conditions and dimensions of the Sandia Flame D case
The mesh for this case, pictured in Fig. 4.3a, is fully orthogonal with 5170 cells, ranging in size
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from roughly ~5mm on a side to ~0.72mm tall near the wall. The solution domain is a thin
three-dimensional wedge, with axi-symmetric boundary conditions on the front and back faces,
and zero-gradient/total-pressure boundary conditions on the outlet. The case, as packaged with
OpenFOAM, utilizes second-order interpolation and gradient schemes for all variables, but a
strongly limited scheme (tending towards first-order) for divergence calculations. In addition, a
standard k-ε RANS model is used to model turbulence and a pseudo-transient, first-order
time-stepping scheme is used initially to advance to a steady-state solution.
The baseline case was modified slightly to better suit the purposes of this study. First, the
chemical kinetic model, originally a 36-species skeletal methane mechanism used in OpenFOAM was
replaced with the full GRI-Mech 3.0 model. Second, the base OpenFOAM case utilized a tabulated
dynamic adaptive chemistry scheme [38, 39] to accelerate the solution process, this has been
disabled such that the performance and accuracy of the ODE solvers can be directly compared.
Finally, after reaching steady-state, the time-stepping scheme was switched to second-order
implicit method, the minimum reacting temperature was set to 500K, and the case was run for
an additional 10ms of simulated time using a CFD time-step of ∆t = 10−6 sec.
(a) The mesh for the Sandia Flame D case. The
red line denotes where the solution was sampled for
validation.
(b) The steady-state temperature profile in K, as
solved for by the base OpenFOAM fourth-order Rosen-
brock ODE integrator.
(c) A close-up view of the inlet to the domain. The
jet and pilot flames are marked in blue and green,
respectively. The sample lines are marked in red, as
in Fig. 4.3a
Figure 4.3: The mesh and steady-state temperature-profile of the Sandia Flame D case.
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4.4.2 Verificaton
To compare the predicted solutions of the OpenFOAM and accelerInt solvers in this setting, the
solution state was sampled along several lines (pictured in Fig. 4.3a) cutting through the plane of
the flame (Fig. 4.3b) both vertically and axially. The vertical sample lines are evenly spaced at
intervals of 0.1m extending downwards from the center-line to the bottom of the domain, with
the first occurring at 0.1m from the end of the jet; the axial sample line extends from the nozzle
to the far right end of the domain. In Figs. 4.4a to 4.4d the steady-state and time-dependent
(sampled at the final state of t = 0.01 s) temperature and mass-fraction profiles of CH4, OH and
NO across the flame are compared for three different solvers: accelerInt’s 4th-order
linearly-implicit Rosenbrock method (ROS4), OpenFOAM’s ROS4 solver, and OpenFOAM’s Seulex
implementation, a linearly-implicit extrapolation Euler integration method [67]. Overall there is
excellent qualitative and quantitative agreement between all three solvers for each quantity,
demonstrating that accelerInt-coupling can accurately reproduce the solutions of the built-in
OpenFOAM solver for temperature, as well as major and minor species. However, certain
discrepancies do exist between the predicted solutions. For example, in Fig. 4.4c it is seen that
the steady-state solution computed by OpenFOAM’s Seulex solver predicts larger amounts of OH
near the wall of the domain (i.e., at more than ~0.1m from the center-line), while the OpenFOAM
ROS4 solver is in closer agreement with accelerInt. We note that for this sample, the
temperature is lower than 500K for all points more than ~0.06m from the center-line, hence the
solution in this region is dominated by convective and mixing processes, as chemical reactions are
largely inactive at such low temperatures. This demonstrates that even for two ODE
integrators—i.e., OpenFOAM’s ROS4 and Seulex methods—using identical tolerances and
implementation of the chemical kinetic source-terms and Jacobian matrix, it is very difficult to
predict how small discrepancies in the integrated thermochemical state vectors (i.e., those
computed in higher-temperature regions where chemistry is more active) might grow or interact
over thousands of CFD time-steps, each of which use and modify the state-vectors in complex
(often non-linear) numerical methods.
Nonetheless, we will use the norms from Eqs. (4.26) and (4.27) to obtain a sense of the similarity
of the solutions computed by the various solvers. However, here these norms will be labeled the
mean and maximum percent-differences, both because we do not have a true reference solution to
compare to, but also to re-emphasize that minor-differences in the solutions are to be expected
when coupled to a full CFD solver. Additionally, as the accelerInt solver was shown to be in
far better agreement with Cantera for the constant-pressure homogeneous ignition problems
(Section 4.3.2), we will use accelerInt as the “reference” solution for Eqs. (4.26) and (4.27).
Further, when computing these percent differences, all points where the temperature (as
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(a) The steady-state temperature solution profiles
along the axial sample line extending from the nozzle
to the edge of the domain.
0.00 0.05 0.10 0.15



























(b) The time-dependent solution profiles of the mass
fraction of CH4 sampled at 0.2m away from the
nozzle (i.e., the second sample line in Fig. 4.3c) for
t = 0.01 s. The temperature of the flame along the
same line is plotted as well to give a sense of the
flame-width, obtained using AI (ROS4).
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(c) The steady-state solution profiles of the mass
fraction of OH sampled at 0.4m away from the noz-
zle (i.e., the fourth sample line in Fig. 4.3c). The
temperature of the flame along the same line is plot-
ted as well to give a sense of the flame-width, ob-



























(d) The time-dependent solution profiles of the mass
fraction of NO along the axial sample line extend-
ing from the nozzle to the edge of the domain for
t = 0.01 s. The temperature of the flame along the
same line is plotted as well for comparison purposes,
obtained using AI (ROS4)..
Figure 4.4: Temperature and species profile comparisons for both the steady-state and time-
dependent solutions, along various sampling lines pictured in Fig. 4.3a. “OF” denotes an OpenFOAM
solver, while “AI” marks the accelerInt version.
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predicted by accelerInt) was less than 500K were excluded as the chemistry is unimportant in
these locations, and differences were observed (Fig. 4.4c) even among the OpenFOAM solvers, as
previously discussed. In Table 4.5, we see that the mean percent-difference between the OpenFOAM
solvers and the accelerInt solver is roughly ~5%, while the maximum percent difference reaches
~34% in some cases. However, the maximum percent-difference in temperature and pressure is
significantly lower, at just ~0.8% and 6× 10−4%, respectively. It is noted that if we compare the
OpenFOAM solvers directly—that is, if the OpenFOAM ROS4 solver is used for the reference solution
in calculation of the percent-difference norms—the maximum and mean percent-difference of the
OpenFOAM Seulex solver are roughly ~6% and ~0.3%, respectively. Once again, this
demonstrates that even while solving chemical kinetic ODEs with the same implementation of
the chemistry evaluations and nominal tolerances, changing the integration method may lead to
slightly different answers. Thus we conclude that the overall agreement between all three solvers
is deemed acceptable.
Steady-state Time-dependent
Solver OpenFOAM-Seulex OpenFOAM-ROS4 OpenFOAM-Seulex OpenFOAM-ROS4
‖D‖mean 5.34× 100% 5.38× 100% 5.60× 100% 5.63× 100%
‖D‖∞ 2.78× 101% 2.79× 101% 3.43× 101% 3.40× 101%
‖D‖T,∞ 8.15× 10−1% 8.04× 10−1% 8.22× 10−1% 8.09× 10−1%
‖D‖p,∞ 3.86× 10−4% 3.97× 10−4% 5.63× 10−4% 6.22× 10−4%
Table 4.5: Comparison of the mean and maximum percent-differences of the
OpenFOAM solvers to accelerInt, using the norms defined analogously to those
in Eqs. (4.26) and (4.27). The ‖D‖T,∞ and ‖D‖p,∞ values are the maximum
percent differences in the temperature and pressure, respectively.
4.4.3 Performance
Next, the performance of the various OpenFOAM and accelerInt solvers will be tested using the
Sandia Flame D case. The performance studies were run on 10 cores of an Intel E5-2690 V3
CPU, with AVX2 vector instructions, 128Gbit of RAM and v16.1.1 of the Intel OpenCL
runtime. OpenFOAM version 6.x was used with v2.1.0 of the OpenMPI library [175], and was
compiled with gcc v5.4.0 [176]. The reactingFoam solver was instrumented with the
MPI-profiling library IPM v2.0.6 [177], by placing profiling sections (via MPI_PControl calls)
around the calls to the turbulent combustion model, ODE integration, and other key parts of the
CFD-timestep (e.g., convection evaluation).
Figure 4.5 shows the total wall-clock execution time (over all 10 processors) spent by each solver
integrating the chemical kinetic ODEs. The accelerInt solver spends just 10.2–31.1 h solving
chemistry for the steady-state and time-dependent cases, respectively, while both the OpenFOAM
solvers take over 100 h in all cases. The slowest integration method is the OpenFOAM Seulex
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Figure 4.5: Total CPU-hours spent evaluating chemistry in the Sandia Flame D case.
Solver
AI (ROS4) OF (ROS4) OF (Seulex)
Steady-state 12.0× – 0.53×
Time-dependent 14.8× – 0.5×
Chemistry time 93.9–95.8% 99.3–99.6% 99.7–99.9%
Table 4.6: Speeds of the chemistry solvers, normalized by the
OpenFOAM ROS4 solver and the percent of total execution time
spent integrating the chemical-kinetic ODEs.
solver, which takes over 923 h to complete the time-dependent solution. We note that here,
chemistry evaluation time includes time-spent idle due to the poor chemistry-load balancing
present in most OpenFOAM simulations∗.
The speeds of the solvers are compared using the OpenFOAM ROS4 solver as the baseline
in Table 4.6. The accelerInt ROS4 solver ranges from 12–14.8× faster than the OpenFOAM
equivalent. In addition, the OpenFOAM Seulex solver is roughly 2× slower than the OpenFOAM
ROS4 solver in both cases. Finally, the accelerInt solver spends ~94–96% in chemistry
integration, while both OpenFOAM methods use over 99% of the run-time solving chemistry.
4.5 Conclusions
In this effort, several previously developed [57] linearly-implicit and explicit OpenCL-vectorized
ODE-integration methods were incorporated into the accelerInt library and used to accelerate
chemical kinetic integration in a reactive-flow simulation. The major contributions of this work
were:
• Adaption of the accelerInt solvers to use the chemical kinetic source-rate and analytical
Jacobian evaluation codes from the pyJac code-generation platform [149];
∗OpenFOAM uses a simple static decomposition of the domain, which is to say there is no chemistry load-balancing
occurring.
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• Validation of the solvers against the commonly used implicit integrator CVODE [42, 150];
• Extension of the OpenFOAM CFD-code to utilize vectorized-ODE integration techniques and
implementation of a species-mole based EDC turbulent combustion model to accommodate
pyJac’s thermochemical state-vector; and finally
• Validation and performance comparisons of the accelerInt ROS4 solver to two built-in
OpenFOAM integration techniques, ROS4 and Seulex.
This work demonstrates that vectorized chemical kinetic integration paired with analytical
Jacobian and source-rate evaluation can realize speedups over an order of magnitude (12–15×)
on the same CPU for realistic reactive-flow simulations using detailed chemical kinetic models in
OpenFOAM. Further, the accelerInt solvers were shown to accurately solve the chemical kinetic
ODEs for a variety of cases in this effort.
Future extensions to this work should focus on a few key aspects. First, a study of the
accelerInt solvers in a larger scale reactive flow simulation than the current Sandia Flame D
case—modeling of the Volvo bluff-body premixed turbulent reacting flame [178, 179]—is currently
being conducted. Since the use of a steady-state solution to initialize the time-dependent
simulations in the current Sandia Flame D case may lead to predicted temperature and species
profiles that are not particularly sensitive to the accuracy of the ODE-solver used, other cases
more sensitive to the effect of ODE-solver accuracy on the predicted solution should be
investigated. In addition, this extension aims to determine the effect of use of a high-resolution
mesh and an LES turbulence model on the performance of the accelerInt and OpenFOAM solvers,
as well chemistry load-balancing, parallel scaling efficiencies, and other performance concerns.
More generally, this work has shown that vectorized linearly-implicit ODE-integration (paired
with analytical Jacobian evaluation) can greatly accelerate reactive-flow simulations. The
development of vectorized sparse linear-algebra/matrix factorization codes would be an
excellent—if challenging—addition to this result, further speeding up the integration of larger
detailed chemical models. Finally, more advanced integration algorithms should be investigated;
W-methods [67] are particularly promising for their ability to re-use previously evaluated






The research in this dissertation focused on the goal of reducing the cost of using accurate
chemical kinetics in realistic reactive-flow simulations.
In Chapter 2, several GPU-based methods for the integration of stiff chemical kinetic ODEs were
validated, and their performance compared to the commonly used implicit CPU solver CVODEs for
two chemical kinetic models [88, 89] and different levels of numerical stiffness. The GPU-based
implicit Runge–Kutta method, Radau-IIa, was equivalent to CVODEs running on 12–38 CPU
cores for the less stiff, smaller global time-step size (∆t = 10−6 s), but the performance degraded
to just 3–15 cores for the larger global time-step size (∆t = 10−4 s) due to thread-divergence and
memory traffic concerns. Additionally, the exponential solvers were less efficient than both the
CPU and GPU implicit integrators for the tested cases.
In Chapter 3, the analytical chemical kinetic Jacobian generation platform pyJac was extended
to enable both SIMD and SIMT-vectorized evaluation on the CPU, GPU and other accelerators.
A new thermochemical state vector was utilized, resulting in a Jacobian formulation that greatly
increased the matrix sparsity; correspondingly, the ability to use a sparse matrix format was
added to pyJac. In addition, we demonstrated significant speedups—up to 4.1–9.4×—over a
strictly parallel evaluation of the chemical kinetic source-rates and Jacobian on the CPU.
Further, the shallow-vectorized OpenCL codes were faster than a previous version of pyJac over
all tested chemical kinetic models [88, 89, 135, 136], reaching speedups of 19.56×.
Finally, in Chapter 4, the methods developed in this thesis were applied to a realistic
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reactive-flow simulation using the OpenFOAM CFD code. First, several linearly-implicit vectorized
ODE integration methods were incorporated into the accelerInt software package, and
validated against CVODEs. Next, OpenFOAM was extended to incorporate the vectorized solvers,
and an EDC turbulent combustion model utilizing species moles (as used in pyJac) was
implemented. In addition, the vectorized solvers were found to be significantly more accurate
than an ODE integrator built into OpenFOAM for zero-dimensional homogeneous ignition cases, as
compared to the commonly used chemical kinetics code Cantera. Lastly, the performance and
precision of the vectorized solvers was compared to two OpenFOAM integrators for a simulation
modeling the Sandia Flame D; all three solvers were found to be in good agreement with each
other, while the vectorized solver was 12–15× faster than the two OpenFOAM solvers for
steady-state and time-dependent simulations.
5.2 Directions for future work
Although we have demonstrated that significant speedups can be achieved via the use of
vectorized chemical kinetic integration algorithms paired with analytical chemical kinetic
Jacobians in realistic reactive-flow simulations, further accelerations could be achieved by
progress in a few key areas.
First, the ability to cheaply and accurately estimate the expected level of numerical stiffness that
will be encountered during the integration of the chemical kinetic ODEs starting from a given
thermochemical state—and further, correlating this stiffness measure to the performance of
various ODE integration methods on different platforms—could significantly bring down the cost
of using detailed chemical kinetic models in realistic reactive-flow simulations. It has been
previously shown that GPU-based stabilized explicit integration methods are capable of
achieving order-of-magnitude (or greater) speedups [49, 50, 52], as compared to standard implicit
CPU-based methods, for the integration of non-stiff to moderately stiff chemical kinetics.
Additionally, while Chapter 2 demonstrated an implicit GPU-based integrator method that
accelerated the solution of the chemical kinetic ODEs in some cases, thread-divergence related
performance degradation due to high-levels of numerical stiffness remained a challenging issue. In
contrast, in Chapter 4, we showed that significant speedups can be achieved over existing
CPU-based linearly-implicit integration techniques using SIMD-vectorized ODE integration and
analytical Jacobian techniques. What is truly needed, in our opinion, is a way to combine the
strengths of explicit and implicit/linearly-implicit solution techniques on both the CPU and
GPU. Such a method would function similarly to a load-balancing algorithm for chemical
kinetics, except it would additionally consider the numerical stiffness (and resulting
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computational cost for various ODE integration methods), vectorization capabilities, and
presence of hardware accelerators (e.g., GPUs) to maximize performance. For instance, when
using a heterogeneous-platform-/vectorization- aware chemical kinetic integration load-balancing
algorithm, one could imagine solving large numbers of moderately stiff chemical kinetic IVPs
(e.g., near-equilibrium states inside the flame) on a small number of GPUs, while CPU-based
vectorized methods (or even traditional CPU-based high-order implicit schemes) solve relatively
fewer highly-stiff chemical kinetic IVPs. To our knowledge, there have been just a few studies
that have attempted to implement similar techniques [50, 180], however the stiffness detection
and computation cost estimation methods tended to be empirical in nature and it is not clear
how well they would generalize to multiple integration algorithms, vectorization patterns, and
hardware platforms. In addition, there has been some recent work [181] on the classification and
estimation of numerical stiffness encountered during the integration of chemical kinetic ODEs,
and the relationship to computational cost for various integration methods. However, the
interactions of the encountered numerical stiffness, desired accuracy, and selected integration
algorithm are quite complex, and making it difficult to predict integrator performance.
Therefore, more work is needed on this front to develop a robust prediction methodology to
power the load-balancing algorithm.
The second major thrust of future work should be focused on the development of vectorized
sparse-linear algebra and matrix factorization techniques, these methods have been shown to
greatly accelerate linear-algebra operations in a serial CPU context [182] and could enable the
use of significantly larger chemical kinetic models in reactive-flow simulations. We note that
many mature libraries, e.g., [148, 182], exist for these types of operations for serial execution on
the CPU, however equivalent libraries for vectorized execution [147, 183] are often optimized for
use of single large matrix (instead of operation over many relatively smaller matrices) or lack
implementations of key algorithms, e.g., LU-factorization. Indeed, vectorized sparse matrix
factorization tends to be difficult due both to the irregular structure of the matrix and
dependence of the resulting factorization on the values of the matrix to be factorized [184].
Nonetheless, the extent to which existing codes may be adopted to enable sparse matrix and
linear-algebra operations for vectorized chemical kinetic ODE integration should be assessed, and
missing pieces developed. In addition, the speedups that can be achieved using pyJac’s sparse
chemical kinetic Jacobian coupled with standard sparse linear algebra libraries [148, 182] and
CPU-based implicit algorithms (e.g., CVODEs) should be investigated.
Finally, as demonstrated in Chapter 4, significant speedups can be achieved by the used of
SIMD-vectorized linearly implicit integration techniques for reactive-flow simulations, thus we
recommend development of vectorized versions of more advanced linearly-implicit solvers to
82
further increase performance. For instance, high-order W-methods [67, 185, 186] are particularly
promising in that they do not require an exact Jacobian at each internal integration time-step,
and thus previous Jacobian evaluations (and importantly, LU-factorizations) could be reused for
multiple time-steps, reducing computational cost. In addition, multi-step Rosenbrock-type “peer”
methods can help avoid order-reduction for very stiff ODEs [186, 187], and would be easily
vectorized as each stage of the integrator is computed independently. Use of these more complex
methods could further increase CPU-based vectorized ODE integrator performance.
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Here, we describe our partially stirred reactor (PaSR) implementation for completeness, based on
prior descriptions [37, 38, 90, 188–190]. The reactor model consists of an even number Npart of
particles, each with a time-varying composition φ(t). Here we use mixture enthalpy and species
mass fractions to describe the state of a particle:
φ =
{
h, Y1, Y2, . . . , YNsp
}ᵀ
. (A.1)
At discrete time steps of size ∆t, events including inflow, outflow, and pairing cause certain
particles to change composition; between these time steps, mixing and reaction fractional steps
separated by step size ∆tsub evolve the composition of all particles.
Inflow and outflow events at the discrete time steps comprise the inflow stream compositions
replacing the compositions of Npart∆t/τres randomly selected particles, where τres is the residence
time. For premixed combustion cases, the inflow streams consist of a fresh fuel/air mixture
stream at a specified temperature and equivalence ratio, and a pilot stream consisting of the
adiabatic equilibrium products of the fresh mixture stream, with the mass flow rates of these two
streams in a ratio of 0.95 : 0.05. Non-premixed cases consist of three inflow streams: air, fuel, and
a pilot consisting of the adiabatic equilibrium products of a stoichiometric fuel/air mixture at the
same unburned temperature as the first two streams; the mass flow rates of these streams occur
in a ratio of 0.85 : 0.05 : 0.1. Following inflow/outflow (for both premixed and non-premixed
cases), 12Npart∆t/τpair pairs of particles (not including the inflowing particles) are randomly
selected for pairing and then randomly shuffled with the inflowing particles to exchange partners,
where τpair is the pairing timescale.
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Although multiple mixing models exist [190], the current mixing fractional step consists of a pair











where τmix is a characteristic mixing timescale. The analytical solution to this system of
equations determines the particle compositions φp and φq after a mixture fractional step:
φp = φp0 − α , (A.4)











where φp0 and φ
q
0 are the particle compositions at the beginning of the mixture fractional step and














ω˙k k = 1, . . . , Nsp − 1 , (A.8)
However, in practice our implementation handles the reaction fractional step by advancing in
time a Cantera [126] ReactorNet that contains a IdealGasConstPressureReactor object, rather
than integrating the above equations directly.
The time integration scheme implemented in our approach determines the discrete time step
between inflow/outflow and pairing events ∆t and the sub-time step size ∆tsub separating
mixing/reaction fractional steps, both held constant in the current implementation, via
∆t = 0.1 min (τres, τpair) and (A.9)
∆tsub = 0.04 τmix , (A.10)
adopted from Pope [37].
Figures A.1 and A.2 demonstrate sample results from premixed PaSR combustion of
methane/air, using GRI-Mech 3.0 [89]; Fig. A.1 shows the mean temperature evolution over time,
while Fig. A.2 shows the temperature distribution among all particles. Although a large number
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Figure A.1: Mean temperature of premixed PaSR combustion for stoichiometric methane/air with
an unburned temperature of 600K and at 1 atm, τres = 5 ms, τmix = τpair = 1 ms, and using 100
particles. Data, plotting scripts, and the figure file are available under CC-BY [60].






















Figure A.2: Scatterplot of temperature over time (top) and probability density function (PDF)
of temperature (bottom) of premixed PaSR combustion for stoichiometric methane/air with an
unburned temperature of 600K and at 1 atm, τres = 5 ms, τmix = τpair = 1 ms, and using 100
particles. Data, plotting scripts, and the figure file are available under CC-BY [60].
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“GPU-based stiff chemical kinetics
integration methods”
The results for Chapter 2 of this work were obtained using accelerInt v1.0-beta [78]. The most
recent version of accelerInt can be found at its GitHub repository
https://github.com/SLACKHA/accelerInt. All figures as well as the data and plotting scripts
necessary to reproduce them, are available openly under the CC-BY license [60].
In addition, [60] includes unscaled plots of integrator runtimes and characterizations of the
partially stirred reactor data for this work.
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Appendix C
Supplemental: A System of
Equations and Derivation of
Sparse Constant-Pressure/
Constant-Volume Chemical
Kinetic Jacobians for pyJac
C.1 Introduction
This appendix is provided as a reference guide to the equations evaluated by pyJac v2.0, a
code-generation platform for the evaluatation of chemical source terms and analytical chemical
kinetic Jacobians of constant-pressure/constant-volume, fixed-mass, adiabatic reactors. Note that
equations specific to the constant-pressure or constant-volume derivation will be marked with
CONP or CONV respectively. The derivations in this document are based upon the output of
the script derivations.py in the GitHub repository for [149]. This script depends on the symbolic




The state vector for this derivation consists of the temperature, a thermodynamic state parameter
(pressure or volume) and the number of moles of all species except the last in the model:
Φ =
{





T, P, n1, n2 . . . nNsp−1
}
for CONV, (C.1b)
where T is the temperature, V and P the volume and pressure, respectively, and nj the number
of moles of the jth species in the model (containing Nsp total species).
From the ideal gas law, the number of moles of the final species is determined as:











where R is the universal gas constant in molar units.
C.2.2 Thermochemical source terms
The evolution of the thermochemical state variables of this system is described by a set of
ordinary-differential equations:




























For both CONP and CONV, the molar source terms are [122]:
dnk
dt = V ω˙k k = 1, . . . , Nsp − 1, (C.4)














where Hk, Uk, Cp,k and Cv,k are the enthalpy, internal energy, constant-pressure and































To determine dndt , conservation of mass is invoked:
dm






where Wk is the molecular weight of the kth species. From Eq. (C.8), the source term of the last









where WNsp is the molecular weight of species Nsp. Using Eq. (C.9), the total molar rate of














































dt for CONV. (C.11b)
Additionally, the concentration and moles of the last species in the model (which is not a state






where [C] is the total concentration:
[C] = P
TR . (C.13)
Using Eqs. (C.4), (C.9) and (C.12), the temperature source terms may be expanded to contain

































This form of the temperature source term will be used for derivation of Jacobian terms,
but Eq. (C.5) will often be used as well due to its compactness.
C.2.3 Thermal properties
The standard-state thermodynamic properties (in molar units) for a gaseous species k is defined
using the standard seven-coefficient polynomial of Gordon and McBride [192]:
C◦p,k














+ a5,k , (C.16)
S◦k










+ a6,k , (C.17)
where Cp,k and Hk are as described previously, Sk is the entropy in molar units, and the ◦
indicates a standard-state property at one atmosphere (equivalent to the property at any
pressure for calorically perfect gases).
C.2.4 Reaction rate expressions





where Nreac is the number of reactions in the chemical kinetic model, νk,i the overall
stoichiometric coefficient of species k in reaction i and qi the net rate-of-progress for reaction i:
νk,i = ν′′k,i − ν′k,i , (C.19)
qi = Rici , (C.20)
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with ν′′k,i and ν′k,i the product and reactant stoichiometric cofficients (respectively) of species k in
reaction i. The base rate-of-progress for the ith reversible reaction Ri is given by:















where kf,i and kr,i are the forward and reverse reaction coefficients (respectively) for the ith
reaction, and the third-body/pressure modification ci is given by:
ci =

1 for elementary reactions,
[X]i for third-body enhanced reactions,
Pr,i
1 + Pr,i
Fi for unimolecular/recombination falloff reactions, and
1
1 + Pr,i
Fi for chemically-activated bimolecular reactions,
(C.24)
where for the ith reaction [X]i is the third-body concentration, Pr,i is the reduced pressure, and
Fi is the falloff blending factor. These terms are defined in the following sections.
The forward reaction rate coefficient kf,i is given by the three-parameter Arrhenius expression:






where Ai is the pre-exponential factor, βi is the temperature exponent, and Ta,i is the activation
temperature given by Ta,i = Ea,i/R.
As given by Lu and Law [16], depending on the value of the Arrhenius parameters, kf,i can be
calculated in different ways to minimize the computational cost:
kf,i =

Ai if β = 0 and Ta,i = 0 ,
exp (logAi + βi log T ) if βi 6= 0 and Ta,i = 0 ,
exp (logAi + βi log T − Ta,i/T ) if βi 6= 0 and Ta,i 6= 0 ,
exp (logAi − Ta,i/T ) if βi = 0 and Ta,i 6= 0 , and
Ai
βi∏
T if Ta,i = 0 and βi ∈ Z ,
(C.26)
where Z is the set of integers; the extent of this specialization can be controlled when generating
code via pyjac.
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C.2.5 Reverse rate coefficient
By definition, the reverse rate coefficient, kr,i, of irreversible reactions is zero, while reversible
reactions may have non-zero kr,i. Note that in pyJac, reversible reactions with explicit reverse
Arrhenius parameters are split into two irreversible reactions; this simplifies calculation inside the
generated code, and eases comparison to Cantera [173] which applies the same transformation.
For reversible reactions without an explicit parameterization, the reverse rate coefficient is






























where Patm is the pressure of one standard atmosphere in appropriate units.





































For a reaction enhanced (or diminished) by the presence of a third body, the reaction rate is






where αk,i is the third-body efficiency of species k in the ith reaction. For a default third-body
efficiency of αk,i = 1, this may be rearranged to the compact-storage form:
[X]i = [C] +
Nsp∑
k=1
(αk,i − 1) [C]k , (C.33)
where only species with non-default third-body efficiencies must be stored in the model.
Expanding the concentration of the last species gives:
[X]i = [C]αNsp,i +
Nsp−1∑
k=1
(−αNsp,i + αk,i) [C]k . (C.34)
This form will be denoted as the mixture-based (or mix for short) third-body efficiency.
If all species in the mixture contribute equally as third bodies, i.e., αk,i = 1 for all species, then:
[X]i = [C] =
P
RT . (C.35)
This form will be called the unity-based third-body efficiency.
In addition, a single species may act as the third body in which case
[X]i = [C]m , (C.36)





 δNsp,m + (−δNsp,m + 1) [C]m (C.37)
will be used, where the Kronecker delta δNsp,m is unity if and only if the third body species m is
the last species in the model. Equation (C.37) will be referred to as the species-based
third-body efficiency.
C.2.7 Falloff and chemically-activated reactions
Unlike elementary and third-body reactions, falloff/chemically-activated reactions exhibit a
pressure dependence described as a blending of rates at low- and high-pressure limits; thus, the
rate coefficients depend on a mixture of low-pressure (k0,i) and high-pressure-limit (k∞,i)
coefficients, each with corresponding Arrhenius parameters and expressed using Eq. (C.25). It is
noted that when the forward rate coefficient is used—e.g., as in Eq. (C.22)—kf,i is taken to be
the high-pressure reaction coefficient (k∞,i) for falloff reactions and the low-pressure reaction
coefficent (k0,i) for chemically-activated reactions [173]. The ratio of the coefficients k0,i and
112





where [X]i is the appropriate third-body concentration as described in Appendix C.2.6.
The falloff blending factor Fi used in Eq. (C.24) is determined based on one of three





















The Troe representation is described by the variables:

















ATroe = −0.67 log10 (Fcent) + log10 (Pr,i)− 0.4 , and (C.41)
BTroe = −1.1762 log10 (Fcent)− 0.14 log10 (Pr,i) + 0.806 , (C.42)
where a, T ∗∗∗, T ∗, and T ∗∗ are specified parameters. The final parameter T ∗∗ is optional, and, if
it is not used, the final term of Fcent is omitted.
The exponent used in the SRI representation is given by:
X = 1
log210 (Pr,i) + 1
. (C.43)
The parameters a, b, and c in the SRI falloff blending factor are required while d and e are
optional; if not specified, d = 1 and e = 0.
C.2.8 Pressure-dependent reactions
In addition to the falloff approach given previously, two additional formulations can be used to
describe the pressure dependence of reactions that do not follow the modification factor ci
approach. The first involves logarithmic interpolation between Arrhenius rates at two
pressures [173, 196] (often termed P-Log reactions), each evaluated using Eq. (C.25):





at P1 and, (C.44)





at P2 , (C.45)
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where the Arrhenius coefficients are given for each pressure P1 and P2. Then, the reaction rate
coefficient at a particular pressure P between P1 and P2 can be determined through logarithmic
interpolation:
log (kf,i) =
(− log (k1) + log (k2)) (− log (P1) + log (P ))
− log (P1) + log (P2) + log (k1) (C.46)
In addition, the pressure dependence of a reaction can be expressed through a bivariate
Chebyshev polynomial fit [173, 196–199]:










where ηij is the coefficient corresponding to the grid points i and j, NT and Np are the numbers
of grid points for temperature and pressure, respectively, and φn is the Chebyshev polynomial of
the first kind of degree n− 1 typically expressed as
φn(x) = Tn−1(x) = cos ((n− 1) arccos(x)) for |x| ≤ 1 . (C.48)
The reduced temperature T˜ and pressure p˜ are given by
T˜ ≡ 2T
−1 − T−1min − T−1max
T−1max − T−1min
and, (C.49)
P˜ ≡ 2 log10 P − log10 Pmin − log10 Pmaxlog10 Pmax − log10 Pmin
, (C.50)
where Tmin ≤ T ≤ Tmax and Pmin ≤ P ≤ Pmax describe the ranges of validity for temperature and
pressure.
C.3 Jacobian derivation
Let J denote the Jacobian matrix corresponding to the set of ODEs defined in Eq. (C.3). J is
filled with the partial derivatives ∂f/∂Φ, such that:
Ji,j = ∂fi
∂Φj
, i, j = 1 . . . Nsp + 1 . (C.51)
where i and j correspond to the row and column, respectively, of the entry in the Jacobian
matrix. The Jacobian entries resulting from Eq. (C.51) are derived in Appendices C.3.1 to C.3.3,
while various subcomponents of the Jacobian are derived in Appendices C.3.5 to C.3.6. The final
form of the Jacobian can be found in Appendix C.4, which provides a useful summary for this
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document.
We note that some parts of the Jacobian derivation—in particular derivatives of the energy
equation—are quite complicated. The aim of this document is to provide the reader with an
overview of the derivation process; some intermediate steps are left out. For a complete
derivation, the reader is directed to the output of the derivations.py script, from which this
document was compiled.
C.3.1 Temperature source term derivatives
Temperature derivative









will be derived. As the derivation process for this Jacobian entry is very similar between CONP
and CONV energy equations, we will focus on the Jacobian entry for the CONP temperature
source term and give the result for CONV at the end of this section.


















 = − [C]
T
for k = Nsp ,
(C.53)
as the pressure and volume are either constants (for CONP and CONV respectively) or a state
variable that is a function of time only.
Next, the derivative of full form of the temperature source term Eq. (C.14) with respect to
temperature will be considered. To make the result more managable, the denominator



























































































































































































) for CONV. (C.59b)
The species production rate derivative with respect to temperature will be defined
in Appendix C.3.4.
State parameter derivatives


























0 with k 6= Nsp
1
TR with k = Nsp
for CONV, (C.61b)
while the specific heat and enthalpy/internal-energy are independent of the state parameter for
both CONP and CONV. Following the same procedure as in Appendix C.3.1, the result
of Eq. (C.60) is simplified by collapsing the specific-heat/concentration sum, and substituting in
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The derivative of the species production rate with respect to the state parameter will be
computed in Appendix C.3.4.
Molar derivative











for k 6= Nsp
− 1
V









The derivative of the energy equation with respect to the moles of species j—after collapsing the






























Next, the Kronecker delta summation is simplified, and the compact form of the energy equation
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Again, the derivative of the species production rate with respect to moles will be explored
in Appendix C.3.4.
C.3.2 State parameter source term derivatives
Temperature derivative
The derivatives of the thermodynamic state parameter source terms with respect to temperature



















































































































Finally, the derivatives of the thermodynamic state parameter source terms with respect to the












































C.3.3 Molar source term derivatives
Temperature derivative




































Finally, the derivative of the net molar rate of production of a species k with respect to the moles









Jk+2,j+2 = V ∂ω˙k
∂nj
. (C.73)
C.3.4 Species production rate derivatives

































































C.3.5 Rate of progress derivatives
Temperature derivative























While evaluating derivatives for the Jacobian, it is important to expand terms—e.g.,
concentration, production rate, etc.—related to the last species to obtain the correct derivative,



































































Starting from Eq. (C.23) and applying the same expansion of the Nsp-th species’ concentration as
































































































) kr,i . (C.87)
Using a temporary value S′′Nsp—defined analagously to Eq. (C.81) for the reverse reaction



















































Following the outline of Appendix C.3.5—while utilising Eq. (C.61) for the species concentration















TR for CONV. (C.90b)
















TR for CONV. (C.91b)








































 kf,i . (C.93)
























































The P-Log and Chebyshev pressure-dependent reactions, described by Eqs. (C.46) and (C.47)
require separate treatment from the derivatives of strictly Arrhenius-based reaction rate
formulations examined in Appendix C.3.5. Beginning with P-Log reactions, the derivative of the























− log (P1) + log (P )
))
kf,i , (C.98)
and the derivatives of k1 and k2 are given by Eq. (C.78) with the corresponding Arrhenius
parameters (see Eqs. (C.44) and (C.45)) substituted in.






(− log (P1) + log (P ))
− log (P1) + log (P2) ×(














 (− log (P1) + log (P ))
(

























For CONV problems, the P-Log forward reaction rate coefficient is also a function of the pressure:
∂kf,i
∂P
= (− log (k1) + log (k2)) kf,i
P (− log (P1) + log (P2)) , (C.101)









(− log (k1) + log (k2)) (Rf,i −Rr,i)
P (− log (P1) + log (P2)) for CONV. (C.102)

















where Un is the Chebyshev polynomial of the second kind of degree n, expressed as:
Un (x) =




























− 1Tmin + 1Tmax
) (j − 1) . (C.106)
Following the same process for Arrhenius-based reactions (see Appendix C.3.5), the derivative of







−2 ln (10)Tl−1 (P˜ )Uj−2 (T˜ ) ηl,j
T 2
(
− 1Tmin + 1Tmax
) (j − 1)




















































P (log (Pmax)− log (Pmin)) . (C.110)
Finally, the net rate of progress derivative for a Chebyshev reaction with respect to pressure is:
∂Ri
∂P
= ln (10) (Rf,i −Rr,i)×∑
1≤l≤NP
1≤j≤NT
















C.3.6 Pressure modification/Falloff function derivatives
Elementary reactions




= 0 , (C.112)
and with respect to the state parameter:
∂ci
∂V
= 0 for CONP, (C.113a)
∂ci
∂P
= 0 for CONV, (C.113b)
and finally, with respect to the moles of species j:
∂ci
∂nj
= 0 . (C.114)
Third-body enhanced reactions





















TR for CONV, (C.116b)





(−αNsp,i + αj,i) . (C.117)







and for the state parameter:
∂ci
∂V




TR for CONV, (C.119b)
and finally for the moles of species j:
∂ci
∂nj
= 0 . (C.120)

























TR for CONV, (C.122b)





(−δNspm + δjm) . (C.123)
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Unimolecular/recombination falloff reactions
Derivatives of the third-body pressure modification term for unimolecular/recombination falloff
reactions—given by Eq. (C.24)—are quite involved, and will be broken up over the next sections.
The derivative of full third-body pressure modification term for falloff reactions will be given in
this section, while Appendix C.3.6 will provide the same derivatives for chemically-activated
bimolecular reactions. Subsequently, the derivatives of the reduced pressure and falloff blending
factors will be explored in Appendix C.3.6 respectively.















































































































Next the reduced pressure derivatives in Eqs. (C.124) to (C.129) will be evaluated; these depend
on the form of the third-body efficiency used in Eq. (C.38), thus we will first work out the
derivatives for each third-body efficiency form, and then develop a generalized form for compact
representation. For a third-body concentration based upon the entire mixture, (i.e., Eq. (C.34))



























Tk∞,iR for CONV, (C.132b)




















and the state parameter derivatives are:
∂Pr,i
∂V






RT for CONV, (C.135b)
and the molar derivative is:
∂Pr,i
∂nj
= 0 . (C.136)




























Tk∞,iR for CONV, (C.138b)





(−δNspm + δjm) . (C.139)
Equations (C.131) to (C.138) may be recast in a more generalized form using temporary variables
ΘPr,i,∂... and θ¯Pr,i,∂...—where, for example, ΘPr,i,∂T corresponds to part of the reduced-pressure




= Pr,iΘPr,i,∂T + θ¯Pr,i,∂T , (C.140)
and the state parameter:
∂Pr,i
∂V
= Pr,iΘPr,i,∂V + θ¯Pr,i,∂V for CONP, (C.141a)
∂Pr,i
∂P
= θ¯Pr,i,∂P for CONV, (C.141b)
















































































−αNsp,i + αj,i if mix,
0 if unity,
−δNspm + δjm if species.
(C.148)
Falloff blending factor
Derivatives of the falloff blending factor—except for all but the Lindemann falloff blending factor,
which is not a function of the reduced pressure—rely upon the reduced pressure derivatives
developed in Appendix C.3.6. First, the blending factor for each falloff reaction type will be
differentiated along with any subcomponents (e.g., the Fcent term for Troe falloff reactions).
Next, the reduced pressured derivatives given by Eqs. (C.140) to (C.142) will be substituted in
and finally a generalized form for the falloff blending factor derivatives will be determined.
For Lindemann falloff reactions:
∂Fi
∂T
= 0 , (C.149)
(C.150)
and, for the state parameter:
∂Fi
∂V
= 0 for CONP, (C.151a)
∂Fi
∂P
= 0 for CONV, (C.151b)
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and the molar derivative:
∂Fi
∂nj
= 0 . (C.152)

































































































)2 (ATroeBTroe ∂BTroe∂Pr,i − ∂ATroe∂Pr,i
)
. (C.158)



























































Equations (C.157), (C.164) and (C.165) can then be substituted into Eqs. (C.153) to (C.155) to
obtain a final form for the Troe-falloff blending function derivatives, which will be given as a
generalized form at the end of this section.















































































































As with the reduced-pressure derivatives, Eqs. (C.149), (C.151) to (C.155) and (C.166)
to (C.168) may be represented in a general form via introduction of temporary variables ΘFi,∂...,
giving for the temperature derivative:
∂Fi
∂T
= FiΘFi,∂T , (C.171)
for the state parameter derivatives:
∂Fi
∂V
= FiΘFi,∂V for CONP, (C.172a)
∂Fi
∂P
= FiΘFi,∂P for CONV, (C.172b)







For Lindemann falloff reactions:
ΘFi,∂T = 0 , (C.174)
and, for the state parameter derivatives:
ΘFi,∂V = 0 , (C.175a)
ΘFi,∂P = 0 , (C.175b)
and for the molar derivative:
ΘFi,∂nj = 0 . (C.176)
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and the molar derivative:
ΘFi,∂nj = −




where ΘPr,i,∂... and θ¯Pr,i,∂... are given by Eqs. (C.143) to (C.148) respectively.





c − abT 2 exp
(− bT ))
a exp
































































(− bT )+ exp (−Tc ))
Pr,i ln2 (10)
log (Pr,i) . (C.182)
Unimolecular/recombination falloff reactions (temporary product form)
Using the temporary products developed in Appendix C.3.6, the falloff reaction derivatives











































ci for CONV, (C.184b)










)− ci) . (C.185)
The temporary products in Eqs. (C.183) to (C.185) are given by Eqs. (C.143)
to (C.148) and Eqs. (C.174) to (C.182).
Chemically-activated bimolecular reactions (temporary product form)

































ci for CONV (C.187b)
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k∞,iV (Pr,i + 1)
. (C.188)
The temporary products are the same as those detailed in Appendix C.3.6.
C.4 Final Jacobian form
Here we give a summary of the Jacobian derivations in the previous sections, as a complete
reference guide to the equations evaluated by pyJac.
C.4.1 Temperature derivatives
In this section, the derivatives of all source terms with respect to the temperature are considered.
Temperature source term derivatives





























































State parameter source term derivatives
























































Molar source term derivatives
From Eq. (C.71) and Eq. (C.74), a general form for the molar source term derivative with respect














where the rate of progress derivatives are given by Eqs. (C.89), (C.100) and (C.107) for
Arrhenius-based—i.e., elementary, third-body and falloff/chemically-activated—reactions, P-Log
reactions and Chebyshev reactions respectively. The temperature derivatives of the pressure
modification term are found in Eqs. (C.115), (C.118) and (C.121) for third-body reactions,
and Eqs. (C.183) and (C.186) for falloff/chemically-activated reactions respectively.
C.4.2 State parameter derivatives
In this section, the derivatives of all source terms with respect to the state parameter are
considered.
Temperature source term derivatives








































State parameter source term derivatives































Molar source term derivatives
To obtain a final form for the molar source term derivative with respect to the state



























The derivative of the net rate of progress with respect to the state parameter is given
by Eq. (C.92) for arrhenius-based reactions. For P-Log and Chebyshev reactions in a CONV
system Eqs. (C.102) and (C.111) are used, while Eq. (C.92) is used for a CONP system. The
pressure modification term derivatives are given by Eqs. (C.116), (C.119) and (C.122) for
third-body enhanced reactions, and Eqs. (C.184) and (C.187) for falloff/chemically-activated
reactions respectively.
C.4.3 Molar derivatives
Finally, this section details the Jacobian entries corresponding to derivatives with respect to the
species moles.
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Temperature source term derivatives
The temperature source term derivative with respect to the moles of species j, Eq. (C.67), is




































From Eqs. (C.63), (C.70) and (C.73), the final form of the state parameter source term derivative






















J2,j+2 for CONV. (C.196b)
Molar source term derivatives















As pyJac evaluates these derivative entries by looping over the reactions i in the model,











k = 1, . . . , Nsp − 1 (C.198)
The molar derivatives of the net rate of progress are given by Eq. (C.97), and the pressure
modification term by Eqs. (C.117), (C.120) and (C.123) for third-body enhanced reactions,
and Eqs. (C.185) and (C.188) for falloff and chemically-activated reactions, respectively.
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Appendix D
Supplemental Materials for “Using
SIMD and SIMT vectorization to
evaluate sparse chemical kinetic
Jacobian matrices and
thermochemical source terms”
D.1 Availability of material
The results for this article were obtained using pyJac v2.0.0b0 [200]. The most recent version
of pyJac can be found at its GitHub repository: https://github.com/SLACKHA/pyJac. All
figures, and the data and plotting scripts necessary to reproduce them, are available openly under
the CC-BY license [201].
D.2 Jacobian error statistics per test platform
This section gives more detail on the results presented in Section 3.3.3, breaking down the
reported error statistics per test platform/language. The error of the Intel OpenCL runtime is
presented in Table D.1, the Portable OpenCL (POCL) runtime in Table D.2, OpenMP
in Table D.3, and the Nvidia OpenCL runtime in Table D.4. POCL and OpenMP tend to have
the smallest error norms, while Nvidia tends to have the largest; in particular the stringent
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filtered error norm EC=1020 is two orders of magnitude larger for the Nvidia runtime than the
other test platforms with the H2/CO and USC-Mech II models.
Model EL EC=1020 EC=1015
H2/CO 1.455× 10−14 8.084× 10−1 1.907× 10−5
GRI-Mech 3.0 1.567× 10−14 1.469× 10−7 1.316× 10−7
USC-Mech II 9.632× 10−15 5.567× 10−3 1.704× 10−7
iC5H11OH 1.227× 10−10 1.363× 10−3 2.864× 10−5
Table D.1: Summary of Jacobian matrix verification results for the Intel OpenCL runtime. The
reported error statistics are the maximum filtered relative error EC and LAPACK error EL over
all vectorization patterns (Table 3.3), CONP/CONV, and sparse/dense Jacobians. The threshold
for the filtered relative error is the same as reported in Section 3.3.3.
Model EL EC=1020 EC=1015
H2/CO 1.456× 10−14 1.230× 10−1 3.951× 10−6
GRI-Mech 3.0 1.014× 10−14 1.890× 10−7 1.877× 10−7
USC-Mech II 9.632× 10−15 8.998× 10−4 1.201× 10−8
iC5H11OH 9.133× 10−15 1.723× 10−5 5.108× 10−7
Table D.2: Summary of Jacobian matrix verification results for the Portable OpenCL (POCL)
runtime. The reported error statistics are the maximum filtered relative error EC and LAPACK
error EL over all vectorization patterns (Table 3.3), CONP/CONV, and sparse/dense Jacobians.
The threshold for the filtered relative error is the same as reported in Section 3.3.3.
Model EL EC=1020 EC=1015
H2/CO 5.962× 10−15 3.614× 10−2 1.657× 10−6
GRI-Mech 3.0 1.297× 10−15 1.321× 10−7 1.316× 10−7
USC-Mech II 9.630× 10−15 4.185× 10−4 6.746× 10−9
iC5H11OH 6.131× 10−15 1.721× 10−5 5.108× 10−7
Table D.3: Summary of Jacobian matrix verification results for OpenMP execution. The reported
error statistics are the maximum filtered relative error EC and LAPACK error EL over all vector-
ization patterns (Table 3.3), CONP/CONV, and sparse/dense Jacobians. The threshold for the
filtered relative error is the same as reported in Section 3.3.3.
D.3 SIMD efficiency scaling example
This simple example demonstrates how the SIMD efficiency of shallow-vectorized OpenCL
source-term evaluation depends on the size of the chemical model in question, i.e., the amount of
computational work per source-term evaluation. The base chemical model for this example was
the isopentanol model [136] used throughout this article, and the same thermochemical state
database described in Section 3.3.1 was used for source-term evaluation. As in Section 3.3.5 all
reported results are based on 10 individual runs and in this example all cases were run on the
avx2 machine using the Intel OpenCL runtime.
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Model EL EC=1020 EC=1015
H2/CO 1.862× 10−14 1.741× 100 4.508× 10−5
GRI-Mech 3.0 1.489× 10−14 3.842× 10−7 3.687× 10−7
USC-Mech II 1.174× 10−14 1.119× 10−2 1.983× 10−7
iC5H11OH 8.602× 10−15 1.748× 10−5 5.109× 10−7
Table D.4: Summary of Jacobian matrix verification results for Nvidia OpenCL execution. The
reported error statistics are the maximum filtered relative error EC and LAPACK error EL over
all vectorization patterns (Table 3.3), CONP/CONV, and sparse/dense Jacobians. The threshold
for the filtered relative error is the same as reported in Section 3.3.3.
Algorithm 1 A greedy selection algorithm to remove reactions from a base chemical model M ,
while preserving the number of active species.
Input: Base chemical model M with reactions R and species S
function Determine Species Count(active)
for Species Sk in model M do
species_rxn_count [k]← 0
for Reaction Rj in model M do
if active[j] and
(∣∣∣ν′k,j∣∣∣+ ∣∣∣ν′′k,j∣∣∣) > 0 then
species_rxn_count[k]← species_rxn_count[k] + 1
return species_rxn_count
procedure Model Generation(M)
active[j]← True for all reactions Rj in M
species_rxn_count← Determine Species Count(active)
while min (species_rxn_count) ≥ 1 do
species_rxn_count← Determine Species Count(active)
for Reaction Rj in model M do




First, the reactions in the isopentanol model were converted to simple reversible Arrhenius
reactions by either simply dropping third-body efficiency calculations (third-body enhanced
reactions), using the high-pressure-limit coefficients (falloff/chemically-activated and P-Log
reactions) or fitting Arrhenius parameters to the calculated rate constant at a fixed pressure
(Chebyshev reactions). This conversion made the cost of reaction rate evaluation roughly
equivalent between all reactions in model, separating the effect of chemical model size from
computational intensities of different reaction types on the SIMD efficiency. Next, a greedy
reaction removal algorithm (Algorithm 1) generated a number of models ranging from 2100–186
reactions, in increments of 200 reactions (except the final increment from 200 to 186 reactions).










Figure D.1: The effect on SIMD efficiency of varying chemical model sizes.
To discern the effect of varying chemical model size on the SIMD efficiency, shallow-vectorized
and unvectorized source-term evaluation performance tests were run. As demonstrated
in Fig. D.1 the SIMD efficiency strongly depends on the generated model size and thus the
amount of computational work per thermochemical state. In addition, the range of SIMD
efficiency in this example (0.56–0.91) is larger than the range of SIMD efficiencies calculated for
real chemical models, as seen in Fig. 3.8c. For smaller models—e.g., H2/CO which had a SIMD
efficiency of 0.6 on the avx2 CPU—this suggests that the presence of more computationally
intensive falloff/chemically activated reactions in model can increase the SIMD efficiency.
However, the base isopentanol model achieved a SIMD efficiency of only 0.78 on the avx2
machine in Section 3.3.5.1, suggesting that more work could be done to optimize the source-term
evaluations. In particular, it is likely that a reaction sorting method, such as suggested by
Sewerin and Rigopoulos [53], would be particularly beneficial to reduce the number of vector
gather/scatter/masking operations incurred during source-term evaluation.
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