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本研究では，IPC6 で優秀な成績を残した，SAT プランナである COPLAN をベース








かかって解けた問題を 69 題解かせた結果，C2P は COPLAN に比べて幾何平均で 3.88
倍の性能向上が達成できた．また，100秒以上の問題に限った結果 34.36倍の性能向上が
達成できた．その問題の中から，プランニングを解く上で lemma が生成された問題 22
題において LRPを用いた C2P-LRP は C2Pの最高で 2.23倍，幾何平均で 1.1倍の性能
向上を達成できた．
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第 2章 2.3. 問題例
² Clause
リテラルが論理和 (or)で連結された論理式．
² CNF (Conjuctive Normal Form， 乗法標準形)
clause が論理積 (and)で連結された論理式．SAT solverに入力として与える．
² Learnt Clause (lemma)
Con°ict の原因を解析し，特定の探索空間に解がないことを学習する．その際の学
習結果として追加する clause を Learnt Clauseと呼ぶ．
2.3 問題例
問題は以下のように CNFとして表現される．¶ ³
式 1 = (a _ b) ^ (:a _ b _ c) ^ (a _ :b _ d)
式 2 = (a) ^ (:b) ^ (:a _ b)µ ´
式 1は 4つのリテラル，4つの clauseからなる CNFである．正の変数は変数そのもの
で，負の整数の場合 :を付けることによって表現している．clauseのひとつ (:a _ b _ c)
は，リテラルの :a，b，c との論理和で構成されている．式 1 を充足させるためには，
a=T，b=F，c=T，d=Fの割り当てを行えばよい．



















Davis, Putnam によって考案された完全アルゴリズムであり,resolution もしくは DP
アルゴリズムと呼ばれる.resolution では,clause 中の任意の変数に注目し, 変数を削除し
ていくことにより解を得ている.例えば,図 2.1 のようにある CNF において,全ての変数
に対して順に resolution を適用していくことにより解を得ることができる.しかし,DP ア
ルゴリズムはメモリ爆発を起こすという問題がある．
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2.4.2 CDCL アルゴリズム
DP アルゴリズムをベースに多くのアルゴリズムが考案されたが, メモリを使いすぎ
るという問題があった. そのため,Davis, Logemann, Loveland によってこれを修正した
新たな完全アルゴリズムが提案された. このアルゴリズムは DPLL アルゴリズムとして
引用されることが多い．しかし，近年では,1990 年代中頃に Silva，Sakallah, Bayardo,
Schrag によって考案された非時間順バックトラックと衝突の解析と学習を追加した
CDCL(con°ict-driven clause learning) アルゴリズムが主流となり，ソルバの性能が大
幅に向上した．
CDCL に基づいた SAT ソルバは C, C++ により高々 2 千行足らずで実装すること
ができ, 現在のソルバの多くが DPLL をベースとしている. 長年多くの研究者がデータ
構造, ヒューリスティック, パラメタ最適化に関する研究を行っており, 現在では,DPLL









バックトラック = backjump()µ ´
図 2.2 CDCLに対応する関数
¶ ³
Á = (a _ :b) ^ (b _ :c) ^ (a _ b _ c)
µ ´
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¶ ³
status = preprocess();

























連鎖的な割り当てを行う.例えば,上記の問題において,変数選択フェーズで a = F
という割り当てを行ったとする.すると,左端の clause を真にするためには :b が
真になるような割り当てをしなければならない.このような clause を unit clause
という.そのため,b = F という割り当てを連鎖的に行うことができる.このような
7
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連鎖的な割り当てを BCP (BooleanConstraint Propagation) という.
² 衝突の解析と学習
探索の結果, 衝突が生じてしまった際に, 衝突の原因を lemma と呼ばれる clause
として学習する. 例えば, 先ほどの問題において,a = F, b = F という割り当てに
より,真ん中の clause と右端の clause の二つが unit clause となっていることが
わかる.二つの unit clause から c = T, c = F という矛盾する割り当てが導かれ
る. このような状態を衝突と呼ぶ. 今回の例では, 最初に a = F という割り当てに
よって, 衝突が生じてしまったため, (a) という literal ひとつからなる clause を
lemma として学習する.この clause は最初から unit clause となっているため,自
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² Variable State Independent Decaying Sum (VSIDS)
衝突の解析と学習により学習した lemma を利用した変数選択法である. DLIS と
同様に変数分のカウンタを用意し初期値は変数の出現個数とする. lemma が追加







の中で最も効果が高いのが unit clause rule である. ある clause において一つの literal
を除いたすべての literal が偽になる割り当てをした場合,その clause を真にするために
は,残る一つの literal が真になるような割り当てを行わなければならない.このような状
態の clause を unit clause, literal を unit literal と呼ぶ.また,全ての unit literal を真
になるよう割り当てを行う一連の作業を unit propagation もしくは Boolean Constraint
Propagation (BCP) という.SAT ソルバにおいて BCP の処理は全実行時間の 8 割以上
を占める重要な処理であり,また,SAT ソルバの構造自体にも大きく関係している.
初期に考案された,最も単純であり直観的である実装として各 clause にカウンタを用意
する方法がある.この実装は GRASP, rel sat, sats といった多くのソルバに実装された.
例えば GRASP では clause ごとに二つのカウンタを用意しており,clause 中の literal が
真になる割り当てをされた場合はカウンタ 1 を更新し,偽の割り当ての場合はカウンタ 0
を更新する.もしカウンタ 0 の値が clause中の literal 数と同じになったらその clause は
con°ict となる.またカウンタ 0の値が (literal 数 - 1) となった場合は,unit clause とな
る.この方式では clauseが m 個,変数が n 個,literal が l 個の場合,新たな変数割り当て
が行われた際に,カウンタは平均 l*m/n 回更新される.最近の SAT ソルバは衝突の解析
と学習により lemma を追加し,また比較的サイズの長い clause を保有するため,更新コ
ストが比較的大きい.
さらに効率の良い実装として head tail lists と 2-literal watching がある.どちらも各
clause の二つの literal をポインタにより監視する方式である.二つのポインタと literal
をそれぞれ監視ポインタ,監視 literal という.監視 literal に対し,変数割り当てが行われ
た場合, 監視する literal を更新し, 常に未割り当ての literal を監視することにより unit
9
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clause rule を適切なタイミングで適用していく.これらの実装は clause が m 個,変数が
n 個の場合,新たな変数割り当て時に平均して m/n 解の更新しか必要とせず,高速に動作
する.またバックトラックの更新のしやすさにより 2-literal watching の方が比較的高速
である.
衝突の解析と学習とバックジャンプ
ある変数の割り当てが T かつ F と推論されることを衝突という.衝突が発生した場合,
ソルバはバックトラックをして変数割り当てのやり直しをする必要がある.その際,衝突の
原因を解析して lemma と呼ばれる clause を学習できる. lemma は特定の探索木には解
がないことを示すため, 探索木の枝刈りに有用であり, 以降の探索の高速化を図ることで
きる. DPLL アルゴリズムには単純な衝突解析法がある.各割り当て済み変数に真と偽の
両方の割り当てを試した (°ipped) かフラグをたて,衝突が発生した場合は, まだ両方の割
り当てを試していない変数のうち最も深いレベルまでバックトラックをし,割り当てを試
していない方の割り当てを行う.この方法はまだ °ipped していない直近の変数までバッ
クトラックすることから時間順バックトラック (chronological backtracking) という.時
間順バックトラックはランダム SAT に効果的である.




clause として学習し, 問題に追加する. この仕組みを con°ict-directed learning という.
学習した clause は 衝突した clause (con°icting clause) に対し con°ictclause もしくは
lemma という.lemma は元の問題の clause の resolutionにより生成されるものであるた
め,追加しても問題の充足可能性に影響はない.





level 表している．decision levelが５の変数が幾つか見られるが，それらは V11 の割り当
てによって連鎖的な割り当てをされた変数である．変数選択により割り当てがされた変
数から衝突を起こした変数までに至るパスが必ず通る変数を UIP (Unique Implication
Points)という．UIPの中でも特に衝突を起こした変数にもっとも近いUIPを First UIP
10
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という．図において First UIP でのカットは ¡V10; V8;¡V17; V19 となるので，その否定
をとった (V10 _ :V8 _ :V18 _ :V19) を lemma として学習する．カット方法としては，
FirstUIP以外に，二つ目の UIP，すげての UIPでのカットといった方法があるが，一般
的に FirstUIP でのカットにより学習した lemma がもっともいい性能を示す．
11
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図 2.4 implication graph
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2.5 MiniSat
本節では逐次 SAT ソルバMiniSat¡ Cv1:14:1 について述べる．
2.5.1 概要





バックジャンプ = solver_canseluntil()µ ´
図 2.5 各フェーズに対応する関数
MiniSat では図に示すように solver search() 関数内のループで上記の関数を呼び出し











問題の clause ，探索の途中で不要となった clause は適時削除されていく
² vecp learnts
探索の途中で学習した lemma
² double var inc
13
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変数 avtivity の更新に使用
² °oat cla decay
clause activity の更新に使用
² vecp* wlists













² veci order activity の大きい順に変数を格納
² veci tail lim 各 decision level での割り当て済み変数の数
2.5.2 変数選択
MiniSat では変数選択の際に,ある一定の確率で Random decisionを行い,それ以外は
activity に基づいた選択を行っている.各変数は初期値 0の activity を持っており,衝突




MiniSat では，2-literal watching を採用しており，各 clause の先頭二つの litaral が
常に監視されている．ソルバ構造体の wlists は監視リテラルを含む clause へのポインタ
を保持している．図に solver propagate()の大まかな動作を示す．
14
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¶ ³
clasue *solver propagate(solver* s){
while(conflu==0 && trail is not empty){
lit p = s->trail[s->qhead++];
vecp *wlists = solver_read_wlist(s,p);
for each clause wlists{
if(clause is already satisfied){
continue;
}else if(clause is unit clause){
enqueue();
}else if(clause is conflicting clasue){
confl = clause;
}else{







solver propagation() では，割り当て済みの literal が順番に格納されている．trail
キューから割り当て literal を順に取り出していく．ここで，割り当てリテラルとは変数割
り当て値を literal で表したものである．例えば，x は x = T という割り当てを表し，-x
は x = F という割り当てを表す．次に，ある割り当てによって偽になってしまう literal
を含む clause を取り出して wlists に代入している．for ループ内では，全ての clause を
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² unit clause
unit litaral の割り当てを行う．割り当て literal は trail に格納する
² 全ての literalが割り当て済みでかつ充足してない
clause を conlicting clause として，連鎖的な割り当てを終了する
² 上記以外
新しい litaral を新に監視 literal とする．clause 中の litaral の順番を変更し，常
に先頭２つ以内に，監視 litaral がくるようにする．
2.5.4 衝突の解析と学習
衝突が生じた場合，偽となってしまった clause を基に，solver analyze() で原因の解
析を行う．各変数ごとに割り当ての原因となった clause を reason, 割り当てが行われた
dicision level を level に格納しており，それらを利用して衝突の解析を行っていく．ま
た解析の際に，衝突に関係した変数 activity と，lemma の activity のインクリメントを




c-satはMiniSat をベースにMessage Passing Interface(MPI) を用いて並列化された
並列 SATソルバである．c-satは lemmaや分割された探索木の管理と配布を行う方法と






































る必要がある．しかし，SAT は問題によって学習する lemma の長さは大きく異なり，
また一般的に探索がすすむに連れて lemma の長さはは長くなる．このことから共有す
る lemma の制限値を静的に決める事は難しい．そこど lemma を交換する際に未交換の
lemmaの平均長に基づいて動的に lemma 長を設定している．
18
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2.6.5 冗長な lemma の削減
lemma は論理的にに冗長な clause であるため，lemma を多くモツと内部処理が増加
してしまう問題がある．c-sat では各ワーカが学習した lemma を一端マスタに集めてか
ら配布するため，冗長だけではなく，同一の lemma も数多くなっている．それらをワー
カに送信すると内部処理が重くなるだけではなく，通信コストも大きくなってしまう．そ



















² PDDL (Planning Domain De¯nition Language)
プランニング問題の形式 (詳しくは後述)
² STRIPS(Stanford Research Institute Problem Solver)
初期状態，終了状態，行動群の三つで構成された形式言語
第 3章 3.3. 定義
² リテラル





状態 s は全ての命題 f 2 S について，正または負のリテラルのいずれかを含む集
合と定義する．
s = P [ f:f j f 2 S n Pg，ここで P µ S である．
² アクション
アクションを < p; e >で定義する．p,e はそれぞれアクションの前提条件と効果を
表すリテラルの集合であり，S 中の命題から構成される．しばしばリテラルの集合
をリテラルの連言と同一視する．アクション a =< p; e > が状態 s において実行
可能であるとは P µ sかつ eが矛盾な場合を言う．
² アクションを実行した後の状態
状態 s においてアクション a を実行した後の状態 execa(s) を以下に定義する．
execa = e [ ff 2 s j f =2 e ^ f: =2 eg
もし a が s において実行可能ではない場合，execa(s)は定義されない．アクショ
ンの列 a1; a2; :::; an に対し，execa1;a2;:::a3(s) = execan(:::execa2(execa1):::) と
する．




国際プランニング競技会 (International Planningu Competition)はプランナーの性能
を競う大会である．以下に IPCにおけるプランニングの種類を述べる．
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プランニング問題を記述する際，PDDL (Planning Domain De¯nition Language) を







第 3章 3.5. PDDL
¶ ³










<types-def> ::= (:types <typed list (name)>)
<typed?-list-of (t)> ::= <typed list (t)>
<typed?-list-of (t)> ::= <list (t)>
<constants-def> ::= (:constants <typed?-list-of (names)>)
<predicates-def> ::= (:predicates <atomic formula skeleton>)
<atomic formula skeleton>
::= (<predicate> <typed?-list-of (variable)>)
<predicate> ::= <name>
<variable> ::= ?<name>µ ´
図 3.1 ドメインファイルの述語部分
domainhnamei でドメインの名前を指定する．hrequire-defi で requierments の定義を
行う．その中身は strips，adl，typing があり，strips は STRIPS 形式のアクションを，
adlは ADL形式のアクションを，typingは PDDL特有の構文型で，型の定義を宣言す
ることができるようになる．typing を指定した場合，アククョンは STRIPS 形式のも
のとなる．htypes-defi は，二種類あり，型のある list と型のない list にわかれている．
hconstants-defi は，list に名前を付ける定義である．hpredicate-defi で述語の定義をす
る．haction-defi ではアクションの定義をしている．ここでは本論文で扱う STRIPS 形
式のアクションについてのみ解説を行う．
23
第 3章 3.5. PDDL
¶ ³
<action-def> ::= (:action <name>
:parameters (<typed?-list-of (variable)>)
　　　 <action-def body>)




<atomic formula(t)> ::= (<predicate> )
<literal(t)> ::= <atomic formula(t)>
<literal(t)> ::= (not <atomic formula(t)>)
<POS-CONJUNCTION> ::= <atomic formula(term)>
<POS-CONJUNCTION> ::= (and <atomic formula(term)>
<atomic formula(term)>)
<CONJUNCTION> ::= <literal(term)>
<CONJUNCTION> ::= (and <literal(term)> <literal(term)>)µ ´
図 3.2 ドメインファイルのアクション部分
haction-defi でアクションを定義していく．hnamei でアクションの名前を決め，






第 3章 3.6. 問題例
¶ ³






<object declaration> ::= (:objects <typed?-list-of (name)>)
<init> ::= (:init <atomic formula(name)>)









この問題は，場所 lにある荷物 a,bをロケット rを用いて，場所 pに運ぶ問題である．ア
クションは荷物を積み込む (LOAD)，荷物を降ろす (UNLOAD)，移動する (MOVE)の
三種類が存在する．at (a,l)では荷物 aが場所 lに存在することを示す．in (b,r)でロケッ
ト r に荷物 b が入っていることを示す．rocket (r) で r がロケットであることを示す．
cargo (b)は bが荷物であることを示す．同様に place (p)で pが場所 pであることを示
す．has-fuel (r)はロケット rに燃料があることを示す．
この問題のドメインファイルを図 3.4に，問題ファイルを図 3.5 に示す．
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(types place - locatable











((rocket R)∧ (cargo C)∧ (place P)∧ (at (R,P))
∧ (at (C,P)))
:effect




((rocket R) ∧ (cargo C) ∧ (place P) ∧ (at (R,P)) ∧
(in (C,R)))
:effect























(at a,l)∧ (at b,l)∧ (at r,l)∧ (has-fuel(r))
)(:goal












SAT プランニングは既存のプランニング問題を CNF 形式に変換し，それを既存の
SATソルバで解くアルゴリズムのことをいう．
図 4.1と図 4.2に SATプランニングの流れを示す．
図 4.1 SATプランニングの流れ




























第 4章 4.3. プランニンググラフ




































² 各状態 f2に対し，fを伝搬する no-op (f)を Li に追加する．











5. また各状態 f,:fについて，時刻 i-1における状態の真偽値を時刻 i+1 へ伝搬するア









1. 初期レベル L0=f1,…,fs はレベル 0において真であり，目標 g1…gt はレベルmに
おいて真である．
CNFに以下の式を付加する．
f01 ^…^ fos ^ gm1 ^…^ gm1
2. レベル iにおいて相互排他関係にある二つのアクション ®; ¯ は同時に成立しない．
CNFに以下の式を付加する．
:ai _ :bi
3. アクションは，その前提条件を含意する．レベル iのアクション ® と辺で結ばれて
いるレベル i-1の状態 p1; :::; pn に対し，以下の式を追加する．
®i ¾ pi¡11 ^ ::: ^ pi¡1n
4. 偶数レベル i に含まれている命題は，それらを効果としてもつレベル i-1 のアク
ションの論理和を含意する．すなわち，レベル iの状態 fと辺で結ばれているレベ
ル i-1のアクション ®1; :::; ®n に対し，以下の式を追加する．
f i ¾ ®i¡11 ^ ::: ^ ®i¡1n
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図 4.4 COPLANの動作フロー
以上が CNFエンコードの手順である．この手順に従い，プランニンググラフを CNF に
エンコードしていく．
4.5 COPLAN
COPLAN は IPC2008 で 4位に入賞した SATプランニングを用いたプランナである．














前述したように SAT プランニングではプランニング問題を SAT 問題に変換し，それ
を汎用の SATソルバで求めるアルゴリズムである．ある長さ i のプランが存在すること
を仮定し，その仮定の下で，プランニング問題を SAT 問題 Pi に変換する．もし Pi が
充足可能であるならば，Pi のモデル (Pi を充足する割り当て) から長さ i のプランを抽
出できる．充足不可能の場合は，長さ i + 1 のプランが存在するという仮定の下で，再
び SAT 問題 Pi+1 を生成する．このようにして，充足可能な SAT問題が見つかるまで，
Pi,Pi+1,Pi+2...と複数の SAT問題が生成される．以後，Pi はプラン長 i のプランが存在
するという仮定の下で生成された SAT 問題を表す．
プランニング問題から SAT問題への符号化には幾つかの方法があることが知られてい
るが，このアルゴリズムには Blackbox の符号化が必要になる．Blackbox は前述したよ






　 P 0i = Pi \ C;
　 if(Solve(P 0i ))
　　 return a plan of length i;
　 elsef
　　 Ci = GetConfilitClause(P 0i );









また Blackbox において生成される SAT 問題には特徴がある．あるプランニング問題
から生成された二つの SAT 問題を Pi; Pi+1 とすると，Pi; Pi+1 は単位節を除いて Pi+1
が Pi を包含するという関係がある．この関係があることにより Lemma Reusing が達成
できる．
5.3 Lemma Reusing Plannig
本節では，lemma を再利用するアルゴリズム Lemma Resusing Plannig(LRP) につい
て述べる．まず図 5.1に LRPのアルゴリズムを示す．
まず，lemma の集合 C を空集合で初期化する．次に CreateSatProblem(i) により
ながさ i のプランが存在する仮定の下で SAT 問題 Pi を生成する．これは Blackbox の
SAT問題生成アルゴリズムと等しい．生成された SAT問題を Pi と C とを足し合わせ新
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図 5.2 Lemma Resusing Plannig 動作図
たな SAT問題 P 0i を生成する．P 0i を SATソルバで解き，充足可能ならば，その真偽値
割り当てから長さ iのプランを抽出し，そのプランを出力して終了する．充足不可能な場
合は，P 0i を解く過程で生成された lemma の集合 Ci を求め，i=i+1とし，SAT 問題を生




用しても SAT問題のモデル集合が変化しないことを示している．定理１は LTP におい
て，lemma の集合を再利用した最初のステップの正当性を示し，定理２は，その後のス
テップにおける正当性を示している．
定理 1 長さ iのプランの存在を仮定して作られた SAT問題をPi = CreateSatProblem(i)
とする．同様に，Pi+1 = CreateSatProblem(i + 1) とする．Pi を解く過程で生成され
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証明：まず式 (1)を示すため次の２式を証明する．
　　Mc µM 　　 (2)
　　M µMc 　　 (3)
式 (2)は Pi+1 µ Pi+1 [ Ci より明らかである．式 (3)を示すために，全ての m 2 M が
Ci を示す．すなわち，
　　 8m 2M(m j= Ci)　　 (4)
を示す．このために背理法を利用する．式 (4)を変形し，
　　 9m 2M(m: j= Ci)　　 (5)
を仮定し，この過程が矛盾することを示す．ある m 2 M が Ci を充足しないということ
は，Ci = c1 _ c2 _ ::: _ cn とすると，
　　m: j= ck(1 · k · n)　　 (6)
を満たす lemma ck が存在する．ここで ck = L1^L2^ :::^Lm をする (Lj はリテラル)．
ck は Pi と解く過程で生成された lemma であり，ck が生成されたときの implication
graph を抽象化したものを図 5.3 に示す．今，矛盾が発生した DL(Desision Level) を l
とする．ここで :L1 が UIPである．青丸は L1 に真偽値が割り当てられた DL l　より
も前のレベルにおいて真偽値が割り当てられたリテラルを表す．Q;:Q は矛盾を発生さ
せたリテラルである．抽象化された黄色い四角の中には :L1 と同じ DL l の頂点が存在
する．この implication graph を生成するために使われた節 D1; :::; Dv は以下のよう表
現することができる．
　　 D1 = fs11; :::; s1s1 ; t11; :::t1t1 ; v1g




　　 Dv = fsv1; :::; svsv ; tv1; :::tvtv ; vvg
ここで 1 · j · v とすると，sj > 0; tj · 0である．いま，S(Dj) = fsj1:::sjsjg; T (Dj) =
ftj1;:::;tjtj g, U(Dj) = uj とすると，各説 Dj は以下の２式を満たす．
　　 8L 2 S(Dj)(:LisUIP _ (9k < j(U(Dk) = :L)))　　 (7)
　　 T (Dj) µ fL2; :::; Lmg　　 (8)
さらに，次式を満たす Di と Dj が存在する．
　　 9i; j(U(Di) = :U(Dj))　　 (9)
S(Dj) は DL l において implication により偽と割り当てられたリテラルの集合を意味
し，T (Dj) は l 未満のレベルにおいて，すでに偽と割り当てられた集合を意味する．
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U(Dj) は Dl l における implication の連鎖を担うリテラルを意味する．式 (7)(8)の意味
するところは，各Dj に含まれるリテラルのうち，T (Dj) は l未満のレベルにおいてすで
に偽と割り当てられたため，節 Dj を充足するために U(Dj) を真とすることになった，
ということである．そして implication を繰り返すうちに矛盾が発生したことを式 (9)が
示している．
全ての節　 D1; :::; Dv はその定義により，Pi に要素であり，また，その長さは 2以上
である．Blackbox の SAT 問題生成アルゴリズムによれば，Pi と Pi+1 は単位節を除い
て Pi+1 は Pi を包含するという関係がある．従って，節 D1; :::; Dv は Pi+1 にも必ず含
まれる．
モデル mが ck を充足しない (式 (6))ということは，:L ^ ::: ^ :Lm を充足するとい
うことである．Pi+1 は，D1; :::; Dv を含むので，図 5.3より，:L ^ ::: ^ :Lm を真とす
ると，implicationにより Q;:Qが導かれ，矛盾を起こすことは明らかである．つまり，
m は Pi+1 を充足させることが出来ず，モデルではない．よって式 (4)の過程が矛盾する
ことにより，式 (3)が示された．
定理 2 長さ iのプランの存在を仮定して作られた SAT問題をPi = CreateSatProblem(i)
とし，Pi を解く過程で生成された lemma の集合を Ci とする．この時次式が成立する．
　　 Pk j= Ci [ C2 [ ::: [ Ck¡1(k · 2)　　 (10)
証明：定理１の証明で示したように lemma を導出するために使われる節の長さは２以上
であり，また，Pi と Pi+1 は単位節を除いて，Pi+1 が Pi を包含する関係にある．従っ
て，Cj(1 · j < k) に含まれる全ての lemma を導出するために使われた節は，SAT問題
Pk にも含まれる．よって Cj に含まれる全ての lemma を Pk から導出することが可能で
ある．
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本章は，並列プランナ C2P の設計と実装を述べる．C2P は COPLAN をベースにク





COPLAN はその内部に SAT ソルバを用いている．この内部 SAT ソルバ CORSAT
は RSAT2.0 をベースにプランニングようにチューニングされた SATソルバである．そ
こで，並列 SAT ソルバ c-sat をこの内部で使用できるように改良実装したプランナに
LRPを用いたものが C2P である．図 6.1に C2Pの動作フローを示す．
次に C2Pの実装について述べる．基本的な動作は COPLAN とほぼ同様なのだが，内
部で CORSat を使う部分を c-sat に変更している．これによって問題の大部分を占める







第 6章 6.1. C2P
図 6.1 C2Pの動作フロー
c-satを修正した．図 6.2に C2P の擬似コード，図 6.6に C2Pにおける c-satの擬似コー
ドを示す．
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図 6.3 C2P における c-sat　擬似コード
42
第 6章 6.2. C2P-LRP
6.2 C2P-LRP
6.2.1 C2P-LRPの設計と実装
C2P は内部に c-sat を用いることによって，高速化を図ってるが，ここに LRPを組み
入れることによって，更なる高速化を目指す．LRP が c-sat でも使用可能なのは前述の
通りである．c-sat には解いている最中の lemmaは全て Grand master に一度は格納さ
れるという特徴がある．そこで，解いた c-sat の中で探索を行っている MiniSat が各々
の lemma を保持したまま次のレベルの探索を行うのではなく，Grand master があるレ
ベルの SAT問題を解く際に発生した lemma を保持したまま，次のレベルの SAT問題を
解き始める．SAT問題を解く際に lemma を Grand master が child master に保持して
いた lemma を送信し，child master がそれぞれの worker に lemma を送信し，初めか
ら lemma を保持した状態で探索を開始する．その際の C2P-LRP の動作図を図 6.4 に，
C2P-LRP の擬似コードを図 6.5，C2P-LRP 中の c-sat の擬似コードを図に示す．また，
lemma は本来冗長なものであるため，大量な lemma の保持は探索の妨害をしてしまう．
そのため，次のレベルに再利用する lemma に制限をかけた．lemma の制限量は CNF に
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図 6.4 C2P-LRPの動作図
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　　 return a plan of length i;
　 elsef











　 　 if(clause num(Pi)/10 < clause num(Ci¡1)) 　 　 　
lemma delete(Ci¡1; Pi=10); 　　MPI Send(Ci¡1 to Child master);
　　 grand master();
　 gelse if(Child master)f
　　MPI Recv(Ci¡1 from Grand master);
　　MPI Send(Ci¡1 to Woker);
　　 child master();
　 gelsef
　　MPI Recv(Ci¡1 from Child master);
　　 P 0i = Pi \ C;










本章では COPLAN と C2P，LRP を用いた C2P-LRP の三つのプランナの評価実験
を行った．本実験では制限時間を 1800 秒とした．実験にはプランナの性能を競う大会











事前実験として COPLAN がプランニング問題を解く際の実行時間における SATソル
バの時間の割合を計測した．





CPU AMD Opteron 8222 Intel Xeon X7350





表 7.2 COPLANにおける SATを解く時間の割合









図 7.1は実行時間における SAT 問題を作る時間と SAT 問題を解く時間の割合を示し
ている．青が SAT 問題を作成する時間で，赤が SAT 問題を解く時間を示している．ま
た，問題は右に行くほど，全体の実行時間がかかる問題である．各々の問題に対する割合
の平均は，SAT 問題を作成するのにかかる時間が 34% ，SAT 問題を解く時間の割合が
66% となっている．しかし，全実行時間における割合を調べた所，SAT 問題を作成する
のにかかる時間が 7% ，SAT 問題を解く時間の割合が 93%となっている．図 7.1からわ
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本研究ではクラスタ Y において，COPLAN と C2P(31PEs)，C2P-LRP(31PEs) に
COPLANが IPCの問題において，1秒以上かかった問題において解かせた．64PEsが
あるクラスタ Yにおいて，31PEsに限定した理由としては，c-satが安定した並列効果を
出せるのが 31PEsまでなためである．Grand master に 1PE ，Child masetr に 5PEs，
Child master 一つあたりにWorkerを 5PEs当てるようにしている．計 31PEsである．
また，C2Pと C2P-LRP の比較実験においては，プランニング問題を解く最中に lemma
が生成される問題 22題のみを比較実験した．COPLAN と C2P の比較実験結果を図 7.2
と表 7.3に示す．C2Pと C2P-LRP の比較実験を図 7.3に示す．
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図 7.2 C2Pの性能向上比




実験結果から，C2P は COPLAN に比べて 3.88 倍 (幾何平均)の速度向上を達成でき
た．また，総実行時間に関しては，4920 から 365.95 秒と，4500 秒以上の短縮に成功し
た．C2P に LRP を用いた C2P-LRP は C2P に比べて平均で 1.11倍の速度向上を達成
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IPC 2008 の解の基準の変化により，プランナは SAT プランニングからヒューリス
ティックスに基づくプランナが優勢となった．この研究では A*アルゴリズムの並列化を
第 8章 8.3. A*探索の並列化
行っている．さらにオープンリストとクローズリストの共有による同一節点の展開を防止
することで，並列化による効率をさらに上げた．実験では IPC 2008 で使われた Pegsol
と Sokoban の各 30 問を使用し，128PEs で問題を解いた場合，Pegsol の合計実行時間








COPLAN に並列 SAT ソルバ c-sat を組み込んだ C2P を設計・実装した。C2P は
COPLANに比べて平均で幾何平均で 3.88 倍の速度向上が達成できた。また，実行時間
に関しては何秒の短縮ができた。Lemma Reusing Planning:LRP を用いた C2P-LRP は
C2Pに比べて平均で 1.1倍，最高で 2.23倍の速度向上が達成できた。C2P-LRP ろ C2P
の実験結果より，効果が出ている問題，出ていない問題に分かれた。これは再利用した
lemma が SAT 問題を解くのに役に立っていないためと考えられる。
9.2 今後の課題
9.2.1 複数ステップの同時探索
文献 [?] から COPLAN に代表される SAT プランニングにおいては，各レベル i にお
ける SAT 問題 Pi はそれぞれ独立して生成し探索できることが知られている．そこでこ
の性質を利用して，複数のレベルを同時に別々の c-sat で探索するような LRP を用いた
並列プランナの実装を行いたい。
第 9章 9.2. 今後の課題
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