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We consider a quantum device D interacting with a quantum many-body environment R which features a
second-order phase transition at T = 0. Exploiting the description of the critical slowing down undergone
by R according to the Kibble-Zurek mechanism, we explore the possibility to freeze the environment in a
configuration such that its impact on the device is significantly reduced. Within this framework, we focus upon
the magnetic-domain formation typical of the critical behaviour in spin models, and propose a strategy that
allows one to protect the entanglement between different components of D from the detrimental effects of the
environment.
I. INTRODUCTION
In the last decades, studies on how to manipulate quantum
systems have boosted the scientific community’s confidence
in regard to the possible realization of quantum devices. These
are usable apparatuses whose operating principles are based
on genuinely quantum properties, amongst which entangle-
ment between components is key to outperforming classical
machines. Given that an apparatus is usable if some external
control can be exerted on the state and evolution of its compo-
nents, the description of a quantum device must envisage the
existence of at least another system, that enforces such control
by interacting with the device itself. This means that a quan-
tum device is open to the external world by definition, and it
is not a stretch to name ”environment” whatever influences its
behaviour from outside. For this reason, the analysis of how
quantum devices work implies the study of how open quantum
systems evolve[1–9].
In fact, it is one of the most challenging tasks of quantum
technologies that of allowing quantum devices to be ”open”
and yet to properly function [10]: quantum properties are frag-
ile and vulnerable to the environmental impact, and strategies
for their protection most often imply either the suppression
of the interaction between environment and device (which is
never exactly achievable) or a very detailed design of their
couplings (which is usually an experimentally arduous task).
In this work we aim at understanding if a quantum device
D can be protected by intervening on some properties of its
environment R, without neither quenching the interaction be-
tween D and R nor giving it too peculiar a form. To this aim,
we specifically consider the case when R is a quantum many-
body system featuring a second-order phase transition, and
investigate the possible consequences of a critical behaviour
of R on the entanglement between different components of
D. Reason for this choice is the possible exploitation of the
critical slowing down leading to the Kibble-Zurek mechanism
(KZM) in order to freeze the environment in a configuration
that is as harmless as possible for the device.
In order to focus this argument, we first notice that any en-
tanglement between D and R (hereafter dubbed ”external”)
is useless as far as the device functioning is concerned, and
its buildup inevitably goes with damages of that between dif-
ferent components of D (hereafter dubbed ”internal”), which
is the useful one. A naive strategy for protecting the latter
by minimizing the former is to deal with an environment that
behaves almost classically [11], which is to say it can only
be weakly entangled with any other system. Referring to the
case of a magnetic environment, which is what we will here-
after do, an almost-classical R can be obtained in the form of
a system with a large value of the spin S[12]; however, the
effect of one such system upon each component of D could
be so prevailing to squash the fragile quantum machineries
that make the device function, up to the point of making its
state always separable, as if its components were not part of a
unique, composite, system D.
We therefore propose another strategy, based on the
magnetic-domain formation which is typical of the critical
behaviour of many spin-models. In fact, each domain is a
large-S system and yet different domains do not point into the
same direction, which should result into an overall weaker ef-
fect of R on the device components. Moreover, the dynamics
of magnetic domains can be significantly slowed down in the
vicinity of a second-order phase transition, which might also
help protecting the internal entanglement.
The paper is organized as follows: In Sec. II we define
the model of the quantum device and its environment, with
Secs. II A and II B devoted to a brief descritpion of the critical
slowing down and the Kibble-Zurek mechanism, respectively.
In Sec. III we introduce the tools used in Secs. IV and V to
study the evolution of the overall model. The dynamics of the
entanglement between the device components is described in
Sec. VI. Our results are presented and discussed in Sec. VII,
and conclusions are drawn in the last section.
II. MODEL
We consider a ”device-plus-environment” quantum system,
Ψ = D + R, where the device is a qubit pair, D = A + B,
and the environment is a ring R, made of N spin- 12 particles,
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2as shown in Fig. 1. Each qubit is described by the Pauli oper-
ators σˆ∗, with
[
σˆα∗ , σˆ
β
∗
]
= i2αβγ σˆ
γ
∗ , α(β, γ) = x, y, z, and
∗ = A,B, while elements of R are described by operators sˆi,
with
[
sˆαi , sˆ
β
j
]
= iαβγδij sˆ
γ
i , |sˆi|2 = 34 , i(j) = 1, ...N , and
periodic boundary conditions enforced, sˆN+1 = sˆ1.
As we want R to feature a second-order phase transition
that survives the lowering of temperature (so that we can
reduce the thermal effects without modifying our setting),
we focus upon Quantum Phase Transitions (QPT), which are
second-order phase transitions occurring at zero temperature,
under the tuning of some model parameter. To this respect no-
tice, however, that quantum critical properties survive at suffi-
ciently low and yet finite temperatures, which makes the fol-
lowing analysis amenable to experimental investigation. The
N → ∞ limit underlying the occurrence of any genuine
phase-transition is implemented by combining a large value
of N with the periodic boundary conditions inherent in the
ring geometry.
In the above general framework we specifically chooseR to
be described by a prototypical spin model for one-dimensional
QPT. As for the two qubits, they are coupled with each com-
ponent of the ring via a ZX ferromagnetic exchange but do not
interact amongst themselves and they are not subject to the
transverse field that drives the QPT. We will comment upon
these choices in the concluding section.
FIG. 1. Schematic representation of the ring of spins with a central
qubit pair.
The dimensionless Hamiltonian of the system is
Hˆ = HˆI − g
2
(σˆzA + σˆ
z
B)
N∑
i=1
(sˆ+i + sˆ
−
i ), (1)
with
HˆI = −
N∑
i=1
sˆxi sˆ
x
i+1 − h(t)
N∑
i=1
sˆzi (2)
the Hamiltonian of the ring, where we have chosen a ferro-
magnetic Ising interaction, whose exchange integral J sets the
energy scale (i.e. the physical Hamiltonian of the model is
the above dimensionless one times the actual exchange inte-
gral J). The coupling g is positive, and h(t) accounts for the
presence of a time-dependent transverse (i.e. pointing in the
positive z-direction) magnetic field that drives the QPT. We
will also consider the case of constant field.
As for the initial state of the system, we will take it separa-
ble as far as the partition D +R is concerned,
|Ψ(0)〉 = |D〉 ⊗ |R〉 , (3)
where the state of the qubit pair is
|D〉 =
∑
γ
cγ |γ〉 , (4)
with {|γ〉}HD the four eigenstates of (σˆzA + σˆzB), generically
labelled by the index γ = 1, ...4; the coefficients cγ are com-
plex numbers and are different from zero for at least two dif-
ferent γs, in order to ensure that A and B are entangled.
A. Critical behaviour of the ring
The Hamiltonian HˆI defines the one-dimensional quantum
Ising model in a transverse field (QIf), which is a paradigmatic
example of a system undergoing a QPT [13]. The transition
occurs due to the competition between the action of the ex-
ternal field, that supports independent alignment of each spin
along the z direction, and the exchange coupling amongst ad-
jacent spins, that favours their being parallel to each other and
all pointing in the x direction. The control parameter driving
the transition is the field h, with the QPT located at h = 1;
the region where critical behaviours are observed is usually
dubbed critical region. For the sake of clarity, in this section
we will use the parameter
 := h− 1, (5)
and set the QPT at c = 0.
The order parameter for the QIf is the x component of the
magnetization
1
N
∑
j
〈sˆxj 〉 = 〈sˆxi 〉 ≡ m , ∀i , (6)
where by 〈 · 〉 we indicate the expectation value upon the
translationally invariant ground state; m is finite in the or-
dered phase ( < 0), and it vanishes in the disordered one
( > 0). In the critical region, the related correlation func-
tions χr := 〈sˆxi sˆxi+r〉 behave according to
χr −m2 ∼ e− rξ , (7)
where ξ is the correlation length, that diverges at the transition
as
ξ ∼ ξ0||ν , (8)
with ν > 0 the corresponding critical exponent, and ξ0 a non-
universal length scale. We notice that ξ is sometimes dubbed
”healing” length, to indicate that it sets the scale upon which
3〈sˆxi 〉 heals in space, returning to the spatially homogeneous
value m after having been affected by a local fluctuation. A
similar concept can be introduced for describing the way the
system reacts to instantaneous, i.e. local in time, fluctuations.
This leads to the introduction of a quantity called relaxation,
or ”reaction” time τ , that sets the time-scale upon which the
relevant quantities settle, after the control parameter has var-
ied instantaneously. The reaction time is also known to di-
verge at the transition, according to
τ ∼ τ0||νz , (9)
with z > 0 the so called ”dynamical” critical exponent, and
τ0 a non-universal time-scale. It is worth mentioning that the
product νz also rules the critical vanishing of the gap ∆ be-
tween the ground state energy and that of the first-excited one,
∆ ∼ ||νz , signalling the most relevant relation between such
vanishing and the occurrence of the QPT itself. Without fur-
ther commenting upon this point, which is extensively dis-
cussed in the literature, let us specifically address Eq.(9).
A divergent relaxation time implies an extremely slow dy-
namics of the system as a whole, with fast fluctuations occur-
ring only locally without any significant effect on the global
scale set by the correlation length. This phenomenon, which is
usually referred to as ”critical slowing down”, is evidently in-
tertwined with the divergence of the correlation length, if only
for the fact that both Eqs. (8) and (9) describe a power-law di-
vergence at  = c = 0. On the other hand, a finite relaxation
time is key to the definition of adiabaticity, i.e. the distinc-
tive feature of dynamical regimes where the system changes
its state (or configuration, in the classical case), after the vari-
ation of relevant parameters, in a time-interval that is much
shorter than the time-scale of the variation itself. Therefore,
we expect that the divergence of τ at  = 0, and the con-
sequent critical slowing down, be related to the onset of a
non-adiabatic regime, sometimes called ”diabatic”, which is
indeed at the hearth of the Kibble-Zurek mechanism (KZM)
described below.
B. The Kibble-Zurek mechanism
An exact analytical description of the dynamical evolution
of a many-body quantum system which is driven across its
phase transition is an unattainable task, due to the very same
reason why the transition occur, i.e. the presence of terms
in the system Hamiltonian that do not commute, not even at
different times. From a numerical viewpoint, the situation is
equivalently intractable, even in a classical system, because
of the several divergences that characterize whatever critical
behaviour. However, in the same spirit that allows one to de-
rive and use equations such as Eqs. (8) and (9), it is possi-
ble to elaborate on criticality to get an effective description of
the process through which a phase transition dynamically hap-
pens. This is how Kibble and Zurek built up a paradigm for
describing out-of-equilibrium dynamics around a continuous
phase transitions, today known as the ”Kibble-Zurek mecha-
nism” (KZM). The theory, was initially proposed by Kibble
[14] within the cosmological context, later extended by Zurek
[15, 16] to condensed matter systems, and finally to QPT [17–
22]. The mechanism takes different forms depending on the
model-Hamiltonian and the functional time-dependence of the
control parameter.
In this subsection we describe the KZM for the QIf when
the transverse field varies linearly in time,
h(t) = h0 − vt , (10)
with positive velocity v; 1/v is referred to as the ”quench
time”, suggesting that the transition is crossed by lowering the
field, i.e. moving from the disordered to the ordered phase. In
fact, this is the process to which we will refer in this work,
with h0 > 1 to set the model in the disordered phase when the
process starts.
The control parameter in Eq. (5) is
(t) = h(t)− 1 = (h0 − 1)− vt , (11)
that embodies the definition of a critical time
tc =
h0 − 1
v
(12)
after which the QPT is reached; more generally, the time left
before the transition is crossed is
δ(t) = tc − t = h0 − 1
v
− t . (13)
The key observation leading to the KZM is that, due to the
divergence of the reaction time Eq. (9), there certainly exists
a finite time-interval where
δ(t) ≤ τ , (14)
meaning that before the system has reacted globally to the
control-parameter variation, the critical point has already been
reached, a situation which is evidently inconsistent with what-
ever adiabatic-like dynamics. In fact, if Eq. (14) holds, the
system cannot meekly adapt to the variation of the control pa-
rameter but rather gets stuck on a configuration that is quali-
tatively the one taken when δ(t) = τ , i.e. at the time
t¯ =
h0 − 1
v
−
√
1
2v
, (15)
where we have used Eqs. (9) and (11) with ν = z = 1 and
τ0 =
1
2 , which are the due values for the QIf.
From the above description the ”diabatic” dynamical
regime is set in the time-interval
t¯ ≤ t ≤ 2tc − t¯ . (16)
The aforesaid process can be graphically depicted as in Fig.
(2). The magenta line represents the reaction time τ that di-
verges at tc, when (tc) = 0 and the critical point is reached.
The purple line is δ(t) as from Eq. (13), while the blu one is
(t), Eq. (11). The shaded area is where δ(t) ≤ τ .
In fact, the KZM goes beyond the above phenomenology,
and describes its implications as far as the dynamics of the
4system is concerned. In the remaining part of this section, we
discuss these implications for the QIf in the disordered phase,
aimed at devising approximations to be used in the diabatic
regime.
FIG. 2. Schematic representation of the KZM. See text below Eq.
(16) for a detailed description.
Referring to the process as represented in Fig. 2, we know
that for large fields, despite the ring being in its disordered
phase as far as the spin correlations along the x direction are
concerned, its ground state is ”ordered”, with all the spins
aligned along the z direction, though independent from each
other. Consistently with the usual terminology, we will un-
derstand that in the disordered non-critical phase, the ring ex-
hibits a ”paramagnetic” behaviour.
Once the quench starts the dynamics is still adiabatic, with
the magnetization along the z direction that decreases with
time, as far as the reaction time is smaller than δ(t) (i.e. for
t <∼ t¯). However, blocks of dynamically correlated spins,
hereafter dubbed ”domains”, begin to appear. If the exponen-
tial behaviour (7) has already set in, a correlation length exists
and it makes sense to take the length of the above domains just
of the same order of magnitude.
When the QPT gets closer, and the reaction time becomes
much longer than δ(t) (i.e. for t >∼ t¯), adiabaticity is lost:
The ring has no time to conform its state to the instantaneous
ground-state of the time-dependent Hamiltonian, and it gets
stuck into the state where it was at t = t¯, with domains of
average length ξ[((t¯)] := ξd. Due to the homogeneity of
the Ising coupling along the ring, these domains require a
time which is proportional to ξd to estabilish dynamical cor-
relations amongst themselves. On the other hand, at t = t¯
the system is in its critical region, meaning that ξd is very
large. Therefore, different domains cannot be causally con-
nected and can be effectively described as non-interacting.
This is a relevant point in Sec. V, where the formation of
effectively non-interacting domains allows us to describeR in
terms of large, independent spins.
C. Weak-coupling constraint
The phenomenology described in the subsections II A and
II B refers to the ring as if it was not interacting with the two
qubits, i.e. as if g = 0 in the Hamiltonian (1). On the other
hand, we aim at exploiting the KZM to control the dynamics
of the complete model, with g > 0.
This is made possible by enforcing a weak-coupling con-
straint
g  1 and g  h(t) (17)
throughout the rest of this work. This condition has no im-
plications on the description of the critical behaviour, which
occurs when |h(t)| ∼ 1, but it definitely rules out the re-
gion where the ring becomes effectively ordered due to the
vanishing of h(t). Therefore, to avoid inconsistencies w.r.t.
this point, our analysis will exclusively concern the disordered
phase h(t) ≥ 1, where conditions (17) can be safely assumed.
This will be used in Sec. IV and V, in order to get an ef-
fective propagator and hence the evolved state of the system,
both in the paramagnetic and the diabatic setting.
III. STRATEGY AND ESSENTIAL TOOLBOX
In this section we explain our goal, and provide the reader
with the essential tools we have used to accomplish it.
Referring to the possible strategies to protect internal entan-
glement mentioned in the Introduction, we will compare the
way the entanglement between A and B decreases after the
interaction with R is switched on, in two different settings,
both relative to the disordered,  > 0 phase.
Firstly we will consider the dynamics of the model for a
constant large value of h, so as to set the ring far from its
critical region; in this case we expect it to behave as an almost
classical paramagnet, acting upon D as if it were one single
system with a very large spin S, pointing in the direction of the
field. The overall evolution of the system will be effectively
ruled by the coupling betweenD andR only, and we will refer
to this setting as the ”paramagnetic” case.
Secondly we will set the ring well within the critical re-
gion and drive it into the diabatic regime by quenching the
magnetic field as h(t) = h0 − vt, with h0 >∼ 1. The time-
dependence of the field will enter the evolution of the system
(with the KZM playing an essential role in effectively describ-
ing it), and we will refer to this setting as the ”diabatic” case.
In both settings we will study how the initial state (3)
changes under the action of the propagator defined by the
Hamiltonian (1); this will allow us to obtain the evolved state
ofD (a mixed state due to the generation of external entangle-
ment) via the partial trace over the Hilbert space of R; the in-
ternal entanglement dynamics will be finally analysed in terms
of the time dependence of the concurrence [23] between the
two qubits.
5Despite the peculiar features of the paramagnetic and dia-
batic regimes, the coupling betweenR andD makes it impos-
sible to exactly determine the evolution of the state (3). This
is due to the commutation rules obeyed by spin operators, that
most often prevent one from getting closed factorized expres-
sions for the propagators by the Zassenhaus formula[24], i.e.
the dual of the Baker-Campbell-Hausdorff one. Moreover,
we need to give the initial state of the ring, |R〉, an explicit
form, which is a non trivial problem per se´, tantamount to de-
termine the ground state of an interacting, possibly critical,
many-body system.
As a matter of fact, in Secs.IV and V we will factorize
the propagator exp{−itHˆ} by the Zassenhaus formula for
spin operators, possibly with large-S , and apply it to the ini-
tial state (3), with |R〉 described by spin-S Coherent States
(SCS). Therefore, in the following subsections we introduce
the Zassenhaus formula, explain how the large-S condition is
formally implemented, and briefly recall essential facts about
SCS.
A. Zassenhaus formula
Given two non-commuting operators Xˆ and Yˆ , the Zassen-
haus formula reads
eλ(Xˆ+Yˆ ) = eλXˆeλYˆ eλ
2C2(Xˆ,Yˆ ) · · · eλnCn(Xˆ,Yˆ ) · · · , (18)
where the operators Cn(Xˆ, Yˆ ) have been recently
expressed[25] as
Cn+1(Xˆ, Yˆ ) =
1
n+ 1
× (19)
×
∑
(i0,...,in)∈In
[
n∏
k=0
(−1)ik
ik!
]
adinCn · · · adi2C2adi1Yˆ ad
i0
Xˆ
Yˆ , (20)
where
ad0
Xˆ
Yˆ = Yˆ , adk
Xˆ
Yˆ = [Xˆ, [Xˆ, ...[Xˆ︸ ︷︷ ︸
k times
, Yˆ ]...]] , (21)
with In the set of (n + 1)-tuples of non-negative integers
(i0, i1, ..., in) satisfying the conditions:
i0+i1+2i2+...+nin = n, k+1 ≤ i0+...+kik ∀k ≤ n−1 .
(22)
Equivalently, the ”left-oriented” version of (18) reads
eλ(Xˆ+Yˆ ) = · · · eλnC˜n(Xˆ,Yˆ ) · · · eλ2C˜2(Xˆ,Yˆ )eλYˆ eλXˆ , (23)
with C˜n = (−1)n+1Cn, n ≥ 2.
Eq. (21) makes it clear that whenever [Xˆ, Yˆ ] is not a num-
ber, exp{λ(Xˆ+ Yˆ )} factorizes into a product of infinite terms
that contain increasingly nested commutators. However, when
Xˆ and Yˆ are spin operators describing a system with a large
value of S, we can obtain a reasonable approximation by the
following argument.
B. Large S
When dealing with Hamiltonians that contain terms gSˆα
with g some coupling constant, as in Eq. (1), taking the large-
S limit requires that g scales as 1S in order to keep the corre-
sponding energy finite: such condition turns into gS ∼ const
or, quite equivalently,
gmS` ∼ 0 ∀m > ` ≥ 1 ; (24)
this is how we will hereafter enforce the large-S condition
whenever needed. We notice that, according with these con-
ditions, the weak-coupling constraint, g  1 and yet finite,
introduced in Sec. II C, corresponds with taking S 1 and yet
finite. Moreover, the above reasoning also applies if the large-
S spin operators Sˆα enter the propagator further multiplied by
other operators acting on the Hilbert space of a different physi-
cal subsystem, with which they therefore inherently commute,
such as the qubits operators σˆzA,B in the second term of Eq.(1).
C. Spin Coherent States
Spin coherent states |Ω〉 for a system with |Sˆ|2 = S(S+1),
hereafter indicated by SCS, are constructed as (see for in-
stance Ref. [26])
|Ω〉 = eΩSˆ−−Ω∗Sˆ+ |0〉 = Ωˆ |0〉 , (25)
where Ω ∈ C parametrizes the sphere via
Ω =
ϑ
2
eiϕ , (26)
with (ϑ, ϕ) the polar angles, and Ωˆ := exp{ΩSˆ− − Ω∗Sˆ+}
the so called displacement operator. The state |0〉 is arbitrary,
but it is most often chosen as one of the eigenstates {|M〉}
of Sˆz , typically the one with M = S. This is the choice
hereafter understood. In Eq.(25) the state |0〉 is dubbed ”ref-
erence” state. Notice that the SCS depend on the value of S
(as the acronym suggests) but, for the sake of a lighter nota-
tion, we will avoid to explicitly write down such dependence
whenever not misleading.
SCS have many properties, some of which are reported in
Appendix A. Particularly relevant to this work is the one-to-
one correspondence between displacement operators and nor-
malized vectors in R3
Ωˆ↔ Ω↔ n(Ω) := (sinϑ cosϕ, sinϑ sinϕ, cosϑ) , (27)
and the composition rule for displacement operators that reads
Ωˆ1Ωˆ2 = Ωˆ3e
iΦ(Ω1,Ω2)Sˆ
z
, (28)
where Φ(Ω1,Ω2) is a real function, and
n(Ω3) = RΩ1n(Ω2), (29)
with RΩ1 the rotation in R3 defined in Eq. (A3).
The composition rule (28) means that a displacement op-
erator transforms any SCS into another SCS, up to a phase
factor.
6IV. PARAMAGNETIC CASE
In this section we consider the dynamics of the overall
model at T = 0, in the weak-coupling regime, for a constant
value of the field. Such value is understood sufficiently large
to guarantee an approximately paramagnetic behaviour of R
in the absence of D.
A. Initial state
Consistently with the ring behaving as a paramagnet, we
choose its initial state as
|R〉 = ⊗Ni=1 |↑i〉 , (30)
where |↑i〉 are the eigenstate of sˆzi with eigenvalue 12 . In fact,
we will adopt a description in terms of spin- 12 CS identifying
each |↑i〉 with the reference state |0i〉 used to define the spin-
1
2 CS for the particle sitting at site i. For the sake of clar-
ity, these spin- 12 coherent states will be hereafter indicated by|ωi〉 . We therefore write the initial state of the system in the
paramagnetic case as
|Ψpara(0)〉 = |D〉 ⊗Ni=1 |ωi = 0〉 . (31)
B. Propagator
We handle the propagator via the Zassenhaus formula (23)
with λ = −it and Xˆ = HˆI. This implies that Yˆ is propor-
tional to g, and we can implement the weak-coupling con-
straint (17) by only taking terms in Eq. (20) which are linear
in g, thus getting
Cn+1 =
g
2
(σˆzA + σˆ
z
B)h
n
(n+ 1)!
∑
i
[(−1)n+1sˆ+i − sˆ−i ] . (32)
By carefully manipulating the factors of the Zassenhaus for-
mula, we get
e−itHˆpara '
(
N∏
i=1
e
(σˆzA+σˆ
z
B)
2 [l(t)sˆ
−
i −l(t)∗sˆ+i ]
)
e−itHˆI , (33)
with
l(t) =
g
h
(1− e−ith). (34)
C. Evolved state
The evolved state is obtained by acting with the propagator
(33) on the initial state (31). In fact, the form of the above
propagator dictates to first evaluate the action of e−itHˆI on
the initial state of the ring. However, as we are in the para-
magnetic case, the state (30) is a good approximation of the
ground state of HˆI with energyEgs; therefore, the second fac-
tor in the r.h.s. of Eq. (33) gives rise to an irrelevant overall
phase factor exp{−itEgs} that we will hereafter drop. We
thus find
|Ψpara(t)〉 =
∑
γ
cγ |γ〉
(
⊗Ni=1epiγ [l(t)sˆ
−
i −l(t)∗sˆ+i ] |0i〉
)
,
(35)
where piγ are the eigenvalues of (σˆzA + σˆ
z
B)/2. As each ex-
ponential in the above expression is the displacement operator
for one spin of the ring acting on the respective reference state,
it is
|Ψpara(t)〉 =
∑
γ
cγ ⊗Ni=1 |ωγ(t)〉i , (36)
with ωγ(t) = piγ l(t) , (37)
and l(t) as in Eq. (34).
V. DIABATIC CASE
In this Section we study the dynamical process underlying
our proposal for protecting internal entanglement by the crit-
ical slowing down implied by the KZM. We remind that we
now consider the model in the weak coupling regime, with a
time dependent field h(t) = h0 − vt, and h0 >∼ 1 so as to
set R in its disordered critical region, where domains of dy-
namically correlated spins exist according to the phenomenol-
ogy described in Sec.II. If the ring has already entered the
diabatic region, t > t¯, these domains are effectively non-
interacting and frozen in size, their length being on the order
of ξd := ξ[(t¯)], which is the same as saying that each domain
involves ξd adjacent spins of the ring, given the dimensionless
character of all our expressions. Since R is made of N spins,
the number of distinct domains is nd = N/ξd.
Spins within the same domain stay roughly aligned with
each other by definition: therefore, the internal dynamics of
each domain can be neglected, and the evolution of R can
be described in terms of spin operators relative to distinct
domains. In other terms, one can replace the notion of do-
main as a set of ξd spin- 12 particles with that of one single
spin-Sd system, with Sd ∼ ξd/2. Formally, this is done by
defining the collective spin operators Sˆ :=
∑ξd
i=1 sˆi, such that
|Sˆ|2 = Sd(Sd + 1), so that the whole ring can be described
by a set of nd spin operators {Sˆδ}, with δ = 1, ...nd, each
describing a spin-Sd system, with the same Sd ∼ ξd/2, as
depicted in Fig.3
7FIG. 3. Schematic representation of the spins Sj with the central
qubit pair.
Once the above description is adopted, the original ex-
change interaction in Eq. (2) is mapped into the effective one
−jeff
nd∑
δ=1
Sˆxδ Sˆ
x
δ+1 , (38)
with a dimensionless coupling jeff which is determined ac-
cording to the following reasoning. Given the nearest neigh-
bour nature of the original Ising exchange, its contribution
as from one single domain is ∼ ξd/4, and from the whole
ring is ∼ ndξd/4 = N/4, i.e. a constant that can be
safely neglected. This means that the total exchange energy
of the original model must equal the interaction energy be-
tween neighbouring spins on the edge of adjacent domains,
i.e jeffndS2dm2 ' ndm2, where we have written 〈sˆixsˆxi+1〉 as
m2 by Eq. (7) with r = 1 and ξ  1. In fact, as we are in
the disordered critical region, it is m = 0; however, the above
reasoning works regardless of what side of the QPT is con-
sidered, and we can safely use it to determine how jeff scales
with the domains size. Finally, reminding that Sd ∼ ξd/2, we
get
jeff ∼ 2
ξ2d
 1 . (39)
The strong reduction of the Ising coupling between domains
represented by Eq. (39), is consistent with the KZM picture of
approximately non interacting domains, and allows us to ne-
glect the Ising term in Eq. (2) and write the effective Hamilto-
nian in the diabatic setting as
Hˆdia(t) ' −h(t)
nd∑
δ=1
Sˆzδ−
g
2
(σˆzA+σˆ
z
B)
nd∑
δ=1
(Sˆ+δ +Sˆ
−
δ ). (40)
It is worth noticing that all the operators {|Sˆδ|2} commute
with Hˆdia(t) at any time, which formally confirms our con-
sidering Sd fixed.
A. Initial state of the ring (diabatic)
Consistently with the above picture we take the initial state
of the ring as
|Rdia〉 = ⊗ndδ=1 |∆δ〉 , (41)
where |∆δ〉 is the initial state of the δ-th domain, that is de-
termined by the following reasoning. The KZM implies that
each domain behaves as a spin-Sd system, with Sd  1:
given the large value of Sd one can resort to a semiclassi-
cal picture and say that each domain points in some direc-
tion nδ(0) := n(ϑδ(0), ϕδ(0)). On the other hand, there ex-
ist quantum spin-S states which are in one-to-one correspon-
dence with unit vectors in R3 and that formally transform into
those vectors in the S → ∞ limit: they are the SCS intro-
duced in Sec. III C. Therefore, it makes sense to choose
|∆δ〉 = |Ωδ(0)〉 = eΩδ(0)Sˆ
−
δ −(Ωδ(0))∗Sˆ+δ |0δ〉 , (42)
where Ωδ(0) is in one-to-one correspondence with the above
direction nδ(0) via Eq. (27). As for the choice of the set of
initial domains directions, i.e. of the nd parameters {Ωδ(0)},
we have used a specific procedure to make it consistent with
the expected value of the ring magnetization along the z di-
rection, as described in Appendix B.
B. Propagator (diabatic)
The Hamiltonian in the diabatic setting is inherently time-
dependent, meaning that, at variance with the paramag-
netic case considered in Sec. IV, the propagator embod-
ies a troublesome time-ordering operator. However, since
[Hdia(t1), Hdia(t2)] ∼ v(t1−t2)/Sd, and we are dealing with
extended domains (Sd  1), the propagator can still be writ-
ten as exp{−itHˆdia(t)} as far as vt is not too large, which is
guaranteed, via Eq. (11), by the diabatic setting, h0 >∼ 1 and
(t) > 0.
Therefore, we can again handle the propagator via the
Zassenhaus formula (23) with λ = −it, now setting Xˆ =
−ht
∑nd
δ Sˆ
z
δ , and Yˆ = − g2 (σˆzA+σˆzB)
∑nd
δ (Sˆ
+
δ +Sˆ
−
δ ), where
ht := h(t) for the sake of a lighter notation. Since Sd  1
we use the approximation (24) and get
Cn+1 ∼ (−1)
n
(n+ 1)!
(it)n+1hnt
g
2
(σˆzA + σˆ
z
B)·
·
∑
δ
[Sˆzδ , ...[Sˆ
z
δ︸ ︷︷ ︸
n−times
, Sˆ+δ + Sˆ
−
δ ]...] =

(it)n+1
(n+1)! h
n
t
g
2 (σˆ
z
A + σˆ
z
B)
∑
δ(Sˆ
+
δ + Sˆ
−
δ ) if n is even
(it)n+1
(n+1)! h
n
t
g
2 (σˆ
z
A + σˆ
z
B)
∑
δ(Sˆ
+
δ − Sˆ−δ ) if n is odd.
(43)
8By carefully manipulating the factors of the Zassenhaus for-
mula, we obtain
e−itHˆdia ∼
∏
δ
eithtSˆ
z
δ e
(σˆzA+σˆ
z
B)
2 [f(t)Sˆ
−
δ −f∗(t)Sˆ+δ ], (44)
with
f(t) =
g
ht
(eitht − 1) . (45)
C. Evolved state (diabatic)
Under the effect of the above propagator, the initial state
(3), with |R〉 as from Eqs. (41) and (42), evolves into
|Ψdia(t)〉 =
∑
γ
cγ |γ〉⊗δeithtSˆzδ epiγ [f(t)Sˆ
−
δ −f(t)∗Sˆ+δ ] |Ωδ(0)〉 ,
(46)
where piγ are the eigenvalues of (σˆzA + σˆ
z
B)/2.
To evaluate the action of the propagator on the initial state,
we first notice that
epiγ [f(t)Sˆ
−
δ −f(t)∗Sˆ+δ ] = eΩ
γ(t)Sˆ−δ −(Ωγ(t))∗Sˆ+δ = Ωˆγδ (t) , (47)
with Ωγ(t) := piγf(t), i.e., via Eq.(26), ϑγ(t) =
g|piγ |2
√
2
ht
√
(1− cos(tht))
ϕγ(t) = arctan
[
piγg
ht
(cos(tht)− 1), piγght sin(tht)
]
.
(48)
via Eq. (26).
Then, using the composition rule (28) and the definition
(42), we obtain
Ωˆγδ (t) |Ωδ(0)〉 = |Ωγδ (t)〉 eiΦ
γ
δ (t)Sd , (49)
with Φγδ (t) = Φ(Ω
γ(t),Ωδ(0)) ∈ R, and
nγδ (t) = RΩγ(t)nδ(0) . (50)
The final state thus reads
|Ψdia(t)〉 =
∑
γ
cγ |γ〉 ⊗δ eiΦ
γ
δ (t)SdeithtSˆ
z
δ |Ωγδ (t)〉 . (51)
The further action of the exponential containing Sˆzδ can be
made explicit via the decomposition (A6) of SCS on the
eigenstates of Sˆz reported in Appendix A. However, as this
is irrelevant in what follows, we keep the state |Ψdia(t)〉 as it
is in Eq. (51)
VI. ENTANGLEMENT EVOLUTION
In this section we focus upon the internal entanglement fea-
tured by the evolved states in the paramagnetic and diabatic
setting, Eqs. (36) and (51), respectively. We first notice that
in both cases it is
|Ψ(t)〉 =
∑
γ
cγ |γ〉 |Rγ(t)〉 , (52)
and hence, by partially tracing |Ψ(t)〉 〈Ψ(t)| upon the Hilbert
space of the ring, the state of the device reads
ρD(t) =
∑
γγ′
(
cγc
∗
γ′ |γ〉 〈γ′|
) 〈Rγ′(t)|Rγ(t)〉 , (53)
with
〈Rγ′(t)|Rγ(t)〉para =
N∏
i=1
〈ωγ′i (t)|ωγi (t)〉 (54)
in the paramagnetic case, and
〈Rγ′(t)|Rγ(t)〉dia =
nd∏
δ
ei[Φ
γ
δ (t)−Φγ
′
δ (t)]Sd 〈Ωγ′δ (t)|Ωγδ (t)〉
(55)
in the diabatic one.
To proceed with a quantitative analysis, we must choose a
specific initial state for the device, and we go for
|D〉 = 1√
2
(|00〉+ |11〉) , (56)
which is a maximally entangled state. This implies that in
all our formulas γ takes just two values, hereafter labelled
by + and −, corresponding to pi± = ±1. Moreover, we
have to evaluate the overlaps between coherent states enter-
ing Eqs. (54) and (55), which we do by means of Eq. (A4).
Finally, a comparison between the time dependence of the
internal entanglement in the paramagnetic and diabatic set-
tings can be developed in terms of the concurrence CAB(ρ)
between A and B relative to the state ρD(t) in the two cases.
In the paramegnetic setting we find
CparaAB (ρD(t)) = max
{
0, cos
(
Θ(t)
2
)N}
, (57)
with
cos(Θ(t)) := cos θ+(t) cos θ−(t)+ (58)
+ sin θ+(t) sin θ−(t) cos[φ+(t)− φ−(t)] , (59)
with (θ±(t), φ±(t)) such that ω±(t) = θ2e
iφ and ω±(t) from
Eq. (37).
In the diabatic setting, instead, we get
CdiaAB(ρD(t)) = max
0,
[
nd∏
δ=1
cos
(
Θδ(t)
2
)]2Sd , (60)
with
cos(Θδ(t)) := cosϑ
+
δ (t) cosϑ
−
δ (t)+ (61)
+ sinϑ+δ (t) sinϑ
−
δ (t) cos[ϕ
+
δ (t)− ϕ−δ (t)] , (62)
and (ϑ±δ (t), ϕ
±
δ ) from Eqs. (50) and (27).
9FIG. 4. The blue solid line represents CAB(t) in the diabatic region
with h0 = 1.01, the blue dashed line represents CAB(t) in the para-
magnetic region with h = 2. We set N = 120, v = 0.6 · 10−3 and
t0 = t¯+ 12. The inset shows the difference between the two lines.
VII. RESULTS
Before commenting upon the figures, we recall some im-
portant aspects of the model (40), that concerns the system
R + D when the former is in the diabatic critical region.
Firstly, we stress that the form of the propagator as in Eq. (44),
with a time-dependent external magnetic field, holds provided
that the time interval t of evolution from the inital state (41)
to the final state (46) satisfies vt  1. Secondly, the weak-
coupling constrain g  1 is enforced by the large-S condition
(24), or quite equivalently the by fact that g scales as 1S . It is
worth saying that we are interested in keeping the interaction
between R and D finite, this implying that we will consider
spin domain of size S  1 but still finite in order to let the
two systems interact. Finally, in the following we take ξ0 = 1.
In Fig. 4 we show CAB as a function of t ∈ [0, 1], for a ring
of N = 120 sites. In the paramagnetic setting we take h = 2,
while in the diabatic one we choose values of the parameters
consistent with the simplest non-trivial situation, i.e. nd = 2,
h0 = 1.01, v = 6 · 10−4 and t0 = t¯+ 12.
We see that the entanglement of the qubit pair assumes
its maximum value at the initial time, consistently with the
choiche of the initial state (56) and then decreases, due to the
interaction between the qubit pair and the ring. However, the
decline of the concurrence is slower in the diabatic setting than
in the paramagnetic one, as displayed in the inset of the fig-
ure that shows the difference between the concurrence in the
diabatic region and the one in the paramgnetic region.
We then focus our attention on the evolution of the con-
currence inside the diabatic region for different choices of v
and N fixed. This means that we are comparing the same
microscopic model, corresponding to the Hamiltonian (40),
for systems that differ in the number nd and the size ξd of
the domains. Specifically, as the speed v decreases, the ring
splits into a decreasing number of larger and larger domains.
Furthermore, we prepare the ring so that the evolution we are
interested in starts inside the diabatic region, at the initial time
FIG. 5. Concurrence CAB(t) in the diabatic region vs time interval
t − t0, with N = 120 and g = 1/6. The values of the parameters
are v = 0.6 ·10−3, t0 = t¯+ 12, ξd = 60 and h0 = 1.01 for the blue
line, v = 2.2 · 10−3, t0 = t¯ + 1.5, ξd = 30 and h0 = 1.03 for the
red line, v = 20 · 10−3, t0 = t¯ + 0.5, ξd = 10 and h0 = 1.09 for
the green line.
t0 ≥ t¯. The boundary t¯ of such region depends on the speed v,
as shown in Eq. (15), and thus also the value of the magnetic
field at the time t¯, h(t¯).
The data displayed in Fig. 5 were obtained taking N =
120 and setting the value of g equal to 16 , which assures the
weak-coupling condition holds: CAB is reported for different
values of the speed v = {0.6 · 10−3, 2.2 · 10−3, 20 · 10−3},
which correspond to R being described by spins S of size
ξd = {60, 30, 10} and number nd = {2, 4, 12}, respectively;
as for the initial values of the magnetic field we take h0 =
{1.01, 1.03, 1.09}. We see that as the environment approaches
more and more the critical point at the starting time of the
dynamics t0, and the number of domains decreases, while they
grow in size, it behaves more and more macroscopically, and
the time-decay of entanglement shared between the two qubits
slows down accordingly.
The advantage of working in the critical region is better ap-
preciated in Fig. 6, where the difference between the concur-
rence in the diabatic and the paramagnetic regime is shown
as a function of coupling and time: a sensible entanglement
protection is observed for an extended time interval when g is
on the order of 0.1÷ 0.2.
VIII. CONCLUSIONS
Our analysis shows that the critical slowing down observed
in the proximity of a QPT of a many-body system is an ef-
fective tool for protecting the entanglement between compo-
nents of a quantum device when the many-body system acts as
the surrounding environment of the device. In particular, we
have considered an environment modelled by an Ising chain in
transverse field in order to relate this work with the availabil-
ity of experimental evidence that such a model is amenable
of physical realization [27–29]: Indeed, signatures of quan-
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FIG. 6. Difference between the concurrence CAB in the diabatic and
the paramagnetic case vs g and t − t0 for N = 1000; h = 5 in the
paramagnetic case, while data for the diabatic dynamics are obtained
for v = 5 · 10−5, t0 = t¯, ξd = 200 and h0 = 1.001.
tum critical behaviour are seen to persists at finite temperature
[27, 29–32], and can be recognized in the behaviour of rather
small Ising rings [33, 34], meaning that the idea of exploiting
critical features of the environment in designing apparatuses
that embody quantum devices might be experimentally tested.
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Appendix A: Spin coherent states
Spin coherent states can be introduced by following the
steps given in Ref. 26. The first step is the recognition of the
dynamical group pertaining to the spin system at hand: Since
the Hamiltonians in Eqs. (33) and (40) are linear functions of
the operators {sˆzi , sˆ±i } and {Sˆzδ , Sˆ±δ }, respectively, the group
[35, 36] is G = SU(2). The Hilbert space HS associated to
a spin S, whose Hamiltonian is a linear combination of the
SU(2) generators, i.e. {Sˆz, Sˆ±}, is spanned by {|S,M〉},
where |S,M〉 are simultaneous eigenstates of Sˆ2 and Sˆz (in
order to lighten the notation, we omit the index ”i” or ”δ”
throughout this appendix, as it does not affect the construc-
tion of the SCS). The reference state [26] is usually taken to
be the highest- or lowest-weight state of SU(2); the most nat-
ural choice is the former, i.e. |S,S〉 ≡ |0〉. The reference
state identifies the maximal stability subgroup H = U(1),
whose elements hˆ leave |S,S〉 invariant up to a phase factor,
according to the form hˆ = eiαSˆ
z
, α ∈ R. The quotient group
is thus G/H = SU(2)/U(1), which is associated with the
two-dimensional sphere S2. The SCS are eventually defined
as
|Ω〉 = Ωˆ |0〉 = eΩSˆ−−Ω∗Sˆ+ |0〉 , (A1)
where Ωˆ is referred to as the displacement operator; Ω ∈ C
parametrizes the sphere S2 and can be written as a function of
the more familiar polar angles (ϑ, ϕ) as Ω = ϑ2 e
iϕ. We no-
tice that Eq. (A1), with the definition of the parameter Ω, es-
tablishes a one-to-one correspondence between the SCS, the
elements of the quotient space G/H , and the points on the
sphere.
With the previous parametrization, the SU(2) representa-
tion of any element Ωˆ ∈ SU(2)/U(1) is
Ω(ϑ, ϕ) =
(
cosϑ2 −sinϑ2 e−iϕ
sinϑ2 e
iϕ cosϑ2
)
. (A2)
As shown in Ref. [37], from the relation between the groups
SO(3) and SU(2), it is possible to obtain the representation
of Ωˆ in SO(3), which is
RΩ(ϑ,ϕ) = cosϑcos2ϕ+ sin2ϕ sinϕcosϕ(1− cosϑ) −sinϑcosϕsinϕcosϕ(1− cosϑ) cosϑsin2ϕ+ cos2ϕ sinϑsinϕ
sinϑcosϕ −sinϑsinϕ cosϑ
 .
(A3)
We remind some properties of the SCS which turn to be useful
in our calculation, taking a specific dimension 2S + 1 of the
Hilbert space. First of all, SCS are in general not orthogonal,
in fact it is
| 〈Ω′|Ω〉 |2 =
(
1 + n(Ω′) · n(Ω)
2
)2S
= cos4S
Θ
2
, (A4)
where n(Ω) = (sinϑcosϕ, sinϑsinϕ, cosϑ) is the unit vec-
tor along the direction defined by the spherical, polar angles
(ϑ, ϕ), while Θ = cosϑcosϑ′ + sinϑsinϑ′cos(ϕ − ϕ′). Nev-
ertheless, the normalization of SCS is guaranteed 〈Ω|Ω〉 =
〈0|Ωˆ†Ωˆ|0〉 = 〈0|0〉 = 1, and the SCS become almost orthog-
onal for large S, as limS→∞ | 〈Ω′|Ω〉 |2 ∝ δ(Ω − Ω′). The
resolution of the identity reads
Iˆ =
∫
dµ(Ω) |Ω〉 〈Ω| = 2S + 1
4pi
∫
S2
dΩ |Ω〉 〈Ω| , (A5)
where dΩ is the solid-angle volume element on S2, namely
dΩ = sinϑdϑdϕ. Any SCS can be expanded on the basis
{|S,M〉}
|Ω〉 =
+S∑
M=−S
gM (Ω) |S,M〉 , (A6)
where gM (Ω) = 〈S,M |Ω〉 and
gM (Ω) =
√(
2S
S +M
)(
cos
ϑ
2
)S+M (
sin
ϑ
2
)S−M
ei(S−M)ϕ
(A7)
holds.
Finally, the composition-law for different displacement op-
erators is needed. To this aim, let us consider the operators Ωˆ1
and Ωˆ2, which are associated to the unit vectors on the sphere
n(Ω1) and n(Ω2), respectively. It is
Ωˆ1Ωˆ2 = Ωˆ3e
−iΦ(Ω1,Ω2)Sˆz , (A8)
where Ωˆ3 is associated to the unit vector n(Ω3), obtained from
n(Ω2) after the rotation RΩ1 ∈ SO(3) induced by the opera-
tor Ωˆ1, i.e.
n(Ω3) = RΩ1n(Ω2), (A9)
meaning that a displacement operator Ωˆ transforms any SCS
|Ω′〉 into another SCS, up to a phase factor.
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Appendix B: Initial state of domains in the diabatic case
The initial state of the ring in the diabatic region in Eqs. (41)
and (42) describes each domain pointing in some direction
nδ(0) := n(ϑδ(0), ϕδ(0)), where the spherical polar angles
(ϑδ(0), ϕδ(0)) identify a point on a sphere.
Referring to the strategy for choosing the initial conditions,
it is worth saying that the lack of correlations among domains
will allow for an independent choice of (ϑδ(0), ϕδ(0)).
Nevertheless their values has to be related to the phe-
nomenology of the KZM in the diabatic region. Indeed, we
must properly take into account that the magnetization of each
domain is proportional to the expectation value of the opera-
tor Sˆδ on the state of the δ-th domain, averaged on differ-
ent possible configurations, Mδ(t) = 〈Sˆδ〉, where the time-
dependence of magnetization is due to the time-evolution of
the state of each domain.
The choice of ϑδ(0) is related to the value h0 ≡ h(t0) of
the external magnetic field at the time t0 (the time when the
two-qubit system starts to evolve after having been prepared
in a well defined initial state), within the diabatic region: In
fact, since ϑδ(0) represents the angle between the unit vector
nδ defined by the pair (ϑδ, ϕδ) and the z axes, then ϑδ(0)
determines the magnetization of the δ-th domain along the z
direction.
We thus select each ϑδ(0) in such a way that the average
magnetization of the entire ring is equal to nmz0, where m
z
0
is the equilibrium average magnetization per particle of the
ring for the chosen value h0 of the external field, as given by
Ref. [38].
The selection proceeds as follows: we start by choosing a
domain δ1, and we select the corresponding cos(ϑδ1(0)) ≡
mzδ1 from a uniform distribution centered on m
z
0 and having
width ∆0 = |mzd − mz0|, mzd being the magnetization corre-
sponding to the value hd = h(t¯) of the external field when the
ring enters the diabatic region; we then move to another do-
main, δ2, and we select the corresponding cos(ϑδ2(0)) from a
uniform distribution centered onmz1 = (nm
z
0−mzδ1)/(n−1)
and having width ∆1 = min(|mzd −mz1|, |mz0 −∆0 −mz1|),
and so on up to the last ϑδn(0). The selection process of
ϑδ1(0) is sketched in Fig. 7, where ϑ0, ϑd are defined such
that cos(ϑ0) = m0, cos(ϑd) = md.
It is worth noting that the choice of such initial condition
allows us to distinguish different time instants in the diabatic
region, due to the dependence of the z magnetization on the
external magnetic field.
As for ϕδ(0), i.e. the angle between the projection of the
unit vector nδ on the x − y plane and the x axes, we have
to refer to the magnetization along the x direction, which is
the order parameter of the model. Since we are preparing the
ring in the disordered region, we choose each ϕδ(0) to assume
randomly the value 0 or pi, so that the xmagnetization of each
domain can be aligned along the direction +x or −x with the
same probability.
FIG. 7. Schematic representation of the selection process for the
initial point (ϑδ(0), ϕδ(0)).
