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ABSTRACT
With the wealth of forthcoming data from wide–field surveys, it is more important than ever
to understand the full range of independent probes of cosmology at our disposal. Here we
explore the potential for galaxy clustering and cosmic shear, separately and in combination,
including the effects of lensing magnification. We show that inferred cosmological parame-
ters may be biased when flux magnification is neglected. Results are presented for Stage III
ground–based and Stage IV space–based photometric surveys, using slopes of the luminosity
function inferred from the CFHTLenS catalogue. We find that combining with clustering im-
proves the shear Dark Energy Task Force–like figure of merit by a factor of 1.33 using only
auto–correlations in redshift for the clustering analysis, rising to 1.52 when cross–correlations
are also included. The further addition of galaxy–galaxy lensing gives increases in the shear
figure of merit by a factor of 2.82 and 3.7 for each type of clustering analysis respectively.
The presence of flux magnification in a clustering analysis does not significantly affect the
precision of cosmological constraints when combined with cosmic shear and galaxy–galaxy
lensing. However if magnification is neglected, inferred cosmological parameter values are
biased, with biases in some cosmological parameters larger than statistical errors.
Key words: gravitational lensing: weak - cosmology: theory, cosmological parameters, large-
scale structure of Universe - methods: analytical, statistical
1 INTRODUCTION
As light from distant galaxies propagates through the Universe,
its path can be deflected by the local matter distribution, an ef-
fect called gravitational lensing. As a result, when we view distant
galaxies we observe both a change in the shape of its image, as well
as a change in its position and size. Further, as gravitational lens-
ing conserves surface brightness, this change in size also causes a
change in the observed flux of a lensed source. Cosmic shear is the
study of the observed change in shape, and statistical analysis us-
ing galaxy ellipticities has proven a very promising tool for probing
cosmology (reviewed in Bartelmann & Schneider 2001; Munshi
et al. 2008). However, as shear analysis requires accurate shape in-
formation, its measurement, sensitive to the Point Spread Function
(PSF), pixelisation (Bridle et al. 2009; Kitching et al. 2012) and
noise bias (Bernstein & Jarvis 2002; Hirata et al. 2004; Melchior &
Viola 2012; Refregier et al. 2012), has proven a particularly diffi-
cult task .
With many current and forthcoming large scale surveys such
? Email: cajd@roe.ac.uk
as CFHTLenS1, DES2, KiDS3, HSC4 and Euclid5(Laureijs et al.
2011), it is becoming more important than ever to understand what
gains there are to be made in exploiting the other half of the lensing
signal.
Direct observations of the induced change in size of a lensed
body is the most obvious measure of the magnification effect, and
magnification has been successfully detected using a combination
of the change in sizes of a lensed population of galaxies and a
change in their magnitudes in Schmidt et al. (2012). However, due
to the nature of the measurements required to detect size change
due to magnification, it suffers from many of the same systemat-
ics listed for cosmic shear above. In Casaponsa et al. (2013) it was
shown that these systematics may limit the use of size change for
ground–based surveys where the effects of PSF are largest. How-
ever for space–based surveys with smaller PSF and higher signal–
1 http://http://www.cfhtlens.org
2 http://www.darkenergysurvey.org
3 http://www.astro-wise.org/projects/KIDS
4 http://www.naoj.org/Projects/HSC/index.html
5 http://www.euclid-ec.org
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to–noise ratio, the statistical power of size magnification can rival
cosmic shear, and may be an excellent complement to shear analy-
ses (Heavens, Alsing & Jaffe 2013).
Another recent technique to use the magnification part of the
lensing signal uses the fundamental plane to relate the effective ra-
dius of a galaxy, which is altered by magnification, to the galaxy’s
surface brightness and stellar velocity dispersion, both of which re-
main unaltered (Huff & Graves 2011).
The most common technique called flux magnification (or
magnification bias) uses fluctuations in the observed number den-
sity of sources as a probe of cosmic magnification. Observationally,
the observed number density of sources is altered due to magnifi-
cation in two ways, the dilution of sources as the solid angle be-
hind the lens is stretched, and the (de–)amplification of sources as
their fluxes are (de–)magnified (below) above the survey flux limit.
Lensing can therefore induce non–vanishing number density con-
trast correlations between a background distribution of sources and
foreground large scale structure, which are sensitive to cosmology
through the distribution of matter and its evolution, and distance
measures.
The early history of using flux magnification to measure mag-
nification proved controversial with early attempts at measuring
changes in number density of a background set of quasars due to
foreground large scale structure commonly in disagreement, and
with measurements that gave amplitudes of correlations far larger
than theoretical predictions (Scranton et al. 2005 provides a con-
cise summary of early literature).However, the successful measure-
ment of number density contrast correlations between background
quasars and foreground galaxies using the Sloan Digital Sky Sur-
vey (Scranton et al. 2005) and the 2dF (Myers et al. 2005), and
later using high redshift Lyman break galaxies as sources in CARS
(Hildebrandt, Waerbeke & Erben 2009), laid the basis for the use
of magnification as a probe of cosmology and large scale structure.
In contrast to cosmic shear analysis, which has seen a recent
concentrated effort by the lensing community to remove or under-
stand measurement or statistical systematics, flux magnification as
a probe of cosmology is relatively less mature. The reasons for this
are simple, for a given sample of galaxies the signal–to–noise ratio
for flux magnification is expected to be smaller, as the shot noise
in the shear case is reduced by factor of the square of the intrin-
sic ellipticity dispersion for each ellipticity component. However
it should be noted that particularly in the case of ground–based
surveys we expect to be able to use a greater number of galax-
ies in a magnification analysis (provided accurate photometry is
determined for these galaxies) than for cosmic shear, as the mea-
surement itself is easier and does not require accurate shape infor-
mation. This should go some way to offsetting the discrepancy in
signal–to–noise ratio between shear and flux magnification.
The use of flux magnification as a probe of cosmology is
mainly limited by errors in determining the photometric redshift
of sources. In particular, the amplitude of the number density con-
trast correlation from magnification is smaller than that induced by
the intrinsic clustering of galaxies due to their dark matter environ-
ment, making it difficult to disentangle these signals in the presence
of photometric scatter, causing the intrinsic clustering of spatially
close populations to be mis–interpreted as a magnification signal,
and giving spurious results. Previous analyses have attempted to
remove most of this contamination by choosing carefully selected
foreground and background populations which are spatially dis-
joint (such as Hildebrandt, Waerbeke & Erben 2009; van Waer-
beke 2010), or using the nulling technique (Heavens & Joachimi
2011). Further, dust extinction and fluctuations of the magnitude
zero points over the survey area can produce fluctuations in number
density that mimic the magnification signal, and remain relatively
unexplored.
In this paper we consider the use of induced correlations in
number density between tomographically binned samples of galax-
ies as a probe of cosmology using a Fisher matrix analysis. We crit-
ically focus on what potential gains are to be made when combining
a shear and magnification analysis, and then turn to what biases to
inferred cosmological parameters would be introduced if magnifi-
cation was incorrectly neglected in a clustering analysis. The theo-
retical predictions for the number density power spectra are set out
in Section 2. In Section 3 we detail the modelling of galaxy bias and
galaxy distributions with photometric redshift errors, and informa-
tion on number counts taken from public CFHTLenS catalogues
(Heymans et al. 2012b; Erben et al. 2012) are used to motivate
physical ranges for the slope of the luminosity function. Results
are presented in Section 4, detailing forecasts using a Fisher ma-
trix formalism for two types of current and future survey, and work
investigating how inferred cosmological parameters are biased in a
clustering analysis if the flux magnification contribution to number
density fluctuations is incorrectly assumed to be zero. Concluding
remarks are presented in Section 5.
2 THEORY
2.1 Number density and cosmic shear statistics
The action of gravitational lensing by a foreground matter distri-
bution causes two effects on the observed images of a background
source galaxy: A change in the observed shape of a galaxy, com-
monly parameterised in a change in the measured ellipticity ()
of said galaxy caused by gravitational shear, and a change in the
size, flux and consequently the number density of sources caused
by gravitational magnification. In this paper we consider the use
of both galaxy ellipticity measurements, galaxy clustering and the
change in observed number density of sources in a flux limited sur-
vey as probes of cosmology.
We consider the observed projected ellipticity of sources using
the estimator
(i)(θ) = γ(i)(θ) + (i)rn (θ) (1)
where θ denotes the two–dimensional position on the sky, the grav-
itational shear of the source is denoted by γ, and rn is a ran-
dom stochastic element that contributes to the noise. Superscripts in
brackets label the redshift bin of tomographically binned sources.
The convergence κ, is defined as
κy(θ) =
∫ χH
0
dχ q(i)y (χ)δ(θ, χ) (2)
with the dark matter over–density denoted by δ, and the weight
given as (Bartelmann & Schneider 2001)
q(i)y (χ) =
3H20 Ωm
2c2
fK(χ)
a(χ)
∫ χH
χ
dχ′ p(i)y (χ
′)
fK(χ
′ − χ)
fk(χ′)
. (3)
where a is the dimensionless scale factor, and χH the co–moving
particle horizon. The convergence has identical two–point statistics
in Fourier space to the gravitational shear γ, and we therefore use it
as the shear observable. Here we have used subscript y = {s,M} to
differentiate between convergence measured from shape and pho-
tometry samples. The galaxy comoving distance probability distri-
bution for tomographic redshift bin i is denoted by p(i)(χ) nor-
malised such that
∫
dχ p(i)(χ) = 1 for all redshift bins.
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Deflection of light by intervening matter causes the observed
number density of sources to be changed in two ways:
(i) The solid angle behind the lens is increased by a factor of µ
(where µ is the local magnification factor), thus the observed posi-
tion of sources is changed leading to a dilution of sources behind a
foreground over–density
(ii) The observed size of the source is changed, leading to a
change in the observed flux of the source as surface brightness is
conserved by lensing. The observed number density of sources may
then change in a flux–limited survey, as sources are (de–)amplified
across this flux limit f . This is equivalent to a local effective change
in the flux limit of the survey, which changes to f/µ.
These two effects then modify the observed number density of
sources at position θ, χ as
n(> f,θ, χ) =
n0(> f/µ(θ, χ),θ)
µ(θ)
. (4)
Approximating the unlensed number counts as following a
power law at the faint end, n0(> f) ∝ fα, the observed number
counts are given by
n(> f,θ, χ) = µα(f)−1n0(> f,θ, χ)
≈ {1 + 2[α(f)− 1]κM(θ)}n0(> f,θ, χ), (5)
where the weak lensing approximation µ ≈ 1 + 2κ has been used
and the result Taylor–expanded around κ = 0.
From Equation (5) it is clear that when α = 1 the overall mag-
nification effect does not cause a change in the observed number
density of sources, as the dilution of sources is perfectly balanced
by the increased number of galaxies caused by the amplification of
sources over the flux limit of the survey. Alternatively, when α 6= 1
there will be an overall increase/reduction in the observed number
of sources. In terms of magnitudes,
α(iAB) = 2.5
d log10 n(> iAB)
diAB
. (6)
where we have quoted an i–band, AB magnitude iAB, chosen here
as we will use this passband when analysing CFHTLenS data
in Section 3.2. Defining the number density contrast as δn =
(n−n0)/n0, Equation (5) gives the fluctuation in observed number
density due to magnification:
δnm(θ) = 2(α− 1)κM (θ). (7)
The observed number density contrast is then
δn(i)(θ) = δn(i)m (θ) + δn
(i)
g (θ) + δn
(i)
rn(θ), (8)
with being δng the contribution from the intrinsic clustering of the
sources, and δnrn a random stochastic element.
The projected number density contrast due to intrinsic cluster-
ing is related to the three–dimensional number density fluctuations
δg by
δng(θ) =
∫ χH
0
dχ p
(i)
M (χ)δg(θ, χ). (9)
As number density fluctuations and source ellipticity vanishes
when averaged over large scales, we consider two–point correla-
tions of these quantities. In particular, we consider the two–point
correlation of the Fourier coefficients of the convergence and num-
ber density contrast, related to the power spectrum P by:
〈x(i)(`)y(j)(`′)〉 = (2pi)2δD(`− `′)P (ij)xy (`), (10)
for variables x, y = {δn, κs}. The two–dimensional Dirac
delta function δD(` − `′) illustrates the non–mixing of angular
wavenumber (`) modes due to homogeneity on the sky, and we
make a flat sky approximation. We construct three observables:
Firstly, the ‘galaxy clustering’ power spectra, constructed from
position–position correlations including flux magnification contri-
butions:
P
(ij)
δnδn(`) = P
(ij)
mm(`) + P
(ij)
gg (`) + P
(ij)
mg (`) + P
(ij)
gm (`)
+δijKP
SN
δn . (11)
Secondly, ‘cosmic shear’ power using ellipticity–ellipticity corre-
lations:
P (ij) (`) = P
(ij)
κSκS (`) + δ
ij
KP
SN
 . (12)
Thirdly, ‘galaxy–galaxy lensing’ power spectra, using position–
ellipticity correlations:
P
(ij)
δn (`) = P
(ij)
κSg(`) + P
(ij)
κSm(`), (13)
where δijK is the Kronecker symbol. For notational convenience, we
have altered subscripts so that subscript ‘m’ denotes the fluctuation
in number density due to flux magnification (formally δnm) and
subscript ‘g’ the fluctuation due to intrinsic clustering (formally
δng). The stochastic term for the number density contrast and shear
are uncorrelated with the other quantities and only contribute to
the shot noise (PSN ) in the autocorrelation term. Readers should
note that the presence of flux magnification modifies not only the
clustering power spectra, but also adds an additional term to the
galaxy–galaxy lensing power spectra.
The fluctuation due to intrinsic clustering is related to the mat-
ter over–density via a bias term (b) that can be scale– or distance–
dependent so that the intrinsic clustering contribution to the power
spectrum is given by
Pδgδg (k, z) = b
2(k, z)Pδδ(k, z), (14)
Pδgδ(k, z) = b(k, z)r(k, z)Pδδ(k, z), (15)
where r(k, z) is a stochastic bias which we take to be unity for the
remainder of this paper. Here, Pδδ denotes the three–dimensional
matter density power spectrum, and Pδgδg the three–dimensional
intrinsic clustering number density contrast power spectrum. In this
work, the matter power spectrum is modelled using Eisenstein &
Hu (1998) transfer functions with Smith et al. (2003) non–linear
corrections.
All power spectra terms for projected quantities are related to
the three–dimensional dark matter power spectra using the Limber
approximation in the flat sky limit. The contributions to the number
c© 2013 RAS, MNRAS 000, 1–18
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density contrast power spectra in Equation (11) are then
P (ij)mm(`) = 4(α
(i) − 1)(α(j) − 1)P (ij)κMκM (`), (16)
P (ij)κsm(`) = 2(α
(j) − 1)P (ij)κsκM(`), (17)
P (ij)mg (`) = 4(α
(i) − 1)
∫ χH
0
dχ
q
(i)
M (χ)p
(j)
M (χ)
f2K(χ)
× b
(
`
fK(χ)
, χ
)
P
(ij)
δδ
(
`
fK(χ)
, χ
)
, (18)
P (ij)gm (`) = P
(ji)
mg (`), (19)
P (ij)gg (`) =
∫ χH
0
dχ
p
(i)
M (χ)p
(j)
M (χ)
f2K(χ)
× b2
(
`
fK(χ)
, χ
)
P
(ij)
δδ
(
`
fK(χ)
, χ
)
, (20)
P (ij)κsg (`) =
∫ χH
0
dχ
q
(i)
s (χ)p
(j)
M (χ)
f2K(χ)
× b
(
`
fK(χ)
, χ
)
P
(ij)
δδ
(
`
fK(χ)
, χ
)
, (21)
P (ij)mκs(`) = 2(α
(i) − 1)P (ij)κMκs(`), (22)
where
P (ij)κxκy (`) =
∫ χH
0
dχ
q
(i)
x (χ)q
(j)
y (χ)
f2K(χ)
P
(ij)
δδ
(
`
fK(χ)
, χ
)
, (23)
with x, y = {s,M}.
The final contribution to the observed number density contrast
power spectrum comes from the shot noise term in Equation (11),
which takes the form
PSNδn =
1
〈nδn〉(i) , (24)
where 〈nδn〉 is the mean number density of sources used for the
clustering analysis.
For ellipticity measurements, the shot noise is given by
PSN =
σ2
2〈n〉(i) , (25)
where 〈n〉 is the mean number density of sources used in the shape
analysis, and σ is the total intrinsic ellipticity dispersion, taken
here to be σ = 0.4.
Subscripts on the global mean number density 〈n〉 account for
the fact that the global number density of sources used for a shear
analysis may differ to that using galaxy clustering information, due
to different source redshift distributions and differing source sam-
ples, as a result of different selection techniques for the shape and
photometry samples (for example, size cuts applied to the shape
sample of galaxies).
2.2 Parameter forecasts
To estimate parameter constraints we use a Fisher Matrix analy-
sis. We consider constraints for the set of cosmological parame-
ters Q = {ΩM ,ΩBaryon,ΩΛ, w0, h, ns, σ8}, which are the mat-
ter density, baryon density, dark energy density, dark energy equa-
tion of state, dimensionless Hubble parameter, spectral index giv-
ing the slope of the primordial power spectrum and the root–mean–
square linear matter density fluctuations within a sphere of radius
8h−1Mpc3 respectively. These parameters are taken around fidu-
cial values {0.3, 0.0456, 0.7,−1.0, 0.7, 1.0, 0.8}. We do not re-
strict ourselves to flat models, and the curvature is set by Ωk =
1 − (ΩM + ΩΛ). We choose `min = 50 to avoid inaccuracies in
the Limber approximation, and let `max = 5000. However `-mode
cuts are implemented on the clustering data to remove scales where
the bias is expected to be non–linear (see Section 3.1).
The covariance between two power spectra is (Joachimi &
Bridle 2010)
Cov[P
(ij)
αβ (`), P
(rs)
γδ (`
′)] = δ``
′
K
2pi
∆Ω`∆`
× (26)
{P (ir)αγ (`)P (js)βδ (`) + P (is)αδ (`)P (jr)βγ (`)}
= Cov
(ijrs)
αβγδ (`), (27)
where subscripts α, β, γ, δ = {δn, }, and we have assumed that
the fields are Gaussian, an assumption that would need to be mod-
ified in a more sophisticated analysis. The Kronecker delta symbol
marks the non–mixing of angular wavenumber modes, and ∆Ω de-
notes the sky coverage area of the survey.
As the mean of the power spectrum is non–zero, the Fisher
matrix is dominated by variations in the mean and given by
(Tegmark, Taylor & Heavens 1997)
Fητ =
∑
`
D,η(`)C−1A (`)D,τ (`) (28)
whereCA(`) is the covariance matrix for data vectorD(`) contain-
ing power spectra at angular wavenumber `r , with mean of zero,
notation ‘, η’ means the partial derivative with respect to parameter
Qη . Subscripts η and τ run over the set of cosmological parameters
Q.
We consider various combinations of shear, clustering and
galaxy–galaxy lensing analyses, listed in Table 1. For the remain-
der of this paper, we use ‘clustering–only’ (AutoCl, AllCl) to re-
fer to an analysis which takes the number density contrast power
spectra (Equation 11) as data, ‘shear–only’ (Sh) to refer to an anal-
ysis which uses only the cosmic shear power spectra (Equation 12)
as data, and ‘galaxy–galaxy–lensing–only’ (GGL) that which uses
only the galaxy–galaxy lensing power spectra (Equation 13). For
each analysis type, we construct a data vector:
(i) For the shear–only case (Sh), the data vector takes the
form D(`) = Ds(`) = {P (11) (`), P (12) (`), . . . , P (NzNz) (`)}
and contains Nz(Nz + 1)/2 shear power spectra for each `–
mode, where Nz is the number of redshift bins used in a tomo-
graphic analysis. The covariance matrix is given as C(ij)(rs)A (`) =
Cov
(ijrs)
 (`) for i, j, r, s = [0, Nz].
(ii) When we consider the clustering–only case (Au-
toCl, AllCl), the data vector takes the form D(`) =
DM(`) = {P (11)δnδn(`), P (12)δnδn(`), . . . , P (NzNz)δnδn (`)} when
using all redshift bin combinations, and D(`) = DM(`) =
{P (11)δnδn(`), P (22)δnδn(`), . . . , P (NzNz)δnδn (`)} when considering only
auto correlations. The data vector then contains Nz clustering
power spectra for each `–mode when only auto correlations
are considered, and Nz(Nz + 1)/2 clustering power spectra
when all redshift bin correlations are included. The covariance
matrix then takes the form C(ij)(rs)A (`) = Cov
(ijrs)
δnδnδnδn(`) for
i, j, r, s = [0, Nz].
(iii) For the galaxy–galaxy–lensing–only case (GGL),
the data vector takes the form D(`) = DGGL(`) =
{P (11)δn (`), P (12)δn (`), P (21)δn (`) . . . , P (NzNz)δn (`)} and contains N2z
power spectra for each `–mode. The covariance matrix is given as
C(ij)(rs)A (`) = Cov
(ijrs)
δnδn(`) for i, j, r, s = [0, Nz].
(iv) For the combination of clustering with shear
(Sh+AutoCl,Sh+AllCl), we define the data vector as
c© 2013 RAS, MNRAS 000, 1–18
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Table 1. List of all analyses considered here, with power spectra which enter
the data vector, listed in Equations 11 through 13. Throughout, ‘Sh’ labels
cosmic shear, ‘GGL’ labels galaxy–galaxy lensing, ‘AllCl’ labels a cluster-
ing analysis using all redshift bin combinations, whilst ‘AutoCl’ labels a
clustering analysis using only auto–correlations in redshift.
Analysis Type Data
AutoCl δijKP
(ij)
δnδn
AllCl P (ij)δnδn
GGL P (ij)δn
AutoCl + GGL δijKP
(ij)
δnδn, P
(ij)
δn
AllCl + GGL P (ij)δnδn, P
(ij)
δn
Sh P (ij)
Sh + GGL P (ij) , P
(ij)
δn
Sh+ AutoCl P (ij) , δ
ij
KP
(ij)
δnδn
Sh + AllCl P (ij) , P
(ij)
δnδn
Sh + AutoCl + GGL P (ij) , δ
ij
KP
(ij)
δnδn, P
(ij)
δn
Sh + AllCl + GGL P (ij) , P
(ij)
δnδn, P
(ij)
δn
D(`) = {DM(`),Ds(`)}. The covariance matrix then takes
block form
CA(`) =
(
Cov
(ijrs)
δnδnδnδn(`) Cov
(ijrs)
δnδn(`)
Cov
(ijrs)
δnδn(`) Cov
(ijrs)
 (`)
)
. (29)
(v) Finally for the combination of clustering with shear and
galaxy–galaxy lensing (Sh+AutoCl+GGL,Sh+AllCl+GGL), we
define the data vector as D(`) = {DM(`),DGGL(`),Ds(`)}.
The covariance matrix then takes block form
CA(`) =
 Cov
(ijrs)
δnδnδnδn(`) Covδnδnδn(`) Cov
(ijrs)
δnδn(`)
Cov
(ijrs)
δnδnδn(`) Cov
(ijrs)
δnδn(`) Cov
(ijrs)
δn (`)
Cov
(ijrs)
δnδn(`) Cov
(ijrs)
δn (`) Cov
(ijrs)
 (`)
 .
(30)
Throughout this paper we utilise a figure of merit (FoM) as
a measure of the constraining power of either analysis considered
above, defined as
FoM = det([F−1]q)
− 1
nq , (31)
where q denotes the subset of parameter space we are interested in,
and nq the number of parameters in that subset, so that the figure of
merit has been rescaled to one dimension. In this paper we consider
two types of FoM:
(i) (FoMDE) A Dark Energy Task Force–like figure of merit (Al-
brecht et al. 2006), taking q = {ΩΛ, w}.
(ii) (FoMCos) taking q = Q to be the full cosmology param-
eter set, and thus containing information on the constraints on all
parameters.
3 MODELLING
3.1 Galaxy bias
In Section 2 we discussed briefly our parameterisation of the in-
trinsic clustering correlations using a galaxy bias parameter which
can be both scale and redshift dependent, b(k, z). We discard any
information from the regime where the galaxy bias is expected
to be non–linear, and least well–known. To do this we utilise a
similar technique to that in Joachimi & Bridle (2010) and Rassat
et al. (2008), and remove information at the Fisher matrix level by
discarding any bias–dependent information above a certain `–cut
(`max), where
`max(z
(i)) = fK [χ(z
(i))]kmax(z
(i)
max). (32)
We choose the median redshift as the characteristic redshift
for bin (i), z(i). The maximum wavenumber is fit as kmax =
1.4pi/Rmax, where Rmax is the radius beyond which the r.m.s.
variations in the matter over–density fall below a certain value:
σ2(Rmax, z) =
∫
d ln(k)∆2(k, z)W 2(kR) = σ2R, (33)
using the Fourier transform of a spherical top–hat window function
W (y) = [sin(y) − y cos(y)]/y3, and kR = 1.4pi is the value at
which this window function first crosses zero, and beyond which
there is negligible contribution to the variance from the dark matter
power. Hereafter we choose to take `–cuts by fitting kmax such that
the matter density variance with a sphere of radius R is σ(R, z) 6
0.5, which gives kmax ≈ 0.3 hMpc−1 at z = 0, corresponding to
R ≈ 14 h−1Mpc, within the quasi–linear regime. We investigate
the implications of this choice of σR in Section 4.6.
For the number density contrast power spectra P (ij)δnδn, we take
the `–cut corresponding to the lowest redshift bin, and for the
shear–number density contrast power spectra P (ij)δn we impose `–
cuts for the redshift bin from which number density information is
obtained (in this example `(j)max).
We assume the galaxy bias is scale–independent, and model
the redshift dependence using one nuisance parameter per redshift
bin, each varying independently and without bound. We consider
three scenarios: Firstly, all galaxy bias nuisance parameters are held
fixed at their fiducial value, taken to be b(i)fid = 1 for all redshift
bins. This corresponds to the case where the linear galaxy bias is
perfectly known. Secondly, all galaxy bias nuisance parameters are
constrained by the data, with no prior.
In a third scenario we add a prior on the galaxy bias, where
the covariance matrix of the galaxy bias parameters is modelled to
take the form:
CBias = σ2ν

1 ν ν2 · · · νNz−1
ν 1 ν · · · νNz−2
...
. . .
...
νNz−1 νNz−2 νNz−3 · · · 1
 .
(34)
where ν gives the strength of the correlation between adjacent bins,
and σν is
σν = σ0
[
Nz − (Nz − 2)ν
Nz(1 + ν)
] 1
2
. (35)
to ensure 1–σ errors on each bias parameter along b1 = b2 = . . . =
bNz ≡ b are independent of ν (see Appendix A), and where σ0 is
the uncertainty of each bias parameter. This prior is then added to
the Fisher matrix as
Fητ → Fητ + (C−1Bias)ητ (36)
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where in this case η and τ run only over the bias parameters,
η, τ = {b(1), · · · , b(Nz)}, and all elements corresponding to all
other parameters are left unchanged.
We therefore define a correlation length, equivalent to the red-
shift over which the adjacent galaxy bias parameters are signif-
icantly correlated. By increasing the strength of the correlation,
we reduce the freedom each bias parameter has with respect to its
neighbour, thus reducing the variance of the galaxy bias nuisance
parameters across redshift bins and making the function of bias
versus redshift smoother. We therefore expect that as we increase
the correlation strength (ν → 1), we should improve cosmological
constraints from clustering measurements as we retain more infor-
mation from the clustering of sources, and increase the value of
a FoM using cosmological parameters. As we expect galaxy bias
to be a smooth function in redshift, we do not expect galaxy bias
parameters between adjacent redshift bins to be negatively corre-
lated, and we consider only 0 6 ν 6 1. It is worth noting that with
the galaxy bias prior defined in Equation (35), the prior becomes
singular as ν → 1.
The parameter σ0 gives the marginal error on each bias nui-
sance parameter when fully uncorrelated (ν = 0). As such, σ0
gives the scatter on the value of the bias in each redshift bin, and
is assumed to be the same across all redshift bins considered. As
σ0 sets the level of uncertainty on each galaxy bias parameter, we
expect that as we increase the uncertainty in galaxy bias, the con-
straining power from galaxy clustering will be reduced as less in-
formation from the clustering signal is accessible (conversely as
σ0 → 0, we recover fully known galaxy bias).
3.2 The slope of the galaxy luminosity function
In choosing the values for the slope of the number counts (α) which
sets the strength of the magnification effect, we first investigate
what typical α values we would expect for an optical galaxy sample
using public catalogues from the Canada–France–Hawaii Lensing
Survey (CFHTLenS).
This survey covers 154 deg2, (∼ 125 deg2 after masking) of
the sky in the five u∗g′r′i′z′ filters. CFHTLenS combines weak
lensing data processed with THELI (Erben et al. 2012), shear mea-
surement using lensfit (Miller et al. 2013) and photometric redshift
measurement using PSF–matched photometry (Hildebrandt et al.
2012), with full systematic error analysis of shear measurements
and photometry in Heymans et al. (2012b), and further error analy-
sis of photometric redshifts in Benjamin et al. (2013).
We construct the cumulative number densities of galaxies as
a function of limiting magnitude, where sources have been sepa-
rated into redshift bins, and take the slope of the cumulative num-
ber counts as set out in Equation (6) to calculate α. Fig. 1 shows α
as a function of magnitude limit for six tomographic redshift bins
as used in Heymans et al. (2013) for three sets of galaxy samples
split by population type according to their spectral energy distribu-
tion (SED) template value (T ): late–type galaxies characterised by
T > 2, early–types taken to have T 6 2, and a full sample (labelled
“All”). Errors are taken from a bootstrap analysis, and agree with
the estimated errors by taking the variance of α across all fields.
Whilst the value of α varies across the range of limiting mag-
nitudes, all redshift bins converge to a similar value near the limit-
ing magnitude of CFHTLenS at iAB = 24.7. The maximum value
of α may occur at lower magnitudes. However by cutting at lower
magnitudes we reduce the number of galaxies in the sample thus
increasing the shot noise contribution. This suggests that choosing
a magnitude cut to maximise α (and consequently the strength of
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Figure 1. The slope of the cumulative galaxy number counts, α, as a func-
tion of magnitude for a sample of redshift bins, chosen to be the set of
tomographic bins used in Heymans et al. (2013), for a population consist-
ing of early–type galaxies (upper), late–type galaxies (middle) and the full
combined sample (lower).
the contribution from cosmic magnification to the clustering signal)
may not maximise the signal–to–noise ratio for a flux magnification
analysis.
We therefore define a signal–to–noise ratio estimate for back-
ground redshift bin (j) lensed by foreground redshift bin (1) as
Sˆ(j)(iAB) = 〈n(1)〉〈n(j)(iAB)〉[α(j)(iAB)− 1]2, (37)
where the magnitude limit for the foreground bin is chosen to be
as deep as possible to maximise 〈n(1)〉, and is proportional to the
square of the true signal–to–noise ratio. To construct this signal–
to–noise ratio estimator Sˆ we have considered the case where the
magnification–intrinsic clustering power spectrum Pgm is the only
contribution to the clustering signal, and cosmic variance has been
assumed to be negligible. Fig. 2 shows how Sˆ, rescaled by the max-
imum signal–to–noise ratio at the limiting magnitude of the survey,
behaves as a function of limiting i magnitude, for early and late–
type galaxy subsamples.
From Fig. 1 it is noticeable that the qualitative variation of α
as a function of magnitude and redshift is similar for both sam-
ples of late– and early–type galaxies, however the value of α at a
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Figure 2. The signal–to–noise ratio estimate Sˆ as a function of magnitude
for the set of tomographic bins used in Heymans et al. (2013), for a popula-
tion consisting of early– and late–type galaxies. To aid comparison, signal–
to–noise ratio values are rescaled to the maximum signal–to–noise ratio
value at the magnitude limit of the survey, which occurs in redshift bin 4,
0.72 < z < 0.86 in the late–type subsample. The signal–to–noise ratio
for the late–type subsample is typically larger than the early–type subsam-
ple, which can be attributed to the smaller early–type population in the full
catalogues. Note the different range of ordinates.
given magnitude and redshift is typically larger for the late–type
sample. As the catalogues used contain predominantly late–type
galaxies, the behaviour of α as a function of magnitude in the full
sample is set mainly by the late–type galaxies, and similarly for the
signal–to–noise ratio estimator. Whilst both samples show similar
qualitative variation in α as a function of magnitude and redshift,
the difference between the two samples is more marked in their
respective signal–to–noise plots. Typically, the signal–to–noise ra-
tio for the late–type galaxies is larger than those for the early–type
subsample, and this can be attributed to the fact that the late–type
subsample contains more galaxies thus reducing the shot noise con-
tribution.
For the late–type subsample, all redshift bins show an oscil-
lation in the signal–to–noise ratio as the magnitude is varied. For
all redshift bins, we see an increase in the signal–to–noise ratio as
the noise is reduced by increasing the size of the sample, followed
by a reduction in the signal–to–noise ratio as α → 1, the limit
where there is no change in the number density of sources due to
flux magnification. Finally, past this limit and for α < 1 the reduc-
tion in noise from increased sample size causes an increase in the
signal–to–noise ratio.
For the redshift bins encompassing 0.2 6 z < 0.86 the peak
of the signal–to–noise ratio estimator at the faint limit of the sur-
vey (iAB = 24.7) is larger than the peak of the oscillation for each
respective redshift bin. However in the two largest redshifts bins,
the peaks of these oscillations give a larger signal–to–noise ratio
at a brighter magnitude than that obtained by naively cutting at the
faint limit of the survey. This suggests an analysis chosen to opti-
mise the strength of the magnification contribution to the measured
clustering power spectrum should cut at lower magnitude limits for
these redshift bins. However, peaks in the signal–to–noise estima-
tor at magnitudes lower than the limit of the survey are limited to
the highest redshift bins, where photometry is least accurate, and
are nearly entirely absent in the early–type subsample.
In this analysis, we have chosen to consider the optimisation
of the clustering signal as set out in Equation 11, however the
signal–to–noise of the flux magnification contribution may also be
optimised by weighting the sample according to (α − 1) (Menard
& Bartelmann 2002). We leave an analysis using this optimisation
for future work.
As well as adding galaxies at the faint end of the lumi-
nosity function, magnification should also remove galaxies at the
bright end of the luminosity function. Assuming that all galax-
ies in a redshift bin experience a change in magnitude ∆m as
a result of lensing by the foreground, then the change in the
number of galaxies at the faint end is roughly N(mfaint)∆m,
whilst the change at the bright end is ∼ N(mbright)∆m 6. Since
N(mbright)/N(mfaint)  1, we expect the effect of the removal
of sources at the bright end to be subdominant, and ignore it. By
choosing a magnitude cut close to the bright limit, this effect be-
comes more important.
For these reasons, we limit the choice of α values only to val-
ues close to the faint limit of the survey, and consider 0 < α < 4
as reasonable. Unless otherwise stated, results are shown assuming
α = 0.7 across all redshift bins, which is the value calculated for
the full galaxy sample for iAB 6 24.7 and z 6 0.86.
3.3 Survey modelling
In this analysis, we consider two types of survey, following a Dark
Energy Task Force–like classification of surveys (Albrecht et al.
2006) considering
(i) A Stage III ground–based survey (hereafter S3), covering
1, 500 deg2 to a depth of iAB = 24. Sources are measured be-
tween photometric redshift limits zPhot = (0, 2) with photometric
redshift errors σPhot = 0.05(1 + zPhot)
(ii) A Stage IV space–based survey (hereafter S4), which covers
15, 000 deg2 of the sky, to a depth of 24.7 in the i–band, between
photometric redshift limits zPhot = (0, 2), and with photometric
6 This ignores the second–order effect of the change in the cumulative
number of sources brighter than the faint end by the removal of sources
at the bright end
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Figure 3. The top panel shows the effective number density of galaxies (in
galaxies/arcminute2) as a function of the faint limiting magnitude iAB for
sources with valid shape measurement (dashed), and for all galaxies with
photometry (solid). The bottom panel shows the median redshift of sources
as a function of the limiting magnitude. All data is taken from CFHTLenS
catalogues. Crosses mark values taken for an S3 survey, whilst dots mark
values taken for an S4 survey.
redshift errors σPhot = 0.05(1 + zPhot). Unless otherwise stated,
results hereafter are shown for an S4 survey.
Fig. 3 shows the median survey redshift, and effective num-
ber density of galaxies as a function of faint limiting iAB mag-
nitude taken from CFHTLenS catalogues for galaxies with valid
shape measurement (Heymans et al. 2012a) as well as for all galax-
ies with photometry. As the galaxies broad size distributions are
weakly redshift dependent, cuts on galaxy size such as those used
in a shape analysis do not significantly affect the measured median
redshift, but will cause a noticeable decrease in effective number
density of galaxies used. From Fig. 3 we choose for our S3 sur-
vey a median redshift zmed = 0.66, and galaxy number density
of 〈n〉 = 8.5 galaxies/arcminute2 and 18 gal/arcminute2 for
shear and clustering analyses respectively. Similarly, we consider
for an S4 survey zmed = 0.7, and assume shapes can be mea-
sured for every detected source. Therefore, we use the photometry
line in deducing the number density of galaxies for S4, and take
ngal = 28 galaxies/arcminute
2 for both shear and clustering
analyses.
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Figure 4. Galaxy redshift probability distribution functions as defined in
Section 3.4, for an S3 ground–based (top) and S4 space–based (bottom)
survey (defined in Section 3.3).
3.4 Galaxy redshift distributions
We model the distribution of galaxies with true redshift zt as
p(i)(zt) =
∫ z(i)
h
z
(i)
l
dzph p(zt|zph)p(zph), (38)
where p(zt|zph) is assumed to be a Gaussian with width σz =
0.05(1 + zph), and zl and zh denote the lower and higher bounds
of the redshift bin in photometric redshift. We model the galaxy
photometric redshift distribution, p(zph), as (Smail, Ellis & Fitch-
ett 1994)
p(zph) ∝
(
zph
z0
)2
e
−
( zph
z0
)1.5
, (39)
with characteristic redshift z0 = zmed/1.412. The galaxy redshift
distribution is subdivided into redshift bins with equal numbers of
galaxies.
Fig. 4 shows the resultant galaxy distribution for 8 redshift
bins for survey types S3 and S4, with the number density contrast
power spectra given for three redshift bin combinations in Fig. 5,
split by component. Noticeably, for closely–separated redshift bins,
the intrinsic clustering term is non–vanishing due to the presence
of photometric redshift errors which cause some galaxies to be in-
correctly assigned to a given redshift bin, and causes overlap be-
tween the binned galaxy distributions. As we take redshift bins that
are more widely separated, the power from intrinsic clustering de-
creases, so we see that for the most widely separated bins the total
power is dominated by terms that include the magnification. It is
for this reason that van Waerbeke (2010) and Hildebrandt, Waer-
beke & Erben (2009) take spatially disjoint redshift bins to isolate
the magnification contribution to the clustering power spectrum. As
the cross power (mg+gm) is always dominant over the pure magni-
fication (mm) power, frequently studies will ignore the pure mag-
nification contribution to the overall clustering power, and instead
just quote the cross contribution. In the situation where correla-
tions are considered between distant foreground and backgrounds,
the intrinsic clustering contribution is subdominant and may also be
ignored. In this analysis, we consider all contributions to the power,
as given in Equation 11.
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Figure 5. Contributions to the number density contrast power spectrum for a combination of background redshift bins, for the S4 survey of Fig. 4. The
foreground bin is chosen to be redshift bin 1. It can be seen that for foreground and background that are spatially close in redshift, the overlap in redshift
distribution due to redshift errors can easily cause the magnification terms (mg or mm) to be swamped by the intrinsic clustering term (gg). As we increase the
separation in redshift between foreground and background, the amplitude of the gg term decreases whilst the cross (mg + gm) and mm terms increase.
4 RESULTS
4.1 The effect of galaxy bias
In this section, we present forecasts for our S3 and S4 survey
models, using the Fisher matrix formalism set out in Section 2.2.
Throughout this section, we only consider a clustering analysis
which includes all redshift bin correlations, and for which flux mag-
nification is modelled (AllCl). Fig. 6 shows contours for the set
of cosmological parameters laid out in Section 2.2, for the cases
where we consider constraints coming from a shear–only (Sh), and
clustering–only analysis using all redshift bin correlations (AllCl).
Fig. 7 shows 1σ parameter constraints for a shear–only analy-
sis (Sh), and a combined shear and clustering analysis including
galaxy–galaxy lensing (Sh+AllCl+GGL). Both figures show con-
straints only for a S4 survey, however results for both S3 and S4
surveys are summarised in Tables 2 and 3. For analyses that contain
number density contrast as a probe, `–cuts are applied and galaxy
bias is either marginalised over (labelled as unknown galaxy bias),
or fixed to b = 1 (labelled as known galaxy bias).
It is evident that in the case where galaxy bias is known,
constraints from a clustering analysis are competitive with cos-
mic shear. However when galaxy bias is unknown and must also
be constrained from the data the constraints from clustering alone
are much weaker. This is expected, as when the linear galaxy bias is
known the intrinsic clustering contribution to the power spectrum
directly probes the matter power spectrum.
It is worth noting that constraints from clustering–only (AllCl)
on ΩB and h are better than those from ellipticity measurements,
as the clustering data can better pick out the turnover in the mat-
ter power spectrum , since the kernel for projected number density
fluctuations (Equation 9) is much narrower than that for cosmic
shear (Equation 2). Whilst seemingly promising, distance probes
combined with CMB measurements will also constrain these pa-
rameters very well.
For the combined analysis (Sh+AllCl+GGL) there can be
a significant improvement when adding clustering and galaxy–
galaxy lensing to cosmic shear. However the improvement to
constraints on cosmological parameters is dependent on whether
galaxy bias is constrained using the data, or set to a fixed known
value (Fig. 7). If galaxy bias is known there is a marked improve-
ment in constraints, especially in the ΩM − σ8 plane. This is
in agreement with the results of van Waerbeke (2010), in which
galaxy bias was assumed linear and fixed to b = 1. If galaxy bias is
unknown some of the additional constraining power from cluster-
ing and galaxy–galaxy lensing is lost, with FoMDE approximately
3.4 times larger for the Sh+AllCl+GGL case if galaxy bias is fixed
rather than free. We therefore conclude that the constraints pre-
sented in van Waerbeke (2010) will be too optimistic. In fact, in the
Sh+AllCl+GGL analysis, much of the information on bias comes
from galaxy–galaxy lensing, which allows internal calibration of
galaxy bias. As a consequence, using both shear and number den-
sity to constrain both cosmology and galaxy bias simultaneously
does not lead to much loss of information, provided the parameter-
isation of galaxy bias is realistic.
Even when the galaxy bias is unknown and simultaneously
constrained with the clustering data, the improvement in parame-
ter constraints from the addition of information from galaxy clus-
tering and galaxy–galaxy lensing (Sh+AllCL+GGL) is significant,
corresponding to an increase by a factor of 3.7 in FoMDE from its
cosmic–shear–only value (Sh), for a S4 survey. We draw similar
conclusions for the S3 model, with improvements in FoM value by
a factor of 6.3 for Sh+AllCl+GGL over the shear–only value. The
larger improvement from a combined analysis over shear–only in
this case is due to decrease in shot noise in the clustering correla-
tions, as the photometric sample is larger than the shape sample for
the S3 model.
If galaxy bias can be constrained externally, the picture will
be intermediate between the scenarios presented so far. Therefore,
we consider how much information can be regained by correlating
galaxy bias parameters across redshift bins, equivalent to making
the galaxy bias a smoother function in redshift, or limiting its uncer-
tainty using an external probe, by the addition of a prior on galaxy
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Figure 6. Fisher matrix forecast showing marginal two–parameter, 1σ constraints for an S4 space–based survey, considering measurements of galaxy ellip-
ticities only (“shear only”, solid blue line), and galaxy clustering including flux magnification. Fixed galaxy bias (b = 1) is shown in black (dot–dashed),
and unknown galaxy bias (simultaneously constrained with the data) is shown in red (dashed). Constraints from clustering with flux magnification assume
α = 0.7, and only contain data from linear scales. Cuts on `–modes are applied as detailed in Section 3.1, with σR < 0.5.
bias of the form detailed in Section 3.1. Fig. 8 shows FoMCos for
a range of correlation strengths and uncertainties. It is evident that
the uncertainty in galaxy bias affects the recovery of information.
However there is only a weak degradation of figure of merit when
the correlation strength is decreased for a joint (Sh+AllCl+GGL)
analysis.
Gaztan˜aga et al. (2012) concluded that magnification alone
can produce better results than shear alone when the galaxy bias is
known. However ‘magnification’ there corresponds with ‘cluster-
ing’ in this work, using all contributions to number density fluctu-
ations. Accounting for the fact that we use different definitions for
our figure of merits, our results are in broad agreement. There are
differences between their analysis and that presented here: for ex-
ample, they assume linear theory when modelling the matter power
spectrum, and apply `–cuts to all probes, including their shear mea-
surements, suggesting they under–estimate the constraining power
of cosmic shear. Additionally, they modelled galaxy bias using four
free parameters, whereas we assign a galaxy bias nuisance param-
eter to each redshift bin used. As a result, Gaztan˜aga et al. (2012)
found that clustering (or magnification in their terminology) with
unknown galaxy bias is much more competitive with cosmic shear
than we find in this work. However the conclusion in both analyses
is that when galaxy bias is known, galaxy clustering can be a com-
petitive probe of cosmology to cosmic shear alone. Similarly, both
analyses show that the combination of galaxy clustering, galaxy–
galaxy lensing and cosmic shear gives a significant improvement
in statistical errors on cosmological parameters over cosmic shear
alone.
Eifler et al. (2013) consider a non–tomographic analysis which
includes all cross–correlations between a intrinsic clustering, shear,
galaxy–galaxy lensing, and magnification for a survey modelled
on DES. The authors conclude that whilst the combination of all
probes significantly improves the constraints over each individu-
ally, the inclusion of a magnification analysis does not substantially
contribute to the information in joint shear, clustering and galaxy–
galaxy lensing analysis, in agreement with the results we present
here. However, the authors go beyond the assumption that the data
are Gaussian distributed, and model a non–Gaussian contribution
by summing tri–spectrum contributions using the halo model. They
conclude that the change in forecasting cosmological parameter
constraints for the full combined analysis due to incorrectly assum-
ing Gaussianity is comparable to the change in constraints between
taking known or free galaxy bias nuisance parameters. This change
is largest for σ8 and ns, with the dark energy equation of state w
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Figure 7. As Fig. 6, but instead comparing measurements from galaxy ellipticities only (“shear only”, solid), with a combination of shear and galaxy clustering
measurements including galaxy–galaxy lensing, for known galaxy bias, b = 1, (dot–dashed), and unknown galaxy bias which is simultaneously constrained
by the data (dashed).
insensitive to non–Gaussianity. However there is no cut on highly
non–linear scales in the clustering signal, and as we expect that the
effect would be reduced if highly non–linear scales are removed
from the analysis, we therefore expect our results to be robust even
under the Gaussian assumption, particularly for dark energy param-
eters.
4.2 The contribution from flux magnification
In this section, we investigate how much of the constraining power
using galaxy clustering (AllCl) comes from the magnification terms
(Pmm, Pmg+Pgm in Equation 11), and how much comes from in-
trinsic clustering only (Pgg). If α = 1, the terms which depend
on the magnification are identically zero, so that number density
fluctuations come from the intrinsic clustering only. In the limit of
large α, the clustering power spectrum is dominated by the mag-
nification contribution (Pmm) for all redshift bin combinations. By
altering α, we can therefore alter the strength of the contribution
from flux magnification, and therefore test the level of contribution
to parameter constraints from the magnification effect.
Fig. 9 shows the figure of merit (FoMCos) as a function of
α from galaxy clustering–only (AllCl), and a combined clustering,
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Figure 8. FoMCos as a function of σ0 and ν ( the uncertainty and corre-
lation in the galaxy bias prior as detailed in Equation 34) for an S4 survey,
using the Sh+AllCl+GGL analysis.
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cosmic shear and galaxy–galaxy lensing (Sh+AllCl+GGL) analy-
sis. We note that the FoM increases with α > 1 for the AllCl case,
as the contribution from flux magnification becomes larger, and the
minimum in FoMCos occurs at α = 1 where the contribution to the
clustering power spectrum from the magnification terms is zero. We
can therefore conclude that a non–zero measurement of α− 1 will
improve the total constraints on cosmological parameters provided
no galaxies are removed from the sample. However, as discussed in
Section 3.2, analyses that try to optimise for a clustering analysis
by cutting at a magnitude limit which gives a large value of α may
degrade the signal overall by removing sources from the sample
and increasing noise.
Whilst similar behaviour is seen in the combined
(Sh+AllCl+GGL) probe, we note that the relative improve-
ment in the FoM as |α − 1| > 0 is much smaller than the
clustering–only (AllCl) case. As the constraints on cosmological
parameters from clustering are much weaker that those from shear
when galaxy bias is unknown, most of the improvement in FoM
for the combined Sh+AllCl+GGL probe comes from degeneracy
lifting between the clustering, shear and galaxy–galaxy lensing
signals, and so, whilst a non–zero value of α − 1 may greatly
improve the constraining power of a clustering–only (AllCl)
analysis, it does not change the constraining power of a combined
(Sh+AllCl+GGL) analysis significantly. We note also that the
minimum of the FoM for the combined analysis does not lie at
α = 1 as it does in the clustering–only case. For α > 1, the
clustering signal becomes more degenerate with the shear, and so
we expect a shift in the minimum for the combined analysis. Over
this minimum, the increase in α causes the FoM for the combined
analysis to increase.
In this initial study, we have chosen to ignore intrinsic align-
ments, for improved clarity of the magnification effects. The anal-
ysis here would therefore be most applicable for blue samples, for
which the intrinsic alignment is small (Heymans et al. 2013). For
a sample of red galaxies, a more comprehensive analysis would
need to take intrinsic alignments into account. However in Joachimi
& Bridle (2010) it was shown that the best calibration for intrin-
sic alignments comes from the inclusion of galaxy–galaxy lensing
with the shear information. Whilst the galaxy–galaxy lensing signal
contains a contribution from flux magnification (Equation 13), we
know that the sensitivity of the magnification–ellipticity contribu-
tion (Pκsm) is sub–dominant to the intrinsic clustering–ellipticity
correlations (PκSg) on all scales and for all redshift bin combina-
tions. Therefore, while the inclusion of a flexible intrinsic align-
ment model will weaken the constraints for a shear only analysis,
we expect that the flux magnification effect will only weakly affect
the self–calibration when combining shear and clustering.
4.3 Tomography
Here, we consider how much information can be gained from
increasing the number of redshift bins we are considering in
the analysis. Fig. 10 shows FoMCos as a function of Nz , the
number of redshift bins, for shear–only (Sh), clustering–only
(AllCl) and a combined shear, clustering and galaxy–galaxy lens-
ing (Sh+AllCl+GGL) analysis. In all cases the clustering analysis
uses all redshift bin correlations. For allNz , the number of galaxies
in each redshift bin is kept the same. We see that for all three cases,
the information gain by adding redshift bins is large for small Nz ,
but quickly asymptotes to a constant. We note that for the shear–
only case, there is little information gain in taking more than ∼ 4
redshift bins, which agrees with results shown in Joachimi & Bri-
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Figure 9. Figure of Merit (FoMCos) as a function of the slope of the cu-
mulative number counts, α, for a clustering–only analysis (bottom), and
combined shear and clustering analysis (top), for an S4 survey. All values
are rescaled to the value of the Figure of Merit when α = 1 corresponding
to the case when fluctuations to the number density contrast come from the
intrinsic clustering of galaxies only. Note the different range of the ordinate
axes.
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Figure 10. Figure of merit (FoMCos) as a function of number of redshift
bins, for a S4 survey and for a shear–only (green, dashed), clustering–only
(red dot–dashed) and combined (blue, solid) analysis.
dle (2010). However, the clustering analysis continues to improve
constraints up to much higher numbers of redshift bins, and only
starts to asymptote to its maximum around Nz ∼ 8. This may be
expected as the kernel of the fluctuations for number density due to
intrinsic clustering, as defined in Equation 9, is much narrower than
the lensing kernel, with less overlap between redshift bins, thus we
may expect that we can continue to subdivide the galaxy distribu-
tion further for the clustering analysis before the clustering power
spectra across different bin combinations become highly correlated.
For the combined case, we see that the improvement for a
small number of tomographic bins is less than either the shear–
only or clustering–only cases. However, constraints from the com-
bined analysis continue to improve up to high Nz . By this point,
the improvement from shear has asymptoted to its maximum, and
the gain comes from continued information gain from the cluster-
ing and galaxy–galaxy lensing signals, as the galaxy distribution is
further subdivided.
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4.4 Forecasts for various combinations of clustering, cosmic
shear and galaxy–galaxy lensing
Whilst results presented so far have focused on a clustering anal-
ysis which uses all available redshift bin correlations, we may be
motivated to consider a clustering analysis which only uses auto–
correlations in redshift, as in the auto–correlation terms the intrinsic
clustering signal is dominant to the largest magnification contribu-
tion, and for which it may be suggested that flux magnification can
perhaps be ignored. In this section, we investigate what gains can
be made to a photometric redshift clustering analysis when these
cross correlations are also included, and whether there is a signif-
icant gain when combined with a cosmic shear analysis. Further,
we investigate how well galaxy–galaxy lensing can probe cosmol-
ogy, both as an independent probe or in combination with clustering
and cosmic shear. In this section, we present forecast constraints on
dark energy parameters for all analyses set out in Table 1, and using
the Fisher matrix formalism of Section 2.2, we present forecasts for
a S4 survey.
Fig. 11 shows marginal constraints in the dark energy pa-
rameter (ΩΛ, w) plane, for two different values for α. The right
column shows contours when α = 1, the case when the cluster-
ing power spectrum contains no flux magnification contribution. In
this case, any improvement in cosmological parameter constraints
for a clustering analysis which includes redshift cross–correlations
comes from the addition of the intrinsic clustering signal between
separated redshift bins, which may be non–zero due to photomet-
ric redshift scatter. As well as probing cosmology, these cross–
correlations of the intrinsic clustering signal can help constrain
galaxy bias, as they are sensitive to cross–correlations between the
galaxy bias in different redshift bins. However information from
each cross–correlation contribution is expected to be less than the
auto term, as in the absence of magnification the power from in-
creasingly widely separated redshift bins rapidly decreases. Sim-
ilarly, when α = 1 the galaxy–galaxy lensing signal reduces to
correlations between shear convergence and intrinsic clustering,
and the magnification bias contribution vanishes. In the left col-
umn, we present contours for α = 0.7, the value inferred from
CFHTLenS data as described in Section 3.2. In this case, there
is a contribution to the clustering power spectrum from the inclu-
sion of flux magnification effects. Top panels show contours for
both types clustering–only analysis (AutoCl, AllCl), middle pan-
els the constraints coming from the addition of cosmic shear in-
formation to each clustering analysis (Sh+AutoCl, Sh+AllCl), and
bottom panels with the further addition of galaxy–galaxy lens-
ing (Sh+AutoCl+GGL,Sh+AllCl+GGL). In all panels, the cosmic
shear contours are shown for reference.
From Fig. 11 we see that the use of cross–correlations in red-
shift bin gives considerable improvements in constraints from a
clustering–only analysis. The addition of clustering information to
cosmic shear (Sh+AutoCl, Sh+AllCl) improves constraints over the
shear–only case, with further significant improvement with the ad-
dition of galaxy–galaxy lensing.
These results are borne out by Tables 2 and 3, which show
FoMDE values, with 1σ errors on ΩΛ and w for an S4 and S3
survey respectively. We see a significant improvement in param-
eter constraints with the addition of redshift cross–correlations in
a clustering–only analysis (AutoCl to AllCl) for both survey types.
For a S4 survey which takes galaxy bias as unknown and α = 0.7,
the use of clustering cross–correlations shows a decrease by a factor
of ∼ 2 in the statistical error of w, ∼ 2.26 in ΩΛ, and an increase
Figure 11. Fisher Matrix forecast showing marginal constraints in w, ΩΛ
for an S4 survey, comparing measurements using only the auto–correlation
power for the clustering signal (green, dashed), to measurements using all
redshift bin combinations in the clustering analysis (red, dot–dashed). All
plots show shear–only constraints (blue, solid) for reference, and are the
same in all panels. The right column shows contours when α = 1, the case
when there are no measured correlations in the number density contrast due
to flux magnification, and only correlations due to intrinsic clustering. The
left column shows contours when α = 0.7, as inferred from CFHTLenS
catalogues in Section 3.2. Top panels show contours using clustering only,
middle panels show clustering combined with cosmic shear, and bottom
panels show contours when clustering and galaxy–galaxy lensing informa-
tion is added to a cosmic shear analysis. All panels take unknown galaxy
bias, and cut information from clustering on non–linear scales.
in FoMDE by a factor of 3.2 over the AutoCl case. When α = 1,
FoMDE shows an increase by a factor of 2.4.
The combination of both clustering analyses with galaxy–
galaxy lensing (AutoCl+GGL, AllCl+GGL) both outperform a cos-
mic shear only analysis (Sh), confirming that the combination of
clustering with galaxy–galaxy lensing provides a competitive alter-
native to cosmic shear, as suggested by Mandelbaum et al. (2013).
The combination of clustering redshift auto–correlations with
cosmic shear (Sh+AutoCl) show an improvement on parameter er-
rors of ∼ 15% for both dark energy parameters over the shear–
only (Sh) case, corresponding to a 33% increase in FoMDE. The
addition of redshift cross–correlations in the clustering analysis
(Sh+AllCl) gives a further improvement of 14% in FoMDE.
For an analysis which combines cosmic shear, galaxy–
galaxy lensing and clustering using all redshift bin correlations
(Sh+AllCL+GGL), there is a significant improvement over parame-
ter constraints when compared to the cosmic–shear–only case (Sh),
with a decrease of ∼ 2.0 and ∼ 1.75 in statistical errors on w
and ΩΛ respectively, giving an improvement by a factor of 3.7 to
FoMDE. This is a∼ 30% improvement to the case where only clus-
tering auto–correlations in redshift are combined with cosmic shear
and galaxy–galaxy lensing (Sh+AutoCl+GGL).
We note that there is little difference in statistical errors be-
tween both choices of α for the various combinations of shear with
clustering (Sh+AllCl, Sh+AutoCl), and even if galaxy–galaxy lens-
ing is also included (Sh+AllCl+GGL, Sh+AutoCl+GGL). For shear
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with clustering auto–correlations (Sh+AutoCl), there is no change
to FoMDE between both choices of α, as the clustering auto–
correlation terms are dominated by the intrinsic clustering sig-
nal. With the inclusion of clustering cross–correlations in redshift
(Sh+AllCl), the presence of flux magnification gives a sub–percent
change to the dark energy Figure of Merit, increasing to percent
level for the case of shear combined with all clustering information
and galaxy–galaxy lensing (Sh+AllCl+GGL). This agrees with the
results detailed in Section 4.2.
We therefore conclude that there is significant gain in consid-
ering all redshift bin combinations in the clustering signal rather
than the redshift auto–correlations only. The addition of clustering
to cosmic shear gives noticeable improvement in parameter con-
straints, with further significant improvement with the addition of
galaxy–galaxy lensing. In each case, the use of all redshift bin cor-
relations in the clustering analysis gives modest improvement to
constraints. We find that the flux magnification signal significantly
reduces the error in clustering–only constraints, but it reduces sta-
tistical errors in a joint shear–clustering analysis only minimally.
4.5 Biases in cosmological parameter estimates
In Section 4.4 we found that the precision of results for the vari-
ous combinations of clustering information with cosmic shear and
galaxy–galaxy lensing is not significantly improved by the pres-
ence of a magnification signal. In this section, we investigate how
this flux magnification signal affects the accuracy of each analysis.
We therefore turn our attention away from constraints on cosmo-
logical parameters, and instead consider possible shifts in the de-
duced maximum likelihood point when data are fitted using only
the intrinsic clustering power spectrum, and where flux magnifica-
tion has been neglected. To do this, we consider the linear shift in
inferred parameters (Q) due to a bias in fixed model parameters
(ψ) using the formalism of Taylor et al. (2007)
δQi = −
∑
k,j
[FQQ]−1ik F
Qψ
kj δψj , (40)
where FQQ is the Fisher matrix of measured cosmological param-
eters as set out in Section 2.2, and FQψ is a pseudo–Fisher ma-
trix between inferred and fixed model parameters using the same
formalism. Our measured parameters consist of the cosmological
parameter set described in Section 2.2 including Nz galaxy bias
parameters (where Nz is the number of redshift bins). Our set of
assumed parameters consists of one α value per redshift bin, so
that δψi = αitrue − 1, where we have noted that setting α = 1
sets the contribution to number density contrast fluctuations from
magnification identically zero, thus equivalent to fitting only using
the intrinsic clustering power spectrum. As previously, we choose
αtrue = 0.7. The same formalism calculates the bias in parameter
estimates arising from an incorrect estimation of α.
The columns of Tables 2 and 3 labelled with ∆ΩΛ and ∆w
show the bias on each dark energy parameter introduced by incor-
rectly fitting to the clustering analysis ignoring the flux magnifica-
tion contribution to the clustering power spectrum. We note that bi-
ases in cosmological parameters are reasonably robust to the survey
type. However as the S4 survey gives better constraints to parame-
ter values, biases in cosmological parameters are more significant
for the S4 survey type than for the S3 case.
For a clustering analysis using only auto correlations in red-
shift, we find that biases in all cosmological parameters from in-
correctly ignoring flux magnification are smaller than statistical er-
rors. The inclusion of cross–correlations in a clustering analysis in-
creases the size of bias on parameters, as the flux magnification
contribution to the power spectrum increases with more widely
separated redshift bins (see Fig. 5). As the induced parameter bi-
ases can be at least as large as the statistical errors, particularly
for the S4 survey, it is clear that whilst there is a significant in-
crease in the figure of merit for a clustering analysis by includ-
ing cross–correlations in redshift, this comes at the expense of in-
creased complexity as flux magnification must be accurately mea-
sured and modelled to avoid large biases in inferred cosmological
parameters.
Using the bias on ΩM, chosen as the most significant case for
AllCl and having a value of ∆ΩM = −0.39, we find that α must
be measured to within ∆α = 0.085 to ensure biases are smaller
than statistical errors for all parameters for an S3 survey. For a S4
survey, this becomes ∆α = 0.025. The value of α measured from
CFHTLenS data is known to within percent level precision at the
faint limit of the survey. However this statistical uncertainty does
not factor in expected systematic shifts in α due to selection bias,
completeness or other observational effects.
Provided these effects are small, biases in inferred parameters
should be smaller than statistical errors. However if these effects
cause percent level shifts in the measured value of α, a photometric
clustering analysis including redshift bin cross–correlations may
be significantly biased even if the flux magnification effect is mea-
sured and modelled. This could be partially mitigated if statistical
errors onα are propagated into cosmological parameter constraints,
causing a decrease in figure of merit.
A combined shear and clustering analysis (Sh+AllCl,
Sh+AutoCl) shows smaller biases than its clustering–only counter-
parts as the use of cosmic shear information, which is unaffected by
flux magnification, helps to constrain parameter values. However,
the further addition of galaxy–galaxy lensing, whose power spec-
trum includes a flux magnification contribution, causes a further in-
crease to parameter biases to values larger than statistical errors for
both the S3 and S4 survey types. We note that the bias on inferred
parameters for the combination of clustering auto–correlations with
cosmic shear and galaxy–galaxy lensing is of the same order of
magnitude as the bias when combined with clustering using all red-
shift bin combinations (Sh+AllCl+GGL). Therefore, whilst there is
an important improvement to the figure of merit when clustering
and galaxy–galaxy lensing is added to shear (Sh+AutoCl+GGL,
Sh+AllCl+GGL), as with the clustering–only case this comes at
the expense of increased complexity as flux magnification must
be accurately measured and modelled to avoid biasing inferred
parameters for both analyses. This suggests that all available in-
formation should be used to maximise the strength of parameter
constraints, and Sh+AllCl+GGL should be used in preference to
Sh+AutoCl+GGL as αwould need to be accurately measured in ei-
ther case. For the Sh+AllCl+GGL case, which shows the strongest
constraining power, the bias on ΩΛ is the most significant of all cos-
mological parameters, and using this value we find that α must be
measured to within ∆α = 0.13 for an S3 survey, and ∆α = 0.055
for an S4 survey to keep biases smaller than statistical errors on
each parameter.
4.6 The effect of cuts on non–linear scales
As detailed in Section 3.1, we impose cuts on `–modes of the data
vector where a significant part of the clustering signal is expected
to come from regions where the galaxy bias is non–linear, thus al-
lowing us to restrict our attention only the the linear regime where
galaxy bias can be modelled well. In the main body of this text,
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Table 2. Table showing how constraints on Dark Energy parameters (through FoMDE) vary as galaxy bias is perfectly known (fixed) or constrained with the
data (free) for an S4 survey. Columns labelled with α values in the header show FoMDE values. The last two columns show 1σ constraint for ΩΛ and w
when galaxy bias is free and taking α = 0.7. Columns labelled ∆ΩΛ and ∆w show bias on dark energy parameters, when flux magnification is neglected
(when α = 1 is incorrectly assumed). For each analysis considered in Table 1, results are presented for the case with no flux magnification (α = 1) and using
α = 0.7 as measured from CFHTLenS catalogues (Section 3.2).
S4 b fixed b free
α = 1 α = 0.7 α = 1 α = 0.7 σΩΛ ∆ΩΛ σw ∆w
AutoCl 582 621 12.4 12.4 0.34 0.026 0.56 0.045
AllCl 712 1965 30.1 39.5 0.15 0.69 0.29 0.77
GGL 161 260 49.0 84.0 0.11 -0.076 0.11 -0.044
AutoCl + GGL 5891 5976 719 736 0.033 -0.12 0.071 -0.50
AllCl + GGL 6964 7110 919 946 0.030 -0.2 0.062 -0.58
Sh 685 685 685 685 0.035 - 0.093 -
Sh + GGL 2134 2155 1324 1335 0.029 -0.12 0.067 -0.39
Sh + AutoCl 4896 5007 914 914 0.030 0.005 0.082 0.013
Sh + AllCl 5514 5634 1032 1040 0.028 -0.03 0.076 0.12
Sh + AutoCl + GGL 7046 7139 1927 1935 0.022 0.19 0.054 0.24
Sh + AllCl + GGL 8264 8426 2468 2505 0.020 0.11 0.046 0.13
Table 3. As Table 2, for an S3 survey.
S3 b fixed b free
α = 1 α = 0.7 α = 1 α = 0.7 σΩΛ ∆ΩΛ σw ∆w
AutoCl 44.5 47 0.87 0.86 1.32 0.02 2.16 0.033
AllCl 54.0 144 2.2 2.8 0.57 0.72 1.10 0.77
GGL 5.5 8.9 1.47 2.3 0.66 -0.028 0.65 -0.1
AutoCl + GGL 330 338 32.0 32.2 0.17 0.1 0.4 -0.086
AllCl + GGL 375 386 39.0 39.6 0.15 -0.024 0.35 -0.24
Sh 10.4 10.4 10.4 10.4 0.3 - 0.8 -
Sh + GGL 42.6 43.3 24.4 24.7 0.21 -0.17 0.46 -0.52
Sh+ AutoCl 273 281 18.3 18.3 0.22 0.0066 0.56 0.022
Sh + AllCl 314 322 21.5 21.8 0.20 -0.038 0.50 0.32
Sh + AutoCl + GGL 349 357 52.8 53.1 0.14 0.28 0.32 0.36
Sh + AllCl + GGL 399 410 64.1 65.3 0.13 0.14 0.28 0.20
we have assumed that cuts following the method laid out in Sec-
tion 3.1 with σR = 0.5 are adequate, as this gives a maximum
k–mode within the quasi–linear regime (see for example Cole et al.
2005, which shows only a few percent deviation from linear the-
ory on these scales). In this Section, we investigate how the re-
sults presented change with a change in σR, with particular em-
phasis on a more conservative cut using σR = 0.2, which gives
kmax = 0.1 h/Mpc at z = 0.
Fig. 12 shows how the dark energy figure of merit, FoMDE,
renormalised to its value when σR = 0.5, varies for a selection of
analyses that include number density information, as a function of
σR. Both clustering analyses, AutoCl and AllCl, depend strongly
on the scale set for non–linear cuts, with the figure of merit an or-
der of magnitude smaller when the more conservative σR = 0.2 is
used. It is notable that the behaviour of the FoM for both the Au-
toCl and AllCl cases are very similar, suggesting that most of the
improvement in FoM due to the inclusion of more non–linear scales
comes from the auto–correlations in number density, and particu-
larly the intrinsic clustering contribution. The information from a
galaxy–galaxy lensing (GGL) analysis depends less strongly on the
scale of non–linear cuts than either of the clustering–only analyses.
Finally, the full combined probe, Sh+AllCl+GGL, shows the weak-
est dependence on cuts on non–linear scales, as no cuts are applied
to the shear information. We note however that in all cases, more
conservative cuts give a noticeable change in the cosmological con-
straints for each analysis, as more conservative cuts discard more
information from which cosmology can be inferred. For the full
combined probe, choosing σR = 0.2 gives a reduction by a fac-
tor of ≈ 2 in the figure of merit compared to the less conservative
choice of σR = 0.5.
However, qualitatively the results presented in this text do not
change with the choice of either σR = 0.2 or 0.5. In particular, with
the more conservative `–cuts the magnification contribution to a
full combined analysis gives only sub–percent change to the figure
of merit for realistic choices of α, in agreement with the discussion
in Section 4.2. Further, conclusions on biases on inferred parame-
ters (Section 4.5) remain unchanged with either choice, however it
should be noted that biases on inferred parameters caused by ne-
glecting the magnification signal tend to be smaller with more con-
servative cuts due to the reduced constraining power of the clus-
tering and galaxy–galaxy lensing signal. Further, these biases are
usually less significant due to the increased statistical error on each
parameter when using more conservative `–cuts.
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Figure 12. Figure showing how the dark energy figure of merit FoMDE
varies as a function of σR, which sets maximum `–mode to be included
in a clustering or galaxy–galaxy lensing analysis. The method used to ap-
ply these cuts are defined in Section 3.1. The ordinate axis has been renor-
malised to the figure of merit value when σR = 0.5, the value used in the
main body of this text, for each analysis considered.
5 CONCLUSIONS
In this paper we have made forecasts for statistical errors on cosmo-
logical parameters from a cosmic shear analysis, and two types of
clustering analysis using photometric redshift information, includ-
ing flux magnification effects: one which contains information only
from correlating all redshift bins with themselves (auto); and one
where all redshift bin combinations are included, both in the pres-
ence of scatter due to photometric redshift errors. We considered
the gain from combining either clustering analysis with a cosmic
shear and/or galaxy–galaxy lensing, and investigated how inferred
cosmological parameters are biased when the flux magnification ef-
fect is neglected. The full list of experiments considered is given in
Table 1.
Using public CFHTLenS catalogues, we inferred a value for
the slope of the cumulative number counts, α, at the faint limit of
the survey to be α ≈ 0.7. Although cuts at brighter magnitude
limits can give a larger value of α, we find that the subsequent
removal of sources from our sample causes a decrease in signal–
to–noise ratio in all but the highest redshift bins where photometry
is least accurate.
For a Stage–IV type survey, the inclusion of all redshift corre-
lations in a clustering–only analysis can give significant improve-
ment to cosmological constraints, improving FoMDE by a factor
of 3.2 over a clustering analysis which uses only auto–correlations
in redshift. When combined with a shear analysis, clustering using
only the auto–correlations in tomographic redshift bins improves
the figure of merit for dark energy parameters ΩΛ,w0 (FoMDE)
by a factor of 1.33 over the shear–only case. Including cross–
correlations improves FoMDE by a factor of 1.51 over a shear–only
analysis. However if galaxy–galaxy lensing is also included this
increases to 3.7 when galaxy bias is unknown. In contrast, when
galaxy bias is perfectly known, the addition of clustering informa-
tion using all redshift bin correlations and galaxy–galaxy lensing
improves FoMDE by a factor of 12.3 over a shear–only analysis.
Whilst a non–zero flux magnification can cause a significant
improvement in constraints from a clustering–only analysis when
galaxy bias is free (giving an increase in figure of merit by a factor
of ∼ 1.3 for clustering using all redshift bin combinations, when
α = 0.7 compared to α = 1), the presence of a magnification
signal in the clustering data causes only a few percentage change
in parameter constraints from a joint clustering, shear and galaxy–
galaxy lensing analysis and does not significantly alter the precision
of results. However, if clustering cross–correlations in redshift or
galaxy–galaxy lensing are used as part of an analysis, the flux mag-
nification effect must be modelled and included to avoid inferred
parameter constraints being largely biased and inaccurate.
If flux magnification is incorrectly neglected, biases in in-
ferred cosmological parameters from clustering–only analysis
which includes cross–correlations in redshift can be many times
larger than statistical uncertainties for an S4 survey. For a com-
bined clustering, cosmic shear and galaxy–galaxy lensing analysis,
parameter biases can be larger than statistical uncertainties for an
S4 survey, and that there is little improvement in these biases when
clustering redshift cross–correlations are discarded. As there is sig-
nificant improvement in the statistical errors when clustering red-
shift cross–correlations are used in this type of analysis, we suggest
that these are included. This comprises the case where all available
information is used from number density contrast and ellipticity
measurements.
As the use of all available information in this way outper-
forms all other analyses (see Table 2) we suggest that given num-
ber density information and ellipticity measurements, the full com-
bined analysis which includes cosmic shear, galaxy–galaxy lensing
and clustering using all redshift bin combinations should be used
(Sh+AllCl+GGL in Table 2). When compared to a cosmic shear–
only analysis, this comes at the expense of increased complexity
due to the necessity to accurately measure and model flux magnifi-
cation to avoid causing these parameters to be biased. Alternatively,
the combination of cosmic shear and number density contrast red-
shift auto–correlations (Sh+AutoCl) shows the smallest bias in in-
ferred parameters when flux magnification is neglected, and thus
may reduce the complexity of the analysis at the expense of weaker
parameter constraints.
As well as the improvement in statistical errors that comes
from adding clustering measurements and galaxy–galaxy lensing
to cosmic shear, number density information gives an important
consistency check by allowing independent verification of inferred
parameter values using either number density contrast correlations,
or galaxy–galaxy lensing. As the information required for a photo-
metric clustering analysis is already taken as part of a shear survey,
this information is obtained without the need for further data, pro-
vided α can be accurately measured.
Code available at https://github.com/ChristopherAJDuncan/ClusteringShearComplementarity.
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APPENDIX A: THE GALAXY BIAS PRIOR –
NORMALISING THE LIKELIHOOD
We define the covariance matrix for the prior on Nz linear galaxy
bias parameters as in Equation (34). The covariance matrix then
takes the form C = σ2νR, where R is the matrix of correlation
parameters (ν) in Toeplitz form. Assuming the full likelihood for
the bias parameters is Gaussian, it then follows that
p(b¯)
p(0¯)
= e−
1
2
χ2 , (A1)
where b¯ labels the set of galaxy bias nuisance parameters, we have
renormalised to the likelihood when b¯ = 0¯ to remove any pre-
factors, and where
χ2 = bC−1bT =
Nz∑
ij
b2(C−1)ij , (A2)
along the line b1 = b2 = · · · = bNz ≡ b. From the definition of
the covariance matrix in Equation (34) it follows that
χ2 =
b2
σ2ν
n∑
ij
(R−1)ij =
b2
σ2ν
Nz∑
ij
[
Adj(R)
det(R)
]
ij
,
=
b2
σ2νdet(R)
Nz∑
ij
[Co(R)T]ij ,
=
b2
σ2νdet(R)
Nz∑
ij
[Co(R)]ij , (A3)
whereAdj(R) denotes the adjoint matrix ofR,Co(R) the matrix of
cofactors, defined as Co(R)ij = (−1)i+jMij , M the minor matrix
of determinants, and we have used the symmetry of R to note that
Co(R)T = Co(R).
By the symmetry of R, and the definition of the minor matrix
of determinants, the matrix of cofactors Co(R) satisfies
Co(R) =

x1 x2 0 0 · · · 0
x2 x3 x2 0 · · · 0
0 x2 x3 x2 · · · 0
...
. . .
...
0 · · · 0 0 x2 x1
 , (A4)
so that
n∑
ij
Co(R)ij = 2x1 + 2(Nz − 1)x2 + (Nz − 2)x3, (A5)
and det(R) = (1− ν2)Nz−1. Variable x1 is the determinant of the
Nz − 1 case of the matrix R, which we denote as det(R(Nz−1)).
The remaining factors can be calculated by noting that
Nz∑
j
RijCo(R)ij = det(R), (A6)
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so that
x2 =
1
ν
[det(R(Nz))− det(R(Nz−1))], (A7)
x3 = 2det(R(Nz−1))− det(R(Nz)). (A8)
Using Equations (A5) and (A3), we find that
χ2 =
b2
σ2ν
[
Nz − (Nz − 2)ν
1 + ν
]
. (A9)
It is clear then that if we keep σν constant as we change ν, χ2 at a
given point along the b1 = b2 = · · · = bNz = b line will vary with
ν causing a change in the volume of galaxy bias parameter space
probed by 1σ contours to also vary with the correlation strength.
We therefore normalise χ2 along bi = b by choosing σν such that
χ2ν = χ
2
ν=0 for all values of ν. Noting that by Pythagoras’ theorem
b = σ0/
√
Nz and requiring that σν(ν = 0) = σ0, we find that
σν = σ0
[
Nz − (Nz − 2)ν
Nz(1 + ν)
] 1
2
, (A10)
as stated in Equation (35).
APPENDIX B: AN ALTERNATIVE FISHER MATRIX
ANALYSIS FOR SH, ALLCL, AND SH+ALLCL+GGL
For the cases where we wish to use the full information for a given
probe, such as using ellipticity information, number over-density
or a combination of both over all redshift bins, we can alterna-
tively take the data vector to contain either ellipticity, number den-
sity contrast, or both. By definition, the data then have zero mean,
and the Fisher matrix elements for parameters labelled by η and τ ,
takes the form Tegmark, Taylor & Heavens (1997) as
Fητ =
∑
`r
`r∆`r∆Ω
4pi
Tr[C−1(`r)C,η(`r)C−1(`r)C,τ (`r)],
(B1)
where C is a matrix containing the covariance between all 1-point
estimators entering the data vector.
Using this formalism, the covariance matrix takes a simpler
form than for the formalism detailed in Section 2.2 . For exam-
ple, for the combination of a shear analysis with information from
clustering and magnification over all redshift bins, and including
galaxy-galaxy lensing (Sh+AllCl+GGL), the data vector takes the
form D(`) = {(1)(`), . . . , (Nz)(`), δn(1)(`), . . . , δn(Nz)(`)}
so that the covariance matrix takes block form
C(`) =
(
P(`) Pδn(`)
Pδn(`) Pδnδn(`)
)
, (B2)
with power spectra as defined in Equations (11 through 13).
The equivalence of both the above prescription and the pre-
scription set out in Section 2.2 is detailed in Joachimi, Taylor &
Kiessling (2011) when assuming Gaussian statistics. Results for the
Sh, AllCl and Sh+AllCl+GGL analyses were verified using both
methods for this paper.
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