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Abstract
A new reference design is introduced for holographic coherent diffraction imaging. This consists in two
references—“block” and “pinhole” shaped regions—placed adjacent to the imaging specimen. An efficient
recovery algorithm is provided for the resulting holographic phase retrieval problem, which is based on
solving a structured, overdetermined linear system. Analysis of the expected recovery error on noisy data,
which is contaminated by Poisson shot noise, shows that this simple modification synergizes the individual
references and hence leads to uniformly superior performance over single-reference schemes. Numerical
experiments on simulated data confirm the theoretical prediction, and the proposed dual-reference scheme
achieves a smaller recovery error than leading single-reference schemes.
1 Introduction
1.1 Holographic CDI and holographic phase retrieval
Coherent Diffraction Imaging (CDI) is a scientific imaging technique used for resolving nanoscale scientific
specimens, such as macroviruses, proteins, and crystals [2]. In CDI, a coherent radiation source (often an
X-ray beam) is incident on a specimen and gets diffracted. The resulting photon flux is then measured at
a far-field detector, and the measured data are approximately proportional to the squared magnitudes of
the Fourier transform of the wave field within the diffraction area. One can then determine the specimen’s
structure by solving the phase retrieval problem, the mathematical inverse problem of recovering a signal
from its squared Fourier magnitudes. The physical phase retrieval problem can be stated symbolically as
Given
∣∣X̂(ω)∣∣2 .= ∣∣∣∣∫
t∈T
X(t)e−i〈ω,t〉
∣∣∣∣2 for ω ∈ Ω
Recover X
, (1.1)
where T and Ω are the (possibly multidimensional) domains of the specimen and its Fourier transform,
respectively. Since the detectors used in practical CDI have only a finite number of pixels, and algorithmic
phase retrieval is often performed on digital computers, phase retrieval is frequently stated in the discrete
form: in Eq. (1.1), Ω and T are finite-size arrays and the Fourier transform is implemented as the discrete
Fourier transform. The discrete formulation is a reasonable proxy for the continuous formulation, as explained
in Section A. We adopt this direct discrete formulation in this paper.
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In a variant of CDI known as Holographic CDI, a “reference” portion of the diffraction area is a priori
known from experimental design (e.g. see Figs. 1 and 2). Typically, the reference portion is simply a geometric
shape cut out from the apparatus surrounding the specimen. The resulting inverse problem, in which a
portion of the signal to be recovered is already known, is the holographic phase retrieval problem.
Figure 1: Holographic CDI schematic. The upper portion of the diffraction area contains the imaging
specimen of interest, and the lower portion consists of a known “reference” shape. Image courtesy of [3].
For any reference choice satisfying mild assumptions, solving the holographic phase retrieval problem
amounts to solving a structured linear system [4]. However, different reference choices will lead to different
noise stability performances. Particularly, our previous work [4] revealed, both theoretically and empirically,
the relative merits of two popular references: the block reference RB (see Fig. 3a) performs favorably on data
with low-frequency dominant spectra, whereas the pinhole reference (see Fig. 3b) has an edge for data with
flat spectra. It is a natural question if the respectively advantages can be combined, and how.
Figure 2: Schematic of the diffraction area in Holographic CDI containing a specimen and a known
(single) reference portion. The specimen shown is the Mimivirus, courtesy of [5].
(a) (b)
Figure 3: Two popular choices for the reference R shown in Fig. 2 are the block reference (Fig. 3a) and the
pinhole reference (Fig. 3b).
2
1.2 Our contributions
In this paper, we answer the question in the affirmative and show that a simple augmentation of the block
and pinhole references actually works as desired. A recovery algorithm is adapted from the referenced
deconvolution algorithm introduced in [4]. Both theoretical (Section 3) and empirical (Section 4) results
confirm the effectiveness of the proposed augmentation scheme. From hindsight, this is still a bit surprising,
as the recovery error depends on the reference choice in a complicated manner; see Eq. (3.3).
1.3 A word on notation
We mostly use standard mathematical notations, with several special ones highlighted as below. Matlab
notations [A,B] and [A;B] are used to mean horizontal and vertical concatenation of matrices, respectively.
Similarly, notations such as A (k, :) and A (:, k) are used to index rows and columns of matrices, respectively.
We use ⊗ to denote the matrix Kronecker product.
2 Dual-reference design and recovery algorithm
2.1 Setup and algorithm
Definition 2.1. The block reference RB ∈ Rn×n and the pinhole reference RP ∈ Rn×n are defined respectively by
RB(t1, t2) = 1, t1, t2 ∈ {0, . . . , n− 1}, (2.1)
and
RP (t1, t2) =
{
1, t1 = t2 = n− 1
0, otherwise
. (2.2)
The two references are visualized in Fig. 3a and Fig. 3b, respectively. Suppose that X ∈ Cn×n is an
“unknown” specimen. Consider X ∈ C2n×2n given by:
X =
[
X RB
RP 0n×n
]
, (2.3)
where 0n×n is the n× n all-zero matrix. We assume that the magnitudes of the entries of X are within the
interval [0, 1]. By this convention, 0 values represent areas where the incoming beam is entirely blocked, and
1 values represent areas where the incoming beam passes through unimpeded—which would be “empty
space”.
Suppose that m ≥ 4n − 1 and that Y = |X̂ |2 ∈ Cm×m are the magnitudes of the m ×m oversampled
Fourier transform of X 1. We seek to recover X from Y˜ , which is a possibly noise-corrupted version of Y . We
propose a recovery algorithm based on solving a structured linear system, which is effectively the referenced
deconvolution algorithm introduced in [4] adapted to our current reference scheme.
1. Given Y˜ , apply an inverse Fourier transform (Cm×m 7→ C(4n−1)×(4n−1)) to obtain A˜X , the noisy au-
tocorrelation of X .2 This can be expressed as A˜X = 1m2F ∗Y˜ (F ∗)T , where F ∈ Cm×(4n−1) is given by
F (k, t) = e−2piikt/m ∀ (k, t) ∈ {0, . . . ,m− 1} × {−(2n− 1), . . . , 2n− 1}.
2. Let P1 = [0n×n, In,0n×(2n−1)] and P2 = [In,0n×(3n−1)]. It follows that absent noise, P1A˜XP>2 ∈ Rn×n
(resp., P2A˜XP>1 ∈ Rn×n) is equal to the top-left quadrant of the cross-correlation of X and RB (resp.,
X and RP ). We thus denote this as C˜[X,RB ] (resp., C˜

[X,RP ]
).
1Here, the absolute value notation on Y is understood in the pointwise sense. Also, we adopt the Matlab convention and assume the
zero-frequency component is on the top-left corner of the data matrix.
2It is well-known that the inverse Fourier transform of the Fourier transform (with sufficient oversampling) magnitude squares of a
signal is equal to the signal’s autocorrelation [6].
3
Figure 4: Schematic of the dual-reference. The red dotted line (added for illustration purposes) separates
the four quadrants of the setup, as described by Eq. (2.3). The specimen shown is the mimivirus, courtesy
of [5].
3. LetMRB (resp.,MRP )∈ Rn
2×n2 be thematrix satisfying vec(C[X,RB ]) = MRB vec(X) (resp., vec(C

[X,RP ]
) =
MRP vec(X)).3 It follows thatMRB = 1L ⊗ 1L, where 1L ∈ Rn×n is the lower-triangular matrix con-
sisting of all ones on and below the main diagonal, and thatMRP = In2 . LetM = [MRB ;MRP ] and
b = [vec(C˜[X,RB ]); vec(C˜

[X,RP ]
)]. The signal X is estimated as the solution to the least-squares problem
X˜ = arg min
X∈Cn×n
‖M vec(X)− b‖2 .
Analytically, this is given by
vec(X˜) = M†b = (MTM)−1MT b.
Combining these steps and the well-known identity that A = BCD ⇐⇒ vec(A) = (DT ⊗B) vec(C), we have
vec(X˜) = TRB,P vec(Y˜ ), (2.4)
where
TRB,P =
1
m2
M†
[P2F ∗ ⊗ P1F ∗
P1F ∗ ⊗ P2F ∗
]
. (2.5)
Note that X˜ is linear in Y˜ and the proposed algorithm recovers X exactly when there is no noise.
2.2 Computation
Recall thatM ∈ R2n2×n2 . Thus, taking the inverse Fourier transform and solving the above linear system
would cost O(n6 + m2 logm). Below, we show that for our specific M = [1L ⊗ 1L; In2 ], the cost can be
significantly lower when the structure inM is exploited. We need the following result to proceed.
Lemma 2.2 (Chapter 1 of [7]). Let 1L ∈ Rn×n be the lower triangular matrix with ones on and below the main
diagonal. The singular value decomposition 1L = UΣV T is such that for any s = 0, . . . , n− 1, U and V have columns
given by
U(t, s) =
1√
n
2 +
1
4
sin
{
(s+ 12 )(t+ 1)
n+ 12
pi
}
for t = 0, . . . , n− 1
3The cross-correlations are linear in X , and hence such MRB and MRP exist for the noiseless cross-correlations C[X,RB ] and
C
[X,RP ]
.
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V (t, s) =
1√
n
2 +
1
4
cos
{
(s+ 12 )(t+
1
2 )
n+ 12
pi
}
for t = 0, . . . , n− 1
respectively, and Σ has diagonal entries given by
σs =
[
2− 2 cos
(
s+ 12
n+ 12
pi
)]−1/2
.
SinceM = [1L ⊗ 1L; In2 ] and writing the SVD of 1L as 1L = UΣV > per Lemma 2.2, we have
M† =
[(
1>L ⊗ 1>L
)
(1L ⊗ 1L) + In2
]−1 [
1>L ⊗ 1>L , In2
]
=
[(
V ΣU> ⊗ V ΣU>) (UΣV > ⊗ UΣV >)+ In2]−1 [V ΣU> ⊗ V ΣU>, In2]
=
[(
V Σ2V >
)⊗ (V Σ2V >)+ In2]−1 [V ΣU> ⊗ V ΣU>, In2] (mixed product property4)
=
[
(V ⊗ V ) (Σ2 ⊗ Σ2) (V > ⊗ V >)+ In2]−1 [(V ⊗ V ) (Σ⊗ Σ) (U> ⊗ U>) , In2] .
Now that V ⊗ V is an orthogonal matrix, it follows[
(V ⊗ V ) (Σ2 ⊗ Σ2) (V > ⊗ V >)+ In2]−1 = (V ⊗ V ) (Σ2 ⊗ Σ2 + In2)−1 (V > ⊗ V >) .
Thus,
M† =
[
(V ⊗ V ) (Σ2 ⊗ Σ2 + In2)−1 (Σ⊗ Σ) (U> ⊗ U>) , (V ⊗ V ) (Σ2 ⊗ Σ2 + In2)−1 (V > ⊗ V >)] . (2.6)
By Eq. (2.5),
TRB,P =
1
m2
(V ⊗ V )
[(
Σ2 ⊗ Σ2 + In2
)−1
(Σ⊗ Σ) (U> ⊗ U>) (P2F ∗ ⊗ P1F ∗)
+
(
Σ2 ⊗ Σ2 + In2
)−1 (
V > ⊗ V >) (P1F ∗ ⊗ P2F ∗)]
=
1
m2
(V ⊗ V )
[(
Σ2 ⊗ Σ2 + In2
)−1
(Σ⊗ Σ) (U>P2F ∗ ⊗ U>P1F ∗)
+
(
Σ2 ⊗ Σ2 + In2
)−1 (
V >P1F ∗ ⊗ V >P2F ∗
)]
. (2.7)
For the final computation, we make repeated use of the property A = BCD ⇐⇒ vec (A) = (D> ⊗B) vec (C)
to obtain that
vec
(
X˜
)
= TRB,P vec
(
Y˜
)
=
1
m2
(V ⊗ V ) (Σ2 ⊗ Σ2 + In2)−1 [vec(ΣU>P1F ∗Y˜ FP>2 UΣ)+ vec(V >P2F ∗Y˜ FP>1 V )]︸ ︷︷ ︸
.
=vec(Q) for a Q∈Rn2×n2
=
1
m2
vec
(
V QV >
)
,
which obviously can be computed in O(n3 +m2 logm) time, as against O(n6 +m2 logm).
3 Analysis of the recovery error
For any data Y˜ following a known probability distribution, it follows from Eq. (2.4) that
E‖X˜ −X‖2F =
〈
T ∗RTR,E
[
vec
(
Y˜
)
− vec (Y )
] [
vec
(
Y˜
)
− vec (Y )
]∗〉
, (3.1)
4For any A,B and C,D of compatible dimensions, (A⊗B) (C ⊗D) = (AC)⊗ (BD).
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where ‖ · ‖2F denotes the Frobenius norm, and 〈·, ·〉 denotes the Frobenius inner product.
In CDI, measurements of photon flux at the detector are subject to quantum shot noise. This is due
to intrinsic quantum fluctuations which cannot be removed in any measurement system. The resulting
measurements follow the Poisson shot noise distribution given by
Y˜ ∼ind ‖Y ‖1
Np
Pois
( Np
‖Y ‖1
Y
)
, (3.2)
where Np is the expected (or nominal) number of photons reaching the detector, and ‖Y ‖1 is understood as
the `1 norm of a vectorized version of Y [8]. As derived in [4], under this model
E‖X˜ −X‖2F =
‖Y ‖1
Np
〈
SRB,P , Y
〉
, (3.3)
where
SRB,P = reshape
(
diag(T ∗RTR),m,m
)
, (3.4)
and reshape(·,m,m) is the columnwise vector-to-matrix reshaping operator.
In the recovery error Eq. (3.3), both Y and SRB,P depend on the references in use. Empirically, for low-
frequency dominant X (e.g., CDI specimens shown in Fig. 2 and Fig. 7), the spectrum of Y is similar to
that of X , up to small variations in the magnitudes; see Fig. 5. This stability property of spectrum can be
Figure 5: Top to bottom: squared magnitudes of the Fourier transform of the mimivirus [5] itself, and
that when the mimivirus is augmented with the block, pinhole, and dual-references, respectively (with
n = 64, andm = 1024). These four spectra exhibit similar low-frequency dominance, and have entries of
similar orders of magnitude.
formally established for the single-reference setup [X,R] (by expanding |[̂X,R]|2 [4]), and likewise for our
dual-reference setup. In contrast, the weighting factors in SR can vary by several orders of magnitude for
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(a) (b) (c)
(d)
Figure 6: The top row shows colormap plots of the weighting factors SR for the block, pinhole, and dual
references, respectively, when n = 64 andm = 1024. The bottom plot shows the three weighting factors
along the (four identical) bordering cross-sections of the colormap plots.
different reference schemes, as shown in Fig. 6. Hence, the influence of the reference scheme on the recovery
error is largely determined by SR.
We now derive an convenient analytical expression for SRB,P .
Proposition 3.1. For any k1, k2 ∈ {0, . . . ,m− 1}, SRB,P (k1, k2) is equal to
1
m4
n−1∑
r,s=0
∣∣∣∣ σrσsσ2rσ2s + 1u>r (P2F ∗) (:, k1)u>s (P1F ∗) (:, k2) + 1σ2rσ2s + 1v>r (P1F ∗) (:, k1)v>s (P2F ∗) (:, k2)
∣∣∣∣2 . (3.5)
Proof. From Eq. (3.4), SRB,P (k1, k2) = ‖T ′R(:,mk1 + k2)‖2 and thus we are interested in the squared column
norms of TR. Since V ⊗ V is an orthogonal matrix and the Euclidean norm is orthogonally invariant, by
Eq. (2.7), it is sufficient to consider the squared column norms of
T ′R =
1
m2
[(
Σ2 ⊗ Σ2 + In2
)−1
(Σ⊗ Σ) (U>P2F ∗ ⊗ U>P1F ∗)+ (Σ2 ⊗ Σ2 + In2)−1 (V >P1F ∗ ⊗ V >P2F ∗)] .
For any (k1, k2) ∈ {0, 1, . . . ,m− 1} × {0, 1, . . . ,m− 1} and the corresponding k = mk1 + k2,
‖T ′R(:, k)‖2
=
1
m4
n−1∑
r,s=0
∣∣∣∣ σrσsσ2rσ2s + 1 [U>P2F ∗] (r, k1) [U>P1F ∗] (s, k2) + 1σ2rσ2s + 1 [V >P1F ∗] (r, k1) [V >P2F ∗] (s, k2)
∣∣∣∣2
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=
1
m4
n−1∑
r,s=0
∣∣∣∣ σrσsσ2rσ2s + 1u>r (P2F ∗) (:, k1)u>s (P1F ∗) (:, k2) + 1σ2rσ2s + 1v>r (P1F ∗) (:, k1)v>s (P2F ∗) (:, k2)
∣∣∣∣2 ,
as claimed. 
In Fig. 6, we compare the SR’s for the single-reference setup (either the pinhole or the block reference),
with that of our dual-reference setup. For the single-reference setup [X,R], [4] showed that among three
reference choices, the block and pinhole references perform best for low-frequency dominant Y and flat-
spectrum Y , respectively. Surprisingly, rhe simple idea of including the two references simultaneously and
solving the resulting stacked linear system helps to combine the strengths. Indeed, as shown in Fig. 6, SRB,P
approximates the minimum of SRB and SRP uniformly over the entire frequency spectrum.
4 Numerical simulations
(a) (b) (c) (d) (e)
(f) (g) (h) (i)
Figure 7: CDI specimen images used for numerical simulations in Table 1. Shown are specimens of
influenza virus [9], stroma cells [9], mCherry proteins [10], 2-cell embryo [11], oocytes [11], S. pistillata
[12], in-cellular aragonite crystal[13], salmonella WT[14], and sifA salmonella strain [14], respectively.
For numerical evaluation of the proposed dual-reference scheme, we use images of 9 different specimens
from diverse sources: influenza virus [9], stroma cells [9], mCherry proteins [10], 2-cell embryo [11], oocytes
[11], S. pistillata [12], in-cellular aragonite crystal[13], salmonella WT[14], and sifA salmonella strain [14].
To set up, each image is resized to 64× 64, and the pixel values are normalized to [0, 1]. The oversampled
Fourier transform is taken to be of size 1024× 1024, and the collected noisy data Ŷ obeys the Poisson shot
noise model defined in Eq. (3.2). The nominal number of photons is set as Np = 1000× 10242.
We compare the proposed dual-reference design with the single-reference design studied in [4]. Specifi-
cally, we consider the configuration [X,R] with R being either the pinhole or the block reference. The images
are retrieved by the referenced deconvolution algorithm. We also report the performance of the classic hybrid
input output (HIO) algorithm on these images, with or without an augmented reference. Performance is
measured by the relative recovery error, defined as
ε
.
=
‖X − X̂‖2
‖X‖2 . (4.1)
The detailed recovery errors for the various schemes are tabulated in Table 1. It is evident that the
dual-reference scheme performs consistently better than other schemes.
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Table 1: Empirical and expected values (shown in brackets) for the relative squared errors ‖X˜ −
X‖2F / ‖X‖2F using various recovery methods. The methods are referenced deconvolution with a block,
pinhole, and dual-reference, as well as HIO with no reference (HIO(a)), with a block reference (HIO(b)),
and with a pinhole reference (HIO(c)). The error values are the reported values rescaled by 10−4. Test
images X of size 64 × 64 pixels are the mimivirus shown in Fig. 2, and the images shown in Fig. 7.
Simulated photon flux data is of size 1024× 1024, with Np = 1000(10242) (i.e. 1000 photons per pixel).
Image Block Ref. Pinhole Ref. Dual Ref. HIO (a) HIO (b) HIO (c)
Mimivirus 3.70 (3.79) 46.9 (63.8) 1.51 (1.45) 93.7 42.8 168.1
Influenza 18.7 (18.5) 50.7 (31.4) 4.64 (4.70) 695.7 219.6 401.1
Stroma cells 9.19 (8.91) 23.1 (44.1) 2.78 (2.63) 1607.0 110.8 2204.8
mCherry proteins 1.84 (1.84) 139.5 (131.5) 0.927 (0.908) 403.1 19.1 162.4
Embryo 6.30 (6.29) 54.2 (53.8) 2.62 (2.71) 642.4 140.9 672.5
Oocytes 7.01 (6.84) 44.1 (78.3) 2.66 (2.70) 883.1 96.9 895.5
S. pistallata 4.02 (3.93) 148.8 (83.7) 1.29 (1.31) 335.6 51.2 87.4
Aragonite 11.6 (11.5) 52.1 (34.6) 4.41 (4.41) 1767.3 181.7 971.1
Salmonella WT 9.07 (8.81) 44.3 (60.1) 3.33 (2.97) 708.0 189.8 389.0
sifA 7.27 (7.15) 42.6 (54.6) 2.82 (2.86) 1765.6 221.2 678.7
5 Conclusions
We have proposed a novel dual-reference scheme for holographic CDI, together with a recovery algorithm
which provides exact recovery in the noiseless setting. For data corrupted by Poisson shot noise, the dual-
reference combines the best features of the block and pinhole references. Numerical experiments on simulated
CDI data show the dual-reference scheme provides a smaller recovery error than the leading (single) reference
schemes.
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Appendices
A Connection between the continuous and discrete settings
The computational imaging literature often only describe the continuous formulation of CDI imaging, without
touching on the intrinsic discretization issue due to the finite-grid photon detector and computational
feasibility. For the sake of completeness, here we clarify the relevant issues. An exposition similar to
Section A.1 can also be found in Sec. 5.6 of [15].
A.1 Sampling at the detector
In CDI setup, suppose the detector is sufficiently far away from the specimen of interest so that the well
known Fraunhofer approximation applies. Denote the (electromagnetic) field transmitted through the specimen
as I (x, y) .= f(x, y, 0). Then, the field intensity at the far-field (i.e., z  0) detector can be approximated as
|f(x, y, z)|2 ≈ 1
λ2z2
|Î( x
λz
,
y
λz
)|2,
9
where λ is the wavelength of the electromagnetic radiation and Î is the continuous 2D Fourier transform of I :
Î(u, v) =
∫
R2
I(x, y)e−i2pi(ux+vy) dxdy.
The detector consists of an array of ∆×∆ square pixel areas, each of which counts the incident photons. Let
p, q index the 2D array of pixels. The radiation energy received at the (p, q)-th pixel area (p, q ∈ Z) is given by
τµ
λ2z2
∫
(x,y)∈[−∆/2,∆/2]2
∣∣∣∣Î (p∆ + xλz , q∆ + yλz
)∣∣∣∣2 dxdy,
where τ is the collection duration and µ is the detector quantum efficiency. When ∆ is sufficiently small, the
above integral can be well approximated by
∆2τµ
λ2z2
∣∣∣∣Î (p∆λz , q∆λz
)∣∣∣∣2 , (A.1)
which can be treated as the mean number of photons measured by the (p, q) pixel location in the collection
duration τ .
A.2 Continuous to discrete Fourier analysis
So measurements of CDI are effectively samples of the spectrum |Î |2 at discrete locations (p∆′, q∆′) for
p, q ∈ Z, where ∆′ .= ∆/ (λz). We will write these samples collectively as Y where Y [p, q] = |Î (p∆′, q∆′) |2.
In practice, phase retrieval is the problem of recovering the complex phases of Y , from Y and additional
knowledge about I .
Recovering these spectrum samples is crucial, as they can be used for recovering I itself. In practical
CDI, I is always compactly supported. Without loss of generality, we assume the support is [−B/2, B/2]×
[−B/2, B/2]. Since Î and I are related by 2D continuous Fourier transform, 2D sampling theorem (see, e.g.,
Chapter 2 of [16]) implies that whenever
∆
λz
≤ 1
B
⇐⇒ ∆ ≤ λz
B
, (A.2)
I can be recovered from samples Î (p∆′, q∆′) for all p, q ∈ Z via interpolation.
Performing continuous-time Fourier transform on Î (u, v)
∑
p,q∈Z δ (u− p∆′, v − q∆′) reduces to perform-
ing discrete-time Fourier transform (DTFT) on Î[p, q], where δ denotes the delta function, either 1D or 2D
depending on the context. Moreover, the samples of DTFT(Î[p, q]), i.e., samples of I , can be computed via
discrete Fourier transform. This serves as a high-level justification of our discrete formulation, and is also
well established in the digital signal processing literature.
Now we work out the quantitative details. The continuous-time (inverse) Fourier transform on the
sampled Î (u, v)
∑
p,q∈Z δ (u− p∆′, v − q∆′) is
J (x, y) =
∫
R2
Î (u, v)
∑
p,q∈Z
δ (u− p∆′, v − q∆′) ei2pi(ux+vy) dudv
=
∫
R2
∑
p,q∈Z
Î (p∆′, q∆′) δ (u− p∆′, v − q∆′) ei2pi(ux+vy) dudv
=
∑
p,q∈Z
Î (p∆′, q∆′)
∫
R2
δ (u− p∆′, v − q∆′) ei2pi(ux+vy) dudv
=
∑
p,q∈Z
Î (p∆′, q∆′) ei2pi(p∆
′x+q∆′y),
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where at the last step we used the sifting property of the δ function. We recognize that the last equation
represents the (exponential-conjugate) 2D discrete-time Fourier transform on the discrete sequence Î[p, q],
with the frequency axes rescaled by a factor 2pi∆′.
Practical detectors have only finite sizes. So we do not have access to the 2D discrete sequence Î[p, q], but
a truncated version ÎT [p, q] so that:
ÎT [p, q] =
{
Î[p, q] |p| ≤ D and |q| ≤ D
0 otherwise
,
where we assume the detector consists of (2D + 1) × (2D + 1) pixels. Thus, at best we can compute an
approximation J˜ to J :
J˜ (x, y) =
∑
p,q∈Z: |p|≤D,|q|≤D
Î (p∆′, q∆′) ei2pi(p∆
′x+q∆′y). (A.3)
When the spectrum Î decays sufficiently fast—which is often true in practice—and 2D + 1 (size of the
detector) is relatively large, ‖J − Ĵ‖L1 tends to be small. Taking the discrete Fourier transform on ÎT [p, q] (for
convenience, we take a less standard convention)
D∑
p=−D
D∑
q=−D
ÎT [p, q]e
i2pi(pn1+qn2)/(2D+1) (A.4)
obviously computes J˜ at locations
(
n1
(2D+1)∆′ ,
n2
(2D+1)∆′
)
for all n1, n2 ∈ Zwith |n1| ≤ D, |n2| ≤ D.
To sum up, when the sampling interval on the detector is sufficiently small (∆ ≤ λz/B) and the detector
contains sufficiently large number of pixels (i.e., D large), the discrete formulation for CDI is a reasonable
proxy to the continuous formulation. Particularly, recovering the phases of the frequency samples helps to
approximate the original field I at discrete sampled points.
A.3 Continuous vs. discrete signal recovery
In this subsection, we sketch the correspondence between the discrete signal recovered via the recovery algo-
rithm of this paper versus the continuous specimen signal. Firstly, we show that the discrete autocorrelation
obtained is (approximately) a sampled version of the continuous autocorrelation. Secondly, we discuss how
the discrete signal X recovered from the discrete autocorrelation approximates the continuous specimen
signal I .
Let AI denote the autocorrelation of I , i.e.,
AI(s, t) =
∫
R2
I(x, y)I(x− s, y − t) dxdy.
Thanks to the convolution theorem of Fourier transform,
|Î(u, v)|2 =
∫
R2
AI(x, y)e
−i2pi(ux+vy) dxdy,
i.e., squared Fourier magnitudes of I are the Fourier transform of AI .
As discussed above, sampling occurs at the detector. On one hand, due to the convolution theorem of
Fourier transform, ∫
R2
|Î (u, v) |2
∑
p,q∈Z
δ (u− p∆′, v − q∆′) ei2pi(ux+vy) dudv
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=∫
R2
|Î (u, v) |2ei2pi(ux+vy) dudv ∗∫
R2
∑
p,q∈Z
δ (u− p∆′, v − q∆′) ei2pi(ux+vy) dudv
= AI (x, y) ∗ 1
∆′2
∑
k,`∈Z
δ
(
x− k
∆′
, y − `
∆′
)
.
On the other hand, similar to the argument in Section A.2,∫
R2
|Î (u, v) |2
∑
p,q∈Z
δ (u− p∆′, v − q∆′) ei2pi(ux+vy) dudv =
∑
p,q∈Z
∣∣∣Î (p∆′, q∆′)∣∣∣2 ei2pi(p∆′x+q∆′y).
Thus,
AI (x, y) ∗ 1
∆′2
∑
k,`∈Z
δ
(
x− k
∆′
, y − `
∆′
)
=
∑
p,q∈Z
∣∣∣Î (p∆′, q∆′)∣∣∣2 ei2pi(p∆′x+q∆′y). (A.5)
For sanity check, both sides are spatially periodic with period (1/∆′, 1/∆′). Now since I is supported on
[−B/2, B/2]× [−B/2, B/2], AI is supported on [−B,B]× [−B,B]. So whenever
1
∆′
≥ 2B ⇐⇒ ∆
λz
≤ 1
2B
, (A.6)
there is no aliasing and we can focus on the region [−B,B]× [−B,B] which contains a scaled version of AI .
To account for the truncation effect, we again assume |Î (p∆′, q∆′) |2 gets truncated whenever |p| > D or
|q| > D for a certain D ∈ N. Then, taking the discrete Fourier transform on the truncated sequence, i.e.,
D∑
p=−D
D∑
q=−D
∣∣∣Î (p∆′, q∆′)∣∣∣2 ei2pi(pn1+qn2)/(2D+1) (A.7)
approximates the values ofAI at locations
(
n1
(2D+1)∆′ ,
n2
(2D+1)∆′
)
for all n1, n2 ∈ Zwith |n1| ≤ D and |n2| ≤ D.
Having obtained an (approximate) sampled version of the continuous autocorrelation, the relationship
between the corresponding discrete signal X and the continuous specimen signal exactly corresponds to
the midpoint rule approximation of an integral (e.g. see [17]). Specifically, it was shown in [4] that the
relationship between X and A[X,R] that governs signal recovery is given by:
A[X,R] (s1,−n+ s2) =
n−1∑
t1=0
n−1∑
t2=0
X (t1, t2)R (t1 − s1, t2 − s2), (A.8)
for s1, s2 ∈ {−(n− 1), . . . , 0} (see Eq. 2.10 of [4] for this exact setup). Now consider the continuous coun-
terpart (with analogous notational conventions), i.e. a continuous specimen and reference composite given
by [X,R] ∈ [0, B] × [0, 2B]. The continuous partial autocorrelation can analogously be derived using the
procedure in [4], and is given by:
A[X,R] (s1,−B + s2) =
B∫
t1=0
B∫
t2=0
X (t1, t2)R (t1 − s1, t2 − s2), (A.9)
for s1, s2 ∈ [−B, 0]. The points of the discrete X in Eq. (A.8) serve to approximate the continuous expression
in Eq. (A.9) via the midpoint rule approximation for integration (up to a scaling factor). Thus, in the limit that
the number of points on X in the summation Eq. (A.8) approaches a continuum, the discrete and continous
counterparts of X exactly coincide.
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