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A través de la introducción emprenderemos el inicio dando a conocer la motivación
del trabajo así como los objetivos que se pretenden conseguir mediante su desarrollo,
expresando en el alcance la utilidad real de nuestro sistema.
De forma posterior, a través de la visión general sintetizaremos el contenido del
documento describiendo brevemente en qué radica cada sección. El glosario de acró-
nimos y definiciones necesarios para comprender el trabajo completarán el apartado.
1.1. Motivación
La contaminación atmosférica de las ciudades se ha convertido en un grave pro-
blema para la salud, siendo responsable del origen y agravamiento de enfermedades
pulmonares y cardíacas. Según estimaciones de la Organización Mundial de la Salud
(OMS) [11] la contaminación del aire exterior e interior provocan más de siete millo-
nes de muertes de forma prematura. Lo cual hace que la polución se convierta en uno
de los mayores riesgos sanitarios mundiales, comparable con los riesgos producidos
por la adicción al tabaco.
Actualmente la sociedad es consciente del alto grado de contaminación atmosférica
existente, así como de las muchas medidas que se pueden aplicar para intentar com-
batirla y reducirla. Es un problema que no podemos solucionar de forma individual,
si no que necesita una implicación común para su reducción. Lo que sí podemos
controlar de forma directa es la calidad del aire que respiramos en entornos aislados
del exterior. Es vital mantener la buena calidad del aire en aquellos lugares donde
pasamos la mayor parte de nuestro tiempo, es decir, hogares y edificios que hacen
las funciones de vivienda o lugar de trabajo.
La mala calidad del aire en interiores tiene un mayor efecto sobre niños y mayo-
res, así como en personas con afecciones respiratorias o cardíacas, por lo tanto se
convierte en un elemento clave cuyo seguimiento y control se hace indispensable,
puesto que las concentraciones de contaminantes en el aire interior suelen ser de la
misma magnitud que las encontradas en el aire exterior.
Así pues, en este Trabajo de Fin de Grado (TFG) se propone y desarrolla un
sistema autónomo que permite detectar automáticamente y en tiempo real diferentes
niveles de calidad del aire interior que pueden ser perjudiciales para el usuario en
función del grupo de riesgo al que pertenezca (personas especialmente sensibles,
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con problemas cardíacos, padecedoras de enfermedades pulmonares, etc.). Para ello,
será necesaria la constante monitorización de la calidad del aire que, junto con la
aplicación de patrones de eventos a los datos capturados nos permitirán detectar
niveles de calidad no adecuados y así, mediante el uso de dispositivos domóticos,
ejercer control sobre sistemas de acondicionamiento de aire para ajustarlo a niveles
adecuados.
1.2. Objetivos
Los cimientos de este TFG se constituyen con la monitorización de la calidad del
aire en tiempo real y son en los que se apoya el objetivo principal, el cual radica en
proporcionar información útil al usuario de forma persistente y adecuar la calidad
del aire interior a determinados grupos de riesgo mediante el uso de tecnologías
aplicada al hogar.
Para llevar a cabo este propósito, se ideará una arquitectura software que integre
tanto las arquitecturas orientadas a servicios o Service-Oriented Architecture (SOA)
como el procesamiento de eventos complejos o Complex Event Processing (CEP),
cuyas principales funcionalidades ayudarán a cumplir los siguientes objetivos:
1. Realizar la monitorización de la calidad del aire en tiempo real. Para ello,
se hará uso de una placa hardware provista de microcontrolador y sensores
específicos capaces de medir diferentes elementos que determinan la calidad
del aire.
2. Enviar y almacenar los datos capturados en un servidor público, con el propó-
sito de facilitar al usuario el acceso y consulta de éstos en cualquier momento
de forma cómoda.
3. Aplicar la tecnología CEP a los datos almacenados mediante la creación de
patrones de eventos específicos.
4. Mantener al usuario informado en todo momento a través de la generación de
alertas en forma de correo electrónico cuando se detecten eventos en los que
los niveles de la calidad del aire sean críticos para determinados grupos de
personas.
5. Control de elementos domóticos con capacidad de activar automáticamente
cualquier dispositivo capaz de adecuar la calidad del aire al nivel requerido




El sistema creado pretende ser destinado a usuarios particulares, empresas e insti-
tuciones que necesiten un dispositivo capaz de mantener niveles de calidad del aire
adecuados atendiendo a las necesidades concretas de sus usuarios.
La mala calidad del aire interior influye en el estado de salud de las personas y
puede manifestarse en forma de diversos síntomas agudos y crónicos, así como en
enfermedades específicas. Por lo tanto, este sistema es idóneo en lugares en los que
los usuarios pasan cantidades de tiempo significativas, tales como hogares, escuelas,
oficinas, etc., donde mantener niveles de calidad del aire apropiados es vital.
Al utilizar el sistema una placa con microcontrolador embebido y un ordenador
de placa reducida cuyos consumos energéticos son muy reducidos, junto a la capa-
cidad de automatizar la activación de sistemas de acondicionamiento del aire, se
convierte en una opción muy interesante para aquellos usuarios que velen por el
gasto de electricidad desentendiéndose de tener todo el día encendido uno o varios
electrodomésticos para mantener una buena calidad del aire.
1.4. Visión general
En el siguiente capítulo trataremos el estado del arte en el que mencionaremos las
tecnologías y aplicaciones que se utilizarán durante la elaboración del TFG.
Posteriormente nos centraremos en el desarrollo del calendario que se ha seguido,
en el que se detallan las fases y en el que además se incluye un diagrama de Gantt
que facilitará la visualización de la duración de éstas.
Tras ello, se realiza una descripción general del trabajo y de las tecnologías que se
han usado en él.
A continuación se describe de forma detallada todo el proceso que se ha seguido
para la creación del sistema. Para ello, procedemos a realizar un análisis del sistema
con el que lograremos comprender mejor su funcionamiento. En el diseño del sistema
veremos cómo se han integrado todos los elementos realizando una división entre la
arquitectura física y la arquitectura lógica. Para finalizar realizaremos un recorrido
por aquellas partes más destacadas de la implementación para conocer a un nivel
más bajo el funcionamiento de la aplicación desarrollada así como la codificación de
los dispositivos.
Le seguirán las conclusiones obtenidas con este trabajo, el trabajo futuro y agra-
decimientos a aquellas personas que han colaborado en la elaboración de éste.
Los manuales de instalación y los manuales destinados tanto al usuario final como
al desarrollador darán por finalizada la documentación del trabajo.
Por último, se mostrará la bibliografía utilizada que ha sido de gran ayuda y




El glosario comprende el significado de los diferentes acrónimos empleados, así
como la definición de los términos propios utilizados en la redacción de la documen-
tación del TFG.
1.5.1. Acrónimos
API Application Programming Interface
AQI Air Quality Index
ARM Acorn Risc Machine
CEP Complex Event Processing
DNS Domain Name System
DDNS Dynamic Domain Name System
EDA Event Driven Architecture
EEPROM Electrically Erasable Programmable Read-Only Memory
EPL Event Processing Language
ESB Enterprise Service Bus
FTP File Transfer Protocol
HTTP Hypertext Transfer Protocol
IDE Integrated Development Environment
IMAP Internet Message Access Protocol
IP Internet Protocol
IoT Internet of Things
ISP Internet Service Provider
JDBC Java Database Connectivity
JDK Java Development Kit
JMS Java Message Service
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JSON JavaScript Object Notation
JVM Java Virtual Machine
TI Tecnología de la Información
TFC Trabajo Fin de Carrera
TFG Trabajo Fin de Grado
OMS Organización Mundial de la Salud
POJO Plain Old Java Object
SBC Single Board Computer
SDK Software Development Kit
SMTP Simple Mail Transfer Protocol
SOA Service-oriented architecture
SoC System on a Chip
SQL Structured Query Language
SSH Secure SHell
SSID Service Set IDentifier
UCA Universidad de Cádiz
USB Universal Serial Bus
WS-BPEL Web Services Business Process Execution Language




Captura de datos Conjunto de datos indivisible conformados por los elementos
configurados y algunos datos adicionales del canal donde son almacenados;
estos son descargados de un servidor externo.
Calidad aire interior Término con el que nos referimos a la calidad del aire dentro
de edificios y estructuras, especialmente en lo que se relaciona con la salud y
el confort de los ocupantes del edificio.
Enfermedad cardíaca También conocida como enfermedad cardiovascular, es una
enfermedad consistente en problemas con el corazón y los vasos sanguíneos.
Enfermedad pulmonar Enfermedad que provoca cualquier problema en los pulmo-
nes que impide que éstos trabajen apropiadamente. Existen tres tipos princi-
pales de enfermedad pulmonar: enfermedades de las vías respiratorias, enfer-
medades del tejido pulmonar y enfermedades de la circulación pulmonar.
EPL Es un lenguaje declarativo para tratar datos de eventos basados en tiempos de
alta frecuencia. Análisis de flujos SQL (Structured Query Language) es otro
término usado comúnmente para esta tecnología.
Evento Objeto que representa o registra una actividad que está ocurriendo, o se
considera que está ocurriendo.
Evento complejo Un evento que es una abstracción de otros eventos.
Flujo de eventos Un flujo de eventos es una secuencia lineal ordenada de eventos
que ocurren dentro de una ventana de tiempo determinada.
Patrón de evento Condición o condiciones que han de producirse para detectar un
evento complejo a partir de eventos simples.
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A continuación se realizará un recorrido por las tecnologías que se han usado en
nuestro proyecto, explicando en qué consisten y justificando su utilización.
2.1. Arquitectura Orientada a Servicios
SOA [9, 67, 76] ha despertado un gran interés y se posiciona como arquitectura
preferida, ya que supone un paso adelante en cuanto agilidad y eficiencia, permi-
tiendo a las organizaciones unir los objetivos de negocio con la infraestructura de
Tecnología de la Información (TI) [36] mediante la integración de los datos y la
lógica de negocio.
Los sistemas informáticos tradicionales estaban organizados formando bloques en
los que se encontraban tanto los procesos de negocio como sus funciones automati-
zadas; sin embargo la adaptación a las nuevas necesidades del mercado supone un
gran coste tanto temporal como económico para las empresas. Por ello, es necesario
poseer la capacidad de combinar distintos componentes del sistema, y es aquí donde
entra en escena la arquitectura SOA.
SOA es una arquitectura que surge con el objetivo de estructurar las aplicaciones
de negocio y la tecnología para proporcionar una respuesta rápida a las demandas
del mercado mediante la separación de los procesos de negocio de las funciones au-
tomatizadas que se encontraban en los sistemas informáticos tradicionales, creando
de esta manera sistemas en los que los servicios pueden reutilizarse y compartirse
aprovechando las ventajas de un entorno con un reducido acoplamiento.
SOA establece las bases que garantizan un negocio liviano, lo cual es fundamen-
tal teniendo en cuenta la gran cantidad de competencia existente. Esto se logra a
partir de una fácil adición, modificación y optimización de los procesos de negocio
mediante la explotación de la correlación de servicios, permitiendo la independencia
y comunicación entre tecnologías: sistema operativo, lenguaje, características de los
equipos, etc.
A través de SOA se sigue el paradigma descubrir, ligar e invocar en el que un
consumidor de servicios intenta localizar un servicio que cumpla con una serie de
criterios. Si el servicio existe, se proporciona una interfaz de contrato y la dirección de
servicio proveedor. Cada entidad puede tomar uno de los tres roles que a continuación
se describen:
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Un consumidor de servicios que solicita una determinada funcionalidad pro-
porcionada por un servicio.
Un proveedor de servicios que acepta y ejecuta consultas de consumidores.
Un registro de servicios que se encarga de hacer posible el descubrimiento de
servicios.
Entre los beneficios de utilizar este tipo de arquitectura podemos encontrar una me-
jora en la agilidad y flexibilidad de las organizaciones, personalización masiva de las
tecnologías de la información, simplificación del desarrollo de soluciones mediante el
uso de estándares, separación de los sistemas de los cambios realizados por diferen-
tes partes de la organización haciendo uso de servicios y utilización de los procesos
de negocio como lenguaje común para intentar unir la visión del negocio y la de
sistemas [4].
Por otro lado, no todo son ventajas en esta arquitectura, y es que a pesar de re-
solver muchos problemas de integración, su uso no permite una gestión de eventos
en tiempo real. Por lo tanto, no sería una arquitectura válida para nuestro proyecto,
en el que se estará constantemente produciendo, consumiendo, analizando y detec-
tando determinados tipos de eventos. Es aquí donde surge SOA 2.0, arquitectura
también conocida como Event-Driven SOA, Advanced SOA, o Next Generation SOA
concebida como una combinación entre SOA y EDA [62, 63].
2.2. Arquitectura Dirigida por Eventos
Antes de dar a conocer las bases de este tipo de arquitectura es necesario entender
en primer lugar qué es un evento. Conocemos como evento a un hecho relevante
que ocurre o puede llegar a ocurrir dentro o fuera del negocio y que podría llegar a
afectar a alguna acción, como por ejemplo la invocación de un servicio o la iniciación
de un proceso. A menudo, con el término evento podemos referirnos tanto a la
especificación o definición del evento como a cada ocurrencia o instancia de éste.
La arquitectura dirigida por eventos o Event-Driven Architecture (EDA) [8, 66, 81]
es un patrón de arquitectura de software el cual promueve la producción, detección,
consumo y reacción a eventos. Puede ser aplicado en sistemas y aplicaciones que
transmitan eventos entre componentes con un acoplamiento bajo. Generalmente
esta arquitectura está compuesta por agentes, que son los emisores de los eventos y
consumidores, que se encargan de reaccionar ante dichos eventos cuando estos están
vigentes. Estas reacciones pueden suponer la invocación de un servicio, iniciación de
un proceso de negocio, notificación directa a otros sistemas o humanos, generación
de un nuevo evento, entre otros, aunque no sólo se limita a estas acciones.
Una vez conocido el funcionamiento base de esta arquitectura, pasamos a describir
los tres estilos que podemos encontrar a la hora de procesar los eventos:
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Procesamiento de Eventos Simples. Se produce la ocurrencia de un evento
relevante o simple, es decir, un evento que no representa a otro conjunto de
eventos. Cada evento es procesado de manera independiente y éste puede ini-
ciar una o varias acciones. En algunos lugares podemos encontrar que no es
reconocido como un tipo concreto de procesamiento.
Procesamiento de Flujos de Eventos. Tienen lugar tanto eventos ordinarios
como eventos relevantes. Los eventos ordinarios son examinados y transmi-
tidos a los suscriptores. Este tipo de procesamiento se utiliza normalmente
para conducir flujos de información en tiempo real alrededor de la empresa
permitiendo la toma de decisiones casi de forma inmediata.
Procesamiento de Eventos Complejos. Un evento complejo es un evento que
representa un conjunto de otros eventos. Pueden tratarse tanto de eventos re-
levantes como de ordinarios y pueden ocurrir durante un período de tiempo
determinado. El procesamiento de eventos complejos se ocupa de la evaluación
de un conjunto de eventos con el fin de detectar una situación significativa pa-
ra el negocio. La correlación de eventos puede ser casual, temporal o espacial.
CEP requiere el empleo de sofisticados intérpretes de eventos, definiciones de
patrones de eventos y la correlación de técnicas. Normalmente CEP se utiliza
para detectar y responder ante anomalías del negocio, amenazas y oportuni-
dades.
En nuestro proyecto la arquitectura EDA pasa por complementar a la perfección la
arquitectura SOA. De hecho el uso de CEP nos permitirá procesar una vasta can-
tidad de eventos relacionados con la calidad del aire interior, detectando en tiempo
real aquellas situaciones en las que se sobrepasen límites en los que los valores de un
determinado elemento separan la inocuidad y nocividad de la calidad del aire [74].
Por lo tanto, y tal como se ha explicado anteriormente, la idoneidad de la solución
necesaria en nuestro proyecto se justifica al utilizar la convergencia entre estos dos
tipos de arquitecturas, conocida como SOA 2.0. Este recurso nos permitirá inter-
cambiar información entre las entidades que conforman nuestro ecosistema además
de poder publicar y recibir notificaciones de eventos procedentes de un servicio, así
como invocar servicios mediante eventos.
2.3. Procesamiento de Eventos Complejos
El nacimiento de nuevas tecnologías como CEP [31, 39, 82] han dado solución
a problemas que no la tenían debido a su mayor complejidad, y que seguían un
procesamiento de eventos tradicional en los que las consultas a bases de datos eran
constantes.
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Indicado para arquitecturas en las que se requiera una baja latencia, mediante
CEP podemos analizar, correlacionar, y resumir eventos de bajo nivel en eventos de
más alto nivel de forma adecuada para poder provocar una reacción en el sistema
y dar inicio a procesos automáticos o informar a personas, sucesos que se darán en
nuestro proyecto de forma simultánea.
Como ya se ha definido anteriormente, un evento complejo se considera como el
evento resultante del acaecimiento de varios eventos. Pero además de conocer en qué
consiste un evento, debemos tener en cuenta el concepto de flujo de eventos, que
no es más que una secuencia lineal ordenada de eventos que ocurren dentro de una
ventana de tiempo determinada. En la Figura 2.1 (extraída de [12]) se muestran de
forma visual estos conceptos.
El motor CEP se encarga de procesar flujos de eventos, filtrando aquellos even-
tos irrelevantes para, de esta forma, reducir el conjunto de datos de entrada, pues
normalmente el volumen de datos es muy elevado. Por lo tanto, aplicando la lógica,
es indispensable reducir el tiempo de procesamiento todo lo posible debido a que
nuestro sistema deberá desencadenar acciones en tiempo real, es decir, detectado un
evento, se debe proporcionar una respuesta a esa detección casi de forma inmediata.
En nuestro sistema esta cualidad adquirirá gran importancia, pues deberemos ini-
ciar automáticamente el electrodoméstico apropiado para acondicionar en el menor
tiempo posible la calidad del aire interior a los usuarios cuando se detecte que uno o
varios agentes superan niveles considerados nocivos para la salud de estos usuarios.
Otra de las características destacables es la escalabilidad que nos ofrece esta tecno-
logía, pues nos beneficiaremos de ella para poder agregar al flujo de eventos nuevos
tipos de eventos a partir de la definición de nuevos patrones de eventos que se ade-
cuen a las necesidades de los usuarios del sistema.
Esper
Esper [21] es el motor CEP que hemos utilizado en nuestro trabajo para el pro-
cesamiento de eventos complejos. Esper nos permite detectar aquellas situaciones
que pueden ser identificadas mediante la definición de patrones específicos, haciendo
posible de esta manera la toma de determinadas decisiones en nuestro sistema de
acuerdo al patrón detectado.
Como se ha mencionado en el apartado anterior, un motor CEP debe ser capaz
de procesar un gran volumen de eventos, expectativas que cumple perfectamente
Esper. Aunque también existen otras alternativas que implementan la tecnología
CEP como Apache Spark [6] y Oracle Stream Explorer [50], al estar Esper basada
en Java y ser distribuida como software libre es ideal para los requerimientos de
nuestro trabajo. A continuación se exponen las principales ventajas de la utilización
del motor Esper [21]:
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Figura 2.1. Representación visual de evento, flujo y CEP
Simple, pero potente: Está basada en el modelo de programación POJO y
permite la utilización de una API para que cualquier desarrollador Java pue-
da mejorar una aplicación existente mediante la utilización de contenedores
ligeros, técnicas de programación orientada a objetos, gestión de documentos
XML y consulta de objetos Java como valores en un map de eventos.
Capacidad de integración en arquitecturas existentes: Esper puede ser inte-
grado en arquitecturas Java existentes como servidores de aplicaciones Java
o Bus de Servicios Empresariales, también conocido como Enterprise Service
Bus (ESB). En nuestro caso la integración con un ESB es perfecta.
El Open Source como motor: Como se ha mencionado anteriormente, Esper
está siendo desarrollado bajo la licencia GPL GNU v2.0 y siguiendo un proceso
comunitario que asegura que las características sean discutidas de acuerdo a
las necesidades y retroalimentación de los usuarios.
El diseño de patrones de eventos requiere realizar filtrados, agregaciones, uniones y
otras funciones características de CEP como el uso de ventanas temporales. Para
ello Esper proporciona un lenguaje de procesado de eventos o Event Processing Lan-
guaje (EPL), el cual se asemeja bastante a la sintaxis de SQL, como se puede intuir
a partir de las operaciones listadas. A través de EPL podremos definir patrones de
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eventos que serán agregados al motor Esper y que éste evaluará de forma constan-
te comparándolos con la incesante recepción de eventos, realizando posteriormente
un filtrado de aquellos que disten de nuestro interés. De forma aplicada a nuestro
trabajo, los eventos representarán los niveles de concentración de los elementos que
constituyen la calidad del aire. Mediante el motor Esper, en el momento en el que
un evento sea identificado a través de un patrón ya definido, éste será retenido y
comparado posteriormente con patrones de orden superior, notificando al usuario
inmediatamente de su detección.
Con Esper podremos utilizar una gran variedad de formatos como JavaBeans,
documentos XML, clases heredadas y mapas para representar estructura de datos
clave/valor, siendo el último la representación que utilizaremos para implementar la
entrada de eventos así como la salida.
2.4. Bus de Servicios Empresarial
El Bus de Servicios de Empresa o Enterprise Service Bus (ESB) [70, 78, 80] es
una arquitectura que proporciona un conjunto de reglas y normas y que responde
a eventos. Su origen tuvo lugar a partir de la necesidad de reducir al máximo las
comunicaciones punto a punto, pues tienden a ser frágiles. El elemento principal de
esta tecnología es el concepto de bus, el cual actúa como divisor de mensajes entre
las aplicaciones, proporcionando la capacidad de integrar diferentes aplicaciones es-
tableciendo una comunicación entre ellas para el intercambio de información, todo
esto de forma totalmente invisible para los usuarios, permitiendo la comunicación
entre sistemas sin introducir dependencias entre ellos.
En el momento de establecer una comunicación entre los proveedores de servicios
y los consumidores se utilizan endpoints que sirven para identificarlos. Cuando un
consumidor tiene la necesidad de interactuar con un servicio se envía un mensaje
al endpoint de ese servicio. En el momento de ofrecer el productor una respuesta se
envía un mensaje al endpoint que identifica al consumidor que lo solicitó. Para ello
se establece un modelo de mensajes en el que se define un conjunto de mensajes nor-
malizados que permiten al ESB enviar y recibir información, aunque normalmente
será el propio ESB el que tenga que transformar el mensaje a un formato que la
aplicación pueda interpretar mediante el uso de un adaptador de software.
Por lo tanto el uso de ESB es recomendado cuando queremos obtener agilidad
y escalabilidad en los negocios, pues se hace indispensable cuando necesitamos in-
tegrar tres o más servicios para intercambiar mensajes entre ellos sin que el coste
del desarrollo se dispare. Hablamos de más de tres servicios, ya que para establecer
una comunicación entre dos servicios es más fácil y efectivo crear una comunicación
punto a punto. Otro de los puntos fuertes y que lo hace muy imprescindible es que
existen una gran cantidad de componentes y adaptadores predefinidos que permi-
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ten la integración de nuevas o ya existentes aplicaciones las cuales usarán distintas
tecnologías y protocolos como Hypertext Transfer Protocol (HTTP), File Transfer
Protocol (FTP), Internet Message Access Protocol (IMAP), Simple Object Access
Protocol (SOAP) que pueden estandarizarse en un único protocolo como SOAP,
siendo ESB el que realice la transformación necesaria, todo ello teniendo como prin-
cipio el desacople de estos.
En la Figura 2.2 (extraída de [19]) podemos observar de forma gráfica una repre-
sentación de ESB en el que interactúan varios productores, consumidores, se utilizan
distintas tecnologías y se produce intercambio de mensajes entre aplicaciones.
En el Cuadro 2.2 podemos ver un resumen con las principales características [80]
que toda herramienta ESB debería proporcionar.
Figura 2.2. Representación visual de ESB
Mule ESB
Mule ESB [71] está basado en Java y es un bus de servicios de empresa y una plata-
forma de integración que permite a los desarrolladores conectar múltiples aplicacio-
nes de forma conjunta permitiendo el intercambio de mensajes entre ellas. Facilita
la integración de sistemas ya existentes independientemente de las tecnologías que
las aplicaciones usen, incluyendo Java Message Service (JMS), Web Services, Java
Database Connectivity (JDBC), HTTP, etc.
Como ya hemos visto, la principal ventaja que de un ESB es la de permitir que
diferentes aplicaciones se comuniquen unas con otras actuando como un sistema
de transporte de datos entre éstas. Algunas de las características que incluye este
producto son:
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Creación y alojamiento de servicios: Publicar y almacenar servicios reutiliza-
bles usando Mule ESB para ser consumidos por otras aplicaciones de forma
que los hagan reutilizables.
Mediación entre servicios: Permite proteger los servicios de formatos y proto-
colos, separar la lógica de negocio y permitir que las llamadas a los servicios
sean independientes de la ubicación.
Encaminado de mensajes: Encaminar, filtrar, agregar y reordenar mensajes
basados en contenido y reglas.
Transformación de datos: Intercambio de datos a través de una gran variedad
de formatos y protocolos de transporte.
En la Figura 2.3 podemos observar un esquema para entender mejor cómo funciona
este producto que será el utilizado en nuestro proyecto debido al amplio conocimiento
que ya poseemos de él. Observamos cómo podemos interconectar diferentes procesos
de negocio a través de los conectores proporcionados por Mule para conseguir una
integración transparente entre ellos a la vez que se mantienen desacoplados. El resul-
tado es la creación de una aplicación que en nuestro trabajo llamaremos aplicación
Mule.
Mule ESB, o mejor dicho, cualquier ESB ofrece una verdadera utilidad en esce-
narios en los que necesitamos integrar al menos 3 aplicaciones, siendo también muy
indicado en situaciones en los que se requiere flexibilidad, robustez y escalabilidad.
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Figura 2.3. Mule ESB
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Característica Descripción
Invocación Habilidad para enviar peticiones y recibir respuesta
de servicios y recursos integrados.
Encaminamiento Habilidad para decidir el destino de un mensaje
mientras este es transportado. Permiten desacoplar
la fuente de un mensaje de su destino.
Mediación Referido a todas las transformaciones o traducciones
entre diferentes recursos, incluyendo protocolos de
transporte y formato y contenido de mensajes
Adaptadores La mayoría de soluciones basadas en ESB ofrecen un
gran abanico de adaptadores de aplicaciones.
Seguridad Habilidad de cifrar y descifrar el contenido
de mensajes, manejar autenticación y control en el
acceso a los endpoints y usar de forma segura
mecanismos de persistencia.
Gestión Facilitar la auditoría y registro para la monitorización
de la infraestructura y control de la ejecución de
procesos.
Proceso de orquestación Un ESB puede incluir un motor para ejecutar procesos
de negocio descritos con WS-BPEL
Procesado de Eventos Los mensajes asíncronos pueden verse como un evento,
Complejos especialmente cuando se utiliza un canal de
publicación-suscripción.
Herramientas de Integración Deben proporcionarse herramientas para el desarrollo
de forma gráfica, implementación y pruebas.
Cuadro 2.2. Características típicas de ESB
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Desde un primer momento no se concibió una idea bien definida de cómo debería
ser el sistema final una vez concluido el trabajo, es decir, algunos de los requisitos
desde el inicio eran bastante difusos y se fueron adecuando a los distintos inconve-
nientes que han ido surgiendo a lo largo del desarrollo. Estos impedimentos surgen
a partir de la utilización de numerosos elementos hardware, así como de diferentes
tecnologías, a los cuales nos hemos tenido que adaptar y con ello modificar algu-
nas especificaciones de nuestro sistema para lograr finalmente la materialización del
sistema.
El diseño y desarrollo del sistema, al estar formado por diferentes componentes
independientes, aunque relacionados unos con otros, y la realización de algunos
cambios en los requisitos, hacen entrever el uso de un ciclo de vida incremental.
A través de este modelo de desarrollo se han ido incorporando funcionalidades del
sistema progresivamente, intentado satisfacer los requisitos mínimos y adaptar los
demás a las nuevas circunstancias.
3.1. Fases
A continuación se muestran las fases en las que se ha dividido el desarrollo del
trabajo final entre las cuales se aprecian las diferencias y que justifican su división.
3.1.1. Fase primera: Constitución de las bases del trabajo
Todo comienza con las primeras reuniones con los tutores en las que se deja en-
trever que el sistema a elaborar debe contribuir al internet de las cosas o Internet
of Things (IoT) y con ello hacer uso de algunas de las tecnologías descritas ante-
riormente como CEP y el uso de actuadores. Los requisitos mínimos del trabajo se
muestran interesantes, por lo tanto la aplicación de éstos a un supuesto sistema y
la ambición del autor del presente proyecto de idear soluciones para mejorar el día
a día de las personas, hacen que surja la idea principal la cual es madurada poco
a poco. Se establecen los primeros objetivos del trabajo consistentes en el desarro-
llo de un sistema capaz de evaluar la calidad del aire interior y en función de los
datos obtenidos hacer que cualquier dispositivo conectado a los actuadores sea ca-
paz de minimizar los riesgos que suponen la exposición al aire interior contaminado
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mediante su inicio automático.
3.1.2. Fase segunda: Investigación y adquisición de
conocimientos necesarios
Era momento de ponerse manos a la obra e investigar con qué medios se podría
llevar a cabo el desarrollo del sistema. Se empieza por la investigación y elección de
un dispositivo que fuese capaz de medir la calidad del aire interior. Esta fase ocupa
bastante tiempo pues es necesario planificar, justificar y estudiar a la perfección
la adquisición de la tecnología hardware necesaria para la elaboración del sistema,
pues no se disponía de ella, barajando en todo momento diferentes posibilidades
atendiendo a las diferentes ventajas e inconvenientes que ofrecían.
De forma paralela, se inicia la búsqueda de información sobre los actuadores,
dispositivos de los que sí tenía posesión gracias al acceso a ellos que me proporcionó
uno de los tutores. Es necesario conocer si funcionan y si realmente pueden utilizarse
en nuestro proyecto, pues son dispositivos fabricados por una compañía en la que el
firmware es privativo y destinados a un público doméstico, lo cual parecía cerrar las
puertas a su modificación para adaptarlos a nuestro sistema.
También fue necesaria una primera toma de contacto con aquellas tecnologías que
se usarían y que hasta entonces se desconocían como CEP y más concretamente
Esper y de cómo podríamos aplicarlas a nuestra idea de cara a cumplir los objetivos
iniciales. A pesar de ello, el estudio de éstas se ha extendido durante prácticamente
todo el tiempo que ha durado el desarrollo. De forma similar se procedió con el
estudio de los factores y elementos que afectan a la calidad del aire interior.
3.1.3. Fase tercera: Programación Waspmote
Una vez decidido qué dispositivo cumpliría con las expectativas para medir la ca-
lidad del aire interior, se procedió a su adquisición. La adquisición de Waspmote en
un principio se realizó con sólo un par de sensores, pues en este momento el depar-
tamento sólo nos podía asignar una determinada cantidad de recursos económicos a
los que tuvimos que adaptarnos.
Tras recibir el dispositivo Waspmote se inició un estudio aún más profundo para
lograr una correcta programación y adecuación a nuestras necesidades. Dicha pro-
gramación se ha extendido prácticamente durante todo el desarrollo del sistema,
pues de forma incremental se han ido introduciendo nuevos cambios. Se comenzó
programando el funcionamiento de la placa base, para posteriormente empezar a
configurar la puesta en marcha de todos los sensores con los que capturar datos de
la calidad del aire interior, siendo esta parte la que más se ha prolongado. La con-
figuración del módulo de comunicación inalámbrica así como el envío de los datos
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se empezó a programar posteriormente, cuando ya teníamos datos que pudiéramos
utilizar para ello.
El correcto funcionamiento de toda la programación de los diferentes módulos del
dispositivo ha tenido que ser garantizado mediante la realización de innumerables
pruebas. En comparación con otras fases, ha sido la más larga, pues la sucesión de
numerosos inconvenientes y a veces el caprichoso comportamiento del dispositivo
alargaron la extensión de ésta.
3.1.4. Fase cuarta: Inicio del desarrollo utilizando ESB
La implementación del sistema utilizando ESB se ha realizado de forma conjunta
con la programación de la Waspmote como se ha manifestado anteriormente.
Todo se inicia con el establecimiento de las bases de la aplicación a desarrollar,
apoyándonos tanto en la tesis doctoral [73] escrita por el tutor Juan Boubeta, como
en el artículo [75], en el que además de Juan Boubeta, también ha participado la
tutora Guadalupe Ortiz. Ya se tenía un conocimiento previo de esta tecnología e
incluso se ha trabajado con ella en pequeños proyectos de la asignatura Sistemas
Distribuidos. Se comienza implementando la forma en la que se leerán los datos de
la fuente origen para su posterior envío al motor Esper.
3.1.5. Fase quinta: Obtención de datos
Es el punto inicial que marca el inicio de la aplicación desarrollada. Se comenzó
programando las diferentes fuentes de las que se obtendrían los datos, así como la
forma de realizar las peticiones al servidor, obtener los datos y analizarlos sintác-
ticamente para posteriormente transformarlos a eventos aptos para ser consumidos
por el motor CEP.
3.1.6. Fase sexta: Configuración del sistema de avisos
En esta fase se procedió a configurar un sistema de avisos que permitiera mantener
al usuario informado en todo momento de los eventos complejos generados, es decir,
cuando se detecte que algún elemento está contribuyendo a la generación de mala
calidad del aire interior. La información obtenida tras su procesado en el motor Esper
es formateada para una correcta presentación al usuario, la cual será transmitida
a través de correo electrónico. Esta fase también se ha extendido bastante pues se
ha tenido que tener en cuenta la información a enviar y en parte, el diseño de los
patrones necesarios para la generación de dicha información.
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3.1.7. Fase séptima: Integración del motor Esper
Los datos previamente obtenidos y transformados a un formato correcto (eventos)
deben ser enviados al motor Esper para poder ser procesados. Es en este punto
donde se realizará la detección de eventos que consideremos transcendentales y ge-
neración de eventos complejos, por lo tanto implementamos para ello una serie de
listeners que permanecerán a la escucha de cualquier evento complejo detectado. La
implementación y sofisticación de esta parte del desarrollo es la más importante,
pues es el epicentro del funcionamiento de todo el sistema en general.
3.1.8. Fase octava: Integración de los actuadores en el sistema
Tras el previo estudio del funcionamiento de los actuadores se encontró el software
que nos permitiría interactuar con los actuadores. Una vez comprobado el correcto
funcionamiento con los actuadores que poseíamos se pasó a integrarlo con el resto
de componentes a través del ESB, realizando para ello la implementación necesaria
para que los actuadores se iniciaran cuando les fuese indicado, es decir, cuando se
detectase un elemento que hiciera que la calidad del aire interior fuera perjudicial
para el usuario.
Con este elemento, la integración de todos los componentes en la aplicación Mule
queda finalizada.
3.1.9. Fase novena: Diseño de los patrones de eventos
El diseño de los patrones de eventos requiere tener un conocimiento minucioso de
los principales elementos que contribuyen al deterioro de la calidad del aire interior.
Es necesario conocer aquellos valores que establecen valores límites aconsejados y
desaconsejados, establecer diferentes niveles de peligrosidad atendiendo a la concen-
tración de éstos en el ambiente, así como la diferenciación de grupos de usuarios
proclives a padecer afecciones por la respiración continuada de aire contaminado.
Todos estos datos, clasificaciones y condiciones deben ser traducidos a un lenguaje
que el motor Esper sea capaz de interpretar. Por lo tanto, realizamos el diseño de
patrones en lenguaje EPL, pues el motor Esper a partir de todos los datos recibidos
en forma de eventos, debe distinguir aquellos relevantes que proporcionen informa-
ción útil al usuario. A partir de este punto se insiste mucho más en las pruebas
del sistema, pues ya tenemos todo lo necesario para poner en marcha el sistema y
empezar a encontrar fallos de implementación.
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3.1.10. Fase décima: Preparación del dispositivo Raspberry Pi
Durante este periodo se ha procedido a preparar el dispositivo Raspberry Pi pa-
ra ser capaz de ejecutar y mantener funcionando la aplicación Mule desarrollada.
Aunque no es una etapa que se haya prolongado demasiado, sí que se le ha prestado
especial atención debido a su relevancia, pues ha sido necesario configurar el siste-
ma de manera que todo quede finalmente integrado para que todos los elementos
funcionen de forma conjunta y coordinada.
A grandes rasgos se ha instalado el sistema operativo, para posteriormente configu-
rar diferentes aspectos como la comunicación, el acceso remoto al sistema, etc. Tras
esta configuración básica se ha procedido a la instalación y configuración del servi-
dor Mule Runtime Environment en el que se despliega la aplicación desarrollada, así
como la configuración del software necesario para controlar los actuadores.
3.1.11. Fase undécima: Inicio de las pruebas del sistema
El inicio de las pruebas del sistema ha sido bastante prematuro pues la naturaleza
del proyecto así lo requería; la implementación e integración de las diferentes partes
del sistema se ha ido realizado paulatinamente implicando la necesidad de probar
cada nueva incursión de una funcionalidad en éste. Además, el desarrollo de un
simulador con el que generar diferentes datos para estudiar su comportamiento ha
sido clave para asegurar su correcto funcionamiento.
3.1.12. Fase duodécima: Elaboración de la memoria
Esta etapa se inició antes de que el sistema estuviera completamente finalizado,
pues se empezaron a documentar las bases del trabajo y redactar de forma progresiva
los avances que se iban realizando una vez llegados a un punto de madurez suficiente.
En la elaboración de la memoria se ha documentado con el mayor detalle posible
cómo se ha procedido desde los inicios en los que se concibió la idea principal del
trabajo hasta el final, definido por su materialización. En esta fase también se ha
dedicado bastante tiempo debido a la trascendencia de documentar todo el proceso
seguido.
3.2. Diagrama de Gantt
Tras conocer en qué consisten las diferentes fases en las que hemos podido dividir
la realización del trabajo, en las Figuras 3.1 y 3.2 encontramos el diagrama de Gantt
generado a partir de la dedicación prevista para cada una de las tareas a lo largo
de todo el tiempo en el que se ha extendido la creación del sistema así como su
documentación.
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Para la realización de este diagrama se ha utilizado la herramienta GanttPro-
ject [24], la cual se distribuye bajo licencia GPL3 para las plataformas Windows,
GNU/Linux y Mac OS X.
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Figura 3.1. Diagrama de Gantt
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Figura 3.2. Diagrama de Gantt
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4. Descripción general del trabajo
Esta sección comprende los detalles del sistema desarrollado, características, fun-
ciones y restricciones generales.
4.1. Perspectiva del producto
A continuación se proporcionará información sobre el sistema creado mediante su
caracterización a partir del entorno del producto, la interfaz de usuario, las funciones
con las que cuenta, las características del usuario y las restricciones generales.
4.1.1. Entorno del producto
El presente trabajo surge como una idea totalmente novedosa con el objetivo de
mantener una calidad del aire interior óptima para determinados usuarios sin incurrir
en desorbitados gastos energéticos. Por lo tanto, nuestro trabajo se puede enmarcar
dentro de aquellos trabajos basados en CEP y ESB, con capacidad de reacción en
tiempo real como principal característica, no continuando ningún proyecto anterior.
Como se ha descrito anteriormente, en el desarrollo del sistema intervendrán tres
elementos principales: el dispositivo para mediar la concentración de determinados
elementos del interior, Waspmote Gases [42], el sistema construido sobre ESB y
Esper que nos permitirán procesar la información capturada y poder generar a partir
de ella información de mucha más utilidad para el usuario final en forma de alertas
y los actuadores utilizados para poner en funcionamiento cualquier electrodoméstico
conectado a ellos.
4.1.2. Interfaz de usuario
El sistema no está dotado de una interfaz propia creada específicamente para hacer
uso de éste. A pesar de ello, la información generada a partir de los datos procesados
y que es notificada en forma de alerta al usuario, puede consultarse a través del correo
electrónico. En la Figura 4.1 se aprecia un ejemplo de una alerta, donde se distinguen
dos subconjuntos de datos: la información sobre la propia alerta y la información
sobre la concentración en el aire interior de los elementos monitorizados.
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Figura 4.1. Detalle alerta usuario
Además, el usuario también tendrá la posibilidad de consultar la información ob-
tenida sobre la concentración de los elementos de la calidad del aire utilizando la
plataforma ThingSpeak, que será el servicio donde almacenaremos los datos como
posteriormente se dará a conocer. En la Figura 4.2 se puede contemplar un histó-
rico generado a partir de los datos, siendo esta funcionalidad de gran utilidad si el
usuario desea tener una vista más amplia de los eventos acaecidos durante un cierto
periodo de tiempo.
4.2. Funciones
A continuación se listan las funciones con las que cuenta nuestro sistema:
Lectura constante y en tiempo real de los contaminantes que propician una
mala calidad del aire interior a través del dispositivo Waspmote Gases.
Envío de los datos capturados a un servidor público para su posterior trata-
miento y consulta.
Obtención de los datos almacenados en el servidor y procesado de éstos me-
diante la aplicación de patrones complejos.
32
4.3. Características del usuario
Figura 4.2. Detalles de la interfaz ThingSpeak
Generación de información útil para el usuario final a partir de los datos pro-
cesados.
Generación de alertas con información útil cuando se produzcan las condiciones
que así lo requieran.
Ejecución de activadores cuando se produzcan las mismas condiciones para la
generación de alertas.
Propagación de las alertas generadas vía correo electrónico.
4.3. Características del usuario
El sistema ideado está destinado para todo el público en general concienciado de
los efectos secundarios que puede producir la constante respiración de mala calidad
de aire interior. Sobre todo, está concebido para el uso por parte de determinados
grupos de riesgo propensos a empeorar su salud por la contaminación del aire, es
decir, personas con afecciones respiratorias o problemas del corazón que puedan
empeorar su salud al no poder controlar la calidad del aire que respiran.
Para el uso del sistema no se requiere de ningún conocimiento adicional por parte
del usuario final, simplemente, saber gestionar el correo electrónico, pues será el
medio por el que se comunicarán las alertas y tener experiencia de navegación en la
web para consultar los datos en línea.
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4.4. Restricciones generales
En esta sección describiremos el sistema de control de versiones elegido, las tecno-
logías y herramientas usadas, así como el sistema operativo empleado durante todo
el desarrollo.
4.4.1. Control de versiones
Para registrar los cambios realizados sobre uno o varios archivos a lo largo del
tiempo, de manera que podamos recuperar versiones concretas de éstos, se ha hecho
uso de un sistema de control de versiones.
El funcionamiento básico de un sistema de control de versiones es el siguiente:
una vez que el programador ha finalizado los cambios en los ficheros en su propio
equipo los envía a un servidor, de forma que cualquier otro programador con acceso
a éste pueda descargar y consultar dichos cambios, pudiéndose dar el caso de que
varios programadores trabajen sobre los mismos ficheros, lo cual será detectado por
el sistema, y actuará en consecuencia para evitar conflictos.
Algunas otras ventajas de los sistemas de control de versiones son:
Poder volver a cualquier punto anterior de un fichero para ver su contenido, o
volver a un estado anterior de varios ficheros, o versión.
Trabajar en distintas características del software de forma simultánea, pudién-
dolas incorporar al desarrollo una vez que han sido probadas.
Creación de diferentes versiones (ramas) con fines experimentales sin compro-
meter el desarrollo principal.
Obtener información de los cambios realizados así como de su autoría.
Como se especificó en el Capítulo 3, en este trabajo se ha seguido un modelo de ciclo
de vida incremental, y aunque esto no es determinante para el uso de un sistema de
control de versiones, sí que ha sido de gran ayuda su uso para ir almacenando los
avances que poco a poco se han ido realizando en el desarrollo.
El sistema de control de versiones elegido ha sido Git [25], pues ya se tenían
conocimientos previos sobre el uso de esta herramienta, además de ser una de las
herramientas más completas y utilizadas en proyectos software. En cuanto a los
servidores utilizados para subir el código creado, en un principio se optó por el uso
de un repositorio gratuito como Bitbucket de Atalassian [10], aunque posteriormente
el tutor recomendó la utilización del repositorio Redmine [58] del Grupo UCASE
de Ingeniería del Software (TIC-025) [27] de la Universidad de Cádiz, que es donde
finalmente se ha albergado todos los fuentes del desarrollo.
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4.4.2. Lenguajes de programación y tecnologías
En el desarrollo del sistema se ha trabajado con múltiples tecnologías que pasan
a detallarse a continuación:
Waspmote: Dispositivo microcontrolador con el que mediante sus sensores po-
demos obtener datos acerca de los elementos contaminantes del aire interior.
Para la programación de esta placa se ha utilizado el SDK Waspmote PRO
IDE, que es un entorno de programación en el que se integran las librerías
necesarias para el desarrollo del código, así como diferentes ejemplos de pro-
gramaciones. El lenguaje requerido para la codificación de la Waspmote ha
sido C, el cual es un lenguaje apreciado por su eficiencia, además de ser el más
popular para la programación de sistemas. Débilmente tipificado y de tipos
de datos estáticos, es un lenguaje de nivel medio pero con muchas caracterís-
ticas, como construcciones de bajo nivel que permiten un control a muy bajo
nivel. Además se ha hecho uso de la API proporcionada por Libelium, la cual
está liberada como software libre [7], para la utilización de funciones propias
de la placa principal Waspmote, como de la placa auxiliar Waspmote Gases.
En [18] podemos encontrar más información sobre la programación de estos
dispositivos.
Raspberry Pi [51]: Es una placa que utiliza los componentes necesarios para
poder realizar las tareas de un ordenador común, a diferencia de que se ha
reducido su tamaño hasta llegar a ser similar al de una tarjeta de crédito.
El dispositivo tiene varias entradas USB, puerto Ethernet y salida HDMI. La
dotación de un procesador ARM de hasta 1 GHz y una memoria RAM de
1 GB hacen posible que pueda ejecutar un sistema operativo tan completo
como Debian. Esta característica lo hace perfecto para su uso como servidor
en el que se desplegará la aplicación desarrollada dotando al sistema de la
funcionalidad deseada.
Actuadores: Dispositivo mediante el cual se realiza una acción sobre el ele-
mento de una vivienda, generalmente solicitada por el controlador domótico.
El controlador recibe información recogida por los distintos sensores de la vi-
vienda y envía las órdenes a los actuadores conforme la lógica incorporada
al mismo. Existen diferentes tipos de actuadores; los utilizados en el trabajo
tendrán la capacidad de encender y apagar electrodomésticos conectados a
ellos.
ESB: Es el núcleo de nuestro trabajo, pues se ha utilizado para la integrar todas
las tecnologías, y así poder trabajar en base a SOA 2.0. Como IDE de ESB
se ha utilizado AnyPoint Studio [32] de la compañía MuleSoft [47]. En cuanto
a los lenguajes, se ha hecho uso de Java, que es un lenguaje de programación
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de propósito general, concurrente y orientado a objetos que nos ha servido
para modelar aquellos aspectos más complejos de la aplicación, tales como la
conversión de los datos en formato JSON a un formato legible por el motor
Esper, envío de los datos al motor, lectura de ficheros en formato EPL, etc.
También se ha hecho uso del lenguaje XML o eXtensible Markup Language, el
cual es un lenguaje de marcas utilizado para almacenar datos de forma legible.
Su uso, combinado con el editor visual de AnyPoint Studio, ha permitido la
composición, configuración e integración de las diferentes tecnologías en el
ESB.
CEP: Utilizado para el procesamiento de eventos complejos. Concretamente
se ha elegido el motor Esper [21], el cual hace uso del lenguaje EPL para
la definición de los patrones de eventos. Para la creación y prueba de dichos
patrones se ha utilizado el editor on-line proporcionado por EsperTech, Esper
Online Editor [22], el cual nos proporciona un medio muy útil para practicar
con el lenguaje EPL en la creación de patrones.
Heyu: Software de consola que, a través de comandos utilizaremos para con-
trolar de forma remota los módulos activadores a través del protocolo X10,
los cuales nos permitirán encender de forma automática cualquier dispositivo
que esté conectado a ellos. Podemos encontrar más información en su página
oficial [30].
4.4.3. Herramientas
Las principales herramientas utilizadas durante el desarrollo han sido:
AnyPoint Studio: Descrita en el apartado anterior, es la herramienta principal
y más utilizada en la elaboración de nuestro trabajo. Gracias a este IDE para el
desarrollo del ESB, ha sido posible integrar todas las tecnologías que componen
el sistema de una forma más o menos intuitiva gracias a su editor visual y a
sus múltiples conectores.
Waspmote Pro IDE: IDE que incluye el Software Development Kit (SDK) [68]
utilizado para la codificación del dispositivo Waspmote, así como para la ob-
servación de su comportamiento, pruebas de los cambios realizados y compila-
ción. Proporciona un entorno de trabajo muy intuitivo y eficaz integrando la
API de desarrollo de la compañía Libelium, así como numerosos ejemplos de
programación aplicados de estos dispositivos.
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4.4.4. Sistemas operativos y hardware
Para la elaboración del trabajo se ha utilizado un equipo portátil de no muy altas
prestaciones, ejecutando como sistema operativo Kubuntu 14.10. Todas las herra-
mientas utilizadas tienen disponibilidad en las plataformas Mac OS Y Microsoft
Windows por lo tanto, es totalmente plausible la utilización de estos sistemas ope-
rativos para el desarrollo del sistema. Alguna herramienta, como Heyu, requiere de
su compilación para la plataforma específica en la que se desee instalar.
37
4. Descripción general del trabajo
38
5. Desarrollo del trabajo
El análisis y diseño del sistema, así como la implementación de la funcionalidad
en sendos dispositivos será cubierta en la presente sección.
5.1. Modelo de ciclo de vida
En el anterior Capítulo 3, ya se justificó el hecho de seguir un modelo de ciclo
de vida incremental desde el inicio del trabajo pues las funcionalidades del sistema
se han ido añadiendo progresivamente hasta lograr alcanzar nuestras expectativas.
Podemos observar una representación visual de este modelo de desarrollo en la Fi-
gura 5.1.
El modelo incremental está orientado a su aplicación en aquellos escenarios en los
que se necesita retrasar la toma de decisiones a la hora de definir los requisitos hasta
obtener una mínima experiencia con el sistema. Es de gran utilidad igualmente en
sistemas que se componen de partes perfectamente distinguibles e independientes
entre sí, las cuales se pueden ir desarrollando en diferentes etapas.
Como observamos en la Figura 5.1, en el modelo incremental se aplican secuencias
lineales de forma escalonada en el tiempo. En cada una de estas secuencias se produce
un incremento del software, siendo el primer incremento un producto básico al que
se denomina núcleo [45].
5.2. Requisitos
De forma detallada realizaremos un recorrido por los diferentes requisitos del sis-
tema.
5.2.1. Funcionales
Los requisitos funcionales que debe cumplir el sistema son:
Monitorización de la calidad del aire interior. El sistema se encargará de
tomar lecturas en intervalos aproximados de 5 minutos de los elementos que
en determinadas concentraciones participan en la contaminación de la mala
calidad del aire interior.
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Figura 5.1. Modelo de ciclo de vida incremental
Almacenamiento de datos en un servidor. El sistema debe enviar los
datos a un servidor especializado en el almacenamiento de datos procedentes
de sensores.
Transformación de la información de la calidad de aire interior. Es
necesario realizar una conversión de la información extraída del servidor para
posteriormente convertirla a eventos que serán enviados a un flujo de eventos
listos para ser procesados.
Generación de información compleja a partir de los datos iniciales.
El sistema debe ser capaz de generar información útil a partir de los datos
de la calidad del aire interior procesados. Esta información consistirá en de-
terminar cuándo la contaminación del aire interior supone un riesgo para las
personas padecedoras de determinadas afecciones, así como distintos niveles
de peligrosidad.
Notificaciones mediante alertas. El sistema trabaja con información en
tiempo real por lo tanto, debe ser capaz de informar mediante alertas a los
usuarios cada vez que se detecte algún nivel de mala calidad de aire interior.
Dichas alertas consistirán en notificaciones vía e-mail.
Activación de actuadores. Se deberán iniciar los actuadores conectados al
sistema cuando se detecte cualquier nivel peligroso de calidad del aire interior
con el objetivo de que cualquier electrodoméstico pueda mejorar dicha calidad




El sistema cumple los siguientes requisitos de información:
El sistema debe ser capaz de almacenar en un servidor público los datos obte-
nidos sobre los elementos medidos.
El sistema debe descartar aquellos eventos de los flujos de eventos que no estén
dentro de los niveles de peligrosidad definidos.
El sistema debe proporcionar información sobre aquellos eventos destacados y
que supongan un riesgo para el usuario. Dicha información quedará expuesta de
forma detallada en la alerta enviada vía e-mail que se utiliza como notificación.
5.2.3. Interfaz
En el sistema deben integrarse correctamente todos los elementos que lo com-
ponen. Estos elementos son el dispositivo Waspmote Gases con el que tomar
datos del aire, la aplicación Mule, en la que se integra el motor CEP y el
dispositivo Raspberry Pi, que es donde se ejecuta la aplicación y al que van
conectado los actuadores. Todos los elementos deben funcionar como un todo,
pues es un sistema que trabaja en tiempo real y en el que prima la precisión
y velocidad de proceso.
5.2.4. No funcionales
Tiempo de resolución. El sistema debe ser capaz de funcionar en tiempo
real. La calidad del aire interior ha de ser medida de forma continua, por tanto,
los datos deberán procesarse en el mínimo tiempo posible para generar infor-
mación y determinar la activación de los electrodomésticos que se encargan de
mejorar el aire interior. De forma simultánea se informará al usuario del actual
estado de la calidad del aire y qué condiciones propiciaron la generación de la
alerta.
Rendimiento. El sistema, más concretamente la aplicación encargada del
procesado de la información y la toma de decisiones debe consumir menos
recursos de los que está dotado el dispositivo Raspberry Pi para evitar com-
portamientos inesperados o un mal funcionamiento del sistema.
Disponibilidad. El sistema debe estar preparado para funcionar diariamen-
te sin interrupciones para así controlar en todo momento la calidad de aire
interior.
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Mantenibilidad. El sistema debe ser todo lo fácil de mantener que los dispo-
sitivos hardware que lo constituyen lo permitan. Refiriéndonos a la aplicación
Mule, debe ser sencilla la creación de nuevos patrones de eventos y su adición
al sistema sin necesidad de tener que interrumpirla.
5.3. Análisis del sistema
En las siguientes subsecciones mostraremos los casos de uso de la división en
subsistemas que se ha realizado así como los diagramas de secuencia que los modelan
de una forma más cercana a la implementación.
5.3.1. Casos de uso
Los casos de uso representan las interacciones entre los actores del sistema y el
sistema en cuestión. En ellos se describen las diferentes actividades que se deben
realizar para completar un proceso determinado. Los actores pueden ser personas,
entidades abstractas como el tiempo o incluso sistemas externos que participan en
un caso de uso y que pueden desempeñar diferentes roles.
Nuestro sistema y con sistema nos referimos al conjunto de dispositivos que de
forma acoplada hacen posible el cumplimiento de todos los requisitos mencionados
anteriormente, ha sido dividido teniendo en cuenta este matiz, tal y como podemos
apreciar en la Figura 5.2. La diferenciación se ha realizado teniendo en cuenta los
principales dispositivos, Waspmote Gases y Raspberry Pi, que debido a sus com-
plejidades, han tenido que ser divididos en subsistemas. En la Figura 5.3 podemos
observar claramente la dependencia originada entre los dos subsistemas. Ambos tie-
nen sus propios diagramas de casos de uso, como podemos ver en las Figuras 5.4
y 5.5, en los que se advierte de forma más clara la secuencia de interacciones que se
desarrollan entre un subsistema concreto y los actores que inician o están involucra-
dos en el caso de uso en cuestión.
5.3.1.1. Casos de uso Subsistema Waspmote Gases
5.3.1.1.1. Caso de uso: Monitorización calidad del aire interior
Descripción: El subsistema Waspmote Gases tomará información cada 5 minutos
aproximadamente sobre la concentración de los elementos que condicionan la
calidad del aire interior.
Actores: Tiempo (principal) y subsistema Waspmote Gases (secundario)
Precondiciones: El subsistema Waspmote Gases debe estar iniciado.
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Figura 5.2. Diagrama del sistema
Postcondiciones: Generación de un conjunto de datos procedentes de la informa-
ción obtenida de la calidad del aire y formateo de éstos para que puedan ser
retransmitidos.
Escenario Principal:
1. El tiempo indica al subsistema que debe realizar una nueva lectura de los
elementos.
2. El subsistema inicia un sensor.
3. El subsistema toma una muestra del elemento que mide dicho sensor
4. El subsistema formatea la información para que pueda ser enviada
5. El subsistema almacena la información en memoria
6. El subsistema apaga el sensor.
7. Volver al paso 2 hasta que se haya completado la captura de datos en su
totalidad utilizando todos los sensores.
Escenario Alternativo (Error): El subsistema no es capaz de iniciar alguno de los
sensores entrando en estado de bloqueo.
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Figura 5.3. Diagrama de dependencias
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Figura 5.4. Diagrama Monitorización de la calidad del aire interior
Figura 5.5. Diagrama Generación de información compleja y toma de decisiones
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5.3.1.1.2. Caso de uso: Envío de datos
Descripción: El subsistema Waspmote Gases envía la información previamente cap-
turada y formateada a un servidor externo.
Actores: Subsistema Waspmote Gases (principal) y Servidor externo (secundario)
Precondiciones: El subsistema Waspmote debe haber generado un conjunto de da-
tos procedente de la información obtenida de la calidad del aire y haberles
dado el formato adecuado.
Postcondiciones: La información es retransmitida y recibida por el servidor externo
quedando almacenada de forma permanente.
Escenario Principal:
1. El subsistema verifica que el sensor inalámbrico se ha iniciado y conectado a
un punto de acceso.
2. El subsistema inicia el envío de datos a la dirección del servidor externo.
3. El servidor externo confirma que los datos han sido recibidos de forma exitosa
y los almacena.
4. El subsistema analiza la respuesta del servidor externo y verifica que la infor-
mación ha sido enviada de forma correcta.
5. El subsistema se prepara para iniciar una nueva lectura de los elementos.
Escenario Alternativo:
Caso alternativo al paso 3 del escenario principal:
1. El servidor externo no confirma la llegada de los datos.
2. Volvemos al paso 2 del escenario principal. Si en los próximos 4 intentos
restantes no es posible enviar los datos volvemos a conectar con el punto
de acceso y cancelamos el envío de datos al servidor externo. Saltamos al
paso 5.
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5.3.1.2. Casos de uso Subsistema Raspberry Pi
5.3.1.2.1. Caso de uso: Obtener datos
Descripción: El subsistema Raspberry Pi realizará una petición al servidor externo
en intervalos de 5 minutos para obtener datos de calidad del aire interior. Di-
chos datos serán posteriormente procesados por el motor de eventos complejos
CEP.
Actores: Subsistema Raspberry Pi (principal) y Servidor externo (secundario)
Precondiciones:
1. El subsistema debe estar en ejecución.
2. El subsistema Waspmote Gases debe haber enviado de forma exitosa datos al
servidor externo.
Postcondiciones: Se obtienen los datos necesarios referentes a la calidad del aire
procedentes del servidor externo.
Escenario Principal:
1. El servidor externo se encuentra a la espera de peticiones de datos.
2. El subsistema realiza una petición al servidor externo para obtener los datos
necesarios.
3. El servidor externo responde al subsistema enviando los datos solicitados.
4. El subsistema obtiene los datos del servidor externo.
5. El subsistema verifica que los datos recibidos no tienen una vigencia superior
a 10 minutos en el servidor.
Escenario Alternativo 1:
Caso alternativo al paso 3 del escenario principal:
1. El servidor externo no responde.
2. Se genera una excepción en la que se recoge la imposibilidad de contactar
con el servidor.
3. Volvemos al paso 2.
Escenario Alternativo 2:
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Caso alternativo al paso 4 del escenario principal:
1. El sistema verifica que la longevidad de los datos es superior a 10 minutos.
2. El subsistema informa mediante un mensaje que los datos procedentes
del servidor han sido enviados por el subsistema Waspmote Gases hace
más de 10 minutos, y por lo tanto no son válidos.
3. Volvemos al paso 2.
5.3.1.2.2. Caso de uso: Generar información compleja
Descripción: El sistema procesa la información previamente recibida del servidor
externo y la transforma a formato evento el cual es enviado al flujo de eventos
del motor CEP. El motor CEP recibirá el nuevo evento generado y verificará
si se ajusta a alguno de los patrones cargados en el subsistema generando
un nuevo evento complejo a partir de la información inicial, que podrá ser
reutilizado con otros patrones.
Actores: Subsistema Raspbery Pi (principal)
Precondiciones:
1. El subsistema debe estar en ejecución, a la espera de recibir un evento desde
el flujo de eventos.
2. Existen datos de calidad de aire interior listos para ser procesados.
Postcondiciones: El subsistema genera nueva información mediante la creación de
un evento complejo a partir de la información inicial.
Escenario Principal:
1. El subsistema transforma la información de la calidad del aire recibida por el
servidor externo en un evento para que pueda ser legible por el motor CEP.
2. El subsistema a través del motor CEP verifica la validez del evento generado.
3. El subsistema inserta el nuevo evento generado en un flujo de eventos.
4. El motor CEP del subsistema procesa el flujo de eventos.
5. El motor CEP del subsistema comprueba que el evento recibido coincide con
alguno de los patrones cargados.
6. El subsistema genera un evento complejo.
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Escenario Alternativo 1:
Caso alternativo al paso 1 del escenario principal:
1. No existe información reciente de calidad del aire recibida por el servidor
externo.
2. El subsistema se mantiene a la espera de recibir información procedente
del servidor externo.
Escenario Alternativo 2:
Caso alternativo al paso 2 del escenario principal:
1. El evento generado no es reconocido por el motor CEP.
2. El motor CEP descarta el evento.
3. Volvemos a paso 1.
Escenario Alternativo 3:
Caso alternativo al paso 5 del escenario principal:
1. El motor CEP del subsistema comprueba que el evento recibido no coin-
cide con ninguno de los patrones cargados.
2. El motor CEP del subsistema descarta el evento recibido.
3. Volvemos al paso 4.
5.3.1.2.3. Caso de uso: Iniciar actuador
Descripción: El motor CEP del subsistema detecta un evento complejo el cual
ha sido generado previamente a partir de un evento simple, lo cual significa
que se ha detectado algún nivel de peligrosidad de calidad del aire interior de
alguno de los elementos que participan en su contaminación. Automáticamente
el subsistema manda una señal para que el o los actuadores configurados se
inicien permitiendo que cualquier electrodoméstico conectado a ellos se activen.
Actores: Subsistema Raspberry Pi (principal), Actuador (secundario)
Precondiciones:
1. El actuador controlador está conectado al puerto USB del subsistema.
2. El actuador transmisor está configurado con la dirección predefinida en el
subsistema.
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3. Ambos actuadores, el principal y el secundario están conectados a la red eléc-
trica.
4. El motor CEP del subsistema detecta un evento complejo.
Postcondiciones: El actuador transmisor recibe una señal de activación y el dispo-
sitivo conectado a él se enciende.
Escenario Principal:
1. El subsistema tiene conocimiento de la detección de un evento complejo por
parte del motor CEP.
2. El subsistema manda una orden de activación al software integrado encargado
de iniciar los actuadores.
3. El software manda una señal para iniciar el activador controlador.
4. El activador controlador recibe la señal de activación y la reenvía a los activa-
dores transmisores.
5. Los activadores transmisores reciben la señal.
6. Los activadores transmisores hacen que la energía eléctrica fluya a cualquier
electrodoméstico conectado a ellos, permitiendo su encendido.
5.3.1.2.4. Caso de uso: Notificar al usuario vía e-mail de la detección de un
evento complejo
Descripción: El usuario recibe una notificación en forma de alerta informando de la
detección de un nuevo evento complejo. Dicha notificación se realiza a través
del envío de un correo electrónico en el que se muestra toda la información
generada.
Actores: Subsistema Raspberry Pi (principal), Usuario (secundario).
Precondiciones: El subsistema ha generado nueva información mediante la creación
de un evento complejo a partir de la información inicial.
Postcondiciones: El subsistema envía un e-mail al usuario avisando de la alerta
generada en el que aparece toda la información generada.
Escenario Principal:
1. El subsistema concibe el contenido del correo electrónico a partir de la infor-
mación generada tras la creación del evento complejo.
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2. El subsistema inicia el intento de envío del correo electrónico al usuario.
3. El usuario recibe el correo electrónico en su bandeja de entrada.
Escenario Alternativo:
Caso alternativo al paso 2 del escenario principal:
1. El subsistema es incapaz de realizar el envío del correo electrónico al
usuario.
2. El subsistema genera una excepción en la que se recoge la imposibilidad
de enviar el correo electrónico al usuario.
3. El subsistema descarta el envío del correo electrónico.
5.3.1.2.5. Caso de uso: Añadir nuevos patrones de eventos
Descripción: El usuario desea agregar nuevos patrones de eventos al subsistema.
Dichos patrones quedan recogidos en ficheros que son procesados por el motor
CEP del subsistema.
Actores: Subsistema Raspberry Pi (principal), Usuario (secundario).
Precondiciones: El subsistema debe estar en ejecución y haber recibido al menos
un evento procedente del flujo de eventos.
Postcondiciones: El subsistema añade los nuevos patrones de eventos al motor CEP
del subsistema quedando inmediatamente utilizables.
Escenario Principal:
1. El usuario añade nuevos ficheros contenedores de patrones de eventos al direc-
torio de nuevos patrones del subsistema
2. El subsistema detecta que el usuario ha añadido nuevos patrones de eventos.
3. El subsistema lee el contenido de los ficheros detectados y obtiene la informa-
ción de éstos.
4. El motor CEP del subsistema verifica que la sintaxis de los patrones de eventos
leídos es correcta.
5. El subsistema mueve los ficheros añadidos por el usuario al directorio de des-
pliegue de patrones tras recibir confirmación de que son correctos.
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6. El motor CEP del subsistema añade los patrones de eventos para empezar a
ser utilizados.
Escenario Alternativo:
Caso alternativo al paso 4 del escenario principal:
1. El motor CEP del subsistema verifica que la sintaxis de los patrones de
eventos leídos es incorrecta.
2. El motor CEP del subsistema descarta los patrones de eventos procesados.
3. El subsistema genera una excepción en la que se recoge la erroneidad de
los patrones leídos de los ficheros.
4. El subsistema mueve los ficheros que contienen patrones incorrectos a un
directorio de patrones erróneos.
5.3.1.2.6. Caso de uso: Notificar al usuario vía e-mail de los nuevos patrones
añadidos
Descripción: El usuario recibe una notificación en forma de alerta informando de
que se han añadido nuevos patrones de eventos al subsistema. Dicha notifica-
ción se realiza a través del envío de un correo electrónico en el que se muestra
la información del patrón de evento.
Actores: Subsistema Raspberry Pi (principal), Usuario (secundario).
Precondiciones:
1. El subsistema debe estar en ejecución.
2. El usuario ha agregado al subsistema nuevos patrones de eventos y sus sintaxis
son válidas.
Postcondiciones: El subsistema envía un e-mail al usuario notificando que se han
añadido nuevos patrones de eventos.
Escenario Principal:
1. El subsistema concibe el contenido del correo electrónico con información de
la sintaxis de los patrones añadidos al motor CEP.
2. El subsistema inicia el intento de envío del correo electrónico al usuario.
3. El usuario recibe el correo electrónico en su bandeja de entrada.
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Escenario Alternativo:
Caso alternativo al paso 2 del escenario principal:
1. El subsistema es incapaz de realizar el envío del correo electrónico al
usuario.
2. El subsistema genera una excepción en la que se recoge la imposibilidad
de enviar el correo electrónico al usuario.
3. El subsistema descarta el envío del correo electrónico.
5.3.2. Diagramas de secuencia
Los diagramas de secuencia son utilizados para modelar la interacción de un con-
junto de objetos en un sistema a través del tiempo y se modelan para cada caso de
uso. Normalmente los diagramas de secuencia contienen detalles de implementación
del escenario, como objetos y clases.
En la sección anterior dividimos nuestro sistema en dos subsistemas claramente
distinguibles, por lo que esta división también afectará a la presentación de los
diagramas de secuencia ya que como se ha dicho son representaciones de cada caso
de uso.
5.3.2.1. Diagramas de secuencia Waspmote Gases
A continuación, en las Figuras 5.6 y 5.7 apreciamos los diagramas de secuencia
que representan respectivamente los casos de uso «Monitorización calidad del aire
interior» y «Envío de datos».
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Figura 5.6. Diagrama de secuencia Monitorización calidad del aire interior
Figura 5.7. Diagrama de secuencia Envío de datos54
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5.3.2.2. Diagramas de secuencia Raspberry Pi
A través de las Figuras 5.8, 5.9, 5.10, 5.11, 5.12 y 5.13 representamos los casos de
uso «Obtener datos», «Generar información compleja», «Iniciar actuador», «Noti-
ficar al usuario vía e-mail de la detección de un evento complejo», «Añadir nuevos
patrones de eventos» y «Notificar al usuario vía e-mail de los nuevos patrones aña-
didos».
Figura 5.8. Diagrama de secuencia Obtener datos
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Figura 5.9. Diagrama de secuencia Generar información compleja
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Figura 5.10. Diagrama de secuencia Iniciar actuador
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Figura 5.11. Diagrama de secuencia Notificar al usuario vía e-mail de la detección
de un evento complejo
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Figura 5.12. Diagrama de secuencia Añadir nuevos patrones de eventos
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Figura 5.13. Diagrama de secuencia Notificar al usuario vía e-mail de los nuevos
patrones añadidos
5.4. Diseño del sistema
En el apartado de diseño del sistema pasaremos a describir amplia y detalladamen-
te cómo interactúan todos los dispositivos para que, a través de un funcionamiento
conjunto, se logre satisfacer los objetivos convenidos al inicio del trabajo. Como ya
se ha reseñado anteriormente, el fin de este trabajo es la creación de un sistema
que permita cuantificar la contaminación del aire interior y así, tras el análisis de
los datos recogidos, establecer niveles de riesgo en base a afecciones genéricas de
los usuarios, lo cual permitirá iniciar de forma automática electrodomésticos que
permitan mitigar dicha polución, además de mantener al usuario informado en todo
momento.
La descripción del funcionamiento del sistema será comprendida realizando una
división que permitirá diferenciar entre la parte física y lógica del sistema. La parte
física se conoce formalmente como arquitectura física del sistema en la que consi-
deraremos todos los dispositivos involucrados y la parte lógica queda representada
mediante la arquitectura lógica del sistema en la que podremos ver cómo el software
creado posibilita que todos los dispositivos funcionen de forma coordinada haciendo
del sistema un todo.
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5.4.1. Arquitectura física
La arquitectura física del sistema queda caracterizada por todos los componentes
hardware que participan en la solución final, así como la relación que se establece
entre ellos.
Para lograr tener una visión más genérica e intuitiva de nuestro sistema en la
Figura 5.14 podemos observar todos los dispositivos que se utilizan y la relación
existente entre ellos. A continuación abordaremos uno por uno para conocer cómo
funcionan exactamente.
Figura 5.14. Arquitectura física del sistema
5.4.1.1. Waspmote Gases
Waspmote es un dispositivo de software Open Source [13], basado en sensores
inalámbricos. Está desarrollado por la compañía Libelium [34] con el objetivo de
alimentar más si cabe el universo en expansión del IoT [33]. Waspmote es una plata-
forma modular, lo cual nos brinda la posibilidad de tener diferentes configuraciones
que se adapten a nuestras necesidades. Principalmente consta de una placa base
como se puede observar en la Figura 5.15 llamada Waspmote, compuesta por un
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microcontrolador y varios sockets que entre otras cosas permiten añadir un módulo
de radio, para establecer comunicaciones inalámbricas según los requerimientos y
una placa secundaria que se encargaría de caracterizar y ampliar las funcionalidad
del dispositivo. Podemos ver las especificaciones técnicas de la placa principal en el
Cuadro 5.2. Existen diferentes posibilidades a la hora de elegir una placa secundaria,
así que teniendo en cuenta que nuestro propósito es el de medir la contaminación del
aire interior se ha elegido el módulo denominado Waspmote Gases. En la Figura 5.16
podemos observar como se integran los sensores en dicha placa modular y como ésta
se acopla a la placa genérica o principal.
En nuestro trabajo se eligieron todos aquellos sensores que nos permitieran cuanti-
ficar la mayor cantidad de elementos que participan en la generación de mala calidad
del aire interior. En el Cuadro 5.4 encontramos un listado con los sensores utilizados,
así como los elementos que pueden ser medidos con ellos. Es necesario matizar que
el trabajo se ha elaborado únicamente con aquellos sensores que son compatibles
con la placa Waspmote Gases. Esto quiere decir que existen más sensores que nos
serían de gran utilidad, pero no es posible su utilización. Concretamente elementos
tales como las partículas PM 2.5, PM 10 y la humedad no serán medidos debido a la
incompatibilidad de los sensores con la placa. También hay que tener en cuenta que,
a pesar de la existencia de 21 sensores disponibles para esta placa en concreto, es
necesario realizar un estudio previo, pues sólo se permite la incursión de 6 sensores
al mismo tiempo, además de tener en cuenta que también hay conectores específicos
en los cuales sólo se puede usar un sensor determinado.
Figura 5.15. Principales elementos placa base Waspmote
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Figura 5.16. Detalle dispositivo Waspmote Gases ensamblado
Tras comparar diferentes dispositivos con los que medir la calidad del aire interior,
formando parte del estudio previo sistemas como Raspberry Pi, Arduino y Wasp-
mote, finalmente nos decantamos por los dispositivos de la compañía Libelium. A
pesar de que el precio es más elevado comparado con las demás opciones, son dis-
positivos creados para un propósito muy concreto, esto es, capturar datos mediante
sus sensores y enviarlos utilizando algún tipo de conexión inalámbrica. Es curioso
el hecho en el que prácticamente se utilizan los mismos sensores existentes que, en
cualquier otro caso, tendríamos que haber utilizado igualmente, ya fuese Arduino
o Raspberry Pi la plataforma elegida. La problemática reside en que estos dos úl-
timos dispositivos a pesar de ser más económicos, son dispositivos muy genéricos
que requieren de una adaptación bastante elaborada para que puedan dar solución a
la particular necesidad que demandamos, cosa que nos alejaría bastante de nuestro
objetivo principal. El poder trabajar con una plataforma dedicada exclusivamente
al IoT, tener un amplio soporte tanto documental como humano, una biblioteca
de funciones muy bien documentada y además Open Source y la confianza de ser
una empresa española, fueron motivos suficientes para decantarnos por el dispositivo
Waspmote. Además, por su gran atractivo, será un dispositivo del que se podrá sacar
gran provecho en numerosos estudios y trabajos posteriores, como así se manifestó
previamente a su adquisición. Todo ello contrastado con otros proyectos de índole
similar como Rescatame Project [59], Pretesic Project [53] o el TFC [64] en los que
el dispositivo ha sido el elemento protagonista.
En nuestro sistema, Waspmote Gases asumirá la responsabilidad de recoger datos
sobre la concentración en el aire de los elementos mencionados en 5.4, los cuales,
en determinadas concentraciones propician la contaminación del aire interior. Tras
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SD Card 2 GB
Peso 20 g
Dimensiones 73.5 x 51 x 13 mm
Rango de Temperaturas [-10 oC, +65 oC]




Deep Sleep 55 μA
Hibernate 0.07 μA
Entradas/Salidas 7 Analog (I), 8 Digital (I/O), 1 PWM,
2 UART, 1 I2C, 1USB, 1SPI
Datos de funcionamiento
Voltaje batería 3.3 V - 4.2 V
Carga USB 5 V - 100 mA
Carga panel solar 6 - 12 V - 280 mA
Sensores integrados
Acelerómetro ±2g/±4g/±8g
Baja energía: 0.5 Hz/1 Hz/2 Hz/5 Hz/10 Hz
Modo normal: 50 Hz/100 Hz/400 Hz/1000 Hz
Cuadro 5.2. Especificaciones Waspmote
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Elementos a medir Sensor
Temperatura MCP9700A
Monóxido de Carbono (CO) TGS2442
Dióxido de Carbono (CO2) TGS4161
Dióxido de Nitrógeno MiCS-2714
Contaminantes del aire TGS2600
(C4H10, CH3CH2OH, H2, CO, CH4)
Contaminantes del aire 2 TGS2602
(C6H5CH3, H2S, CH3CH2OH, NH3, H2 )
Ozono (O3) MiCS-2610
Cuadro 5.4. Sensores adquiridos
la captura de estos datos en reducidos intervalos de tiempo, serán enviados a un
servidor externo, ThingSpeak. Dicho envío se realizará a través de internet haciendo
uso del módulo Wi-Fi configurado en la placa principal Waspmote. Como vemos,
su función en el sistema es muy concreta pero vital, siendo el dispositivo que nos
permita capturar la información que procesaremos a posteriormente.
5.4.1.2. Raspberry Pi 2 Model B
Según encontramos en la página oficial de la fundación Raspberry Pi [51], Rasp-
berry Pi es un ordenador de bajo coste de las dimensiones de una tarjeta de crédito
que se conecta a un monitor o televisión y hace uso de un teclado y ratón estándar.
Es un dispositivo pequeño que permite a personas de todas las edades explorar la
computación y aprender a programar en lenguajes como Python y Scratch. Es capaz
de realizar todas las tareas que se esperan de un ordenador de escritorio, desde na-
vegar por internet y reproducir vídeo en alta definición hasta la realización de hojas
de cálculo, procesado de datos y ejecutar videojuegos.
Atendiendo a una descripción más técnica, Raspberry Pi es un ordenador de placa
única o Single Board Computer (SBC) [37] cuyo diseño incluye un System on a Chip
(SoC) [35] que, como su nombre indica, integra en un solo chip los diferentes compo-
nentes del sistema con el objetivo de integrar la mayor cantidad de componentes en
el menor espacio posible. Cuenta con 2 o 4 puertos USB (según el modelo), conexión
ethernet 10/100 y salida HDMI. Carece de disco duro, aunque en su lugar utiliza
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una tarjeta SD para el almacenamiento interno. Aunque la conectividad a internet
se puede realizar utilizando el adaptador LAN integrado, para dotar de mayor inde-
pendencia física al dispositivo, en nuestro trabajo lo dotaremos además de conexión
inalámbrica mediante el uso de un dongle USB Wi-Fi. En la Figura 5.17 observamos
cómo se encuentran integrados todos los elementos en el dispositivo.
Actualmente en el mercado existen 4 versiones de este dispositivo, siendo el modelo
B el primero que se comercializó. Se lanzó un modelo A, con características más
modestas. La revisión del modelo A supuso el lanzamiento del modelo Raspberry Pi
B+, entre las principales novedades, incluía 4 puertos USB y un consumo de energía
más moderado. La segunda revisión de Raspberry Pi conllevó el reemplazo de la
Raspberry Pi B+ contando con una mejora evidente de sus especificaciones aunque
nada rompedor comparado con el modelo base, Raspberry Pi B. En el Cuadro 5.6
podemos ver un resumen de las especificaciones de Raspberry Pi 2 Model B, que
será el que utilicemos en nuestro trabajo.
Figura 5.17. Raspberry Pi 2 Model B
El hecho de que Raspberry Pi sea un ordenador que puede sostenerse en la palma
de la la mano ha propiciado su expansión y la creación de una gran comunidad alre-
dedor. Es utilizado en una vasta cantidad de proyectos, sobre todo proyectos en los
que la domótica tiene un papel protagonista. La versatilidad que ofrece este disposi-
tivo es su principal baza, permitiendo usarlo como servidor, centro multimedia [56]
o incluso en las creaciones más variopintas como un móvil [52] o la controladora de
una máquina de café [43].
En nuestro sistema Raspberry Pi ejercerá un papel trascendental pues ejercerá la
función de servidor. Se encargará de obtener los datos alojados en el servidor externo
ThingSpeak para posteriormente iniciar su procesado mediante la aplicación Mule
desarrollada. Además, en él recaerá la responsabilidad de controlar los actuadores
cuando éstos necesiten ser activados.
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Modelo B, Segunda generación
SoC Broadcom BCM2836 (CPU, GPU, DSP, SDRAM)
CPU 900 MHz quad-core ARM Cortex A7
(juego de instrucciones ARMv7)
GPU Broadcom VideoCore IV @ 250 MHz
Memoria 1 GB SRAM - 450 MHz (Compartida con la GPU)
Puertos USB x4 - USB 2.0
Entradas vídeo 15-pin MIPI conector de interfaz de cámara (CSI)
Salidas vídeo HDMI, Composite video (PAL y NTSC)
vía 3.5 mm jack
Entrada audio I2S
Salidas audio Analógica vía 3.5 mm jack; Digital




Reloj tiempo real Ninguno
Consumo energético 800 mA (4.0 W)
Fuente alimentación 5 V vía MicroUSB o GPIO
Dimensiones 85.60 mm × 56.5 mm
Peso 45 g
Cuadro 5.6. Especificaciones Raspberry Pi 2 Model B
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Para el desempeño de estas funciones podríamos haber utilizado un equipo con-
vencional como un ordenador sobremesa o portátil. Sin embargo, el funcionamiento
del sistema debe ser constante e ininterrumpido, es decir 24/7, además de necesitar
únicamente la ejecución en segundo plano de la aplicación, por lo que el uso de un
equipo personal para dicho fin se convierte en claro ejemplo de derroche y uso inco-
rrecto de recursos. De ahí, a que el dispositivo elegido haya sido Raspberry Pi, pues
su bajo consumo comparado con el de un equipo convencional, su reducido tamaño
y la inexistencia de generación de ruido lo hacen idóneo para este tipo de tarea.
5.4.1.3. ThingSpeak, servidor externo
ThingSpeak [65] es una plataforma de datos Open Source, desarrollada para apoyar
el Internet de las Cosas. Principalmente ofrece soporte de almacenamiento para los
datos recolectados por sensores, así como una API abierta y capacidades de proce-
samiento y análisis. Otras características son: servicio con localización geográfica de
los dispositivos, visualización de los datos recibidos, información sobre el estado del
dispositivo, integración con redes sociales, análisis de datos y estadísticas visuales,
etc.
Al ser una plataforma dedicada exclusivamente al IoT, ofrece una gran integración
con las plataformas más extendidas como Arduino, Electric Imp y ioBridge además
de ofrecer librerías en diferentes lenguajes como C, Java, Python, .NET / C# y
Ruby muchas de ellas creadas y mantenidas por la propia comunidad.
En nuestro sistema, la plataforma ThingSpeak cumplirá un papel simple pero
esencial y como ya se habrá intuido, su función será la de alojar los datos capturados
mediante el dispositivo Waspmote Gases, los cuales serán enviados en tiempo real.
Posteriormente, estos datos volverán a ser utilizados en nuestro sistema para ser
obtenidos por el dispositivo Raspberry Pi. De forma resumida ThingSpeak hará las
veces de puente entre los dos dispositivos interconectados a la red de internet.
5.4.1.4. Actuadores Marmitek
Podríamos definir un actuador como un dispositivo capaz de transformar energía
neumática, hidráulica o eléctrica en una fuerza capaz de mover o «actuar» sobre
otro dispositivo con el objetivo de crear un proceso automatizado. Dependiendo del
origen de estas fuerzas, el actuador puede ser neumático, hidráulico o eléctrico o
electrónico.
En nuestro trabajo, dichos actuadores tendrán la finalidad de mejorar las pres-
taciones de la vivienda de forma automática, por lo que también se introduce el
concepto de domótica. La domótica abarca el conjunto de tecnologías capaces de
automatizar de forma inteligente una vivienda proporcionando servicios de gestión
de energía, seguridad, bienestar y comunicación.
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Una vez conocidos ambos conceptos, es momento de dar a conocer los dispositivos
fabricados por la empresa Marmitek [44] los cuales son actuadores electrónicos di-
señados para automatizar el encendido de cualquier elemento conectado a ellos que
precise de energía eléctrica para funcionar. Los actuadores utilizados son los modelos
CM11 y LM12, los cuales hacen uso del protocolo X10 [55].
X10 es un protocolo de comunicaciones para el control remoto de dispositivos
eléctricos a través de la red eléctrica, transmitiendo para ello señales digitales entre
los equipos de automatización. Se da por hecho entonces, que ambos dispositivos
deben ir conectados a la red eléctrica para funcionar.
El modelo Marmitek CM11 es la unidad controladora, la cual se encarga de enviar
las señales de control a través de la red eléctrica a los demás actuadores. Dispone de
una conexión serial (la cual hemos hemos transformado en una entrada USB) que
permite que un ordenador pueda enviar las instrucciones de automatización perti-
nentes. El modelo Marmitek LM12 entra en la categoría de unidades transmisoras
y se encargará de recibir la señal procedente del módulo principal para «actuar»
en consecuencia encendiendo o apagando el dispositivo que se encuentre conectado
a éste. Dispone de dos diales que permiten codificar la dirección del actuador. Se
podrían seleccionar hasta 256 direcciones diferentes ya que la dirección está formada
por una letra (A-P) y un número (1-16), los cuales pueden ser establecidos utilizan-
do los dos selectores visibles en la parte frontal. Cabe mencionar que si poseemos
más de un módulo secundario identificable mediante direcciones, al establecer en
todos ellos el mismo código, el conjunto responderá a los mismos estímulos pues la
dirección de destino de la señal es similar en todos ellos.
En la arquitectura diseñada, el módulo Marmitek CM11 irá conectado mediante
un cable USB al dispositivo Raspberry Pi mediante la adaptación de la salida serial
que proporciona el actuador. A través de esta conexión se brindará la posibilidad de
mandar señales al controlador, dependiendo de la información generada procedente
de los datos de la calidad del aire previamente obtenidos. El módulo CM11 las
distribuirá a través de la red eléctrica a los módulos transmisores LM12, a los cuales
irán conectados electrodomésticos capaces de regenerar y mejorar la calidad del aire
tales como humificadores, deshumificadores, purificadores, ionizadores, etc.
La funcionalidad proporcionada por estos dispositivos actuadores dotarán a nues-
tro sistema de la capacidad de automatizar el encendido y apagado de electrodo-
mésticos según la información extraída del entorno, dotándolo así de cualidades
domóticas que permiten mejorar el bienestar de sus usuarios.
5.4.2. Arquitectura lógica
Está compuesta por un conjunto de conceptos técnicos y principios que sustentan
la operación lógica del sistema. Por una parte nos proporcionará la capacidad de
procesar datos y tomar decisiones en base a éstos, por la otra nos permitirá ajustar
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el funcionamiento del hardware utilizado para crear un sistema en el que todos los
elementos se intercomunican entre ellos logrando así crear una solución completa.
5.4.2.1. Estructura programación Waspmote Gases
En este apartado procederemos a explicar brevemente la estructura básica que
sigue la codificación del dispositivo Waspmote Gases. El hecho de no adentrarnos
en profundidad viene dado por el hecho de que posteriormente, en la Sección 5.5,
procederemos a ilustrar mediante el código programado cómo se ha dotado a Wasp-
mote Gases de la funcionalidad requerida para nuestro trabajo. Sin embargo, en la
Figura 5.18 podemos apreciar un diagrama de flujos con el que lograremos enten-
der rápidamente las acciones programadas en el dispositivo que a continuación se
detallan.
Todo programa que se desee desplegar en esta plataforma necesariamente debe
estar dividido en dos funciones básicas: setup() y loop(), que a la vez pueden
contener otras funciones creadas por nosotros mismos.
La función setup() es la función con la que comienza el código y se ejecuta
sólo una vez cuando el dispositivo es iniciado o reiniciado. Es donde iniciamos y
configuramos el hardware para que pueda ser usado. En nuestro caso preparamos
el módulo de comunicación Wi-Fi, conectándonos a un punto de acceso y la placa
Waspmote Gases para comenzar a usar sus sensores.
El resto de las funcionalidades son programadas dentro del cuerpo de la función
loop() la cual se ejecuta continuamente, es decir, se empiezan efectuando las instruc-
ciones y cuando se llega al final, vuelve a ejecutarse de nuevo y así sucesivamente.
Su objetivo simplemente es el de tomar datos utilizando los sensores instalados, en-
viar la información y si es necesario, provocar la entrada de la placa Waspmote en
un modo de ahorro de energía. Concretamente la programación de nuestra función
loop() es un poco más extensa y compleja pues en primer lugar capturamos los
datos necesarios sensor por sensor, realizándose la ejecución de las instrucciones de
forma secuencial debido a la incapacidad de la placa de realizar acciones de forma
concurrente. A continuación procedemos a hacer que los datos posean la mayor fia-
bilidad posible. Siempre se realizan 10 capturas por cada sensor debido a que a veces
los datos obtenidos son bastantes heterogéneos. Es por ello que descartamos los da-
tos considerados dudosos y que pueden afectar en la calidad de las tomas. Tras la
obtención de los valores finales procedemos a enviarlos a la plataforma ThingSpeak
mediante la creación de una petición HTTP en la que se encuentran los datos embe-
bidos. Tras el correcto envío o en su defecto tras 5 intentos fallidos, llegamos al final
de la función. Automáticamente el proceso comenzará de nuevo, estableciéndose un
período de 5 minutos aproximadamente entre toma y toma marcado por el tiempo
necesario empleado por Waspmote Gases para completar todo el proceso.
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Figura 5.18. Diagrama de flujo Waspmote
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5.4.2.2. Estructura de la aplicación Mule
Llegados a este punto es momento de explicar de forma práctica y aplicada a
nuestro sistema cómo hemos integrado las tecnologías descritas en el Capítulo 2.
Realizando un breve resumen, recordamos que la arquitectura SOA está orientada
a servicios. Permiten crear soluciones altamente escalables y además, su uso está
muy extendido, sin embargo, este tipo de arquitectura software no es adecuada pa-
ra su aplicación en entornos que requieran de cierta agilidad en tiempo real. Para
ello una alternativa válida sería la arquitectura EDA, en la que se promueve la pro-
ducción, detección, consumo o reacción a eventos. Cada una de estas arquitecturas
ofrecían una serie de beneficios que cubrían parte de las necesidades de nuestro tra-
bajo, aunque no posibilitaban el cumplimiento de todos los requisitos iniciales. La
integración de estas dos tecnologías mediante ESB junto con CEP hizo factible apli-
car una arquitectura SOA 2.0, mediante la cual conseguimos generar información a
partir de los datos analizados, aportando un valor añadido que nos han permitido
sacar provecho para dotar al sistema de una serie de funcionalidades que de cualquier
otra forma no hubiera sido posible.
Una representación visual de cómo nuestra aplicación está estructurada y qué
elementos la componen se observa en la Figura 5.19.
Los elementos que la componen son: los datos en bruto recogidos previamente por
Waspmote Gases, que para la aplicación suponen el origen del inicio del procesado y
el motor CEP, encargado de tratar estos datos, generando nueva información a partir
de ellos. Vinculado al motor CEP encontramos los patrones de eventos diseñados
para filtrar los datos irrelevantes. De forma secundaria encontramos el software
encargado del control de los actuadores así como el módulo de notificación al usuario
mediante el envío de correos electrónicos. Todos estos componentes se encuentran
integrados a través de Mule ESB, el cual combina las diferentes arquitecturas de
las que hemos hablado anteriormente para lograr una perfecta comunicación entre
todos los elementos y así lograr la coordinación necesaria que necesitamos en nuestro
sistema.
A partir de la ilustración en la que se muestra la arquitectura de la aplicación
Mule, vamos a realizar un recorrido en el que detallaremos el funcionamiento de
cada componente, así como su relación con los demás siguiendo el orden de ejecución
que normalmente se produciría en la aplicación.
Empezamos por los datos sobre la calidad del aire interior, los cuales se encuen-
tran almacenados en la plataforma ThingSpeak. La aplicación realizará peticiones al
servidor para descargarlos y posteriormente transformarlos y convertirlos en eventos
para poder ser tratados. Desde el punto de vista de la arquitectura SOA, ThingS-
peak es un servicio web que supone la fuente de datos aprovechable por nuestro
sistema.
El ESB es la parte central y más importante, pues en torno a él, se integran
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todos los componentes. Siguiendo por el origen de los datos, el ESB se encarga de
obtenerlos del exterior periódicamente y transformarlos para convertirlos en eventos
y así ser datos aptos para poder ser tratados directamente por el motor CEP. Por
lo tanto ESB será el nexo de comunicación entre la fuente de datos y el motor CEP
que al recibir diferentes flujos de eventos será capaz de generar eventos complejos.
Los eventos enviados al motor CEP son automáticamente aceptados o descartados.
Esto se consigue mediante la aplicación de patrones de eventos.
Los patrones de eventos son definidos por el usuario y se almacenan en ficheros
con extensión *.epl que pueden ser cargados al inicio del sistema, es decir, cargados
como patrones por defecto o pueden ser cargados una vez que la aplicación esté en
ejecución. Los patrones son leídos por el ESB desde ficheros y enviados al motor
CEP. El motor CEP verificará que la sintaxis es correcta y que los patrones son
funcionales. La importancia de la definición de patrones en nuestro sistema radica
en la categorización de datos en útiles o desechables.
Una vez que el motor CEP ha procesado los datos en forma de eventos aplicando
los patrones de eventos, la información generada vuelve al ESB, el cual con relación
a ésta, desencadenará una serie de acciones como el envío de una orden de activación
a los actuadores y la notificación al usuario a través de correo electrónico.
Cuando se genera un evento complejo, el motor CEP informa al ESB y depen-
diendo de su naturaleza se invoca al software de control Heyu.
Heyu es un programa externo y no se encuentra integrado en la aplicación, sin
embargo, el ESB será capaz de iniciar llamadas de control a Heyu pudiendo domi-
nar los actuadores mediante su activación o desactivación, lo cual propiciará que
cualquier electrodoméstico conectado a ellos se encienda o se apague.
De forma simultánea, se iniciará el proceso de notificación del usuario mediante
e-mail. El ESB se encargará de categorizar mediante niveles la información generada
por el motor CEP según su relevancia, y de esta manera personalizar las alertas del
usuario. Estas alertas contienen la información sobre la concentración en el aire de
cada elemento medido, especificando el motivo concreto de la alerta. Aprovechando
el módulo disponible de envío de correo electrónico, el ESB personalizará el cuerpo
del e-mail mediante esta información y enviará el correo electrónico al usuario para
notificar que se ha detectado un nivel de calidad del aire interior peligroso.
El funcionamiento de todos los elementos integrados mediante el ESB se produce
en tiempo real, intentando que el ciclo que se inicia desde que se obtienen los datos y
se detecta mala calidad del aire interior hasta que se inicia un actuador y se notifica
al usuario dure lo mínimo posible, para que el sistema realmente sea efectivo y
práctico para el usuario.
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Figura 5.19. Estructura aplicación Mule
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5.4.2.2.1. Diseño de la aplicación Mule Como ya conocemos, la integración de
las distintas arquitecturas para el desarrollo de nuestro trabajo la realizaremos a
través de un ESB, el cual es un modelo de arquitectura de software que utilizaremos
para el diseño e implementación de la comunicación entre todos los elementos que
necesitan interactuar entre ellos.
Para la creación de nuestra aplicación Mule se ha utilizado el IDE Anypoint Stu-
dio, un entorno de desarrollo gráfico que nos ayudará a conectar cualquier aplicación,
fuente de datos, API, etc., además de proporcionar un SDK para mejorar la unifi-
cación. A través del IDE podemos gestionar todos los componentes de forma visual
o modificando el código XML generado.
La aplicación se ha desarrollado a través de la utilización de flujos. Los flujos
son las estructuras usadas por defecto en Mule aunque también hay otros tipos de
estructuras como las tareas por lotes o la transmisión de mensajes.
El escenario utilizando flujos siempre es el mismo: cualquier aplicación suele ini-
ciarse procesando un mensaje que ha sido recibido en un flujo. Seguidamente se
pone en marcha alguna estrategia de procesamiento o se envía el mensaje a otros
flujos o subflujos que realizan tareas específicas. Un flujo que ha sido llamado para
ejecutarse puede procesar los mensajes de forma síncrona o asíncrona.
Aplicando este sencillo planteamiento a nuestra aplicación, obtenemos que el inicio
de un flujo se produce cuando se realiza una petición al servidor externo donde se
encuentran los datos. Acto seguido comienzan algunas estrategias como la carga
de patrones, la generación de eventos y su envío al motor CEP a través de flujos
de eventos, activación de actuadores, envío de e-mail, etc. Todas estas acciones se
encuentran sistematizadas en diferentes flujos por los que viajan los mensajes de
un componente a otro. A continuación, realizaremos un recorrido por los diferentes
flujos creados, así como de los elementos que contienen.
5.4.2.2.1.1. Flujo SimulatorDataReceptionToEventTransformation Es el flu-
jo inicial como se puede ver en la Figura 5.20 y dará comienzo a la ejecución de
la aplicación Mule mediante la realización de una petición HTTP a la plataforma
ThingSpeak para obtener datos de calidad del aire interior. Tras la consulta, el ser-
vidor responderá con los datos en formato JSON, los cuales son transformados y
convertidos en un nuevo evento para posteriormente poder ser enviados al motor
CEP. Los elementos utilizados se detallan a continuación:
Data stream from ThingSpeak (Simulator Sensors): Es el primer elemento con
el que nos encontramos y con el que se inicia la aplicación. A través del conec-
tor HTTP se realizan peticiones en intervalos de 1 minuto a uno de los canales
proporcionados por ThingSpeak para obtener el último conjunto de datos dis-
ponible (se supone el más actualizado), que previamente fueron generados y
subidos por un simulador de calidad de aire interior del que posteriormente
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Figura 5.20. Flujo de obtención de los datos del simulador
hablaremos en la Sección 5.7. Por cada petición el servidor responde con los
datos enviándolos a nuestra aplicación en formato JSON.
JSON to ThingSpeakSimulatorEvent: A través de una clase diseñada específica-
mente para transformar los datos en formato JSON a un Evento, quedan pre-
parados para que puedan ser leídos por el motor CEP. Antes de realizar la
conversión verificamos cuándo los datos fueron enviados al servidor desde el
simulador. Si tienen una longevidad superior a los 10 minutos, automática-
mente son descartados debido a que son considerados ya datos antiguos que
carecen del valor suficiente.
Scatter-Gatther: Es un elemento que utilizaremos en diferentes flujos y que permite
enviar la misma información a diferentes elementos para que pueda ser tratada
de forma concurrente.
Send ThingSpeakEvent to Esper: Se ha diseñado una clase para enviar los eventos
ya creados al motor CEP, el cual recibirá los datos iniciales en formato evento
para que puedan ser procesados.
Logger: Componente utilizado de forma imperativa, pues el controlador de flujo
que lo precede necesita al menos dos elementos a los que enviar el mensaje
siendo su utilidad irrelevante para la aplicación.
SetInitialDefault EventPattern: Siempre es necesario enviar primeramente un even-
to al motor CEP para que posteriormente puedan agregarse todos los patrones
necesarios y así empezar con el análisis del flujo de eventos. Esto lo indicamos
mediante un script, el cual una vez enviado el primer evento al motor CEP,
realiza una llamada al flujo que permite leer los patrones por defecto de la
aplicación.
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5.4.2.2.1.2. Flujo SetInitialDefaultsEventPattern El flujo que podemos ver en
la Figura 5.21 será el encargado de leer los patrones de eventos por defecto y cargarlos
en el motor CEP. Los elementos utilizados son:
Figura 5.21. Lectura de los patrones de eventos por defecto
Default event pattern EPL: A través del conector File, realizamos la lectura de
los ficheros en formato *.epl alojados en el directorio default-eventpattern en
los cuales se encuentran definidos los patrones de eventos. Los ficheros son
interpretados uno a uno en orden alfabético. Por lo tanto, es importante reseñar
que si en un patrón hacemos referencia a otro patrón, el segundo debe ser
nombrado de forma que sea leído en primer lugar, ya que en caso contrario el
motor CEP nos indicará que es incorrecto al no tener información previa del
patrón al que se hace referencia.
File to String: Es el transformador usado para convertir los archivos *.epl leídos a
cadenas de texto.
Add default EventPattern to Esper engine: Creamos una clase que permitirá aña-
dir los patrones de eventos leídos a la aplicación. Si la sintaxis es correcta y
el patrón es adecuado se agrega al motor CEP, y además se añade un listener
que se mantendrá a la espera de detectar eventos que coincidan con el patrón
de eventos asociado.
5.4.2.2.1.3. Flujo WaspmoteDataReceptionToEventTransformation Este flu-
jo de datos iniciado automáticamente, tiene exactamente el mismo funcionamiento
y forma que el flujo SimulatorDataReceptionToEventTransformation como
podemos apreciar en la Figura 5.22. Pero en este caso, los datos extraídos del servi-
dor han sido subidos de forma previa por el dispositivo Waspmote Gases. Tenemos
entonces dos canales de los que obtener datos, por un lado los datos generados por
el simulador de calidad de aire interior y por otro los suministrados por Waspmote
Gases.
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Figura 5.22. Flujo de obtención de los datos de Waspmote Gases
5.4.2.2.1.4. Flujo NoticeOfNewComplexEventDetected Será el flujo más com-
plejo de la aplicación y a la vez el que permita realizar las operaciones más vistosas
de cara al usuario. Podemos observar la distribución de los elementos que lo forman
en la Figura 5.23. Sintetizando su funcionamiento, este flujo se iniciará únicamen-
te cuando el motor CEP detecte que un evento de alguno de los flujos de eventos
existentes coincide con uno de los patrones cargados, lo cual quiere decir que se ha
detectado un evento complejo. Esta detección hace que se envíe toda la información
necesaria a este flujo, en el que se realizan dos acciones de forma simultánea: se noti-
fica al usuario mediante el envío de un correo electrónico, en el que se personaliza el
cuerpo de éste con información útil para el usuario y además, se realiza una llamada
al software encargado de poner en funcionamiento los actuadores. Es en este flujo,
donde se define la forma de proceder tras la detección de un evento y por tanto, el
que caracteriza el comportamiento del sistema general.
Event alert complex consumer: Es un conector utilizado para comunicar varios
flujos. Cuando un listener que se mantiene a la espera recibe la notificación
de que el motor CEP ha detectado un evento complejo, automáticamente la
información se envía al flujo del que actualmente hablamos. Por lo tanto, es
una forma de intercomunicar distintos flujos mediante el paso de mensajes con
información.
Handle Actuator: El diseño de un duplo de clases permite que podamos interactuar
con los actuadores conectados a Raspberry Pi. En estas clases se gestiona la
configuración de la dirección que deberán utilizar los actuadores, además de
realizar una llamada al software Heyu que permitirá iniciar la activación de
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Figura 5.23. Flujo de alerta al usuario e inicio de actuadores
79
5. Desarrollo del trabajo
los actuadores cuando se haya detectado un evento complejo. También se ha
definido que los actuadores se apaguen tras 30 minutos de actividad en el caso
de no detectar nuevos eventos.
Customize email body: Este controlador de flujo permite dirigir el mensaje a otros
elementos basándose en expresiones de control. En nuestra aplicación, la con-
dición para dirigir el mensaje a uno u otro lugar estriba en el nombre del
patrón de eventos de nivel superior que ha desencadenado la detección de
un evento complejo. Por lo tanto, podemos encontrar cuatro posibilidades di-
ferentes según el origen de la información procedente de la detección de un
determinado patrón: patrón AQI_DISEASES, patrón CO2, patrón THER-
MAL_CONFORT o que el evento haya sido detectado por un patrón añadido
posteriormente por el usuario. La información del cuerpo del correo la con-
forman: el patrón que ha detectado el evento, el instante de detección, sub-
patrones detectados (en caso de haberlos) así como el nivel de peligrosidad y
la información sobre todos los elementos monitorizados. También se indica la
dirección que los actuadores deben tener para poder funcionar, así como un
enlace al canal de la plataforma ThingSpeak, donde el usuario podrá visualizar
de forma gráfica los resultados almacenados. En caso de que el evento haya
sido detectado por un patrón genérico, se indica el patrón que lo ha detectado,
el flujo de eventos, así como la sintaxis del patrón que lo ha detectado, además
de la información concerniente sobre la dirección del actuador y el enlace al
canal de datos.
SMTP: A través del protocolo SMTP el conector nos permitirá enviar el mensaje
con el cuerpo personalizado a partir de la información recibida al usuario,
cuyos credenciales han sido previamente configurados. De esta forma, cada
vez que se detecte un evento complejo, se enviará de forma automática una
notificación al usuario en forma de e-mail.
5.4.2.2.1.5. Flujo DetectAndAddNewEventPatternFromFile Además de los pa-
trones de eventos por defecto que la aplicación lee y añade al motor CEP al inicio
cuando se analiza el primer evento, también es posible que el usuario añada nuevos
patrones de eventos como podemos ver en el flujo de la Figura 5.24. Para ello, la
aplicación Mule se mantiene a la escucha del directorio new-eventpattern de manera
que, cuando se inserte algún patrón proceda a su lectura, transformación a cadena de
caracteres y posterior envío al motor Esper el cual procederá a su verificación. Tras
esta acción pueden producirse dos circunstancias: que el motor CEP detecte que el
patrón es incorrecto generando una excepción que será recogida por la aplicación
y derivará en desplazar el archivo contenedor de su sintaxis al directorio incorrect-
eventpattern o que el motor CEP verifique la validez del patrón, entonces éste será
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Figura 5.24. Flujo de lectura de nuevos patrones
mudado al directorio deployed-eventpattern. Como se puede apreciar a diferencia del
flujo SetInitialDefaulstEventsPatterns, en este caso sí se ha tenido en cuenta
la posibilidad de leer patrones incorrectos, pues serán incluidos por el usuario y por
tanto, propensos a errores.
5.4.2.2.1.6. Flujo NoticeOfNewEventPatternAdded A través del flujo repre-
sentado en la Figura 5.25, el usuario será notificado tras añadir uno o varios patro-
nes de eventos adicionales. Esta notificación también se realizará a través de correos
electrónicos, siendo el contenido del cuerpo de éstos la sintaxis del patrón añadido.
En caso de que el usuario, tras añadir un patrón de evento a la aplicación no sea
notificado, se entiende que éste ha resultado incorrecto.
5.4.2.3. Software de Control Heyu
Heyu [30] es una herramienta liberada bajo licencia GNU GPLv3 [26] y basada en
línea de comandos disponible para la mayoría de sistemas basados en Unix (distri-
buciones Linux, distribuciones BSD y Mac OS X) que permite controlar de forma
remota luces y dispositivos en nuestro hogar. Para ello utiliza la interfaz CM11A,
mediante la cual realiza comunicaciones bidireccionales utilizando señales X10 a tra-
vés de la red eléctrica a módulos que puede encender, apagar u oscurecer en caso de
tratarse de bombillas. Si el ordenador desde donde se ejecuta la aplicación se des-
conecta o es apagado, Heyu puede almacenar la programación de diferentes eventos
en la memoria EEPROM de los módulos para cuando sea necesaria su ejecución.
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Figura 5.25. Flujo de aviso al usuario de la inclusión de nuevos patrones de eventos
Este software adquiere gran relevancia en el desarrollo de nuestro sistema pues
posibilitará de forma sencilla el control de los actuadores configurados mediante los
que podremos controlar el encendido y apagado de cualquier dispositivo eléctrico
conectado a ellos. La integración en la aplicación Mule se ha efectuado mediante la
ejecución de llamadas a sus binarios, por lo que simplemente ha sido necesaria su
compilación y configuración en el sistema para poder empezar a ser utilizado.
5.4.3. Patrones CEP aplicados a la calidad del aire interior
Mediante la monitorización de la calidad del aire interior podemos generar in-
formación bastante útil para mejorar la calidad de vida de las personas, siendo de
especial utilidad si además tenemos en cuenta el estado de salud de los usuarios.
Dependiendo del tipo de afección que sufran la información puede ser tratada para
usarla a su favor y así tomar decisiones que ayuden a no agravarla.
Una parte de nuestro trabajo se ha centrado en la creación de patrones específicos
para cada afección, además de la definición de diferentes niveles de peligrosidad que
sugieren al usuario a cuan riesgo están expuestos si no toman las medidas oportunas.
Por supuesto, nuestro sistema es la solución perfecta para que el usuario se mantenga
despreocupado, haciendo que la tecnología realice todo el trabajo.
A continuación detallaremos cómo se han desarrollado los patrones, pilar de nues-
tro sistema.
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5.4.3.1. Descripción de los elementos monitorizados que contribuyen a la
mala calidad del aire interior
Para la creación de los patrones de eventos se han tenido en cuenta los elementos
que más destacan y tienden a contaminar la calidad del aire [77]:
Partículas Las partículas en suspensión en el aire son una mezcla de sustancias de
distinta composición química y de diversa naturaleza física. Se muestran con
un tamaño variable entre los 0.005 y los 100 μm en forma de hollín, nubes de
polvo, neblina, etc. pudiendo diferenciar dos tipos de partículas atendiendo a
su tamaño: las partículas PM 10, cuyo diámetro es menor a 10 micras y las
partículas PM 2.5 con diámetro menor de 2.5 micras. Se suelen encontrar en
casi todos los ambientes interiores, siendo el origen aparatos de combustión
y el humo del tabaco. Las partículas que son respiradas hacen de irritantes,
sobre todo en personas asmáticas. Otros síntomas son inflamación de las vías
respiratorias y agravamiento de enfermedades respiratorias y cardiovasculares.
Ozono Se produce de forma natural en las capas más altas de la atmósfera y en am-
bientes interiores se origina en equipos que generan una descarga de potencia
entre placas metálicas o con la existencia de radiaciones ultravioleta. Algunos
sistemas que contribuyen a su creación son impresoras y motores elećtricos.
Los efectos producidos sobre las personas son irritación de garganta y ojos,
dificultad respiratoria, tos y malestar en general.
Dióxido de Nitrógeno Su presencia está relacionada con la quema de combustible,
emisiones de los vehículos y de forma natural mediante relámpagos y orga-
nismos del suelo. En ambientes interiores, las principales fuentes de emisión
son las calefacciones, estufas y cocinas que se alimentan de gas, así como el
humo de tabaco. En bajas emisiones el dióxido de nitrógeno causa irritación en
garganta y ojos e incluso puede provocar un edema pulmonar. Una exposición
excesiva puede afectar a los principales órganos como hígado, pulmón y bazo.
Dióxido de Azufre Suele presentarse en el exterior, teniendo su origen en la quema
de combustibles fósiles. Sus niveles en interiores son mucho más bajos, y es
originado por estufas de queroseno, calderas y chimeneas. Provoca irritación
de ojos, nariz y garganta. Es causante de enfermedades respiratorias y en las
personas asmáticas pueden agravar su situación.
Monóxido de Carbono El hecho de ser un gas incoloro e inodoro hace que sea
peligroso ya que su inhalación pasa desapercibida, produciendo la muerte. Su
principal origen son los motores de gasolina. En interiores puede provenir de
estufas de carbón, braseros, hornos, calefacción y humo de tabaco. En el peor
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de los casos puede provocar la asfixia a la persona expuesta. Síntomas más
leves pueden ser la sensación del falta de aire, náuseas y mareos.
Dióxido de Carbono Es un componente que se origina en la naturaleza, cuyo prin-
cipal origen es la respiración de organismos vivos. En los últimos años, la
concentraciones de dióxido de carbono se ha incrementado en un 30% pues en
las ciudades se genera siempre que se produce una combustión que contiene
carbono. Aplicado a la salud, el dióxido de carbono en altas concentraciones
conduce a la asfixia. De forma más leve causa dolor de cabeza, falta de con-
centración, mareos, problemas respiratorios. En niveles bajos es considerado
un indicador de la calidad del aire, pues normalmente son las propias personas
sus emisores a través de la respiración.
Temperatura/Humedad El cuerpo humano es capaz de regular la temperatura
corporal dentro de un margen de grados. Para que exista confort térmico en
interiores, se debe percibir una sensación de bienestar general de humedad y
temperatura. Los límites extremos pueden ser dañinos debido a que tendemos
a mantener ciertas partes vitales a temperatura constante. Las condiciones
perfectas en interiores suele darse cuando la temperatura está entre los 15
y 24 grados y la humedad relativa entre el 40 y 70 por cierto. El origen que
produce el alteramiento de estas cifras suelen ser las calefacciones y aires acon-
dicionados, además de la falta de ventilación. Los efectos sobre la salud son
sequedad de la nariz y la garganta, cansancio y falta de concentración.
5.4.3.2. Patrones aplicados a personas con distintas afecciones
Las actividades que realizamos diariamente hacen que pasemos más del 80% en
espacios interiores como oficinas, colegios, hospitales, guarderías, centros comercia-
les, viviendas... por ello la calidad del aire que en ellos se respira puede afectar a
nuestra salud [79].
Los patrones han sido diseñados teniendo en cuenta las posibles afecciones que la
calidad del aire interior puede agravar e incluso originar en las personas como lo son
las enfermedades pulmonares o cardíacas.
Para el diseño de los patrones nos hemos basado en Guidelines for the Reporting of
Daily Air Quality [3], guía en la que se establece una serie de niveles bien definidos
de peligrosidad a los que se les asigna un índice de calidad del aire o Air Quality
Index (AQI). Estos niveles quedan definidos mediante intervalos de concentración
de los principales elementos que contribuyen a la contaminación del aire interior
y son nombrados según el grado de peligrosidad Good, Moderate, Unhealthy, Very
Unhealthy y Hazardous. En esta guía también se distinguen a tres grupos: personas
especialmente sensibles, personas con problemas pulmonares y personas con proble-
mas cardíacos. En la Figura 5.26 podemos observar qué valores de concentración de
84
5.4. Diseño del sistema
Figura 5.26. Niveles AQI
cada elemento definen cada uno de los niveles, así como los valores estipulados para
cada nivel AQI.
5.4.3.2.1. Personas especialmente sensibles Son personas que pese a no pa-
decer ninguna enfermedad, son particularmente sensibles a determinadas concen-
traciones de mala calidad del aire interior y pueden experimentar síntomas como
irritación en ojos y nariz, fatiga mental, náuseas y reacciones de hipersensibilidad.
Estas personas están asociadas a los niveles Moderate, nivel 5 y Unhealthy for
Sensitive Groups, nivel 4. En el nivel 5 los elementos que afectan a las personas más
sensibles son las partículas PM 2.5 y PM 10 y el dióxido de nitrógeno, mientras que
en el nivel 4, además de estos elementos también se tiene en cuenta el ozono y el
dióxido de azufre.
Los patrones definidos para este grupo de personas son básicos, es decir, sólo se
han definido los intervalos de valores numéricos que establecen el nivel.
5.4.3.2.2. Afecciones Pulmonares Anualmente 4.3 millones de personas mueren
de forma prematura a causa de enfermedades causadas por la contaminación del
aire interior. Algunas enfermedades o padecimientos producidas o agravadas por
una mala calidad del aire interior son: asma, bronquitis crónica, enfisema, fibrosis
quística (afectan a las vías respiratorias), insuficiencia respiratoria, edema pulmonar,
embolia pulmonar (intercambio normal de gases y flujo sanguíneo en los pulmones)
y neumonía y cáncer de pulmón [17].
Teniendo en cuenta el impacto en la patología respiratoria se han definido una serie
de patrones en los que se tiene en cuenta los principales contaminantes que afectan
a este grupo de personas: ozono, dióxido de nitrógeno, dióxido de azufre y partículas
PM 2.5 y PM 10. Los niveles de peligrosidad establecidos para estas personas son los
niveles Unhealthy (nivel 3), Very Unhealthy (nivel 2) y Hazardous (nivel 1).
Para este grupo, al estar presentes en los niveles de peligrosidad más altos sí se
han tenido en cuenta en la jerarquía de patrones para seleccionar siempre los niveles
de concentración más altos.
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5.4.3.2.3. Afecciones Cardíacas Se ha demostrado que la contaminación del aire
influye en el desarrollo de enfermedades cardíacas, en las que se incluyen ataques al
corazón y paros cardíacos. Varias investigaciones han demostrado que la exposición
a largo plazo a partículas finas puede influir en las enfermedades del corazón [41].
Además el hecho de estar expuestos a humos procedentes de combustiones hacen
que el monóxido de carbono y el dióxido de nitrógeno contribuyan a aumentar las
incidencias de ataques cardíacos. Estos contaminantes entran a través de las vías
respiratorias a los pulmones y penetran en los torrentes sanguíneos produciendo
inflamaciones, presión arterial alta e incremento del ritmo cardíaco.
En los patrones definidos los elementos contaminantes de la calidad de aire interior
que se han tenido en cuenta son: ozono, monóxido de carbono, dióxido de azufre
y partículas PM 2.5 y PM 10. Se ha procedido de forma similar que en el diseño
de patrones para las personas con afecciones pulmonares, estableciendo los niveles
Unhealthy (nivel 3), Very Unhealthy (nivel 2) y Hazardous (nivel 1) y creando para
estos patrones una jerarquía para filtrar los resultados más peligrosos.
5.4.3.3. Patrón de calidad del aire general
El dióxido de carbono es un gas incoloro, inodoro, ligeramente ácido y no infla-
mable producto de la quema de combustibles fósiles y de la respiración celular. En
las zonas urbanas es generado en todos aquellos procesos en los que tiene lugar la
combustión de sustancias que contienen carbono, emitiéndose a la atmósfera como
chimeneas industriales y vehículos a motor. Es considerado un potencial tóxico a
través de la inhalación, introduciéndose en el cuerpo a través de los pulmones que lo
distribuyen a la sangre. Las consecuencias de su respiración van desde las más leves
como excitación y depresión del sistema nervioso central, a las más severas como
dificultad para respirar, náuseas, vómitos, sudoración, hasta las más graves como
convulsiones, inconsciencia e incluso la muerte [54].
Este componente más que considerarse un contaminante, es considerado un indi-
cador de calidad de la ventilación en ambientes interiores ya que normalmente es
emitido por las propias personas en el proceso de respiración, siendo posible controlar
de forma continua su concentración. Podemos decir entonces que su concentración
está directamente relacionada con el índice de ventilación del ambiente en el que
está presente.
En la Figura 5.27 extraída de [48] podemos apreciar los efectos que producen los
diferentes niveles de concentración del dióxido de carbono, el cual normalmente es
expresado en porcentajes de densidad.
En la elaboración de patrones que nos informen de la presencia de este componente
del aire, hemos realizado un esquema de dos niveles. En el primer nivel, es decir,
en los patrones de nivel inferior se han definido los diferentes valores numéricos
que definen cada nivel de peligrosidad. Al no haber encontrado una clasificación
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Figura 5.27. Niveles de CO2 y efectos sobre la salud
oficial de estas concentraciones en niveles, hemos aplicado los niveles siguiendo la
nomenclatura AQI, la cual ha resultado bastante eficaz. En el segundo nivel, o nivel
superior se ha estipulado que se elija la mayor concentración detectada. De forma
similar que en el diseño de los patrones anteriores lo que se pretende es obtener el
mayor nivel de peligrosidad detectado y desechar valores pequeños que carecen de
protagonismo siempre que se encuentre alguno superior a ellos.
5.4.3.4. Patrón temperatura/humedad
En los ambientes interiores la regulación de la temperatura se produce a través de
sistemas de calefacción, climatización y ventilación. Las personas podemos adaptar-
nos a las condiciones dentro de un margen de grados, siendo el confort térmico la
percepción de la sensación de bienestar general de la humedad y la temperatura. En
la norma UNE EN ISO 7730, Confort térmico en ambientes moderados [20], se defi-
ne que una persona sentirá confort cuando el calor interno generado y las pérdidas
por evaporación de su cuerpo se compensen con las pérdidas o ganancias por valor
latente, sensible o radiante con respecto al entorno.
El confort térmico de ambientes interiores puede determinarse a partir de algu-
nas variables como: temperatura seca del aire, humedad relativa del aire, actividad
realizada, indumentaria utilizada, aclimatación y constitución de la persona (sexo,
edad, peso).
En el diseño de nuestros patrones basados en el confort térmico hemos tenido en
cuenta únicamente la temperatura y la humedad relativa del aire, pudiendo observar
una aproximación de los valores utilizados en la Figura 5.28 extraída de [2]. Se ha
establecido nuevamente un planteamiento en el que el patrón de nivel inferior será
el encargado de detectar si nos encontramos dentro de valores aceptables tanto para
la temperatura como para la humedad. En esta ocasión, en el patrón no se han
definido niveles de peligrosidad ni similares, si no que simplemente se ha definido si
el ambiente es adecuado o no. En este caso el patrón no detecta un evento cuando
se obtienen valores dentro de un intervalo definido, si no cuando estos valores están
fuera del intervalo, por lo que se ha diseñado de forma que se devuelvan los valo-
res más distantes tanto por el extremo inferior del intervalo como por el extremo
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Figura 5.28. Rangos de valores aceptables de la temperatura y humedad para el
confort térmico
superior. De esta forma siempre obtendremos los valores menos aceptables y más
críticos.
5.5. Implementación
Tras conocer el diseño de todo el sistema en el presente apartado vamos a pro-
fundizar en la implementación de las partes más relevantes para conocer con más
detalle cómo se han llevado a cabo. Realizaremos la división a nivel de dispositivo
hardware, donde se ejecuta el software implementado, así nos será más fácil entender
el funcionamiento general del sistema.
5.5.1. Waspmote Gases
En el Apartado 5.4.2.1 pudimos comprender la estructura de la programación
desplegada en el dispositivo Waspmote. En esta sección explicaremos con más detalle
a través del código fuente algunas de las partes más relevantes de la codificación
desarrollada.
5.5.1.1. Configuración del módulo Wi-Fi y conexión con el punto de acceso
Esta acción se encuentra en el contexto de la función setup() lo cual significa que
se realiza una única vez cuando encendemos el dispositivo Waspmote.
A través de las dos funciones que se muestran a continuación, procedemos a con-
figurar primeramente algunas opciones de la conexión con el punto de acceso. En
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initializeWIFI() verificamos antes de comenzar que el módulo Wi-Fi se ha inicia-
do correctamente. Algunos de los parámetros configurados son el modo de asignación
de la dirección IP, el tipo de seguridad implementado en la red y la intensidad de la
señal. Como se puede apreciar, cada vez que establecemos una opción hacemos que
el LED1 parpadee, de esta forma podremos conocer mediante señales luminosas
qué actividad se encuentra realizando Waspmote.
Una vez establecidos los parámetros necesarios, intentamos unirnos al punto de ac-
ceso a través del método joinWithAP(), el cual devolverá verdadero si la conexión
ha sido correcta o falso en caso contrario.
Si la configuración es correcta en este punto ya deberíamos estar conectados al
punto de acceso para poder enviar datos posteriormente.
void i n i t i a l i z e W I F I ( )
{
i f ( WIFI .ON(SOCKET0) == 1 )
{
USB. p r i n t l n (F( "\ tWIFI : ON" ) ) ;
}
e l s e
{
USB. p r i n t l n (F( "\ tEl modulo WIFI no ha podido s e r i n i c i a l i z a d o
correctamente " ) ) ;
}
WIFI . r e s e tVa lue s ( ) ;
WIFI . setConnect ionOptions (HTTP|CLIENT_SERVER|CLIENT|UDP) ;
bl inkLed (LED1) ;
WIFI . setDHCPoptions (DHCP_ON) ;
bl inkLed (LED1) ;
WIFI . setJoinMode (MANUAL) ;
bl inkLed (LED1) ;
WIFI . setAuthKey (WPA2, AUTHKEY) ;
bl inkLed (LED1) ;
WIFI . setTXRate (15) ;
bl inkLed (LED1) ;
WIFI . storeData ( ) ;
}
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boolean joinWithAP ( )
{
i f (WIFI . j o i n (ESSID) )
{
USB. p r i n t (F( "\ n\ tConectado de forma e x i t o s a a l Punto de Acceso
\ " " ) ) ;
USB. p r i n t (ESSID) ;
USB. p r i n t l n (F ( " \ " " ) ) ;
USB. p r i n t l n (F( "\ n\t
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−")) ;
USB. p r i n t (F( "\ t In formac ion de l Punto de Acceso \ " " ) ) ;
USB. p r i n t (ESSID) ;
USB. p r i n t l n (F ( " \ " " ) ) ;
USB. p r i n t l n (F( "\ t
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−")) ;
WIFI . getAPstatus ( ) ;
USB. p r i n t l n (F( "\ n\t−−−−−−−−−−−−−−−−−−−−")) ;
USB. p r i n t l n (F( "\ tCon f i gurac ion TCP/IP " ) ) ;
USB. p r i n t l n (F( "\ t−−−−−−−−−−−−−−−−−−−−")) ;
WIFI . getIP ( ) ;
USB. p r i n t l n (F ( " " ) ) ;
r e turn true ;
}
e l s e
{
USB. p r i n t (F( "\ tNo ha s ido p o s i b l e conectar con e l Punto de
Acceso " ) ) ;
USB. p r i n t l n (ESSID) ;
re turn f a l s e ;
}
}
5.5.1.2. Inicio de sensor y captura de datos
En este punto ya nos encontramos dentro de la función loop(), la cual se repetirá
indefinidamente mientras que el dispositivo Waspmote se encuentre activo.
Para comenzar a capturar datos del entorno, utilizamos uno por uno los sensores,
repitiéndose siempre el mismo patrón: se inicia el sensor, se realizan 10 capturas de
datos que se guardan en un vector para finalmente apagar el sensor. El hecho de
tener que estar constantemente apagando y encendiendo los sensores se debe a que
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pueden originar inconsistencias en la placa Waspmote Gases, y tal como recomienda
la guía de programación del dispositivo es recomendable apagar el sensor si vamos
a necesitar usar otro. Es importante también mencionar que algunos de los sensores
necesitan de un calentamiento previo antes de iniciar la captura de datos, algo así
como una puesta a punto para que los datos capturados sean correctos.
A continuación podemos ver un ejemplo de captura de datos para el sensor que
mide el NO2 y el sensor que mide el CO, el cual como se aprecia es calentado
previamente y que particularmente no necesita ser apagado:
setUpNO2 ( ) ;
f o r ( uint8_t i =0; i<MEASURES; ++i )
{
measureNitrogenDioxide ( ) ;
p r in tNi t rogenDiox ide ( ) ;
d iox idosNi t rogeno [ i ] = getNit rogenDiox ide ( ) ;
}
setDownNO2 ( ) ;
setUpCO ( ) ;
warmSensor (SENS_SOCKET3CO, "CO" ) ;
f o r ( uint8_t i =0; i<MEASURES; ++i )
{
measureCarbonMonoxide ( ) ;
printCarbonMonoxide ( ) ;
monoxidosCarbono [ i ] = getCarbonMonoxide ( ) ;
}
En el fragmento de código que sigue podemos observar la definición de las funciones
utilizadas anteriormente y cómo se realiza el proceso de forma interna para el sensor
NO2. Se aprecia cómo en la codificación debemos tener en cuenta el socket en el que
se ha instalado el sensor. Al no estar los sensores calibrados, no realizamos ninguna
otra acción adicional, simplemente tomamos las medidas en Voltios y la expresamos
en Kohms.
#d e f i n e GAIN_NO2 1
#d e f i n e RESISTOR_NO2 7
f l o a t socket3BVal =0;
f l o a t socket3BValKohms=0;
void setUpNO2 ( )
{
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SensorGasv20 . con f i gu r eSenso r (SENS_SOCKET3B, GAIN_NO2, RESISTOR_NO2)
;
SensorGasv20 . setSensorMode (SENS_ON, SENS_SOCKET3B) ;
de lay (40000) ;
}
void setDownNO2 ( )
{
SensorGasv20 . setSensorMode (SENS_OFF, SENS_SOCKET3B) ;
}
void measureNitrogenDioxide ( )
{
socket3BVal = SensorGasv20 . readValue (SENS_SOCKET3B) ;
socket3BValKohms = SensorGasv20 . c a l c u l a t e R e s i s t a n c e (SENS_SOCKET3B,
socket3BVal , GAIN_NO2, RESISTOR_NO2) ;
}
f l o a t getNit rogenDiox ide ( )
{
re turn socket3BValKohms ;
}
void pr in tNi t rogenDiox ide ( )
{
USB. p r i n t (F( "\ tDioxido de Nitrogeno (NO2) : " ) ) ;
USB. p r i n t ( socket3BVal ) ;
USB. p r i n t (F( " V, " ) ) ;
USB. p r i n t ( socket3BValKohms ) ;
USB. p r i n t l n (F( " Kohms" ) ) ;
}
5.5.1.3. Operación de homogeneización de datos
Como ya sabemos, los datos capturados por los sensores a veces son bastante
dispares entre sí. Esto justifica la realización de 10 capturas para posteriormente
homogeneizar los datos y obtener finalmente datos más precisos. Para ello, utilizamos
la función getTheMostRepeated() que podemos ver en el fragmento de código que
sigue:




i n t dataInt [MEASURES] ;
f o r ( uint8_t i =0; i<MEASURES; ++i )
{
dataInt [ i ] = ( i n t ) dataFloat [ i ] ;
}
Repe t i c i one s repAux [MEASURES] ;
uint8_t used =0;
i n t encontrado =0;
f o r ( uint8_t i =0; i<MEASURES; ++i )
{
encontrado = searchValue ( repAux , used , dataInt [ i ] ) ;
i f ( encontrado == −1)
{
repAux [ used ] . va l o r = dataInt [ i ] ;
repAux [ used ] . o c u r r e n c i a s =1;
repAux [ used ] . p o s i c i o n [ i ]=1;
++used ;
}
e l s e
{
++repAux [ encontrado ] . o c u r r e n c i a s ;
repAux [ encontrado ] . p o s i c i o n [ i ]=1;
}
}
s t r u c t Repe t i c i one s repFina l = getMax ( repAux , used ) ;
f l o a t f i n a l = calculateAveragesFromMax(&repFinal , dataFloat ) ;
r e turn f i n a l ;
}
En dicha función tomamos la parte entera de las medidas realizadas (mediante la
previa conversión del valor flotante a entero) que han sido guardadas en vectores (a
cada sensor le corresponde un vector de almacenamiento) y elegimos el valor que
más se repite. Una vez elegida la parte entera que más se repite, tomamos todas
aquellas medidas que tienen esa parte entera y calculamos la media aritmética sobre
ellas, siendo éste el valor final que tendremos en cuenta.
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5.5.1.4. Envío de datos a la plataforma ThingSpeak
Finalmente una vez filtrados y procesados los datos de cara a ofrecer una mayor
fiabilidad, procedemos al envío de éstos a la plataforma ThingSpeak.
En primera instancia, se intentará enviar al servidor la petición HTTP creada con
los datos generados como parámetros. Si la petición se ha realizado correctamente,
la función loop() habrá llegado a su fin, iniciando nuevamente todo el proceso y los
datos habrán quedado almacenados en el servidor. En caso contrario, si el primer
intento de envío de datos por cualquier motivo fallase, volvemos a conectarnos con
el punto de acceso (por si el problema fuese de conexión) e intentamos de nuevo el
envío. Suponiendo que el problema persistiese y se realizasen hasta 5 intentos fallidos,
el envío de los datos capturados automáticamente se descartaría y la ejecución de
la función loop() quedaría finalizada. Podemos ver a continuación el código que
acompaña que ilustra la explicación.
i n t i n t e n t o s =0;
uint8_t s t a tu s =0;
do{
USB. p r i n t (F( "\ n\ t [ " ) ) ;
USB. p r i n t ( i n t e n t o s ) ;
USB. p r i n t l n (F( " / 5 ] i n t e n t o s de envio de datos a l s e r v i d o r " ) ) ;
s t a tu s = WIFI . getURL(DNS, getThingSpeakServer ( ) , ur l , body ) ;
++i n t e n t o s ;
i f ( s t a tu s !=1)
{
USB. p r i n t l n (F( "\ t \ tReconectando con e l Punto de Acceso . . . " ) ) ;
i n i t i a l i z e W I F I ( ) ;
j o i n S u c c e s f u l = joinWithAP ( ) ;
}
} whi l e ( in tento s <=5 && sta tu s !=1 ) ;
5.5.2. Raspberry Pi
En este apartado analizaremos la implementación de la aplicación Mule desplegada
en el dispositivo Raspberry.
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5.5.2.1. Obtención de datos
Marca el punto de inicio de la aplicación, siendo los datos el combustible necesario
para que el sistema se mantenga en funcionamiento. Su obtención se ha realizado
utilizando el conector HTTP Endpoint proporcionado por Mule mediante el cual
realizaremos peticiones HTTP al servidor ThingSpeak. La configuración es bastante
sencilla y podemos observarla en la Figura 5.29, siendo necesario haber desplazado
previamente el elemento a source el cual marca la división de un flow, siendo process
la fracción en la que integramos el resto de elementos. También será necesaria la
configuración del conector llamado HTTP_polling_1_minuto, estableciendo que se
realicen peticiones en intervalos de 1 minuto.
El hecho de tener dos orígenes de información diferentes, una procedente del canal
de datos de Waspmote Gases y otro del canal que almacena los datos generados por
el simulador, ha supuesto la utilización de sendos conectores similares entre sí en los
que la única diferencia existente es la dirección de la petición.
Como se ha explicado, los elementos son arrastrados al área de trabajo, siendo una
de las muchas ventajas de trabajar con el IDE AnyPointStudio, pues es bastante
intuitivo y fácil de utilizar. Si necesitamos de alguna característica más específica,
siempre podemos editar manualmente el código XML que define la aplicación.
Tras la obtención de los datos necesarios, en el siguiente apartado se explica cómo
en process éstos son transformados en eventos.
Figura 5.29. HTTP Endpoint
5.5.2.2. Transformación de datos en eventos
Los eventos son las unidades más importantes de nuestra aplicación. Teniendo
en cuenta esto, la transformación de los datos obtenidos por el conector HTTP
Endpoint a eventos adquiere especial relevancia, pues éstos se insertarán en flujos
de eventos que posteriormente serán procesados por el motor CEP. Serán estas
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acciones las que queden implementadas en process en el que queda definido todo el
proceso.
Los eventos complejos son los eventos que salen del motor CEP y que se ajustan
a patrones de eventos que hemos definido y de los que también hablaremos pos-
teriormente con más detalle. Es a partir de ellos de donde lograremos obtener la
información útil que desencadenará el inicio de las correspondientes acciones en el
sistema. A continuación, podemos ver cómo los datos obtenidos en formato JSON son
analizados sintácticamente campo a campo para convertirlos en un evento nombrado
como HealthEvent-Waspmote, el cual es devuelto por la función para posteriormente
ser gestionado y enviado al motor CEP.
@ContainsTransformerMethods
pub l i c c l a s s JsonToThingSpeakWaspmoteEvent extends
AbstractMessageTransformer
{
Map<Str ing , Object> eventPayload ;
pub l i c synchron ized Map<Str ing , Object> transformMessage (
MuleMessage message ,
S t r ing outputEncoding ) throws TransformerException
{
Map<Str ing , Object> eventMap = new LinkedHashMap<Str ing , Object
>() ;
ObjectMapper mapper = new ObjectMapper ( ) ;
JsonNode jsonNode = mapper . readTree ( message . getPayloadAsStr ing
( ) ) ;
eventPayload = new LinkedHashMap<Str ing , Object >() ;
i n t tota lEntryFeeds = jsonNode . get ( " f e e d s " ) . s i z e ( ) ;
eventPayload . put ( " id " , jsonNode . get ( " channel " )
. get ( " id " ) . asLong ( ) ) ;
eventPayload . put ( " name " , jsonNode . get ( " channel " ) . get ( " name " )
. getTextValue ( ) ) ;
eventPayload . put ( " updatedAt " , jsonNode . get ( " channel " ) . get ( "
updated_at " )
. getTextValue ( ) ) ;
eventPayload . put ( " last_entry_id " , jsonNode . get ( " channel " )
. get ( " last_entry_id " ) . asLong ( ) ) ;
eventPayload . put ( " createdAt " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( "
created_at " ) . asText ( ) ) ;
eventPayload . put ( " entryID " ,
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jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " entry_id
" ) . asLong ( ) ) ;
eventPayload . put ( " temperature " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " f i e l d 1 " )
. asDouble ( ) ) ;
eventPayload . put ( " o3 " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " f i e l d 2 " )
. asDouble ( ) ) ;
eventPayload . put ( " co " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " f i e l d 3 " )
. asDouble ( ) ) ;
eventPayload . put ( " co2 " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " f i e l d 4 " )
. asDouble ( ) ) ;
eventPayload . put ( " no2 " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " f i e l d 5 " )
. asDouble ( ) ) ;
eventPayload . put ( " ap i " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " f i e l d 6 " )
. asDouble ( ) ) ;
eventPayload . put ( " a p i i " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " f i e l d 7 " )
. asDouble ( ) ) ;
eventPayload . put ( " bat te ry " ,
jsonNode . get ( " f e e d s " ) . path ( tota lEntryFeeds −1) . get ( " f i e l d 8 " )
. asDouble ( ) ) ;
eventMap . put ( " HealthEvent−Waspmote " , eventPayload ) ;
}
re turn eventMap ;
}
El evento simple generado a partir de los datos origen consta de 14 atributos:
id, name, updateAt y last_entry_id que proporcionan información genérica sobre
el canal del que proceden, createdAt, entryID, los cuales contienen información de
la última actualización del canal y temperature, o3, co, co2, no2, api, apii, battery
que son los campos donde almacenaremos los datos capturados por los sensores del
dispositivo Waspmote.
El fragmento de código pertenece a la transformación de los datos capturados por
el dispositivo Waspmote Gases. Sin embargo, el código de la clase que transforma
los datos generados por el simulador es bastante similar, variando únicamente los
atributos de los elementos de los que generamos información, que como ya hemos
visto, pasa por ajustarse un poco más a nuestras necesidades.
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Hay que aclarar que el fragmento es un resumen del código y no contiene toda la
funcionalidad de la que hemos dotado a la clase. Entre otras cosas, se realiza una
comprobación en la que se verifica que los datos obtenidos de ThingSpeak no tienen
una longevidad superior a 10 minutos y se muestran en pantalla los datos del nuevo
evento generado.
5.5.2.3. Lectura de patrones de eventos
El motor CEP para la generación de eventos complejos necesita tener cargados una
serie de patrones que utilizará durante el análisis de los diferentes flujos de eventos,
en los que comparará cada evento con los patrones adecuados.
Nuestro sistema necesita de un procedimiento que facilite la lectura de patrones
para su posterior envío al motor CEP, el cual se encarga de verificar que la sintaxis
es correcta y de que además existen flujos de eventos a los que pueden ser aplicarlos.
Para ello, tanto para los patrones que son cargados por defecto, como para los que
son añadidos por el usuario, se procede a la lectura de ficheros en formato *.epl,
pues EPL es el lenguaje con el que son definidos. En ambos casos utilizamos el
conector File y lo situamos en la parte source del flow. A continuación, indicamos
la ruta donde se encuentran almacenados los patrones y aplicamos una expresión
regular en la que indicamos que sólo deseamos leer ficheros con extensión *.epl, y ya
podremos leer ficheros desde directorios. Para la implementación del flujo en el que
el usuario puede añadir patrones adicionales, se han aplicado otras configuraciones
como la frecuencia con la que comprobar el directorio para volver a leer ficheros y
el directorio de destino en caso de que deseemos mover los ficheros a otra carpeta
una vez leídos, como se puede apreciar en la Figura 5.30.
Tras la lectura de los ficheros que contienen los patrones de eventos, utilizamos el
transformador File to String, que como su nombre indica, transformará el contenido
del fichero en cadenas y que enlazaremos con una clase que nos permitirá hacerlos
útiles.
En la implementación de la clase, primeramente añadimos el patrón de eventos
leído al motor CEP. A continuación y dependiendo del tipo de patrón, personaliza-
remos el mensaje a enviar a través del ESB a partir del listener de éste, en el que
definimos los datos que nos serán de utilidad en cada caso. Descartamos el envío
de información de eventos complejos generados por aquellos patrones que no sean
del tipo que se especifica en las condiciones. En caso de que el patrón sea del tipo
especificado, se enviará la información generada por el evento complejo, que ha sido
personalizada por el listener para que pueda ser utilizada en la ejecución de las
acciones posteriores. Estas acciones como veremos en breve, serán la notificación al
usuario y el inicio de los actuadores.




Figura 5.30. Configuración del conector File
pub l i c c l a s s AddDefaultEventPatternToEsperComponent implements Ca l l ab l e
{
pub l i c Object onCal l ( f i n a l MuleEventContext eventContext ) throws
Exception {
f i n a l Object payload = eventContext . getMessage ( ) . getPayload ( ) ;
f i n a l EPStatement pattern = EsperUt i l s . addNewEventPattern (
payload . t oS t r i ng ( ) ) ;
System . out . p r i n t l n ( " −> PATRÓN DE EVENTOS POR DEFECTO AÑADIDO:
" + pattern . getName ( ) ) ;
StatementAwareUpdateListener l i s t e n e r = new
StatementAwareUpdateListener ( ) {
@Override
pub l i c void update ( EventBean [ ] newComplexEvents , EventBean
[ ] oldComplexEvents ,
EPStatement detectedEventPattern , EPServiceProvider
s e r v i c e P r o v i d e r ) {
i f ( newComplexEvents != n u l l )
{
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Map<Str ing , Object> messagePropert i e s =
Lis tenerCustomizer . Customizer (
detectedEventPattern , newComplexEvents ) ;
MuleMessage message = new DefaultMuleMessage (
payload ,
eventContext . getMuleContext ( ) ) ;
i f ( newComplexEvents [ 0 ] . getEventType ( ) . getName ( ) .
equa l s ( "AQI_DISEASES" ) | |
newComplexEvents [ 0 ] . getEventType ( ) . getName ( ) .
equa l s ( "CO2" ) | |
newComplexEvents [ 0 ] . getEventType ( ) . getName ( ) .
equa l s ( " ThermalComfort " ) )
{
message . addPropert i e s ( messagePropert ies ,
PropertyScope .OUTBOUND) ;
t ry {
System . out . p r i n t l n ( " −> AÑADIENDO
PROPIEDADES AL MENSAJE PARA
INICIAR ENVÍO DE EMAIL Y ACTIVAR
ACTUADOR" ) ;
eventContext . getMuleContext ( ) . g e tC l i en t ( ) .
d i spatch (
" DetectedEventConsumerGlobalVM " ,
message ) ;
} catch ( MuleException e ) {






pattern . addLis tener ( l i s t e n e r ) ;
r e turn payload . t oS t r i ng ( ) ;
}
}
5.5.2.4. Inicio de actuadores mediante la ejecución de comandos
Es la parte en la que recae la verdadera utilidad del sistema y que a la vez de-
fine la funcionalidad más destacada de éste. En la aplicación Mule, el inicio de los
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actuadores se ha programado, al igual que las notificaciones al usuario de la que
hablaremos a continuación, cuando el motor CEP genere un evento complejo. Esto
significa que han tenido lugar las condiciones necesarias que implican la interven-
ción del sistema para actuar en consecuencia. Para gestionar el comportamiento de
los actuadores, se ha procedido a la utilización del software Heyu como ya se ha
expuesto anteriormente.
La ejecución de Heyu a través del ESB se ha realizado mediante la programación
de un par de clases: una para implementar la forma de encender y apagar el contro-
lador principal mediante llamadas al sistema y otra que utilizará a la primera para
encender el actuador cuando el sistema lo disponga y apagarlo transcurrido un lapso
de tiempo de 30 minutos. Para esto último, se ha utilizado la clase TimerTask, que
simplemente necesita de una variable en la que se especifique el tiempo para el cual
realizar la tarea periódicamente. Sin embargo, nuestra pretensión no es lanzar el el
comando de apagado del actuador periódicamente, si no sólo transcurridos 30 mi-
nutos, o el equivalente 1800000 milisegundos desde que se dejan de generar eventos
complejos. Para ello, dentro de la ejecución de la tarea procedemos a cancelarla y
la ejecución de la tarea finalizará.
Podemos observar el código que sigue para una mayor comprensión de su funcio-
namiento:
pub l i c c l a s s ControlModuleX10Device {
pub l i c void on ( )
{
St r ing command = " heyu on " + houseCode + deviceCode ;
S t r ing output = constructHeyuCommand (command ) ;
System . out . p r i n t l n ( " −> EJECUTANDO " + command ) ;
System . out . p r i n t l n ( " −> Output : " + output ) ;
}
pub l i c void o f f ( )
{
S t r ing command = " heyu o f f " + houseCode + deviceCode ;
S t r ing output = constructHeyuCommand (command ) ;
System . out . p r i n t l n ( " −> EJECUTANDO " + command ) ;
System . out . p r i n t l n ( " −> Output : " + output ) ;
}
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pr i va t e S t r ing constructHeyuCommand ( St r ing command)
{
S t r i ngBu f f e r output = new St r i ngBu f f e r ( ) ;
t ry {
Process p roce s s = Runtime . getRuntime ( ) . exec (command ) ;
BufferedReader reader = new BufferedReader (
new InputStreamReader ( p roce s s . getInputStream ( ) ) ) ;
S t r ing l i n e = n u l l ;
whi l e ( ( l i n e = reader . readLine ( ) ) != n u l l ) {
output . append ( l i n e + "\n " ) ;
}
} catch ( IOException e ) {
e . pr intStackTrace ( ) ;
}
re turn output . t oS t r i ng ( ) ;
}
}
pub l i c c l a s s Act ivatorsHandler {
p r i va t e long de lay = 1800000;
p r i va t e ControlModuleX10Device actuator ;
pub l i c synchron ized void manageActivator ( @Payload St r ing payload ) {
System . out . p r i n t l n ( " −> INICIANDO EJECUCIÓN DEL ACTUADOR" ) ;
ac tuator = new ControlModuleX10Device ( ControlModuleX10Device .
houseCodes .M,
ControlModuleX10Device . deviceCodes .CODE_1) ;
actuator . on ( ) ;
f i n a l Timer t imer = new Timer ( ) ;





pub l i c void run ( )
{
actuator . o f f ( ) ;
t imer . cance l ( ) ;
}
} ;
t imer . s chedu le ( task , de lay ) ;
}
}
5.5.2.5. Envío de notificaciones a través del e-mail
Uno de los objetivos de nuestro sistema es el de alertar al usuario en tiempo real
cuando se detecte un nivel de calidad lo suficientemente peligroso como para tener
que ponerlo en su conocimiento.
Cuando el motor CEP genere un evento complejo automáticamente se notificará al
usuario mediante un correo electrónico cuyo cuerpo queda personalizado con datos
de su interés. Como se puede apreciar en el siguiente fragmento de código, extraído de
la implementación XML de la aplicación Mule, la configuración del e-mail dependerá
del evento complejo detectado y se incluirá información sobre el patrón que lo ha
generado, el instante de detección, el/los subpatrones que también han colaborado,
el nivel de peligrosidad en caso de existir y siempre se detallará la concentración
máxima de los elementos medidos. Por último, también se recuerda la dirección de
los actuadores, así como un enlace al canal de datos de la plataforma ThingSpeak
donde el usuario puede consultarlos de forma gráfica. En la Figura 5.31 podemos
observar un ejemplo del resultado de esta implementación.
<when expr e s s i on ="#[message . inboundPropert i e s [ ’ eventPatternName ’]== ’
LEVELS−CO2’ ] " >
<set−payload value ="#[ ’ Se ha detectado un n i v e l de a l e r t a
p e l i g r o s o : \n ’
+ ’\n−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
+ ’\ nPatr&#243;n : ’ + message . inboundPropert i e s [ ’
eventPatternName ’ ]
+ ’\ nIns tante de d e t e c c i &#243;n : ’ + message . inboundPropert i e s
[ ’ timestamp ’ ]
+ ’\ nSubpatr&#243;n detectado : ’
+ ’\n − ’ + message . inboundPropert i e s [ ’ patternType0 ’ ] + ’ ,
Nive l : ’
+ message . inboundPropert i e s [ ’ a q i l e v e l 0 ’ ]
+ ’\n−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−’
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+ ’\n\nDatos de l o s agentes monitor i zados : ’
+ ’\n − O3: ’ + message . inboundPropert i e s [ ’ o3 ’ ]
+ ’\n − PM 2.5 ’ + message . inboundPropert i e s [ ’ pm2 ’ ]
+ ’\n − PM 10 : ’ + message . inboundPropert i e s [ ’ pm10 ’ ]
+ ’\n − CO: ’ + message . inboundPropert i e s [ ’ co ’ ]
+ ’\n − SO2 : ’ + message . inboundPropert i e s [ ’ so2 ’ ]
+ ’\n − NO2: ’ + message . inboundPropert i e s [ ’ no2 ’ ]
+ ’\n − CO2: ’ + message . inboundPropert i e s [ ’ co2 ’ ]
+ ’\n − Humedad : ’ + message . inboundPropert i e s [ ’ humidity ’ ]
+ ’\n − Temperatura : ’ + message . inboundPropert i e s [ ’
temperature ’ ]
+ ’\n\nEl ac t i vador se encuentra programado en HOUSE M, UNIT 1 ’
+ ’\n\n\ nVi s i t a https : // th ingspeak . com/ channe l s /36741
para obtener m&#225; s in fo rmac i &#243;n . \ n ’ ] "
doc : name="Set Payload | CO2 Email body"/>
<smtps : outbound−endpoint host="smtp . uca . es " port ="465" user="${
emai l . username }"
password="${ emai l . password }" to="${ emai l . emai l to }" from="${
emai l . email from }"
sub j e c t ="[ ALERTA − CO2 ] SE HA DETECTADO UN PATR&#211;N DE
EVENTOS PELIGROSO"
responseTimeout ="3000" doc : name="SMTP | Email warning
o f dangerous CO2 event detec ted "/>
</when>
5.5.2.6. Patrones de eventos complejos
A continuación se detalla la implementación de los patrones utilizados en el siste-
ma.
5.5.2.6.1. Patrones calidad del aire interior según Air Quality Index (AQI)
Los patrones como ya se ha manifestado han sido implementados estableciendo una
jerarquía entre ellos en los que en cada nivel se procede a la filtración de datos para
devolver en última instancia los datos más relevantes.
Los patrones aplicados a las enfermedades pulmonares y a las enfermedades car-
díacas han sido diseñados siguiendo el documento Guideline for reporting daily Air
Quality [3]. En esta guía se tienen en cuenta los siguientes elementos: ozono, partí-
culas PM2.5 y PM10, monóxido de carbono, dióxido de azufre y dióxido de nitrógeno.
Según su concentración se realiza una clasificación en 6 niveles que van desde el nivel
bueno y adecuado para la salud hasta llegar al nivel más peligroso para los seres hu-
manos. Estos niveles son nombrados como Good, Moderate, Unhealthy for sensitive
groups, Unhealthy, Very Unhealthy y Dangerous. Además, se realizan dos grandes
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Figura 5.31. Detalle de la alerta vía e-mail
diferenciaciones, personas que tienen afecciones pulmonares y personas con proble-
mas cardíacos. Teniendo en cuenta estos datos, se han elaborado unos patrones que
reflejan con la mayor fidelidad posible la guía a la que nos hemos ceñido.
En la jerarquía de patrones diseñada, encontramos tres niveles claramente distin-
guibles, dependiendo siempre el patrón de nivel superior del patrón de nivel inferior,
es decir, el patrón de eventos de Nivel 2 depende de los patrones de eventos del Nivel
1 y a su vez el patrón de eventos del Nivel 3 depende del patrón de eventos del Nivel
2. En la Figura 5.32 podemos observar de forma esquemática cómo se ha definido
la relación entre los patrones.
En el Nivel 1 encontramos 5 patrones de eventos diferentes en los que se estable-
cen los intervalos de valores que definen los niveles de calidad del aire que hemos
nombrado. Dependiendo de la afección, intervienen unos elementos u otros y además
se establecen intervalos diferentes para definir el nivel. Por ejemplo, en las enferme-
dades pulmonares encontramos que se deben tener en cuenta el ozono, el monóxido
de carbono, las partículas PM2.5 y PM10, el dióxido de nitrógeno y el dióxido de
azufre, mientras que en las enfermedades del corazón, tienen mayor protagonismo el
ozono, el monóxido de carbono, las partículas PM2.5 y PM10 y el dióxido de azufre.
En el Nivel 1, tenemos por tanto cinco patrones de eventos para la definición de los
niveles de calidad del aire para las personas con problemas pulmonares y 5 patrones
de eventos para la definición de los niveles de calidad del aire para personas con pro-
blemas cardíacos. A continuación, podemos ver un ejemplo de la implementación del
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patrón de eventos definido para el nivel Hazardous de la enfermedad HeartDiseases:
@Name( ’ HeartDiseasesLeve l −HAZARDOUS’ )
i n s e r t i n to HeartDiseases
s e l e c t ’HAZARDOUS’ as l e v e l ,
’ HeartDiseases ’ as patternType ,
current_timestamp ( ) as timestamp ,
1 as grade ,
h1 . o3 as o3 ,
h1 .pm2 as pm2,
h1 . pm10 as pm10 ,
h1 . co as co ,
h1 . so2 as so2 ,
h1 . no2 as no2 ,
h1 . co2 as co2 ,
h1 . humidity as humidity ,
h1 . temperature as temperature
from HealthEvent h1
where ( h1 . o3 >= 0.405 and h1 . o3 <= 0 .60 ) or
( h1 . co > 30 and h1 . co <= 50) or
( h1 .pm2 > 250 and h1 .pm2 <= 500) or
( h1 . pm10 > 420 and h1 . pm10 <= 600) or
( h1 . so2 > 0.60 and h1 . so2 <=1.00)
Tras este primer nivel se ha definido un patrón para cada enfermedad en el Nivel
2. En este nivel, simplemente definimos una ventana de tiempo de 60 segundos en
la que realizamos la primera criba de datos, seleccionando sólo aquel evento con un
nivel de peligrosidad mayor, es decir limitamos los resultados a uno. Para ello, a
cada nivel se le ha asignado una numeración de 6 a 1, correspondiendo el nivel 6 a
Good y 1 a Hazardous, de ahí a que se haya elegido el evento con el valor mínimo,
que realmente sería el nivel máximo de peligrosidad. Podemos ver a continuación la
definición del patrón de Nivel 2 en la jerarquía de HeartDiseases:
@Name( ’AQI−HeartDiseases ’ )
i n s e r t i n to AQI_LEVELS
s e l e c t min ( grade ) as grade ,














from HeartDiseases . win : time_batch (60 sec )
l i m i t 1
Por último, en el patrón de nivel superior, es decir, de Nivel 3 realizamos otra
filtración de datos y unificamos los datos de ambas enfermedades, seleccionando los
parámetros del evento con un mayor nivel de peligrosidad que ha pasado el filtro
anterior y limitando la salida a como máximo dos eventos procedentes de enferme-
dades diferentes, mediante la agrupación por tipos. Esta selección de datos se realiza
en ventanas de 5 minutos, teniendo entonces que realizar un filtrado de 5 eventos
(teniendo en cuenta que cada minuto filtraremos el evento más peligroso) y devol-
viendo el evento más peligroso en esos 5 minutos. Observamos la implementación de
este patrón:
@Name( ’AQI_DISEASES’ )
i n s e r t i n to AQI_DISEASES
s e l e c t min ( grade ) ,











current_timestamp ( ) as timestamp
from AQI_LEVELS. win : time_batch (360 sec )
group by patternType
l i m i t 2
5.5.2.6.2. Patrones calidad del aire interior para CO2 De forma muy similar
al caso anterior, en esta jerarquía de patrones de eventos se han establecido 2 niveles
como podemos apreciar en la Figura 5.33. Nos hemos basado en los siguientes docu-
mentos oficiales [5, 29] en los que se determinan niveles de peligrosidad desiguales, de
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Figura 5.32. Patrones de eventos diseñados y adaptados según AQI
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ahí a que hayamos decidido definir nuestros propios niveles y que hemos nombrado
de forma similar a los niveles de la guía AQI. De esta forma se hemos estableci-
do 6 niveles en los que se definen unos intervalos de valores determinados para el
gas CO2(aunque para nuestro estudio sólo se tenga en cuenta 5 niveles, ya que el
nivel Good no lo tenemos en cuenta). Por ejemplo, bajo estas líneas mostramos la
definición del patrón de Moderate:
@Name( ’CO2−MODERATE’ )
i n s e r t i n to CO2_LEVELS
s e l e c t ’MODERATE’ as l e v e l ,
’CO2_LEVELS’ as patternType ,
current_timestamp ( ) as timestamp ,
5 as grade ,
h1 . o3 as o3 ,
h1 .pm2 as pm2,
h1 . pm10 as pm10 ,
h1 . co as co ,
h1 . so2 as so2 ,
h1 . no2 as no2 ,
h1 . co2 as co2 ,
h1 . humidity as humidity ,
h1 . temperature as temperature
from HealthEvent h1
where ( h1 . co2 > 600 and h1 . co2 < 1000)
En el Nivel 2 de la jerarquía se ha creado un patrón que simplemente filtra to-
dos los eventos detectados en ventanas de 5 minutos, devolviendo aquel cuyo nivel
de peligrosidad es mayor. Se ha decidido establecer una jerarquía de dos patrones
únicamente, ya que no será necesario filtrar tantos eventos como si lo podríamos
hacer en el caso anterior. Para ello, se ha definido el siguiente patrón, generando
sólo un evento complejo cada 5 minutos en caso de que se dé algún nivel peligroso
de concentración de CO2:
@Name( ’CO2’ )
i n s e r t i n to CO2
s e l e c t min ( grade ) as grade ,














from CO2_LEVELS. win : time_batch (360 sec )
l i m i t 1
Figura 5.33. Patrones de eventos para CO2
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5.5.2.6.3. Patrones calidad del aire interior para la Humedad y Temperatura
Para lograr el confort térmico es necesario mantener una humedad en el aire y
temperatura determinadas. Basándonos en [1, 16], hemos definido dos patrones de
eventos de Nivel 1 en los que se ha especificado un intervalo de porcentajes adecuados
de humedad en el aire y un intervalo de temperatura aceptable para las personas
humanas. El patrón de eventos de Nivel 2 filtra los eventos complejos devueltos por el
patrón de temperatura y/o humedad y cada 5 minutos devuelve el peor caso en el que
se excedan los intervalos de temperatura y/o humedad tanto por el extremo inferior
del intervalo como por el extremo superior, es decir, se seleccionan los casos más
extremos, pudiéndose dar la circunstancia de que el evento complejo sea disparado
por humedad inadecuada, temperatura inadecuada o ambos. En la Figura 5.34 se
visualiza un esquema de la jerarquía de patrones establecida que sin lugar a dudas
es la más sencilla de todas las vistas hasta ahora.
En esa ocasión, a diferencia de los patrones anteriores, no se han definidos niveles
pues el confort térmico existe o deja de existir dependiendo de las condiciones de
temperatura y humedad.
A continuación, podemos apreciar la implementación del patrón Humedad de Nivel
1 y del patrón Confort Térmico de Nivel 2:
@Name( ’ Humidity ’ )
i n s e r t i n to TEMPERATURE_HUMIDITY
s e l e c t ’ Humidity ’ as patternType ,
current_timestamp ( ) as timestamp ,
h1 . o3 as o3 ,
h1 .pm2 as pm2,
h1 . pm10 as pm10 ,
h1 . co as co ,
h1 . so2 as so2 ,
h1 . no2 as no2 ,
h1 . co2 as co2 ,
h1 . humidity as humidity ,
h1 . temperature as temperature
from HealthEvent h1
where ( h1 . humidity < 40 or h1 . humidity > 70)
@Name( ’THERMAL_CONFORT’ )
i n s e r t i n to ThermalComfort












when humidity < 40 then min ( humidity )
when humidity > 70 then max( humidity )




when temperature < 22 .5 then min ( temperature )
when temperature > 25 .5 then max( temperature )
e l s e temperature
end
as temperature
from TEMPERATURE_HUMIDITY. win : time_batch (360 sec )
l i m i t 2
Figura 5.34. Patrones de eventos para Humedad y Temperatura
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5.6. Pruebas y validación
En el desarrollo de cualquier tipo de software es necesaria la realización de dife-
rentes pruebas que certifiquen su funcionamiento. Sin embargo, en un sistema como
el que se ha desarrollado se hace aún más imperiosa la realización de infinidad de
pruebas y comprobaciones pues a pesar de ser un prototipo funcional, de él depen-
derán en un futuro las personas que lo utilicen para mantener el aire de los interiores
en condiciones óptimas para la salud.
Desde el punto de vista del desarrollo de la aplicación Mule, la realización de las
pruebas se ha llevado a cabo mediante el diseño e implementación de un simulador
capaz de generar todos los datos necesarios e incluso más que los proporcionados
por el dispositivo Waspmote Gases. Su uso suplirá las carencias de algunos sensores,
y será a través de sus simulaciones el modo de proceder a la hora de tenerlos en
cuenta de cara al análisis de datos y posterior generación de información como se
indica en la Sección 5.7.
El simulador es capaz de generar información cada cierto tiempo de cada uno de
los elementos tenidos en cuenta, tanto de forma aleatoria como dentro de unos in-
tervalos de valores especificados. De esta forma, se ha estudiado el comportamiento
del sistema en numerosos escenarios hasta lograr paliar todos los defectos encontra-
dos, es decir, se ha aplicado la realización de pruebas de caja negra. A través de
este procedimiento se ejecutan unos casos de pruebas y se comparan los resultados
proporcionados por el sistema con las salidas esperadas. Concretamente, se ha lan-
zado la simulación de determinados elementos y se ha comparado si la información
recibida por el usuario en forma de notificaciones es la correcta y si la activación de
los actuadores se ha realizado.
Para el desarrollo de patrones, primeramente se ha verificado la sintaxis mediante
la utilización del editor Esper EPL Online [22] proporcionado por la misma compañía
desarrolladora del motor CEP, EsperTech. Posteriormente de forma análoga se ha
procedido a aplicar variados casos de pruebas mediante la simulación de elementos.
En cuanto a la codificación del dispositivo Waspmote se ha procedido de forma
semejante, probando cada nueva característica que se iba incorporando. Además se
ha contado con el modo de depuración proporcionado por Waspmote PRO IDE.
En este caso se ha insistido mucho en una correcta programación de la placa, la
cual ha resultado un poco tediosa. Conforme se iban añadiendo características y se
iba modificando el código, se estudiaba el comportamiento del dispositivo durante
algunos días para detectar posibles anomalías.
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5.7. Problemas y dificultades
La adquisición del dispositivo Waspmote Gases supuso un gran logro en el depar-
tamento de Ingeniería Informática por su gran utilidad en numerosos proyectos y
estudios relacionados con la calidad del aire.
Como hemos visto, Waspmote Gases es una placa que integra numerosos sensores
capaces de medir la concentración y variación de determinados elementos presentes
en el aire. Sin embargo, uno de los principales problemas con los que nos encontramos
es que estos sensores necesitan de una calibración previa para poder ser utilizados.
Dicha calibración debe ser llevada a cabo en un laboratorio especializado que cuente
con equipos muy específicos. Básicamente los sensores son sometidos a las diferentes
concentraciones del gas que miden y dependiendo de las condiciones en las que
vaya a ser usado también deben controlarse parámetros como la temperatura y la
humedad. Fruto de esta calibración se originan los parámetros necesarios para la
codificación del comportamiento del sensor, como la resistencia y la ganancia, que
son característicos de cada sensor y necesarios para tomar valores lo más precisos
posibles.
Lamentablemente, en el momento de adquisición de los componentes necesarios a
la empresa Libelium, ésta ya no ofrecía los sensores calibrados pues había dejado
de recibir soporte por parte del laboratorio que procedía a calibrar sus sensores.
Con ayuda de los tutores Juan Boubeta y Guadalupe Ortiz se contactó con un
laboratorio para proceder a la calibración de los sensores, sin embargo el método de
calibración seguido se aplicaba en lotes de sensores y cuyo coste estaba totalmente
fuera de nuestras posibilidades, por lo que rápidamente se dedujo la inviabilidad de
la calibración de los 6 sensores de los que disponíamos. Tras este gran contratiempo
se tomó la decisión de utilizar los sensores en el dispositivo como si estuviesen
calibrados y complementar su imprecisión con la creación de un simulador mediante
el cual recrear diferentes niveles de peligrosidad de la calidad del aire interior, además
de añadir la ficción de algunos elementos de los que no se disponía sensores para ser
medidos como lo son el dióxido de sulfuro (SO2), partículas (PM2.5 y PM10) y la
humedad.
En la implementación del simulador se incluyó la posibilidad de generar valores
aleatorios o valores limitados por un rango definidos previamente por el usuario para
de esta forma recrear diferentes niveles de calidad del aire interior. En la Figura 5.35
se muestran las diferentes opciones que brinda el simulador implementado.
Se simulan los diferentes niveles en los que se pueden clasificar los elementos ozono,
monóxido de carbono, dióxido de azufre, partículas PM2.5 y PM10 y dióxido de ni-
trógeno según el Air Quality Index en el que nos hemos basado en el desarrollo de
patrones. De forma independiente se simula el dióxido de carbono, que es un indica-
dor general de la calidad del aire, y la temperatura y humedad. También podremos
configurar el intervalo de tiempo deseado entre dos generaciones de datos diferentes,
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Figura 5.35. Opciones ofrecidas por el simulador
los cuales serán enviados a un canal personalizado en la plataforma ThingSpeak.
Otros problemas que en mayor o menor medida han influido sobre el natural
desarrollo del trabajo han estado también relacionados con el dispositivo Waspmote
Gases. Al poco de realizar la adquisición y de empezar a codificar la placa el módulo
Wi-Fi utilizado para enviar los datos a través de internet, empezó a fallar hasta
que finalmente dejó de funcionar. La humilde gestión de uno de los agentes de
Libelium hizo que pudiéramos evitar los trámites administrativos que requería el
envío de un nuevo módulo Wi-Fi de sustitución, pudiendo volver a continuar con la
codificación del dispositivo. De forma similar, uno de los sensores encargado de medir
la concentración de dióxido de carbono también dejó de funcionar correctamente de
forma previa a la finalización del trabajo. Su mal funcionamiento producía reinicios
aleatorios en el dispositivo Waspmote Gases, con lo cual se ha procedido a mantener
la codificación de dicho sensor en la máquina y se ha retirado de la placa mediante
su desconexión.
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6. Resumen
El TFG se ha desarrollado bajo la supervisión de los profesores Juan Boubeta y
Guadalupe Ortiz, ambos pertenecientes al departamento de Ingeniería Informática
de la Escuela de Ingeniería de la Universidad de Cádiz.
El objetivo fundamental ha sido la creación de un sistema de monitorización de la
calidad del aire interior en tiempo real que fuese capaz de mantener buenos niveles
de calidad del aire mediante el procesamiento de eventos complejos y el uso de
dispositivos domóticos.
La materialización de este sistema se ha llevado a cabo mediante el desarrollo de
una aplicación Mule que a través de un ESB ha hecho posible integrar todos los
elementos tanto físicos como lógicos necesarios para alcanzar el objetivo principal y
los propósitos que se han ido marcando a medida que iba avanzando el trabajo. Así
pues, hemos logrado los siguientes objetivos:
Obtención de datos de los elementos más influyentes en la mala calidad del aire
interior a través de un dispositivo capacitado para ello (en este caso, Waspmote
Gases).
Envío de datos a una plataforma pública (ThingSpeak), específica para este
tipo de usos, para que puedan ser almacenados y posteriormente consultados
por el usuario.
Obtención de los datos capturados para la generación de eventos.
Creación de eventos complejos a partir de la definición de patrones de eventos
en los que se han tenido en cuenta grupos de personas con afecciones pulmo-
nares y cardíacas y la definición de diferentes niveles de riesgo.
Utilización del motor CEP Esper para el procesamiento de eventos y la ge-
neración de eventos complejos que se interpretarán como distintos niveles de
calidad del aire a tener en cuenta.
Toma de decisiones a partir de la información generada por los eventos com-
plejos.
Alertas en tiempo real sobre niveles peligrosos de la calidad del aire interior.
117
6. Resumen
Control de actuadores para utilizarlos en beneficio del usuario, activándolos
para que cualquier electrodoméstico conectado a ellos y destinados a mitigar
la mala calidad del aire interior pueda iniciarse automáticamente.
Independencia de un ordenador para ejecutar la aplicación Mule mediante su
despliegue en un dispositivo pequeño y de bajo consumo como Raspberry Pi.
En definitiva, se ha creado un sistema autónomo que no requiere de la intervención
del usuario para su funcionamiento y que es capaz de mantener el aire de ambientes
interiores apto para el consumo humano, adaptándose a las necesidades del entorno
específico en función de las personas que hagan uso de dicho entorno.
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En el último capítulo del trabajo quedan reflejados los objetivos alcanzados tras
la realización del TFG, así como las conclusiones extraídas de ello. También se
plantearán líneas de trabajo futuras que pueden ser desarrolladas tomando como
base el presente trabajo.
7.1. Conclusiones
El trabajo desarrollado permite mejorar la calidad de vida de las personas, sobre
todo de aquellas que, debido a problemas de salud, se ven especialmente afectadas
por la mala calidad del aire interior. Más específicamente, se ha creado un sistema en
el que es posible monitorizar el aire interior así como ajustar determinados paráme-
tros del aire para mantener los niveles de calidad apropiados para la salud humana,
haciendo uso de elementos domóticos a partir de la toma de decisiones basadas en
la detección de patrones.
Se ha hecho uso de arquitecturas EDA que nos han permitido procesar los datos
en tiempo real con la finalidad de generar la información que nos permite tomar
decisiones y SOA, la cual nos ha posibilitado la integración e intercambio de in-
formación entre los diferentes elementos del sistema. El empleo conjunto de estas
dos arquitecturas origina SOA 2.0, mediante la cual conseguimos el automatismo
necesario que añade valor a nuestro sistema. Así pues, se han satisfecho todos los
objetivos propuestos en este TFG.
La memoria del trabajo se ha realizado con idea de documentar todo el proceso
seguido así como los detalles del desarrollo e implementación del sistema, con la
idea de servir como una guía, así como la constitución de las bases necesarias para
futuros desarrollos que tengan como finalidad mejoras en el sistema o simplemente
la creación de proyectos de características similares.
Además, durante la creación del sistema se han adquirido bastantes conocimientos
técnicos que se listan a continuación:
Configuración y codificación del dispositivo Waspmote Gases.
Configuración y preparación del dispositivo Raspberry Pi.
Utilización de la plataforma ThingSpeak.
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Alcance de los conocimientos necesarios para conocer los elementos que más
contribuyen a la generación de mala calidad del aire interior.
Utilidad y escenarios de aplicación de las arquitecturas EDA, SOA y SOA 2.0
Integración de diferentes arquitecturas (EDA y SOA) así como diferentes tec-
nologías (CEP) mediante la utilización del modelo de arquitectura de software
ESB.
Procesamiento de eventos para la generación de eventos complejos mediante
la utilización del motor de eventos complejos Esper.
Creación de patrones de eventos complejos mediante el lenguaje específico
EPL.
Utilización del IDE AnyPointStudio para la integración de los diferentes ele-
mentos en el ESB.
Utilización del servidor Mule Standalone Environment para el despliegue de
aplicaciones.
Utilización e integración del software libre Heyu para el control de actuadores.
Como se puede apreciar, la adquisición de todos estos conocimientos ha sido nece-
saria para lograr concebir el sistema que en esta memoria se describe, lo cual ha
implicado un gran esfuerzo e inversión de tiempo. Sin embargo la adquisición de las
competencias necesarias han contribuido a alcanzar tanto las expectativas persona-
les como las de los profesores que han dirigido este proyecto y que desde un principio
confiaron en mí.
7.2. Trabajo futuro
A partir de este trabajo se ha demostrado cómo es posible integrar diferentes
arquitecturas software y tecnologías hardware para lograr crear un sistema en el que
todos sus elementos trabajan conjuntamente de forma totalmente transparente al
usuario, estableciendo las bases necesarias para futuros proyectos de índole similar.
El sistema es susceptible a la aplicación de muchas mejoras que hagan de él un
sistema más robusto y fiable, así como la dotación de nuevas funcionalidades que
añadan más valor al producto. Algunas de estas mejoras son evidentes, como el
uso de sensores calibrados para hacer un uso pleno del dispositivo Waspmote Gases
y lograr así un sistema verdaderamente útil. Otras mejoras pasarían, por ejemplo,
por la definición de patrones más sofisticados y complejos mucho mejor adaptados
al usuario final que vaya a utilizar el sistema: se pueden personalizar los patrones
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de eventos y adaptarlos a personas con enfermedades y problemas de salud muy
concretas como asma, alergias, cáncer de pulmón, cardiopatía isquémica, neumonía
y un largo etcétera además de tener en cuenta otros elementos contaminantes que
afecten específicamente a determinados usuarios, pues como se ha explicado, sólo
se han tenido en cuenta los elementos más influyentes en la mala calidad del aire
interior.
Una posible continuación del proyecto sería la de crear una aplicación web que se
integrara con el sistema y que se convirtiera en la parte visible de éste, con la que se
pudiera interactuar convirtiéndose en el nexo de unión entre el sistema y el usuario.
A través de esta aplicación web se podría consultar en todo momento la calidad
del aire interior en tiempo real, recibir notificaciones cuando se detectasen riesgos,
control directo de los actuadores para poder mandar señales de activación cuando
nosotros lo consideremos oportuno sin que necesariamente existan niveles de calidad
del aire interior perjudiciales, información sobre el estado de los dispositivos que
componen el sistema y muchas más funcionalidades que mejorarían y completarían
sin lugar a dudas la experiencia del usuario. De este modo se lograría construir
un producto muy útil que podría ser instalado en entornos reales como colegios,
hospitales, oficinas y hogares familiares.
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A. Manual de instalación
En las siguientes secciones se procederá a explicar minuciosamente todos los pasos
necesarios para tener configurados los dispositivos Waspmote Gases y Raspberry Pi
para su uso y correcta integración en el sistema.
A.1. Waspmote
En los siguientes apartados veremos de forma detallada cómo proceder a la ins-
talación física de los elementos básicos para poner en funcionamiento Waspmote
Gases, así como conexión de los diferentes sensores utilizados y la carga del software
que la dote de funcionalidad.
A.1.1. Instalación del hardware básico
En este apartado procederemos a realizar un recorrido por los pasos necesarios
para instalar todo el hardware y los componentes en el dispositivo Waspmote.
1. Conectamos la batería a Waspmote como se muestra en la Figura A.1. Es
aconsejable recargarla al menos 24 horas antes de usarla.
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Figura A.1. Conexión de la batería a Waspmote
2. Preparación del módulo Wi-Fi antes de ser conectado a la placa. Simplemente
enroscamos la antena al módulo Wi-Fi en el sentido que vemos en la Figu-
ra A.2.
Figura A.2. Preparación del módulo Wi-Fi
3. Instalación del módulo Wi-Fi a la placa base Waspmote mediante el cual
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podremos enviar datos a través de internet. La insertamos respetando los pines
de la placa como podemos ver en la Figura A.3.
Figura A.3. Conexión módulo Wi-Fi
4. Inserción de la tarjeta SD necesaria en el slot de almacenamiento externo,
requerida para el funcionamiento de Waspmote Gases. En ella podemos al-
macenar un log del sistema para posteriormente consultar todos los sucesos
ocurridos, pues sin el SDK proporcionado por Libelium no existe otra manera
de conocer si se ha producido alguna anomalía que impida el buen funciona-
miento del dispositivo. El slot se encuentra en la parte inferior de la placa
principal como podemos ver en la Figura A.4.
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Figura A.4. Inserción de la tarjeta SD en el slot de almacenamiento externo
5. Conexión de la placa Waspmote Gases a la placa principal Waspmote. Inserta-
mos la placa auxiliar Gasmote Gases a la placa principal respetando los pines
y en la posición que muestra la Figura A.5.
Figura A.5. Conexión de la placa Waspmote Gases
A.1.2. Conexión de los sensores
Tras realizar el montaje básico que comprende la unión de la placa Waspmote
con la placa Waspmote Gases, así como la conexión del módulo de comunicación
Wi-Fi y el anclaje de la batería, en esta parte del manual vamos a ilustrar cómo




Antes de comenzar es importante aclarar previamente que cada sensor debe ir
colocado en un determinado socket de la placa y en una determinada posición,
pudiendo a veces ser conectado en más de un socket compatible. Para ello es necesario
aplicar las instrucciones tal y como se detallan en Gases 2.0 Technical Guide [28]
donde se detalla minuciosamente cómo abordar esta tarea. Es importante también
verificar que queden correctamente instalados, ejerciendo para ello un poco de vaivén
para insertarlos.
A continuación en los siguientes subapartados realizaremos un recorrido por cada
uno de los sensores mostrando información básica de ellos y cómo se procedería a
su conexión en el dispositivo.
A.1.2.1. Sensor Temperatura - MCP9700A
El sensor de temperatura posee tres patillas que podemos identificar de la forma
que se hace en la Figura A.6.
Este sensor tiene su propio conector en la placa Waspmote Gases procediendo a
su conexión tal y como se muestra en la Figura A.7.
Figura A.6. Sensor Temperatura
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Figura A.7. Conexión sensor Temperatura
A.1.2.2. Sensor Monóxido de Carbono (CO) - TGS2442
El sensor para medir el monóxido de carbono que podemos observar en la Figu-
ra A.8 puede ser emplazado en los sockets 3A y 4. Sin embargo, en nuestra placa
Waspmote Gases ha sido emplazado en el socket 3A como se muestra en la Figu-
ra A.9, respetando la dirección de la pestaña.
Figura A.8. Sensor CO
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Figura A.9. Conexión sensor CO
A.1.2.3. Sensor Dióxido de Carbono (CO2) - TGS4161
La concentración de dióxido de carbono será medida a través del sensor que po-
demos observar en la Figura A.10. El sensor TGS4161 a diferencia del anterior sólo
puede ser emplazado en un único socket, concretamente en el 1A tal y como se indica
en la Figura A.11, quedando la pestaña indicadora a la izquierda.
Figura A.10. Sensor CO2
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Figura A.11. Conexión sensor CO2
A.1.2.4. Sensor Dióxido de Nitrógeno (NO2) - MICS-2714
El sensor utilizado para medir concentraciones de dióxido de nitrógeno, Figu-
ra A.12, debe quedar situado en el conector 3B de la placa Waspmote Gases como
se aprecia en la Figura A.13.
Figura A.12. Sensor NO2
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Figura A.13. Conexión sensor NO2
A.1.2.5. Sensor Ozono (O3) - MICS-2610
El sensor MICS-2610, mostrado en la Figura A.14, nos permite medir las varia-
ciones de concentración del ozono. Sólo puede ser utilizado en un socket, siendo éste
el socket 2B y debe ser conectado siguiendo la Figura A.15 respetando la dirección
a la que apunta la pestaña indicadora.
Figura A.14. Sensor O3
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Figura A.15. Conexión sensor O3
A.1.2.6. Sensor Contaminantes del Aire I - TGS2600
A través de este sensor seremos capaces de medir la sensibilidad de la variación
de la concentración de numerosos gases que normalmente no son encontrados en
la composición de la atmósfera y que se consideran contaminantes. Podemos tener
una imagen de él en la Figura A.16. Los gases que podemos medir principalmente
son etanol (CH2CH2OH) e isobutano (C4H10) y con menos respuesta monóxido de
carbono (CO) y metano (CH4). El sensor también es sensible a las variaciones de
concentración del hidrógeno (H2).
Puede insertarse en los conectores 2A, 3A y 4. En nuestra placa se ha conec-




Figura A.16. Sensor Contaminantes del Aire I
Figura A.17. Conexión Contaminantes del Aire I
A.1.2.7. Sensor Contaminantes del Aire II - TGS2602
El sensor TGS2602 de la Figura A.18 es similar al TGS2600 y lo utilizaremos
para medir la presencia de gases contaminantes como tolueno (C6H5CH3), sulfuro
de hidrógeno (H2S), etanol (CH3CH2OH), amonio (NH3) e hidrógeno (H2). Puede
ser emplazado en los sockets 2A, 3A y 4. Lo conectaremos en el socket 2A, como se
sugiere en la Figura A.19, orientando la pestaña indicadora hacia abajo.
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Figura A.18. Sensor Contaminantes del aire II
Figura A.19. Conexión Contaminantes del aire II
Llegados a este punto ya disponemos de todos los sensores correctamente conecta-
dos en nuestra placa Waspmote Gases y habremos finalizado la instalación de todos
los componentes físicos necesarios para poner en marcha el dispositivo y codificar la
lógica necesaria para adaptar el funcionamiento a las necesidades del trabajo.
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A.1.3. Compilación del programa
Una vez completada la instalación del hardware físico así como la conexión de
todos los sensores de los que disponemos procedemos a la carga de la codificación
necesaria para dotar a Waspmote Gases de la funcionalidad deseada.
Siguiendo los pasos listados a continuación lograremos cargar el código fuente en
el dispositivo:
1. Nos aseguramos de que la batería está lo suficientemente cargada y de que
hemos conectado el conector USB tanto a Waspmote como al equipo desde
donde desplegaremos el código. Tras ello procedemos a su encendido tal y
como se muestra en la Figura A.20, moviendo los interruptores a la izquierda:
Figura A.20. Encendido de Waspmote
2. Iniciamos el software proporcionado por Libelium llamado Waspmote Pro IDE,
el cual está disponible para las plataformas Windows, Linux y Mac y podemos
encontrarlo en el apartado de desarrollo de la página de la compañía [60]. Éste
no requiere de instalación y tras la descompresión del ZIP descargado podemos
iniciarlo mediante la ejecución del script nombrado como waspmote que se
encuentra en el directorio generado.
3. Tras el inicio del programa es necesario elegir el dispositivo Waspmote con el
que vamos a trabajar. En el menú Herramientas, pulsamos sobre Tarjeta,
que es una mala traducción de board o placa, ya que nos estamos refiriendo
al dispositivo con el que queremos establecer la conexión y pulsamos sobre
waspmote-API-v014. Podemos ver la selección en la Figura A.21.
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Figura A.21. Selección del dispositivo Waspmote
4. A continuación, desde el mismo menú Herramientas elegimos la interfaz de
comunicación a la que hemos conectado el dispositivo Waspmote tal y como
se aprecia en la Figura A.22.
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Figura A.22. Selección de la interfaz de conexión
5. Una vez que ya hemos configurado la conexión y suponiendo que tenemos el
código listo para su despliegue procedemos a la carga en el dispositivo Wasp-
mote. Para ello pulsamos sobre el botón en el que aparece una flecha apuntando
en dirección derecha como apreciamos en la Figura A.23. Al pulsar sobre es-
ta opción el IDE automáticamente empezará con la compilación del código
fuente, paso previo a su despliegue en el dispositivo.
139
A. Manual de instalación
Figura A.23. Compilación código fuente Waspmote
6. Una vez que el código ha sido compilado y no se han reportado errores, auto-
máticamente el proceso sigue con la subida de la programación a Waspmote
como observamos en la Figura A.24 en la que el IDE indica que la carga ya se
ha completado de forma correcta.
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Figura A.24. Subida del código compilado a Waspmote
7. Por último podemos iniciar el dispositivo Waspmote con la nueva programa-
ción cargada y observar cómo las acciones programadas se van sucediendo de
forma secuencial de cara a verificar si el comportamiento es el esperado. Para
ello pulsamos sobre el único icono que vemos a la derecha del IDE y auto-
máticamente se abrirá un monitor de la salida serial que hemos seleccionado
anteriormente en el que aparecen todos los mensajes que se han programado
y que nos van mostrando cómo actúa el dispositivo. Podemos ver un ejemplo
de ello en la Figura A.25. Es importante señalar que la velocidad de transmi-
sión serial, Baud Rate debe estar configurada en 115200 como se observa en la
esquina inferior derecha de la ventana, que establece los bits por segundo que
son enviados en la transmisión de datos.
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Figura A.25. Monitor serial del dispositivo Waspmote
A.2. Raspberry Pi
La preparación del dispositivo Raspberry Pi no es compleja pero es bastante te-
diosa.
Empezaremos cubriendo la instalación del sistema operativo y su configuración
siguiendo con la instalación del JDK de Java para poder ejecutar el servidor Mule
ESB Standalone, así como el software necesario para controlar los actuadores. Por
último se explicará como utilizar y configurar un servidor dinámico de nombres de
dominio para utilizar el dispositivo desde cualquier parte del mundo.
A.2.1. Instalación del sistema operativo Raspbian
A continuación explicaremos cómo instalar el sistema operativo en Raspberry Pi,
siendo le elección del sistema operativo la primera decisión que debemos tomar.
Raspberry Pi B 2 es compatible con la mayoría distribuciones GNU/Linux, siendo
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recomendable la elección de una distribución adaptada a dicho dispositivo. También
podemos encontrar una versión específica de Windows denominada Windows 10 IoT
Core. Sin embargo, nos decantaremos por el sistema operativo oficial recomendado
por la fundación Raspberry Pi conocido como Raspbian. Podemos encontrar abun-
dante información tanto en la página oficial de Raspberry [57], como en la página
oficial del proyecto, además de poder descargar la imagen del sistema en formato
ZIP [69] en ambos sitios.
A.2.1.1. Descarga de la imagen del sistema operativo
Accedemos a [57] y descargamos la imagen del sistema operativo pulsando sobre
«Download ZIP». La última versión de Raspbian está basada en Debian Wheezy, y
fue lanzada en mayo de 2015.
Una vez completada la descarga, procedemos a su descompresión para obtener el
fichero .img que se encuentra en el interior.
A.2.1.2. Instalación del sistema operativo en la tarjeta MicroSD
Para la instalación del sistema operativo necesitamos una tarjeta MicroSD de al
menos 4 GB de capacidad, siendo en nuestro caso particular recomendable utilizar
una de 8 GB, pues el sistema ocupa al menos 3 GB y debemos tener en cuenta
que también necesitamos desplegar el servidor Mule ESB para ejecutar la aplicación
Mule. La instalación puede realizarse desde un equipo con una distribución GNU/-
Linux, Mac OS o Windows. En nuestro caso, explicaremos cómo se hace desde una
distribución basada en GNU/Linux.
Antes de comenzar, es necesario aclarar que no es necesario que la tarjeta utili-
zada esté formateada previamente ya que durante el proceso se realizará de forma
automática.
Insertamos la tarjeta en el lector de tarjetas del equipo y ejecutamos
df -h
Se nos mostrarán todas las particiones de todos los discos duros del sistema. De-
bemos encontrar aquella línea que nos muestre la ruta de la tarjeta insertada. Dicha
ruta varía en función del sistema, pero seguramente empezará por /dev/sd seguido
de una letra y un número. Suponiendo que en nuestro sistema, la ruta de la tarjeta
es /dev/sdc1 procedemos a desmontar la unidad para poder modificarla
umount /dev/sdc1
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A continuación procederemos a copiar la imagen del sistema en la tarjeta indicando
la ruta donde se encuentra, la ruta del dispositivo, y el tamaño de los bloques a copiar
dd if=~/dir_descarga/zip_descomprimido/2015-01-31-wheezy-raspbian.img
of=/dev/sdc bs=1M
El comando dd no muestra ningún tipo de información durante el proceso de
copia, por lo tanto es necesario tener paciencia hasta que éste termine.
Una vez completada la copia de la imagen en la tarjeta, el sistema operativo
Raspbian ya estará instalado y podremos conectarla a Raspberry Pi para ponerla
en funcionamiento.
A.2.1.3. Configuración de las interfaces de red
El dispositivo Raspberry Pi posee una tarjeta de red LAN integrada que nos
permitirá conectarnos a internet. Además también podemos incrementar su funcio-
nalidad agregando una interfaz inalámbrica a través de un dongle USB Wi-Fi. En
este apartado explicaremos cómo se debe proceder para configurar ambas interfaces.
Comenzamos introduciendo la tarjeta donde hemos instalado el sistema operativo
Raspbian en un equipo y editamos el fichero situado en la ruta /etc/network/in-
terfaces. En este fichero configuraremos una IP estática que asignaremos a sendas
interfaces, pues será más cómodo para podernos conectar a Raspberry Pi de forma
remota posteriormente. El fichero debe quedar de la siguiente manera:
auto lo
iface lo inet loopback






iface wlan0 inet manual
wpa-roam /etc/wpa_supplicant/wpa_supplicant.conf






De forma resumida se ha asignado la misma IP estática a la interfaz eth0 y a
la interfaz wlan0, así como una máscara de red y puerta de enlace. Se ha especi-
ficado que la interfaz wlan0 se inicie automáticamente cuando arranque el sistema
operativo, además de indicar que también se una a una red cuando conectemos el
dongle USB en caliente. Posteriormente debemos configurar el archivo de la ruta
/etc/wpa_supplicant/wpa_supplicant.conf donde se verá reflejada la configuración










En dicho archivo se indica el SSID del punto de acceso, la contraseña no cifrada,
la cual podemos cifrar utilizando el comando:
wpa_passphrase SSID_WLAN contraseña
el resultado obtenido podemos copiarlo en sustitución de la contraseña no cifrada,
cuya forma sería psk=69b16a769499838814d8d8df32d8ef9a2c5262fe0b07f90743141a.
Además se incluyen los parámetros necesarios para configurar la seguridad del
punto de acceso. Podemos encontrar más información en [15].
Una vez completada la configuración de red, podemos iniciar Raspberry Pi y
transcurridos unos instantes verificar que se conecta de forma correcta tanto vía
ethernet como de forma inalámbrica haciendo ping desde nuestro equipo a la IP
previamente asignada.
A.2.1.4. Configuración básica
Tras la configuración para el acceso de Raspberry Pi a internet, procederemos
configurar de forma básica el sistema operativo. Para ello con Raspberry Pi inicia-
da y habiéndonos cerciorado que se encuentra conectada a internet, comenzamos
accediendo de forma remota utilizando el siguiente comando desde nuestro equipo:
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Figura A.26. Herramienta de configuración raspi-config
ssh pi@192.168.1.200
El usuario por defecto es pi y necesitamos indicarlo para conectarnos al disposi-
tivo y la contraseña raspberry, por la que se nos preguntará antes de establecer la
conexión.
Una vez iniciada sesión en el servidor X de Raspberry Pi, se nos pedirá ejecutar el
script, aunque inicialmente lo recomendable es actualizar el sistema con las últimas
actualizaciones. Para ello procedemos utilizando los siguientes comandos:
sudo apt-get update
sudo apt-get upgrade
Una vez terminada la actualización del sistema ya nos encontramos preparados
para poder ejecutar la utilidad de configuración básica de Raspberry Pi:
sudo raspi-config
Tras ello podremos observar una pantalla azul con un recuadro gris con diferentes
opciones como se puede ver en la Figura A.26. A continuación haremos un breve
repaso por las diferentes opciones que se nos ofrece para configurar de forma rápida
y sencilla el dispositivo. Podemos encontrar más información en la documentación
oficial de la Fundación Raspberry Pi [14].
1. Expand Filesystem: Al instalar el sistema operativo en la tarjeta SD usando
una imagen del sistema, éste queda instalado en un espacio muy reducido.
Por lo tanto, para aprovechar la capacidad total de la tarjeta SD, que en un
principio se encuentra desaprovechada, utilizamos esta opción que expandirá el
sistema pudiendo utilizar la capacidad máxima del soporte de almacenamiento.
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2. Change User Password: Es una de las opciones más importantes pues en
un principio estamos usando el usuario y contraseña por defecto para acceder a
Raspberry Pi. Por lo tanto, por motivos de seguridad, es recomendable cambiar
la contraseña eligiendo una lo suficientemente robusta para evitar accesos no
autorizados.
3. Enable Boot to Desktop/Scracth: A través de esta opción elegimos que
cada vez que se inicie el sistema operativo, se cargue la línea de comandos.
4. Internationalisation Options: Establecemos el idioma, configuración regio-
nal y el tipo de teclado. El establecimiento de configuración regional es muy
importante ya que al carecer el dispositivo de RTC deberá obtener la hora de
internet cada vez que se inicie. Es de gran trascendencia tener ajustada correc-
tamente la hora del sistema, pues será utilizada para comparar la antigüedad
de los datos a procesar cuando se intenten obtener del servidor externo que
los almacena.
5. Enable Camera: Es un periférico que no usaremos, por lo tanto dejamos esta
opción deshabilitada.
6. Add to Rastrack: Esta opción nos permite añadir nuestra ubicación a un
mapa en el que aparecen todos los dispositivos Raspberry Pi a lo largo del
mundo. Esta funcionalidad no nos interesa, por lo tanto la descartamos.
7. Overclock: A través de esta opción podemos incrementar la velocidad de la
CPU del dispositivo. En nuestro caso elegimos Pi2, tras previamente mostrar
un mensaje en el que se nos advierte de los riesgos que ello conlleva.
8. Advanced Options: Esta opción nos proporciona un nuevo menú de opciones
que nos permite configurar Raspberry Pi de forma más profunda. Nosotros no
necesitamos configurar ningún aspecto más por lo tanto, dejamos las opciones
por defecto.
Una vez finalizada la configuración de Raspberry Pi, procedemos a reiniciarla para
que los cambios terminen de aplicarse correctamente. Para ello ejecutamos:
sudo reboot
Para finalizar con la configuración de Raspberry Pi, podemos de forma optativa
actualizar el firmware y los módulos kernel del dispositivo. Previamente debemos
haber actualizado el sistema tal y como se ha indicado anteriormente. Para proceder
a la actualización del firmware procedemos introduciendo el siguiente comando:
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sudo rpi-update
Tras la actualización se nos pedirá reiniciar, tras lo cual ya tendremos el dispositivo
completamente actualizado.
A.2.2. Instalación del Java Development Kit (JDK)
Para la ejecución de la aplicación servidor Mule con la que a continuación proce-
deremos necesitamos tener instalado previamente en nuestro sistema el JDK pro-
porcionado por Oracle. Para ello procedemos ejecutando el siguiente comando:
sudo apt-get install oracle-java7-jdk
Una vez finalizada la instalación, para comprobar que el software se desplegó
correctamente hacemos:
java -version
y deberemos obtener una salida similar a la siguiente:
java version "1.7.0_40"
Java(TM) SE Runtime Environment (build 1.7.0_40-b43)
Java HotSpot(TM) Client VM (build 24.0-b56, mixed mode)
Con esto ya habremos verificado que el JDK está correctamente instalado en
Raspberry Pi y podremos seguir con la instalación de los demás elementos.
A.2.3. Instalación de Mule ESB Standalone Runtime
En este apartado cubriremos la instalación del servidor Mule ESB en Raspberry
Pi, el cual será utilizado para desplegar la aplicación Mule desarrollada utilizando
el IDE AnyPoint Studio, también proporcionado por la misma compañía, MuleSoft.
Antes de comenzar es necesario aclarar que el software no está preparado para
ejecutarse en Raspberry Pi sin antes realizar una serie de modificaciones en los
ficheros que utiliza de forma interna, ya que por cuestiones de licenciación algunas
partes de este programa proporcionada por terceros no están disponibles en esta
versión gratuita. Hablamos concretamente del Java Service Wrapper utilizado para
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controlar la máquina virtual de java JVM desde el sistema operativo nativo. El
wrapper proporciona numerosas opciones y posibilidades, incluyendo la habilidad de
ejecutar Mule como un demonio Unix o instalar o eliminar Mule como un servicio de
Windows. El wrapper puede manejar las señales del sistema e iniciar los parámetros
y en general proporciona una mejor interacción entre la JVM y el sistema operativo
subyacente.
Una vez conocidas las peculiaridades que conlleva la instalación de Mule ESB
Standalone en el dispositivo Raspberry Pi, siguiendo los pasos que a continuación
se detallan procederemos a su instalación:
1. En primer lugar descargamos el software servidor Mule 3.7.0 Runtime [46]. Po-
dremos encontrar la opción de elegir entre los dos formatos de compresión *.zip





2. Seguidamente procedemos a la descarga del mencionado Java Service Wrap-
per [40] de la compañía Tanuki Software:
wget http://wrapper.tanukisoftware.com/download/3.5.26/
wrapper-linux-armel-32-3.5.26.tar.gz
3. Descomprimimos los ficheros anteriormente descargados, para ello ejecutamos
la utilidad de descompresión incluida en el sistema operativo Linux. La descom-
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4. Una vez descomprimidos ambos ficheros, renombramos dos de los tres archi-
vos que necesitaremos utilizar posteriormente. El motivo de ello es para que
coincidan con el nombre de los ficheros del wrapper que trae por defecto el
Servidor Mule ESB, el cual como ya hemos dicho no es compatible con Rasp-
berry Pi. Previamente se identificaron qué archivos había que sustituir y se






5. Tras modificar adecuadamente el nombre a los ficheros necesarios, pasamos a
copiar los archivos necesarios en la carpeta del servidor Mule ESB. Para ello
primeramente eliminamos el fichero wrapper-3.2.3.jar para evitar conflictos, el









6. Cuando ya hemos sustituido los archivos que el servidor Mule ESB necesita
para ejecutarse correctamente en Raspberry Pi, necesitaremos añadir la arqui-
tectura del dispositivo ARM, entre las arquitecturas que el servidor Mule ESB




7. Tras la línea 274 agregamos el siguiente fragmento de código y guardamos el
fichero:
armv*)





echo "Warning: An armhf architecture has been detected and
this is not currently supported. The armel version of





Esta porción de código ha sido extraída del mismo script de ejecución de la ver-
sión Mule Enterprise, que sí es de pago, y que por lo tanto sí está soportada
por Raspberry Pi, considerando ARM válida entre las arquitecturas dispo-
nibles. Llegados a este punto ya habremos completado el tedioso proceso de
preparación del servidor Mule ESB para que pueda ser ejecutado en Raspberry
Pi. Es de consideración reseñar que al iniciar el servidor podemos observar un
mensaje de advertencia como el que se muestra a continuación fruto de las
modificaciones realizadas, el cual no afecta en absoluto en el despliegue de
cualquier aplicación en el servidor:
WrapperManager: Initializing...
WrapperManager:
WrapperManager: WARNING - Unable to load the Wrapper’s native
library ’libwrapper-linux-armel-32.so’.
WrapperManager: The file is located on the path at the
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WrapperManager: Please verify that the file is both readable
and executable by the current user and that the file has not
been corrupted in any way.
WrapperManager: One common cause of this problem is
running a 32-bit version of the Wrapper with a 64-bit version
of Java, or vica versa.





linux-armel-32.so: no se puede abrir el fichero
del objeto compartido: No existe el fichero o el directorio
WrapperManager: System signals will not be handled correctly.
8. Una vez finalizada la configuración y preparación del servidor y verificado su
correcto funcionamiento, podemos mover la carpeta de Mule ESB al directorio
donde normalmente se almacena el software instalado localmente, modificando
además los permisos necesarios para que pueda ser utilizada por cualquier
usuario:
sudo mv mule-standalone-3.7.0 /usr/local
sudo chmod -R ugo+rwx /usr/local/mule-standalone-3.7.0
9. En este momento podemos crear un enlace simbólico que nos permitirá ejecutar
el servidor sin necesidad de acceder al directorio donde se encuentra el script
de ejecución, pues dicho enlace será automáticamente reconocido y añadido a
la variable $PATH del sistema al posicionarlo en /usr/local/bin:




10. Por último vamos a hacer que el servidor Mule se inicie automáticamente cada
vez que iniciemos el dispositivo Raspberry. De esta forma el usuario final sólo
tendrá que conectarlo a la red eléctrica para que éste comience a funcionar.
Para ello hacemos:
sudo nano /etc/init.d/mule-server
11. Editamos el fichero con el siguiente script:
#! /bin/bash
### BEGIN INIT INFO
# Provides: mule-server
# Required-Start: $network $syslog
# Required-Stop: $network $syslog
# Default-Start: 2 3 4 5
# Default-Stop: 0 1 6
# Short-Description: MULE INITIATION
# Description: #




En el script creado cumplimentamos la información necesaria en que estable-
cemos los niveles de ejecución en los que queremos que el programa se inicie,
añadimos una serie de parámetros en los que se establece memoria mínima y
memoria máxima de ejecución a la JVM para que el servidor funcione correc-
tamente y finalmente realizamos una llamada al script de ejecución de Mule
ESB.
12. Mediante update-rc.d actualizamos automáticamente los enlaces a los scripts
de init tipo System V que se encuentran en /etc/rc[nivel_ejecución].d/nom_-
script y que apuntan a los script /etc/init.d/nom_script. Estos son ejecutados
por init cuando se cambia de nivel de ejecución y será usado para iniciar nuestra
aplicación automáticamente durante el arranque del sistema:
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sudo update-rc.d mule-server defaults
Una vez llegados a este punto la aplicación Mule ESB se iniciará automáti-
camente. Para verificarlo podemos hacer un listado de todos los procesos del
sistema:
ps aux
o comprobar el estado del servidor Mule:
mule status
Nota: Toda la información relacionada con la preparación de los ficheros para la
ejecución del servidor Mule en Raspberry Pi ha sido extraída del foro oficial de
MuleSoft [23], en el que se ha intervenido [38] para obtener más información sobre
todo el proceso y conocer así los cambios necesarios que había que efectuar.
A.2.4. Instalación de Heyu y configuración de los actuadores
Como se ha explicado anteriormente, nuestro dispositivo Raspberry Pi irá conec-
tado a través de un cable Serial (que convertimos en USB a través de un conversor)
al módulo principal CM11 mediante el cual enviaremos las instrucciones oportunas
para gestionar el encendido y apagado los módulos configurados. Para ello necesi-
tamos hacer uso del ya conocido software libre Heyu. A lo largo de las siguientes
instrucciones resumiremos cómo afrontar su instalación en el sistema:
1. En primer lugar procedemos a la descarga del paquete que contiene el código
fuente de la aplicación, utilizando como destino la carpeta deseada.
wget http://heyu.tanj.com/download/heyu-2.11-rc1.tar.gz
2. Descomprimimos el paquete mediante la utilizad tar integrada en el sistema,




3. Una vez descomprimidos los fuentes, copiamos la carpeta en la siguiente ruta
utilizando permisos de administrador:
sudo cp -R heyu-2.11-rc1 /usr/local
4. A continuación accedemos al directorio y empezamos la compilación de los
fuentes. Es un proceso donde se requiere de gran procesado por lo que debemos
ser pacientes pues el proceso tomará unos 5 minutos. Para ello ejecutamos como





5. Tras la ejecución del último comando del paso anterior se nos mostrará el
siguiente diálogo:
I did not find a Heyu configuration file.
Where would you like the sample Heyu configuration file
installed?
1. In directory /root/.heyu/ (NOT recommended!)
2. In subdirectory .heyu/ under a user home directory
3. In directory /etc/heyu (for system-wide access)
4. No thanks, I’ll take care of it myself Choice [1, 2, 3, 4] ?
Respondemos introduciendo la opción 3, para que el archivo de configuración
esté disponible para todos los usuarios.
6. A continuación se nos preguntará por la interfaz donde CM11 irá conectado:
I will add the TTY port for your CM11 to the config file
Specify /dev/ttyS0, /dev/ttyS1, etc., or the word dummy
To which port is the CM11 attached?
A lo que respondemos introduciendo la dirección de la interfaz:
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/dev/ttyUSB0
ya que será la entrada USB la que utilicemos para conectar el actuador princi-
pal CM11. Tras esto programa creará la configuración necesaria y establecerá
los permisos pertinentes.
7. Por último creamos un enlace simbólico para poder ejecutar el programa Heyu
sin necesidad de acceder al directorio donde se encuentran los binarios. Para
ello hacemos como superusuario:
sudo ln -s /usr/local/heyu-2.11-rc1/heyu heyu
8. Una vez completado el proceso verificamos que podemos ejecutar Heyu sin
ningún tipo de problema:
heyu info
obteniendo la siguiente salida:
Heyu version 2.11-rc1
Configuration at /home/pi/.heyu/x10config
Powerline interface on /dev/ttyUSB0
Firmware revision Level = 8
Interface battery usage = Unknown
Raw interface clock: Sun, Day 248, 21:06:14
(--> Civil Time: Sun 06 Sep 2015 22:06:14 CEST)
No schedule has been uploaded by Heyu.
Housecode = A
0 = off, 1 = on, unit 16.......8...4..1
Last addressed device = 0x0000 (0000000000000000)
Status of monitored devices = 0x0000 (0000000000000000)
Status of dimmed devices = 0x0000 (0000000000000000)
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A.2.5. Instalación y configuración de No-IP (Opcional)
Como se indica, este paso es opcional, sin embargo, nos brindará una gran co-
modidad e independencia al poder acceder a nuestro sistema desde cualquier parte
del mundo y no solamente desde nuestra red LAN doméstica como hasta ahora
estábamos haciendo.
Para poder acceder a nuestro dispositivo Raspberry sólo nos basta con saber la
IP pública con la que salimos a internet, la cual es un número que identifica de
manera lógica y jerárquica el punto de enlace con internet. Para conocerla podemos
utilizar alguna página como [61]. Esta IP es dinámica, lo cual quiere decir que con
el tiempo va cambiando pues es el funcionamiento que siguen la mayoría de los
proveedores de servicio de internet o Internet Service Provider (ISP). Es entonces
cuando entra en escena el servicio No-IP, pues la utilización de un sistema dinámico
de nombres de dominio o Dynamic Domain Name System (DDNS) nos permitirá que
cada vez que nuestra IP externa cambie éste se actualice, permitiéndonos acceder
siempre a nuestro sistema recordando simplemente el nombre de nuestro dominio
sin preocuparnos de si nuestra IP ha cambiado o no.
Como hemos dicho No-IP es un servicio de DDNS que nos permite crear un do-
minio virtual y asignarlo a una dirección IP. Para proceder a la instalación y confi-
guración de No-IP en el sistema seguimos los siguientes pasos:
1. Nos registramos en la sitio oficial de No-IP [49]. Una vez registrados configu-
ramos el nombre de dominio y subdominio para nuestra Raspberry Pi como
se muestra en la Figura A.27.
Figura A.27. Configuración del dominio y subdominio en No-IP
2. A continuación descargaremos el cliente de No-IP en nuestra máquina el cual
permitirá que Raspberry Pi al actualizarse la IP pública informe al servicio
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3. Una vez descargado procedemos a su instalación durante la cual se nos pedirá




4. Tras instalar el cliente creamos un fichero de ejecución para iniciar el servicio:
sudo nano /etc/init.d/noip2
5. Añadimos al fichero los siguientes parámetros que indican el nombre de la
aplicación así como los niveles de ejecución en los que deseamos que se inicie
automáticamente:
#! /bin/bash
### BEGIN INIT INFO
# Provides: Servicio No-IP
# Required-Start: $syslog
# Required-Stop: $syslog
# Default-Start: 2 3 4 5
# Default-Stop: 0 1 6
# Short-Description: arranque automatico para no-ip
# Description:
#




6. Para finalizar con la configuración, damos permisos de ejecución y lo colocamos
en la cola de arranque de servicios del sistema, para que se inicie automática-
mente cada vez que arrancamos Raspberry Pi.
sudo chmod +x /etc/init.d/noip2
sudo update-rc.d noip2 defaults
7. Una vez instalado y configurado No-IP necesitamos configurar el enrutador al
que se conecta Raspberry Pi como un servidor que redirija todas las peticiones
que se realicen desde internet a servicios determinados de nuestra red local y
por tanto a los equipos que poseen IP’s locales. Es decir, que dependiendo del
tipo de servicio que configuremos, el enrutador asignará ese servicio a un host
concreto de la red local identificado por su dirección IP local y puerto para
tratarlo. Como la configuración puede variar de un enrutador a otro, simple-
mente indicamos que debemos asociar a nuestra IP interna el puerto público
22, que es el puerto en el que suele trabajar el protocolo SSH mediante el cual
accedemos a Raspberry Pi. En nuestro caso y siguiendo la configuración reali-
zada anteriormente, hemos asociado el puerto 22 a la dirección 192.168.2.200,
que es la que configuramos de forma estática en Raspberry Pi.
8. Por último para verificar que todo funciona correctamente intentamos acceder
a nuestro dispositivo utilizando el nuevo nombre de dominio creado, el cual
está asociado a la IP pública. Para ello ejecutamos:
ssh pi@waspbian.ddns.net
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Esta sección detalla los procedimientos necesarios para poner en funcionamiento
el sistema por parte del usuario final, por lo tanto será cubierta desde un punto de
vista menos técnico entendible por cualquier persona desconocedora de las tecno-
logías usadas. Se procederá a explicar cómo poner en funcionamiento el dispositivo
Waspmote necesario para capturar información sobre los agentes contaminantes así
como Raspberry Pi que hará la función de servidor procesando los datos recibidos.
B.1. Preparación e inicio de Waspmote Gases
Waspmote Gases será el dispositivo encargado de tomar, a través de sus sensores,
información de la calidad del aire interior. Para iniciar su funcionamiento sólo ne-
cesita que su batería esté totalmente cargada y que el punto de acceso inalámbrico
para el que se ha configurado esté activo.
Primeramente verificamos que todos los sensores se encuentran correctamente in-
sertados en los sockets. En caso de que la batería esté baja, conectamos el dispositivo
a la red eléctrica a través del cargador suministrado por el fabricante.
Tras verificar que todo es correcto procedemos al encendido del dispositivo me-
diante el desplazamiento de los dos interruptores con los que cuenta de la forma que
se aprecia en la Figura B.1, correspondiendo a la activación de la placa principal y
el otro la activación del módulo de comunicación Wi-Fi.
Waspmote Gases se encenderá y transcurridos unos segundos un LED verde par-
padeará hasta en 5 ocasiones indicando que se ha conectado correctamente al punto
de acceso inalámbrico. A partir de este momento el dispositivo iniciará la captura
de información sobre la concentración de algunos elementos de la calidad del aire
interior.
Transcurridos unos cinco minutos (tiempo que tarda en recoger todos los datos y
enviar los datos al servidor externo) mostrará una luz verde en caso de que la subida
de los datos al servidor ThingSpeak haya sido correcta o una luz roja en caso de que
se haya producido algún problema. Si este último caso tiene lugar, automáticamente
volverá a intentarlo hasta en 5 ocasiones. En el peor de los casos si finalmente los
datos no pueden ser enviados, se descartan y comienza de nuevo el ciclo de captura
de datos.
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Figura B.1. Encendido de Waspmote
B.2. Preparación de los actuadores
Son la parte del sistema formada por los dispositivos más sencillos de instalar.
Usaremos dos dispositivos diferentes, uno principal denominado Marmitek CM11
que haŕa la función de controlador y uno o varios módulos secundarios, Marmitek
LM12 que nos permitirán conectar varios electrodomésticos y recibirán las señales
del controlador CM11.
El Marmitek CM11 dispone de un cable USB que irá conectado a uno de los cuatro
puertos USB disponibles en Raspberry Pi, lo cual permitirá mandar señales al LM12
y así controlar los actuadores secundarios. Para ponerlo en marcha simplemente
necesitamos conectarlo a la red eléctrica.
El módulo Marmitek LM12 es igual de simple y sólo necesita conectarse a la
red eléctrica. Para su correcto funcionamiento además, es necesario configurar la
dirección del actuador. Podemos seleccionar hasta 256 direcciones diferentes ya que
la dirección de cada módulo está formada por una letra (A-P) y una unidad (1-
16), configurables utilizando los dos selectores disponibles en el módulo. Una vez
establecida la dirección M1 en el módulo LM12, la cual es la que se encuentra
configurada por defecto en la aplicación Mule, ya tendremos el actuador preparado
para funcionar y listo para que podamos conectar cualquier electrodoméstico que
mejore la calidad del aire como humificadores, deshumificadores, purificadores, etc.
Hay que tener en cuenta que si poseemos más de un módulo LM12 y lo configuramos
con el mismo código, ambos funcionarán de forma conjunta.
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B.3. Preparación e inicio de Raspberry Pi
El dispositivo Raspberry Pi es un ordenador del tamaño de una tarjeta de crédito,
el cual solo necesitará un cable de alimentación para empezar a estar en funciona-
miento. Además de una conexión a internet para interactuar con éste, así como la
conexión del actuador maestro tal y como se ha explicado anteriormente para poder
enviar señales de encendido y apagado.
Comenzamos verificando que el dispositivo está preparado para conectarse a inter-
net, ya sea mediante un dongle USB Wi-Fi (no incluido) cerciorándonos de que está
insertado en uno de los cuatro puertos USB disponibles, o mediante el adaptador de
red Ethernet que nos proporciona Raspberry Pi, comprobando que tenemos el cable
de red conectado a la placa. A continuación de forma similar observamos la correcta
conexión del actuador a uno de los 3 puertos USB restantes. Por último conectamos
el cable de alimentación e inmediatamente se encenderá un LED rojo que nos indica
que la Raspberry Pi está encendida, así como un LED verde parpadeando indicador
de procesamiento, lo cual nos señala que se está cargando el sistema operativo. A
medida que se carga el sistema operativo, si la conexión se realiza a través del adap-
tador LAN, un LED situado bajo la entrada del cable RJ45 se encenderá cuando se
inicie la conexión a internet.
Tras la puesta en funcionamiento de Raspberry Pi el inicio del servidor Mule será
automático e iniciará la descarga y procesado de datos si éstos han sido capturados
en un máximo de diez minutos. En caso contrario, se mantendrá a la espera, de
encontrar datos actualizados en el servidor externo.
B.3.1. Conexión con Raspberry Pi y control del servidor Mule
ESB
Para controlar el dispositivo necesitamos acceder primero a él, al efecto, utilizare-
mos el protocolo SSH usado para la comunicación con máquinas remotas a través de
la red. En la plataforma Windows, podemos utilizar el cliente Putty , o si utilizamos
un sistema operativo basado en GNU/Linux, hacer uso de una utilidad específica
incluida en éste. En nuestro caso, indicaremos cómo se procedería desde el sistema
operativo Ubuntu, derivado de GNU/Linux.
Para conectarnos con Raspberry Pi necesitamos conocer el nombre de usuario y la
dirección IP asignada a éste. Desde nuestro equipo iniciamos la herramienta Terminal
e introducimos el siguiente comando, en el que a modo de ejemplo utilizamos un
usuario e IP ficticios:
ssh pi@192.168.1.200
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Tras esto, ya podemos tomar el control de Raspberry Pi a través de la línea de
comandos y más concretamente de Mule ESB encargado de ejecutar la aplicación.
Para hacer uso de la aplicación servidor Mule ESB nos situamos en el directorio
donde se encuentre la carpeta principal que alberga los archivos necesarios para ha-
cerlo funcionar. Suponiendo que el directorio esté nombrado como mule-standalone-
3.7.0, accedemos a él, y posteriormente al directorio /bin. Posteriormente ejecutamos
el script siguiendo el formato:
mule + parametro
En B.2 se muestra una lista con todos los parámetros que el script acepta.
Parámetro Descripción
start Inicia el servidor Mule ESB en segundo plano en el terminal
stop Detiene el servidor
restart Reinicia el servidor
status Muestra el estado del servidor Mule ESB (ejecutándose o
no ejecutándose) y el PID de proceso en caso de estar ejecutándose
dump (Sólo Unix). Vuelca el núcleo del wrapper Mule
a $MULE_HOME/log/mule__ee.log
console Inicia Mule ESB en primer plano (modo consola).
Lo mismo ocurre si ejecutamos el script sin parámetros
install (Sólo Windows). Instala Mule como un servicio de Windows
remove (Sólo Windows). Elimina Mule de los servicios de Windows
Cuadro B.2. Parámetros aceptados por el wrapper
B.3.2. Añadiendo nuevos patrones de eventos
La aplicación precargada en Raspberry Pi ya tiene añadidos unos patrones por de-
fecto en el directorio personal del usuario ~/patterns/default_eventpattern. A partir
de estos patrones la aplicación empieza automáticamente el procesado de eventos
para la generación de eventos complejos, aunque puede surgir la necesidad de añadir
nuevos patrones de eventos para controlar otros tipos de agentes contaminantes o
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simplemente complementar los ya existentes. Para ello, una vez establecida la comu-
nicación vía SSH con Raspberry Pi, nos dirigimos al directorio ~/patterns/new_-
eventpattern mientras la aplicación se está ejecutando en el servidor Mule Standalone
Runtime y añadimos cuantos patrones de eventos necesitemos. La aplicación reco-
nocerá automáticamente que se han añadido ficheros en dicha carpeta y procederá
a verificar la validez de los patrones. Si la sintaxis es correcta y no hay incoherencia
entre los patrones, los nuevos patrones añadidos serán movidos automáticamente
al directorio ~/patterns/deployed_eventpattern y se informará mediante un correo
electrónico de ello, en el que se mostrará la sintaxis del nuevo patrón añadido. Di-
chos patrones serán utilizados durante la ejecución de la aplicación en el servidor
Mule ESB. Si el servidor es parado o reiniciado, éstos permanecerán en el directorio
al que se movieron, pero no volverán a ser tenidos en cuenta, a menos que se vuelva
a repetir el proceso de copiarlos en el directorio ~/patterns/new_eventpattern. En
caso de que la sintaxis del patrón contenga algún error, se producirá una excep-
ción en la aplicación y el archivo contenedor del patrón será movido al directorio
~/patterns/incorrect_eventpattern.
Tras analizar el o los ficheros de patrones añadidos y suponiendo que éstos son co-
rrectos, empezarán a ser utilizados inmediatamente por éste para empezar a generar
eventos complejos. Es necesarios destacar que para todos aquellos patrones que no
son cargados al inicio de la aplicación como patrones por defecto, se ha definido un
listener genérico que filtra la información básica del patrón.
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En este apéndice vamos a proporcionar las instrucciones necesarias que permitirán
que cualquier desarrollador interesado en el proyecto pueda seguir mejorándolo y
ampliando sus funcionalidades.
C.1. Añadiendo nuevo origen de datos
En nuestra aplicación se encuentran definidos dos flujos que obtienen datos de
dos canales diferentes de la plataforma ThingSpeak, surgiendo éstos de la captura
de datos mediante el dispositivo Waspmote Gases y mediante la simulación de ele-
mentos. No obstante, puede darse la necesidad de obtener datos de otros canales o
simplemente de otros servicios web especializados como Xively [72], la cual es una
alternativa perfectamente válida a ThingSpeak.
La adición de nuevas fuentes de datos es bastante sencilla y será explicada a través
de los siguientes pasos:
1. En primer lugar debemos crear un conector y añadirlo a nuestra aplicación
como se muestra en la Figura C.1 y en la Figura C.2
2. Una vez seleccionado el conector nos aparece un diálogo en el que podremos
configurar numerosos parámetros. Nosotros simplemente necesitamos propor-
cionarle un nombre que nos ayude a diferenciarlo en la pestaña General. Segui-
damente accedemos a la pestaña Polling y establecemos un valor en milisegun-
dos que indicará cada cuanto queremos que se realice la petición al sitio web.
En la Figura C.3 se observa que hemos establecido que se realicen peticiones
cada 60000 milisegundos, es decir, cada 60 segundos.
3. Tras finalizar con la configuración del conector, en el área de trabajo arrastra-
mos un elemento del tipo Flow que será el flujo donde a partir de un proceso
origen podremos realizar diferentes acciones. Dentro de él arrastramos nueva-
mente un elemento del tipo HTTP. Tras ello pulsamos encima del conector
HTTP y en el cuadro de configuración del conector podremos ver las opciones
que se muestran en la Figura C.4. Las más importantes son la introducción del
nombre del dominio del servidor (Host), el puerto a través del cual se realizará
la conexión (Port), la ruta exacta donde realizaremos la petición (Path), y la
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Figura C.1. Añadir nuevo conector
selección del conector HTTP Polling creado previamente (Connector Configu-
ration). Tras proporcionar valor a estos parámetros ya tendremos configurado
el conector y podrá ser empezado a utilizar para realizar peticiones al servidor
configurado. Dependiendo del servicio web con el que estemos interactuando
los datos serán obtenidos en un formato determinado que deberemos analizar
sintácticamente para que sean de utilidad y puedan ser consumidos por otros
elementos configurados en el Flow. El subapartado 5.5.2.2 mostraba cómo se
realizó la transformación de los datos obtenidos en formato JSON a eventos
tras una petición utilizando el conector HTTP.
C.2. Añadiendo patrones por defecto
En el manual del usuario hemos visto la facilidad con la que se podían añadir
patrones adicionales a la aplicación Mule para que pudieran empezar a ser utilizados
para la generación de nuevos eventos complejos.
Desde el punto de vista del desarrollador vamos a mostrar cómo se añadirían
patrones por defecto a la aplicación para que éstos sean empezados a utilizar con
tan sólo iniciar el servidor.
El funcionamiento para añadir patrones por defecto es muy similar al de aña-
dir patrones de forma secundaria. Una vez creados los patrones debemos recordar
nombrarlos de forma adecuada para que en caso de establecerse relaciones de de-
pendencia entre ellos, sean los que carecen de vinculación los que lea el sistema en
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primer lugar para evitar errores. Teniendo en cuenta lo anterior procedemos a mover
los patrones creados al directorio default-eventpattern, el cual será accedido por la
aplicación nada más iniciarse para cargar todos los patrones que se encuentren en
él.
Suponemos que los patrones han sido testeados y probados lo suficiente con el
editor EPL Online del que ya hicimos mención anteriormente, no debiendo existir
ningún problema de sintaxis. En caso de producirse algún problema en el que el
motor CEP no acepte los patrones, se lanzará una excepción en la que se indicará
el origen del problema.
La adición de patrones por defecto sería recomendable realizarla primero mientras
ejecutamos la aplicación Mule en el IDE AnyPointStudio, de esta forma a través
del log de la aplicación sabremos si se ha producido algún tipo de error en la carga
de los patrones, ya que no existe ninguna otra forma para darlo a conocer. En la
Figura C.5 podemos observar en el log de la aplicación cómo el patrón cargado por
defecto es incorrecto y ha generado una excepción en el sistema.
C.3. Editar o añadir nuevas direcciones de
actuadores
El hecho de poder controlar los actuadores a través de direcciones es bastante
útil. Como se refirió en apartados anteriores si configuramos la misma dirección en
todos los actuadores a los que tengamos electrodomésticos conectados, se activarán
al únisono cuando se detecte algún nivel de mala calidad del aire interior, lo cual
provocará que se inicien varios electrodomésticos a la vez.
Este comportamiento se puede modificar mediante la configuración de diferentes
direcciones para que los actuadores se inicien según creamos conveniente. Para ello
debemos indicarlo en el código fuente de la aplicación Mule haciendo uso de las
variables enum ya creadas que contienen los caracteres admitidos por los actuadores
para construir las direcciones. Podemos ver una muestra de ello en el código que
figura a continuación:
s t a t i c enum houseCodes {A, B, C, D, E, F , G, H, I , J , K, L , M, N, O, P
} ;




















p r i va t e In t eg e r code ;
p r i va t e deviceCodes ( i n t code ) {
t h i s . code=new In t eg e r ( code ) ;
}
p r i va t e In t eg e r code ( ) {
re turn code ;
}
} ;
Una vez tenemos conocimiento de los valores admitidos por los actuadores po-
demos configurar su encendido y apagado invocando al software Heyu mediante
llamadas al sistema. En el código que sucede a estas líneas se aprecia cómo en pri-
mer lugar es necesario definir un objeto del tipo ControlModuleX10Device, es decir,
un actuador que caracterizaremos mediante una dirección compuesta por una letra
y un número predefinidos.
Posteriormente se ha iniciado el actuador y se ha programado una tarea mediante
la cual éste se apagará automáticamente a los 1800000 ms, o 30 minutos.
pub l i c c l a s s Act ivatorsHandler {
p r i va t e long de lay = 1800000;
p r i va t e ControlModuleX10Device actuator ;
pub l i c synchron ized void manageActivator ( @Payload St r ing payload )
{
actuator = new ControlModuleX10Device (
ControlModuleX10Device . houseCodes .M,
ControlModuleX10Device . deviceCodes .CODE_1) ;
170
C.3. Editar o añadir nuevas direcciones de actuadores
actuator . on ( ) ;
f i n a l Timer t imer = new Timer ( ) ;
TimerTask task = new TimerTask ( )
{
@Override
pub l i c void run ( )
{
actuator . o f f ( ) ;
t imer . cance l ( ) ;
}
} ;
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Figura C.2. Selección del HTTP Polling
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Figura C.3. Configuración del intervalo de peticiones
Figura C.4. Configuración del conector HTTP
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Figura C.5. Excepción generada al cargar un patrón con erratas
174
Bibliografía
[1] Guidelines for good indoor air quality in office premises. Institute of Envi-
ronmental Epidemiology, Ministry of the Environment, 40 Scotts Road 22-00,
Singapore 228231 (Oct 1996)
[2] Indoor air quality, a guide for building owners, managers and occupants. Wor-
ker’s Compensation Board of British Columbia, British Columbia, Canada
(2005)
[3] Guideline for Reporting of Daily Air Quality - Air Quality Index (AQI). David
Mintz, Research Triangle Park, North Carolina, NC 27711 (May 2006)
[4] Arquitectura Orientada a Servicios (SOA), Cómo reformular la Arquitectura
Corporativa para alcanzar el alto rendimiento. Centro de Alto Rendimiento de
Accenture (CAR) (2008), https://www.accenture.com/t20150527T210642_
_w__/es-es/_acnmedia/Accenture/Conversion-Assets/DotCom/
Documents/Local/es-es/PDF_2/Accenture-SOA.pdf
[5] Acute Health Effects of Carbon Dioxide (Aug 2015), http://www.epa.gov/
ozone/snap/fire/co2/appendixb.pdf
[6] Apache Spark (Mar 2015), http://spark.apache.org
[7] API Waspmote (Jun 2015), http://libelium.github.io/waspmoteapi
[8] Arquitectura dirigida por eventos (Mar 2015), https://es.wikipedia.org/
wiki/Arquitectura_dirigida_por_eventos
[9] Arquitectura SOA orientada a servicios (Mar 2015), http://oposicionestic.
blogspot.com.es/2012/08/arquitectura-soa-orientada-servicios.
html
[10] Bitbucket (Jun 2015), https://bitbucket.org




[12] CEP - Procesamiento de Eventos Complejos
(Mar 2015), http://blog.vitria.com/es/bid/81509/
Parte-II-CEP-Procesamiento-de-Eventos-Complejos
[13] Concepto open source (Aug 2015), http://opensource.com/resources/
what-open-source
[14] Configuración básica Raspbian (Aug 2015), https://www.raspberrypi.org/
documentation/configuration/raspi-config.md
[15] Configuración wpa supplicant (Aug 2015), http://www.esdebian.org/wiki/
configuracion-manual-wpasupplicant
[16] Confort térmico y climatización (Aug 2015), http://www.
mutua-intercomarcal.com/portal/doc/comfort_termico_castb.pdf
[17] Contaminación del aire de interiores y salud (Jun 2015), http://www.who.int/
mediacentre/factsheets/fs292/es
[18] Documentación programación dispositivos Waspmote (Jun 2015), http://www.
libelium.com/development/waspmote/documentation/?cat=programming
[19] Enterprise Service Bus: SOA service integration infrastructure (Mar 2015),
http://www.nec.com/en/global/prod/webotx/en/soa.html
[20] Ergonomía del ambiente térmico. Determinación analítica e interpretación del
bienestar térmico mediante el cálculo de los índices PMV y PPD y los criterios
de bienestar térmico local (ISO 7730:2005) (Jun 2015), http://www.aenor.es/
aenor/normas/normas/fichanorma.asp?tipo=N&codigo=N0037517
[21] Esper (Mar 2015), http://www.espertech.com/products/esper.php
[22] Esper EPL Online (2015), http://www.esper-epl-tryout.appspot.com/
epltryout/mainform.html
[23] Foro oficial MuleSoft (Aug 2015), http://forums.mulesoft.com
[24] GanttProject (Jun 2015), http://www.ganttproject.biz
[25] Git (Jun 2015), https://git-scm.com
[26] GNU General Public License (May 2015), http://www.gnu.org/copyleft/
gpl.html
[27] Grupo UCASE de Ingeniería del Software (Jun 2015), https://ucase.uca.es
176
Bibliografía
[28] Guía técnica Waspmote Gases 2.0 (Jun 2015), http://www.libelium.com/
downloads/documentation/gases_sensor_board_2.0.pdf
[29] Health Risk Evaluation for Carbon Dioxide (CO2) (Aug 2015),
http://www.blm.gov/style/medialib/blm/wy/information/NEPA/
cfodocs/howell.Par.2800.File.dat/25apxC.pdf
[30] Heyu (May 2015), http://heyu.tanj.com
[31] IBM ISII Complex Event Processing: De la detección de eventos a la acción in-
mediata (Mar 2015), http://www.ibm.com/developerworks/ssa/local/im/
ssa/identity-insight-complex-event-processing
[32] IDE AnyPointStudio (Jun 2015), https://www.mulesoft.com/platform/
studio
[33] Información sobre el internet de las cosas (Aug 2015), https://en.wikipedia.
org/wiki/Internet_of_Things
[34] Información sobre la compañía Libelium (Aug 2015), http://www.libelium.
com/company/
[35] Información sobre la diferencia entre SoC y CPU
(Aug 2015), http://www.extremetech.com/computing/
126235-soc-vs-cpu-the-battle-for-the-future-of-computing
[36] Información sobre la Tecnología de la Información (TI) (Mar 2015), https:
//es.wikipedia.org/wiki/Tecnolog%C3%ADa_de_la_informaci%C3%B3n
[37] Información sobre SBC (Single Board Computer (Aug 2015), https://en.
wikipedia.org/wiki/Single-board_computer
[38] Intervención en foro Mulesoft (Aug 2015), http://forum.mulesoft.org/
mulesoft/topics/raspberry-i
[39] Introducción al procesamiento de Eventos Comple-
jos (Mar 2015), http://www.decidesoluciones.es/
introduccion-al-procesamiento-de-eventos-complejos-ii
[40] Java Service Wrapper (Aug 2015), http://wrapper.tanukisoftware.com/
doc/english/download.jsp




[42] Libelium, Sensor boards (Jun 2015), http://www.libelium.com/products/
waspmote/sensors
[43] Máquina de café controlada mediante Raspberry PI (Jul 2015), http://
moccapi.blogspot.com.es
[44] Marmitek (Jul 2015), http://www.marmitek.com
[45] Modelo de ciclo de vida incremental (Aug 2015), http://procesosoftware.
wikispaces.com/Modelo+Incremental
[46] Mule 3.7.0 runtime (Aug 2015), https://developer.mulesoft.com/
download-mule-esb-runtime
[47] Mulesoft (Jun 2015), https://www.mulesoft.com
[48] Niveles de CO2 y efectos en la salud (Jun 2015), http://blog.rotronic.co.
uk/2014/05/08/co2-whats-it-all-about
[49] No-IP (Aug 2015), http://www.noip.com
[50] Oracle Stream Explorer (Mar 2015), http://www.oracle.com/technetwork/
middleware/complex-event-processing/overview/index.html
[51] Página oficial de Raspberry Pi, Â¿Qué es una Raspberry Pi? (Aug 2015),
https://www.raspberrypi.org/help/what-is-a-raspberry-pi
[52] PiPhone, un smartphone basado en Raspberry Pi (Jul 2015), http://www.
davidhunt.ie/piphone-a-raspberry-pi-based-smartphone
[53] PRETESIC Project (Aug 2015), http://www.libelium.com/smart_water_
cycle_monitoring_sensor_network
[54] Principales riesgos de salud asociados con la respiración y el gas dióxido
de carbono (Jun 2015), http://www.ccsso.ca/oshanswers/chemicals/chem_
profiles/carbon_dioxide/health_cd.html
[55] Protocolo X10 (Jul 2015), https://es.wikipedia.org/wiki/X10
[56] Raspberry Pi como media center (Jul 2015), http://mymediaexperience.com/
raspberry-pi-xbmc-with-raspbmc




[58] Repositorio Redmine (Jun 2015), https://neptuno.uca.es/redmine/
projects/tfg-ivan-rosa/repository?utf8=%E2%9C%93&rev=TFG
[59] RESCATAME Project (Aug 2015), http://ec.europa.eu/environment/
life/project/Projects/index.cfm?fuseaction=search.dspPage&n_proj_
id=3485
[60] SDK y aplicaciones de Libelium (2015), http://www.libelium.com/
development/plug-sense/sdk_applications
[61] Servicio IP pública (Aug 2015), http://cual-es-mi-ip-publica.com
[62] SOA 2.0 Event Driven Architecture (Aug 2015), http://www.exforsys.com/
tutorials/soa/soa-event-driven-architecture.html
[63] SOA/Event-Driven Architecture (Aug 2015), https://goo.gl/UCmR6w
[64] TFC - Desarrollo de una red telemática para la adquisición de datos medioam-
bientales mediante red de sensores en el municipio de Molins de Rei (Aug
2015), http://openaccess.uoc.edu/webapps/o2/bitstream/10609/27925/
6/smirandapeTFC0114memoria.pdf
[65] ThingSpeak (Jul 2015), https://thingspeak.com
[66] Un modelo conceptual para los sistemas de procesamiento de even-
tos (Mar 2015), http://www.ibm.com/developerworks/ssa/webservices/
library/ws-eventprocessing
[67] Understanding Service-Oriented Architecture (Mar 2015), https://msdn.
microsoft.com/en-us/library/aa480021.aspx
[68] Waspmote IDE, User guide (Jun 2015), http://www.libelium.com/
downloads/documentation/waspmote_ide_user_guide.pdf
[69] Web oficial Raspbian (Aug 2015), https://www.raspbian.org
[70] What is an ESB? (Mar 2015), https://www.mulesoft.com/resources/esb/
what-esb
[71] What is Mule ESB? (Mar 2015), https://www.mulesoft.com/resources/
esb/what-mule-esb
[72] Xively (Aug 2015), https://xively.com
179
Bibliografía
[73] Boubeta Puig, J.: Desarrollo Dirigido por Modelos de Interfaces Específicas de
Dominio para el Procesamiento de Eventos Complejos en Arquitecturas Orien-
tadas a Servicios (Jul 2014), http://rodin.uca.es/xmlui/handle/10498/
17554
[74] Boubeta Puig, J., Ortiz, G., Medina Bulo, I.: Procesamiento de Eventos Com-
plejos en Entornos SOA: Caso de Estudio para la Deteccion Temprana de Epi-
demias. In: Actas de las VII Jornadas de Ciencia e Ingenieria de Servicios. pp.
63–76. Servizo de publicacions da Universidade da Coruña, A Coruña, Spain
(Sep 2011)
[75] Boubeta-Puig, J., Ortiz, G., Medina-Bulo, I.: MEdit4CEP: A model-driven so-
lution for real-time decision making in SOA 2.0. Knowledge-Based Systems. To
be published (2015)
[76] Duane Nickul, Laurel Reitman, J.W.J.W.: Service Oriented Architecture (SOA)
and Specialized Messaging Patterns. Adobe Systems Incorporated, 345 Park
Avenue, San Jose, CA 95110-2704 USA (Jul 2007)
[77] Isabel Marta Morales, Vigilio Blanco Acevedo, A.G.N.: Calidad del Aire Inte-
rior en edificios de uso público. Dirección General de Ordenación e Inspección.
Consejería de Sanidad de la Comunidad de Madrid, Comunidad de Madrid,
Spain (Dec 2010)
[78] Jürgen Kress, Berthold Maier, H.N.D.S.G.S.B.T.C.U.T.W.: Enterprise Service
Bus. Oracle (2013)
[79] Luis Carazo Fernández, Ramón Fernández Alvarez, F.J.G.B.y.J.A.R.P.: Con-
taminación del aire interior y su impacto en la patología respiratoria. Elsevier
España, Sección de Neumología, Complejo Asistencia Universitario de León,
León, España (2012)
[80] Menge, F.: Enterprise Service Bus (2007)
[81] Michelson, B.M.: Event-Driven Architecture Overview. Patricia Seybold Group
and Elemental Links, Inc., 210 Commercial Street, Boston, MA 02109 (Feb
2006)
[82] Víctor Ayllón, J.M.R.: CEP/ESP: Procesamiento y Correlación de gran Canti-
dad de Eventos en Arquitecturas SOA. In: 4th Jornadas Científico-Técnicas en
Servicios Web y SOA. pp. 97–110. Sevilla, Spain (2008)
180
