The control of a group of elevators is a difficult stochastic control problem, because of the random and unpredictable passenger arrivals. Here we propose a new method for constructing an adaptive controller for stochastic systems, by using a combination of neural networks and an on-line reinforcement learning based on stochastic approximation. This method combines an efficient supervised learning with a general reinforcement adaptation. The supervised learning is used to prepare the controller with domain-specific knowledge, and for initializing it to emulate an existing controller. The reinforcement learning is used for adaptation, with a special attention paid to allow online operation. The new method is used to develop an adaptive, optimal elevator group controller. Results of simulation tests indicate the feasibility of using the proposed method for industrial applications.
Introduction
The group controller of an elevator system allocates elevator cars to traffic demand (passengers). The elevator group control problem can be viewed as a combination of on-line scheduling, resource allocation, and stochastic control problems. The optimal elevator group control is important for the efficient operation of high-rise buildings.
More generally, the elevator groups can be seen as examples of automated transportation systems, which also include factoryautomation systems, local urban transportation systems etc. There are several advantages of studying the optimal control of this class of problems through the elevator group control problem. Some of these could be : general familiarity with the operation of the elevator system ; the availability of relatively complete analyses from a traditional viewpoint of queueing theory ;
ease of modelling and data collection ; and relatively non-critical control objectives (i.e., no irreparable damage occurs in case of suboptimal operation).
For these and other reasons, there had been considerable amounts of researches1)-4) concerning the analysis and control of elevator groups. However, an analytical solution seems to be impossible, and in spite of the existing research results, some of which are briefly introduced below, there is still no generally accepted practical solution.
Systems in practice use various proprietary heuristic algorithms of the manufacturers.
In this paper we will consider a new approach, using neural networks as the controller of a stochastic system. The method consists of the following steps (see Fig. 1 ) :
(1) An efficient supervised learning is used to embed domain-specific knowledge in the controller, by training a neural network to perform a prediction task related to the control problem.
At this stage, the plant is controlled by an existing conventional controller (the "prototype controller" in Fig. 1 ).
(2) The controller is initialized by using again This method also has severe restrictions on the allowable policies, most notably the inability to determine the allocated car at the time of hall call registration.
In Japan, modern elevator group controllers announce immediately the allocation of hall calls, to inform it to the passengers. This requires to fix the allocations, unlike in the case of Levy's method.
More recently, advances in a combinatorial optimization by the "Simulated Annealing" 7), "Genetic Algorithm"8) , or "Threshold Accepting"9) methods have made it possible to use these methods to the elevator group control problem10)11 (1) An actual system has to provide adequate service to users from the beginning. Therefore before the adaptation starts, the controller must already be able to control the plant at an acceptable level. (2) An adequate service level has to be maintained at all times, but for adaptation, it is necessary to operate with perturbed parameters to gather information about the system. Therefore the controller has to be modifiable by its adjustable parameters with predictable sensitivities. We have found that by using a neural network as the controller, the above requirements can be satisfied.
The neural network used below is the MLP (Multi-Layer Perceptron), which is described in many publications, e.g. in Ref. 16 ). In the following, we assume familiarity with neural networks in general.
3.1 Neural networks as elevator group controllers One possible implementation of an elevator group controller by a MLP is described e.g. in Refs. 12) and 13). With this method, the policy g is realized as a mapping from the system state to the control decision.
The (discrete) decisions ck are obtained from the continuous-valued outputs of a MLP network in the following way. At each decision time tk, the input layer of the MLP acquires the state of the elevator system uk, encoded as a vector normalized in [0, 1)rm, where m is the number of cars, and r is the number of state variables for each car. The transfer function between the input and the output layers is given by (8) where w contains the connection weights, viewed as a single vector. 
With this structure, the controller can be trained with allocation examples12), which are obtained from, e.g., simulation runs of a conventional group control system5),6). There are, however, a few points to be considered.
For usual elevator systems, we expect the controller to have permutational symmetry (i.e., if the states of two cars are interchanged, the outputs should also be interchanged).
If we write out explicitly the input state vectors of each car as (10) then the symmetry condition is described by (11) This symmetry might be satisfied implicitly by training with a sufficiently large training set. However, by explicitly enforcing the symmetry of the MLP by linked weights, we can get significant savings in the training time12 For this reason, we have adopted a two-stage training procedure13). First, we pre-train the MLP with a sufficiently non-trivial task, using uk for the inputs, and using the back-propagation learning. The pre-training task has to be able to (17) where (18) During the learning, the connections up to the last-but-one layer are kept constant, hence even the 'delta-rule' training procedure16) is sufficient (see Fig. 2 ). Since only the connections to the output layer R are changed, the internal representation of the hidden layers determined by the for the decision making.
In 
We have found that we could obtain a good initial value for the output weight matrix R of the control network, by making m copies of the output weights of the predicting network (to see the correspondence, compare Fig. 3 and Fig. 2 A detailed description of the adaptation algorithm is given in Appendix 1, and here we give only an outline of the basic adaptation process. As noted above in 3.1, the connection weights of the neurocontroller are initialized by supervised learning, and during adaptation only the output weight matrix is modified. We further restrict the adaptation to the subvector e (see eq. (15) the determination of the perturbation range see Appendix 2) . In general, the learning parameters sp and av are also required to satisfy the usual convergence conditions of the KW-SAA : (23) We have tried both an off-line procedure, and an on-line procedure. In the former, repeated simulation runs with the same passenger arrivals are used to evaluate H+v and H-v . Contrarily in the latter case, consecutive segments of one in faster adaptation13), and then in all cases reported below, we started the adaptation with a pre-trained network. The optimal number of hidden units q was estimated by testing the prediction error with different q. Although higher q gave slightly better results, the increase after q= r was not significant, hence we used this value (q = r = 25). For pre-training, we have collected 2000 waiting time and allocation samples with the prototype Simulation conditions for the examples below are given in Table 2 .
The 0/D distribution of Case 1 is reasonably typical, obtained from estimating the traffic flow from the recording of the elevator traffic data in a typical office building (see Table 3 ). In Case 2, the adaptation process is shown in Fig. 7 , and the performance improvement is shown in Fig.8 . Performance results are summarized in Table 4 . We can see that the performance There are, however, several points that should be cleared before the proposed method is ready for actual use in buildings.
Besides the problems concerning the implementation of an adaptive neuro-controller in an elevator control system, such as the computational load of the controller, there are also several theoretical topics that need further research.
First, although we have found on-line adaptation possible, the convergence rate is not yet satisfactory.
More research is needed to improve the adaptation speed, to allow adaptation in a reasonable timescale, e.g. in 1-2 weeks of operation. As a possible solution, we are planning to adopt the "Score Function Method"17) to this problem.
Second, we also need to investigate on-line adaptation in the case of changing traffic conditions, which is always the case in an actual building.
The training schedule (av, sv)
is not yet optimized, and it is not clear whether a restart process or a continuously-running procedure is better. On the other hand, the proposed method is general in the sense that we approximate an existing controller by a neuro-controller, which is then tuned by reinforcement learning. This simple scheme is made practically useful by using pre-learning for improvement of the internal representation in the neuro-controller, and by sensitivity analysis for the range of perturbation during on-line reinforcement learning. Therefore we can expect that the fundamental concept of the proposed method is applicable to a wider class of control problems.
We are considering applications to the control of similar traffic systems, and also to other stochastic optimization problems, like e.g. online scheduling or online routing. We plan to report on that research in a future paper. 
