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1. Introduction and main results 
Suppose G is a distribution function satisfying G(O+) = 0, G(x) < 1 for all x E R 
and 1~~1~~~ is a probability distribution on (0, 1,2,. . .}. We consider the tail 
behaviour of the distribution function F defined by F(x) =C~Z=op,G(“)(x), where 
G(“) denotes the n-fold convolution of G and G(O) the unit mass at zero. 
Many authors have studied the asymptotic relation between F(x) := 1 - F(x) and 
G(x) as x + 00. In this respect the class of subexponential distributions S, i.e. those 
d.f.‘s G on [0, CO) for which G”‘(x)/G(x) + 2 as x+ 00, plays an essential role. 
Following earlier papers by Chistyakov (1964), Stam (1973) and others, Embrechts, 
Goldie and Veraverbeke (1979) proved among other results that if {p,} is a Poisson 
distribution with parameter A, then the statements FE S, G E S and F(x) - AC?(x) 
(x + 00) are equivalent. As they indicate this result can be generalized to distributions 
for which the function q(x) = ExN = Czco pnxn is analytic at x = 1. 
This characterizes the distributions for which F(x) - E( N)G(x) (x-+ CO). More 
recently Omey and Willekens (1986) generalizing an earlier paper (1985) proved a 
second order result for the difference R(x) := F(x) - E( N)G(x) in case F is regularly 
varying with exponent -p (0~ p < 1) under the assumption p(x) is analytic at 
x = 1. In that case 
I,” R(Y) dy 
-2E ifp = 1, 
!‘im G(x) 5;: G(y) dy = 
-(l -P)HI -P, 1 -P)F ifp < 1, 
where B( ., *) denotes the beta function. 
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The above result provides a sufficient condition in order to obtain a second order 
result in terms of the integral of R. In case G has a density they also give a result 
for the behaviour of R itself. In particular they prove that if G’, the derivative of 
G exists and is regularly varying with exponent -1, then R(x) - -E( y) C?(x)* 
(x+ CO) (see Theorem 2.3(ii) in Omey and Willekens, 1986). 
For the special case N = n a.s. the same result is proved in Geluk and Pakes 
(1991) without the assumption of the existence of a density for G. Moreover in 
Omey and Willekens (1987) a necessary and sufficient condition for a second order 
result is given. More precisely if q(x) is analytic at x = 1, 
cc 
/_L” := 
I 
G(s)ds<a and GES, 
0 
the following statements are equivalent: 
(i) I-FESD; 
(ii) 1 - GE SD; 
(iii) &m Im R(s) ds/G(x) = 2poE y ; 
x 0 
where the class SD is defined by 
SD = 
i 
f~ C[O, 00); f~ L’[O, CO) and eventually positive, 
f(t+a)-f(t) (t+eo) for a~&! and 
i 
‘f(‘-Q(u) d u-cf(t) (t+cc) for CE[W . 
0 I 
In this paper we drop the conditions pa < co and G E S. We obtain equivalence 
between three statements in our main result under an additional condition on the 
function (Y in (1.1) and (1.2) below. 
In order to formulate the main result we need the following definition. 
Definition 1.1. Suppose the d-f. F is concentrated on [0, ~0). 
(i) We say FE OR” if there exists a positive function (Y which is O-regularly 
varying (measurable, eventually positive and lim suprem CY (tx)/ a( t) < cc for x > 0) 
such that a(x)=o(F(x)) (x+00) and 
limsup{F(+x)-F(x)}/a(x)<a. (1.1) 
X-Y 
(ii) We say FE OS” if there exists a function (Y which is O-regularly varying, 
cz(x)=o(F(x)) (x+co) and 
limsup{F’*‘(x)-2p(x)}/a(x)<a. 
T+‘X 
(iii) We say FE S* if 
Ii_i{F’21(x)-2F(x)}/F(x)*=-1. 
(1.2) 
(1.3) 
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Remarks. Since the function cr in (1 .l) and (1.2) is assumed to be eventually positive, 
we may assume throughout that (Y is locally bounded away from zero without loss 
of generality. 
Note that OR” c OS” since F”‘(x) -2F(x) s 2{F($x) - F(x)}. From (1.1) it fol- 
lows that if FE OR”, then F is slowly varying. Conversely, if -FE U(a), hence 
F($x) - F(x) - Q(X) log 2 (x + CO) (for the class I;T( (Y) see Geluk and de Haan (1987) 
or Bingham, Goldie and Teugels (1987)), then FE OR*. If F is slowly varying, but 
-FE 17, then F is not necessarily in OR*, as the example F(x) = [log xl-‘, x 2 e, 
shows ([ .] denotes the greatest integer function). 
Observe that OS” c S since (1.2) implies lim SU~,,~ F”‘(x)/F(x) s 2. 
Combination with (2.1) below then shows that FE S. In fact we show in the 
sequel that if cy = O(F’) then FE OS” implies F(x+ a) - F(x) (x+ ~0) for a ER 
and F is O-regularly varying (Corollary 2.3), hence FE S. 
The class Sz is a subclass of the slowly varying tail functions and is studied in 
more detail in Geluk and Pakes (1991). One of the results we need is Theorem 2: 
FE S2 implies 
F(x-A)-F(x)=o(~(x)~) (x+co) 
for any fixed A > 0. 
(1.4) 
Our main result is the following. 
Theorem 1.2. Suppose G is a distribution function on [0, 00) and 
F(x)= ij p,,G(“)(x), 
n=O 
where { P,,},,=~ is a probability distribution such that p0 # 1. The function cp is defined by 
v(x)= IF PA. 
n=o 
Then : 
(i) If G E OR* with G(x)* = O(a(x)) (x + 00) and ifq is entire, then 
F(x) = E(N)4(x)+O(cu(x)) (x+00), (1.5) 
hence FE OR”. 
(ii) Conversely, ifE(N’) < 00, p2 # 0, (Y is O-regularly varying with a(x) = o(G(x)) 
and G(x)‘=O(a(x)), then (1.5) implies GEOSO. 
(iii) Moreover zf F E OR” with F(x)~ = O(Q(X)) (x + a), E(N) < ~0 and cp+, the 
inverse function of rp is entire, then G E OR”. 
Under additional assumptions on G (or F) we can prove a stronger statement. 
Suppose p(x) is analytic at x = 1. 
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(i’) and (iii’) Then G E S* if and only if F E S*. Moreover in this case 
N - 
F(x)=E(N)G(x)-E 2 G(~)~(l+o(l)) (~+a). 
( > 
(1.5’) 
(ii’) Conversely suppose E( N*) < ~0 and p2 # 0. Then (1.5’) implies G E S*. 
2. Proofs 
Unless stated otherwise all distribution functions are supposed to be concentrated 
on [0, 00). The following lemma is used several times in the sequel. 
Lemma 2.1. (i) If F(x) > 0 for x > 0, then 
lim inf F’“‘(x)/F(x) 3 n for integer n > 1. 
x+m 
(ii) Zfp(x)>Oforx>O, thenfor 1s ksn-1, 
F’“‘(x)+& 
lim inf 
0 
; (-l)JF(x)’ 
?= (-l)k 
x-a3 F(X)k+’ 
(2.1) 
(2.2) 
(iii) Zf F E S, then F’“‘(x) - nF(x) (x + a). 
Proof. The first and third statement of the lemma are proved in Chistyakov’s paper 
(1964). 
In order to prove (ii) note that by Newton’s binomial theorem, 
&i-l 
l-x”+ C ? (-l)J(l-x)-‘=o(l-~)~+’ (x+1) forOcksn-1. 
0 j=l J 
The proof is completed by choosing F(x) instead of x, using the inequality F’“‘(x) 3 - 
F”(x) and taking lim inf,,, after division by F(x)~+‘. 0 
Lemma 2.2. Zf F E OS” then there exists a constant c such that 
{F(x-y)-~(x)}dF(y)~~(x)*+ca(x), x>O. (2.3) 
Proof. The proof of (2.3) is obvious from 0s j,“_ {F(x -Y) - F(x)} dF(y) = 
F’*‘(X)-2F(x)+F(x)*. 0 
Corollary 2.3. Zf FE OS”, then for any g(x) E (0, x) there exists c > 0 such that 
{F(x-g(x))-F(x)}{p(g(x))-~(x)}~~(x)*+ca(x),x>0, henceFisO-regularly 
varying if (Y(X) = O(F(x)*) (x + CO). As a special case we have: Zf F E OS”, then for 
every A > 0, 
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Corollary 2.4. IffF E OS” with a(x) = O(F(x)*), then there exists E > 0 such that xF 
F(x) + cc (x + oo), hence not all moments ofF are finite. 0 
Example. If F is a one-sided stable distribution of index 4, then F(x) - c.x-“~ 
(x + CO) hence F is O-regularly varying. Moreover F’*‘(x) - 2F(x) - c,~(x)~, hence 
FE OS” with a(x) = F(x)~. 
Next we prove a closure property of the classes OR* and S2. In order to prove 
this property we need an auxiliary result. 
Lemma 2.5 (see Geluk and Pakes, 1991, Theorem 3). Zf FE S* and G(x)= 
KF(x)+(c+o(l))F(x)* (X+CO) with K>O, CER, then GgS2. 0 
Lemma 2.6. Suppose H = F * G is the convolution of two distribution functions F and 
G on [0, m). 
(i) I~FEOR~ and c(x)=O((~(x)) ( x+00), then H(x)=F(x)+O(cu(x)) (x+ 
a), hence HE OR”. 
(ii) Zf FE S2 and lim,,, G(x)/F(x)*=c, then H(x)=F(x)+(c+o(l)) F(x)* 
(x + CO), hence H E S2. 
Proof. (i) Since a(x)+ 0 (x + CO) we may suppose without loss of generality (Y to 
be bounded on (0, co). Since there exists k > 0 such that C?(X) d km(x) for x 3 0, it 
follows that 
OaZ?(x)-p(x)ck(j:*+{;ja(x-y)dF(y) 
Sk SUP dd+k[x~;~J +)}~~%+&91 
Y~rx/2,xl 
=O(a(x)) (x+00) (2.4) 
(see Geluk and de Haan, 1987, Theorem 3.2). 
(ii) Observe that I,“_ F(x-~)~ dF(y)- F(x)~ (x+co) for FE S*. See the proof 
of Theorem 4 in Geluk and Pakes (1991). Note that there exists a constant k such 
that G(x)/F(x)* c k for x > 0 and FE S*c S, hence F(x -v) - F(x) (x + 00). Appli- 
cation of Pratt’s (1960) lemma in the inequalities 
dF(y) s k dF(y) 
completes the proof. The implication HE S2 is a consequence of Lemma 2.5 
above. 0 
Next we show that the class OR” is closed under convolution powers if (Y satisfies 
a growth condition. 
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Theorem 2.7. Zf F E OR” then there exist constants 6, (n 3 2) such that 
F’“‘(x) - nF(x) s &a(x), x> 0, n ~3 2. 
Hence if in addition F(x)~ = 0( (u(x)), then F’“’ E OR”. 
(2.5) 
Proof. Suppose FE OR”. First we show by induction the existence of constants 6, 
such that (2.5) holds. For n = 2 this is obvious by the definition of OS”. Suppose 
(2.5) is true for n = k. Then by Lemma 2.2, 
FCk+i)(x) = F(x) + [” F’k’(x - U) dF(u) 
Jo 
d F(x) + I x {kF(x-u)+a,(w(x-u)}dF(u) O- 
SF(x)+kF(x)F(x)+& 
I 
x 
(Y(x-u) dF(u) 
o- 
As in (2.4) we find j,“- (Y(x-u) dF(u)=O(cr(x)), hence Fck”‘(x)~(k+l)F(x)+ 
O(cr(x)), where the O-constant depends on k. This proves (2.5). From (2.5) and 
Lemma 2.l(ii) it follows that F’“‘(x) = nF(x)+O(a(x)) in case F(x)~ = O(cr(x)), 
hence F(“) E OR”. 0 
It is well known that the class of subexponential distribution functions is closed 
under convolution roots (see Embrechts et al., 1979). Next we prove that this is 
also true for the class OR” if (Y satisfies a growth condition. 
Theorem 2.8. Zf F’“’ E OR” for some n 32 and F’“‘(x)~=~(~(x)) (x+m), then 
FE OR”. 
Proof. Note that 
~(x)=-(x)+([;~2+j;~‘““(X-t)dF(t)=F(x)+Ji+J2. (2.6) 
We estimate J, as follows. From (2.6) and Lemma 2.1(u), 
J1 < F’“P”(;x) = F’“-“(;x) _’ F’“+‘“(fx)+l F’“P”“($x) 
n n 
where K, is a constant. 
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Using Theorem 2.7 and the O-regular variation of (Y it follows that F’“-““($x) d 
(n - l)F’“‘($x) + c,a(x), x > 0, for some constant c,. Hence 
lim sup 
J,-(l-K’)F’“‘(x) 
s K, lim sup 
F(“~“($x)2 
x+m ff(x) X’u? a(x) 
+ (I_ nP’) lim sup W)~,F’(X) +c”. 
X’X n 
(2.7) 
Since Fcn)c OR* c S we have FE S (see Embrechts et al., 1979), hence (Lemma 
2.l(iii)) F’“‘(x)--&(x) (x+03) for nal. 
Note that since F(“)E OR”, F’“’ (hence F and F’“P”) is slowly varying, hence 
the right-hand side in (2.7) is finite. 
As in Embrechts et al. (1979), we have 
F’“P”($x)J, G P($x < s, G x < S, + Sk) + P(x < S, s ;x,, 
where S,, and Sh are independent random variables with distribution function F’“‘. 
It follows that 
F’“-“(;x,J, 8 
I 
X F’“‘(x - t) - F’“‘(x) 
ff(x) 
dF’“‘(t) 
x/2 a(x) 
+ F’“‘($x) - F’“‘(x) (n) 
F (x)+ 
F’“‘(x) - F’“‘(;x) 
a(x) Q(X) . 
The first term on the right-hand side has finite limit superior by Lemma 2.2, the 
second term has limit 0 and the last term is dominated by 
{(.u(2x)/a(x)>{F’“‘(x) - F’“‘(2x)}/(Y(2x), 
which has finite limit superior. 
Combination of (2.6) with the estimates for J, and J2 gives F’“‘(x)-nF(x)s 
4?a (x), X)X0 for some constant d,,. Since F’“‘(x)- nF(x), hence 
lim supX_- F(x)‘/a(x)<co, (2.2) shows that F’“‘(x)= nF(x)+O(a(x)) which in 
combination with F’“’ E OR” implies FE OR”. 0 
Lemma 2.9. For FE OR” satisfying F(x)‘= O(a(x)) (x + ~0) the sequences p,,(x,), 
yn (x,,) (n 3 1) deJined by 
&(x0):= ~$F(“I(x) - nI?x))/a(x) 
and 
in (x0) := k&{F’“‘( x) - r@(x)}/ (Y (x) 
are finite and satisfy 
-C;Gy,Sp,GC”F for n 2 2, (2.8) 
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where & = P,,(O), y,, = y,,(O) and cF > 1 is a constant depending on F, but not on n. 
Moreover, if FE S2 then for any F > 0 there exist k0 > 0 not depending on n and 
x0 = X,,(E) such that 
-k,( 1 + E)” s -y~(~,,)~/3~(x,,)~k~(l+~)” forna2, 
where /?,,(x,) and m(x,) are as above with a(x) = F(x)=. 
(2.8’) 
Proof. We formulate the proof of the inequality for P,,. Note that & (n 3 2) is finite 
by Theorem 2.7. We can estimate j,“_ LY(X - U) dF(u) as in (2.4) to find 
F(“+‘)(x) -(n + l)F(x) 
I 
x- 
= F’“‘(x - u) dF(u) - nF(x) 
O- 
d 
I 
x {&(x-u)+&a(x-u)}dF(u)-r@(x) 
“p 
<n{F”‘(x)-F(x)}-nF(x)+c,/?,~~(x), x>O, n32, (2.9) 
for some constant cr. Since FE OS”, there exists a constant c0 such that F’=‘(x) - 
2F(x)s cOcy(x) for x>O. Hence it follows from (2.9) that 
P n+, <nc,+/3,c,, nZ2. (2.10) 
Iteration finally gives & s iSnc;, n 2 2 for some constant 6 which implies (2.8). For 
the proof of the inequality for yn we use Lemma 2.l(ii) and the assumption 
F(X)’ = O(cu(x)). The rest of the proof is similar. The final statement is Lemma 2 
in Geluk and Pakes (1991). 0 
Proof of Theorem 1.2. (i) Suppose GE OR”. By Lemma 2.9 there exists a constant 
co such that 
~~.1G’“‘(x)-nC(x)l/a(x)~~p.,c;.<m. 
0 
(2.11) 
This shows that (1.5) is satisfied. 
(ii) Conversely suppose (1.5) holds. Then since F(x) =Cy=‘=, p,,G(“)(x) for x 3 0, 
it follows that 
Hence, using G TaG”and G”=L-G”z~(~-G)-(;)(~-G)~, we find 
~21~3~’ --2G]sF-(p,+2p,)B-~3p,,(nZ.-(;l)d2) 
=F-(EN).G-t c pn 2” CT=. 
n 33 0 
Combination with (1.5) then gives GE OS”. 
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(iii) If FE OR” we define the proper distribution function R by R(x):= 
(1 -pJr Cz=‘=, p ,G(“)(x). Then R E OR* since F = (1 -p,)R. Denoting Laplace trans- 
forms by corresponding small letters we have r(s) = (1 -PO))’ I:=, p,g(s)” = 
(1 -pJ’{cp(g(s)) -pO}. Expanding cp-, the inverse function of cp in a Taylor series 
we have (note that cp’( pO) = 0) 
g(s) = V*(P0+(1 -&r(s)) = I? ((1 -f+Jr(s)I’cpc-‘(po)/j! 
,=I 
and, by inversion 
(2.12) 
G(x) = ; (1 -po)‘(p”(po)R”‘(x)/j!, 
,=I 
where cp-’ denotes the jth derivative of cp+. Hence by Lemma 2.9 (since R E ORa), 
G(x) - (1 -P”wo)Rx) 
Q(X) 
~ f (~-PO)’ cp+j(po) R”‘(x)-_S(x) 
j=1 j! Q(X) . 
(2.13) 
In view of Lemma 2.9 this can be dominated by 
(2.14) 
From (2.13) it now follows that G(x) = (1 -po)(E(N))~‘R(x)+O(a(x))(x~~), 
hence G E OR”. 
(i’) Next suppose G E S2. Note that we can use the last statement in Lemma 2.9 
for the d.f. G to see that the series on the left-hand side in (2.11) with (Y(X) = G(x)* 
can be dominated by a convergent series. For GE S2 we have G’“‘(x)- V&(X)-- 
-( ,“)G(x)~ (x+ co) (see Geluk and Pakes, 1991). Application of Lebesgue’s domi- 
nated convergence theorem then gives (1.5’) which in view of Lemma 2.5 implies 
FES’. 
(ii’) By an argument similar to the one used in (ii) we find lim sup,,,{ Gt2’(x) - 
2G(x)}/G(~)~s -1. In view of Lemma 2.l(ii) this implies GE S*. 
(iii’) Suppose FE S’. We use the proof of (iii) and Lemma 2.5. Observe that the 
sequence in (2.14) coverges if we apply the second part of Lemma 2.9 and choose 
B > 0 in (2.8’) small enough to ensure convergence of the power series for cp’( p,,+ 
(1 -p,Hl+ &I). 0 
3. Applications 
3.1. Comparing tails of distribution functions of sums and maxima for i.i.d. random 
variables 
We can use similar methods for obtaining higher order results. For example using 
the same method of proof as in Geluk and Pakes (1991, Theorem 1) the following 
result can be proved. 
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Lemma 3.1. If 
lim sup{ F($x) - F(x)}/ F(x)j < cc 
X’X 
then 
lim sup{F’*‘(x)-~F(x)+F(x)*}/F(x)~<CO. 
r-a 
Ifin addition to (3.1), 
?~~{F(X-U)-~(X)}/F(X)3=0 foru>O, 
(3.1) 
(3.2) 
then 
?i_m{F’*~(x)-2F(x)+F(x)2}/F(x)‘=0. 0 (3.3) 
Since Lemma 2.l(ii) provides a lower estimate for the quotient in (3.2) it follows 
that (3.1) is a sufficient condition for the relation 
F’*‘(X)=2F(x)-F(X)7+O(F(X)~) (x+co). (3.4) 
Note that since (3.2) (or (3.4)) implies {F(>)(X)-2F(x)}/F(x)‘+ -1 (x+00) the 
theory in Geluk and Pakes (1991) applies, hence e.g. F must be slowly varying if 
(3.4) holds. Using the same arguments as in the proof of Lemma 2.2 and Theorem 
2.6 it is not difficult to show that (3.2) (or (3.4)) implies the relation 
F’“‘(x) = S(x) - 2” 
0 
F(x)*+O(F(X)~) (x+co) for na2. (3.5) 
The latter relation can be used in combination with the above lemma and the obvious 
relation 
to obtain the following corollary. 
Corollary 3.2. Ifa d.f: F satis$es (3.1), then 
F’“‘(x)-F”(x)=O(F(X)~) (x+00). 0 (3.6) 
3.2. Infinitely divisible distribution functions 
It is possible to apply the main result of this paper in order to obtain an asymptotic 
relation between the tail of the infinitely divisible distribution function F and its 
Levy measure. The first result in this direction concerns regular variation of F and 
is due to Zolotarev (1961). 
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The Laplace transform 1 for F can be expressed (see Feller, 1971) as 
f(s)=exp{-uJ-jOa(l-eP.‘X)dv(x)}, ~30, 
where a E K! and v is a measure on (0,~) satisfying V( 1, ~0) < ~0 and Ji x dv(x) < 00. 
It is well-known (see Embrechts et al., 1979) that FE S if and only if F(x) - V(X, ~0) 
as x+co. 
For F i.d. with Levy measure u we will write 
Q(x)=l-Q(x)=l-~((l,x])/~((l,eo)) forxsl 
and 
Q(x) = 1 for x< 1. 
Then Q is a proper distribution function and we can write (see Feller, 1971, p. 572) 
F=F,*F,, (3.7) 
where 
F*(x) = eC* F pnQ'"'(x)/ n !, 
n=O 
(3.8) 
p = ~((1, co)) and F, is a d.f. satisfying 
F,(x) = o(e-““) (x+ 00) for all E > 0. (3.9) 
We prepare the proof of the main result, Theorem 3.4, by formulating a converse 
to Lemma 2.6. 
Lemma 3.3. Suppose H = F* G is the convolution of the d.&‘s F and G. 
(i) ZfH E OR” and F(x) = O((Y(X)) (x + a), then 
G(x) = H(x)+O(a(x)) (x+00), 
hence G E OR”. 
(ii) I~HES* and F(x)=o(I?(x)*) (x+00), then 
G(x) = H(x)+o(H(X)2) (x+co). 
(3.10) 
Proof. We only formulate the proof of(i) since the proof of (ii) is similar. Application 
of Lemma 2.6(i) gives F* H(x) = H(x)+O(a(x)). Since for ZJ E (0, A) with A E 
(0, ix) fixedO< I?(x-u)-I?(x) G H($x)-H(x) =O(LY(X)) as X+CO, it follows that 
I?(x - u) dF(u) = F* H(x) -F(x) - 
I 
A 
I?(x - u) dF( u) 
O- 
- - 
= H(x)F(A)+O(m(x)). (3.11) 
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Suppose (3.10) is not true. Then since G s H there exists a sequence x, + cc (n + ~0) 
such that 
{G(x,-A)-H(x,-A)}/(Y(x,-A)=:&+-co. 
Hence for u E (0, A) it follows as above that 
G(x, - u) - H(x,) s G( x,-A)-fi(x,-A)+O(cx(x,)) 
=&,a(~~-A)+O(a(x,)) (n+m). 
Combination with (3.11) then gives 
~{~tx,)+P,~t~n-A)+Ot~(x,))}FtA) 
I 
5 
+ fi(x,-u) dF(u)+F(x,) 
A
= ~(x,)+/~,LY(x, -A)F(A)+O(a(x,)) (n+co). 
This gives a contradiction if we choose A such that F(A) > 0. 0 
Theorem 3.4. Suppose F is injinitely divisible on [0, CO). The following statements are 
equivalent. 
(i) QE S*. (3.12) 
(ii) FE S*. (3.13) 
(iii) F(x)=p.Q(x)-&*Q(~)~(l+o(l)) (x+00). (3.14) 
Proof. (i)=+(ii) and (iii). It follows from Theorem 1.2(i’) and (3.8) that 
~,(x)=~~(x)-~~2~(~)2(1+o(1)) (x+00) and F2~S2. 
Hence F2 is slowly varying implying F,(x) = o(F,(x)~) by (3.9). Application of 
Lemma 2.6(ii) gives F(x) = F,(x)+o(F,(x)‘), hence FE S2 and (iii) holds. 
(ii)=+(i) and (iii). Since FE S* it follows that F, hence also F2 is slowly varying 
and F,(x) = o(F(x)*) (by (3.9)). Application of Lemma 3.3(ii) then gives 
F*(x)=F(x)+o(F(x)2) (x+co) 
and F*E S* by Lemma 2.5. 
Application of Theorem 1.2(iii’) then gives (3.12) and (3.14). 
(iii)+(i) and (ii). Using (3.14) it follows that F,-&sF--&= -$.~“a’ 
+ o( a’). On the other hand 
lim_2f{F2(x) - &(x)>lO(x)’ 
2 lim inf e-‘” 
x-00 _, pLn(Qn(x) - nQ(x))l{Q(x)*nl} 
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-- 
using the inequality Q”“3 Q”, Lemma 2.l(ii) and Fatou’s lemma. Hence F,= 
&--&‘Q2+o(Q2), giving (i) and (ii) by Theorem 1.2. q 
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