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In this paper, we shall consider the following problem: up to duality, is a connected
matroid reconstructible from its connectivity function? Cunningham conjectured that
this question has an afﬁrmative answer, but Seymour gave a counter-example for it.
In the same paper, Seymour proved that a connected binary matroid is always
reconstructible from its connectivity function, up to duality, in the class of binary
matroids. In this paper, we prove that when M is a connected binary matroid and N
another matroid with the same connectivity function as N ; then M ¼ N orM ¼ Nn:
# 2002 Elsevier Science (USA)1. INTRODUCTION
The matroid theory terminology used in this paper will follow Oxley [7].
The connectivity function of a matroid M is deﬁned as
xM ðX ; Y Þ ¼ rM ðX Þ þ rM ðY Þ  rðMÞ þ 1;
where fX ; Y g is a partition of EðMÞ: This function is invariant under duality,
since it may be written as
xM ðX ; Y Þ ¼ rM ðX Þ þ rMnðX Þ  jX j þ 1:
In particular, a matroid and its dual have the same connectivity function. If
M ¼ M1 	M2; then
xM ðX ; Y Þ þ 1 ¼ xM1 ðX \ EðM1Þ; Y \ EðM1ÞÞ þ xM2 ðX \ EðM2Þ; Y \ EðM2ÞÞ:
Thus, M1 	M2 and M1 	Mn2 have the same connectivity function.
In this paper, we shall study matroids with the same connectivity
function. By the last identity, we may restrict our attention to connected1Research partially supported by Conselho Nacional de Desenvolvimento Cient!ıﬁco e
Tecnol !ogico (CNPq, Brazil).
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CONNECTIVITY FUNCTION OF A BINARY MATROID 115matroids. In this case, Cunningham conjectured that, up to duality, a
connected matroid is reconstructible from its connectivity function, that is:
Cunningham’s conjecture. If M and N are connected matroids on the same
ground set having the same connectivity function, then M ¼ N or M ¼ Nn:
In [11], Seymour proved Cunningham’s conjecture for the class of binary
matroids, that is:
Theorem 1 (Seymour [11, 3.3]). If M and N are connected binary
matroids on the same ground set having the same connectivity function, then
N ¼ M or N ¼ Mn:
In the same paper, Seymour gave a counter-example to the general case of
the conjecture. In [1], Lemos proved that this conjecture is true provided
that rðMÞ=rðMnÞ: In this paper, we shall prove that a connected binary
matroid is reconstructible, not only in the class of binary matroids, but in
the class of all matroids. Our main result is:
Theorem 2. Suppose that M is a connected binary matroid. If N is a
matroid having the same connectivity function as M and EðN Þ ¼ EðMÞ; then
N ¼ M or N ¼ Mn:
Note that
rM ðX Þ þ rMnðX Þ ¼ rN ðX Þ þ rNnðX Þ;
for every X  E; when M and N are matroids over the same ground set E
having the same connectivity function. In general, we say that M ¼
ðM1;M2;M3;M4Þ is a quad when M1;M2;M3 and M4 are matroids over the
same ground set, which is denoted by EðMÞ; such that
rM1ðX Þ þ rM2ðX Þ ¼ rM3 ðX Þ þ rM4 ðX Þ
for every X  EðMÞ:
As one can guess from the deﬁnition of quads, this problem is related to
the following problem which was proposed by Murty and Simon [5]:
characterize polymatroid rank functions which are sums of rank functions
of matroids. We may also ask that when this decomposition exists, is it
unique? It follows from our results that a connected 2-polymatroid that is
decomposed as the sum of rank functions of two binary matroidsM1 andM2
cannot have another decomposition as the sum of rank functions of two
other matroids M3 and M4; unless ðM1;M2;M3;M4Þ is a well-described quad.
Moreover, when the decomposition is not unique, there are only two
different decompositions. In [1], Lemos proved that, for a connected
2-polymatroid deﬁned on E; the decomposition of its rank function r as the
sum of the rank function of two matroids is unique, when it exists, provided
MANOEL LEMOS116that rðEÞ is odd. We shall settle the problem of uniqueness of decomposition
of the rank function of a connected 2-polymatroid in another paper, using
the theory developed here.
We will use a different notation from Lemos [1] to get a more compact
description of the results. When X denotes a quad, Xi denotes the ith
coordinate of this quad for i 2 f1; 2; 3; 4g:
We say that two quads M and N are equivalent, and denote this by
M  N; when
ffM1;M2g; fM3;M4gg ¼ ffN1;N2g; fN3;N4gg:
We say that two quadsM and N are isomorphic, and denote this byM’ N;
when there is a quad H such that H M and a bijection f : EðHÞ ! EðNÞ
such that f is an isomorphism between Hi and Ni; for every i 2 f1; 2; 3; 4g:
For a quadM and disjoint subsets X and Y of EðMÞ; we deﬁne a minor of
M as
M=X=Y ¼ ðM1=X=Y ;M2=X=Y ;M3=X=Y ;M4=X=Y Þ
and the dual of M as Mn ¼ ðMn1 ;M
n
2 ;M
n
3 ;M
n
4 Þ: We shall use MjX to denote
M=ðEðMÞ=X Þ: In [1], Lemos proved that
(1.1) (1.1–1.3 of [1]) M=X=Y and Mn are quads.
When M and N are quads such that EðMÞ \ EðNÞ ¼ |; we denote by M	
N the quad
ðM1 	 N1;M2 	 N2;M3 	 N3;M4 	 N4Þ:
When N1 ¼ N2 ¼ N3 ¼ N4 ¼ N ; the quad M	N is also denoted by M	 N :
For a matroid N such that EðN Þ \ EðMÞ ¼ feg; M	2 N denotes
ðM1 	2 N ;M2 	2 N ;M3 	2 N ;M4 	2 N Þ;
which was proved to be a quad by Lemos [1]. In [1], Lemos proved the next
result which characterizes a quad:
(1.2) (1.4 and 1.5 of [1]) Suppose that Mi is a matroid having E as its
ground set, for every i 2 f1; 2; 3; 4g: ðM1;M2;M3;M4Þ is a quad if and only if
CðM1Þ [ CðM2Þ ¼ CðM3Þ [ CðM4Þ and CðM1Þ \ CðM2Þ ¼ CðM3Þ \ CðM4Þ:
Now, we outline the proof of Theorem 2: when M and N satisfy the
hypothesis of Theorem 2 and its conclusion does not hold, ðM ;Mn;N ;NnÞ
belongs to the class S of quads M satisfying: M1=M3; M1=M4 and both
M1 and M2 are binary matroids. The ‘‘irreducible’’ quads of S will be
constructed in Section 4 and all of them have exactly one disconnected
CONNECTIVITY FUNCTION OF A BINARY MATROID 117matroid as one of their coordinates. So, none of them can be equivalent to
ðM ;Mn;N ;NnÞ: The construction of the ‘‘irreducible’’ quads of S will be
done by induction and a splitter-type theorem for quads is fundamental in
this construction}its statement and proof can be found in Section 3:
essentially, it says that an ‘‘irreducible’’ quad can be obtained from a well-
described ‘‘irreducible’’ quad by a sequence of one-element lifts or
extensions without leaving the class of ‘‘irreducible’’ quads.
2. CONNECTIVITY RESULTS FOR QUADS
In this section, we shall prove some connectivity results for quads which
will be fundamental in the proof of the splitter-type theorem for quads
which will be presented in the next section. Here, the notions of connectivity
and 3-connectivity for matroids are extended to quads.
Let M be a quad. For a partition fX ; Y g of EðMÞ; we denote by
xMðX ; Y Þ ¼ xM1ðX ; Y Þ þ xM2 ðX ; Y Þ ¼ xM3ðX ; Y Þ þ xM4 ðX ; Y Þ:
If xMðX ; Y Þ ¼ 2; thenM ¼ ðMjX Þ 	 ðMjY Þ: So, we can restrict our attention
to quads satisfying xMðX ; Y Þ53; for every partition fX ; Y g of EðMÞ such
that minfjX j; jY jg51: Such quads are called connected. A quad M is said to
be non-trivial, when fM1;M2g=fM3;M4g: In [1], Lemos proved the following
result:
(2.1) Suppose that M is a non-trivial connected quad. Then,
(i) (2.6 of [1]) xMðX ; Y Þ54; for every partition fX ; Y g of M such that
minfjX j; jY jg51:
(ii) (2.7 of [1]) If xM1ðX ; Y Þ ¼ xM2ðX ; Y Þ ¼ xM3ðX ; Y Þ ¼ xM4ðX ; Y Þ ¼ 2;
for a partition fX ; Y g of EðMÞ such that minfjX j; jY jg52; then there is a
matroid N such that EðN Þ ¼ X [ feg or EðN Þ ¼ Y [ feg; for an element e =2
EðMÞ; and a quad N such that EðNÞ ¼ ðEðMÞ=EðN ÞÞ [ feg satisfying
M ¼ N	2 N :
As a consequence of (2.1)(i), we have the following:
(2.2) If M is a non-trivial connected quad, then Mi is both loopless and
coloopless, for every i 2 f1; 2; 3; 4g:
This is a particular instance of a more general result of Lemos [1]:
(2.3) (2.3 of [1]) Let M be a connected quad. If fX ; Y g is a 1-separation for
both M1 and M3 such that M1jX ¼ M3jX ; then M is trivial.
MANOEL LEMOS118(2.4) (Theorem 2 of [1]) If M is a non-trivial connected quad, then
rðM1Þ ¼ rðM2Þ ¼ rðM3Þ ¼ rðM4Þ:
By this theorem, for a non-trivial connected quad M; we can deﬁne its
rank, which is denoted by rðMÞ; as the rank of Mi; for i 2 f1; 2; 3; 4g:
We say that fX ; Y g is a k-separation for a quadM; when fX ; Y g is an exact
k-separation for Mi; for every i 2 f1; 2; 3; 4g: By (2.1)(ii), when, fX ; Y g is a
2-separation for a non-trivial connected quad M; then M ¼ N	2 N ; where
N is a non-trivial quad and N is a matroid such that EðN Þ ¼ Z [ feg and
e 2 EðN Þ \ EðNÞ; for some Z 2 fX ; Y g: We say that Z is the dead set
associated with the 2-separation fX ; Y g: A quad is said to be irreducible,
when it does not have a 1-separation or a 2-separation. Observe that the
deletion or the contraction of an element of an irreducible quad gives a
connected quad.
(2.5) Let M be a non-trivial connected quad. If fX ; Y g is a 2-separation for
M; then, for every Z 2 fX ; Y g; we have that
rM1ðZÞ ¼ rM2 ðZÞ ¼ rM3 ðZÞ ¼ rM4ðZÞ:
Moreover, when jX j ¼ 2; X is contained in a series class of Mi; for every
i 2 f1; 2; 3; 4g; or X is contained in a parallel class of Mi; for every i 2
f1; 2; 3; 4g:
Proof. Without loss of generality, we may suppose that Y is the dead
set of this 2-separation. Thus rM1ðY Þ ¼ rM2 ðY Þ ¼ rM3 ðY Þ ¼ rM4ðY Þ: Hence
rM1ðX Þ ¼ rM2 ðX Þ ¼ rM3ðX Þ ¼ rM4 ðX Þ; because rMiðX Þ þ rMi ðY Þ  rðMiÞ ¼ 1
and rðMiÞ ¼ rðMÞ; for every i 2 f1; 2; 3; 4g: Moreover, when jX j ¼ 2; X is
independent in all these matroids or X is dependent in all these matroids and
the result follows. ]
(2.6) If fX1; Y1g and fX2; Y2g are different 2-separations for a
non-trivial connected quad M such that X1 and X2 are maximal dead sets,
then X1 \ X2 ¼ |:
Proof. Suppose that X1 \ X2=|: Since both X1 and X2 are maximal dead
sets, we have that Y1 \ X2=| and X1 \ Y2=|:
For i 2 f1; 2g; as Xi is a dead set, it follows that M ¼ Ni 	2 Ni; where
Ni ¼ ðNi1;Ni2;Ni3;Ni4Þ is a quad such that EðNiÞ ¼ Yi [ feig and Ni is a
matroid such that EðNiÞ ¼ Xi [ feig:
First, we shall prove that Y1 \ Y2=|: Suppose that Y1 \ Y2 ¼ |: In this
case, we shall prove that Mi ¼ Mj; for every i and j such that fi; jg 
f1; 2; 3; 4g; and we arrive at a contradiction. To demonstrate this, by
symmetry, it is enough to prove that every circuit C of Mi is also a circuit of
Mj: We may suppose that C \ Yk=|; for both k 2 f1; 2g; otherwise C is a
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follows that ðC \ XkÞ [ fekg is a circuit of Nk : Hence, there is a circuit C0 of
Mj such that C0 \ X1 ¼ C \ X1 and C0 \ Y1=|: As Y2  X1 and C \ Y2=|; it
follows that ðC0 \ Y2Þ [ fe2g ¼ ðC \ Y2Þ [ fe2g is a circuit of N2j: Since
ðC \ X2Þ [ fe2g is a circuit of N2; we have that C ¼ ðC \ Y2Þ [ ðC \ X2Þ is a
circuit of Mj: So, Y1 \ Y2=|:
For i 2 f1; 2g; we set fZi;Wig ¼ fXi; Yig: Using submodularity, we arrive at
the following:
xMk ðZ1 \ Z2;W1 [ W2Þ þ xMk ðZ1 [ Z2;W1 \ W2Þ
4xMk ðX1; Y1Þ þ xMK ðX2; Y2Þ ¼ 4;
for every k 2 f1; 2; 3; 4g: Thus, forF ¼ fX1 \ X2;X1 \ Y2; Y1 \ X2; Y2 \ X2g;
X
Z2F
xMk ðZ;EðMÞ=ZÞ48: ð1Þ
By (2.1)(i), for every fi; jg equal to f1; 2g or f3; 4g;
xMiðZ1 \ Z2;W1 [ W2Þ þ xMj ðZ1 \ Z2;W1 [ W2Þ54:
When, we take the sum over F; we get
X
Z2F
xMi ðZ;EðMÞ=ZÞ þ
X
Z2F
xMj ðZ;EðMÞ=ZÞ516: ð2Þ
Hence, we have equalities in (1) and (2). So, for every k 2 f1; 2; 3; 4g;
xMk ðZ1 \ Z2;W1 [ W2Þ ¼ 1þ sk and xMk ðZ1 [ Z2;W1 \ W2Þ ¼ 3 sk ; ð3Þ
for some sk 2 f0; 1; 2g:
In this paragraph, we shall prove that jZj ¼ 1 or fZ;EðMÞ=Zg is a
2-separation for M; for every set Z 2F: Suppose that jZj > 1 and that
fZ;EðMÞ=Zg is not a 2-separation for Mk ; say k ¼ 1; for some Z 2F:
Without loss of generality, by (3), we may suppose that Z ¼ Z1 \ Z2 and
that xM1 ðZ1 \ Z2;W1 [ W2Þ ¼ 3: Thus, by (3), xM1 ðZ1 [ Z2;W1 \ W2Þ ¼ 1:
Hence W1 \ W2 ¼ Y1 \ Y2; otherwise fW1 \ W2;EðNiÞ=ðW1 \ W2Þg is a
1-separation for Ni; where i 2 f1; 2g satisﬁes Xi ¼ Wi; andM is not connected.
As M is non-trivial and connected, we have that xM2 ðX1 [ X2; Y1 \ Y2Þ ¼ 3;
by (2.1)(i). So, by (3), xM2ðX1 \ X2; Y1 [ Y2Þ ¼ 1 and we arrive at a
contradiction because fX1 \ X2;EðNiÞ=ðX1 \ X2Þg is a 1-separation for Ni
for both i 2 f1; 2g:
We can use all the 2-separations found in the previous paragraph to
decompose each Mi: So, there is a set E ¼ feZ : Z 2Fg such that jEj ¼ 4 and
E\ EðMÞ ¼ |; and there are matroids KiZ and Ji such that EðKiZÞ ¼
MANOEL LEMOS120Z [ feZg; EðJiÞ ¼ E and
Mi ¼ Ji 	2 KiX1\X2 	2 KiX1\Y2 	2 KiY1\X2 	2 KiY1\Y2 ;
for every i 2 f1; 2; 3; 4g}when jZj ¼ 1; we take KiZ as the empty matroid and
set eZ equal to the element belonging to Z: Observe that the 2-separations
fX1; Y1g and fX2; Y2g induce 2-separations on Ji: Thus, Ji is a circuit or
cocircuit, for every i 2 f1; 2; 3; 4g:
For every i 2 f1; 2; 3; 4g; Ji ¼ Hi 	2 Li; where Hi and Li are matroids such
that EðHiÞ ¼ fe1; eX1\X2 ; eX1\Y2g and EðLiÞ ¼ fe1; eY1\X2 ; eY1\Y2g: Observe that
N1 ¼ Hi 	2 KiX1\X2 	2 KiX1\Y2 ;
for every i 2 f1; 2; 3; 4g: Thus,
K1X1\Z2 ¼ K2X1\Z2 ¼ K3X1\Z2 ¼ K4X1\Z2 ;
for every Z 2 fX ; Y g; and H1 ¼ H2 ¼ H3 ¼ H4: From the last identity, we
have that J1 ¼ J2 ¼ J3 ¼ J4: Similarly, we have that
K1Z1\X2 ¼ K2Z1\X2 ¼ K3Z1\X2 ¼ K4Z1\X2 ;
for both Z 2 fX ; Y g: Hence M is equal to
ðK1Y1\Y2 ;K2Y1\Y2 ;K3Y1\Y2 ;K4Y1\Y2Þ 	2 N ;
where N ¼ Ji 	2 KiX1\X2 	2 KiX1\Y2 	2 KiY1\X2 ; for every i 2 f1; 2; 3; 4g: We
arrive at a contradiction because X1 [ X2 cannot be a dead set. ]
By (2.6), we can decompose a non-trivial connected quad M as
M ¼ H	2 N1 	2 N2 	2    	2 Nk;
where H is a non-trivial irreducible quad and, for i 2 f1; 2; . . . ; kg; Ni is a
connected matroid such that EðNiÞ \ EðHÞ ¼ feig; for ei =2 EðMÞ; EðNiÞ \
EðNjÞ ¼ | and ei=ej; for every i=j: As this decomposition is unique, up to
the labels of the basepoints of the 2-sums, by (2.6), we say that H is the core
of M and that N1;N2; . . . ;Nk are the leaves of M: We refer to it as the
canonical decomposition for M: We shall associate the following function
with M:
gðMÞ ¼
[k
i¼1
EðNiÞ=feig:
Observe that gðMÞ ¼ |; when M is irreducible.
In the rest of this section, we shall study the deletion and contraction of
elements belonging to a non-trivial irreducible quad. First, we shall give
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deﬁne delðeÞ as the number of leaves ofM=e; whenM=e is non-trivial, and as
1 otherwise. Similarly, we deﬁne conðeÞ as the number of leaves of M=e;
when M=e is non-trivial, and as 1 otherwise. We also set
delðMÞ ¼ minfdelðeÞ : e 2 EðMÞg and conðMÞ ¼ minfconðeÞ : e 2 EðMÞg:
When delðMÞ ¼ conðMÞ ¼ 1; we say thatM is an almost trivial quad. Now,
we shall present the characterization of the almost trivial quads. To do this,
we need to set more notation: when C1;C2; . . . ;Cn are different circuit-
hyperplanes of a matroid M ; we denote by MC1;C2;...;Cn the matroid obtained
from M after the relaxation of all the circuit-hyperplanes C1;C2; . . . ;Cn:
Now, we need the following corollary of a result of Mills that appears in
[4]:
(2.7) Let M and N be different matroids both loopless and coloopless
defined on the same ground set. If, for every e 2 EðMÞ; M =e ¼ N =e or M=e ¼
N=e; then one of M and N is a relaxation of the other.
(2.8) If M is almost-trivial, then there is a matroid M having a pair of
circuit-hyperplanes X and Y such that fX ; Y g is a partition of EðMÞ and
M  ðMX ;Y ;M ;MY ;MX Þ: This quad is denoted by QðM ;X ; Y Þ:
Proof. By hypothesis, for every e 2 EðMÞ; we have that
fM1=e;M2=eg ¼ fM3=e;M4=eg and fM1=e;M2=eg ¼ fM3=e;M4=eg:
For i 2 f1; 2g and j 2 f3; 4g; when Mi=e ¼ Mj=e; then Mi=e ¼ M7j=e;
otherwise Mi=e ¼ Mj=e and hence Mi ¼ Mj andM is trivial, a contradiction.
Thus, there is a partition fX ; Y g of EðMÞ such that
M1=x ¼ M3=x; M1=x ¼ M4=x; M1=y ¼ M3=y and M1=y ¼ M4=y;
for every x 2 X and y 2 Y :
We denote by Cij the set CðMiÞ 4 CðMjÞ: By (1.2) and (2.7), we have that
C13 ¼ C24 ¼ fXg [ fX [ fyg : y 2 Y g
and
C14 ¼ C23 ¼ fY g [ fY [ fxg : x 2 Xg:
To conclude the proof of this lemma, we observe that there is an i 2
f1; 2; 3; 4g; say i ¼ 2; such that X and Y are both circuit-hyperplanes of M2;
which is taken to beM : Thus,M1 ¼ MX ;Y : Note that both X and Y cannot be
a circuit of Mj; for j 2 f3; 4g; otherwise M2 ¼ Mj andM is trivial. Hence, by
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M3 ¼ MY and M4 ¼ MX :
(2.9) If M is a non-trivial connected quad, then M has an almost-trivial
quad as a minor.
Proof. Suppose that this corollary is not true. Let M be a minimal
counter-example for it. Observe that M is irreducible, otherwise, by the
choice of M; the core N of M has an almost-trivial quad as a minor
which must be a minor of M as well. By its choice, M is not almost-
trivial, and there is an element e of EðMÞ such that M=e or M=e is non-
trivial, say M=e: As M=e is connected because M is irreducible, it follows
that M=e has an almost-trivial quad as a minor. We arrive at a
contradiction. ]
We say that a quad M is binary, when, for every i 2 f1; 2; 3; 4g; Mi is a
binary matroid.
(2.10) There exists no non-trivial connected binary quad.
Proof. By (2.9), every non-trivial connected binary quad must have an
almost-trivial quad N as a minor. Thus, N must be binary. By (2.8), N 
QðN ;X ; Y Þ; for some matroid N : As NX is a binary matroid, it follows that
jX j ¼ jY j ¼ 2; otherwise NX =Y 0=X 0 is isomorphic to U2;4; for some X 0  X
and Y 0  Y such that jX 0j ¼ jY 0j ¼ rðN Þ  2: Thus, N ¼ N jX 	 N jY and
NX ;Y must be isomorphic to U2;4: So, N cannot exist and the result
follows. ]
Seymour’s theorem that was stated in the Introduction is a consequence
of this result, since ðM ;Mn;N ;NnÞ must be a non-trivial binary connected
quad, when M and N are connected binary matroids having the same
connectivity function such that M=N and M=Nn:
We say that a quad M is semi-binary, when M1 and M2 are binary
matroids orM3 andM4 are binary matroids. Thus, the proof of (2.10) can be
easily adapted to prove the following result:
(2.11) A semi-binary almost-trivial quad has four elements.
Our goal is to construct all the semi-binary irreducible non-trivial quads,
to conclude that they cannot be equivalent to the core of ðM ;Mn;N ;NnÞ; for
a connected binary matroid M having the same connectivity function as N :
This will be done in the last section of this paper.
Now, we shall prove a result that is not needed in this paper, but is
fundamental to study the uniqueness of the decomposition of the rank
function of a 2-polymatroid as the sum of rank functions of matroids. We
shall state and prove it here for future reference.
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i 2 f1; 2; 3; 4g such that Mi is not connected. Moreover, if Mi is not connected,
then it has two connected components.
Proof. Suppose that this result is not true and choose a minimal counter-
exampleM: ClearlyM is irreducible. By (2.8),M cannot be an almost-trivial
quad. So,M has an element e such thatM=e orM=e is non-trivial, sayM=e:
AsM is irreducible, it follows thatM=e is connected. Thus, by the choice of
M; there is at most one i such that Mi=e is not connected. So, e must be a
loop or coloop of some Mj; for j=i: But this is contrary to (2.2). ]
3. A SPLITTER-TYPE THEOREM FOR QUADS
In this section, we shall prove a splitter-type theorem for irreducible quads.
It says that it is possible to get a non-trivial irreducible quad from an almost-
trivial quad or a wheel-whirl quad, which is going to be deﬁned below, by a
sequence of one-element lifts or extensions without leaving the class of
irreducible quads. This theorem plays a central role in the construction of all
semi-binary irreducible quads, since it permits an inductive proof.
Let N be a matroid having a circuit-hyperplane C and let U be a
disconnected matroid deﬁned on the same ground set as N such that U jC ’
UjCj1;jCj and U jðEðN Þ=CÞ ’ U1;jEðN Þ=Cj: By (1.2), ðN ;UC ;NC;U Þ is a quad,
which is denoted by QðN ;CÞ: When N ’ MðWnÞ; for n52; QðN ;CÞ is
denoted by Wn and is called the wheel-whirl quad of rank n: Now, we state
the main result of this section.
(3.1) If M is a non-trivial irreducible quad, then
(i) there is e 2 EðMÞ such that M=e is non-trivial and irreducible; or
(ii) there is e 2 EðMÞ such that M=e is non-trivial and irreducible; or
(iii) M is an almost-trivial quad; or
(iv) M is a wheel-whirl quad.
Before the proof of (3.1), we shall give the deﬁnition of a chain of triangles
and triads of a matroid with a small modiﬁcation from the one which
appears in [8]: for a matroid M and integer m54; the sequence z1; z2; . . . ;
zm; zmþ1; zmþ2 of elements of M is an admissible sequence of M ; when (i)
z1; z2; . . . ; zm are all distinct; (ii) for i 2 f1; 2; . . . ;mg; Zi ¼ fzi; ziþ1; ziþ2g is a
triangle when i is odd and a triad when i is even. We have the following
theorem:
(3.2) Suppose that z1; z2; . . . ; zm; zmþ1; zmþ2 is an admissible sequence of a
matroid M.
(i) (6.1 of Seymour [10]) If M is connected, zmþ1 ¼ z1 and zmþ2 ¼ z2; then
m ¼ 2n and M is isomorphic to Wn or MðWnÞ:
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z1; then m ¼ 2n 1 and M is isomorphic to a Wn or MðWnÞ:
We say that Z1; Z2; . . . ;Zm is a chain of M. This chain is said to be closed,
when Z1 \ Zm=|: In this case, we have ðiÞ or ðiiÞ of (3.2).
Proof of (3.1). We may suppose that 05minfdelðMÞ; conðMÞg51;
otherwise the result follows: (a) when delðMÞ ¼ 0; we have (i); (b) when
conðMÞ ¼ 0; we have (ii); (c) when delðMÞ ¼ conðMÞ ¼ 1; thenM is almost-
trivial and we have (iii).
As the classes of almost-trivial quads and wheel-whirl quads are both
closed under duality, we can replaceM byMn; when necessary, and we may
suppose that
g ¼ min
e2EðMÞ
fjgðM=eÞj : delðeÞ51g4 min
e2EðMÞ
fjgðM=eÞj : conðeÞ51g:
Choose an element e belonging to ff 2 EðMÞ : g ¼ jgðM=f Þjg such that del
ðeÞ is maximum. So, for k ¼ delðeÞ;
M=e ¼ H	2 N1 	2 N2 	2    	2 Nk ;
where H is a non-trivial and irreducible quad and Ni is a connected matroid,
for each i 2 f1; 2; . . . ; kg: Moreover, let ei be the element belonging to both
EðHÞ and EðNiÞ; for every i 2 f1; 2; . . . ; kg: We also set Ei ¼ EðNiÞ=feig; for
every i 2 f1; 2; . . . ; kg:
(3.3) For every i 2 f1; 2; . . . ; kg and f 2 Ei; Ni=f is not connected.
Suppose that Ni=f is connected, for some f 2 Ei and i 2 f1; 2; . . . ; kg; say
i ¼ k: So,
M=fe; f g ¼ H	2 N1 	2 N2 	2    	2 Nk1 	2 Nk =f
is the canonical decomposition of M=fe; f g: Hence M=fe; f g is non-trivial
and connected. Thus, M=f is also non-trivial and connected.
By the decomposition of M=fe; f g; we have that: if fX ; Y g is a
2-separation for M=fe; f g; then X  Ek or Y  Ek or Ek =ff g  X or
Ek =ff g  Y :
In this paragraph, we shall prove that the dead sets ofM=f are contained
in ðEk =ff gÞ [ feg: Suppose that fX [ feg; Y g is a 2-separation for M=f :
First, we shall prove that jX j52: Suppose that jX j ¼ 1; say X ¼ fxg: By
(2.5), we have two cases to deal with: (a) fe; xg is contained in a parallel class
of Mi=f ; for every i 2 f1; 2; 3; 4g: In this case, we arrive at a contradiction,
because ffe; xg;EðMÞ=fe; xgg is a 2-separation for M; or (b) fe; xg is
contained in a series class of Mi=f ; for every i 2 f1; 2; 3; 4g: Hence, x is a
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connected. Thus, jX j52 and fX ; Y g is a 2-separation for M=fe; f g: Note
that Ek =ff g 6  Y ; otherwise fX [ feg; Y [ ff gg is a 2-separation for M
because Ek =ff g spans f in Mi; for every i 2 f1; 2; 3; 4g: Similarly, we have
that Ek =ff g 6  X : So, X  Ek or Y  Ek ; by the previous paragraph.
Hence, the dead set of this 2-separation must be contained in ðEk =ff gÞ [
feg:
So, by the choice of e;
jgðM=eÞj4jgðM=f Þj4jEk j ¼ jgðM=eÞj 
Xk1
i¼1
jEij:
Thus, k ¼ 1 and jgðM=eÞj ¼ jgðM=f Þj: Hence, by the choice of e; M=f has
just one leave, which must have as its ground set Z ¼ ðE1=ff gÞ [ feg: We
arrive at a contradiction because fZ;EðMÞ=ðZ [ ff gÞg is a 2-separation for
M=f and Z spans f in Mi; for every i 2 f1; 2; 3; 4g:
(3.4) For every i 2 f1; 2; 3; 4g and j 2 f1; 2; . . . ; kg; clMi ðEðMÞ=ðEj [ fegÞÞ
\Ej ¼ |:
If f 2 clMiðEðMÞ=ðEj [ fegÞÞ \ Ej; then f must be in parallel with ej in Nj
and hence Nj=f is connected, which is contrary to (3.3).
(3.5) k ¼ 1 and jE1j ¼ 2:
Without loss of generality, we may suppose that
jE1j4jE2j4   4jEk j:
If f 2 EðNkÞ=fekg; then, by (3.3), Nk=f is connected and the canonical
decomposition of M=e=f is the following:
M=e=f ¼ H	2 N1 	2 N2 	2    	2 Nk1 	2 Nk=f :
Now, we shall study the maximal dead sets of M=f : Suppose that fX [
feg; Y g is a 2-separation for M=f : We shall prove that its dead set is equal
to: (a) X [ feg and jX j ¼ 1; or (b) X [ feg and X  Ei=ff g; for some i 2
f1; 2; . . . ; kg:
If jX j ¼ 1; then X [ feg is its dead set. Thus, we may suppose that jX j52:
So, fX ; Y g is a 2-separation for M=e=f : Now, we have two cases to deal
with: (c) Y  Ei=ff g; for some i 2 f1; 2; . . . ; kg or (d) X  Ei=ff g; for some
i 2 f1; 2; . . . ; kg: When (d) occurs, we have (b). So, we may suppose that (c)
occurs. Thus, Y must span f in Ni; for some i 2 f1; 2; 3; 4g; otherwise fX [
fe; f g; Y g is a 2-separation for M: By (3.4), this cannot happen when i5k:
So, i ¼ k and let C be a circuit of Nk such that f 2 C  Y [ ff g: As Nk =g is
not connected, for every g 2 C; by (3.3), it follows that C=ff g contains a
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a 2-cocircuit ofMi=f ; for every i 2 f1; 2; 3; 4g; since X spans e inMi=f : Hence
D is a 2-cocircuit of Mi; for every i 2 f1; 2; 3; 4g; and we arrive at a
contradiction.
By (2.6), the maximal dead sets are disjoint. So, M=f has just one dead
set. Hence,
2ðk  1Þ þ jEk j4
Xk
i¼1
jEij ¼ jgðM=eÞj4jgðM=f Þj4jEk j þ 1:
Thus, k ¼ 1:
Now, we shall prove that jgðM=eÞj ¼ 2: When jgðM=eÞj > 2; we must have
jE1j > 2 and ðE1=ff gÞ [ feg as a dead set of M=f ; otherwise fe; xg is a dead
set for M=f and we arrive at a contradiction by the choice of e: As
fðE1=ff gÞ [ feg;EðMÞ=ðE1 [ fegÞg cannot be a 2-separation forM=f ; since
EðMÞ=ðE1 [ fegÞ does not span f in Ml; for every l 2 f1; 2; 3; 4g; by (3.4), we
arrive at a contradiction and jE1j ¼ 2:
Consider the following two sets:
Z ¼ fe 2 EðMÞ : jgðM=eÞj ¼ 2g and W ¼ fe 2 EðMÞ : jgðM=eÞj ¼ 2g:
By (3.5), Z [ W=|: Thus, for each e 2 Z and f 2 W ; we have that
M=e ¼ He 	2 Ne and M=f ¼ Hf 	2 Nf ;
where He and Hf are non-trivial irreducible quads and Ne is a matroid
isomorphic to U2;3 and Nf is a matroid isomorphic to U1;3: We set We ¼
EðMÞ \ EðNeÞ and Zf ¼ EðMÞ \ EðNf Þ: Observe that We  W ;Zf  Z and
jWej ¼ jZf j ¼ 2: Moreover,
(3.6) For each i 2 f1; 2; 3; 4g; e 2 Z and f 2 W ; We or We [ feg is a
cocircuit of Mi and Zf or Zf [ ff g is a circuit of Mi:
(3.7) f 2 We if and only if e 2 Zf :
(3.8) If We [ feg is a triad of Mi; for e 2 Z and i 2 f1; 2; 3; 4g; then
Zf1 [ ff1g;We [ feg; Zf2 [ ff2g is a chain of Mi; where We ¼ ff1; f2g:
First, we shall prove that Zf [ ff g is a triangle of Mi; for every f 2 We: If
Zf [ ff g is not a triangle of Mi; then Zf is a circuit of Mi; by (3.6). Observe
that e 2 Zf \ ðWe [ fegÞ; by (3.7). Thus, by orthogonality, we have that
Zf ¼ fe; gg; where g 2 We=ff g: As feg is a loop of Mi=g and M=g is
connected, by (2.2), it follows that M=g is trivial, a contradiction. Hence
Zf [ ff g is a triangle of Mi:
Now, we shall prove that jðZf [ ff gÞ \ ðWe [ fegÞj ¼ 2: When X ¼
Zf [ ff g ¼ We [ feg; it follows that fX ;EðMÞ=Xg is a 2-separation for Mi:
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otherwise, by (3.6), We is a cocircuit of Mj; for some j 2 f1; 2; 3; 4g; and f is a
coloop of Mj =g; which is contrary to the fact that M=g is non-trivial and
connected, by (2.2). Similarly, we have that X is a triangle of every Mj; for
every j 2 f1; 2; 3; 4g: Hence fX ;EðMÞ=Xg is a 2-separation for M:
Now, we shall state the dual of this result:
(3.9) If Zf [ ff g is a triangle of Mi; for f 2 W and i 2 f1; 2; 3; 4g; then
We1 [ fe1g; Zf [ ff g;We2 [ fe2g is a chain of Mi; where Zf ¼ fe1; e2g:
By (3.5) and (3.6), for some e 2 EðMÞ; it follows that We [ feg is a triad of
M1 or M2; say M1; sinceM is irreducible. By (1.2), it must be a triad of M3 or
M4; say M3: Thus, by (3.8) and (3.9), this triad is contained in a chain C of
both M1 and M3 which must be close as in (i) of (3.2). Let R be the set of
elements of EðMÞ belonging to two triangles of C and let S be the set of
elements of EðMÞ belonging to two triads of C: We deﬁne X ¼ R[ S: Thus,
by (3.2)(i), fX ;EðMÞ=Xg is a 1-separation for both M1 and M3 and M1jX and
M3jX are equal to a wheel or a whirl having rim R  Z and set of spokes
S  W : Thus, one is a whirl and the other to a wheel, otherwiseM is trivial,
by (2.3). As M2jX and M4jX cannot be connected components of M2 and M4;
respectively, equal to the same wheel or whirl, by (2.3), it follows that C is
not a chain for both M2 and M4 and We and Zf is a cocircuit and a circuit,
respectively, for every e 2 S and f 2 R; by (3.6). As S is a circuit of M2 or M4;
by (1.2), it follows that S is circuit which is a connected component of one of
these matroids, since S is contained in one of its series classes. Similarly, R is
a cocircuit which is a connected component of M2 or M4: As MjX is a non-
trivial connected quad, it follows that rMlðX Þ ¼ rðMjX Þ is independent of l:
So, R and S are connected components of the same matroidMi; for i 2 f2; 4g;
since S is a basis for X in the other. Thus, fX ;EðMÞ=Xg is a 1-separation for
M: and it follows that X ¼ EðMÞ: We have (iv) of Theorem 1. ]
4. IRREDUCIBLE SEMI-BINARY QUADS
The main result of this section gives a description of all the semi-binary
irreducible quads and from it we derive Theorem 2. We need the following
lemma which is similar to ones of Lemos [2] or Oxley [6]:
(4.1) Let N be a matroid having a circuit-hyperplane C without parallel
elements.
ðiÞ If fX ; Y g is a 1-separation for N, then fX ; Y g ¼ fC;EðN Þ=Cg:
ðiiÞ If fX ; Y g is a 2-separation for N, then fX ; Y g ¼ fC;EðN Þ=Cg or
Z  C is contained in a series class of N, for some Z 2 fX ; Y g:
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non-trivial series class of N.
Proof. (i) Observe that fX ; Y g ¼ fC;EðN Þ=Cg because C is a circuit of N
and EðN Þ=C is a cocircuit of N :
(ii) For Z 2 fX ; Y g; we have that
rðZÞ5minfjCj  1; jZ \ Cjg þminf1; jZ =Cjg:
When C \ Z=|; for both Z 2 fX ; Y g; we have that
jCj þ 1 ¼ rðN Þ þ 1 ¼ rðX Þ þ rðY Þ5jCj þminf1; jX =Cjg þminf1; jY =Cjg:
So, Z =C ¼ |; for some Z 2 fX ; Y g and the result follows. When C \ Z ¼ |;
for some Z 2 fX ; Y g; say Z ¼ X ; we have that Z ¼ C; otherwise rðY Þ ¼ rðN Þ
and X is a parallel class of N :
(iii) From (i) and (ii), we have (iii) unless fC;EðN Þ=Cg is the only
2-separation for N and it is exact. In this case, we can write N ¼ N1 	2 N2;
where N1 and N2 are binary matroids such that EðN2Þ ¼ C [ feg; for a new
element e: As rnðN2Þ ¼ 2 and jEðN2Þj ¼ jCj þ 154; it follows that N2 has a
non-trivial series class which must be contained in C: ]
(4.2) M is a non-trivial semi-binary irreducible quad if and only if there is
a 3-connected binary matroid N having a circuit-hyperplane C such that M 
QðN ;CÞ or M’W2:
Proof. We shall prove the ‘‘only if’’ part of the theorem, since the ‘‘if’’ is
trivial. Suppose that it is not true and choose a counter-exampleM which is
minimal. By (2.11), an almost-trivial matroid cannot be semi-binary, unless
it is isomorphic to W2: So, by (3.1), (i) M is isomorphic to a wheel-whirl
quad. In this case, we may take N equal to the wheel and C to be its rim and
the result follows; or (ii) M has an element e such that M=e or M=e is
irreducible. As this theorem is invariant under duality, we may suppose that
M has an element e such that M=e is irreducible. So, by the choice of M;
M=e  QðN ;CÞ; for a binary 3-connected matroid N ; or M=e’W2: When
the ﬁrst possibility occurs, we suppose that M1=e ¼ N and M3=e ¼ NC : We
divide the proof of this theorem in some lemmas. At the end, we shall arrive
at a contradiction.
(4.3) M=e  QðN ;CÞ and minfrðN Þ; rðNnÞg53:
By the next lemma, up to isomorphism, there is just one non-trivial semi-
binary irreducible quad having rank equal to 2: W2: So, M=e cannot be
isomorphic to it, otherwise, by (4.4), M must also be isomorphic to W2:
Thus, M=e  QðN ;CÞ and both rðN Þ and rðNnÞ are at least three.
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then H’W2:
Proof. It is enough to prove thatW2 does not have an irreducible semi-
binary extension. So, suppose thatH=e is isomorphic toW2 and that EðHÞ ¼
fa; b; c; d; eg: By (1.2), we may suppose that fa; bg and fc; dg are circuits of
H2; fa; bg is a circuit of H3 and fc; dg is a circuit of H4: As H3 and H4 do not
have a minor isomorphic to U2;4; since H is semi-binary, it follows that
fe; eig is a circuit of Hi; for i 2 f3; 4g: Observe that e3=e4; otherwise ffe; e3
g;EðHÞ=fe; e3gg is a 2-separation for H; by (1.2). Thus, by (1.2), fe; e3g or
fe; e4g is a circuit of H2; otherwise fe3; e4g is a circuit of H1: So, H2 has a
parallel class P with three elements. P must be a parallel class of H3 or H4
because H=e is connected and trivial, since it has loops, by (2,2). So, H2=e ¼
Hi=e; for some i 2 f3; 4g; and P is a parallel class of Mi: This cannot occurs,
since e3 2 fa; bg if and only if e4 2 fc; dg: That is, both M3 and M4 have a
three-element parallel class or both does not have it. ]
(4.5) C does not span e in M1:
Suppose that C spans e inM1: Choose a circuit C0 ofMi; for i 2 f1; 2g; such
that e 2 C0  C [ feg and jC0 \ Cj is minimum. First, we shall prove that
jC=C0j52: As M1 is binary and C spans e in M1; there are circuits C1 and C2
of M1 such that C1 \ C2 ¼ feg and C1 4 C2 ¼ C: We may suppose that
jC1j4jC2j: Thus, jC0j4jC1j and jC=C0j5jC=C1j ¼ jC \ C2j52; since jCj53;
by (4.3).
In this paragraph, we prove that C0 is a circuit of Mi; for every i 2
f1; 2; 3; 4g: Observe that M=ðC0 \ CÞ is non-trivial, since jC=C0j52 and
hence
M3=e=ðC0 \ CÞ ¼ NC=ðC0 \ CÞ ¼ ½NnEðN Þ=C =ðC
0 \ CÞn
is non-binary. So, M=ðC0 \ CÞ is not connected, by (2.2), because Mi=ðC0 \
CÞ has a loop, for some i 2 f1; 2g: By the dual of (4.1)(i), M1=e=ðC0 \ CÞ ¼
N=ðC0 \ CÞ is connected. So, the only 1-separation for M=ðC0 \ CÞ has feg
as one of its sets. Thus, e is a loop of Mi=ðC0 \ CÞ; for every i 2 f1; 2; 3; 4g;
otherwise it would be a coloop of Mi; for some i 2 f1; 2; 3; 4g; which is
contrary to (2.2). Thus, by (1.2), C0 is a circuit of Mi; for every i 2 f1; 2; 3; 4g:
Observe that jC0j53; otherwise C0 is a parallel class of Mi; for every
i 2 f1; 2; 3; 4g and M is not irreducible. Now, C00 ¼ ðC=C0Þ [ feg is a circuit
of M1: Similar to the previous paragraph, we have that M=ðC00 \ CÞ is a
non-trivial quad, since jC=C00j ¼ jC \ C0j52 and M3=ðC00 \ CÞ has U2;4 as a
minor. Observe that the only 1-separation forM1=ðC00 \ CÞ has feg as one of
its sets, by the dual of (4.1)(i) applied to N=ðC00 \ CÞ ¼ M1=ðC00 \ CÞ=e: But
M2=ðC00 \ CÞ does not have a 1-separation having feg as one of its sets,
because there is just one circuit of M2 contained in C [ feg; namely C0: We
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connected quad having a matroid with a loop.
(4.6) M1 is a 3-connected matroid.
By (2.2), it is enough to prove that fe; f g is not a circuit of M1 for every
f 2 EðMÞ=feg: Suppose that fe; f g is a circuit of M1: By (4.5), f =2 C: By
(1.2), we have two cases to consider: (i) fe; f g is a circuit of M3; or (ii) fe; f g
is a circuit of M4: In both cases, we shall arrive at a contradiction proving
that fe; f g is a circuit of Mi; for every i 2 f1; 2; 3; 4g:
First, we shall prove that fe; f g cannot be a circuit of M4: If fe; f g is a
circuit of M4; then EðMÞ=C is a parallel class of M4: As jEðMÞ=Cj53; by
(4.3), we can choose different elements a and b of EðMÞ=ðC [ fegÞ: By (1.2),
it follows that fe; ag or fe; bg is a circuit of M2; otherwise fa; bg is a parallel
class of M1: Hence e is in parallel with f in M2; since both a and b are
parallel to f in this matroid. By (1.2), fe; f g is also a circuit ofM3: We arrive
at a contradiction.
When fe; f g is a circuit of M3; C [ feg is also a circuit of M3; since e and
f are parallel in this matroid. As C [ feg is not a circuit of M1; by (4.5), it
follows that C [ feg is a circuit of M2; by (1.2). Hence ðC [ fegÞ 4 ðC [
ff gÞ ¼ fe; f g is also a circuit of M2; since M2 is binary. Again, we arrive at a
contradiction using (1.2).
(4.7) For every element f 2 EðMÞ=ðC [ fegÞ; there is a triad Tf of M1 such
that f 2 Tf and Tf =ff g  C:
First, we shall prove that M1=f is not 3-connected. When M1=f is
3-connected, it follows that M=f is an irreducible non-trivial semi-binary
quad. Thus, by the choice of M; M  QðN 0;C0Þ; for some 3-connected
binary matroid N 0: So, C ¼ C0: Hence C [ feg is also a circuit of M3 and e is
not spanned by M1: That is, C is a circuit-hyperplane of M1 and M3 ¼ ðM1ÞC :
We arrive at a contradiction and M1=f is not 3-connected.
Let fX [ feg; Y g be a 2-separation for M1=f : Now, we shall prove that
jX j52: If jX j ¼ 1; say X ¼ fxg; then fx; eg is a series class of M1=f ; by (4.6).
So, fe; f ; xg is a triad of M1 and M1=e ¼ N is not 3-connected, a
contradiction. Hence jX j52 and fX ; Y g is a 2-separation for M1=fe; f g ¼
N =f : By (4.1)(iii), it follows that there is Z 0  Z  C; for some Z 2 fX ; Y g;
such that jZ 0j ¼ 2 and Z 0 is contained in a series class of M1=fe; f g ¼ N =f :
As X spans e in M1; it follows that Z ¼ Y ; by (4.5), and Y 0 is contained in a
series class of M =f : Thus, we can take Tf ¼ ff g [ Y 0:
(4.8) If g 2 Tf \ C; for some f 2 EðMÞ=ðC [ fegÞ; then there is a triangle
Tg of M1 such that ff ; gg  Tg and Tg \ C ¼ fgg:
First, we shall prove that M1=g is not 3-connected. IfM1=g is 3-connected,
then M=g is a non-trivial quad because M1=e=g=M3=e=g; by (4.3). So,
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M; M=g  QðN 0;C0Þ for a 3-connected binary matroid N 0: Thus, C0 ¼
C=fgg and C [ feg or ðC=fggÞ [ feg is a circuit of M3: Hence C00 ¼
ðC=fggÞ [ feg is a circuit of M3; otherwise M3 ¼ ðM1ÞC : As C
00 \ Tf ¼ fg0g;
where Tf \ C ¼ fg; g0g; it follows that Tf is not a triad of M3: Now,
we shall prove that Tf is a triad of M3=e: Observe that Tf is a triad of
M1=e ¼ N ; since this matroid is 3-connected. Thus, by the dual of (1.2), Tf is
a triad of M3=e or M4=e: As, by orthogonality, Tf cannot be a triad of M4=e;
it follows that Tf is a triad of M3=e: Hence Tf [ feg is a cocircuit of M3: So,
Tf [ feg is a cocircuit of M2; by the dual of (1.2). We arrive at a
contradiction, by orthogonality, because P ¼ EðMÞ=ðC [ fegÞ is contained
in a parallel class of M2 and P \ ðTf [ fegÞ ¼ ff g: Thus, M1=g is not
3-connected.
Let fX [ feg; Y g be a 2-separation for M1=g: If jX j ¼ 1; say X ¼ fxg; then
fx; eg is a parallel class of M1=g; by (4.6). So, we can take Tg ¼ fe; g; xg;
since M1 is 3-connected and x =2 C; otherwise C spans e in M1; which is
contrary to (4.5). Hence, we may suppose that jX j52: Thus, fX ; Y g is a
2-separation for M1=e=g ¼ N=g: By the dual of (4.1)(iii), it follows that
there is Z 2 fX ; Y g and Z 0  Z such that Z 0 \ C ¼ |; jZ 0j ¼ 2 and Z 0 is
contained in a parallel class of M1=e=g ¼ N=g: Thus, we can take Tg ¼
fgg [ Z 0:
By (4.7) and (4.8), we can construct a chain ofM1 having its rim contained
in C and spokes in EðMÞ=C: This chain must close, since the only element of
EðMÞ=C which may not belong to a triad of M1 is e: It may happen that this
chain starts and ends with triangles that contain e: But, by (4.6), M1 is
3-connected, and by (3.2)(ii), it follows that M1 must be a wheel or whirl.
This gives the ﬁnal contradiction. ]
Now, we shall prove the main result of this paper:
Proof of Theorem 2. Suppose that Theorem 2 fails. Choose a
pair of matroids M and N which contradicts it. Observe that M ¼
ðM ;Mn;N ;NnÞ is a semi-binary non-trivial connected quad having only
connected matroids as coordinates. Thus, the core N of M must be semi-
binary. As N is irreducible, by (4.2), it must be equivalent to some QðH ;CÞ;
for a 3-connected binary matroid H or it is isomorphic toW2: We arrive at a
contradiction because exactly one coordinate of each of these quads is
disconnected. ]
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