The linear strain measures that are commonly used in real-time animations of deformable objects yield fast and stable simulations. However, they are not suitable for large deformations. Recently, more realistic results have been achieved in computer graphics by using Green's non-linear strain tensor, but the non-linearity makes the simulation more costly and introduces numerical problems.
Introduction
Mathematical and physical modeling of deformable objects has a long history in mechanical engineering and materials science. In those disciplines, the main objective is to model the physical world as accurately as possible. In graphics applications, the primary concern is usually the computational efficiency of generating plausible behaviors, rather than the accurate prediction of exact results. The most widely used technique to model deformable objects is to view material as a continuum. In this case, the constitutive laws yield partial differential equations that describe the static and dynamic behavior of the material. These equations are usually solved numerically using the Finite Element Method (FEM) [Bathe 1982 ] or finite differences [Terzopoulos et al. 1987] . Such simulations are ¡ e-mail: muellerm@inf.ethz.ch typically done offline -that is, computers spend minutes or hours to arrive at a single answer or a simulation of a few seconds.
Real-time simulation of deformable objects is a younger field. The performance of modern computers and graphics hardware has made physically-based animation possible in real time. But even with today's best hardware and most sophisticated techniques [Debunne et al. 2001; Wu et al. 2001; Zhuang 2000] , only a few hundred elements with small deformations have been simulated in realtime to date. Since simulating the dynamic behavior of deformable objects in real time is an important and challenging task, a great deal of work has been done in the field and a large variety of techniques and methods have been proposed in the last two decades [Gibson and Mitrich 1997] . Typical applications for real-time deformable objects include virtual surgery [Debunne et al. 2001; Wu et al. 2001] , virtual sculpting, games or any application requiring an interactive virtual environment. A real-time simulator could offer artists the option to design and test animations interactively before rendering their work offline in higher quality.
An interactive simulation system needs to meet two main requirements. It certainly needs to be fast enough to generate 15 to 20 frames per second. Speed, however, is not the only requirement. Ideally, we want to give the user of the system complete freedom of action. Thus, stability and robustness are just as important as the frame rate.
With the availability of fast computers, there has been a trend in real-time animation away from simple models such as mass-spring systems toward the more sophisticated Finite Element approach. FEM is computationally more expensive, but it is physically more accurate, and the object's deformation behavior can be specified using a few material properties instead of adjusting a large number of spring constants. However, because of its computational cost, only the simplest variant of FEM has been used so far -namely tetrahedral elements with linear shape functions. While not suitable for engineering analysis, such models are sufficient to obtain visually plausible results.
There is an additional option when choosing an FEM modelnamely how strain is measured with respect to the deformation of an object. Linear elasticity only models small deformations accurately, but its computational cost is much lower than the cost of a non-linear strain measure. One important feature of the linear approach is that the stiffness matrix of the system is constant and numerically well-conditioned, yielding a fast and stable simulation. Under large rotational deformation, however, objects increase unnaturally in volume because the linear model is only a first order approximation at the undeformed state (see Fig. 7 ).
Non-linear elasticity, on the other hand, models large rotational deformations accurately [Picinbono et al. 2000] . With a non-linear strain measure, the stiffness matrix is no longer constant. For implicit integration it must be reevaluated at every time step as the Jacobian of the non-linear function that describes the internal elastic forces. This process slows down the simulation and introduces numerical instabilities when the Jacobian is evaluated far from the equilibrium state. This is why models have usually only been subjected to small displacements in demonstrations of real-time systems thus far. Dramatic deformations are not possible without ei-ther slowing the simulator down or risking numerical divergence.
In this paper, we propose a new technique that is as fast and stable as linear elasticity while avoiding the artifacts associated with large deformations. We do this by warping the stiffness matrix of the system according to a tensor field that describes local rotations of the deformed material. In this way, we can use a precomputed stiffness matrix. The evaluation of the tensor field is much cheaper than the cost of a single time step. Our technique is easy to understand and implement, making it practical for a wide variety of applications.
Related Work
Many methods have been proposed to simulate deformable objects in real time. We will discuss just a few recent publications and papers that describe those techniques similar to ours.
To improve the numerical stability of the simulation, Terzopoulos et al. [Terzopoulos and Witkin 1988 ] proposed a hybrid model that breaks a deformable object into a rigid and a deformable component. The rigid reference body captures the rigid-body motion while a discretized displacement function gives the location of mesh nodes relative to their position within the rigid body. As in their approach, we handle the rotational component of the deformation separately. However, they use one single rotation matrix for the entire model -namely the one associated with the underlying rigid body frame -even if regions of the deformable object undergo large rotations while other regions don't rotate at all.
In ArtDefo (Accurate Real Time Deformable Objects) [James and Pai 1999] , James et al. used linear elasticity in connection with the Boundary Element Method (BEM) to deform objects in real time. Because of the linearity of the model, many system responses can be precomputed and then combined later in real time. However, the linear model is not accurate for large deformations, as we already mentioned.
Desbrun et al. [Desbrun et al. 1999 ] split the forces in massspring networks into linear and non-linear (rotational) parts. The rotational part is first neglected to compute a rapid approximation of the implicit integration. Then they correct the estimate to preserve momentum.
To guarantee a real-time frame rate, Debunne et al. [Debunne et al. 2001 ] use an automatic space and time adaptive level of detail technique. The body is partitioned in a multi-resolution hierarchy of tetrahedral meshes. The high resolution meshes are only used in regions of high stress. This reduces the number of active elements, thus increasing the speed of the simulation. We also use this method in our system to further increase the speed of our simulation.
Wu's approach [Wu et al. 2001 ] is very similar to Debunne's technique. They use progressive meshes to adapt the number of elements according to the internal stresses.
Overview
In the next section, we introduce linear and non-linear models of static and dynamic deformation and discuss their advantages and disadvantages for real-time simulation. This motivates the need for our technique called Stiffness Warping, which we describe in Section 3. We propose two ways of computing the rotation field of a deformed mesh along which the stiffness matrix is warped. A comparison of our technique with linear and non-linear approaches shows the advantages of the method. In the last section, we present a collection of our results.
Modeling Deformation
There are a variety of ways to model the behavior of deformable objects. Mass-spring networks are popular in real-time simulators because they are simple to implement. However, models that treat objects as a continuum have several advantages over simple massspring networks. The physical material properties can be described using a few parameters, which can be looked up in textbooks, and the force coupling between mass elements is defined throughout the volume rather than according to the spring network. As a result, continuous models yield more accurate results. The deformation of an object in such a model is described by a boundary value partial differential equation. For realistic objects, this equation cannot be solved analytically. A standard technique to solve it numerically is the Finite Element Method [Bathe 1982] . Using FEM, an object is subdivided into elements of finite size -typically polyhedra -and a continuous deformation field within each element is interpolated from the deformation vectors at the vertices. Once the interpolation functions for all the elements are chosen, the deformation vectors at all the vertices describe a piecewise continuous deformation field. This field incorporated into the partial differential equation yields a set of simultaneous algebraic equations for the deformation vectors at the vertices.
Regardless of the choice of element type and shape functions, the Finite Element Method yields an algebraic function ¢ that relates the deformed positions of all the nodes in the object to the internal elastic forces at all the nodes:
where
contains the internal force vectors of all 8 nodes, and
and
represent their deformed and original positions, respectively. This even holds for mass-spring networks. The function
is, in general, non-linear and encapsulates the material properties as well as the type of mesh and discretization used.
Dynamic Deformation
In a dynamic system, the coordinate vector ! is a function of time,
. The dynamic equilibrium equation has the following form: is approximated by a series of vectors
, where
. In a first step, (2) is transformed into a system of
equations of first derivatives:
where r is an additional vector ofà8 velocities. Although there are mathematically more accurate integration methods (see [Pozrikidis 1998 ]), Euler's first order method is known to better handle discontinuities (caused, for instance, by collisions) than higher order methods [Desbrun et al. 1999] . The implicit form of Euler's method approximates (3) as follows:
(4) In order to find the positions and velocities at time
, a coupled system of algebraic equations needs to be solved, because the unknown values we use implicit integration because it is stable for much larger time steps than explicit integration [Witkin and Baraff 1998 ], which only uses quantities at time 
Non-Linear Elasticity
In order for a strain measure to be accurate for large deformations, it should not include the rigid body motions of the simulation elements. This can be achieved by defining strain as the change in length of an infinitesimal material vector going from the original configuration to the deformed configuration. In 3D, it is more practical to measure the change of the squared length of a vector, because the squared length is merely the dot product of a vector with itself. This is why the Green-Lagrange strain tensor [Bathe 1982] is defined via the expression
where % and are corresponding infinitesimal vectors in the undeformed and deformed configuration respectively. The omission of the square root when measuring the length of a vector yields quadratic strain-displacement and stress-displacement relationships. This is a nice side effect because for some materials, quadratic stress approximates the real displacement-stress curve better than linear stress (Fig. 1) . Green-Lagrange strain is not a full second order approximation of the real stress curve though, because, as with the linear model, there is only one coefficient (i.e. Young's modulus ) to fit the curve. Desbrun [1999] describes a method to prevent material from over-stretching. He approximates the real stress curve with a piecewise linear function (see Fig. 2 ). When combined with a linear stress measure, this method yields realistic results. Thus, the reason why one would use a quadratic strain tensor in computer graphics and real-time simulations is not because a linear deformation-stress relationship would not yield plausible results, but because linear strain tensors are not invariant under rigid body transformations, and therefore are inappropriate for rendering rotational deformations correctly.
With a quadratic stain tensor, the function ¢ describing the internal elastic forces becomes non-linear. Thus, in both static (1) and dynamic (2) simulations, a non-linear algebraic system of equations has to be solved. This generally involves the computation of the Jacobian
. Even though is usually sparse, its evaluation is computationally expensive. Moreover, the numerical conditioning of deteriorates when evaluated far from the equilibrium state.
Linear Elasticity
In linear elasticity, ¢ is replaced by a first order approximation:
where is the Jacobian
, usually called the stiffness matrix of the system. The stiffness matrix is computed only once before the simulation is run. At every time step, a linear system (usually well conditioned) has to be solved. This is why a linear simulation is faster and more stable than a simulation based on non-linear elasticity. The drawback of this approach, however, is that large deformations are not rendered correctly. More precisely, linear elastic forces are invariant under translations but not under rotations. This raises the question of whether it is possible to work with a constant linear stiffness matrix and extract the rotational part of the deformation. The next section describes our new technique called Stiffness Warping, which is based on this idea.
Stiffness Warping
In linear elasticity, the elastic forces for a single tetrahedral element in 3D are evaluated as follows:
is the element's stiffness matrix and
contain the elastic forces, the displaced positions and the original positions of the four vertices of the tetrahedron. As long as the deformed shape Let us assume now that we know a global rotational component f h g of the rigid body transformation of the element, where
is a 3D (orthogonal) rotation matrix. We can then construct
, which contains four copies of f h g along its diagonal and zeros everywhere else:
This matrix rotates quantities of all four nodes of the tetrahedron by the same matrix f i g . If we compute the elastic forces as
we get the same forces as if
was not present in ! (Fig. 3) 
. Using (9), we get for the force . If we use the same approach for the entire mesh, we get the following formula for the elastic force at vertex (Fig. 4) . Hence, instead of rotating the stiffness matrix , we warp it along a rotation field described by the matrices
. For £ , we now get:
The only nonzero . We also tried to use the individual f q 's to compute
but observed that instability may emerge when more than one rotation matrix is involved in the computation of £ and that the stability depends on the method used to compute f . Computing the elastic forces as in Eqn. (12) yields fast and robust simulations. However, the forces are not guaranteed to yield zero total momentum as elastic forces should. Errors come from the fact that the same rotation matrix is used in a finite size environment and also depend on the way the rotation matrices are computed (see next section). Even though the errors in the force vectors at individual vertices are tiny and don't show as long as objects are anchored, their sum -if non-zero -acts as a ghost force on free floating objects. In [Desbrun et al. 1999] Desbrun shows how to solve this problem by performing a simple and computationally cheap correction step after every time step. We used the same technique in our simulator.
Rotation Tensor Field
We now have to answer the question of how to estimate the local rotations of a deformed mesh. Extracting the rotational part of a mapping between two arbitrary sets of vectors is not straightforward and not unique if the two sets are not related via a pure 3D rotation. One approach to finding an optimal rotation matrix is to minimize an error function using a least squares method. This, however, requires the ability to take derivatives with respect to a matrix. Lasenby et al.[1998] describe an elegant alternative that uses geometric algebra [Hestenes and Sobczyk 1984] . In the geometric algebra notation, rotations can be represented by multivectors (rotors). Given two sets of vectors, the theory allows for minimizing with respect to such rotors and for finding optimal rotations.
For two given sets of vectors
is formed:
where the vectors . In a second step, ¢ is decomposed by SVD (singular value decomposition [Golub and Loan 1996] ), which yields
. The rotation matrix f is then simply given by the product
For our simulator, we have also used a simpler and faster technique to compute local rotations. We found that the stability of Eqn. (12) is not sensitive to the choice of the rotation field and that even a very simple approach can yield stable and fast simulations. Figure  5 illustrates our faster approximation procedure.
For corresponding vertices in the undeformed and deformed mesh, we compute orthonormal frames of vectors § ± 2 ) 3 ± 4 ) 3 ± C '
based on a selection of outgoing edges . These three vectors form a matrix
. The same
Figure 5: A fast way of estimating the rotational part of the deformation at a node is to compute the relative rotation between two orthonormal vector frames that are based on the directions of adjacent edges.
procedure applied to the deformed mesh yields a matrix
is computed using the exact same edges, but in their deformed directions º ¹
. The rotation matrix we are looking for can now be evaluated as
In the case of a rigid body, where the two meshes are related via rotations and translations only, this simple approach yields the correct constant rotation matrix for all the vertices.
The Algorithm
Let us summarize the entire simulation algorithm:
The function
describes internal elastic forces given the deformed coordinates ! of all 8 vertices of a mesh. This function does not necessarily need to stem from a Finite Element discretization -it can also be defined by a spring network. First, the Jacobian of ¢ is evaluated. Then the positions and velocities of all the vertices are initialized and the time is set to zero.
In the simulation loop, the rotation tensor field is evaluated based on the actual coordinates 
. Note also that we lump the mass matrix 
Results

The Bars
To demonstrate the advantages of our approach, we compare it to a linear and a non-linear model. In all three cases, we use implicit Euler integration and lumped inertia and damping matrices. A Conjugate Gradients solver [Pozrikidis 1998 ] is used for Eqn. 4. We animate a rectangular bar of
vertices containing ¥ 3 k tetrahedral elements. The block is fixed to a wall on one side and deforms under the influence of gravity (Fig. 7) . In the linear case, the stiffness matrix of the object is evaluated once and used throughout the simulation to compute the internal elastic forces. In the warped stiffness case, we use the same constant stiffness matrix and warp it along a rotation field. This field is computed as shown in Fig. 5 . In the non-linear case, a new stiffness matrix is computed at every time step as the Jacobian of the non-linear force function , meaning the volume of the material should not change substantially during the simulation. Fig. 6 depicts the volume of the block versus time. The linear model shows the typical growth artifact under deformation. As with the non-linear model, our method does not exhibit this problem. The time to compute one time step is 5 ms in the linear case, 6 ms for stiffness warping and 12 ms for the non-linear simulation. The simulated time step is 10 ms. The experiment shows that our approach is nearly as fast as the linear model but as accurate as the non-linear model in terms of volume conservation (try our applet at graphics.lcs.mit.edu/simulation/warp/).
To demonstrate the stability of stiffness warping, we repeated the simulation with a longer bar of ¥ i ¥ i ! vertices and " ! # tetrahedra (Fig. 7) . The linear and warped stiffness methods still yield stable simulations with a time step of 10 ms while the nonlinear techniques diverges even with bars slightly longer than in the previous example.
A Simple Tube
The tube depicted in Fig. 8 is composed of a thousand tetrahedra and it is 50 cm x 13 cm in size. For its material we chose a density of 1 $ % C and a Poisson Ratio of 0.33. The user interacts with the system by grabbing the tube at one vertex. This vertex is then attached to the mouse via a spring. In the first experiment, only the upper part of the tube is included in the simulation while the lower part remains fixed to the ground plane. When the entire model is animated, the user can pick it up. It bends due to inertial forces. The tube shows deformations and vibrations without the artifacts of a linear model. When dropped from a diagonally oriented position 50 cm & above the ground, the impact causes deformations that can lead to instabilities in the simulation. The following table shows the largest time step we were able to use before the system became instable. This value depends on the stiffness (Young's Modulus ) of the material.
[ As the results show, the simulation using the warped stiffness technique can be further accelerated by choosing larger time steps than in the non-linear case. Smaller elastic moduli cause larger deformations after the impact and smaller time steps need to be taken.
The Bunny
To generate the animation depicted in Fig. 9 , we used a volumetric mesh oftetrahedra. The mesh is composed of a bone core and a layer of skin tetrahedra. Only the bunny's head, composed of h ! " ! # bone tetrahedra and ! skin tetrahedra is animated. We treat all bone tetrahedra as one rigid body. This rigid skull can rotate about a fixed axis and is attached to the mouse via a spring. The skin tetrahedra follow the movement of the skull dynamically.
We use the deformation field of the tetrahedral mesh to animate a triangle surface mesh with higher resolution ( 3 k k k triangles). Every vertex in the surface mesh is associated with a tetrahedron in the volumetric mesh and uses its barycentric coordinate with respect to that tetrahedron to interpolate its position.
The Great Dane
As our last example, we animate the floppy skin of a Great Dane (Fig. 10) . As in the bunny example, we simulate the bone core as a rigid body and let the skin layer follow its movements, but in this case, the entire model (i.e.
" bone and h ¥ ¥ skin tetrahedra) is animated. The elastic modulus of the skin in the Dane's face is 3 k ¦ C ¬
4
-much lower than in the previous examples -which makes the surface lag noticeably behind the skull movement. The visible surface mesh is formed with 3 k k k triangles, the vertices of which are interpolated using the underlying tetrahedral mesh.
Conclusions
In this paper, we have presented a new technique to animate deformable objects in real-time. By warping the constant stiffness matrix of the system used in linear approaches along a rotation field, we eliminate the visual artifacts while the simulator remains as stable and fast as a linear one, even for large rotational deformations. In contrast to a non-linear approach, the stiffness matrix needs only to be computed once. The same matrix can be used throughout the entire simulation for implicit integration, making the system fast and robust. We have also proposed a fast way of estimating a rotation field along which the stiffness matrix is warped at every time step.
Our examples show that stiffness warping makes possible realtime animation of detailed models in an interactive environment.
In the future, we would like to incorporate material fracture into our simulator. Stiffness warping works with a constant system matrix. This matrix changes when the structure of the underlying mesh changes. Fortunately, local changes in the mesh only cause local changes in the coefficients of the global stiffness matrix. Such updates can be done incrementally and will not slow down the simulation significantly. Figure 10: The great dane's skin has a low elastic modulus, which makes the surface lag noticeably behind the skull movement.
