Abstract. We look at spaces of infinite-by-infinite matrices, and consider closed subsets that are stable under simultaneous row and column operations. We prove that up to symmetry, any of these closed subsets is defined by finitely many equations.
1. Introduction 1.1. Consider an infinite-dimensional affine space X with an action by a large group G of symmetries. Very little is known about finiteness properties of such spaces, and it is a big open problem to determine the extent of these properties. One such finiteness property is (set-theoretic) Noetherianity under the action of G, or simply G-Noetherianity, which is to say that X does not contain any infinite strictly descending chain of G-stable closed subsets.
1.2. We consider the spaces X ∞ of infinite-by-infinite symmetric matrices and Y ∞ of infinite-by-infinite skew-symmetric matrices. The group GL ∞ = n∈N GL n acts on these spaces by simultaneous row and column operations. That is to say, we have g · M = gM g T for g ∈ GL ∞ and M an element of X ∞ or of Y ∞ . A (weak) version of our main theorem is the following. [DE14] shows that secants of Grassmannians are defined in bounded degree. One of the main auxiliary results in this article is that the space Mat s ∞ of s-tuples of infinite-by-infinite matrices is set-theoretically Noetherian under the action of two copies of GL ∞ , one acting by means of row operations, and one acting by means of column operations. This result follows from Theorem 1.1. In fact, this theorem implies set-theoretical Noetherianity of Mat s ∞ under simultaneous row and column operations. 1.4. Finiteness properties have also been studied from a more algebraic point of view. The article [SS12] discusses the concept of a twisted commutative algebra, which can be seen as a large commutative ring A with a large group action by GL ∞ . Sam and Snowden describe the concept of weak Noetherianity, which says that any strictly ascending chain of GL ∞ -stable ideals in A must be of finite length. Results from [Abe80] and [AF80] can be used to show that the coordinate rings of X ∞ and Y ∞ are weakly Noetherian. The spaces X ∞ and Y ∞ are closely related to the representation theory of O ∞ -modules and Sp ∞ -modules, as seen in [SS13] .
Aside from p + q ≤ 1, it is not known whether the coordinate ring of X p ∞ × Y q ∞ is weakly Noetherian. Theorem 1.1 implies that any strictly ascending chain of GL ∞ -stable radical ideals in this coordinate ring must be of finite length. This is the strongest finiteness property known about this ring when p + q > 1.
1.5. Theorem 1.1 may seem surprising from an intuitive point of view. After all, for any l ∈ Z ≥0 , the dimension of X p l , the space of p-tuples of symmetric l × l matrices, is p l(l+1) 2 , while the dimension of GL l is only l 2 . So for p > 1, one would expect the space X p ∞ not to be Noetherian under GL ∞ , as the dimension of the quotient space increases as l grows. Indeed, if (Id, M ) ∼ (Id, M ′ ) under GL ∞ , then there must be an orthogonal matrix O ∈ GL ∞ such that OM O T = M ′ , which is not the case generically. In fact, let M, M ′ be diagonal matrices with entries λ 1 , λ 2 , . . . and λ ′ 1 , λ ′ 2 , . . .. If at least one of the λ i is not equal to any of the λ ′ j , then (Id, M ) and (Id, M ′ ) have distinct orbits under GL ∞ . The above intuition is incorrect however. In the above example, if the diagonal matrix M contains an infinite subset of pairwise distinct entries, then the GL ∞ -orbit of (Id, M ) will in fact be dense in X 2 ∞ . In particular, even though the orbits of (Id, M ) and (Id, M ′ ) are distinct, one can show that in this case, (Id, M ′ ) is contained in the closure of the orbit of (Id, M ).
The reason for this is that in the Zariski topology, each polynomial is only defined on a finite part of the matrix. This means that it suffices to show that for each l, there is g ∈ GL ∞ such that the first l × l blocks of g · (Id, M ) equal the first l × l blocks of (Id, M ′ ). The latter statement seems plausible if M is sufficiently generic, and we will prove our main theorem by proving comparable statements.
1.6. One may wonder why we do not use the action g · M = gM g −1 , rather than g · M = gM g T . One reason for this is that the former action does not preserve symmetric and skew-symmetric matrices, which are some of our objects of interest. In fact, knowledge of the (closures of the) orbits of symmetric and skewsymmetric matrices, and its relation to the rank of said matrices, is essential for our proofs. We don't have such knowledge for g · M = gM g −1 , and there is more to the orbits than merely the rank of a matrix. For example, the orbit of the identity matrix consists of a single point. Furthermore, at some point in our proof, we work with limits of elements of GL ∞ . While this is not a problem when working with g · M = gM g T , as this definition works for any matrix g rather than just an invertible matrix, it can be a problem if we work with g · M = gM g −1 . The above reasons notwithstanding, we do not know whether a similar result to Theorem 1.1 holds if we work with g · M = gM g −1 .
1.7. We hope that these results will eventually have applications similar to those mentioned in [DE14] . Moreover, we hope that the method of proof might be of use in the study of symmetric and skew-symmetric 3-tensors, for which no results are known regarding Noetherianity.
Main theorem
Let C ∞ = n∈N C n , and let C ∞ = {(c n ) n∈N |∀n : c n ∈ C}. Note that we may view C ∞ both as an infinite-dimensional affine space (with coordinate ring C[x i : i ∈ N]) and as a vector space. We consider the space
It acts on C ∞ and C ∞ by left multiplication (viewing elements of these spaces as column matrices), and on Mat ∞ by g · M = gM g T . We can decompose an element M of Mat ∞ as (
where X ∞ is the subspace of symmetric matrices in Mat ∞ , and Y ∞ is the subspace of skew-symmetric matrices in Mat ∞ . The decomposition Mat ∞ = X ∞ × Y ∞ is canonical, and the action of GL ∞ respects this decomposition. Note that the spaces Mat ∞ , X ∞ , and Y ∞ are all infinite-dimensional affine spaces (with coordinate rings Sym(C ∞ ⊗ C ∞ ), Sym(Sym 2 (C ∞ )), and Sym( 2 (C ∞ )) respectively). We now come close to stating our main theorem. Let X be a topological space, and let G be a group acting on X. We say X is G-Noetherian if every strictly descending chain of G-stable closed subsets has finite length.
Note that when p = q = 0, the main theorem is true, and [HS09] shows a stronger result: The coordinate ring of the space C n ∞ × C m is Noetherian under the action of the symmetric group, a much smaller group than GL ∞ . We will not need this result in our proof though. Proof. The corollary follows from the fact that any GL ∞ -stable radical ideal in the coordinate ring of
m is cut out by the GL ∞ -orbits of finitely many equations.
Proof. The ideal I of Z is defined by GL ∞ -orbits of equations.
there is f ∈ I that does not vanish on Z k−1 . Let Z k be the set of elements in Z k−1 on which GL ∞ f vanishes. Then we have Z k−1 Z k ⊇ Z, and Z k is cut out by the GL ∞ -orbits of k equations. By construction, each of the Z i is GL ∞ -stable and closed, and since we cannot get an infinite strictly descending chain like this, we must have Z k = Z for some k.
Note that this last corollary does not imply that the ideal of Z is defined by the GL ∞ -orbits of finitely many equations.
Proof of the Main Theorem
The rank of a linear map V → W is a well-defined element of Z ≥0 ∪ {∞}. It is invariant under the action of GL V × GL W . We now introduce the concept of the rank of a tuple of linear maps.
Definition 3.1. Let V, W be vector spaces, and let
We denote the rank of a tuple of linear maps M by rk(M ). Note that if s > 0, because
If s = 0, we have rk(M ) = ∞ since we are taking the infimum of the empty set. It is easily seen that the rank of a tuple of linear maps is invariant under the action of GL V × GL W . In particular, the rank of M ∈ Mat
The following lemma will motivate our definition of rank of a matrix tuple.
and suppose the main theorem is true for all
Then for all r ∈ Z ≥0 , the following sets are GL ∞ -Noetherian:
• {x ∈ T p,q,n,m : rk(x col ) < n}.
Proof. We merely prove that S r is GL ∞ -Noetherian; the other sets can be shown to be GL ∞ -Noetherian by an analogous proof. If p = 0, we have S r = ∅, which is GL ∞ -Noetherian. Suppose p > 0. We consider the map φ : T p−1,0,r,p 2 → T p,0,0,0 defined as follows. Let x ∈ T p−1,0,r,p 2 , and write x = (x sym , x col , x fin ) with x sym ∈ X p−1
T for i ∈ {1, . . . , p}. Note that this map is GL ∞ -equivariant, and its image consists of all elements in X p ∞ of rank at most r. We extend φ to a map T p−1,q,n+r,m+p 2 → T p,q,n,m , and observe that its image is S r . Since (p − 1, q, n + r) is lexicographically smaller than (p, q, n), the space T p−1,q,n+r,m+p 2 is GL ∞ -Noetherian, and hence so is S r .
The upshot of this lemma is that if Z ⊆ T is a closed GL ∞ -stable subset that only contains elements x with rk(x sym ) < r, rk(x alt ) < r, or rk(x col ) < n, then it is GL ∞ -Noetherian. In particular, if there would be an infinite strictly descending chain of closed GL ∞ -stable subsets of T , then for each element Z of this chain and for all r ∈ Z ≥0 , there must be x ∈ Z such that rk(x sym ) ≥ r, rk(x alt ) ≥ r, and rk(x col ) = n.
For l ∈ Z ≥0 , let X l , respectively Y l be the space of symmetric, respectively skew-symmetric, l × l matrices, and let C l = C l . Our main proposition will be the following.
An immediate corollary of this proposition is that if Z is any closed GL ∞ -stable subset of T = T p,q,n,0 such that Z contains, for all r ∈ Z ≥0 , an element x with rk(x sym ) ≥ r, rk(x alt ) ≥ r, and rk(x col ) = n, then we have Z = T . Indeed, any polynomial that vanishes on T is defined over some X 
Proof of Main Theorem given Proposition 3.3.
We apply induction to (p, q, n) with lexicographic ordering. When (p, q, n, m) = (0, 0, 0, m), the theorem is true, as this means T = K m . Now, fix (p, q, n) ∈ Z 3 ≥0 , and assume the theorem is true for all (p ′ , q ′ , n ′ , m ′ ) with (p ′ , q ′ , n ′ ) lexicographically smaller than (p, q, n). Let Z 0 ⊇ Z 1 ⊇ . . . be a descending chain of GL ∞ -stable closed subsets of T . We want to show that there exists Z ⊂ T such that
Let π, π ′ be the projections from T p,q,n,m to T p,q,n,0 and K m respectively. Since K m is Noetherian, there are D ⊆ K m and R ∈ Z ≥0 such that for all r ≥ R, we have π ′ (U r ) = D. Let f be a polynomial defined on T p,q,n,m that vanishes on U R . Then f is defined on
, all h i defined on C m , and such that the f i are linearly independent. We proceed to show that all h i vanish on D.
Let r ≫ 0. Then for any x ∈ U r , the projection of
is dominant by Proposition 3.3. Note that for any g ∈ GL ∞ , we have f (gx) = f i (gπ(x))h i (π ′ (x)). Because the f i are linearly independent and because f (gx) = 0 for all g ∈ GL ∞ and x ∈ U r , we conclude h i (π ′ (x)) = 0 for all i and all x ∈ U r . As the projection of U r is dense in D, we conclude all h i vanish on D, and hence f vanishes on
This concludes the proof. The main work will be proving Proposition 3.3. To do this, we start with two lemmas.
Lemma 3.4. Let V, W be vector spaces, let M ∈ Hom(V, W )
s , and suppose M has rank at least r ∈ Z ≥0 . Then there is a finite-dimensional subspace U ⊆ V such that M | Hom(U,W ) s has rank at least r.
Using Noetherianity of P s−1 , we conclude that there is a finitedimensional subspace U of V such that D U = ∅ (if not, we would be able to construct a strictly decreasing chain of closed subsets of P s−1 of infinite length), which means π U (M ) has rank at least r. Proof. By the previous lemma, we may assume V is finite-dimensional without loss of generality. We let
, the codimension of the fiber above d in Z is at least s since rk(M ) ≥ s, and hence the codimension of Z in V × P s−1 is at least s. This implies that the projection of Z to V has dimension at most dim(V ) − 1, and hence there is v ∈ V such that d i M i v = 0 for any d ∈ P s−1 . This means M v has dimension s, as was to be shown.
An immediate corollary is the following.
, and suppose M has rank at least ls. Then there is
Proof. The corollary is clearly true for l = 0, and the case l = 1 is Lemma 3.5. Assume inductively that there is
s , and observe that M has rank at least s, since modding out M V ′′ reduces the rank of M by (l − 1)s, and since V ′′ simply maps to 0 afterwards, modding out V ′′ does not reduce the rank any further. Now by Lemma 3.5, there is v + V ′′ ∈ V /V ′′ such that M v has dimension s. Then clearly
′′ is a l-dimensional subspace of V such that M V ′ has dimension ls, as was to be shown.
Intuitively, the previous corollary allows us to play with the respective images of the M i without interfering with the other images. However, since GL ∞ acts on Mat
, we are not able to freely choose bases, even if we restrict ourselves to GL N acting on (Mat N,N ) s for some N . We do have some freedom though, as shown in the following lemma.
Here, * i,j indicates an i × j matrix, 0 l indicates the l × l zero matrix, and Id l indicates the l × l identity matrix.
Proof. We work in steps. First of all, we may assume V = e 1 , . . . , e 2 s l by applying some h ∈ GL N such that h T e 1 , . . . , e 2 s l = V . The first 2 s l × 2 s l blocks of M are of the form M ′ i with M ′ i either symmetric or skew-symmetric. If we now apply h ∈ GL 2 s l = GL V , the space (h · M )V simply equals h(M V ), and therefore still has dimension s2 s l. With regards to the first 2 s l × 2 s l blocks of M , it acts by (h · M )
Note that for all r ∈ {0, . . . , 2 s l}, there is a symmetric (respectively skew-symmetric) 2 s l × 2 s l matrix of rank r with the first 2 s−1 l × 2 s−1 l block equal to 0. Since any two symmetric (respectively skew-symmetric) matrices of the same rank lie in the same orbit under GL V , after applying some h, we may assume the first 2 s−1 l × 2 s−1 l block of M s is 0. Since any h ∈ GL 2 s−1 l fixes this block, we can apply induction to s, and in doing so, we may assume that the first l × l block of each M i is 0 l .
We have now reduced the problem to the case where each M i is of the form
. Moreover, since W = e 1 , . . . , e l ⊆ V , we find M W has dimension sl, which means the first l columns of the s matrices are linearly independent. Let W ′ = e l+1 , . . . , e N . We apply h ∈ GL W ′ . Note that we have
, and we observe that this changes the first l
. In other words, we can apply arbitrary row operations to the first l columns of M i (as long as we apply them to all M i simultaneously). Since the first l columns of the s matrices are all linearly independent, it is now easily verified that we may indeed assume that M has the desired form after applying some g ∈ GL N .
Proof. By Lemma 3.7, we may assume the first l rows and columns of each M i have the desired form.
We are now at the point where we can prove Proposition 3.3. Since the proof becomes rather technical, we first prove a weaker version of the proposition. We only prove this lemma in order to get a feeling for what is happening. We will not use it in the actual proof of Proposition 3.3.
Note that it suffices to show that the GL ∞ -orbit of something in the closure of GL ∞ M projects dominantly to X p l . By Corollary 3.8, we may assume that (after projecting down to some C N with N sufficiently large and taking an element in the closure), we have
We project down to C (p+1)l , and restrict ourselves to the action of GL (p+1)l . We can now write
is an l × l matrix. By the choices we made, we have M 
By direct computation, we find that the first l × l block of 
∞ with rk(x sym ), rk(x alt ) ≥ 2r, and rk(x col ) = n. Observe that x ma = (x sym , x alt ) has rank at least r. If not namely, let λ i ∈ C such that M = λ i (x ma ) i has rank smaller than r. Then both M + M T and M − M T have rank smaller than 2r. However, since at least one λ i is non-zero, at least one of these is a non-trivial linear combination of the x sym or x alt , and hence should have rank at least 2r, a contradiction.
with N large enough such that the projection of x (which we also denote by x for convenience) still satisfies rk(x sym ), rk(x alt ) ≥ 2r and rk(x col ) = n. Write x ma = (x sym , x alt ); it has rank at least r. By applying some g ∈ GL ∞ , we may assume the span of x col , and (x ma ) i x col for i ∈ {1, . . . , s} is contained in e N −(s+1)n+1,...,eN . Moreover, we may assume x col = 0 n,N −n Id n In particular, any (x ma ) i has the form * N −(s+1)n,N −(s+1)n 0 N −(s+1)n,(s+1)n 0 (s+1)n,N −(s+1)n * (s+1)n,(s+1)n . Here, we implicitly use the fact that any (x ma ) i is either symmetric or skew-symmetric.
The projection x ma of x ma to X p N −(s+1)n × Y q N −(s+1)n × C n N −(s+1)n has rank at least r − 2(s + 1)n = s2 s l (because we remove (s + 1)n rows and columns), and hence there is V ⊆ C N −(s+1)n of dimension 2 s l such that x ma V has dimension s2 s l. But then the same is true for x ma , and we have x ma V ⊆ C N −(s+1)n . By Lemma 3.7, and after permuting coordinates and projecting down to X , that x col = 0 n,(s+1)l , Id n , and that the last n rows of each (x ma ) i are of the form 0 n,(s+1)l * n,n . Since each of the (x ma ) i is symmetric or skew-symmetric, we have similar properties for the first l rows and the last n columns of each (x ma ) i . Using a proof similar to the proof of Corollary 3.8, we may assume without loss of generality that the j, k-th entry of (x ma ) i is zero for all j, k ∈ {l + 1, . . . , (s + 1)l}. Let M ′ ∈ X One now verifies by direct computation that the first n × l block of gx col equals c ′ , and that the first l × l block of g(x ma ) i g T equals M ′ i . This concludes the proof. Note that we do not prove that the bound r ≥ s2 s l + 2(s + 1)n is sharp. In fact, one can use simple arguments to reduce the bound to r ≥ s2 s l + (s + 1)n. Even then, in the case s = 1, n = 0 for example, one can easily see that to get a dense orbit in the space of l × l symmetric or skew-symmetric matrices, it suffices to take r ≥ l rather than r ≥ 2l.
