In the present paper, we study the Cauchy problem for the wave equation with a time-dependent scale invariant damping 2 1+t ∂ t v and a cubic convolution
essential part for their proofs is to derive a weaker estimate under the weaker condition (Proposition 3.1 and Theorem 3.1) than the case without damping (see [25] ) and to recover the weakness by the effect of the dissipative term.
The second aim of the present paper is to prove a small data blowup and the almost sharp upper estimate of the lifespan for positive data with a compact support in the subcritical case γ ∈ − 1 2 , 0 . The essential part for the proof is to refine the argument for the proof of Theorem 6.1 in [5] to obtain the upper estimate of the lifespan.
Our two results determine that a critical exponent γ c which divides global existence and blow-up for small solutions is 0, namely γ c = 0. As the result, we can see that the critical exponent shift from 2 to 0 due to the effect of the scale invariant damping term. 1 Setting of our problem and known results
In the present paper, we study the Cauchy problem for the wave equation with a time-dependent scale invariant damping and a cubic convolution in three spatial dimension:
x ∈ R 3 .
(1.1)
Here T = T (v 0 , v 1 ) ≥ 0 denotes the maximal existence time of the function v, which is called lifespan (see Definition 2.1), V γ (x) := |x| −γ is a given function on R 3 and is called the power potential, where γ ∈ − 1 2 , 3 is a constant independent of x, t, * stands for the convolution in the space variables, µ ≥ 0 is a non-negative constant, v = v(x, t) ∈ C(R 3 × [0, T )) is an unknown function on R 3 × [0, T ), (v 0 , v 1 ) ∈ C 2 (R 3 ) × C 1 (R 3 ) is a given R 2 -valued function on R 3 with a compact support.
In the physical context, the stationary problem corresponding to (1.1) with a mass term and the Coulomb potential, i.e. γ = 1 −∆v + v = (|x| −1 * |v| 2 )v, x ∈ R n was proposed by Hartree as a model for the helium atom, where n ≥ 3.
Menzala and Strauss [20] studied the Cauchy problem (1.1) with a potential V ∈ L n 3 (R n ) + L ∞ (R n ) instead of the power potential |x| −γ and without the dissipative term (µ = 0) in three or higher spatial dimension n ≥ 3. They proved a large data local well-posedness result and a small data scattering result for the above V in the energy space H 1 (R n ) × L 2 (R n ), where H 1 (R n ) denotes the usual first order L 2 -based Sobolev space. We note that the power potential |x| −γ with γ < 0 does not belong to V n 3 (R n ) + L ∞ (R n ). The first equation of (1.1) is invariant under the scale transformation v → v σ for σ > 0 given by on R 3 × [0, (T + 1)/σ − 1). Therefore the damping term µ 1+t ∂ t u is called the scale invariant damping term and is known as a threshold betweenwave-like region and heat-like region (see [32] for linear problems).
In this paper we consider the case of the three spatial dimension n = 3 and a specific coefficient µ = 2.
The first aim is to prove small data unique global existence for the problem (1.1) in the supercritical case γ ∈ (0, 3). Moreover, we prove the sharp spacetime decay estimate of the parabolic type of the global solution v as t → ∞ in the supercritical case γ ∈ (0, 3). On the other hand, we show a lower estimate of the lifespan T for small solutions in the critical or subcritical case γ ∈ − 1 2 , 0 . The essential part for their proofs is to derive a weaker estimate under the weaker condition (see Proposition 3.1 and Theorem 3.1 for more precise) than the case without damping (see [25] ) and to recover the weakness by the effect of the dissipative term 2 1+t ∂ t v. The second aim of the present paper is to prove a small data blow-up result and the almost sharp upper estimate of the lifespan T for small solutions for suitable non-negative data with a compact support in the subcritical case γ ∈ − 1 2 , 0 . The essential part for the proof is to estimate the integral of the solution with respect to the space variable more delicately than the proof of Theorem 6.1 in [5] in order to get an upper estimate of the lifespan (see Section 4).
Our two results determine that a critical exponent γ c to the problem (1.1) with µ = 2 which divides global existence and blow-up for small solution is 0, namely γ c = 0. As the result, we can see that the critical exponent shift from 2 to 0 due to the effect of the scale invariant damping term ( µ 1+t ∂ t v) compared to the case without the damping (µ = 0).
In the undamped (µ = 0) and the power type nonlinearity |v| p with p > 1 case, i.e.,
determining a critical exponent which divides global existence and blow-up for small solutions has been extensively studied by many authors (see [29, 33] and their references). It is well known that the critical exponent p c for rapidly decaying solutions as |x| → ∞ to the problem (1.3) is the Strauss exponent p 0 , namely p c = p 0 , where the Strauss exponent p 0 is given by
More precisely, small data global existence to the problem (1.3) for smooth sufficiently rapidly decaying data (v 0 , v 1 ) as |x| → ∞ holds if p > p 0 (n), on the other hand, small data blow-up occurs for suitable non-negative data (v 0 , v 1 ) decaying rapidly as |x| → ∞ if 1 < p ≤ p 0 (n) (see [8] for recent progress). Next we recall several results for the undamped (µ = 0) and a cubic convolution case, i.e.,
where n ∈ N with n ≥ 2, V ζ (x) := |x| −ζ is the inverse power potential with ζ ∈ (0, n) and * stands for the convolution in the space variables. Hidano [5] proved scattering results (Theorem 1 and Theorem 2 in [5] ) related to the problem (1.5) with ζ ∈ 2, 5 2 in three dimensional case n = 3 for small data decaying rapidly as |x| → ∞. The proofs of them are based on the so-called vector field method introduced in [17] . He also proved a small data blow-up result (Theorem 6.1 in [5] ) to (1.5) with ζ ∈ (0, 2) for some positive initial data with a compact support. From his results, we see that the critical exponent ζ c which divides global existence and blow-up to the problem (1.5) with compactly supported data is 2, that is, ζ c = 2.
Tsutaya [25] studied the Cauchy problem (1.5) with initial data (v 0 , v 1 ) decaying slowly as |x| → ∞. Here slowly decaying data means a pair of given functions (v 0 , v 1 ) satisfying the following spatial decay condition:
as |x| → ∞ with some ν > 0. Tsutaya proved a small data global existence result (Theorem 2.1 in [25] ) to the problem (1.5) with ζ ∈ (2, 3) for the initial data (v 0 , v 1 ) satisfying (1.6) with a scaling subcritical exponent ν > 5−ζ 2 . On the other hand, he proved a small data blow-up result (Theorem 3.4 in [25] ) to the problem (1.5) with ζ ∈ (0, 3) for the data (v 0 , v 1 ) satisfying (1.6) with a scaling supercritical ν ∈ ( 1 2 , 5−γ 2 ) and the more precise estimates
on R 3 , where ǫ > 0 is any positive number. We note that a compactly supported function v 1 on R 3 , which is considered in the present paper, does not satisfy the above condition (1.7). Kubo [18] studied the Cauchy problem (1.5) with the critical exponent ζ = ζ c = 2 in three spatial dimension n = 3 and proved a small data global existence result for the data (v 0 , v 1 ) satisfying the spatial decay condition (1.6) with the scaling subcritical exponent ν ∈ 3 2 , 2 . We note that if the support of data (v 0 , v 1 ) is compact, it is obvious that the function (v 0 , v 1 ) satisfies this decay condition. From his result [18] , we see that there exists a unique global solution to (1.5) in the critical case ζ = ζ c = 2 and three dimensional case n = 3 for small initial data decaying rapidly as |x| → ∞, whereas from the Strauss conjecture about the power nonlinearity |v| p , we see that a local solution to (1.3) with the critical exponent p = p 0 (n) can not be extended globally for some positive data (v 0 , v 1 ) even if (v 0 , v 1 ) is small with respect to a certain norm, and has a compact support.
We remark that Karageorgis and Tsutaya [11] reported a small data blowup result of the problem (1.5) in the critical case ζ = ζ c = 2 and three dimensional case n = 3 for suitable data (v 0 , v 1 ) satisfying the slowly decaying condition (1.7) as |x| → ∞ with the scaling critical decay exponent ν = ν c = 3 2 .
Next we recall several results for the Cauchy problem to the wave equation with the scale invariant damping, i.e. µ 1+t ∂ t v and the power type nonlinearity |v| p :
x ∈ R n .
(1.8)
Existence, blow-up and asymptotic behavior in time of solutions for the problem (1.8) have been extensively studied (see [2, 31, 12, 7, 9, 27, 28] for example). We only recall results closely related to the present study (µ = 2). In studying the problem (1.8) with a specific constant µ = 2, the Liouville transform v → u given by
Then the transformed function u satisfies the following equations:
(1.10)
When µ = 0 or µ = 2, the mass term µ(2−µ) 4(1+t) 2 u vanishes. Especially when µ = 2, the first equation of (1.10) becomes the classical wave equation with a power nonlinearity |u| p with an additional time decay facter 1 (1+t) p−1 , that is, the transformed function u satisfies
In the case of µ = 2, by using this transformation it is proved in [31, 2, 3] that the critical exponent p c = p c (n) for n = 1, 2, 3, which divides global existence and blow-up for small solutions to the problem (1.10) for smooth data (v 0 , v 1 ) decaying rapidly as |x| → ∞, is given by
Here p 0 is the Strauss exponent given by (1.4) and p F = p F (n) for n ∈ N is defined by p F (n) := 1 + 2 n and is called the Fujita exponent, which is the L 1 -scaling critical exponent for the semilinear heat equation [12, 7, 9, 27, 28] for related works with general positive µ.
We turn back to the original problem (1.1). There is the only one previous study [10] about existence of global solutions to the problem (1.1) as the authors know. In Theorem 2.1 in [10] , a small data blow-up result and the sharp upper estimate of lifespan to the problem (1.1) with a specific constant µ = 2 and data (v 0 , v 1 ) satisfying the slowly decaying condition (1.7) with the scaling supercritical exponent ν < n−γ 2 in multi-dimensional case n ∈ N. However compactly supported functions v 0 and v 1 on R n , which are considered in the present paper, do not satisfy the slowly decaying condition (1.7).
At the end of the introduction, we mention remarkable points of our results to the problem (1.1) with µ = 2 in the present paper. We prove large data local existence and uniqueness (Theorem 2.1) in the wider range γ ∈ − 1 2 , 3 , lower estimate of lifespan (Theorem 2.2) in the wider range γ ∈ − 1 2 , 0 and unique global existence (Theorem 2.3) in the wider range γ ∈ (0, 3] than without the dissipative term 2 1+t ∂ t v. We also prove a small data blow-up result and the almost sharp upper estimate of lifespan (Theorem 2.4) in the subcritical case γ ∈ (− 1 2 , 0) for compactly supported data, which do not follow directly from the previous results (Theorem 2.1 in [10] and Theorem 6.1 in [5] ).
Main Results
In this section, we state our main results in the present paper. In the following, we always assume that µ = 2.
(2.1)
Then in the same manner as the study of the power nonlinearity (1.8), by using the Liouville transform v → u given by (
is a solution to the Cauchy problem (1.1) on R 3 × [0, T ), the transformed function u satisfies the following equations:
Since the original problem (1.1) with µ = 2 is equivalent to that of (2.2), we consider the transformed problem (2.2) in the following.
The integral equation on
where the function u 0 : 4) and the integral operator L on C(R 3 × [0, T )) is defined by
Here W is the solution operator to the free wave equation, which is defined by
for some R > 0, then the support of u 0 satisfies
Next we give the definition of solution to the Cauchy problem (2.2) and its lifespan T (ε) for data (εv 0 , εv 1 ) with a small parameter ε > 0:
Existence and Uniqueness results
In this subsection, we state our existence and uniqueness results to (2.2). The following proposition means large data local existence to the problem
with a compact support. For a Banach space (X , · X ) and r > 0, we denote by B r (X ) a closed ball in X with a radius r centered at the origin, that is
Then the following statements hold:
• (Existence): For any r > 0, there exists a positive constant T = T (r) > 0 such that for any initial data
2) such that the solution u has the finite propagation speed:
Here M = M(r) and X(T, M) are defined by (3.30).
holds for any x ∈ R 3 , then the identity w(t, x) = u(t, x) holds for any
• (Continuity of the flow map): The flow map
is Lipshitz continuous.
1. The Existence and Uniqueness parts above imply that the lifespan is positive, that is,
2. We can prove that the local solution u to (2.3) obtained above belongs to C 2 (R 3 × [0, T )) and becomes a classical solution to (2.2).
The next theorem means a lower estimate of lifespan for small solutions to the problem (2.2) in the critical or subcritical case γ ∈ − 1 2 , 0 : Theorem 2.2 (Lower estimate of the lifespan). Besides the assumptions in Theorem 2.1, we assume γ ∈ − 1 2 , 0 . Then there exist positive constants ε 0 = ε 0 (γ, R, r) > 0 and A = A(γ, R, r) > 0 such that for any ε ∈ [0, ε 0 ], the lifespan T (ε) given in Definition 2.1 satisfies the following estimate:
(2.10)
The optimality of the lower estimate is discussed in Remark 2.4 and Corollary 2.1 below.
The following theorem means small data global existence to the problem (2.3) and asymptotic behavior of solution as t → ∞ in the supercritical case γ ∈ (−0, 3): 
Furthermore, the original solution v = 1 1+t u to the problem (1.1) with µ = 2 has a dissipative structure, that is, the estimate
holds for any t ≥ 0, where C * = C * (γ, R, r) is some positive constant. 
Blow-up result
In this subsection, we state a blow-up result to the problem (2.2). The following theorem means a small data blow-up result and the almost sharp upper estimate of the lifespan in the subcritical case γ < 0: 
Furthermore, for any δ > 0, there exist positive constants ε 1 = ε 1 (δ, γ, R, r) > 0 such that for any ε ∈ (0, ε 1 ], the lifespan T (ε) given in Definition 2.1 satisfies
Remark 2.5. From Theorem 2.3 and Theorem 2.4, we see that the critical exponent γ c to the problem (2.2) for compactly supported small data which divides global existence and blow-up is 0, that is
Corollary 2.1 (Almost optimality of the estimates of lifespan). We assume the same assumptions as Theorem 2.4. Then there exists ε 3 = ε 3 (δ, γ, R, r) > 0 such that for any ε ∈ (0, ε 3 ], the lifespan T (ε) given in Definition 2.1 satisfies Aε
The rest of this paper is organized as follows. In section 3, we give a proof of the existence and uniqueness results (Theorems 2.1, 2.2, 2.3). In subsection 3.1, we collect several fundamental lemmas. In subsection 3.2, we introduce a solution space and a nonlinear mapping associated with the integral equation (2.3) on the space. In subsection 3.3, we estimate the convolution term (Theorem 3.1) and the Duhamel term (Proposition 3.1). In subsection 3.4, we completes the proof of Theorems 2.1, 2.2, 2.3. In section 4, we give a proof of the blow-up result (Theorem 2.4).
Proof of the existence results
In this section, we give a proof of the existence and uniqueness results (Theorems 2.1, 2.2, 2.3).
Useful lemmas
In this subsection, we prepare several lemmas to prove existence and uniqueness of solution to the problem (2.2).
The following lemma means a fundamental identity for spherical means: For the proof of this lemma, see Chapter I in [13] (see also [18, Lemma 2.1]).
The following lemma means the sharp space-time decay estimate in a point-wise sense for the solution to the free wave equation with compactly supported initial data:
satisfy the condition on the support (2.8) and u 0 : R 3 ×R → R be the solution to the free wave equation, which is expressed by (2.4) . Then there exists a positive constant C 0 = C 0 (R) > 0 depending only on R such that for any (
For the proof of this lemma, see [1, Lemma 2.4 ] (see also [14] ).
The following lemma means elementary estimates for the solution operator W , which is given by (2.6): ([0, ∞) ). If the inequality |Φ(x)| ≤ φ(|x|) holds for any x ∈ R 3 , then the estimate λψ(λ, s)dλds
This corollary is proved as follows: The identity dλds = J dαdβ holds, where J is defined by
We remark that for any (
We also note that the inclusion D(r, t) ⊂ [|t − r|, t + r] × [−R, t − r] holds under the condition r ≤ t + R.
We use a notation t := 1 + |t| for t ∈ R. 
This lemma can be proved by a direct computation and the following elementary inequality: For any ϑ > 0, the estimate
holds for any a ∈ [0, 1]. The next lemma is employed to prove lower estimate of the lifespan in the special case of γ = 2. 
For the proof of this lemma, see Lemma 2.3 in [18] .
Introduction of the solution space X(T )
For T ∈ (0, ∞] and R > 0, we introduce the solution space X(T ) = X(T, R) to the problem (2.2) with the data (v 0 , v 1 ) ∈ C 2 (R 3 ) × C 1 (R 3 ) satisfying the condition (2.8) given by
(3.10) where the set P (T, R) is defined by (2.9) and the norm · X(T ) :
Here the weight functions τ ± : R ≥0 × R ≥0 → R are given by
where the double-sign corresponds. Moreover for γ ∈ − 1 2 , 3 , the function In order to construct a solution to the integral equation (2.3) on the Banach space X(T ), we introduce the nonlinear mapping Γ defined by
for u ∈ X(T ), where the right-hand side of (3.12) is same as that of (2.3). In subsection 3.4 below, we discuss whether the nonlinear mapping Γ is a contraction mapping from a closed ball X(T, M) (for the definition, see 3.30) in X(T ) into itself.
Multilinear estimates
In this subsection, we estimate the convolution term in a point-wise sense (Theorem 3.1) and the Duhamel term (Proposition 3.1).
The next theorem means boundedness of the convolution term from L ∞
x,t (R 3 × [0, T )) to X(T ) × X(T ):
. Then there exists a positive constant C 1 = C 1 (γ) > 0 depending only on γ such that for any u, w ∈ X(T ), the estimate
Proof of Theorem 3.1. Let (x, t) ∈ P (T, R). Set r := |x|. We divide the proof into the three cases where γ ∈ − 1 2 , 2 , γ ∈ (2, 3) and γ = 2. Case1. γ ∈ − 1 2 , 2 : In this case, the identity N γ (̺) = ρ γ+1 holds. We note that by γ < 2, the estimate (3.9) with ϑ = 2 − γ > 0, the inequalities r+ρ |r−ρ|
hold for ρ ≥ 0. We also note that if the inequalities ρ ≥ 0 and r ≤ t + R hold, the estimate
holds, which implies that the inequality τ + (ρ, t) ≥ 1 2 τ + (r, t) holds. By the definition of X(T )-norm, changing variables with P (T, R) ∋ y = ρω (ρ ∈ (0, t + R) and ω ∈ S 2 ), Lemma 3.1 with b(r) = |r| −γ , the estimate (3.14) and the above estimate, the estimates
hold, which implies the estimate (3.13).
Case2. γ ∈ (2, 3): In this case, the identity N γ (̺) = ̺ 3 holds. We divide the integral region P (T, R) into the two pieces P ≤ (T,
and P > (T, R) := P (T, R) ∩ y ∈ R 3 : |x − y| > R 2 . We note that for any y ∈ P ≤ (T, R), the estimates
hold, which implies the estimate τ + (|y|, t) ≥ 3 4 τ + (|x|, t) holds. We also note that for any y ∈ A ≤ (T, R), the estimates
hold, which implies the estimate τ − (|y|, t) ≥ 3 4 τ − (|x|, t) ≥ 3 4 holds. By the definition of X(T )-norm, the above estimates of the weight functions τ ± and the assumption γ < 3, the estimates
hold. We note that for y ∈ P > (T, R), the estimate
holds, which implies that the inequality |x − y| −γ ≤ 4 γ (|x − y| + R) −γ holds due to γ ≥ 0. By changing variables with y = ρω (ρ ∈ (0, t + R)), Lemma 3.1 with b(r) = |r + R| −γ , Lemma 3.4 with κ = γ − 2 > 0 and the estimate (3.15) , the inequalities
hold. The estimates (3.17) and (3.18) imply the estimate (3.13).
Case3. γ = 2: In this case, the identity N 2 (̺) = ̺ 3 log(1+̺) holds. We note that the function N γ is monotone increasing on R ≥0 . We divide the integral region P (T, R) into the two pieces P ≤ (T, R) and P > (T, R) as Case2. For any y ∈ P ≤ (T, R), in the same manner as the proof of (3.16), the estimates
hold. In the same manner as the proof of (3.17), the inequalities
hold. Next we consider the case where y belongs to P > (T, R). We note that the estimates 1 r r+ρ |r−ρ|
hold for any r, ρ > 0. Indeed, the right estimate of (3.21) is verified as follows. We divide the proof into the two cases, 2r ≤ ρ and 2r > ρ. We consider the case where 2r ≤ ρ. Then the estimate ρ − r ≥ 1 3 (ρ + r) > 0 holds. By using this estimate, the estimates
hold. Thus noting that the estimate log(1 + θ) ≤ θ holds for any θ ≥ 0, the estimates
hold. Next we consider the case where 2r > ρ. Then the estimate r > 1 3 (r+ρ) holds. Thus by the estimate R > 1, the inequality
is valid, which completes the proof of the estimate (3.21) . In the similar manner as the proof of the estimate (3.18), by using the estimate (3.21), the estimates
hold, which completes the proof of the theorem.
The next proposition means boundedness of a trilinear operator associated with the integral operator L given by (2.5) and the convolution term from X(T ) to X(T ) × X(T ) × X(T ):
and L be the integral operator on C(R 3 × [0, T )) given by (2.5) . Then there exists a positive constant C 2 = C 2 (γ, R) > 0 depending only on γ, R such that the estimate
Proof of Proposition 3.1. We introduce a function Ψ : R 3 ×[0, T ) → R given by Ψ(x, t) := 1 (1 + t) 2 (V γ * (u 1 u 2 )) (x, t)u 3 (x, t). By Theorem 3.1 and the definition of X(T )-norm, the estimate
holds for any (x, t) ∈ R 3 × [0, T ), where C 1 is a positive constant given in Theorem 3.1. Thus we can apply the estimate (3.7) in Corollary 3.1 to get the estimates
for (x, t) ∈ R 3 × [0, T ) with r = |x|. We note that for any s ≥ 0 and R > 1, the estimate 1 + s ≥ 2R + s 2R holds. By this estimate and setting s := α+β 2 ≥ 0 with α ≥ 0 and β ≥ −R, the estimate
We also remark that the estimates α−β 2 ≤ α+R 2 ≤ α+2R 4 hold. By combining this estimate and the estimates (3.23)-(3.24), the inequalities
We note that by the definitions of the weight functions τ ± , the identities
hold. We note that for any ϑ > 1, by the estimate (3.9), the inequalities
hold. We also remark that for any b ∈ R, the estimate
We divide the proof into the three cases where γ ∈ − 1 2 , 2 , γ ∈ (2, 3) and γ = 2.
Case1. γ ∈ − 1 2 , 2 : In this case, by the estimates (3.25), (3.26) with ϑ = γ + 2 and (3.27) with b = −γ − 1, the inequalities 
Case3. γ = 2: In this case, by the estimates (3.25) and Lemma 3.5, the estimates
hold, which completes the proof of the proposition. In order to prove Theorem 2.1, we use the following L ∞ (R 3 )-L ∞ (R 3 ) estimate for the solution operator W given by (2.6) .
Proof of
holds for any t ∈ R.
This lemma can be proved by the representation formula (2.4) and (2.6) and a simple computation. Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. We only consider the case γ ∈ − 1 2 , 3 with γ = 2, since the case of γ = 2 can be treated in the almost similar manner.
given by (3.11) and C 0 is given by (3.2) . We take T ∈ (0, R) sufficiently small such as
where C 1 is a positive constant given by (3.13) . We introduce a complete metric space X(T, R, M) in the Banach space X(T, R) given by We prove that the nonlinear mapping Γ defined by (3.12) is a contraction mapping from X(T, M) into itself for a suitable T . Fix u ∈ X(T, M). By the condition (2.7) on the support u 0 , R > 1 and Lemma 3.2, the estimate
holds. By Theorem 3.1, the estimate
holds for any (x, t) ∈ R 3 × [0, T ). By the estimates (3.28) and (3.32) , the inequalities
, which with the estimate (3.29) implies that the estimate
holds. By the estimates (3.31) and (3.33) , the estimates
hold, which implies that the nonlinear mapping Γ is well-defined on X(T, M). Let u, w ∈ X(T, M). By a direct computation, the identities
hold. Thus in the similar manner as the proof of the estimate (3.33), the estimates
hold, which implies that the nonlinear mapping Γ is a contraction mapping from X(T, M) into itself. Thus by the fixed point theorem, there exists a unique solution u ∈ X(T, M) to the problem (2.3). The finite propagation property follows from the explicit formula (2.6). (Uniquenss): On the contrary, we assume that there exists t ∈ (0, T 1 ) such that the relation sup x∈R 3 |u(t, x) − w(t, x)| > 0 holds. Then we can define t 0 := inf{t ∈ [0, T 1 ) : sup x∈R 3 |u(x, t) − w(x, t)| > 0}. Since u, w ∈ C(R 3 × [0, T 1 )), the identity sup x∈R 3 |u(x, t 0 )−w(x, t 0 )| = 0 holds. Here we introduce a norm · X([a,b)) given by
Then we can find τ 0 > 0 such that the estimates t 0 + τ < T 1 and 
respectively. In the same manner as the proof of the estimate (3.35), the estimates
hold, which implies that the inequality
holds, which completes the proof of the theorem.
Proof of Theorem 2.2
Next we give a proof of Theorem 2.2. Its argument is based on that for the proof of [6, Proposition 5.3] .
Proof of Theorem 2.2. If T (ε) = ∞, then the conclusion holds. Thus we may assume that T (ε) < ∞. Let u ∈ X(T (ε)) be a solution to (2.2) with the initial data (εv 0 , εv 1 ). Then we can define a continuous function H : (0, T (ε)) → R ≥0 given by H(t) := u X(t) . For a sufficiently large M, which will be chosen later, we set
By the local existence theorem (Theorem 2.1), we see that T * > 0. The definition of the number T * gives T * < T (ε). By Lemma 3.2 and Proposition 3.1, the estimates
hold. We choose M > 0 such as 3N γ (4)C 0 rM −1 ≤ 1/4. On the contrary, we assume that the inequality
holds. Then the the estimate H(T * ) ≤ (1/2)Mε holds. Since H(t) is continuous, there exists T ∈ (T * , T (ε)) such that H( T ) ≤ Mε, which violates the maximality of T * . Thus we obtain
In the case of γ ∈ − 1 2 , 0 , we choose ε 0 = ε 0 (γ, R, r) such that
Then for any ε ∈ (0, ε 1 ], the estimate T * ≥ Aε 2 γ holds, where A = A(γ, R, r) > 0 is a positive constant given by
which completes the proof of the theorem.
Proof of Theorem 2.3
Next we give a proof of Theorem 2.3.
Proof of the blow-up result
In this section, we give a proof of the small data blow-up and the almost sharp upper estimate of the lifespan (Theorem 2.4) .
The essential part for the proof is to refine the argument of the proof of Theorem 6.1 in [5] to obtain the almost sharp upper estimate of the lifespan.
Proof of Theorem 2.4. Let T ∈ (0, T (ε)) and u = u ε ∈ C(R 3 × [0, T )) be a solution to the integral equation (2.3) with the initial data εv 0 ≡ 0 and εv 1 ≥ 0 satisfying v 1 ≡ 0. We note that since the given function (v 0 , v 1 ) belongs to C 2 (R 3 ) × C 1 (R 3 ), we can prove that the solution u belongs to C 2 (R 3 × [0, T )) and becomes a classical solution to (2.2) . We also remark that since the data (v 0 , v 1 ) satisfy v 0 ≡ 0 and v 1 ≥ 0 and v 1 ≡ 0, by Theorem 2.1, the estimate u(x, t) > 0 holds on R 3 × [0, T ).
We introduce a function F = F ε : [0, T ) → R >0 defined by
For any t ∈ [0, T ), the value |F (t)| is finite, since supp u(t) ⊂ {x ∈ R 3 : |x| ≤ t + R}. For simplicity, we assume that R = 1. Moreover we can prove that F ∈ C 2 ([0, T (ε))). Since supp u(t) is compact in R 3 , by integrating (2.2) over R 3 , the identity
holds for any t ∈ (0, T ). Since v 1 = v 1 (|x|) is a radially symmetric function, in the same manner as the proof of the estimate (6.11) in [5] , the estimate
holds on [0, T ). Since the estimate u(x, t) ≥ u 0 (x, t) holds for any (x, t) ∈ R 3 × [0, T ) due to the positivity of the nonlinear term and supp u 0 (t) ⊂ {x ∈
(4.3) Next, we estimate the left hand-side of this inequality. It follows from u 0 tt − ∆u 0 = 0 that the identity
holds for any t ≥ 0. By the assumption v 0 ≡ 0, the identities
hold for any t ≥ 0, where C 0 = C 0 (v 1 ) is a positive constant given by
Thus by combining the estimates (4.3) and (4.4), the estimate
holds for any t ∈ [0, T ). Substituting this inequality to the estimate (4.2), the estimate
holds for any t ∈ [0, T ). We note that by the assumption on the data, the
Thus by the estimate (4.1), the inequality F ′ (t) > 0 holds for any t ∈ [0, T ). Multiplying F ′ (t) to the both side of (4.5), the inequalities
hold for any t ∈ [0, T ). Here we set t γ := 2 2+γ . We note that by the estimate γ > −2, the estimate t γ > 0 and t γ is independent of ε. We may assume that T (ε) > t γ . Let T ∈ (t γ , T (ε)) and t ∈ (t γ , T ). Then the estimates
Thus for any t ∈ (t γ , T ), the estimate
′ holds. Integrating this inequality from t γ to t, the estimate
(4.6) holds for any t ∈ (t γ , T ). Next we show that there exists a positive constant ε 4 = ε 4 (γ, R) > 0 such that for any ε ∈ (0, ε 4 ], the estimate
≥ 0 (4.7)
holds. Here we set
where M is a positive constant independent of ε. By the estimate γ ∈ − 1 2 , 0 , in the same manner as the proof of the estimate (3.36), we can prove that there exists a positive constant ε 5 > 0 such that for any ε ∈ [0, ε 5 ], the estimate |u(x, t)| ≤ Mε(t + |x| + 2) −1 (t − |x| + 2) −γ−1 (4.8)
holds for any t ∈ [0, T ) and |x| ≤ t + 1. Set ε 6 := min(ε 4 , ε 5 ). Let ε ∈ (0, ε 6 ]. Then by Hölder's inequality and the estimate (4.8), the estimates
1+tγ 0 (t γ + r + 2) −2 (t γ − r + 2) −2γ−2 dr 1/2 ≤ C 1 Mε(1 + t γ ) (4.9) hold, where C 1 is a positive constant independent of ε. Since the estimate F ′ (t γ ) ≥ εC 0 holds, by the estimate (4.9), the inequalities
≥ ε 2 C 2 0 − ε 4 M 2 C 2 1 C 2 0 2 −γ−1 t 2 γ (1 + t γ ) −γ−2 ≥ 0 hold for 0 < ε ≤ ε 6 . By the estimate (4.6), the inequality F ′ (t) ≥ εC 0 2 −(γ+1)/2 tF (t) (1 + t) (γ+4)/2 holds for t ∈ (t γ , T ) and 0 < ε ≤ ε 6 . Set t 0 := max{1, t γ }. We note that t 0 is independent of ε. Then we may assume that T (ε) > t 0 . Let T ∈ (t 0 , T (ε)). Then the estimate F ′ (t) ≥ εC 0 2 −(2γ+5)/2 t −1−γ/2 F (t) holds for any t ∈ [t 0 , T ). We solve this ordinary differential inequality. Since the estimate F (t) > 0 holds, the inequality gives us (log F (t)) ′ ≥ εC 0 2 −(2γ+5)/2 t −1−γ/2 for any t ∈ [t 0 , T ). Integrating this inequality over [t 0 , t], the inequality log F (t) − log F (t 0 ) ≥ εC 0 2 −(2γ+5)/2 (−2/γ){t −γ/2 − t −γ/2 0 } holds for any t ∈ [t 0 , T ). Let t 1 := (2t −γ/2 0 ) −2/γ and t 2 := max(t 0 , t 1 ). Then we may assume that T (ε) > t 2 . Let T ∈ (t 2 , T (ε)). The estimate log F (t) ≥ εC 0 2 −(2γ+5)/2 (−γ −1 )t −γ/2 + log F (t 0 ) holds for any t ∈ (t 2 , T ), which implies that the inequalities F (t) ≥ F (t 0 ) exp{εC 0 2 −(2γ+5)/2 (−γ −1 )t −γ/2 } ≥ εC 0 t 0 exp εC 2 t −γ/2 (4.10)
for any t ∈ (t 2 , T ), where C 2 := C 0 2 −(2γ+5)/2 (−γ) −1 > 0 is a positive constant independent of ε. We note that for any ϑ > 0, the identity exp ϑ = ∞ j=0 1 j! ϑ j holds. This convergence is uniform with respect to ϑ > 0. Then the estimate exp εC 2 t −γ/2 ≥ 1 j! (εC 2 t −γ/2 ) j (4.11)
holds. By combining the estimates (4.10) and (4.11), the inequality
holds for any t ∈ (t 2 , T ). We turn back to the inequality (4.2). By the finite propagation speed and Hölder's inequality, the estimates
hold for t ∈ [0, T ). Let δ > 0. Then there exists J 1 (δ) > 0 such that for any j ∈ N with j ≥ J 0 (δ), the estimate 2(j+1) γ(j+1)+3 > 2 γ − δ holds. Set J 2 = max{J 1 (δ), [−3/γ − 1] + 1}, where [·] is the integral part. For j = J 2 , we apply Lemma 2.1 in [22] (Improved Kato's lemma) with R = 1, p := 3, q := γ+5 > 0, a := − γ 2 j > 0, A := ε 1+j C 0 t 0 1 j! C j 2 , B := 2 −γ−2 ·3π −1 and M := p − 1 2 a − q 2 + 1 = − γ(j + 1) + 3 2 > 0.
We set
where D 0 = D 0 (p, a, q, B) > 0 is a positive constant independent of ε, which appears in Lemma 2.1 in [22] (in his paper [22] , D 0 is written by C 0 ). Then there exists ε 7 (j) ∈ (0, 1] such that for any ε ∈ (0, ε 7 (j)], the estimates
hold, which implies that T 1 = T 0 in Lemma 2.1 in [22] . Let ε ∈ (0, ε 7 (j)). Thus by the conclusion of Lemma 2.1 in [22] , the estimates
