A NEW HALF-SWEEP ALGEBRAIC MULTIGRID (HSAMG) ALGORITHM FOR TWO-POINT BOUNDARY PROBLEMS

I. INTRODUCTIO N subject to boundary conditions
Abstract-The primary goal of this paper is to propose a new Half-Sweep Algebraic Multigrid (HSAMG) algorithm using the finite difference approximation equation for solving two-point boundary problems. The basic idea and formulation of the HSAMG algorithm are inspired by the concept of the Half-Sweep Multigrid method. Some computational experiments have been conducted in order to show that the HSAMG method is superior to the standard Algebraic method. (2) .. h.. Using the central finite difference scheme, the fullsweep and half-sweep second-order finite difference approximation equation can be shown as U j_ p -(2 + (Ph)2 U j )Uj -U j+p =(Phptj (3) The values of p, which correspond to I and 2, represent the full-sweep and half-sweep cases respectively. Equation (3) generates a system of linear equations and can be generally stated as
and u(x) and t(x) are continuous functions . To facilitate further discussions on formulation of the full-and half-sweep finite difference approximation equations for the problem (I), we shall restrict our discussion on uniformly node points. Let the solution domain (I) can be uniformly divided into m = 2 P , P~2 subintervals, where .'1x is defined as
HALF-SWEEP FINITE DIFFERENCE APPROXIMATION EQUATION Based on Fig. I , the full-sweep and half-sweep [mite grid networks will be used as a guide in order to derive the full-sweep and half-sweep finite difference approximation equations of the problem in (I) . Actually, these networks show us on implementation of the full-sweep and half-sweep iterative algorithms will be executed to compute approximate values onto red points of type • only until iterative convergence is reached. Then other approximate solutions at remaining points (black points of type 0) can be computed directly, see in [I] , [13] , [20] and [17] . (I) a~x~b Based on the previous studi es in [1] , [2] , [13] , [14] , [17] and [20] , the main advantage of the half-sweep iterative method is to reduce computational complexity compared to the full-sweep methods. In fact, this concept has been used to develop the HalfSweep Multigrid (HSMG) method in [14] for solving two-dimensional Poisson equations by using the rotated finite difference approximation equation. Further studies on the HSMG method can be found in [2] and [15] . Actually, all these studies have been done by using the geometric approach. This means that either the Full-Sweep Multigrid (FSMG) or the Half-Sweep Multigrid (HSMG) method needs to know the position of all grid points at the finer and coarser grids before implementing one Multigrid (MG) cycle. Therefore, the standard Multigrid and the Half-Sweep Multigrid methods can be also considered as the Full-Sweep Geometric Multigrid (FSGMG) and the Half-Sweep Geometric Multigrid (HSGMG) methods respectively.
Apart from this approach, the Algebraic Multigrid (AMG) method not using the geometric oriented, has been also discussed in [5] and [7] . Nevertheless, this AMG method, which has high computational compl exity , can be categorized as the Full-Sweep Algebraic Multigrid (FSAMG) method. By borrowing the concept of the half-sweep iterative method applied onto the FSAMG method for reducing the computational complexity for each linear system involved in implementing one FSAMG cycle, this pap er proposed a new AMG algorithm named as the Half-Sweep Algebraic Multigrid (HSAMG) method.
To indicate the efficiency of this new HSAMG algorithm, let us consider a two-point boundary value problem stated as In the next discussions, the formulation of the HSGMG method proposed in [14] will be used to develop the HSAMG method. Overall, the GaussSeidel (GS) iterative method will be used a smoother in implementing both AMG methods. 
Then the restriction operator indicated as I~h will be primarily used to transfer the residual values of r h
The multigrid method is one of the most efficient iterative solvers to solve any system of linear equations generated from discretizing partial differential equations. Further discussions on the basic concept of the multigrid method can be found in [3] , [4] , [6] , [10] , [II] , [12] and [19] . In this paper, however, we shall restrict our discussion on the FSAMG and HSAMG methods by using the V(T]], T]2)-cycle approach [18] as shown in Fig. 2 . Then parameters, T]I and T]2 show a number of smoothing process for (5) . In the geometric approach, implementations of each V-cycle for the FSGMG and HSGMG methods will also consider only red points at each grid level, but incase of both AMG methods, the approximation equation in (3) at red points of the finest grid will be used to generate the linear system in (4). By using the Galerkin approach, it can be shown that both AMG methods will use a sequence of different systems of linear equations, which is defined as obtain v" Solve A h v" = fh at level n h to 
SOM E COMP UTATIONAL EXPERIMENTS
To validate the efficiency of the implementation of the FSAMG and HSAMG algorithms, several computational experiments were conducted to solve the following two-point boundary value problem, which is called one-dimensional Poisson equation.
In the second section, it has shown that the secondorder finite difference approximation equation for the full-sweep and half-sweep cases can be easily represented as shown in (3) . By borrowing the basic formulation of the HSGMG method using the red points to have the low computational complexity for grid, the same concept will be used to implement one HSAMG cycle as shown in Algorithm 1. Through several computational experiments conducted as shown in TABLE I, the number of iterations at all different mesh sizes for the FSAMG and HSAMG methods are equal by 5. It shows that the number of iterations for both AMG methods is not influenced by mesh sizes. This is due to the more mesh size used will involve many levels needed in order to improve approximate values of V h at the finest grid n h , see in [8] , [9] . In terms of the execution time as shown in Fig . 3 , the HSAMG method is faster approximately 6.38 -100% than the FSAMG method. As described in the first section, this is because of the computational complexity of the HSAM method is 50% less than the FSAMG method. In terms of the accuracy, the approximate solutions for the FSAMG and HSAMG method are in good agreement. Overall, it seems that the whole results for the effectiveness of the HSAMG method is obviously similar to the results obtained by using the HSGM method, see in [14] , [ 15] . and maximum absolute errors of the iterative methods.
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