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Abstract 
The graph-colouring problem may be generalised by allowing arbitrary constraints to be specified 
on the colour combinations permitted at each pair of adjacent nodes. A set of colourings which is the 
solution to some network of specified constraints is said to be a representable set. This paper derives 
exact expressions for the number of representable sets when the corresponding graph is cycle-free or 
series-parallel. 
1. Introduction 
The problem of assigning colours to the vertices of a graph in such a way that 
adjacent vertices have different colours is one of the oldest topics in graph theory [l]. 
One way to generalise this problem is to allow arbitrary restrictions to be specified on 
the colour combinations permitted at each pair of adjacent vertices. These restrictions 
will be referred to here as “constraints” and a graph which has a constraint specified 
for each edge will be referred to as a “constraint network”. 
Any colouring which simultaneously satisfies all of the constraints is said to be 
a solution to the network. A great deal of work has been done by various authors on 
developing efficient algorithms for finding the set of all solutions to a given constraint 
network, see for example [2, 4, 6, 8, lo]. 
Sets of colourings which are precisely the solutions to some constraint network are 
called representable sets, using the terminology introduced by Montanari [9]. Note 
that the set of proper colourings of a graph is a representable set. 
This paper introduces several techniques for calculating the number of representa- 
ble sets on graphs of various types when the colours are all chosen from some fixed 
finite set. 
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2. Definitions 
We shall assume for simplicity that graphs have no loops or multiple edges. 
Definition 2.1. A constraint network, N, on a graph G = (V, E) is defined to be an 
ordered 5tuple, (I’, E, r, C, G), where r is a set of colours, C is a set of constraints and 
o is a one-to-one mapping from C onto the set of edges, E. Each constraint, c, is a set of 
allowed colourings for the vertices of cr(c), with the colours chosen from r, i.e., 
c E PC). 
For any constraint c and any vertex u E a(c) we define the projection of c onto v, as 
follows: 
71,(c) = {r,Erl+Ec, r(u) = r,}. 
The projection of a constraint onto a vertex is the set of colours allowed by that 
constraint for that vertex. 
Definition 2.2. A solution to a constraint network, N = (V, E, r, C, CT) is a mapping, 
s: V+ r, such that for each constraint c E C, the restriction of s to a(c) is a member 
of c. 
The set of all solutions to N will be denoted Sol(N). 
Definition 2.3. A set S is representable on G if there exists a constraint network N on 
G such that S = Sol(N). 
The number of distinct sets S c TV which are representable on G is a function of 
G and lrl which will be denoted R(G, Ir(). 
In general, for any set S which is representable on G, there will be a nonempty 
family of constraint networks, N, on G, such that S = Sol(N), which will be denoted 
“6. 
We now define the intersection of two constraint networks, Ni and NZ, on the same 
graph, to be the constraint network in which each constraint is the intersection of the 
corresponding constraints in Ni and iV2. JIrs is closed under this intersection opera- 
tion so we can obtain a minimal member of Jlrs which is defined as follows: 
Ns = n N. 
NEXS 
(Note that the minimality is with respect to the partial ordering of constraint networks 
on G induced by the subset ordering on corresponding constraints.) 
For every representable set S there is a unique minimal network N,, so the problem 
of calculating R(G, lrl) is equivalent to the problem of counting the minimal con- 
straint networks on G. The following proposition (due to Montanari [9]) gives an 
alternative characterisation of minimal networks which will be used to count them: 
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Proposition 2.4. A constraint network N = (V, E, r, C, a) is minimal if and only $for 
each constraint CE C every colouring rEc may be extended to a solution to N. 
Proof. If N is minimal and r is any member of the constraint c then there must be 
some solution, s, of N such that sI,(,) = , r otherwise the network N’ with c’ = c\r 
would have the same solutions as N and be smaller. Conversely, if every element in 
every constraint can be extended to a solution then no element can be removed from 
a constraint without changing the set of solutions. Hence N is minimal. 0 
In the analysis below we shall exclude the trivial minimal constraint network in 
which all the constraints are empty, and hence assume that every constraint contains 
at least one pair. 
3. Constraint networks on cycle-free graphs 
A simple counting method may be used to count the number of minimal constraint 
networks on any graph which has no cycles. We first need the following definition: 
Definition 3.1. A constraint network N = (V, E, r, C, a) is “vertex-consistent” if, for all 
cl, c2 E C and VE V, if DE a(cl) and VECJ(C~) then TC,(C~) = 7c,(c2). 
Proposition 3.2. If N = (V, E, r, C, rs) is a minimal constraint network then N is 
vertex-consistent. 
Proof. Let cl, c2 be any two constraints in C and let v be any vertex in o(cl) and G(c~). 
By Proposition 2.4 any member, r, of c1 can be extended to a solution of N so 
r(v)Ez,(c2). Hence, TOT, 2 TV,. Similarly, n,(cl) z TV,, so N is vertex-consis- 
tent. 0 
For cycle-free graphs we can strengthen this statement and show that vertex- 
consistency is equivalent to minimality: 
Proposition 3.3. A constraint network on a cycle-free graph is minimal if and only ifit is 
vertex-consistent. 
Proof. Using Proposition 2.4 we need to prove that if N is vertex-consistent then any 
colouring r in any constraint c of N may be extended to a solution to N. A suitable 
solution may be constructed by colouring the vertices of CT(C) according to r and then 
successively choosing a colour for vertices at distance 1,2, . . . from these vertices 
which is allowed by all constraints on edges joining the new vertex to previously 
coloured vertices. Since there are no cycles there will be at most one such constraint 
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for each new vertex, and vertex-consistency implies that this constraint will allow at 
least one colour for the new vertex. Cl 
Hence to count the representable sets on cycle-free graphs we may simply count the 
number of constraint networks which are vertex-consistent. It is sufficient to consider 
only connected cycle-free graphs, in other words “trees”, since the results for discon- 
nected components may be multiplied together. 
Lemma 3.4. Let N = (V, E, T, C, a) be a constraint network and let e = {u, w} be any 
edge in E. 
For any S G T, with ISI = i, the number of possible values for the constraint 
c = a-‘(e) such that X,(C) = S and Iz,(c)I = j is given by 
Irl i ( ) j k;l’- lFk 0 ; (2k - 1)‘. 
This value will be denoted Mij. 
Proof. The number of possible values for the constraint c = a-‘(e) such that 
rc,(c) = S and n,(c) = Tmay be obtained by using the inclusion-exclusion principle on 
the subsets of S x T: 
Using the binomial theorem to perform the summation over I, and multiplying this 
expression by the number of sets T such that 1 TI = j gives the result. 0 
Theorem 3.5. Let G be a tree, and let x be the root vertex. For any vertex, v, in G, let 
Children(u) denote the set of child nodes of v. For i = 1,2, . . . , Irl deJne the integer 
function ni on the vertices of G as follows: 
Then we have, VG # K1, 
NG Irl) = c Ir’ Irl q.(x) 
,=I ( 1 i ” 
Proof. We first prove by induction on the depth of the tree G that for any S E r with 
ISI = i, the value of rli(X) is equal to the number of vertex-consistent networks on 
G such that rc,(c) = S for all constraints c with x~a(c). When G = K1 there are no 
constraints, so the assertion holds trivially. For larger trees we assume, inductively, 
that the assertion is true for all subtrees and use Lemma 3.4 to count the number of 
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possible values for the constraint on the edge between x and each of its children. The 
assertion then follows for all G, by induction. 
Hence, when G # K,, summing the values of ri(X) multiplied by the number of 
distinct subsets of r of size i gives the total number of vertex-consistent networks on 
G. By Proposition 3.3 this is equal to R(G, Ir(). Cl 
Expressions for the number of representable sets on the star graph, Kr,,, and the 
path graph with n edges, P,, may be obtained as simple corollaries to Theorem 3.5. 
Corollary 3.6. 
lim RWI.,, Irl) (l/n) = (2lrl _ l)lfl, 
“-do 
Corollary 3.7. Zf we set M = (Mij), then 
Example 3.8. If (r( = 2 then 
R(K,,,, Irl) = 3”(3” + 2), 
lim R(K,,,, Irl)(““) = 9. 
n+m 
This value should be compared with the total number of possible constraints available 
for each edge, which is 15. This result indicates that the number of constraint networks 
is considerably reduced by the requirement for vertex-consistency. 
Corollary 3.7 may be used to derive an expression for R(P,, II-l), in terms of the 
eigenvalues of M. 
Proposition 3.9. 
where the /zi are the distinct eigenvalues of M and the ai are constants. 
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Proof. First note that the proof of Proposition 3.4 shows that M may be factored into 
the product SD, where S is a symmetric matrix and D is a diagonal matrix with 
positive entries. Hence M is similar to the real symmetric matrix D”2SD1/2, so M is 
simple and there is a basis of eigenvectors of M. Expressing the all ones vector as 
a linear combination of these eigenvectors and substituting into Corollary 3.7 gives 
the result. 0 
Corollary 3.10. 
lim R(P,, IF I)(lin) = p(M) 
n-rcc 
where p(M) is the spectral radius of M. 
Proof. M is positive, so by the Perron-Frobenius Theorem [7] M has a unique 
maximal positive eigenvalue, Ai, equal to p(M) with an associated positive eigen- 
vector, v, orthogonal to all other eigenvectors. Since the inner product of v with the all 
ones vector is positive, the coefficient of v in the expression for the all ones vector must 
be positive, so a, is positive, and the result follows on taking the limit. 0 
Example 3.11. If Irl = 2 then 
M= 
The eigenvalues of M are 
J c9+*z7372 1 
2 ” 
(1) 
(2) 
By Proposition 3.9 
R(P,, 2) = ali; + a2/1;. (3) 
The values of R(P,, 2) for the first few values of n are shown in Table 1. By Corollary 
3.10 
lim R(P,, 2)(““) E 7.372. (4) 
“-rCC 
This value should again be compared with the total number of possible constraints 
available for each edge, which is 15. 
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Table 1 
Number of representable 
sets on P. (\r 1 = 2) 
” Nf’n, 2) 
1 15 
2 99 
3 711 
4 5211 
5 38367 
6 282771 
7 2084535 
8 15367563 
Table 2 
Spectral radius of matrix A4 and ratio to number of possible 
constraints 
lrl P(M) p(M)/(2”” - 1) 
2 7.372 0.49 1 
3 272.5 0.533 
4 4.196 x IO4 0.640 
5 2.509 x 10’ 0.748 
6 5.744 X 1O’O 0.836 
7 5.061 x 1Ol4 0.899 
8 1.735 x 10’9 0.940 
9 2.335 x 10z4 0.966 
10 1.243 x 103’ 0.981 
Example 3.12. The approximate values of p(M) for the first few values of Irj are 
shown in Table 2. The final column in this table shows the ratio between p(M) and the 
total number of possible constraints for each edge, which is 21rl’ - 1. These values 
suggest that the restriction imposed by the requirement for vertex-consistency 
becomes less significant for larger sets of colours. 
4. Constraint networks with cycles 
If the graph G has cycles then vertex-consistency is not sufficient to guarantee 
minimality since in this case there are alternative paths between vertices. Proposition 
2.4 tells us that a network will fail to be minimal if any constraint allows a pair of 
values which is disallowed by some combination of other constraints. In order to 
tackle this problem we introduce the new concept of the “link state” which records the 
set of possible constraints between a pair of vertices. 
Definition 4.1. Given a constraint network N = (V, E, r, C, a) and any pair of vertices 
x, ye V, a set 1 c r x r may be interpreted as a set of colourings of x and y. If we 
denote this set of colourings by cfy then we may define the link state between x and 
y to be 
{Ic~x~~(V,Eu{{x,y}},~,Cu{~~~),~‘)isaminimalconstraint 
network} 
where 0’1 c = o and o’(cfy) = {x, y}. 
Note that the concept of a link state is a higher level concept than that of 
a constraint, since constraints specify allowed combinations of colours, whereas link 
states specify possible constraints. A link state which is a singleton set will be called 
“unambiguous”. 
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Given a set of possible constraints between a pair of vertices u and v, and a set of 
possible constraints between the vertices v and w, we may calculate the possible 
constraints between u and w in any minimal constraint network. For example, if the 
link state between vertices u and v is the unambiguous link state consisting of the 
single set 
{L rlh Vl, r2),v2, rl), v2, r2,> 
and the link state between vertices v and w consists of the single set 
(VI, r,), (r,, rr), (T,, Tz)J 
then we may deduce that the link state between vertices u and w must be contained in 
This leads us to define a natural product operation on link states, as follows: 
Definition 4.2. Given any two link states, Li and Lj, we define 
Li*Lj= (1~ TXTI311ELi, 312ELj, 
where o(cC) = {u, v}, a(~:~~,“) = {u, w} and o(cf”) = 
{u, w> is a minimal constraint network}. 
We now define Y to be the closure of the set of all possible unambiguous link states 
under this product operation and the usual set intersection operation. Using just these 
two operations we may obtain the value of R(G, Irl) when G is any “series-parallel” 
graph, defined as follows [9]: 
(1) The graph G = K, with two vertices o and w joined by a single edge is 
a series-parallel graph with terminals v and w. 
(2) (Series combination) Given two series-parallel graphs with terminals vl, w1 and 
v2, w2 the graph obtained by letting w1 and v2 coalesce is a series-parallel graph with 
terminals v1 and w2. 
(3) (Parallel combination) Given two series-parallel graphs with terminals vl, w1 
and v2, w2 the graph obtained by letting v1 and v2 coalesce and w1 and w2 coalesce is 
a series-parallel graph with terminals vr and wl. 
Note that every series-parallel graph has an ordered pair of distinguished vertices, 
called “terminals”. 
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Theorem 4.3. Let L1, L2, . . . , L, be the elements of 9. For i = 1,2, . . . , m define the 
integer function pi on any series-parallel graph G as follows: 
(1) Zf G = K2 then 
Pi(G) = 
i 
1, if Li is unambiguous, 
0, zf Li is not unambiguous. 
(2) If G is formed from the series combination of G1 and G2 then 
Pi(G) = (, k,L FL = L) pLj(Gl)pk(G2). 
3 , k I 
(3) If G is formed from the parallel combination of G1 and G2, then 
Then we have 
R(G, Irl) = f Pi(G). 
i=l 
Proof. The result is clearly true when G consists of a single edge. By induction on the 
number of series and parallel operations used to construct G we may show that the 
value of pi(G) is equal to the number of minimal constraint networks on G such that 
the link state between the terminals is Li. Hence, summing the values Of pi(G) gives the 
total number of minimal constraint networks on G. 0 
The following corollary gives a simpler expression for pi in three special cases: 
Corollary 4.4. (1) Zf G is formed from the series combination of G1 and G1, where 
Gz = Kz, then 
Pi(G) = t Pj(Gl)Sji 
j= 1 
where the Sji are integer constants. 
(2) Zf G is formed from the series combination of G1 and G2, where G1 = K1, then 
Pi(G) = f Pj(G,)Tji 
j=l 
where the Tji are integer constants. 
(3) Zf G is formed from the parallel combination of G1 and G2, where G2 = K,, then 
Pi(G) = t Pj(Gl)f’ji 
j= 1 
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where the Pji are integer constants. 
Proof. This result follows directly from Theorem 4.3 if we set 
Sji = I{ Lk 1 Ljlr Lk = Li, Lk unambiguous} 1, 
rji = ( { Lk 1 Lk Ir Lj = Li, Lk unambiguous} 1, 
Pji = 1 {Lkl Lj n Lk = Li, Lk unambiguous} I. Cl 
We now set S = (Sji), T = (Tji) and P = (Pji). By considering link states which are 
subsets of {r=} x r for some r,~r, it is possible to show that S and T may be 
rearranged into block diagonal form, in which some of the blocks are equal to M. 
Hence all the eigenvalues of M are also eigenvalues of S and T. The details of the 
relationship between the matrices M, S and Twill not be pursued further here. 
Using these special cases we may count the representable sets on the cycle graph 
with n edges, C,: 
Corollary 4.5. For all n 2 3 
1 
R(C”, Irl) = (PIWdr P2W2L . . . ~Pmw*))~“-2P i,l t . i 
Proof. The graph C, may be formed by taking the graph K2 and performing 
a sequence of n - 2 series combinations with K2, followed by a parallel combination 
with K,. Hence, using Corollary 4.4 repeatedly, the values of pi(C,) for i = 1,2, . . . , m 
are given by the vector (pr (K2), p2(K,), . . . , p,,,(K2))S”-* P. 0 
Similarly, we may count the representable sets on the ladder graph P, x K2, which 
will be denoted A, and a triangulated ladder graph, as illustrated in Fig. 1, which will 
be denoted A:. 
Fig. 1. A triangulated ladder graph AL+. 
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Corollary 4.6. 
1 
R(Al, Irl) = (Pi(K,), AK*), . . ..P&2))WJV !I 1 7 i 
1 
Wb, IJ-I) = (P,(K,),P2(K,), . . ..PL.(K2))WTP)” 
1 i.1 . . i 
For a fixed value of Ir 1 the complexity of the calcualtion of R(G, )r I) using Theorem 
4.3 is linear in the number of series and parallel combinations used to construct G, and 
hence linear in the number of edges of G. 
However, the number of possible link states increases rapidly with jr (, In order to 
simplify the calculation of R(G, Irl) we consider the group of permutations of r, 
Sym(T). The induced action of Sym(T) x Sym(T) on the set of link states may be used 
to partition this set into a number of orbits. The orbits will be referred to as “link state 
types”. 
Table 3 
The 10 link state types when r = {r,, r2} 
Type Representative Size 
1 
2 
3 
4 
5 
6 
I 
8 
9 
10 
i(r,,r,),(r,,r,),(r,,r,),(r,,r,)}} 
{icrl. rd, (r,, w 
icrl. r,), u-,, w. 
((r,,r,),(r,,r,),(r,,r,)), 
1 
2100000000 2010000000 
2700000000 0200000001 
0020000001 2070000000 
0022410000 0202410000 
s^= 0 0 2 0 4 0 2 0 1 0 ) f= 0200402100 
0020020401 0200020041 
0020004003 0200004003 
0020000403 0200004201 
0020004021 0200000043 
\o 0 2 0 0 0 0 0 0 7 0200000007 
Similarly, we form the 10 x 10 matrix P^ containing the coefficients Pji. 
1000000000 
0100000000 
0010000000 
0001000000 
p= 0000100000 . 01
0001310000 
0000210000 
0000210000 
0002410000 
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Because of the symmetry between the colours in I’, the values of pi(G) calculated in 
Theorem 4.3 are constant within each link state type, so we need only consider one 
representative from each link state type. This considerably reduces the calculations 
required to obtain R(G, Irl), and, in particular, allows the matrices S, T and P to be 
replaced with the smaller matrices S, ? and P containing the coefficients Sji, Tji and 
Pji for just the representative link states. 
Example 4.7. When Ir 1 = 2, if we calculate the closure of the product operation on 
the set of 15 unambiguous link states we obtain a total of 24 link states. By considering 
the induced action of the group Sym(T) x Sym(T) on these link states we find that 
there are 10 link state types which are listed in Table 3. 
Choosing one representative from each link state type we form the 10 x 10 matrices 
s^ and f containing the corresponding coefficients Sji and Tji defined in Corollary 4.4. 
\ 
I 
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Table 4 
Number of representable sets on 
C”Wl = 2) 
3 165 
4 1721 
5 15741 
6 132121 
7 1053093 
8 8137377 
9 61711725 
10 462734153 
The minimal polynomial of the matrix s^ is: 
(x2 - 9x + 12)(x - 2)2(X - 4)2. 
So, using Corollary 4.5, we may obtain a recurrence relation for R(C,, 2) giving 
R(C,, 2) = n; + i; + (1 + n)2”_ l - (1 + n)4”, (5) 
where ir, A2 are eigenvalues of 2, and have the same values as the eigenvalues of 
M given earlier (equations (l), (2)). The values of R(C,, 2) for the first few values of 
n are given in Table 4. From equation (5) we obtain 
lim R(C,, 2)(l/“) z 7.37. (6) 
n+ 3c’ 
The largest eigenvalue of the matrix 9% is approximately 184, so for the ladder 
graph, A,, with 3n + 1 edges, we may use Corollary 4.6 to obtain a recurrence relation 
for R(A,, 2), and deduce that 
lim R(A,, 2)11(3n+ ‘) z 5.69. (7) 
n-t Lr 
The largest eigenvalue of the matrix gp?p is approximately 289, so for the tri- 
angulated ladder graph, AL, with 4n + 1 edges, we may use Corollary 4.6 to obtain 
a recurrence relation for R(Ah, 2), and deduce that 
lim R(Ak, 2)“(4”f’) z 4.12. (8) 
n-x. 
Hence, the values available for each individual constraint are more tightly restricted 
on these ladder graphs than on any of the graphs previously considered. 
5. Conclusion 
We have developed techniques for counting the number of representable sets on 
cycle-free graphs and series-parallel graphs. 
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These results clarify the extent to which the overlap of separate constraints reduces 
the number of values which they each may consistently hold. The fact that this 
reduction is considerable, in the cases we have examined, indicates that overlapping 
constraints cannot be regarded as acting independently. This has implications for the 
quantitative analysis of all applications of constraint networks (e.g., [S, 11, 121). 
For graphs which do not come into the class of series-parallel graphs’ there are 
currently no available methods except brute force enumeration. It appears that rather 
different counting techniques will be required in order to deal with problems of this 
type, perhaps analogous to the subgraph expansions which may be used to calculate 
chromatic polynomials on arbitrary graphs [l]. 
The ideas in this paper may be extended to cover constraint networks defined on 
hypergraphs, where the constraints specify the allowed combinations of colours for 
the vertices in each hyperedge. The concept of a representable set extends naturally 
into this framework. We believe that the study of representable sets on hypergraphs 
will be particularly relevant to the analysis of pattern-recognition techniques which 
use local information to achieve global classification, since only representable sets of 
patterns can be distinguished by such techniques. 
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