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Abstract 
This thesis aims at developing an authentication system with both high security and 
usability. We focus on multi-modal biometric fusion using fuzzy logic and 
adaptive fusion of speaker verification and verbal information verification. 
Biometric authentication has advantages over traditional password or 
token-based authentication method since it cannot be shared, lost or 
stolen. However, its performance is affected by external factors in data acquisition 
(E.g., lighting and noise) and user-device interaction. Therefore, multi-biometric is 
used to reduce the effect of the external factors and increase security. Fuzzy logic is 
used to dynamically alter the weight of each biometrics, taking into consideration 
the effect, in the fusion of the three biometrics we use - speech, face and 
fingerprint. We compare this approach with the weighted average method and 
statistically significant results are achieved. 
More specifically on speech, speaker verification (SV) verifies user identity by 
the user's acoustic characteristics and verbal information verification (VIV) verifies 
a user by verbal content such as personal information or user-defined 
commands. As SV and VIV share the same input utterance, together they can 
reduce the intrusiveness to the user and provide a higher level of security. We 
investigate the characteristics of VIV and we use the discriminating power of the 
prompted question (the number of distinct and unique responses relative to the total 
number of enrolled subjects) as a factor to develop the adaptive fusion method. 
- i i -
Experiments show that the performance of the fused result is statistically significant 
when compared to weighted average fusion. 




於說話者語音特徵確認(speaker verification)及語音內容確認(verbal information 
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Computer security has raised concerns among the general public since the growing 
popularity of the Internet has make it more convenient for people to use computer to 
access, search and handle information which can be public or private in nature. The 
protection of personal information has become both an essential and critical task. 
The design of an authentication system needs to consider both security and 
user-friendliness of the authentication system. In fact, security research has become 
an important human-computer interaction topic, as intmsiveness to the user during 
authentication is a major concern in system design. 
The objective in user authentication is to provide high security system with 
maximum flexibility and user-friendliness. Traditional authentication requires users 
to provide something that they have (E.g., keys or ID cards) or knowledge that they 
possess (E.g.，a password). However, these kinds of authentication methods have 
their own disadvantages: tokens (keys or ID cards) can be shared, reproduced or 
stolen by the others; a long and complicated password is hard to remember while a 
short and simple one can be easily broken. In addition, nowadays the number of 
passwords or tokens that we have to take care of is already too much. Therefore, 
some of the authentication methods have been evolved to make the system more 
user-friendly. For example, verbal information verification (VIV) is an 
authentication method that verifies verbal message content based on the claimant's 
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personalized/cognitive information. Therefore, this method uses a spoken 
"password" which a user does not need to explicitly or consciously remembers and is 
also difficult for imposters to guess. More studies on this method will be conducted 
in this thesis. Besides improving on these traditional authentication methods, 
another approach has attracted a lot of attention recently. This approach is 
biometric authentication which does not require the users to remember and carry 
anything but authenticate by who they are. 
Biometric recognition is defined as the automatic recognition of individuals 
based on their physiological and/or behavioral characteristics [1]. The idea of 
biometrics is first proposed in the mid century. By the late century, 
fingerprint was first started to be used as a tool for identification. Other biometrics 
like face and voice, which uses the natural feature in human-human authentication, 
created a new era in user authentication in computer system. In [1], the authors 
introduced seven characteristics that a biological measurement should have in order 
to be a qualified biometric. They are universality, distinctiveness, permanence, 
collectability，performance, acceptability and circumvention. However, each 
biometric can only satisfy some, but not all of these characteristics, at a certain level 
[1]. The choice of biometrics then becomes dependent on the specific task. For 
example using iris may be more accurate than using voice, but it is not suitable for 
telephone-based authentication. There are many kinds of biometrics and the most 
commonly and widely accepted ones are voice, face, fingerprint and iris [2]-[5]. 
Other biometrics including hand geometry, handwritten signature and human gait 
have also been developed for the use in different situations [6]-[8]. In this thesis, 
voice, face and fingerprint are being used because of their high public acceptability 
and their easy collectability for verification. 
2 
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However, using a single (uni-modality) biometrics for authentication is not 
robust towards the change of environment and other variation in data acquisition. 
For example, face, a physiological type of biometrics authentication is not effective 
for discriminating twins and is not robust against varying lighting conditions, 
different face poses (head orientations) of users and changes of facial expression. 
In fingerprint verification, the placement of the users' finger on the fingerprint 
scanner and the pressure applied on the device will affect its performance. 
Voiceprint used both the claimant's physiological and behavioral properties. It can 
be affected by the language spoken, health condition (E.g. getting a cold) and 
background noise. 
All the above shortcomings motivate the use of multi-modal biometric fusion, 
which improves authentication performance by combining different biometric 
classifiers from diverse modalities. Good decision fusion strategies can leverage 
their mutual complementarity to improve performance. Therefore biometric fusion 
has became an active area of research and systems using different combinations of 
biometrics has been developed [9]-[ll]. 
“Lau et. al. [12] proposed using the fuzzy logic decision fusion framework in a 
multi-biometric system. The system made use of environmental factors (E.g. 
illuminance that affect face verification) to determine the reliability of the biometric 
recognition decision. By introducing these adaptabilities to face and fingerprint, 
the authentication performance is significantly improved compared with classical 
fixed weight weighted average fusion method. However, the system is only 
partially adaptive because only the face and fingerprint biometrics can adapt to the 
environmental and human-device interaction. The voiceprint weight is not 




There are two major objectives in this thesis. The primary objective is to develop a 
fully adaptive fuzzy logic decision fusion system for multi-modal biometrics. The 
secondary objective is to study the performance characteristics of verbal information 
verification in order to facilitate the fusion with speaker verification. 
A fully adaptive fuzzy logic decision fusion system for multi-modal biometrics 
means that all the weights of the biometrics in the system are adaptive to data 
acquisition variations. We have studied the performance characteristics of speech, 
face and fingerprint that each of them will be affected by environmental, ambient and 
user-device interaction factors. We also studied the classical weighted average 
fusion to find out its weakness and take them into consideration when proposing a 
better idea. 
In addition, as mentioned before we had done some analysis on the performance 
characteristics of VIV. If we can find out under which situations VIV is more 
reliable, it will be helpful for us to design a good fusion strategy combining VIV and . 
speaker verification. Speaker verification is selected because it can share the same 
input speech utterance with VIV. This reduces the intmsiveness and at the same 
time increases security. Unlike fuzzy logic, adaptive fusion for VIV and speaker 
verification requires less design (fuzzy rules) and computation time. 
The proposed method for the combination of speaker verification and VIV is a 
specific method rather than a framework. It is only applicable to the specific 
combination (speaker verification and VIV). The goal is to combine the 
information provided from the speech modality for authentication. Without further 




The multi-modal biometrics fusion using fuzzy logic decision fusion is a 
framework that can incorporate different kinds of biometric modalities. We can use 
the fused speech modality authentication system instead of only using the speaker 
verification system in the fuzzy logic decision system. However, the incorporation 
of speech modality authentication system into fuzzy logic decision fusion is not 
included in this thesis. 
1.2. Thesis Outline 
The previous work and some background on multi-biometric fusion and VIV will be 
given in Chapter 2. The data being used in this thesis will be described in Chapter 
3. Chapter 4 will discuss the performance of the authentication methods including 
biometrics and VIV. A detailed analysis on the weighted average fusion results for 
multi-modal biometrics will be given in Chapter 5. In Chapter 6，we will describe 
the relationship between the external information being used for estimation of 
biometric weights and also the fully adaptive fuzzy logic decision fusion system will 
be described. Chapter 7 contains the analysis of the characteristics of VIV. For 
Chapter 8，the fusion strategy and the results of SV and VIV will be presented. In 




In this chapter, necessary details about various authentication systems and the 
techniques that are used for fusion will be described. Background information for 
the three biometrics we used — speech, face and fingerprint, verbal information 
verification, decision fusion techniques and a fusion technique - fuzzy logic will be 
described. A review of the state of the art technique will be given for those 
authentication methods and fusion techniques. 
2.1. User Authentication Systems 
User authentication is the verification of a user identity against a claimed identity. 
An" authentication system is different from an identification system. In 
authentication system, a user need to give a claimed identity and the system will 
verify whether the user claim is true or not. In an identification system, a user does 
not need to provide a claimed identity. The system will identify the identity of the 
user from the database. In a closed set identification, the system will return the best 
guess of the user identity but in an open set identification, the system can return the 
result of no identity found. 
In an authentication system, there is an enrollment phase and a verification 
phase. During the enrollment phase, users will be registered to the system (see Fig. 
2.1). Users are required to provide their personal information and biometric sample 
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(E.g. answers to a list of questions, photos with their face, fingerprint or speech 
uttered by them). The data will be transformed into a profile or templates and 
stored in the system. In the verification phase, that is, when the user come and 
claims her identity, the system will again ask for some form of data sample and 
matches against what they have provided before to make the decision of accepting or 
rejecting the user claims (or make the best guess for identification). The illustration 
is shown in Fig. 2.1. 
I Enrollment Phase | 
0 | - " H r ~ ^ 
L A Enroll 乂~乂 
一 • 
u ^ : ^ ^ 
Profile Profile Database 
1 Verification Phase ] 
Verification  
— - Accept 
M ^ i r： 




X - A Match Best 
( \ ^ 一 = = . 一^^ Guess / 
\今 ‘―r^ No Match 
、 l i 」 
Profiles 
Fig. 2.1 Operation phrases for an authentication system. 
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A user who claims her true identity is called a claimant while a user who tries to 
claim a false identity is called an imposter. In an authentication system, there are 
two kinds of error: they are false acceptance and false rejection. False acceptance 
happens when an imposter gets accepted while false rejection happens when a 
claimant gets rejected. 
During evaluation, we will compute the false acceptance rate (FAR), false 
rejection rate (FRR) and also equal error rate (EER) for comparison. False 
acceptance rate is the ratio between the number of falsely accepted imposters and 
total number of imposter trials (2.1). 
F从 _ Number of Falsely Accepted Imposter 1) 
Number of Imposter Trials ’ 
False rejection rate is the ratio between the number of falsely rejected claimants 
and total number of claimant trials (2.2). 
_ Number of Falsely Rejected Claimants rRR = (2.2) Number of Claimant Trials 
,‘ At different threshold value, we will have different false acceptance rate and 
false rejection rate. EER is the error rate that when the system have the same false 
acceptance rate and false rejection rate. EER exists at the threshold point that gives 
equal false acceptance rate and false rejection rate (see Fig. 2.2). 
\ E E R / 
Threshold 
Fig. 2.2 Illustration on Equal Error Rates 
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In some applications, e.g. military restricted area (like missile silo) or bank safe 
access control, the cost we have to pay for falsely accepting an imposter is much 
higher than falsely rejecting a claimant. In such cases, we have to consider using 
other evaluation metrics like Detection Cost Function [13] which provide a penalty 
cost for the false rejection and false acceptance errors. In addition, we can also try 
to used Receiver Operating Characteristic Curve (ROC) [14] or Detection Error 
Tradeoff Curve (DET) [15] to see how varying the threshold value will affect the 
system performance. EER is used in this thesis because it is a simple way for us to 
use a single value to represent the performance of the system. That also provides 
us a way to select a threshold for the system. 
2.2. Biometric Authentication 
Three biometrics are studied in this thesis. They are speech, face and fingerprint. 
The verification system structure will be discussed in the following sub-sections. 
2.2.1. Speaker Verification System 
Speaker verification verifies a user by recognizing the speaker vocal tract and vocal 
r 
cords characteristics. User-specific speaker models are trained during enrollment 
using the sets of enrollment utterances. Features would be extracted from the 
enrollment utterances and models would be trained based on the observation in the 
feature vectors [2]. We used Gaussian Mixture Models (GMM) for our speaker 
model. The test utterance features would be extracted and fitted into the GMM 
speaker model in verification. The likelihood of the user's utterance using the 
claimant's speaker model is compared to that of the background speakers' model. A 
likelihood ratio will be given as an output score. The structure of the system is 
shown in Fig. 2.3. 
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Utterances ^ Models 
Testing •! Verification 
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” i  
Background 
Speakers Model j Normalization ^ scores 
Fig. 2.3 The speaker verification system 
If the testing utterance is recorded in a noisy environment, the speech signal will 
contain plenty of background noise. The ratio between the power of useful speech 
signal and the power of background noise is called Signal-to-Noise-Ratio (SNR). 
When the SNR of the test utterance is high, the result of the system should be more 
reliable because the test utterance contains more useful information of the speaker 
characteristic. On the other hand, if the SNR is very low, the test utterance contains 
a lot of distorted signal due to the background noise. Since the background noise 
carries no useful information about the user identity, the reliability of the 
authentication result will then be low. 
2.2.2. Face Verification System 
A face verification system requires user to provide facial images for enrollment. In 
our setup, video frames are extracted as the input facial images. During enrollment, 
face images will first undergo a face-finding procedure. If face cannot be found in 
the image, that face image data will not be enrolled to create the user templates. 
The reason for the failure of face-finding mainly comes from the variation of the user 
poses and the facial image illuminance. If the user is not facing the camera, this 
will affect the face-finding procedure because the system locate faces in the image by 
10 
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finding the eyes of the user in the image, if one of the eyes cannot be seen in the 
image, face-finding will fail. Also, if the image is too bright or too dark, there will 
be too much noise in the image and the face features (E.g. eyes distance) extraction 
will be affected. 
During verification, testing frames are inputted to the system and undergo the 
face-finding procedure which is the same as enrollment. After face-finding, if face 
is not found in the image, the output verification score would be zero. If face is 
found in the image, the system will retrieve the corresponding user's template in the 
database and carry out the verification procedure. Verification score will be 
generated as the output. The procedure is presented in Fig. 2.4. 
Cannot be added 
into templates 
N o t 丨 
Found  
= = n t _ _ ^ Face Finding ^ ^ Enrollment | • Templates 
Jesting J Face Finding Q^und— verification • Scores 
Frames ^ ^  
Not 
Found I 
： Scores = 0 
�‘ Fig. 2.4 The face verification system 
2.2.3. Fingerprint Verification System 
In fingerprint verification system, fingerprint images will be used to create the master 
templates during enrollment. The master templates are created by performing 
feature extraction from the enrollment fingerprint images and then are stored in the 
database. The main feature that has been used is minutiae [3] such as bifurcations 
(a ridge splitting into two) and ridge endings. In verification, test fingerprint 
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images will first be converted into templates and then the master templates in the 
database will be used to match against the live templates to produce matching scores 
(see Fig. 2.5.). 
Enrollment Master 
Fingerprint H Enrollment ^ Templates 
Images 
irTesting + I Template I Live L , ^ 
Creation 卜 T e m p l a t e s " ^ M a y i n g 卜 Scores 
Fig. 2.5 The fingerprint verification system' 
2.3. Verbal Information Verification (VIV) 
Verbal information verification (VIV) was first introduced in [16]. It verifies a 
user's identity using the verbal information provided by the user against the user 
profile. This is a knowledge level authentication using the speech modality. A 
user profile will typically contain personal information of the user like their favorite 
color, their mother's maiden name and the year which they were bom. In [17], it 
had also mentioned that using this kind of information as a password is both easy to 
remember by claimant and hard to guess by imposters at the same time [18]. 
Example architecture of VIV used in [16] is shown in Fig. 2.6. 
User Profile  
P h o n ^ r ^ Target 
Transcription ” / Likelihood \ 
f T e s � Forced A LikelihoodNi Confidence _ „ Speech ~ • ^ . (Transcription „ ^ . . ~ • Scores Decoder . Scores , Measure Utterance b o u n d a r i e s / 
\ Anti-Model / 
Likelihood 
Fig. 2.6 Example verbal information verification system 
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VIV can actually be performed on two operation modes. They are fixed-pass 
phrase VIV and key-pass phrase VIV. For fixed-pass phrase VIV, an exact match of 
the whole utterance content (including semantic content, wording and word ordering) 
from the enrolled user profile is required during authentication. This method is 
more accurate but less user friendly because the users need to remember the wording 
and word ordering. For key-pass phrase VIV, user is allowed to use different 
wording and word ordering given that the keywords enrolled into the profile should 
be included. This can be done by keyword spotting. A garbage model is used to 
filter out non-content speech [19]. 
Although both VIV and Speaker Verification (SV) require the user to provide an 
utterance for verification, there are several significant different between VIV and SV 
[16]. For SV, it is a biometric that verifies user's identity by the speaker's speech 
acoustics characteristics. Speaker-dependent models and/or classifiers are needed. 
To build the models and classifiers, an enrollment session must be carried out to 
record the speaker speech. For VIV, we need a speaker independent model for 
recognizing the input phrase ‘ . No enrollment session are needed if a 
speaker-independent model is used but a speaker profile has to be built when a 
speaker establish his/her account. However, VIV will not be able to reject an 
imposter if the imposter knows the true speaker's personal information. It leaves to 
the user responsibility to protect their profile. 
In [16], two approaches had been studied to develop a VIV system. The two 
methods are automatic speech recognition and utterance verification technique. The 
results show that using utterance verification can give a better performance than 




automatic speech recognition because utterance verification can efficiently make use 
of the information in the profile. 
For the utterance verification method, it will get the utterance from the user and 
find the phone transcription of the utterance from the user profile. After applying 
forced alignment to the pass utterance using the phone transcription, each aligned 
phone was used to calculate the target model likelihoods and anti-model likelihoods. 
The two likelihoods will be used to calculate the confidence score using the 
normalized confidence measure [16]. The confidence score will then be used to 
compare against the threshold to decide whether to accept or reject an utterance. 
The recognition performance of utterance verification will be affected by the noise 
level of the speech signal. Therefore noisy speech signal will also affect the 
performance of VIV. 
Sequential utterance verification are used in Qi. L. et al. work [16], [20] that it 
will accept a user if the user can answer all the questions prompted by the system. 
Three-pass sequential utterance test is carried out in these work. An utterance 
tolerance interval was defined to increase robustness. The tolerance interval means 
if the user's pass utterance score is lower than the minimal confidence measure, the 
Utterance will still be accepted if the difference between the utterance score and 
minimal confidence measure is within the tolerance interval. 
In these previous work, fixed-pass phrase are used in the experiments that 
means the user have to use the exact wording as the one they registered in the system. 
There will be a problem if the user is not co-operative. Also it required the user to 
provide answer to three questions for sequential utterance testing. The reason 
behind is that using only one utterance will have the problem that people who have 
the same answer will be falsely accepted. Experiment in [16] also shows that with 
the threshold setting remaining the same, using only 2 questions will result in a larger 
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percentage of error. The paper also proposes that we could integrate VIV with SV 
to improve the system. 
In 2002，from [21], there is another work that migrates the English VIV 
technology to Mandarin. Since each word in Mandarin contains only a single 
syllable, so INITIAL and FINAL are used for building the speaker-independent 
model using Hidden Markov Model (HMM). Studies in context-dependent and 
context-independent anti-modeling techniques are also included. Common problem 
in people having the same answer to a personal question was mentioned. 
Technology migration to other languages continues. Different anti-modeling 
techniques including cohort model, world model, mixed cohort and world model and 
global model using HMM have been studied [22]. In 2004, the Cantonese VIV 
system was introduced with the new design of anti-model using GMM instead of 
HMM [23]. It is known that from [20]，[21] and [24], there are common practices 
that subjects have same answer as the other. Work can be done to see for which 
question that people will have same answer to the question. This may help us 
provide information of how to further improve the system. 
2.4. Combining SV and VIV 
Qi Li et. al. [24] proposed a system that used VIV as the automatic enrollment for the 
SV system. In the first few (4-5 times) authentications, the verification procedure is 
done by VIV. As mentioned before, VIV system does not require enrollment of 
speech data but a profile that consist of the user personal information. This allows 
the system to collect data for training the speaker-dependent model for SV. When 
there are enough data, the system will switch to SV. This can reduce the 
environmental and channel mismatch between enrollment and verification since the 
two procedures are undertaken in the same situation and device. The system in [24] 
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used these two types of speech authentication methods separately in different 
authentication trials. It does not combine the two techniques together to produce a 
more accurate verification engine. 
Yang Liu et. al. [25] proposed a fusion of method using non-standard Support 
Vector Machine (SVM) in 2002. It is a classification approach that makes use of 
non-linear decision boundary. This approach does not make use of any external 
information and the decision boundary was found from the development test set. 
The boundary is not dynamic so it is not adaptive to the changes in quality of data. 
Technologies that involve both speaker verification and verbal information 
verification have been designed into another form called "Conversational Biometric". 
This idea was introduced in 1999 from IBM [26]. This idea is to use some specially 
designed dialog to produce an IVR (Interactive Voice Response) system. The 
dialog will ask users questions and the acoustic information (MFCC) will be 
captured from the users' responses. The captured acoustic information will then be 
sent to both speech and speaker recognition engines. Verbal content will be 
recognized by the speech recognizer and then sent to the natural language processing 
unit" Instead of using utterance verification, the system will try to understand the 
user's meaning and decide whether the verbal information is correctly matched with 
u、 
the information in the profile or not. During the interaction between the user and 
the dialog system, the user is also continuously verified by a text independent 
speaker verification system. This makes the verification of the user non-obtrusive 
to the transaction or interaction between the user and the system. A conversational 
biometric system has a policy mechanism. The system administrator can adjust the 
policy to decide the number of wrong answer allowed when the voice print of the 
user shows that she is a claimant [27]. The performance of the system will be 
affected by the dialog system design. The system may also ask more than one 
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question to increase the performance. This kind of system will be more flexible as 
it can handle the problem of non-cooperative user who does not speak the exact same 
answer as in their enrollment session. However, this system still requires the user to 
provide more than one utterance for authentication. A potential disadvantage of this 
system is the users are requested to provide many utterances in an authentication. 
2.5. Biometric Decision Fusion Techniques 
No single biometric (uni-modality biometric) can give error-free recognition 
performance. One of the reasons is that biometric performance can be affected by 
different factors which can be emotional (E.g., tone and expression), biological (E.g., 
aging and scars) and environmental (E.g., lighting and noise). The users' ignorance 
towards the use of the biometric capture devices also degrades the performance of 
biometric recognition. This variability motivates the work on multi-modal 
biometrics [28]. Multi-biometric system design can vary from approaches, for 
example using multiple sensors, multiple biometrics (i.e. multi-modal) or multiple 
samples [29]. Biometric fusion becomes an active area of research and systems 
using different combinations of biometrics had been developed [9]-[ll]. 
Biometric fusion refers to the combination of different biometric results. It 
can be done at three levels: feature level, abstract level and matching score level [1]. 
At the feature level, the features of different biometrics are fused to produce a 
new feature vector. The decision is based on the classification result of the 
combined feature vector [30]. 
At the abstract level, a final decision is made based on the decisions of several 
biometrics collected. Every biometric itself can produce a decision whether to 
accept or reject a user. Methods like majority vote [31], Boolean AND or OR 
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methods [32] are used to combine the decisions from different biometrics and 
provide a single decision. 
At the matching score level, the confidence scores of different biometrics are 
fused by two major approaches, classification or score fusion, to make the final 
decision. For classification approach, the scoring patterns of a true (genuine) user 
and an imposter in different biometrics are used to train the classifier. The 
confidence scores of different biometrics are combined to become the feature vector 
for classification. These examples include Support Vector Machine [9]，Fuzzy 
K-mean, Fuzzy Vector Quantization, Median Radial Basis Function and Neural 
Network. The performance of these methods is reported in [10]，[33], [34]. 
For the score fusion approach in matching score level, sum rule, weighted sum 
rule, product rule, min rule and max rule are employed to produce a single score for 
decision [35],[36]. Among these methods, it is found that the sum rule and the 
weighted sum rule outperform the others because sum rule is the most resilient to 
estimation errors [35]. Our work is focused on matching score level using score 
fusion approach. 
"In the matching score level fusion, the matching scores (confidence scores) 
from different biometrics (in our case, it is face, fingerprint, and speech) are 
normalized and combined to a fused score. The idea is presented in Fig. 2.7. 
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Fig. 2.7 The matching score level fusion system 
The classical method for matching score level score fusion is weighted average 
fusion. Each biometrics will be assigned a weight, e.g. according to the reliability 
of each biometrics. In [37] they leam user-specific parameters from the 
development test set data. For different users, the reliabilities of different 
biometrics are not the same. Previously in [12], a fuzzy logic decision fusion 
system had been introduced which makes use of external information to estimate the 
quality of the biometrics sample in order to create a dynamic decision on whether the 
incoming biometrics sample is reliable or not. By estimating the weight using 
fuzzy logic, a significant improvement could be achieved. This concept is also 
being used in other application domains. For example in [38], a speaker 
verification system combines classifiers according to the speech data quality but it 
does not explicitly compute the weight. 
However in [12], the fuzzy logic decision fusion system only estimates the 
weight of face and fingerprint but it actually also combines with speaker verification 
with a static weight. Another problem is that the speaker verification system used 
cohort normalization but the cohort set it used is from the imposter set. This 
created a bias to the data that will result in a better system performance. 
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In this thesis, we have replaced the speaker verification engine that uses 
universal background model instead to reduce the bias. Another improvement we 
have made is to include the weight estimation function for speaker verification in the 
system. 
2.6. Fuzzy Logic 
One of the main tools that we had employed in this thesis is fuzzy logic [39]-[40]. 
It was proposed to mimic human thinking. In human mind, we will consider the 
concepts like "High", "Low", "Tall" or "Fat" which is not well defined. Fuzzy 
logic provided a tool for us to handle these kinds of fuzzy concepts. In the 
following of this section, we will introduce the basic of fuzzy logic and the reason 
why we are employing fuzzy logic for multi-biometrics fusion. 
Fig. 2.8 shows a block diagram of a fuzzy inference system. The fuzzifier 
shown in the figure represents the mapping from the input number into 
corresponding fuzzy set using fuzzy membership function. The inference engine 
makes use of the fuzzy rules and the fuzzy operators to generate the output fuzzy set. 
A defuzzification process using the defuzzifier to compute the output value from the 
• 
output fuzzy set. Each component in this diagram will be discussed in this section. 
Input Output 
Fuzzy Set Fuzzy Set  
I n p u t • Fuzzifier • imerence ^ Defuzzifier — Output 
Fuzzy Rules 
Fig. 2.8 Block diagram of a fuzzy inference system 
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2.6.1. Fuzzy Membership Function and Fuzzy Set 
Unlike the conventional Boolean logic, fuzzy logic allows intermediate values in 
between true and false. It handles the intermediate values by introduction of the 
partial set membership (degree of membership). Instead of using ‘0，for a 
non-member and ' 1' for a member, the partial membership is indicated by all the real 
numbers between 0 and 1. For example, for a given set Y, with Boolean logic, the 
characteristic function is as shown in Fig. 2.9. When the input value is less than Ti, 
then the output of the function is 1 which means that the input element is a member 
of the set Y. Alternatively, if the input value is larger than Ti, then the output of the 




0 i > 
input 
Fig. 2.9 An example of Boolean logic characteristic function 
务 
�� For a fuzzy set, intermediate values are allowed. The output value of the fuzzy 
. membership function contains all the real values between 0 and 1. In Fig. 2.10，a 
fuzzy membership function for set Y is shown. An element with output 1 represents 
a full membership while an output 0 represents a non-member. The fuzzy 
membership function is a continuous function. An input value of Ti+s which lies 
between Ti and T2 will result in a partial membership with the degree of membership 
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Fig. 2.10 An example of fuzzy set degree of membership function. 
2.6.2. Fuzzy Operators 
Like in Boolean logic, we can perform AND (intersection), OR (union) and NOT 
(negation) operations on a fuzzy set. The intersection and union operations of two 
fuzzy sets are essentially taking the maximum and minimum values between the two 
input fuzzy sets respectively (2.1)，(2.2). For the negation operation, it is 
represented by one minus the output of the fuzzy set (2.3). 
AND (inputl, input2) = Min (outputl, output2) (2.1) 
• OR (inputl, input2) = Max (outputl, output2) (2.2) 
• NOT (inputl) = 1- outputl (2.3) 
2.6.3. Fuzzy Rules 
Fuzzy logic framework uses a set of fuzzy rules to represent the knowledge of the 
system. The rules are presented by linguistic variables in IF-THEN format. They 
contain two parts, conditions and consequences. For example, we have three 
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linguistic variables with values high, medium and low. We have a condition that 
when "A is high and B is low", the consequence will be "C is medium", then the rule 
is described as: 
IF A is high and B is low THEN C is medium 
The conditions, combined by using the fuzzy set operations (AND, OR and 
NOT) and imprecation method (E.g. AND operation), will be used together with the 
consequent fuzzy set to determine the firing strength of the fuzzy rule. After 
calculating all the firing strengths of the fuzzy rules, the results (i.e. firing strength of 
each rule) are combined by an aggregation method (E.g. OR operation). The 
aggregation result becomes the final fuzzy output set. 
2.6.4. Defuzzification 
The fuzzy output set then undergoes defuzzification. A common defuzzification 
method is called centroid-of-area. It computes the value corresponding to the center 
of area (center of gravity) under the curve of the output fuzzy set (2.4) [41]. The 
defuzzified result becomes the output of the fuzzy system. 
“ f z. u{z)dz 
z 。 = ^ 
‘ I " � ( 2 . 4 ) 
�� 
where / / is the output fuzzy set and z is the value in the output domain, ZG^H. 
2.6.5. Advantage of Using Fuzzy Logic in Biometric Fusion 
For biometric verification, using a single threshold value to create a decision 
resembles using the traditional Boolean logic. But from the nature of biometrics, 
there is intra-class variation within the same user. Using crispy logic, a completely 
different decision would be made even with less than 0.01 score difference. 
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Suppose we have a biometric that with the threshold value of 0.3. The result that 
has the score 0.3 or above will be accepted. If there is a claimant who has her 
biometric sample (E.g. speech) which is a little different from the template stored in 
the system due to the intra-person variation (E.g. get a cold). This makes her 
biometric score only 0.29 and false rejection occurs. Intra-person variation is 
expected in biometric since by nature, biometric may change over time. However, 
it is usually not very fast and the variation is small. A biometric system is expected 
to be able to handle this kind of intra-person variation. Fuzzy logic provides a 
mechanism to handle this kind of variation using the concept of partial membership. 
Apart from the partial membership concepts, fuzzy rules can help us to create 
the dynamic decision boundary for decision making. The rules are described in the 
linguistic level. When we capture biometric samples of different qualities, different 
decision boundaries was are used. The mapping of which boundaries to be used is 
accomplished by fuzzy rule. For example, if biometric sample X is bad, then we 
should use the decision boundary for low quality biometric X or we should adjust the 
weighting of using biometric X to verify the subject identity. The fuzzy rule should 
be:“ 
’ IFXis bad THEN WeightX is low 
A fuzzy rule can include this kind of human knowledge in formulating the 
decision. Through this, we can also create a dynamic decision on which biometric 
we can trust upon the moment when a biometric sample is captured. This motivates 
the use of fuzzy logic technique in designing the system. 
In fuzzy logic decision fusion system, the weights of each biometric are 
estimated by the external factors that affect the performance using fuzzy logic. Fig. 
2.11 shows the idea of this. The weight is adjusted according to the reliability of 
each biometric which is estimated by external factors. These external factors that 
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have been used for each biometric will be discussed in this thesis chapter 6. They 
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Fig. 2.11 Flow of weight estimation using fuzzy logic 
2.7. Chapter Summary 
In this chapter we have reviewed previous work that had been on both uni-modal 
biometrics (E.g. speech, fingerprint and face) and multi-biometrics. We also 
studied the work on combining VIV and SV. The main tool that has been used in 
this thesis, i.e. fuzzy logic, is also introduced. The three metrics that will be used to 




In this chapter, the data that used in this thesis will be described. This thesis is 
mainly divided into two parts, multi-biometrics fusion and speech-based 
authentication, so the data descriptions will also be divided into two parts. We will 
first describe the data we used for multi-biometric fusion which includes speech 
utterances, facial images and fingerprint images. The second part includes speech 
utterances and its transcription for VIV and SV fusion. 
3.1. Data for Multi-biometric Fusion 
We have designed and collected the CUHK Bilingual Speech Corpus (BSC) [2]，[12]. 
BSC is a pilot collection of M3 [42]. M3 and BSC are not chimera, i.e. they contain 
multi-biometric data measured from a single subject. This corpus contains bilingual 
speech data (include English and Cantonese), face movement videos, and fingerprint 
images. The organization of the corpus is shown in Table 3.1. The data 
partitioning for enrollment and verification (including development test and test sets) 
and data size breakdown are described in Table 3.2. Each subject acts as a true user 
to his/her own profile and an imposter to the other subjects' profiles. A graphical 
illustration is shown in Fig. 3.1. In BSC, we have 16 subjects and each subject has 
10 samples of each biometric in the development test set and 24 for the test set. In 
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total we have 160 (16 claimants * 10 samples) and 384 (16 claimants * 24 samples) 
claimant trials in development test and test sets. We also have 2560 (16 profiles * 
15 imposters * 10 samples) and 5760 (16 profiles * 15 imposters * 24 samples) 
imposters' trials in development test and test sets. The number in enrollment set is 
the total number of data used for training speaker model (for speech) and user master 
templates (for face and fingerprint). 
Total number of Total number Number of 
subjects for each of sessions per instances per 
session subject session per subject 
16(10 male and 6 84 (34 for 4th 
Speech utterances 4 
female) session) 
Face movement 16 (10 male and 6 
2 3 
videos female) 
16 (10 male and 6 
Fingerprint images 1 20 
female) 





Enrollment Set (16 subjects) 
(16 subjects) Development 
Test Set 
Test Set 
Claimant 4032 (252*16) 160(10*16) 384 (24*16) 
Speech  
5760 
utterances Imposter - 2400(10*16*15) 
(24*16*15) 
Face Claimant 192(12*16) 160(10*16) 384 (24*16) 
movement 5760 
Imposter - 2400(10*16*15) 
video frames (24* 16*15) 
Claimant 96(6*16) 160(10*16) 384 (24*16) 
Fingerprint  
5760 
images Imposter - 2400(10*16*15) 
. (24*16*15) 
Total - 2560 6144 
Table 3.2. BSC data partitioning 
“ Participants User Profiles Participants User Profiles 
“ Q i |n-_-H ( J ) 
I B 竺： w k 
User 1 User 1 User 1 \ / User 1 
Profile \ Profile 
. d - 1 i O v > l 
User 2 User 2 User 2 / � \ z \ User 2 Profile / \ Profile 
(?) 同 风 々 ， 、 、 同 
• 竺 . w 二 ： 
- 3 二 - 3 二 3 
Claimants' attempts Imposters’ attempts 
Fig. 3.1. Illustration on claimants' and imposters' verification. 
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In our authentication system, we need an enrollment set and a verification set. 
The enrollment set is a set of data for training user-specific model or user-master 
templates. For different biometrics, the data sizes required in enrollment set are not 
the same (see Table 3.3). These are also dependent on the verification method (E.g. 
template matching or model training). During verification, biometric samples are 
captured and matched against all templates stored in the system. We selected the 
face video frames that the face verification engine can locate the user's face for 
enrollment. For the fingerprint images which we have used for enrollment did not 
undergo any special selection process. We randomly separate all the fingerprint 
images into enrollment set and verification set. 
Number of Total number of 
sessions used instances per Description 
per subject subject 
3 (First 3 126 Cantonese 
Speech utterances 252 
sessions) 126 English 
3 videos and 12 
* Face movement � 1 (First session) 36 frames from each 
video frames 
video 
2 fingers per 
Fingerprint images 1 6 subject, 3 images 
from each finger 
Table 3.3. BSC enrollment set content used in this paper 
A multi-modal biometric system needs a test set for evaluation and a 
development test set for system parameter tuning. These two sets are derived from 
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the verification set of the uni-modal biometric system of each biometric. The 
organization of the data and the content description are shown in Table 3.4. For 
matching score level fusion, the major features we are considering are the confidence 
scores from individual biometrics recognition engine. Scores from different 
biometrics are used to perform fusion. Each instance of the data for multi-modal 
biometric fusion in this paper contains one face verification score, one fingerprint 
verification score and one speaker verification score. 
Development Test Set Test Set 
(per subject) (per subject) 
Speech utterances 10 (5 for each language) 24 (12 for each language) 
Face movement video 10 (from the three 24 (from the three 
frames videos) videos) 
Fingerprint images 10 (5 from each finger) 24 (12 from each finger) 
Table 3.4. BSC development test and test set content 
3.1.1. Speech Utterances 
�� The speech utterances recorded in BSC are answers to some personalized questions, 
• for example, "What is your mother's maiden name?" Besides personalized 
questions, the prompts may require a user to issue command, for example, "Please 
speak a command to open the door." In order to capture the variations between 
lexical choices and lengths in the recorded utterances, the users were required to 
provide short, medium and long answers to each prompt. The users were also 
required to provide semantically consistent answers in both English and Cantonese. 
An example can be seen in Table 3.5. The speech utterances were recorded with a 
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dynamic microphone (SHURE BG 1.1) in an office environment without deliberately 
avoiding any noise. The enrollment set data were recorded with one week interval 
between sessions. The verification set was recorded several days after the recording 
of the first enrollment session. More details about this corpus will be given in the 
Appendix A. 
What is your favorite color? 
Prompt 
你最喜歡甚麼顏色？ 
Answer Length English Cantonese 
Short Purple 紫色 
Medium It's purple. 我喜歡紫色 
Long My favorite color is purple. 我最喜歡的顏色是紫色 
Table 3.5. An example prompt for personalized information and the 
corresponding answers 
3.1.2. Face Movement Video Frames 
" There are two sessions of data recoded for face verification and the two sessions 
were recorded on the same day. The three videos that we captured for face 
movements required the subject to move their head from up to down, left to right and 
in full circle within 5 to 10 seconds. The videos were recorded using a high quality 
PC webcam (EagleTec model ET-VCCD) and a low quality Pocket PC camera 
(Pretec model CompactCamera OCCAV). The recordings were also carried out in 
indoor and outdoor environments to incorporate variability in lighting conditions. 
24 videos were recorded per subject (three per device for each environment), 12 were 
used for enrollment and the other 12 were used for verification. All the video clips 
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for both enrollment and verification were recorded on the same day. There were 
four different devices and environmental combinations: (1) Webcam videos recorded 
indoor (WI), (2) Webcam videos recorded outdoor (WO), (3) Pocket PC Camera 
videos recorded indoor (PI) and (4) Pocket PC Camera videos recorded outdoor (PO). 
Frames were extracted from different videos. Example files are shown in Fig. 3.2. 
Fig. 3.2. Example face images recorded by different devices and environments 
from left to right are 1) Webcam Indoor, 2) Webcam Outdoor, 3) Pocket PC Cam 
Indoor, and 4) Pocket PC Cam Outdoor. 
The image-capturing quality of the webcam is better than that of the Pocket PC 
Camera. The resolution (the number of pixels used to describe an image) of our 
webcam and Pocket PC Camera are 320*240 pixels and 240*174 pixels respectively. 
• The saturation (the intensity of the gradation of a specify color within visible 
- spectrum, or hue) of the two devices are different where the webcam video frames 
provide a superior quality. Webcam video frames will have a better verification 
performance given the higher resolution and better saturation when compared with 
Pocket PC Camera video frames. 
3.1.3. Fingerprint Images 
The fingerprint images were collected using an optical fingerprint scanner, 
SecureTouch 2000 from Biometric Access Corporation. The subjects were required 
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to press their fingers onto the fingerprint scanner for each fingerprint image. They 
were required to lift up their fingers and press down to the fingerprint scanner again 
for capturing the next image so that some variations were included in the scanned 
images. We captured 40 images per subject from two of their fingers (20 images for 
each finger). An example of fingerprint images captured from same user is shown 
in Fig. 3.3. The capturing of the enrollment and verification fingerprint images was 
conducted on the same day. 
_ : 1 _ — J 一叙 J J 
Fig. 3.3. Fingerprint images captured from same users (the core position of each 
fingerprint capture are not the same). 
3.2. Data for Speech Authentication Fusion 
, For the experiments carried out in this thesis, we used the BSC data to train the SV 
V engine and test on the Cantonese subset. For the VIV engine, it is trained by 
CUSENT corpus [43] and test on the BSC Cantonese subset. The data we used for 
training is summarized in Table 3.6. 
No. of No. of No. of utterances per speaker per 
Corpus 
sessions speakers session 
SV BSC 3 16 504 
VIV CUSENT 1 68 300 
Table 3.6. Training data organization for SV and VIV model training 
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3.2.1. SV Training Data for Speaker Model 
For the SV engine, we build speaker model for verification. In BSC, we have 16 
speakers, four sessions of data with both English and Cantonese speech. Both 
English and Cantonese data from the first three sessions were used to train the 
speaker dependent model. In these three sessions of BSC data, we have 252 
utterances from each speaker for each language, i.e. we have 1512 (252 utterances * 
2 languages * 3 sessions) utterances for training the speaker model of a speaker. 
3.2.2. VIV Training Data for Speaker Independent Model 
For the speaker independent model for VIV engine, it is trained using the CUSENT 
corpus. CUSENT contain 68 speakers with 300 sentences per speaker. This 
corpus provides a rich combination of phonetics units and it is suitable for training 
context independent phonetic unit modeling. 
3.2.3. Validation Data 
We used the Cantonese subset from the fourth session of BSC to be our validation set 
which contain 39 utterances for each speaker for both SV and VIV. In total, we 
have 624 (16 claimants * 39 utterances) true speaker utterances and 9360 (16 profiles 
* 15 imposters * 39 utterances) imposter utterances. 
We used the data of the validation set from the SV and VIV engines to perform 
the fusion experiments in the following sections. The scores are divided into two 
subsets. They are the development test and test sets. The total number of claimant 
trials is 208 (16 claimants * 13 utterances) and the total number of imposter trials is 
3120 (16 profiles * 15 imposters * 13 utterances) for development test set and the 
total number of true speaker scores is 416 (16 claimants * 26 utterances) and the total 
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number of imposter scores is 6240 (16 profiles * 15 imposters * 26 utterances) for 
test set (see Table 3.7). 
No. of No. of No. of utterances per speaker per session 
Corpus  
sessions speakers Development Test Set Test Set 
SV BSC 1 16 13 26 
VIV BSC 1 16 13 26 
3328 6656 
Total number of data (208 Claimants + (416 Claimants + 
3120 Imposters) 6240 Imposters) 
Table 3.7. Validation data set for getting SV and VIV scores 
For all the data, we have both the speech data and also the transcription (word 
and phone). The text transcription is for analysis and the phonetic transcription is 




Prompt ID Nature of System prompts 
(A: Answer, C: Command) prompt (Translated from Cantonese) 
Al Question When is your date of birth? 
A2 Question Where were you bom? 
A3 Question What is your phone number? 
A4 Question Which department are you in? 
A5 Question Which laboratory are you in? 
A6 Question What is your horoscope? 
CI Command Close the window. 
C2 Command Turn on the computer. 
C3 Command Turn off the computer. 
C4 Command Log-in the system. 
C5 . Command Log-off the system. 
C6 Command Play CD. 
C7 Command Stop CD. 
“ Table 3.8. System prompts used in the validation set 
3.3. Chapter Summary 
In this chapter, we have described the data we have used for both multi-biometrics 
fusion and also speech authentication system. We used BSC on our 
multi-biometrics fusion experiment including speech utterances, facial images and 
fingerprint images. For speech authentication system, we used the CUSENT corpus 
to train speaker independent model for VIV and BSC data to train speaker dependent 




In this chapter we will describe the details and the resulting performance of each 
uni-modality authentication method that has been used in this thesis. They include 
speaker verification (SV), face verification, fingerprint verification and verbal 
information verification (VIV). The first three methods are biometrics because they 
are based on the user physical or behavioral characteristics. On the other hand, VIV 
is a knowledge level authentication through a user-friendly interface - speech. A 
different personal question is asked or user defined command is requested for each 
authentication. This increases the difficulty for impersonation because imposters 
need to know more information about the claimant. We will report on the 
performance of each authentication method. »  
• This chapter will be divided into two main parts, biometric authentication and 
knowledge-based authentication - VIV. In biometric authentication, we will 
describe the three biometrics used and their individual performance. In 
knowledge-based authentication, we will describe the performance of VIV in two 
operation modes — fixed-pass phrase and key-pass phrase. 
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4.1. Biometric Authentication 
4.1.1. Speaker Verification 
For the speech modality, we used 12 Mel-frequency cepstral coefficients (MFCC) 
features plus the deltas by 28 ms Hamming window with 14ms (50%) window 
overlapping to form the feature vectors. In addition, a Gaussian Mixture Model 
(GMM) with 512 mixtures is used to model the voiceprint for producing a bilingual 
text-independent speaker verification engine. A Universal Background Model 
(UBM) with 512 mixtures is used for normalization [44]. The UBM is trained 
using the data from all the subjects in the enrollment set. 
4.1.2. Face Verification 
The face verification engine we used is taken from an off-the-shelf software called 
Facelt Verification SDK from Identix [45]. It uses local feature analysis to encode 
facial images for verification [46]. In training, face images are enrolled into the 
system to create a user master template. The face-finding process will compute a 
face-finding confidence which outputs five discrete levels {0’ 2.5, 5.0, 7.5, 10}. 
The larger is the value, the higher is the confidence in locating the user's face in the 
image. The matching score of the face recognizer has ranges from 0 to 10. The 
score represents the similarity of the templates and the facial characteristics in the 
testing frames. If the engine fails to locate the face in the image, the verification 
will result in zero score. 
In our system, we have three facial templates in each user profile. Each 
template is produced from a face movement video. The detailed description of the 
data and the collection procedure are given in the previous chapter. 
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4.1.3. Fingerprint Verification 
The fingerprint verification engine we adopt employed direct gray scale minutiae 
detection approach [3] to perform feature extraction. The core point of a 
fingerprint is used as the reference point for alignment. The enrolled fingerprint 
images are converted into templates by feature extraction. For every user, all the 
enrolled fingerprint images are converted to templates. During testing, the 
maximum score among all template matching scores is returned. 
4.1.4. Individual Biometric Performance 
Since we are performing matching score level fusion, before we fuse the three 
biometrics, we have to perform verification on the uni-modality biometrics. We 
have performed verification on both the development test and test sets. The 
development test set is used to tune the fusion system parameters (E.g., mean and 
standard deviation for normalization). The results for speaker verification and 
fingerprint verification on development test and test sets are reported in Table 4.1. 
We computed the EER for each data set therefore each set have different thresholds. 
We can see that the performance of speaker verification is better than fingerprint in 
development test set but worse than fingerprint in test set. This shows that there is 




Development Test Set Test Set 
(Threshold in brackets) 
Speaker Verification 6.88% (-0.06) 5.82% (-0.05) 
Fingerprint verification 9.20% (26) 5.05% (28) 
Table 4.1. Verification performance of fingerprint verification and speaker 
verification in EER (%) 
To test whether mismatched environments and devices in enrollment and 
verification have any effect on the performance, we create four sets of templates 
using different devices (PC Webcam and Pocket PC Camera) to record facial 
movements of users in different environments (indoor and outdoor). For each 
device/environment we have a set of validation data. The performance of the 
verification on the development test and test sets are shown in Table 4.2 and Table 
4.3. We have also computed the EER for all the data (i.e. without dividing them 
into different devices and recording environment) and the results as shown in the 
caption of the Tables. 
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Training Data Type (Threshold in brackets) 
Test Data Webcam / Webcam / PPC Camera / PPC Camera / 
Type Indoor Outdoor Indoor Outdoor 
(WI) (WO) (PI) (PO) 
WI 4.25 (8.03) 13.26 (7.33) 17.20 (7.31) 22.50 (7.06) 
WO 18.13 (7.5) 6.73 (8.21) 25.00 (7.01) 15.07 (7.94) 
PI 12.70 (7.55) 29.38 (7) 8.75 (8.01) 31.25 (6.6) 
PO 20.33 (7.11) 13.43 (7.98) 28.91 (6.68) 10.63 (8.2) 
Table 4.2. Verification performance of face verification tested under different 
conditions on development test set in EER (%). The overall EER is 25.45%. 
Test Data Training Data Type (Threshold in brackets) 
Type WI WO PI PO 
WI 5.21 (8.31) 16.93 (7.41) 17.09 (7.44) 21.97(7.14) 
WO 19.83 (7.32) 6.19(8.32) 26.26(7) 16.86 (7.94) 
“ P I 17.32 (7.48) 27.28 (7.16) 11.89 (7.87) 34.64(6.76) 
— 
PO 21.04 (7.21) 17.05 (8.08) 32.59 (6.7) 11.30(8.42) 
�� 
Table 4.3. Verification performance of face verification tested under difference 
conditions on test set in EER (%). The overall EER is 26.55 %. 
In the development test set, the performance of speaker verification is better 
than fingerprint and face. But in some cases, when the enrollment and testing data 
are recorded using matched devices and environment, face verification outperformed 
speaker verification (E.g., WI vs WI and WO vs WO). This shows that when the 
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enrollment and testing data are mismatched，the recognition performance of face 
will be degraded. This situation is also shown in the result from the test set data. 
Under matched condition, verification using face performs better than the 
mismatched testing cases. 
In the test set, verification using fingerprint verification outperforms speaker 
verification. It is different from the result we obtained in development test set. 
The weights used in weighted average fusion reflect the reliability of each module. 
In this case, the weights estimated from development test set do not well reflect the 
reliability of each biometrics in test set. Without any flexibility or dynamic 
adjustment, the verification performance may not be efficient due to the difference 
between the development test and test sets. Catastrophic fusion may result because 
it cannot adapt to varying biometric sample quality [47]. Therefore a method 
which has a higher flexibility and robustness to change of data should be developed. 
4.2. Verbal Information Verification (VIV) 
We use the utterance verification method to perform VIV. The Cantonese text is 
transcribed to syllable transcription using the CU Text Processing Resource. The 
recognizer used is developed from the CU RSBB (Recognizer Software Building 
Block). All of these are integrated into the software called CU Rec. 2.0. The 
system architecture is the same as that described in section 2.3. The speaker 
independent model is a HMM with 16 mixtures for each state. Each HMM 
represents an INITIAL or a FINAL in Cantonese. The number of states is 
dependent on the INITIAL and FINAL. 
Utterance verification is used to perform VIV in this thesis. Forced alignment 
is used to locate the pass phrase stored in the profile from the speech utterance. Fig. 
4.1 shows the pass phrase detection process. 
42 
CHAPTER 2. 
Pass Phrase k 
f \ Model / 1 
/ Garbage W V / ^ Garbage \  
Model / Null A Model / Null i 
Anti-Model K 
Fig. 4.1. State flow in utterance verification system 
Sub-syllable model is used for the pass phrase model [48]. Every sub-syllable 
has an anti-model. The system will compute the likelihood of the input speech 
with each model. The ratio of sub-syllable that score higher in pass phrase model 
than in anti-model and the number of sub-syllable in the entire pass phrase will be 
used as the verification score (4.1). 
^ … number of matched sub - syllables or words , 乂，� 
/ j y - • • -. • • / /j 1 I ^ total number of sub - syllables or words needed to match 
There are two operation modes for VIV, fixed-pass phrase and key-pass phrase. 
• For fixed-pass phrase, the user is required to say exactly the same words verbatim as 
‘ what they have provided during enrollment. In contrast, for key-pass phrase, the 
user is only required to say an utterance that contains the keywords. Only the 
keywords itself need to have the same word order, other words can be different. We 
define keywords as the short prompt response in our data (BSC). For the responses 
with different lengths, they preserve the semantic meaning with some variations in 
lexical choices and word ordering. This is because during the data collection, we 
have instructed the user to provide responses with the same semantic content to the 
prompt of different lengths (short, medium and long). The short responses should 
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contain only the key content. This makes it a simple and easy choice as only the 
keywords are used for authentication. 
The performance of VIV operating in fixed-pass phrase mode and key-pass 
phrase mode on development test and test sets are reported in Table 4.4. The 
speaker verification results have come from Cantonese subset of BSC data only. 
Since we have a different data partitioning in multi-modal biometric fusion and in 
SV - VIV fusion, the performance of SV is also reported. From Table 4.4，we can 
see that the performance of SV is significantly better than VIV. However, in the 
evaluation we have here, we assume every prompt to have equal reliability. The 
verification performance of fixed-pass phrase VIV is better than key-pass phrase. 
This is related to the match method between these two operation modes. A detailed 
analysis on the factors which influence its performance will be given in Chapter 7. 
Development Test Set Test Set 
SV 5.13% 5.51% 
Fixed-pass Phrase VIV 25.48% 22.29% 
Key-pass Phrase VIV 33.17% 33.52% 
Table 4.4. Performance of SV and VIV operating in different modes on 
development test and test sets in EER 
4.3. Chapter Summary 
In this chapter, the uni-modality authentication systems and their individual 
performances are reported. These methods include speaker verification, face 
verification, fingerprint verification and verbal information verification. Even 
though the main focus of this thesis is on the fusion of these technologies, having a 
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deeper understanding of the performance of individual systems is essential for 




Weighted Average Fusion for Multi-Modal 
Biometrics 
Weighted average fusion method is a classical method that has been widely used in 
combining classifiers. As a baseline for comparison, we have performed 
experiments on that and a detailed analysis on the results will be given. This also 
indicates the reason why we prefer fuzzy logic decision fusion to this classical 
method. 
5.1. Experimental Setup and Results 
After the uni-modality biometric verification, weighted average fusion method is 
used to create a baseline performance for comparison with the proposed fuzzy logic 
fusion method. We collect three types of biometric sample (speech, face and 
� fingerprint) from the same subject to perform fusion. 
Fusion using weighted average scores is carried out. The scores of different 
biometrics are normalized using standard normalization (5.1). 
‘ � (5.1) 
where Si is the original matching score from the biometric i (speech, face or 
fingerprint), fii and ff, are the mean and the standard deviation of the scores. 
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A fixed weight is assigned to each biometric. The weights are found from the 
development test set by searching from 0 to 1 at intervals of 0.01 and the sum of the 
weights should be equal to 1. The equation that we use to calculate the fused 
scores is shown in (5.2). 
fusedScore^, = x Z,-^' = 1 (5-2) 
where Si is the normalized score for biometric /, Wi, is the weight of biometric i. 
Evaluation is carried out on the test set using the best weights found in the 
development test set. The results on development test set and the corresponding 
weights that give the best performance using the three biometrics are shown in Table 
5.1. We also put all the data from different recording devices and environment 




Training Data Type 
Test Data 
(Weights of face, fingerprint and speech in brackets) 
Type  
WI WO PI PO 
WI 1.21 0.63 1.09 1.49 
(0.18,0.17,0.65) (0.14,0.28,0.58) (0.12,0.25,0.63) (0.11,0.22,0.67) 
WO 0.86 0.21 1.25 1.25 
(0.24,0.16,0.60) (0.38,0.24,0.38) (0.17,0.29,0.54) (0.23,0.36,0.41) 
PI 0.63 1.15 0.88 • 1.88 
(0.29,0.36,0.35) (0.08,0.23,0.69) (0.06,0.24,0.70) (0.15,0.19,0.66) 
PO 0.97 1.25 1.24 0.90 
(0.10,0.23,0.67) (0.05,0.25,0.70) (0.06,0.23,0.71) (0.10,0.28,0.62) 
Table 5.1. Verification performance of weighted average fusion tested under 
different conditions on development test set in EER (%) and the corresponding 
weight. The overall EER is 1.39% 
5:2. Analysis of Weighted Average Fusion Results 
Weighted average fusion assigns weight to a more reliable module in order to 
maximize the performance of the system [47]. With this idea, we should have 
assigned the highest weight to the one with the lowest error rate, the second high 
weight to the next one and the lowest weight to the one with the highest error rate. 
From the above Table, there are four cases that we observed to give non-coherent 
result as we expect; we call this as non-coherent weight assignment. Table 5.2 
summarizes those cases. 
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Weight Assigned Coherent Weight 
(Face, Order Cases Weight Order Fingerprint, (Expected Weight 
Speech) Order) 
Webcam Indoor vs Fingerprint > Speech > 1 PPC Indoor (WI vs 0.29,0.36,0.35 ^ . PI) Speech > Face Fingerprint > Face 
Webcam Indoor vs Speech > Face Speech > 2 Webcam Indoor 0.18，0.17,0.65 >Fingerpnnt Fingerprint > Face 
(WI vs WI) 
Webcam Indoor vs Speech > Face Speech > 3 Webcam Outdoor 0.24,0.16,0.60 . . . . > Fingerprint Fingerprint > Face (WI vs WO) PPC Indoor vs PPC Speech > Speech > Face > 4 Indoor 0.06,0.24,0.70 Fingerprint > . Fingerprint 
一 (PI vs PI) ^  
Table 5.2. Summary on the cases on non-coherent weight assignment 
We found two reasons to explain the above situation. The two reasons are 
sensitivity and the dependency of biometric performance. From these four cases, 
case 1 and 2 are due to the sensitivity and the other two are due to dependency. 
For the first reason, there is a range of weights that can be assigned to the biometrics 
f that will give similar performance. In this range of weights, there are weights that 
�‘ will give coherent weight assignment or otherwise. The weight that we have 
picked is the point that gives the minimum Equal Error Rate (EER) and that small 
fluctuation is due to the sampling errors. Therefore, actually we can also pick the 
points that have the coherent weight assignment such that the performance will not 
have significant degradation. The two cases that can be explained by sensitivity 
are WI vs PI (Fig. 5.1) and WI vs WI (Fig. 5.2). 
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Fingerprint Weight Fig. 5.1. Webcam indoor vs Pocket PC indoor with weight of face fixed at 0.29 
(speech weight = 0.71 - fingerprint weight) 
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Face Weight 
Fig. 5.2. Webcam indoor vs Webcam indoor with weight of fingerprint fixed at 0.17 
(speech weight = 0.83 - face weight) 50 
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However, sensitivity cannot be used to explain the observation that we have for 
the cases WI vs WO (Fig. 5.3) and PI vs PI (Fig. 5.4). In Fig. 5.3，we can see that, 
there are no flat error surfaces where we can have a range of weights that can give 
similar performance. In Fig. 5.4, the whole range of weights in the flat region give 
non-coherent weight assignment. 
5 1 1 1 1 1 1 1  
4.5 - Z 
4 - / -
3.5 - I _ 
/ -
EER (%) / 2.5 - I ~ ‘ -\ [ • 
1.5- / � / -
1 . � ^ � / -
0 5 1 1 1 1 1 1 1 I 
’ 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 
“ Face Weight 
» Fig. 5.3. Webcam indoor vs Webcam outdoor with weight of speech fixed at 0.6 
�� (fingerprint weight = 0.4 - face weight) 
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Fig. 5.4. Pocket PC indoor vs Pocket PC indoor with weight of speech fixed at 0.7 
(fingerprint weight == 0.3 - face weight) 
To explain the situations we have in the last two cases, both of the cases show 
that when the speech modality are heavily trusted (with high weight assigned), the 
weight assignment on the other two biometrics are not coherent. So we have to 
focus on the data that when speaker verification gives a wrong decision. Some 
additional illustrations on the computation on EER, FAR and FRR are given in 
Appendix D and Appendix E. 
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Error committed Error committed by Fingerprint 
by Face Recognition ^ ( 5 \ Verification 
一 ( . 
\ \ y A / Error committed by Speaker 
1 4 / Verification 
Fig. 5.5. The error regions illustration 
As illustrated in Fig. 5.5，we focus on the data in regions 4，6, 7 and 8. To 
have coherent weight assignment, there is an assumption that the performances of 
the three biometrics are independent, so the relative performance will always be the 
same. We have plotted the data point in these regions for WI vs WO and PI vs PI 
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Fig. 5.6. Face and fingerprint scores distribution plot when speech makes mistakes 
(Webcam indoor vs Webcam outdoor) (11 claimant data and 164 imposter data) 
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From Fig. 5.6, we can see that there are many possible lines that can be used to 
discriminate the claimant's scores and imposter's scores. Among these possible 
lines, they contain the lines that weight face more than fingerprint. When the 
magnitude of the slope is greater than one, it relies more on the X-axis biometric 
(Face) and when it is less than one, it relies more on the Y-axis biometric 
(Fingerprint). Therefore, we can see that the relative performance of individual 
biometrics on the whole data set may not be the same in the small subset of data 
which we exclude because the speech modality is making mistakes. Fingerprint 
verification may generally have a better performance than face but in this subset of 
data, face biometric also plays an important role in helping fingerprint verification to 
discriminate the user identity. 
We have tried to search for the weight that can combine the face and fingerprint 
biometrics plotted in Fig. 5.6. The result shows that there is a range of weights that 
we can assign to face and fingerprint such that the claimants and imposters can be 
completely separated. The result is shown in Fig. 5.7. The weight ratio between 
the two biometrics we found is related to the magnitude of the slope in Fig. 5.6. 
Please be reminded that the data used is only meant for those cases when the speech 
biometric fails to make correct decisions. In the real system, we cannot determine 
V. 
whether the user is a claimant or an imposter and then sort out those cases where 
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Fig. 5.7. Weight assignment of face vs the fusion performance in EER (%) (The 
weight of fingerprint here is 1- weight of face) 
In Fig. 5.8，we can see a clearer example. Although face biometrics performs 
much better than fingerprint biometrics for the whole data set, the performance of 
fingerprint is much better than face when we remove those data where speech makes 
correct decision. We can see in the figure that we can actually use fingerprint alone 
to classify the claimants and imposters. That is why we are assigning a very low 
�� 
weight to face (0.06) in this case even its overall performance (8.75%) is better than 
fingerprint (9.20%). When the speech biometric is making mistakes, fingerprint 
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Fig. 5.8. Face and fingerprint scores distribution plot when speech makes mistakes 
(Pocket PC indoor vs Pocket PC indoor) (11 claimant data and 164 imposter data) 
The reason why we still need to use face biometric is that, when the speech 
biometric is correct but fingerprint is making mistakes, face can help speech which 
have not enough magnitude to push the fused scores to the target score range 
(greater than threshold for claimant and lower or equal to the threshold for 
imposter). 
Vv 
As seen in Fig. 5.8, there are a range of possible weight sets. Within this 
range of possible weight sets, we can pick any of these weight sets to achieve the 
minimum error rate. One of the methods to improve the decision boundary 
selection in these cases is to pick the maximum distance (between the claimant and 
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Fig. 5.9. Face and fingerprint scores distribution plot when speech makes mistakes 
with maximum distance decision boundary (Pocket PC indoor vs Pocket PC indoor) 
(11 claimant data and 164 imposter data) 
From Fig. 5.9, we can see a decision boundary that found by using maximum 
distance separator. We can see that the decision boundary relies more on the 
fingerprint biometrics because the magnitude of the slope is less then one. This is 
still an incoherent weight assignment but as described before in this subset of data, 
fingerprint verification outperforms face verification though for the entire data set 
face biometrics performance is better than fingerprint. Therefore, this result is still 
reasonable. 
The result of using maximum distance separator is consistent with what we 
have found by using minimum error rate. Therefore, in our experiments, we have 
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not incorporates the second level search for maximum distance separator after using 
the minimum error rate to find the weights of the decision boundary. 
Now we will give an example on the coherent weight assignment data to see 
whether the above phenomenon will happen on coherent case or not. Fig. 5.10 
shows the plotting of data of the recording condition PO vs WO. In this case, the 
best weight assignment we found also assigned a higher weight to speech. The 
expected coherent weight assignment order is speech > fingerprint > face. We can 
see that we do not have a clear separation for the data in Fig. 5.10. So the decision 
boundary has just minimized the number of errors. We can see that the weight 
assigned to the face is less than fingerprint which gives a coherent weight 
assignment. 
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Fig. 5.10. Face and fingerprint scores distribution plot when speech makes mistakes 
(Pocket PC outdoor vs Webcam outdoor) (11 claimant data and 164 imposter data) 
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After all these study and validation, we believe that the weight we have found 
is correct and we have applied these weights and test on the test set data. The 
result is shown in Table 5.3. We notice that in some cases, mismatched enrollment 
and verification conditions performance is better than the matched conditions (E.g. 
WI vs WO is better than WI vs WI). This is because the condition matching here is 
referred to the face verification. If the other two biometrics have a higher weight 
assigned, the influence of face verification performance will decrease. Therefore, 
in some cases, mismatched conditions may have a better performance than matched 
conditions. 
Test Data Training Data Type 
Type WI WO PI PO 
WI 1.56 1.12 1.29 2.00 
WO 1.82 0.78 1.35 1.04 
PI 1.56 1.97 1.82 2.08 
PO 1.82 2.08 2.08 1.56 
Table 5.3. Verification performance of weighted average fusion method on test 
‘ set in EER (%) (EER= 1.71%) 
�� 
5.3. Chapter Summary 
In this chapter, weighted average fusion for multi-modal biometrics is described. 
We have done a detailed analysis on the weight assigned to each biometric. We 
found that there exist some relationships between different biometric performance 
from the analysis. However, this relationship may not be the same from data to 
data. Also, the relative performance of each biometric may change from the 
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development test set to the test set. Weighted average fusion method may not be 
efficient when fusing dependent data. The static weight found from the 
development test set may not give a correct estimation to the weight for test set. 
This is the reason why this thesis is proposing a dynamic weight estimation 
framework which will consider external information to help estimating the quality of 
the biometric sample, in order to determine the reliability of that biometric. In the 
next chapter, we will describe fuzzy logic decision fusion framework and the factors 
that are used in this system. 
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Fully Adaptive Fuzzy Logic Decision Fusion 
Framework 
In this chapter, we will introduce an adaptive fuzzy logic decision fusion framework 
for multi-biometric authentication. Multi-biometric is used because the reliability 
of single biometric authentication is affected by the variability in data acquisition of 
biometric sample. The sample quality can be affected by different factors, such as 
1，changes in environment (E.g. ambient noise for speech and lighting conditions for 
face), 2，user-device interactions (E.g. misplaced fingerprint relative to the capture 
device) and 3，difference between acquisition devices (E.g. recording using PC or 
Pocket-PC). However, the precise relationship between these factors and their 
effects on the verification performance of different biometrics are difficult to model. 
" Fuzzy logic is used to resolve this kind of uncertainty, where different weights are 
assigned to biometric sample of different qualities [12]. A dynamic (graded) 
decision boundary can then be created to determine a user's identity by using the 
aforementioned weights to perform a weighed average fusion. 
In classical weighed average method, the weight estimated is static. As 
mentioned in the last chapter, using a static weight is not flexible in adapting to 
varying quality data. This motivates the work done on the fuzzy logic decision 
fusion. 
CHAPTER 2. 
This chapter is divided into three major parts. The first part includes the 
analysis of the external factors influencing biometric verification. In the second 
part, the description of the fuzzy logic decision fusion framework is provided. The 
last part demonstrates the experimental results and the comparison with weighted 
average fusion. 
6.1. Factors Considered in the Estimation of 
Biometric Sample Quality 
As described before, biometric verification performance is affected by different 
environmental factors. The proposed fuzzy logic decision fusion method makes 
use of the external factors that we discuss in this section to estimate the quality of 
different biometric samples. In order to improve the performance of 
multi-biometric fusion, we need to find out what the factors are that affect the 
performance of individual biometric. By discovering which factors influence the 
recognition performance, we can design a weight estimation strategy to dynamically 
assign weight to different biometrics. This can help improving the weighted 
average fusion method because in the classical weighted average method, we assign 
, the same weight to each biometric sample regardless of the biometric sample quality. 
- This only considers the overall reliability of the biometric recognizer but it will fail 
if the data qualities have a large variation. This kind of static weight fusion will 
result in catastrophic fusion [47] which creates a lot of errors. It can be prevented 
by considering the quality of the biometric samples before fusion. 
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6.1.1. Factors for Speech 
For speech, high level of background noise has degraded the performance of speaker 
verification. Since the background signal gives no information about the user's 
characteristics, we try to use the Signal-to-Noise Ratio (SNR) as a means of 
measuring the proportion of signal that is related to the speaker characteristics. 




( 尸 " 。 ‘ ( 6 . 1 ) 
where SNR is measured in decibel (dB), Psignai is the peak speech power and Pnoise is 
the mean noise power. 
We obtain the SNR of a speech utterance using the tool provided by NIST [49]. 
We have divided the speech data into different categories and each category contains 
the speech utterance with similar SNR. We computed the error rates using the EER 
threshold of the whole data set. We plot the SNR value against the false rejection 
rate (FRR) and the false acceptance rate (FAR) with the data distribution (see Fig. 
« 
^ 6 .1 ) . 
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SNR 19dB 28dB 37dB 46dB 55dB 
Amount of Claimants trials 1 15 71 68 5 
Amount of Imposters trials 15 225 1065 1020 75 
Fig. 6.1. Performance of speaker verification in different SNR ranges 
The amount of claimant and imposter trials of each category is also shown in 
the sub-table in the figure. Therefore in the classes with a SNR of 19dB, 28dB and 
55dB, we have only 1，15 and 5 claimant trials respectively. This makes the 
observation of false rejection rate in these two cases not statistically significant. 
On the other hand, the amount of imposter trials in the class with a SNR of 19dB is 
15 trials, which also makes it not statistically significant for the observation of false 
acceptance rate in this case. The following analysis will not take these three 
observations in false rejection and false acceptance rates into account. 
We can see that when SNR is high, the false acceptance rate will decrease. 
For the class with SNR at 28dB, the false acceptance rate is higher than the entire 
development test set (6.71%). For the classes with medium SNR at 37dB and 
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46dB, the false acceptance rates are about the same and the false rejection rate is 
decreasing with increasing SNR. For the class with the highest SNR value (55dB), 
the false acceptance rate is the lowest. This observation provides essential 
information for the design of fuzzy membership function for SNR. SNR can be 
modeled by three different functions for high, medium and low quality speech data. 
They will be derived in later section. 
In multi-biometric fusion, we make use of this information to estimate the 
weight of the speech modality instead of a static weight. With appropriate design 
of the system, we could improve the performance of the multi-biometric 
authentication system. 
6.1.2. Factors for Face 
For face verification, face-finding confidence and illuminance serve the purpose of 
measuring the quality of the facial images. The ability of the system to locate the 
face in the captured image has great influence on the performance of the system; the 
brightness and darkness of the image also affect the ability of the system to extract 
features from the images. To measure these external factors, face-finding *  
confidence and illuminance of the facial images are used to estimate the reliability 
of face verification. 
The face-finding confidence value is provided by the Facelt SDK which 
indicates the confidence in locating the face inside the image. In Facelt, it locates 
the face by finding the eyes of the subjects in the images. Therefore if the subject 
has his/her face orientation changed, the face-finding confidence will be decreased. 
Face-finding confidence has five possible values {0, 2.5，5, 7.5, 10} (in our data set 
we do not have data with face-finding confidence equals 0). A higher level means 
a high confidence in face-finding from the image. We illustrate the phenomenon 
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using the outdoor webcam captured data (WO vs WO). We used the threshold 
value obtained when we reach the EER point in the development test set. The false 
rejection rate and false acceptance rate of the face images at different levels of 
face-finding confidence as shown in Fig. 6.2. 
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Fig. 6.2. Face-finding confidence versus the performance of face verification 
. We observed from Fig. 6.2 that a very high false rejection rate when 
' face-finding confidence is at 2.5 and 5. That is mainly because the number of 
Vw 
claimant data we have in these two categories are limited. There are not enough 
data for us to see the performance of the face verification engine at low face-finding 
confidence. From the limited data we have, we observe that when the face-finding 
confidence is lower, the score given to the face image is lower and hence will 




Face-Finding Confidence 2.5 5.0 10 
Claimant Mean 7.91 8.09 9.10 
Scores Standard Deviation - 0.95 0.36 
Imposter Mean 6.90 7.01 7.57 
Scores Standard Deviation 0.44 0.70 0.64 
Table 6.1. Score statistics of face verification system at different face-finding 
confidence 
The mean value of the scores from the data with face-finding confidence of 5 
and 10 is significantly different with 95% of confidence. The above observation 
brings up the concern that if we trust equally on the data which have different levels 
of face-finding confidence, a situation that we are biased towards false rejection 
error results. Therefore, when we have a low face-finding confidence, we may 
need to reduce the weight of the face verification score. 
The above study focuses only in those data that have low face-finding 
confidence. However, in most of our data, the system successfully locates the face 
in the images and provides a very high face-finding confidence (10). From now on 
the focus is shifted to finding out whether another feature, i.e. illuminance, has any 
effect on the face verification performance on the data that have high face-finding 
confidence. 
Illuminance is calculated by taking the average intensity of the face images. 
The value of illuminance ranges from 0 to 255. So we have divided the data into 
different categories and see how the false rejection rate and false acceptance rate 
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vary when illuminance changes as the face-finding confidence is equals to 10 (see 
Fig. 6.3). 
In the Fig. 6.3，the ranges of possible values which have not shown have very 
limited data. We can see that as the face-finding confidence of this set of data is 
equal to 10, the scores are much higher and thus favor false acceptance. 
Illuminance VS Performance (Face Finding Confidence 二 10) 
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Fig. 6.3. Illuminance versus the performance of face verification when 
face-finding confidence is 10. 
Notice that in the frequency distribution of the imposter data, although the 
number of data in the class with illuminance equals to 134 and 142 is large, the 
performance of the face verification engine is similar to the overall recognition 
performance (EER of WO vs WO is 6.73%). When the illuminance is much lower, 
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we find that the false acceptance rate is quite large. It is possibly caused by the low 
illuminance of the face image data. The system is confused by some noisy pixels 
in the face image and resulted in wrong decisions. We also notice that when the 
illuminance is high, the false rejection rate rises. That can be explained by the fact 
that some features of the user's face may be missing in the image when the average 
intensity of the image is too high. When the illuminance reaches a certain level, 
the chance that the face verification engine makes mistakes increases. From the 
above observations, we conclude that when the illuminance values are in the middle 
of the distribution of illuminance, a better performance for face verification can be 
obtained. 
Here we give an example where face-finding confidence is low and the 
illuminance of the face image is not good. The example is given in Fig. 6.4, the 
verification score of the given claimant is only 5.58 with the face-finding confidence 
of 0.5 and illuminance of 64.20, which is too low, while the threshold value for 
acceptance is 8.32. 
mimm 
Fig. 6.4. Sample facial image where the performance is affected by face-finding 
confidence and illuminance 
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6.1.3. Factors for Fingerprint 
For fingerprint verification, we considered four features which have impact on the 
verification performance. Four assessment factors are used for fingerprint image 
quality assessment. They are the fingerprint core point coordinates (x and y), 
darkness (the proportion of dark pixels) and low-clarity (proportion of grey pixels, 
which refers to the unclear part of the fingerprint). 
The core point coordinates are measured according to the relative position of 
the core in the image to the size of the fingerprint images. The size of the input 
fingerprint image is a 256*256 pixel grayscale bitmap format image. The core x-
and y-coordinates range from 0 to 255. It is obtained from the underlying 
fingerprint recognizer and is used as a feature for template matching. The 
fingerprint core coordinates are used as one of the factors to assess the fingerprint 
image quality because a misplaced fingerprint relative to the capture device will 
affect the feature extraction. The feature extracted from misplaced fingerprint may 
not be able to match with the template stored in the fingerprint database (see Fig. 6.5 
(b)). That is a quick and simple way to determine whether the fingerprint image is 
good for feature extraction. 
1111 
(a) (b) (c) (d) 
Fig. 6.5. Sample fingerprints with verification score: (a) good print (99)，(b) 
misplaced fingerprint (4)，(c) too dark (24) and (d) unclear (14) 
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The other two assessment quantities we used are darkness and low-clarity. 
The method we use to calculate these two values are as follows: 
For each pixel in the original image 
If pixel intensity is less than or equal to 30 
Dark_pixeLcount++; 
If pixel intensity is less than or equal to 110 
Good&Dark_pixeLcount++; 
If pixel intensity is less than or equal to 160 
Grey&Goocl&Dark_pixel_count++; 
End 
Darkness = Dark_pixeLcount/ Good&Dark—pixel—count; 
LowClarity = (Grey&Good&Dark_pixel_count -
Good&Dark一 pixel_count) / Grey&Good&Dark一 pixel—count; 
Fig. 6.6. Pseudo code for darkness and low-clarity computation 
In a grayscale image, the pixel value represents the light intensity where 0 
means no light (black) and 255 means full light (white). If the user fingerprint is 
wet when he/she provides his/her fingerprint, it is more likely that the fingerprint 
� image is very dark and the darkness (the proportion of dark pixel) will be relatively 
\v 
higher (see Fig. 6.5(c)). 
In the fingerprint image, the ridge is in black color and the valley is in white 
color. If too many pixels are in grey color then it is unclear to the recognizer 
whether the pixels are a ridge or a valley. This affects the feature extraction result 
(see Fig. 6.5(d)). 
We use the Gaussian combination function (6.2) to transform the value of these 
four factors to the range of zero to one where the output of one represents a 
favorable condition for that factor, c/ and q in (6.2) represent the most favorable 
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condition's upper and lower bound. For each factor, the parameter for c； and cj are 
different. For core x- and y-coordinates, c； and cj are equal to /w-0.5* a and 
/w+0.5* a respectively, where m is the mean and a is the standard deviation 
found from the development test set. Since darkness and low-clarity are favorable 
when their values are low, we set c； to negative infinity, the same C2 is used as core 
X- and y-coordinates. The functions are plotted in Fig. 6.6. 
‘ -(义 
e <c, 
f ( x ) = \ 1 <X<C2 
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Fig. 6.7. Membership functions for fingerprint factors, the x-axis are (a) Core-x 
coordinate, (b) Core-y coordinate, (c) Darkness and (d) Low-clarity. 
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From our development test set, we have 2560 data in total, 160 claimant trials ‘ 
and 2400 imposter trials. The equal error rate is 9.2% where the threshold value is 
equal to 26. We find that the false rejection and false acceptance rates at this 
threshold value are 10% (16/160) and 7.125% (171/2400) respectively. The 
difference between EER, FAR and FRR are due to the scatter distribution of the data. 
We evaluate the four factors above for each fingerprint image. A fingerprint image 
is defined to be a reliable data if the four factors have an output value got from (6.2) 
greater than or equal to 0.9. We computed the false rejection and false acceptance 
rates for the reliable data and unreliable data and the results are shown in Table 6.2. 
False Rejection False Acceptance 
All data in development test set 16 / 160 (10.00%) 171 / 2400 (7.13%) 
Reliable data set 2 / 53 (3.77%) 78 / 795 (9.81%) 
Unreliable data set 14 / 107 (13.08%) 93 / 1605 (5.79%) 
Percentage of error removed 87.5% 54.3% 
Table 6.2. Performance of the reliable data set (threshold = 26) 
争' 
The false rejection rate of the reliable data is much lower than unreliable data 
and the entire development test set. However, the result on the false acceptance of 
the reliable data set is much higher than the false acceptance rate of the whole data 
set. That is because the threshold value we are using is tailor-made for the whole 
development test set. Actually we can have the false acceptance reduced (at the 
same time keeping the false rejection rate) if we have the threshold value increased. 
Assuming that we use a threshold value of 30, the false rejection rate is still 3.77% 
but the false acceptance rate becomes 2.14% (17 out of 795) and the percentage of 
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false acceptance error removed is as high as 90.06%. The distributions of the 
claimant and imposter scores are shown in Fig. 6.8. We can see that the separation 
between the distribution of the claimant's and imposter's scores are far apart from 
each other in a reliable data set. 
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Fig. 6.8. Fingerprint verification performance on good quality fingerprint 
„ images 
The factors that we are using here help us to find out those fingerprint images 
that are in good quality. However, these factors just give estimation and not a very 
detailed measurement. This results in a large amount of data classified to be of less 
reliable quality. The focus of our work is to find the parameters that can help estimate the reliability of a biometric so that we can deter ine the weight for different biom trics. Even if we push down the weight of fingerprint, we can stillrely on he oth r two biometrics. This i  a mor  conservative way where we madeu e of the biometrics hat is more likely to give b tt r p f rmance. 75 “ 
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6.2. Fuzzy Logic Decision Fusion Framework 
From all the studies on those external factors that affect the verification performance 
of each biometrics, we discover that if a fixed weight is assigned to all data, a higher 
error rate will be resulted because we have not considered the variation of biometric 
samples quality. A dynamic or adaptive weight estimation method should be used 
instead to estimate the reliability of different biometrics which considers the external 
factors that affect the verification performance. 
Fuzzy logic is used to incorporate these external factors to our weight 
estimation process. It is applied to simulate the way of human thinking. It is used 
to decide whether a biometric should be trusted or not without knowing the precise 
relationship between these external factors and the performance of the biometrics. 
Using fuzzy logic, we can represent our knowledge on the relationship in linguistic 
concepts which are fuzzy when represented in terms of values. The application of 
the fuzzy rules can also help in modeling the fuzzy relationship between each 
external factor and the corresponding biometric reliability. In the following part, 
we will discuss the fuzzy logic decision fusion framework. 
In this framework, we use the external factors as input to evaluate the quality of 
a biometric sample. The quality of biometric sample we use in authentication 
affects the verification performance. A fuzzy inference system is built to evaluate 
the quality of the biometric samples and return the weight values of each biometric. 
These weight values represent the reliability of the biometrics. The biometrics that 
has a higher weight is more reliable than the one with a lower value. After 
obtaining the weight of each biometrics, we combine the weight calculated from 
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fuzzy logic and the normalized verification scores, by (6.3), using weighted average 
method which is described in (5.2). 
S = .10 
‘ m a x , . - m m , (63) 
where Si is the normalized score, 5,- is the matching score output from the recognizer, 
mini and maxi are the minimum and maximum score we find in the development test 
set for the biometric i (speech, face or fingerprint). 
In multi-biometric fusion, score normalization is a necessary step before 
performing fusion. This is because the matching score from different biometrics 
have different domains. If the matching scores are combined without transforming 
them into the same domain, dominating effect of one or more biometrics may 
happen and results in catastrophic fusion. 
We first describe the input and output fuzzy sets of each modality including the 
membership functions and the parameters used. The design of the fuzzy sets is 
based on the principle of modeling each factor as the degree of the favored external 
’ condition. "Favored external condition" is defined based on the knowledge we 
observe from the performance behavior of different biometrics. External factors 
we consider are described in the previous section. The fuzzy rules we use and the 
other information about the system are given in the following section. The 
evaluation result is also provided. 
6.2.1. Speech Fuzzy Sets 
For speech, we use the signal-to-noise ratio (SNR) (6.1) as a quantitative measure of 
the quality of the speech sample. Since we only have one factor to determine the 
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weight of the speech and we would like to have a better representation to describe 
the high, medium and low values of SNR, we have three separate functions to 
represent different levels of SNR. Gaussian combination function (6.2) is used for 
the LowSNR, MediumSNR and HighSNR functions (see Fig. 6.9.). The mean {m) 
and standard deviation ( a ) are obtained from the development data set. The 
corresponding cj and q values used are described in Table 6.3. The parameters are 
selected according to the analysis in section 6.1.1. The design is following the 
division of sample quality according to the performance. 
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Parameter LowSNR MediumSNR HighSNR 
ci -00 m- a a 
cj m-2.5 a 772+0.5 a +oo 
Table 6.3. The boundary parameters used for the three speech input fuzzy 
membership functions. 
6.2.2. Face Fuzzy Sets 
The two external factors used to determine the weight of face are face-finding 
confidence and illuminance of the face. The input variables have their fuzzy sets to 
define the favored external condition. 
The fuzzy membership function of the face-finding confidence can be 
represented by a linear function (6.4)，and depicted graphically in Fig. 6.10. (a). 
/ ( X ) = X 丨 max faceFindingConf (6 4) 
,, where x is the face-finding confidence and maxFaceFindingConf is the maximum value of 
�� face-finding confidence. 
Fuzzy set for illuminance is defined by a Gaussian combination membership 
function (6.2). It is so designed because medium brightness of an image is the 
favorable condition. The input value of illuminance ranges from 0 to 255. A high 




The membership functions are shown in Fig. 6.10. The Gaussian function 
involves four parameters: the mean (m), standard deviation ( a ) , cj and C2. The 
mean and standard deviation values are obtained from development data set and the 
boundaries parameters (desired range) c! and C2 are set at m-0.5 a and m+0.5 a 
respectively. The un-favored conditions are represented by l-f(x). The 
parameters selection is consistent with the system in [12]. 
i ^ ^ ^ ^ ^ ^ 
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Fig. 6.10. Membership functions for face external factors, the x-axis are (a) 
Face-finding confidence, and (b) Illuminance. 
6.2.3. Fingerprint Fuzzy Sets 
For the fingerprint, we have four fuzzy input variables: core position x- and 
y-coordinates, darkness and low-clarity. The fuzzy membership functions that we 
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use for these four factors are exactly the same as the one we plot in Fig. 6.7. Here 
we have some more discussion about these four factors. 
For the core position x- and y-coordinates, they are obtained from the 
fingerprint verification engine. When the core position is at the center of the image, 
the fingerprint verification engine would give better performance. The high output 
values of core x- and y- coordinates membership function implies a centrally placed 
fingerprint image. These two factors use Gaussian combination function (6.2) 
which is the same as the one used by illuminance of face. The parameters used are 
also the same as illuminance. 
All the fingerprint images captured in our database are in grayscale. Large 
low-clarity and darkness values can co-exist due to non-uniform pressure applied on 
the fingerprint scanner. Since small values imply favorable conditions, the output 
of these two fuzzy membership functions should be large when the input values are 
small. We can achieve this using (6.2) by setting c； to negative infinity. The 
parameters selection is consistent with the system in [12]. 
6.2.4. Output Fuzzy Sets 
There are three output fuzzy sets in this system. They represent the weights for 
face, fingerprint and speech. The output values of these three weights range from 0 
to 1. The output fuzzy set is composed by three triangle membership functions 
which define three levels of output weights (low, medium, and high) (Fig. 6.11.). 
Triangle function is the combination of linear functions. The "low" function peak 
at 0, "medium" function peak at 0.5 and "high" function peak at 1. Those are the 
values that the functions give full membership to the output. The design gives 
comparative output to each function, i.e. when "low" decreases and "medium" 
increases before "medium" peak and when "high" increases and "medium" 
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decreases after "medium" peak. This design can give clear definition of the "low", 
"medium" and "high" weight 
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6.2.5. Fuzzy Rules and Other Information 
There are 25 fuzzy rules in total (see Appendix B). They can be divided into three 
groups and each group controls the weight of one biometrics. Face biometrics 
weight is controlled by 4 fuzzy rules according to the input of the two factors, 
face-finding confidence and illuminance. Fingerprint biometrics weight is 
controlled by 16 fuzzy rules according to the four external input factors, core x- and 
y-coordinates, darkness, and low-clarity. Speech biometrics is only controlled by 
one input factor but it is characterized by three membership functions and the output 
weight is controlled by 5 fuzzy rules. 
For face and fingerprint fuzzy rules, we have designed some basic properties in 
formulating the fuzzy rules: 1) If all external conditions (input variables) are 
favorable, the output variable is set to high; 2) If one of the conditions is unfavorable, 
the output variable is set to medium; 3) Multiple unfavorable conditions will map 
the output to low [12]. These rules properties are designed in [12] with 
experiments to test for the performance. These rules obtain the best performance 
among the other designs. 
- The fuzzy rules for speech are designed with different properties since the three 
input values for determination of the weight are dependent. The three fuzzy 
membership functions represent a YES or a NO concept at a linguistic level. 
Therefore, we are supposed to have eight fuzzy rules in order to show all input 
combinations. However, some of the combinations are actually impossible to exist. 
For example, we cannot have both HighSNR and LowSNR representing YES. So 
after elimination of those impossible cases, five combinations are obtained. The 
rules are designed to emphasize more trust on speech in cases that two of the fuzzy 
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sets are YES. For example when both HighSNR and MediumSNR are YES, the 
weight output will be mapped to a higher weight, one (i.e. high): 
Rule-22 IF (HighSNR is Yes) and (MediumSNR is Yes) and (LowSNR is No) THEN 
(^speech is high) 
We have fixed the two cases that when only HighSNR is YES and LowSNR is 
YES mapped to "Wspeech is high" and "Wspeech is low" respectively. For the other 
three rules, we have tested exhaustively for all the combination and the given rules 
design is found to have the best performance. 
We use the minimum as our imprecation method to calculate the firing strength 
of each fuzzy rule and the maximum as our aggregation method to aggregate the 
firing strength related rules. The defuzzification method we use is centroid-of-area 
as described in Chapter 2 (2.4). An illustration on how is weight value is estimated 
using fuzzy logic is included in Appendix F. 
6.3. Experimental Setup and Results 
We use the test set of BSC described before for evaluation. The weight of each 
“biometrics is generated by the fuzzy logic system and normalized by the total weight 
of all the biometrics. The verification score of each biometrics is then normalized 
using equation (6.3) and then the fused score is calculated using the equation (5.2). 
The setup and procedure are the same as weighted average score fusion but the 
weight of each biometrics is now determined by the fuzzy logic system. 
The evaluation results on development test and test sets are shown in Table 6.4 
and Table 6.5. The EER for all the data obtained is 0.96% and 0.99% from 
development test set and test set respectively. The relative improvement of using 
Fuzzy Logic over weighted average of 30.9% on development test set and 42.1% on 
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test set (6.5). The improvement is statistically significant according to a paired 
t-test (p=0.05) on test set. Some more comparison under matched (i.e., enrolled 
and tested on the same recording device and environment data) and mismatched data 
are shown in Table 6.6. We find that the relative improvements we have on 
matched data are higher than mismatched data in both development test and test sets. 
We will conduct a more detailed study on how fuzzy logic decision fusion improves 
the verification performance in the next section. 
BaseEER-TestEER . 
Relative improvement = BaseEER (6.5) 
where BaseEER is the EER for the baseline method and TestEER is the EER of the 
new method we wish to test. 
Test Data Training Data Type 
Type WI WO PI PO 
WI 0.90 0.59 1.17 1.29 
WO 0.63 0.21 1.13 0.78 
“ PI 0.70 1.63 1.25 1.91 
�� PO 0.96 0.96 0.94 0.58 
Table 6.4. Verification performance of fusion results using fuzzy logic decision 
fusion on development test set in EER (%) (EER= 0.96%) 
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Test Data Training Data Type 
Type WI WO PI PO 
WI 1.04 0.78 1.04 0.85 
WO 1.04 0.34 1.18 1.16 
PI 1.16 1.45 0.59 1.56 
PO 1.04 0.78 1.07 0.57 
Table 6.5. Verification performance of fusion results using fuzzy logic decision 




EER(%) Imp. (%) EER(%) Imp. (%) 
Development test set 0.98 - 1.52 -
WA  
Test set 1.46 -- 1.81 -
Development test set 0.63 35.71 1.08 28.95 
FL  
“ Test set 0.59 59.59 1.11 38.67 
I 1 — 1 — — — I  
Table 6.6. The average EER of weighted average score fusion (WA) and fuzzy 
logic decision fusion (FL) with improvement relative to weighted average score 
fusion. 
6.4. Comparison Between Weighted Average and 
Fuzzy Logic Decision Fusion 
In order to see whether the use of external factors can improve the fusion 
performance of multi-biometric, we compare the performance of using static weight 
86 
CHAPTER 2. 
assignment scheme (weighted average fusion) and dynamic weight estimation 
scheme (fuzzy logic weight estimation). 
We use the weighted average fusion method as the fundamental setup and by 
incrementally switching from the static weight to dynamic weight estimated by 
fuzzy logic. Since the weights for each biometrics we found from development test 
set for weighted average fusion need to be used together, we use the relative 
performance (6.6) of the biometrics from development test set instead. 
丨 (6.6) 
where EERi represents the equal error rate of the target biometric i. 
In order to see the whole picture of how good fuzzy logic weight estimation 
method performs, we have pooled all the data from the sixteen cases together and 
calculate the EER. In Table 6.7, we start from the case where we only use the 
weight determined by equation (6.6) for all biometrics. In the second case, we use 
the weights estimated by (6.6) for fingerprint and speech only. For the weight of 
,face, fuzzy logic is employed to estimate the reliability of each biometric sample and 
“ dynamic weight is determined according to the sample quality. We repeat this on 
�� 
fingerprint and speech too and gradually increase the number of biometrics that 
deploys fuzzy logic to determine the weight. We compare the use of fuzzy logic on 
two biometrics over one biometrics in Table 6.8. Finally, we compare the use of 
fuzzy logic on three biometrics over all two biometrics in Table 6.9. 
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Modalities that use the relative Modalities that use the weight 
EER (%) 
performance as weight from fuzzy logic 
Face, Fingerprint, and Speech - 1.2254 
Fingerprint, and Speech Face 1.0810 
Face, and Fingerprint Speech 1.1055 
Face, and Speech Fingerprint 1.0685 
Table 6.7. Verification performance comparison on the use of fuzzy logic weight 
estimation on one biometrics on test set 
Modalities that use the relative Modalities that use the weight 
EER (%) 
performance as weight from fuzzy logic 
Face, and Fingerprint Speech 1.1055 
Fingerprint Face, and Speech 1.0280 
Face Fingerprint, and Speech 0.9899 
Fingerprint, and Speech Face 1.0810 
Fingerprint Face, and Speech 1.0280 
Speech Face, and Fingerprint 0.9955 
Face, and Speech Fingerprint 1.0685 
Speech Face, and Fingerprint 0.9955 
Face Fingerprint, and Speech 0.9899 
Table 6.8. Verification performance comparison on the use of fuzzy logic weight 
estimation on two biometrics over one biometrics on test set 
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Modalities that use the relative Modalities that use the 
EER (%) 
performance as weight weight from fuzzy logic 
Fingerprint Face, and Speech 1.0280 
Speech Face, and Fingerprint 0.9955 
Face Fingerprint, and Speech 0.9899 
Face, Fingerprint, and 
- 0.9860 
Speech 
Table 6.9. Verification performance comparison on the use of fuzzy logic weight 
estimation on three biometrics over two biometrics on test set 
From the above Tables, we can see that all the cases reflect an improvement of 
the weighted average method using relative performance of each biometric as 
weight. We find that the use of external factors to estimate the weight of 
fingerprint gives the most improvement. In addition, the improvement given by 
face is more than speech when they are using fuzzy logic to estimate weights. The 
-reason behind this can be due to the number of external factors that we use for each 
biometric. For fingerprint, we have used four factors (core x-，y-coordinate, 
V、 
darkness and low-clarity) to determine the weight which is more informative. For 
face, we only have two factors (face-finding confidence and illuminance) and for 
speech, we only have one factor (Signal-to-noise-ratio). The more are the factors 
that we incorporate, the more information we have for determining the reliability of 
the biometric and thus a more accurate estimation of the weight can result. 
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Besides the incremental analysis, we can also look at the devices and 
environments specific performance of the two methods. First we look at the 
performance of these two methods in Table 6.10. 
Weighted Average Fusion (EER = 1.71%) Fuzzy Logic Fusion (EER = 0.99%) 
Test Data Training Data Type Test Data Training Data Type 
Type WI WO PI PO Type WI WO PI PO 
WI 1.56 1.12 1.29 2.00 WI 1.04 0.78 1.04 0.85 
WO 1.82 0.78 1.35 1.04 WO 1.04 0.34 1.18 1.16 
PI 1.56 1.97 1.82 2.08 PI 1.16 1.45 0.59 1.56 
PO 1.82 2.08 2.08 1.56 PO 1.04 0.78 1.07 0.57 
Table 6.10. Verification performance of weighted average fusion and fuzzy logic 
fusion on test set 
By observing the result from the above table, we can see that there is one case 
(PO vs WO) in test set using fuzzy logic fusion that gives a worse performance than 
"weighted average. However, in general the performance of using fuzzy logic 
fusion is much better. One of the possible reasons is that the quality of the data 
collected in this case does not have very large variations. Therefore the 
performance of using adaptive weight estimation method or static weight does not 
show a big difference. 
Another possible reason of having those special cases is because the fuzzy logic 
decision fusion system that we build only considers the quality of the testing 
biometric samples but we have not paid any attention to the mismatches of devices 
and environments between the test and enrolled data. This issue should be 
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considered especially when all the biometrics are collected by different devices and 
in different environments (in our case, we only have face recorded in different 
environments using different devices). For weighted average fusion, it is a blind 
fusion method that adopts a linear decision boundary from similar data set (i.e. the 
development test set). The effect of mismatches of devices and environments may 
not have strong influence on it. So this may lead to the slightly less desirable 
performance on fuzzy logic in that special case. This also explains why in Table 
6.6 we observe a much higher improvement in matched data set than the 
mismatched data set. 
Finally, a test of significance is given to show that the improvement of using 
fuzzy logic is statistically significance when compared to weighted average fusion. 
Another significance test compared with the partially adaptive fuzzy logic decision 
fusion system (using static weight for speech) is also given. 
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Significant Test on Equal Error Rate difference between Weighted Average 
Fusion and Fuzzy Logic Fusion for Multi-biometric 
Evaluation Weighted Average Fuzzy Logic Fusion Difference 
Condition i Fusion E E R /Xwa i EER/xfl i Dj =/Xwa i —Mfl i 
WI vs WI 1.56 1.04 0.52 
WI vs WO 1.82 1.04 0.78 
WI vs PI 1.56 1.16 0.4 
WI vs PO 1.82 1.04 0.78 
WO vs WI 1.12 0.78 0.34 
WO vs WO 0.78 0.34 0.44 
WO vs PI 1.97 1.45 0.52 
WO vs PO 2.08 0.78 1.3 
PI vs WI 1.29 1.04 0.25 
PI vs WO 1.35 1.18 0.17 
PI vs PI 1.82 0.59 1.23 
PI vs PO 2.08 1.07 1.01 
PO vs WI 2.00 0.85 1.15 
\v — — — 
PO vs WO 1.04 1.16 -0.12 
PO vs PI 2.08 1.56 0.52 
PO vs PO 1.56 0.57 0.99 
Mean 万 0.643 
Standard deviation sd 0.410 
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The null hypothesis (Ho) and alternate hypothesis (Hi) are: 
Ho 'D=jUmi-MFLi=^ 
where a i s 0.05 (significance level), n is 16 and hence to.os, is is 1.753, 
fjL WA i is the EER of weighted average fusion for case i, 
and fl / is the EER of fuzzy logic fusion for case i. 
The test statistic is: 
t = (6.7) Sd Nn 
where D =0.643 
= 0.410 
72 = 16 
We reject Ho if / > to.os, is 
Since t = 6.266 > to.os, is, we reject Ho and we conclude that the equal error rate 
difference between weighted average fusion and fuzzy logic decision fusion for 
multi-modal biometric is statistically significant according to the paired t-test. 
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Significant Test on Equal Error Rate difference between Partial Adaptive Fuzzy 
Logic Fusion and Fully Adaptive Fuzzy Logic Fusion for Multi-biometric 
Partially Adaptive Fully Adaptive Fuzzy 
Evaluation Difference 
Fuzzy Logic Fusion Logic Fusion 
Condition i Dj =jLip i -/Xp i 
EER /ip i EER/XF i 
WI vs WI 1.04 1.04 0 
WI vs WO 0.9 1.04 -0.14 
WI vs PI 1.11 1.16 -0.05 
WI vs PO 1.04 1.04 0 
WO vs WI 0.79 0.78 0.01 
WO vs WO 0.31 0.34 -0.03 
WO vs PI 1.53 1.45 0.08 
WO vs PO 0.8 0.78 0.02 
PI vs WI 1.3 1.04 0.26 
PI vs WO 1.3 1.18 0.12 
PI vs PI 0.8 0.59 0.21 
PI vs PO 0.97 1.07 -0.1 
PO vs WI 1.04 0.85 0.19 
PO vs WO 1.15 1.16 -0.01 
PO vs PI 1.82 1.56 0.26 
PO vs PO 0.64 0.57 0.07 
Mean 万 0.056 
Standard deviation sd 0.123 
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The null hypothesis (Ho) and alternate hypothesis (Hi) are: 
//o : 万 - / V , . = 0 
where 0.05 (significance level), n is 16 and hence to.os, is is 1.753, 
jUpi is the EER of partially adaptive fuzzy logic fusion for case i, 
and //Fi is the EER of fully adaptive fuzzy logic fusion for case i. 
The test statistic is: 
Sd l4n 
where D = 0.056 
5D = 0.123 
« = 16 
We reject Ho i f^> to.os, i5 
Since t = 1.816 > to.os, 15，we reject Ho and we conclude that the equal error rate 
difference between partially adaptive fuzzy logic fusion and fully adaptive fuzzy 
logic decision fusion for multi-modal biometric is statistically significant according 
to the paired t-test. 
寺. 
6.5. Chapter Summary 
This chapter presents the fuzzy logic decision fusion framework for multi-biometric 
decision fusion. This framework incorporates external factors that affect biometric 
verification performance into the fusion decision-making process. By considering 
different biometric sample collection conditions, an estimation of the reliability of 
different biometrics can be done. 
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Fuzzy logic, with its ability to formulate impressions and reasons on linguistic 
level, can help in expressing the fuzzy concept of different external factors and 
model the unknown relationship between these external factors and the verification 
performance. On average, under matched enrollment and test condition, 59.6% of 
improvement relative to weighted average score fusion is achieved in the test set. 
And this result shows that by considering the ambient factors during multi-biometric 
decision fusion, we can improve the performance of a biometric authentication 
system. The selection of the quantity that is used to estimate the quality of the 
biometric sample plays an important role in improving the system performance. 
We also find that making use of more information can result in a more accurate 
estimation on the reliability of different biometric recognizers. The system using 
fuzzy logic decision fusion has a more robust performance than the system using 
weighted average method when using the same biometric recognition engines. The 
design of fuzzy membership functions and fuzzy rules in fuzzy logic decision fusion 
contribute to the robustness of the system. The design of the fuzzy membership 
functions that model the external factors from "fuzzy" concept to quantitative values 
„ sure that we can have a measure of the biometric sample quality. Moreover, the 
* fuzzy rules that incorporate human knowledge about the effect of those external 
factors on individual biometric verification performance help in adjusting the weight 
of each biometrics. However, weighted average fusion method may perform as 
good as or better than fuzzy logic weight estimation if the biometric samples that we 
captured are of similar quality. Further development can also take the mismatch 
enrollment and test data into consideration. 
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Factors Affecting VIV Performance 
Verbal information verification (VIV) verifies user identity with the verbal message 
based on the claimant's personalized/cognitive information. In this chapter, we 
investigate the factors affecting the performance of VIV. We look into the 
properties of the prompts' verbal information to study its effect on the VIV system 
performance. The motivation of studying the properties of the prompts comes 
from the problem of having the same answer to the same prompt from users, 
because the subjects of the system have similar background, are observed in [25], 
[31] and [32]. The common answer problem actually has great influence on the 
verification performance of a VIV system. In those systems developed in [25], [31] 
and [32], the problem is solved by asking a user multiple questions to reduce the 
effect. However, answering multiple questions brings inconvenience to users. In 
�� the following sections, we demonstrate our discovery in the use of estimation of the 
discriminating power of a prompt to reduce the false acceptance rate. 
We have characterized two types of VIV operating modes, one is fixed-pass 
phrase verification, and another is key-pass phrase verification. Fixed-pass phrase 
VIV refers to the user speaking exactly the same pass phrase (with the same lexical 
choice and word ordering) as in the profile to pass the verification. Key-pass phrase 
VIV refers to the case where user are allowed to use different lexical choice and 
word ordering except the keywords should remain the same as enrolled. There is a 
CHAPTER 2. 
trade-off between these two types of operating modes. Fixed-pass phrase VIV 
requires matching of more information, therefore it has a higher level of security. 
Key-pass phrase VIV is more convenient to users because they may not always 
remember the exact wording of the whole pass phrase as required in fixed-pass 
phrase. 
The factors affecting the performance of VIV can be put into two groups: 1) 
Factors from verbal messages and 2) Factors from utterance verification. In order 
to have a clear study on these two groups of factors, we carried out the experiments 
on text-based VIV verification and speech-based VIV verification. Fig. 7.1 shows 
the four cases that we will study in this chapter. 
Operating Modes 
Fixed Pass Phrase Key Pass Phrase 
Text Based 
Verification Whole Pass Phrase Key Pass Phrase 
(Error-free Text Matching Text Spotting 
Recognition) 
Utterance Keywords 
Speech Based Verification Spotting 
Verification 
Fig. 7.1. Operation matrix for Verbal Information Verification 
We start with using text-based verification (i.e. text matching). The reason 
behind this is to remove the recognition error from the utterance verification system 
so that we can focus on the variation in verbal messages alone. After the study on 
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text-based VIV system, the analysis will be applied on speech-based VIV system to 
capture the variation from the recognizer. 
There are two limits imposed by the data in our experiments. The first limit is 
that every subject is speaking the exact words with the same word ordering during 
verification as they have enrolled into the system profile. The second limit is when 
the subjects are acting as imposters; they do not know the true information about 
their target profile. That means in our experiments, we assume all users are not 
cheating by looking at the personal information of other subjects. These limits 
reduce the possible errors committed by the system. 
7.1, Factors from Verbal Messages 
There are four factors from the verbal message that will affect the verification 
performance of VIV. They are 1) the number and 2) the distribution of distinct and 
unique response to each prompt, the 3) inter- and 4) intra-person lexical variation. 
Each of these factors will be studied in this section using text-based verification 
approach. 
,� All the text information from our data is used in the text-based analysis. It is 
** because in a real system, the user profile (spoken password transcriptions) is stored 
in the system. So before evaluation, the system already has all the text 
information. 
7.1.1. Number of Distinct-Unique Responses 
A prompt with larger number of distinct-unique responses has a stronger 
discriminative power. A distinct response means that the semantic meaning is 
different from the others. If every subject has a distinct response to the same 
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prompt, the prompt has a very strong discriminative power. However, the strength 
of the discriminative power of a prompt is relative. 
If the relative ratio between the number of distinct-unique response and total 
number of users is small, this prompt is not discriminative. E.g. if our system has 
only two enrolled subjects while one of them is a male and another is a female, the 
prompt that asks about the gender of the user will be very discriminative. On the 
contrary, if the system has over 300 subjects and half of them are male, the prompt 
about the gender information will not be discriminative. 
The number of distinct-unique responses of each prompt only relates to the 
false acceptance error committed by the verification system. The prompt with a 
larger number of distinct-unique responses has a lower false acceptance rate (FAR) 
and vice versa. This is because it only shows how common people have the same 
answer to the same prompt. It has no relationship with the claimant's 
authentication. 
To see the effect of the number of distinct-unique responses of each prompt, we 
have selected a subset of our data to carry out the following experiment. The 
„ objective of this experiment is to find evidences to support the claim that a prompt 
’. with larger number of distinct-unique responses has a lower FAR. We only select 
those short format prompts to reduce the effect of lexical choice variation (will be 
discussed later). Command type prompts are not used because by nature they have 
only one distinct-unique response. The prompt A2 (i.e. Where were you bom?) is 
not used because it is strongly affected by the distribution of distinct-unique 
responses. Table 7.1 shows the FAR of each selected short format prompts with 
decreasing number of distinct-unique responses. Each prompt has 240 imposter 
trials for the computation of the FAR. 
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Number of Fixed-pass Key-pass 
Prompt System prompts 
distinct-unique phrase VIV phrase VIV 
ID (Translated from Cantonese) 
responses (FAR %) (FAR %) 
A3 16 What is your phone number? 0.0 0.0 
Al 16 When is your date of birth? 0.0 0.4 
A6 9 What is your horoscope? 10.0 10.8 
Which department are you 
A4 1 28.3 36.3 
in? 
A5 1 Which laboratory are you in? 31.7 34.6 
Table 7.1 False acceptance rate of selected (short responses) prompts in 
text-based VIV (Total number of subjects is 16) 
The results shown in Table 7.1 give a very clear difference between the prompts 
that have 16 distinct-unique responses (A3, Al) and 1 distinct-unique response (A4, 
A5). The FAR decreases when the number of distinct-unique responses increases. 
» We will explain in the later section about lexical choice variations why the prompt 
with only 1 distinct-unique response is not having 100% false acceptance. 
7.1.2. Distribution of Distinct-Unique Responses 
A prompt that has an evenly distributed number of distinct-unique responses has a 
lower FAR. This is discovered by studying the case of A2 (Where were you bom?). 
The number of distinct-unique responses to this prompt is 2: 1) Hong Kong “香港” 
and 2) Tianjin “天津，，in our data. The FAR of the A2 short format responses is the 
same for both fixed-pass phrase and key-pass phrase verification (87.5%). There 
are 15 out of 16 subjects in our data have the answer of “香港” and only 1 subject 
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has the answer “天津”. The distribution of the answer is uneven. In this case of 
only two distinct-unique responses, if the number of subjects having one of the 
responses increases, the number of subjects having the other response decreases. 
By varying the number of subjects for one of the answers, different FAR can result 
(see Fig. 7.2). 
100.0% -
90.0% , r S _ 
80.0% • g g 
70.0% - # • S • S 器 
60.0% - • § 承 承 • § 
< 50.0% - ^ 
Mh 卜 卜 lo 




0 . 0 % ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ — — ‘ ‘ ‘ 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Number of subjects have the answer "香港" 
Fig. 7.2. FARs of different distributions of distinct-unique responses of a prompt 
We can see that the FAR is the lowest when half of the subjects take one of the 
answers and the other half take another answer. It is minimal when the distribution 
of distinct-unique responses is even. This is the same when the number of 
distinct-unique responses increases. The FAR of fixed-pass phrase VIV without 
considering lexical choice variation can be calculated using (7.1). It is minimal 
when Hi for all i are of similar magnitude. 
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FA,,,, {N,d,{n^) = Z : ' . i ; ” ) for \<d<N ,\<n,<N+ \ 口]) 
where N is the number of subjects (greater than or equal to 1), d is the number of 
distinct-unique response, is the number of subjects that take the distinct-unique 
response i and {«,} is a set of such numbers. All the parameters are integer. 
The numerator in (7.1) is the sum of all falsely accepted imposter trials of each 
distinct-unique response. is the number of subjects that take the distinct-unique 
response i, therefore there are -1 other subjects also take the same response that 
will be accepted. The denominator is the total number of imposter trials. 
A distinct-unique response can be a substring of another distinct-unique 
response. Therefore, the FAR of key-pass phrase cannot be computed using (7.1) 
because it uses substring matching to authenticate a user. However, the value of 
(7.1) is the lower bound for the FAR of key-pass phrase VIV. 
7.1.3. Inter-person Lexical Choice Variations 
Lexical choice variations can be further divided into inter-person lexical choice 
variations and intra-person lexical choice variations. Inter-person lexical choice 
H 
variations can reduce false acceptance. This effect is stronger on fixed-pass phrase 
mode but less significant in key-pass phrase mode. 
We will first look at inter-person lexical variations. Using the user-defined 
command type responses is useful to observe this variation. It is because all 
subjects are trying to tell the same content. Table 7.2 shows the FAR of all the 
user-defined command prompts with all sentence length (short, medium and long). 
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Prompt ID FAR of fixed-pass phrase VIV FAR of key-pass phrase VIV 
CI 19.72% 48.75% 
C2 14.44% 39.03% 
C3 5.56% 22.36% 
C4 12.78% 53.33% 
C5 11.11% 37.64% 
C6 5.83% 27.36% 
C7 3.06% 14.03% 
Table 7.2 FAR of command type prompts (all sentence length) in text-based 
VIV 
Although all the subjects are telling the same content in each prompt, the FAR 
is not 100% because each subject uses different wordings. Table 7.3 shows some 
examples from the case C3 that most of the subjects are using different lexical 
choice to give a command to shutdown a computer. 
User User Responses (Long) User Responses (Short) 
u Subject 1 唔該幫我關閉電腦 刪機 
Subject 4 刪左個電腦佢呀唔該 刪左佢呀 
Subject 6 唔該幫我熄左個電腦 熄電腦 
Subject 7 唔該幫我刪電腦 刪電腦 
Subject 9 麻煩你刪左部機 刪左部機 
Subject 12 我已經用完呢個電腦 刪機 




We expect the performance of key-pass phrase mode to be much worse than 
fixed-pass phrase mode. It is because key-pass phrase mode needs only to spot the 
keywords. It can tolerate some form of lexical choice variations (expect altering 
the keywords). Table 7.4 shows some examples that in the prompt CI, most of the 
users use the keywords “刪窗” (bolded in the Table). Regardless of the sentence 
length, the user is accepted if the pass phrase contains the keywords. 
User User Responses (Long) User Responses (Short) 
Subject 1 唔該幫我刪左屋裡面既窗 • 刪窗 
Subject 4 刪左個窗佢呀唔該 刪左佢呀 
Subject 6 唔該你我想刪窗 刪窗 
Subject? 唔該幫我刪窗 刪窗 
Subject 9 麻煩你刪窗 刪窗 
Subject 12 唔該刪左間房既窗 刪窗 
Table 7.4 Examples of inter-person lexical choice variations of user 
responses (CI) 
Since fixed-pass phrase verification can take advantage of the inter-person 
lexical choice variations, the FAR of fixed-pass phrase should be lower than 
key-pass phrase verification. The number of words increases as the sentence 
length increases. Therefore, we expect a higher variation for a longer sentence. 
Thus, the FAR of longer sentences for fixed-pass phrase should be lower than the 
short sentence. There should be less influence on key-pass phrase for the length 
variation of the sentence. We have computed the FAR of the two prompt types 
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with different lengths for each verification modes. The results are shown as Fig. 
7.3 and it is consistent with our expectations. 
~ ~ ~ _ _ _ _ _ 
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^ ^ Command Type (Key) 
M ^ Q u e s t i o n Type (Key) 
O.OOS^ i：：：：^!;^ y :ommand Type (Fixed) Long Question Type (Fixed) Medium Short 
Fig. 7.3. The false acceptance rates of fixed pass phrase and key pass phrase with 
different utterance length for all subjects 
7.1.4. Intra-person Lexical Choice Variations 
Intra-person lexical choice variations increase false rejection errors. False rejection 
,, does not happen in fixed-pass phrase text-based verification because we have 
removed the recognition errors. In key-pass phrase verification, we match the 
sentences of different length to the short sentences. Intra-person lexical variations 
occur when users give responses in different length. We observed the variations 
from our data and an example is shown in Table 7.5. 
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Prompt Prompt Short Response Medium 
Long Response 
ID Type (Keywords) Response 
A6 Question 獅子座 我係獅子座 我既星座係獅子座 
C1 Command 刪左佢呀 刪左個窗佢呀刪左個窗佢呀唔該 
Table 7.5 Example to show the intra-person lexical choice variations 
In the example, the keywords in the question type prompt are preserved even if 
the sentence length increases. However, the keywords of the command type prompt 
are separated into two parts when the sentence length increases. Based on this 
observation, we discover that the responses to the question type prompts are usually 
a noun phrase (E.g. Sf子座）while the responses to the command is a combination 
of verb (E.g.刪）and noun (or pronoun) (E.g. f巨).It is likely that we will break a 
verb phrase into two parts in Cantonese. Broken keywords cannot be recognized by 
the system, so rejection will happen. Therefore, we expect the false rejection rate 
(FRR) of using key-pass phrase is lower for question type prompts and higher for 
command type prompts. 
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• Question Type (Key) • Command Type (Key) 
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Fig. 7.4. FRR of key-pass phrase with different sentence length for all subjects 
We can see from Fig. 7.4，question type prompts FRR are much lower than 
command type prompts FRR. This is the same as what we expect. 
In the text-based verification, four factors are shown to have influence on the 
performance of VIV. The number and distribution of distinct-unique responses of 
the prompt, inter- and intra- person lexical choice variations have different effects on 
“the performance of the system. In the following section, we will study the factors 
from utterance verification that affecting the verification performance of VIV. 
7.2. Factors from Utterance Verification 
In this section we will discuss factors that affect utterance verification performance. 
These factors include thresholding and background noise. 
We will perform analysis on VIV based on speech data. We divide the data 
into development test and test sets such that in evaluation we can see the system 
performance in unseen data. The experimental setup is the same as text-based 
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verification. The only exception is that the matching of text is now accomplished 
by the utterance verification engine. In order to be comparable with later 
experiments, the analysis is only based on the development test set. 
7.2.1. Thresholding 
Thresholding increases the FAR in fixed-pass phrase verification. Threshold is 
used in an utterance verification engine to provide fault tolerance. A user's 
utterance need not to score 100% to gain access to the system because the 
recognition results can be affected by many other factors (E.g. background noise). 
However, if two users have very similar lexical choice, over 80% of the words in the 
authentication utterances may be the same (but not include the keywords). If the 
score from those non-keywords is already greater than the threshold, they can gain 
access to one another's account. This happens in fixed-pass phrase mode only 
because key-pass phrase mode only spots the keywords so the non-keywords will 
not be scored. 
By adjusting the threshold value, we can increase FAR while reducing FRR and 
vice versa. So when we are comparing the text-based system with the 
„ speech-based system, we must consider both FAR and FRR. 
’ We compute the FAR of the fixed-pass phrase VIV and key-pass phrase VIV 
for each prompt using the threshold value at the EER point in development test set. 
Again, we sort the prompts in the order of decreasing number of distinct and unique 
responses. We will first look at the results for fixed-pass phrase in Table 7.6. 
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Prompt ID Number of 
Text-based VIV Speech-based VIV 
(L: long, M: distinct and 
(FAR) (FAR) 
medium, S: short) unique responses 
A3—L 16 0.00% 3.33% 
A1_S 16 0.00% 11.25% 
A6_L 9 6.67% 41.25% 
A2_M 2 4.17% 12.50% 
A4_S 1 31.67% 34.17% 
A5_M 1 12.50% 28.75% 
C1_S 1 55.00% 55.00% 
C2_M 1 8.33% 33.75% 
C3_L 1 0.00% 6.67% 
C4_S 1 28.33% 48.33% 
C5_M 1 8.33% 21.25% 
C6_L 1 0.83% 4.17% 
C7_S 1 6.67% 24.17% 
“ Table 7.6 False acceptance rate of fixed-pass phrase VIV on development 
test set (Total number of subjects is 16) 
We expect an increase of error rates in speech-based verification when compare 
with text-based verification. In fixed-pass phrase VIV, the FAR of different 
prompts in the development test set is increased when we used speech-based 
verification. In the prompt A6_L, the FAR increases a lot. The reason behind this 
is that, same as what we mentioned in the beginning of this section, many people 
respond to this prompt using similar lexical choice. This creates many sub-syllable 
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matches in the utterance verification engine. Since there are so many sub-syllable 
matching the target profile, the utterance verification score from the utterance 
verification engine is high. This confidence score ranges from 0 to 1. The 
equation computing the utterance verification score is shown in (7.2). 
^ number of matched sub - syllables , , � � 
UV = (/.2) total number of sub - syllables needs to be matched 
Since we do not use 1 as the threshold value as in text-based verification, 
thresholding creates a tolerance range to the system. In A6_L, 12 out of 16 
subjects say ‘ 我既星座係 XX 座”.Among the 8 syllables, there are only 2 
syllables different. In some of the cases, these two words are also the same. This 
explains why the FAR of A16_L increases a lot when we switch to speech-based 
verification in fixed-pass phrase mode. The rise in false acceptance of A1_S is also 





Prompt ID Number of distinct 
Text-based VIV Speech-based VIV 
(L: long, M: and unique 
(FAR) (FAR) 
medium, S: short) responses 
A3—L 16 0.00% 2.08% 
A1_S 16 0.42% 5.00% 
A6 一 L 9 11.67% 10.42% 
A2_M 2 87.50% 30.00% 
A4_S 1 36.25% ‘ 20.83% 
A5_M 1 40.83% 35.42% 
C1_S 1 60.83% 30.00% 
C2_M 1 46.67% 37.08% 
C3_L 1 17.92% 15.42% 
C4_S 1 48.33% 42.08% 
C5_M 1 38.75% 20.42% 
C6_L 1 27.92% 28.75% 
“ C7_S 1 12.92% 13.33% 
Table 7.7 False acceptance rate of key-pass phrase VIV on development test 
set (Total number of subjects is 16) 
When we look at Table 7.7，we find that the FAR of key-pass phrase 
speech-based verification is lower than text-based verification. This is exactly the 
effect of thresholding which tries to balance between false rejection and false 
acceptance. Fig. 7.1 shows the false acceptance rate and false rejection rate of the 
text-based and speech-based verification. We can see that speech-based key-pass 
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phrase VIV have a very high FRR which can lower the FAR. The big difference 
between the FRR and FAR is due to insufficient claimant's data (with reference to 
the cases in Appendix D and E). 
• False Acceptance Rate • False Rejection Rate 
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Phrase (Text) Fixed Pass ^ ^ ^ ^ ^ I ^ H B L ^ m l l K B ^ ^ 
Phrase Key Pass False Acceptance Rate 
(Speech) Phrase (Text) Key Pass 
Phrase 
(Speech) 
, Fig. 7.5. Performance comparison between speech- and text- based result on 
development test set 
7.2.2. Background Noise 
In utterance verification, background noise degrades the recognition performance 
therefore increases false rejection of VIV. In Fig. 7.6, we can see the relationship 
between SNR and FRR. The SNR value we used is obtained using the NIST tools 
that implements equation (6.1) as what we used in chapter 6. 
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• Fixed Pass Phrase • Key Pass Phrase 
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Fig. 7.6. Relationship between false rejection rate and SNR for fixed and key-pass 
phrase verification on development test set 
For a claimant who knows his/her own spoken password, the verification 
procedure is just utterance verification. If the utterance verification engine can 
gives a correct recognition result, the claimant will be accepted. Therefore the 
accuracy of utterance verification has a negative relationship with the false rejection 
“er ror in our case. We can see that for both operating modes of VIV, the 
performance decreases with increase of noise. The performance increases when 
the SNR is greater than or equal to 40dB. 
In the experiment of speech-based verification, we see that there are several 
factors that affect the performance of VIV. In fixed-pass phrase verification, 
thresholding increases the FAR because of the tolerance interval introduced for 
robustness. On the other hand, both fixed- and key-pass phrase verification modes 
have higher FRR when the background noise in the speech data is strong. 
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7.3. VIV Weight Estimation Using PDP 
In this section, we will introduce the Prompt Discriminative Power (PDP) to model 
some of the VIV variability that we studied in this chapter. As its name implies, 
PDP is a scoring of the discriminative power of a given prompt. PDP mainly 
models the first two factors we have discussed: the number and distribution of 
distinct-unique responses. As described in 7.1.1 and 7.1.2, these two factors is 
only relevant to the FAR, therefore PDP is also relevant to the FAR. By modeling 
these fundamental factors that affect the reliability of VIV, we hope to improve the 
system performance. 
We have proposed three different ways to compute PDP. They are shown in 
(7.4)，(7.5) and (7.6). 
Direct Ratio : pdp^ = Ejl (7.4) 
Power Ratio ：摩 二“厂! (7.5) 
Entropy ： pdp^ = (7.6) 
P i=\ s s 
„ where PDPp is the PDP of prompt p, Np is the number of unique responses for 
prompt p, S is the total number of subjects, ripi is the number of subjects that takes 
the unique response i to for prompt p. 
PDP models the number of distinct-unique responses relative to the total 
number of subjects. The first method is called direct ratio (7.4). It is the ratio 
between the number of distinct-unique responses and the total number of subjects. 
The second method is called power ratio (7.5) which is a modified version of direct 
ratio that gives a zero-out effect when the prompt give no discriminative power (i.e. 
possible number of distinct-unique responses is 1). The last method is called 
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entropy method (7.6) given by the calculation of the entropy which considers the 
distribution of different distinct responses. The output for equations (7.4) to (7.5) 
has the output of range 0 to 1. In order to have a consistent output range, the 
output of (7.6) is normalized to the same range by min-max normalization method. 
For the experiment we perform in the past few sections, we used only the VIV 
scores (utterance verification scores) to compute the FAR, FRR or EER. In the 
following part of this section, we want to see if we can actually reduce the FAR by 
weighting the VIV scores with PDP. However, the reduction of FAR can be 
achieved purely by shifting the threshold value. Therefore we have to compare 
also the FRR increase. The objective of this experiment is just to see the effect on 
FAR and FRR by using PDP as a weight of VIV. PDP value is different from 
prompt to prompt. Weighting the VIV score with PDP will be the same as using a 
dynamic threshold value as we scale the value of VIV score according to PDP. 
Since there are many of the prompts which have weak PDP, multiplying PDP 
will result in a very strong rejection force that causes very high false rejection error. 
To see the influence of PDP on FAR, we only perform this experiment on the four 
„ prompts which have the number of distinct-unique responses greater than 1. The 
” experiment uses speech-based verification method. We do not use EER as the 
\V 
evaluation metrics because EER will try to balance FAR and FRR. It may be 
biased towards false rejection because of the lack of claimant data. EER threshold 
for VIV scores only of all prompts is used in computing the FAR and FRR in this 
experiment. Since the threshold we used is not the EER point for the weighted 
VIV data we have to compare the relative changes of both FAR and FRR. The 
results are shown in Table 7.8. 
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VIV Score * PDP 








rate (FAR) 11.88% 2.81% 2.81% 3.13% 
phrase VIV 
Fixed-pass 




rate (FRR) 46.88% 60.94% 60.94% 57.81% 
phrase VIV 
Table 7.8 FAR and FRR for weighted VIV score on development test set 
From Table 7.8，we see that although there is improvement by reducing of false 
acceptance for both fixed-pass phrase VIV and key-pass phrase VIV (Fig. 7.7). 
» The FAR goes down to 4.79% and 2.81%-3.13% for fixed-pass phrase and key-pass 
phrase modes respectively. The reduction of FAR is stronger for key-pass phrase 
and additionally the FRR increase in fixed-pass phrase VIV is more obvious. The 
FRR doubles when we use VIV score weighted by PDP in fixed-pass phrase mode 
(Fig. 7.8). By adjusting the threshold value, this increase of FRR can be reduced 
but the reduction of FAR is also lessened. In addition, we can see that the 
reduction of FAR in key-pass phrase VIV is higher than that in fixed-pass phrase 
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Fig. 7.7. Relative reduction in FAR for each PDP estimation method 
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Fig. 7.8. Relative increase in FRR for each PDP estimation method 
For fixed-pass phrase verification, it performs better because it requires the 
matching of the whole pass phrase. It has a lower false acceptance rate when it is 
operating in text-based verification because of lexical choice variations. However, 
a thresholding technique is employed when it operates in speech-based verification. 
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The FAR of fixed-pass phrase increases if the lexical choice similarity between users 
is high. It is strongly influenced by the lexical choice variations and similarity. 
This results in weakening of the relationship with PDF. Therefore when we try to 
use PDP to estimate the reliability, the performance is not satisfactory. 
On the contrary, the flexibility given to the user in key-pass phrase verification 
is valuable. In addition, since it just matches the keywords, the effect of similar 
lexical choice between users is small. Without too much influence by the lexical 
choice variations and similarity, PDP can effectively estimate the reliability of the 
result and better performance is achieved. ‘ 
As mentioned before, the experiments in this thesis constrains the subjects to 
speak the same words exactly in the answers as they are enrolled into the system. 
This is not practical in a real world system where people are more likely to have 
small, if not large, variations in the way they speak about the same thing. 
Therefore, the performance of fixed-pass phrase VIV may not be as good as we 
expect. However, this does not have such a strong effect on key-pass phrase 
verification. 
7.4. Chapter Summary 
This chapter provides detailed analysis of the factors that affects Verbal Information 
Verification (VIV) from both verbal message and recognition. We find that for 
both fixed-pass phrase VIV and key-pass phrase VIV, the performance is influenced 
by the number and distribution of distinct-unique responses and lexical choice 
variation (both inter- and intra-person) from the verbal message. The first two 
factors can be modeled by the Prompt Discriminative Power (PDP) where a high 
PDP reflects a low false acceptance. For the lexical choice variation, it reduces the 
false acceptance (inter-person lexical choice variation) but increases the false 
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rejection (intra-person lexical choice variation) on the other side. However, the 
effect of lexical choice variation on fixed-pass phrase is much stronger than 
key-pass phrase verification. Although the performance of using fixed-pass phrase 
is better than using key-pass phrase, the user friendliness is affected because a user 
needs to remember the exact wording of the spoken password which is less practical. 
For speech-based VIV, thresholding of utterance verification and background 
noise in the speech signal also have impact on the performance. Thresholding 
offers a tolerance interval for imperfect recognition of the speech but increases the 
false acceptance error due to lexical choice similarity between users in fixed-pass 
phrase VIV. In addition, the background noise affected the recognition 
performance of the utterance verification system. False rejections increase when 
the background noise level is strong. 
We introduce the PDP to model the VIV variability. From the experiments, 
we find that using direct ratio and power ratio to weight VIV can reduce FAR more 
in fixed-pass phrase VIV. However, the increase in FRR is much stronger. This is 
because the estimation method of PDP has not taken the lexical variation into 
„ consideration. And lexical variation has a very strong influence on the verification 
performance of fixed-pass phrase. 
�� 
On the other hand, entropy give a relatively better estimation since it have a 
better balance between the reduction of FAR and increase of FRR. Using PDP to 
estimate the reliability of key-pass phrase VIV gives a better performance than 




Adaptive Fusion for SV and VIV 
In this chapter, we describe an adaptive fusion method for Speaker Verification (SV) 
and Verbal Information Verification (VIV). As reported in previous chapters, the 
verification performance of SV (section 6.1.1) and VIV are affected by various 
factors. Speaker Verification performance is affected by the Signal-To-Noise-Ratio 
(SNR) and Verbal Information Verification performance is affected by Prompt 
Discriminating Power (PDP). A fusion method that is adaptive to these factors is 
proposed. 
We proposed the fusion of SV and VIV because they can share same source of 
„ input which allows us to provide two levels of authentication without increasing 
’ intmsiveness. Also we have seen in the previous chapter that with appropriate use 
of PDP to weight VIV, the false acceptance rate (FAR) can be reduced to 4.8% in 
fixed-pass phrase mode and 2.8%-3.1% in key-pass phrase mode (see Table 7.8). 
We carry out an experiment to find the upper bound of the best fusion results of 
SV and VIV in out test set. We find the EER threshold for both SV and VIV 
without considering any other factors (E.g. SNR or PDP). Then we compute the 
FAR and FRR (false rejection rate) of SV. For those data that SV makes correct 
decision, we consider the fused result to be correct. For the rest of the data, we 
check whether VIV can make a correct decision. If VIV is correct, we consider the 
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fused result to be correct. Table 8.1 shows the results of this imaginary fusion 
method results. 
SV + fixed-pass phrase SV + key-pass phrase 
SV 
VIV VIV 
False acceptance 344 106 101 
False rejection 23 0 6 
FAR 5.51% 1.70% 1.62% 
FRR 5.53% 0.00% 1.44% 
Table 8.1. Upper bound performance of SV and VIV fusion on test set 
From Table 8.1，we can see that if we can fuse SV and VIV together 
appropriately, there is still room for improvement of speech-based authentication. 
This motivated our work in the fusion of SV and VIV. 
8.1 • Weighted Average fusion of SV and VIV 
. . I n this section the weighted average fusion experiment is carried out as a baseline for 
performance comparison of the proposed fusion approach. Experiments are carried 
out for fusion of SV with both fixed-pass phrase and key-pass phrase verification 
modes. The setups for both operation modes are the same because classical 
weighted average fusion method does not make use of any external information for 
weight estimation. The speaker verification scores and verbal information 
verification confidence scores are normalized before they are fused. 
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8.1.1. Scores Normalization 
The score of SV and VIV are normalized using Z-normalization method (5.1). We 
derived the parameters from the development test set and applied to the test set. 
We have obtained the parameters for SV, fixed-pass phrase VIV and also key-pass 
phrase VIV. 
Z-normalization is used because it can shift the mean score to zero and unify 
the spread. This allows the weight assigned to the biometric to focus on the 
reliability of the authentication score but not the scaling or shifting of score range. 
8.1.2. Experimental Setup 
For weighted average fusion, we need to estimate the weights assigned to the two 
modules that are to be fused. The weights for SV and VIV are obtained from the 
development test set. We search from 0 to 1 at intervals of 0.01 for the weights of 
each module to obtain the best combination of weights to achieve best performance. 
The fusion equation is shown in (8.1). When we perform fusion, we use the same 
SV data for both fixed-pass phrase verification and key-pass phrase verification. 
,, fusedScore = Weightsv'^normScoresv + Weight yjy* norm Score vjv (8.1) 
iv 
After the searching procedure, the best weights for each operation mode from 




Test Set Weight of SV Weight of VIV 
SV only 5.51% - -
Weighted average fusion 
between Fixed-pass Phrase 4.09% 0.78 0.22 
VIV and SV 
Weighted average fusion 
between Key-pass Phrase 5.13% 0.87 0.13 
VIV and SV 
Table 8.2. Verification performance for weighted average fusion for fixed-pass 
phrase VIV and key-pass phrase VIV with SV in EER 
The weight assignment given in Table 8.2 shows that VIV only provides very 
limited help. As described in the previous chapter, the performance of key-pass 
phrase VIV is lower than fixed-pass phrase VIV. So the weight assigned to it is 
lower. We can also see that when fusion is performed, the performance is better 
- t h a n using SV alone. From the test set, when SV is fused with fixed-pass phrase 
VIV, 25.8% relative improvement is achieved and when it is fused with key-pass 
phrase VIV, 6.9% relative improvement is achieved. SV fusion with fixed-pass 
phrase VIV performs better than SV fusion with key-pass phrase VIV because 
fixed-pass phrase VIV performance is better than key-pass phrase VIV. 
8.2. Adaptive Fusion for SV and VIV 
The adaptive fusion function is divided into three categories according to the 
confidence of the SV score. The three categories will be described in the following 
parts. The confidence of SV score is computed using equation (8.2). 
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confidence = Score^^ — O^y (8.2) 
where 0sv is the EER threshold value found from the development test set. 
The fusion rule is shown in equation (8.3) and the parameters used are shown 
in (8.4), see Fig. 8.1 for categories division illustration. 
[ S C O 〜 . f s A S ^ c o r e 雷 . P D P ^ 脈 < 
Category I 
Scoref =�。〜.fASNK)女 Score- •以SNR) ^, < ^ q 
_ fsv{SNR) + fyjyiSNR) '面 J 
Category II 
Score^y , Otherwise 
Category III 
(8.3) 
1 — 評 尸 … ( 8 4) 
lim/ower -0.25*0-^, . 
where fipA and fifR are the mean and Ge4 and (Jfr are the standard deviation of the 
confidence for false acceptance trials and false rejection trials of speaker verification 
in development test set. 
limiower limupper 
Category Category Category Category 
III II I III 
^ 
Confidence 
Fig. 8.1. Confidence values division for the three categories in (8.3) 
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8.2.1. Components of Adaptive Fusion 
In (8.3)，there are two other functions, fsv(SNR) and fviv(SNR), and a parameter PDP 
involved. fsv(SNR) and fviv(SNR) transform SNR to the range of 0-1 according to 
the property that SV and VIV have different response to SNR. The two 
transformation functions of SNR for SV and VIV are the same but with different 
parameter values. They are shown in (8.5) and (8.6). 
‘-(SNR-(fj-Q.5*cr�f 
以 SNR) = <e 乂 ,SNR<JU-0.5*(7 (8.5) 
1 ，Otherwise 
/曹（5蕭）=]已 " + 0.5*0" (8.6) 
1 ，Otherwise 
where fi and o are the mean and standard deviation of SNR value in development test 
set respectively. 
The influence of SNR on the verification performance of SV and VIV are 
similar, but different. Therefore the two systems are required to use different 
„ parameters for the same function. SV can performs better even with a lower SNR, 
therefore the parameter used i s / / - 0 . 5 * ( j . VIV need to have a higher speech 
quality to give a better performance, so the parameter used is// +0.5 *cr. The 
functions are depicted in Fig. 8.2 and Fig. 8.3，respectively. 
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20 25 30 35 40 45 50 55 60 SNR Fig. 8.2. Function of SNR for SV 
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20 25 30 35 40 45 50 55 60 SNR Fig. 8.3. Function of SNR for VIV 
We have divided the SV scores into different groups according to their SNR 
values. In each group, we compute the false acceptance and the false rejection 
rates. In Fig. 8.4，the false acceptance rate and the false rejection rate are plotted 
" f o r each SNR group. We can see that the performance of SV is better when the 
SNR is higher than 36dB compared with those lower than 36dB. Therefore the 
parameter for SV SNR function employs the parameters that give high output when 
the SNR is greater than 36dB. The high false rejection rate in the case of SNR at 
55dB is due to insufficient claimant data. This is also the same for the cases of 
SNR at 26dB and 31dB. 
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• False Rejection Rate • False Acceptance Rate 
14 -
12 _ • 11.76 
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B 8 - 7.78 • 
^ 6 - , 6 .35 
o 5 . 5 .29- 5.23 •5.41 
•2.63 
2 -
0 •-e——‘ ^——‘ ‘ ‘ ‘ ‘ 
26 31 36 41 46 51 
SNR 
SNR 26dB 31dB 36dB 41dB 46dB 51dB 
Amount of Claimant Trials 4 12 63 74 38 17 
Amount of Imposter Trials 60 180 945 1110 570 255 
Fig. 8.4. SV performance against SNR for SV and VIV fusion development test set 
We have studied the effect of background noise on the VIV performance. In 
Fig. 7.6，we can see the relationship with between SNR and FRR. The 
performance decreases and is more stable when the SNR is greater than or equal to 
40dB for both operation modes. The accuracy of VIV is not high even if the SNR 
is greater than 40dB. We deliberately adjust the parameters of the function to attain 
much higher quality to 43dB before we give full support (i.e. assign the weight value 
of 1) to VIV. For those speech utterances that have 40dB SNR, we still give a high 
level of support but not full support in our system. 
In previous chapter, we have discussed about PDP which is related with the 
number of unique responses relative to the total number of subjects. Three 
methods are used to estimate PDP: direct ratio (7.4)，power ratio (7.5) and entropy 
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(7.6). The values of PDP for each prompt in our validation set using different 
estimation methods are shown in Table 8.3. 
Number of unique PDP 
Prompt Type Prompt ID 
responses Direct Ratio Power Ratio Entropy 
Al 16 1 1 1 
A2 2 0.13 0.07 0.08 
Personal A3 16 1 1 1 
Questions A4 1 0.06 0 0 
A5 1 0.06 0 0 
A6 9 0.56 0.53 0.71 
CI 1 0.06 0 0 
C2 1 0.06 0 0 
C3 1 0.06 0 0 
User-Defined  
C4 1 0.06 0 0 
Commands  
C5 1 0.06 0 0 
“ C6 1 0.06 0 0 
� CI 1 0.06 0 0 
Table 8.3. PDP values computed using the three methods in our data set 
8.2.2. Three Categories Design 
Having described each component of the fusion method, we will explain the method 
in details. Starting from the SV score output, it is a likelihood-score that shows 
how likely the user is a claimant. If the likelihood-score is greater than the 
threshold value, we will accept the user and vice versa. However, the distributions 
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of the claimant and imposter scores do not have a clear separation that allows a 
single threshold value to be used to make correct decisions for all claimants and 
imposters. 
Although the distributions of the scores are not clearly separated, the 
overlapping area is not very large. False acceptance and false rejection usually 
happen in trials with scores around the threshold. To verify this hypothesis, we 
perform the investigation in our development test set to see whether the distribution 
of the false acceptance and false rejection are really distributed around the threshold. 
We measure the false acceptance rate and false rejection rate with different 
confidence values (8.2). The confidence value is the difference between the 
verification score and the threshold value of SV which is zero when verification 
score equals to the threshold. If the false acceptances and false rejections are close 
to the threshold (zero confidence), it is coherent with our expectation. Results are 
given in Fig. 8.6. 
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Fig. 8.5. Relationship between confidence value and verification performance of 
“ SV on development test set 
From Fig. 8.5, we can see that when the confidence value is far from zero, the 
decision made by SV is more likely to be correct. That is because if the 
likelihood-score from SV is far from the threshold, the decision is more likely to be 
correct. Therefore, in (8.3)，we designed that when the confidence of the user SV 
score is close to zero, additional help from other authentication module is needed. 
On the other hand, when the magnitude of the confidence is large, SV itself is good 
enough to make the decision. 
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8.2.3. Fusion Strategy for Each Category 
In our fusion rule (8.3), there are three categories. The three categories represent 
different confidence levels of the decision that SV system makes. Here, we have to 
describe two things: (1) the boundaries for confidence levels separation and (2) the 
fusion equations in combining SV with the other authentication module - VIV in 
each category. 
Firstly, for the boundaries setting problem, we refer to the confidence value of 
those falsely accepted and falsely rejected trials from SV in the development test set. 
The upper and lower limits are represented by liniupper and limiower in (8.4). We do 
not use the highest confidence among the falsely accepted imposters and the lowest 
confidence among the false rejected claimant as the limit. It is because by 
expanding the limit range, we will include more correct decisions than incorrect 
decisions made by SV. In this case, we cannot guarantee that the result using our 
fusion rules will improve the performance. If we know that the decision of SV is 
very likely to be correct, we expect that it does not need any extra help from VIV. 
Secondly, in order to help SV to make a correct decision without asking for 
.addi t ional information, VIV is combined with SV. As discussed in previous 
’ chapter, we find that PDP influence false acceptance errors. In addition, we know 
that the performance of SV and utterance verification is affected by SNR. The 
accuracy of utterance verification influence false rejection errors. Here we 
transform the SNR value into the range of 0 to 1 as shown in (8.5) and (8.6) for SV 
and VIV respectively. 
When the confidence value is greater than zero, using SV alone will accept the 
user. For those scores which are greater than zero and less than the upper limit, we 
come across the problem of false acceptance. Therefore, we combine the scores of 
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SV and VIV by considering the SNR of SV and the PDP of VIV. This is shown in 
the first category of (8.3). 
On the other hand, when the confidence value is less than zero and greater than 
the lower limit, the problem we face is false rejection. Utterance verification is 
affected by SNR which have a direct influence on the false rejection error. 
Therefore, we combine the scores of SV and VIV by considering the SNR value of 
the utterance. This is shown in the second category of (8.3). 
8.2.4. SV Driven Approach 
SV is used instead of VIV to drive the verification process because SV is biometrics 
but VIV is not. VIV is much more flexible than classical password authentication 
system because it uses personal information as the content and speech as the 
interface. However, this is unable to ensure that the user will not share his/her 
information with the others. This creates the repudiation problem in user 
authentication. The user can claim that the one who logs in actually knows or has 
stolen his/her information to gain access. Non-repudiation is one of the advantages 
of biometric authentication because you cannot share or lose it and counterfeiting is 
difficult. As mentioned in Chapter 7, the imposters in our setup do not know the 
personal information of the enrolled users. If the system is driven by SV, this 
V 
constraint can be relaxed. 
In the following section, we will evaluate the result of applying this fusion 
function to our data and analysis of the result will be included to validate whether 
our investigated factors are correct. 
8.3. SV and Fixed-Pass Phrase VIV Fusion Results 
We have implemented the SV and fixed-pass phrase VIV fusion method and 





to SV on Test Set 
SV only 5.51% -
PDP using Direct Ratio 4.04% 26.68% 
Adaptive  
PDP using Power Ratio 4.53% 17.79% 
fusion  
PDP using Entropy 4.58% 16.88% 
Table 8.4. Verification performance on fixed-pass phrase VIV and SV using 
adaptive fusion on test set 
Direct ratio performs the best on the evaluation of fixed-pass phrase VIV. 
Compared with the SV system, 26.68% relative improvement is achieved. 
Compared with weighted average fusion, we find that our system does not have 
significant difference when operates in fixed-pass phrase VIV. In order to 
investigate the reason behind, we first divide the results into different prompt types 
and compute the number of false acceptance and false rejection. We used the 
results from direct ratio estimation. The numbers are summarized in Table 8.5. 
< 
Adaptive Fusion Weighted Average Difference 
FR FA FR FA FR FA 
Question 11 90 10 100 -1 10 
Command 6 161 9 149 3 -12 
Table 8.5. The number of false acceptance (FA) and false rejection (FR) of 
different fusion methods on test set for SV and fixed-pass phrase VIV 
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The major reason that adaptive fusion approach cannot out-perform weighted 
average fusion is that we have a much higher number of false acceptances in 
command type prompts. The reason for having a higher number of false 
acceptances is given as follows, and is found to be related to our analysis result in 
previous chapter. 
As mentioned in the previous chapter, the verification performance of 
fixed-pass phrase VIV is affected by lexical choice variations. In fixed-pass phrase 
VIV, inter-person speaker style variation can result in the reduction of false 
acceptance. That makes the performance of command type prompts verification in 
text mode similar or even better than some question type prompts that have low PDP. 
In weighted average fusion, it does not consider any information about the PDP of 
each prompt. So in the fusion of fixed-pass phrase VIV and SV, weighted average 
takes advantages of this inter-person lexical choice variation. It gives weight to 
those command responses without consideration of PDP. For the mistake that 
adaptive fusion makes on false rejection while weighted average fusion method is 
correct, the confidence of the SV score is higher than the limit. Therefore the 
system cannot make use of the result from VIV to accept the true user. 
i-
The above analysis also explains why the direct ratio is better. In direct ratio, 
even for the prompts that have only one unique response, a small weight is given to 
VIV. On the other hand, the other two methods give zero value weight to VIV. 
This helps adaptive fusion method to incorporate VIV scores even if the prompt is 
not discriminating. 
We can see from the above that using adaptive method has a comparable result 
with weighted average fusion. The performance of the adaptive fusion method is 
better than weighted average in reducing false acceptance in question type prompts. 
The lexical choice variation actually affects the estimation of the reliability of VIV 
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result in adaptive fusion method. If we can handle the lexical choice variation 
effect, the system can benefit in two ways, i) increase in usability and ii) reduction in 
uncertainty caused by lexical choice variations in the system. 
One way to handle lexical choice variation is to use key-pass phrase instead of 
fixed-pass phrase to operate VIV. Key-pass phrase verification requires the user to 
give only the keywords. However, it may increase the error rates because 
imposters can succeed more easily. In the following section, we will give the 
evaluation result and the analysis on the key-pass phrase VIV and SV fusion using 
adaptive fusion. 
8.4. SV and Key-Pass Phrase VIV Fusion Results 




to SV on Test Set 
SV only 5.51% -
“ PDP using Direct Ratio 4.84% 12.16% 
. Adaptive  PDP using Power Ratio 4.57% 17.06% fusion  
PDP using Entropy 4.57% 17.06% 
Table 8.6. Verification performance on key-pass phrase VIV and SV using 
adaptive fusion on test set 
From Table 8.6, PDP using power ratio and entropy perform better than direct 
ratio for key-pass phrase VIV fusion with SV. Compared with the weighted 
average fusion method, we can see that adaptive fusion method can perform better. 
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We used the result from entropy PDP estimation. Table 8.7 shows the error 
analysis about the false acceptance and the false rejection according to different 
prompt types. 
Adaptive Fusion Weighted Average Difference 
FR FA FR FA FR FA 
Question 13 88 12 113 -1 25 
Command 6 194 10 201 4 7 
Table 8.7. The number of false acceptances (FA) and false rejections (FR) of 
different fusion methods on test set for SV and key-pass phrase VIV. 
We can see from Table 8.7 that the performance of adaptive fusion method is 
better than weighted average no matter it is applied to question or command type 
prompts. Adaptive fusion performs similarly as weighed average for fixed-pass 
phrase VIV because lexical choice variation helps to increase the discriminating 
power of prompts with very small number of unique responses. In key-pass phrase 
VIV, lexical choice variation effect is reduced. Adaptive fusion in key-pass phrase 
« 
VIV is less sensitive to lexical choice variation and hence performs much better than 
V 
weighted average fusion. This verifies the hypothesis that key-pass phrase is less 
sensitive to lexical choice variation so that PDP can give a better estimation on the 
discriminating power. Without the influence of lexical choice variation, adaptive 
fusion method can give significant improvement compared with weighted average 
fusion. 
As key-pass phrase VIV reduces the effect of lexical choice variation, 
performance of direct ratio is degraded. On the other hand, the other two methods 
give better performance and the performance of them is similar because the values 
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computed by these two methods are similar in our data (see Table 8.3). However, 
entropy estimation of PDP takes the distribution of distinct-unique responses into 
consideration. Therefore the performance of entropy estimation should be better 
than power ratio in the data set that have more variation in the distribution of 
distinct-unique responses. 
In our test set, we have only limited number of claimant trials data, so we 






Significant Test on False Acceptance Rate difference between Weighted Average 
Fusion and Adaptive Fusion for key-pass phrase VIV with SV 
Weighted Average Adaptive Fusion Difference 
Prompt i 
Fusion F A R / Iwa i F A R j l i a f i Di =/Xwa i -fiA? i 
A1_L 1.25% 0.83% 0.42% 
A1_M 3.75% 0.83% 2.92% 
A2_L 4.17% 2.50% 1.67% 
A2_S 15.42% 14.58% 0.83% 
A3_M 0.83% 0.00% 0.83% 
A3—S 2.08% 1.25% 0.83% 
A4_L 1.67% 1.67% 0.00% 
A4_M 2.92% 2.92% 0.00% 
A5_L 2.08% 1.67% 0.42% 
A5_S 5.42% 5.42% 0.00% 
A6_M 2.92% 1.67% 1.25% 
A6_S 4.58% 3.33% 1.25% 
CI—L 4.58% 3.33% 1.25% 
V 
C1_M 6.67% 4.58% 2.08% 
C2_L 5.42% 6.25% -0.83% 
C2_S 7.50% 7.08% 0.42% 
C3_M 5.42% 5.83% -0.42% 
C3_S 6.67% 6.67% 0.00% 
C4_L 7.08% 7.50% -0.42% 
C4_M 5.00% 5.83% -0.83% 
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C5_L 5.42% 6.25% -0.83% 
C5_S 5.42% 5.00% 0.42% 
C6_M 9.17% 6.67% 2.50% 
C6_S 5.83% 6.25% -0.42% 
C7_L 4.58% 4.58% 0.00% 
C7_M 5.00% 5.00% 0.00% 
Mean 万 0.0051 
Standard deviation sd 0.0100 
The null hypothesis (Ho) and alternate hypothesis (Hi) are: 
= /^WAi 一 
where ais 0.05 (significance level), n is 26 and hence to.05,25 is 1.708， 
fi WA i is the FAR of weighted average fusion for case i, 
and //AFi is the FAR of adaptive fusion for case i. 
The test statistic is: « 
t 一 D (8 7) 
. where D =0.0051 
= 0.0100 
n = 26 
We reject Ho if / > to.05,25 
Since t = 2.609 > to.05,25, we reject Ho and we conclude that the difference 
between false acceptance rate of weighted average fusion and adaptive fusion for 
key-pass phrase VIV is statistically significant according to the paired t-test. 
140 
CHAPTER 2. 
8.5. Chapter Summary 
In this chapter, we have described an adaptive fusion method for SV and VIV fusion. 
From our analysis, we find that the influence of lexical choice variation has great 
effect on the fusion performance of our adaptive approach. For fixed-pass phrase 
VIV fusion with SV, since the effect of lexical choice variations is strong, the 
weighted average fusion takes advantage of this effect. Adaptive fusion approach 
handles the PDP effect and the speech quality. The performance of adaptive fusion 
and weighted average are similar for fixed-pass phrase VIV. As key-pass phrase 
VIV is more resilient to the lexical choice variations, the performance of adaptive 
fusion method is significantly improved over weighted average fusion. 
Key-pass phrase VIV is a more natural way of using VIV for authentication 
compared with fixed-pass phrase VIV. Considering a practical system, a user is not 
likely to speak their personal information in the same way for every trial. In each 
trial, there may be lexical changes and/or word ordering variation. Key-pass 
phrase VIV recognizes only the keywords in the user's response utterance. This 
reduces the effect of lexical choice variation. 
« 
In our experiment, we include both question type prompt and user-defined 
command prompts for evaluation. Using our adaptive fusion approach, we 
automatically weight down or even remove the effect of the prompts that have 
limited discriminating power for VIV scores. This is an advantage to a practical 
system where the user does not know when the content of the system is used for 
verification. This increases the difficulty of impersonation. Examples are shown 
in Appendix G to illustrate how adaptive fusion method is helping in reducing false 
rejection and false acceptance errors. 
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In conclusion, we have developed an authentication system that combines 
biometric and knowledge level authentication using speech modality. This system 
is user-friendly because it asks users about their personal information instead of 
some long and complicated spoken password. The questions asked by the system 
change dynamically for each trial and the user responses are received using the 
natural human-computer interface — speech. We have shown that lexical choice 
variation has great influence on the performance of VIV and also introduces 
uncertainty in estimating the reliability of fixed-pass phrase VIV. Key-pass phrase 
VIV can reduce the effect of this variation. Using the adaptive fusion method 
developed, we can intelligently make use of the verbal content information to help 
authentication. This increases the difficulty of impersonation that the user will not 
know when the verbal message will also be used for authentication. The 
improvement in reduction of false acceptance is significant compared with classical 




Conclusions and Future Work 
Conclusions are given in the first part of this chapter. In the conclusions, a 
summary of the contributions of this thesis is provided. Throughout the research 
and investigation of this thesis, some potential work is discovered and will be 
described in the future work. 
9.1. Conclusions 
In this thesis, we have four major contributions. They includes (1) detailed 
analysis of the classical weighted average fusion method, (2) development of a fully 
adaptive weight estimation system for multi-biometric verification using fuzzy logic 
decision fusion, (3) investigation on the discriminative power of the verbal 
« information used for VIV and (4) an adaptive SV and VIV fusion method is 
� proposed. In the following of this section, we will elaborate each of these four 
. points. 
A detailed analysis of classical weighted average fusion method for 
multi-modal biometric authentication. Analysis shows that using dynamic weight 
estimation method can be beneficial. In weighted average fusion method, a static 
weight is assigned to each biometric and this weight is found from the development 
test set. The relative performance of biometrics may be inconsistent between the 
development test and test sets. Also, the quality of biometric sample affects 
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performance. The weight found is just optimized for the overall distribution of the 
scores but not taking the quality of individual biometric sample into account. If 
there is any one biometric sample with very poor quality in the set to be fused, static 
weight assignment will have higher chance of committing error. This is what we 
called catastrophic fusion. 
A major contribution of this thesis is on the enhancement of fuzzy logic 
decision fusion system. A fully adaptive weight estimation system for all 
biometrics using fuzzy logic has been developed. The weight of speech is adaptive 
to the noise level of the speech sample; the weight of face is adaptive to the face 
pose and illumination of the face; the weight of fingerprint is adaptive to the 
positioning of the user's finger and the pressure applied on the capturing device. 
Verbal information verification (VIV) is a natural and user-friendly 
knowledge-based authentication system which makes use of speech. Detailed 
study on it has also been performed. We studied the two operation modes of VIV: 
fixed-pass phrase and key-pass phrase. The performance characteristics of VIV are 
similar in both operation modes. They are both affected by PDP and lexical choice 
variations. Nevertheless, the effect of lexical choice variances is stronger in 
fixed-pass phrase verification. In addition, key-pass phrase verification provides a 
higher flexibility to the user. Three PDP estimation methods are proposed to 
weight the results of VIV. Direct ratio performs the best for fixed-pass phrase 
mode and entropy performs the best for key-pass phrase mode. 
Adaptive fusion has been applied to fuse VIV with SV. The system is the 
same for both fixed-pass phrase and key-pass phrase verification. It is adaptive to 
PDP and SNR of the user response utterances. We have made use of these factors 
to help improve the verification performance of the fusion system. However, in 
fixed-pass phrase VIV, the improvement compared with classical weighted average 
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fusion is not significant. The reason is that weighted average fusion as a blind 
fusion method does not consider any external information. It can take advantage of 
the lexical choice variation. In adaptive fusion, we do not consider lexical choice 
variation. For the prompt that gives the same semantic meaning, they are treated to 
be with very low or even zero PDP. Therefore if we look at the user-defined 
command type prompts, weighted average can give a better performance than 
adaptive fusion because lexical choice variation can reduce false acceptance. 
Another mode is key-pass phrase. It is actually a method to handle the lexical 
choice variation because it focuses on the keywords only. For key-pass phrase 
verification, we have achieved significant improvement over weighted average 
fusion by reducing of false acceptance rate. For both operation modes, adaptive 
decision fusion achieves improvement of using SV alone. 
9.2. Future Work 
We find that there are four possible directions of future work that can be done. The 
first one is for multi-modal biometric fusion using fuzzy logic. We should also 
make use of the information about the matched/unmatched enrollment and testing 
« 
conditions or user specific parameters measure to improve system performance. A 
detection scheme on whether the enrolled data are consistent with the test data may 
be helpful in doing this. 
The second one is the development of schemes in handling lexical choice 
variation for verbal information verification. Possible ways like using natural 
language understanding technique may be useful. The study of the user-specific 
lexical usage and word ordering may also be helpful in making use of lexical choice 
variation to discriminate users. 
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The third one is to test the performance of the adaptive fusion of SV and VIV 
fusion on another set of data. The data to be tested should contain more claimants 
and prompts that have reasonable discriminating power. In our corpus, there are 
limited number of claimants, prompts and the prompts do not have sufficiently high 
discriminating power. 
Another work that we should do is to put the fused SV and VFV system into the 
system we have developed with face and fingerprint. VIV requires no extra 
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Appendix A Detail of BSC Speech 
The Bilingual Speech Corpus (BSC) was developed by the Chinese University of 
Hong Kong. It was developed for the purpose of developing a bilingual 
text-independent speaker verification system. It consists of 16 speakers (10 males 
and 6 females). These 16 subjects have similar educational background. All of 
them take part in 3 enrollment data collection sessions and 1 verification data 
collection session. 
A program was developed to record the speech data. The program provided 
the prompts and require the subject to click on the buttons "Short", "Medium", and 
"Long" for recording different version of spoken answers from the subject in order 
to capture the variations between lexical choices and lengths. The subject needed 
to provide both English and Cantonese answer in which, the answers should be 
semantically consistent. The prompts contained personal questions and some tasks. 
These tasks require the subject to issue some command to the computer to carry out 
some action, for example, "Please provide a command to logout the system." 
During recording, the subjects need to press the button and then speak out the 
corresponding answer. A built-in silence detector would stop the recording 
automatically. 
In the verification set, we only have personal question prompts, both English 
and Cantonese. The answers were from five different questions and with different 
lengths. For each subject, she will have 34 utterances recorded. Half of them 
were Cantonese and the other half were English. The question list is as follow: 
APPENDIX 
Question 1: When is your date of birth? 
Question 2: Where do you both? 
Question 3: What is your phone number? 
Question 4: Which department are you in? 
Question 5: Which laboratory are you in? 
Each enrollment session were recorded one week apart. The verification session 
was recorded a few days after the recording of the first enrollment session. The 
whole data collection spanned one and a half months. The answers and commands 
the subjects provided in the first session will be recorded in text also, therefore in the 
second and third session. This prevented subjects from providing different answers 
or commands in different sessions, thus ensuring that the subject's initial response 
was consistent thought out all sessions. 
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Appendix B Fuzzy Rules for Multimodal 
Biometric Fusion 
Fuzzy Rules used for speech: 
Rule HighSNR MediumSNR LowSNR Weightspeech 
1 Yes No No High 
2 Yes Yes No High 
3 No Yes No Medium 
4 No No Yes Medium 
5 No No Yes Low 
Table A. 1. Fuzzy rules for speech weight estimation 
‘ Fuzzy Rules used for face: 
Rule Face-finding Confidence Illuminance W e i g h t f a c e 
6 High Medium High 
7 High Not medium Medium 
8 Not high Medium Medium 
9 Not high Not medium Low 
Table A. 2. Fuzzy rules for face weight estimation 
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Fuzzy Rules used for fingerprint: 
Rule CorePosX CorePosY Darkness Low-Clarity Weightf ingerpnnt 
10 Middle Middle Normal Clear High 
11 Middle Middle Normal Not Clear Medium 
12 Middle Middle Not Normal Clear Medium 
13 Middle Middle Not Normal Not Clear Low 
14 Middle Not Middle Normal Clear Medium 
15 Middle Not Middle Normal Not Clear Low 
16 Middle Not Middle Not Normal Clear Low 
17 Middle Not Middle Not Normal Not Clear Low 
18 Not Middle Middle Normal Clear Medium 
19 Not Middle Middle Normal Not Clear Low 
20 Not Middle Middle Not Normal Clear Low 
21 Not Middle Middle Not Normal Not Clear Low 
22 Not Middle Not Middle Normal Clear Low 
23 Not Middle Not Middle Normal Not Clear Low 
i  
24 Not Middle Not Middle Not Normal Clear Low 
V 
25 Not Middle Not Middle Not Normal Not Clear Low 
• 
Table A. 3. Fuzzy rules for fingerprint weight estimation 
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Appendix C Full Example for Multimodal 
Biometrics Fusion 
Consider the three biometric scores from different recognition engine: 
Face verification result (see Fig. A. 1): 
Sface = 6 . 2 2 
Face-finding confidence = 2.5 
Illuminance = 124 
Threshold for acceptance = 8.32 HPEmlB W^rn^ 
P m B L J 
Fig. A. 1 Facial image used for verification in the example 
Fingerprint verification result (see Fig. A. 2): 
Sfingerprint = 3 6 
Core x-coordinate = 138 
Core y-coordinate = 134 157 
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Darkness = 0.0211 
Low-clarity = 0.4756 
Threshold for acceptance = 28 
_ 
J Fig. A. 2. Fingerprint image used for verification in the example 
Speaker verification result: 
Sspeech = 0 . 7 7 3 3 
Signal-to-noise ratio (dB) = 40.75 
Threshold for acceptance = -0.06 
We can see from the above, the face biometrics will fail to accept the claimant in this 
i 
� case. The main reason is that the system could not find the face in the image (the 
face-finding confidence is 2.5 out of 10). Under different situations, one of more 
biometrics itself may fail to provide accurate recognition results. This motivated 
the use of multi-biometrics. When one or more of the biometrics fail to perform 
accurately, the other biometrics can help correcting the situation. The question 
then goes to how we could combine different biometric recognizers to produce a 
more accurate and robust results. Matching score level fusion was proposed due to 
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it's simplicity relative to feature level fusion and more information can be used 
relative to the abstract level fusion. 
Compare the weights assigned by the traditional weighted average (WA) method and 
the weights assigned by Fuzzy logic (FL) decision fusion: 
Weights from weighted average method (obtained by the optimized weights for 
different biometrics from development test set): 
Wface = 0 . 3 8 
Wfingerprint = 0 . 2 4 
Wspeech = 0 . 3 8 
Threshold for acceptance = 1.05 
Weights from Fuzzy logic decision fusion method (obtained by considering the 
external factors of different biometrics): 
Wface = 0.40 
Wfingerprint — 0 . 9 9 
Wspeech = 0.88 
‘ Threshold for acceptance = 3.24 
After normalization of the three biometric scores, the weighted average scores 
are calculated, due to the heavy weight assigned by the weighted average method to 
the face biometrics, the claimant was rejected with the score of 0.40. By 
considering the quality of the biometrics sample collected for verification, fuzzy 
logic decision fusion method assigned a relatively low weight to the face biometrics 
since the recognition engine could not find the user's face in the image. The 
genuine was accepted with the score of 3.67. We can see in this example, the 
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consideration on the quality of the biometric samples to determine the weight of 
different biometrics to create a graded decision boundary could help reduce the error 
that would have. 
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Appendix D Reason for Having a Flat Error 
Surface 
Since we do not have enough claimant data, so we are not always capable in finding 
a point that the false rejection rate is equal to the false acceptance rate. So when 
we are calculating the equal error rate (EER), we used the y-coordinate of the 
intersection point of the false rejection rate (FRR) and the false acceptance rate 
(FAR) at the current threshold point and the previous threshold point. Suppose we 
have the step side of searching for the equal error rate point equal to 6 c-Op where 
6 c is the current searching point of threshold and^p is the previous searching 
threshold. At each point, we have the corresponding FRR and FAR value. Since 
we are searching from small threshold value to the large threshold value, the FAR 
will be increasing and the FRR will be decreasing. We will calculate the EER 
. when we found that the FARc is smaller than FRRc. The EER is calculated using 
the formula (A.l)，see Fig. A.3. 
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Fig. A. 4. Example of false reject rate crossing false acceptance rate 
Since we have only limited number of claimant data (160 in total for each case), 
they are distributed in a scattered way. The change of the false rejection rate is 
much more vigorous than the changes in false acceptance rate. Fig. A. 4. shows an 
example of the finding crossing point of the false rejection rate and false acceptance 
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rate. In this example, we can see that when the threshold value is increasing, the 
false acceptance rate is decreasing, but the false rejection rate remain unchanged for 
some range of value when threshold value increases. In the range of only two false 
rejections (i.e. FRRp=FRRc), no matter at which FAR we have that cross the FRR 
will give the same EER (which is equal to FRR). That explained why we are 
having a flat error surface. Since when we are changing the weight of different 
biometrics, with the scattered distribution of the claimant data point at low score 
area, although we have different FAR, the EER we obtain are the same as they are 




Appendix E Reason for Having a Relative 
Peak Point in the Middle of the Error Surface 
Recall from Fig. 5.4，we saw a peak point when weight of face is at 0.11. To study 
the reason why we have should peak point, we used the threshold at the EER to 
calculate the FRR and FAR for each point in that figure, see Fig. A. 5. 
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Face Weight 
Fig. A. 5. EER, FRR and FAR plot for Fig. 5.4 data 
In Fig. A. 5.，we can see that the EER are actually bounded by the FRR. As we 
have only limited number of claimant data (160 in total), we the change of the FRR 
is more vigorous than FAR. Here, we saw that the peak of EER is happening when 
there is a sustained FRR at 1.875% (which corresponding to three false rejections). 
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We want to see if the peak EER is driven by the FRR or not, so we tired to remove 
one falsely rejected data point and see if the peak remains. The result is shown in 
Fig. A. 6. We can see that the peak point became flattened when one of the falsely 
rejected data point is taken away. So we can see that the peak of EER is actually 
caused by the vigorous change of FRR which in turn due to limited claimant data. 
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Appendix F Illustration on Fuzzy Logic 
Weight Estimation 
We will illustrate the fuzzy logic weight estimation using an example input face 
image (see Fig. A. 7). m 
Fig. A. 7. Example input face data 
The following illustration will be divided into three parts: 1) input fuzzification, 2) 
inferences using fuzzy rules and 3) defuzzification. 
« 
F. 1 Input Fuzzification 
• The estimation of the weight for face biometrics is based on the quality of the face 
biometric sample captured. Face-finding confidence and illuminance are used as 
the factors to estimate the weight of face. They are computed from the input face 
image in Fig. A.7: 
Face-finding confidence = 10 (Range: {0, 2.5, 5, 7.5, 10}) 
Illuminance = 136.7183 (Range: [0 255]) 
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The face-finding confidence is computed from the Facelt SDK and the illuminance 
is the average of the pixel intensive in the image. 
Each fuzzy concept can be described using a linguistic variable. E.g. Face-finding 
confidence is a linguistic variable that take the linguistic value "High". In fuzzy 
logic, partial membership is allowed. For each linguistic value, it will have a fuzzy 
membership function to describe the degree of membership for different data sample. 
To fuzzify an input parameter, we compute the degree of membership of a given 
linguistic variable. In the following part we will compute the degree of 
membership of the two input factors for the inference procedure in the next section. 
For the first factor, the degree of membership for face-finding confidence (F) is 
calculated using the following fuzzy membership function (see Fig. A. 8): 
FaceFindingConf 
Since the face-finding confidence for our example (Fig. A. 7) is equal to 10 (as 
shown in the bar in Fig. A. 8) and the vcidc^ FaceFindingConf is also equal to 10，therefore 
/ 1 0 ) = 10/10=1 
s i ^ ^ ^ ^ ^ ^ ^ ^ 
input values 10 
�� 
Fig. A. 8. Degree of membership of face-finding confidence for the example shown 
in Fig. A. 7 
For the second factor, the degree of membership for illuminance (I) is calculated 
using the following fuzzy membership function (Fig. A. 9): 
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e < c, 
f(x) = 1 <X<C2 -jx-c.f 
e > Cj 
C] = m-0.5*a =125.2429 - 0.5*16.6084 = 116.9387， 
C2 = w+0.5*(j =125.2429 + 0.5*16.6084 = 133.5471 and 
(7= 16.6084 
where m and o are the mean and standard deviation of illuminance found from the 
development test set. 
Since the illuminance that computed from the example is equal to 136.7183 (as 
shown in the bar in Fig. A. 9)，so 
- ( 1 3 6 . 7 1 8 3 — 1 3 3 . 5 4 7 1 ) 2  
y(136.7183)= e ^ 2x i6 �4 � = 0 . 9 8 1 9 ilLZLJ 
•o 善。 input values 255 
Fig. A. 9. Degree of membership of illuminance for the example 
F. 2 Inferences using Fuzzy Rules 
Fuzzy rules are used to represent the knowledge of a fuzzy inference system. The 
rules are presented by linguistic variables in IF-THEN format that contain two parts, 
conditions and consequences. The conditions are concerned about the input fuzzy 
set and the consequences are about which output fuzzy set to map. The fuzzified 
input fuzzy sets will be used as the input for the computing the conditions of the 
fuzzy rules. The four fuzzy rules described in Table A. 4. The entries for 
face-finding confidence and illuminance are the linguistic value that they take. 
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Face-finding Confidence Illuminance W e i g h t f a c e 
Rule 
(input) (input) (output) 
1 High Medium High 
2 High NOT Medium Medium 
3 NOT High Medium Medium 
4 NOT High NOT Medium Low 
Table A. 4. Fuzzy rules for face weight estimation 
This is an example to translate the entries in the Table A. 4 into IF-THEN format. 
We used the Rule 1 for the example: 
IF Face-finding Confidence is High AND Illuminance is Medium 
THEN Weightface is High 
In order to perform the inferences, we have to quantify the fuzzy rules such that we 
can combine the conditions and infer the degree of membership of the 
consequences. 
From Table A. 4，we can see that there is a NOT operation. The NOT operation is 
equal to one minus the degree of membership of the linguistic variable: 
I . 
N O T ( x ) = 1-jc 
The two inputs shown in Table A. 4 are the conditions of which shows the degree of 
membership that the consequence in the rule can be get. The inputs are combined 
using the AND operator which is the minimum function: 
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AND(Face-finding confidence, Illuminance) = Min(F, I) 
where F is the degree of membership of face-finding confidence and I is the degree 
of membership of illuminance. 
After computing the condition for each fuzzy rule, we need to infer the degree of 
membership for the output fUzzy set. We have applied the imprecation method 
(minimum) to compute the output fuzzy set values for each rule. Linguistic 
variable " W e i g h t f a c e " is used in the output fuzzy set. It takes three linguistic values. 
They are "Low", "Medium" and "High" weight. The fuzzy membership function 
for these three values is shown in Fig. A. 10. 
1 ^W J I Medium : 
0 0^5 1 0� " ^ i 
Degree of membership for the combined conditions Degree of membership for the combined conditions 
(a) (b) 
i[ — ， I 
“ io.5- -
‘ ‘ z 
0 Z  
V 0 0.5 1 
Degree of membership for the combined conditions • (c) Fig. A. 10. Fuzzy output set for the (a) Low, (b) Medium and (c) High weight 
The degree of membership for the linguistic value "Low", "Medium" and "High" is 
denoted as WeightLow, WeightMedium and WeightHigh respectively. Imprecation 
method will compute the degree of membership for each linguistic value of the 170 
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fuzzy output set. We will show an example on the inference for computing the 
consequences of Rule 1 in Table A. 4: 
Firstly, as Rule 1 map the output to High, we will first assign a full degree of 
membership to the linguistic value "High". Therefore degree of membership for 
High, Medium and Low is set to 1, 0 and 0 respectively. 
Weightnigh = Imprecation(conditions, Weightface) 
=Imprecation(AND(Face-finding confidence, Illuminance), Weightface) 
=Min(Min(F, I), High) 
= Min(Min(F,I),l) 
= Min(l, 0.9819) 
=0.9819 
WeightMedium = Imprecation(conditions, Weightface) 
=Imprecation(AND(Face-fmding confidence, Illuminance), W e i g h t f a c e ) 
=Min(Min(F, I), Medium) 
=Min(Min(F,I), 0) = 0 
WeightLow = Imprecation(conditions, Weightface) 
. =Imprecation(AND(Face-finding confidence, Illummance), Weightface) 
‘ =Min(Min(F，I), Low) 
=Min(Min(F，I)，0) = 0 
We will repeat the above for the other three rules. The results of the computation 
are shown in Table A. 5. 
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Degree of Combining 
Degree of Imprecated output 
membership of inputs using 
Rule membership of fuzzy sets values 
Face-finding AND operation 
Illuminance (I) iy^ face) 
Confidence (F) (F AND I) 
WeightHigh = 0 . 9 8 1 9 
1 1 0 . 9 8 1 9 0 . 9 8 1 9 WeightMed.um = 0 
WeightLow = 0 
WeightHigh = 0 
1 -0 .9819 = 
2 1 0 .0181 WeightMedium= 0 .0181 
0.0181 
WeightLow 二 0 
WeightH,gh = 0 
3 1-1 = 0 0 . 9 8 1 9 0 WeightMedium = 0 
W e i g h t L o w = 0 
WeightHigh = 0 
1 - 0 . 9 8 1 9 = 
4 1 - 1 = 0 0 WeightMed,um = 0 
0.0181 
- WeightLow = 0 
Table A. 5. Operation in the fuzzy rules for face weight estimation 
V 
For each fuzzy rule, we will have a set of values for the output fuzzy set. We need 
to combine the degree of membership of each output fuzzy variable. To achieve 
this, we have to perform aggregation. The output fuzzy set for each fuzzy rule are 
aggregated using maximum function. Aggregation has to perform on each output 
fuzzy variable. An example is shown in the following: 
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WeightHigh = Aggregate (WeightHigh,ruiei, WeightHigh.miei, WeightHigh,ruie3, WeightHigh,ruie4) 
=Max(WeightHigh,rulel, WeightHigh,rule2, WeightHigh,rules, WeightHigh,rule4) 
= Max(0.9819, 0，0, 0) 
=0.9819 
We will repeat the above for WeightMedium and WeightLow The aggregated output 
fuzzy set values are: 
WeightHigh = 0 . 9 8 1 9 
WeightMedium = 0 . 0 1 8 1 
WeightLow 二 0 
F. 3 Defuzzification 
We have to defuzzify the output fuzzy set using the defuzzification method such that 
we can have a single value to be used as the weight of the face biometrics. The 
output fuzzy set will be used as the input of the defuzzification method. The 
defuzzification method we used is centroid-of-area (center of gravity): 
height  
士 =0 
‘ where /x is the output fuzzy set and z is the value in the output domain [0 1]. 
� jjiz) = Max(Min(WeightHigh, High(z)), Min(WeightMedium, Medium(z)), 
. Min(WeightLow, Low(z))) 
1 Low Medium High 
0 1 
Fig. A. 11. The bolded line is the ju(z) 
173 • 
APPENDIX 
We computed the centroid-of-area of the function /<z) to be the weight of the face 





Appendix G Examples for SV and Key-Pass 
Phrase VIV Fusion 
The first example to be shown here is to address how adaptive fusion out-performs 
weighted average method in reducing false rejection error. 
Example 1 
A claimant trial with the following user scores: 
Question: When is your date of birth? 
Scoresv = 0.85 
Scoreviv = 2.03 
Thresholdweighted Average = 1.03 (TestSct) 
ThresholdAdaptive F u s i o n : 1.21 (TestSet) 
limitupper = 0.35 
• limitiower = - 0 . 3 3 
, FusedScorewA = 0.85*0.87+2.03*0.13 = 1.00 <= Thresholdweighted Average 
Decision by Weighted Average Fusion = Rejected (Incorrect) 
FusedScorcAF Confidence = 0.85 - 1.14 = -0.29 < 0 &�limiti�wer 今 Category II 
+ f s v ( S N R ) = f s v ( 4 2 . 7 5 d B ) = 1 
f v i v ( S N R ) = f v i v ( 4 2 . 7 5 d B ) = 0 . 9 9 7 
=(0.85*1+2.03*0.997) / (1+0.997) = 1.44 > ThresholdAdaptiveFusion 
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Decision by Adaptive Fusion = Accepted (Correct) 
The second example to be shown here is to address how adaptive fusion 
out-performs weighted average method in reducing false acceptance error. 
Example 2 
An imposter trial with the following user scores: 
Question: When is your date of birth? 
Scoresv = 1.37 
Scoreviv = -0.90 
Thresholdweighted Average = 1.03 (TestSct) 
ThresholdAdaptive Fusion = 1.21 (TestSet) 
limitupper = 0 . 3 5 
limitiower = - 0 . 3 3 
FusedScorewA = 1.37*0.87-0.90*0.13 = 1.07 > Thresholdweighted Average 
Decision by Weighted Average Fusion = Accepted (Incorrect) 
• FusedScoreAF Confidence = 1.37- 1.14 = 0 . 2 3 � 0 & < limitupper Category I 
^ f s v ( S N R ) = fsv(32dB) = 0 . 5 9 
PDP = 1 (Entropy) 
=(1 .37*0.59-0 .90*1) / (0.59+1) = -0.06 <= ThresholdAdaptive Fusion 
Decision by Adaptive Fusion = Rejected (Correct) 
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