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Abstrat
We disuss two generalizations of Lie groupoids. One onsists of Lie n-groupoids
dened as simpliial manifolds with trivial πk≥n+1. The other onsists of staky Lie
groupoids G ⇒ M with G a dierentiable stak. We build a 1-1 orrespondene be-
tween Lie 2-groupoids and staky Lie groupoids up to a ertain Morita equivalene.
Equivalenes of these higher groupoids are also desribed.
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1 Introdution
Reently there has been muh interest in higher group(oid)s, whih generalize the notion
of group(oid)s in various ways. Some of them turn out to be unavoidable to study problems
in dierential geometry. An example omes from the string group, whih is a 3-onneted
over of Spin(n). More generally, to any ompat simply onneted group G one an
assoiate its string group StringG. It has various models, given by Solz and Teihner
[Sto96℄ [ST04℄ using an innite dimensional extension of G, by Brylinski [BM94℄ using a
U(1)-gerbe with the onnetion over G, and reently by Baez et al. [BCSS℄ using Lie 2-
groups and Lie 2-algebras. Henriques [Hen℄ onstruts the string group as a higher group
in the setting of this paper and as an integration objet of a ertain Lie 2-algebra using an
integration proedure similar to that of [, Zhu℄.
Other examples ome from a kind of étale staky groupoids (Weinstein groupoids)
[TZ06a℄. They are the 1-1 global objets integrating Lie algebroids, where a Lie alge-
broid ould be roughly understood as a bundle of Lie algebras. Notie that unlike (nite
dimensional) Lie algebras whih always have assoiated Lie groups, Lie algebroids do not
always have assoiated Lie groupoids [AM84, AM85℄. One needs to enter the world of staky
groupoids to obtain the desired 1-1 orrespondene. Sine Lie algebroids are losely related
to Poisson geometry, this result applies to omplete the rst step of Weinstein's program
of quantization of Poisson manifolds: to assoiate to Poisson manifolds their sympleti
groupoids [Wei83, WX91℄. It turns out that some non-integrable Poisson manifolds an-
not have sympleti (Lie) groupoids. This problem is solved in [TZ06b℄ with the above
result so that every Poisson manifold has a orresponding étale staky sympleti groupoid.
Higher group(oid)s were already studied in the early twentieth entury by Whitehead
and his followers under various terms, suh as ross-modules. However in this paper we
use a uniform method to desribe higher (respetively Lie) groupoids using simpliial sets
[May92℄ (respetively manifolds) sine it is believed that there should be an equivalene
between n-groupoids and spaes whose homotopy groups are trivial above πn (also alled n-
oskeleta or n-trunated homotopy types)1. The 0-simplies of the simpliial set orrespond
to the objets, the 1-simplies to the arrows (or 1-morphisms), and the higher dimensional
simplies the higher morphisms. This method beomes more suitable espeially when we
are dealing with the dierentiable ategory.
Reall that a simpliial set (respetively manifold) X is made up by sets (respetively
manifolds) Xn and struture maps
dni : Xn → Xn−1 (fae maps) s
n
i : Xn → Xn+1 (degeneray maps), for i ∈ {0, 1, 2, . . . , n}
1
This was suggested (indiretly) by Jaob Lurie to the author, however it was known muh earlier, for
example, by Duskin and Glenn [Dus79, Gle82℄.
2
that satisfy the oherene onditions
dn−1i d
n
j = d
n−1
j−1d
n
i if i < j, s
n
i s
n−1
j = s
n
j+1s
n−1
i if i ≤ j,
dni s
n−1
j = s
n−2
j−1d
n−1
i if i < j, d
n
j s
n−1
j = id = d
n
j+1s
n−1
j , d
n
i s
n−1
j = s
n−2
j d
n−1
i−1 if i > j + 1.
(1)
The rst two examples are the simpliial m-simplex ∆[m] and the horn Λ[m, j] with
(∆[m])n = {f : (0, 1, . . . , n)→ (0, 1, . . . ,m)|f(i) ≤ f(j),∀i ≤ j},
(Λ[m, j])n = {f ∈ (∆[m])n|{0, . . . , j − 1, j + 1, . . . ,m} * {f(0), . . . , f(n)}}.
(2)
In fat the horn Λ[m, j] is a simpliial set obtained from the simpliial m-simplex ∆[m]
by taking away its unique non-degenerate m-simplex as well as the j-th of its m + 1 non-
degenerate (m − 1)-simplies, as in the following piture (in this paper all the arrows are
oriented from bigger numbers to smaller numbers):
Λ[1,1] Λ[1,0] Λ[2,2] Λ[2,1] Λ[2,0] Λ[3,3] Λ[3,2]   ...
 
A simpliial set X is Kan if any map from the horn Λ[m, j] to X (m ≥ 1, j = 1, . . . ,m),
extends to a map from ∆[m]. Let us all Kan(m, j) the Kan ondition for the horn Λ[m, j].
A Kan simpliial set is therefore a simpliial set satisfying Kan(m, j) for all m ≥ 1 and
0 ≤ j ≤ m. In the language of groupoids, the Kan ondition orresponds to the possibility
of omposing various morphisms. For example, the existene of a omposition for arrows is
given by the ondition Kan(2, 1), whereas the omposition of an arrow with the inverse of
another is given by Kan(2, 0) and Kan(2, 2).
a a b ab ba  b−1 −1
Kan(2,2) Kan(2,0)
b ab a
Kan(2,1)
(3)
Note that the omposition of two arrows is in general not unique, but any two of them
an be joined by a 2-morphism h given by Kan(3, 1).
x
y
zx
y
z(ab)
a b
z
h
a bb
ab 1
(ab)
z
ab
(4)
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Here, h ought to be a bigon, but sine we don't have any bigons in a simpliial set, we
view it as a triangle with one of its edges degenerate. The degenerate 1-simplex above z is
denoted 1z.
In an n-groupoid, the only well dened omposition law is the one for n-morphisms.
This motivates the following denition.
Denition 1.1. An n-groupoid (n ∈ N ∪ ∞) X is a simpliial set that satises Kan(m, j)
for all 0 ≤ j ≤ m ≥ 1 and Kan!(m, j) for all 0 ≤ j ≤ m < n, where
Kan(m, j): Any map Λ[m, j]→ X extends to a map ∆[m]→ X.
Kan!(m, j):Any map Λ[m, j]→ X extends to a unique map ∆[m]→ X.
An ∞-groupoid will be alled a homotopy type.
An n-group is an n-groupoid for whih X0 is a point. When n = 2, they are the same
as the weak 2-group(oid)s in [Noo℄ but dierent from the various kinds of 2-group(oid)s or
double groupoids in [BL04, BS76℄
2
. A usual groupoid (ategory with only isomorphisms) is
equivalent to a 1-groupoid in the sense of Denition 1.1. Indeed, from a usual groupoid, one
an form a simpliial set whose n-simplies are given by sequenes of n omposable arrows.
This is a standard onstrution alled the nerve of a groupoid and one an hek that it
satises the required Kan onditions.
On the other hand, a 1-groupoid X in the sense of Denition 1.1 gives us a usual groupoid
with objets and arrows given respetively by the 0-simplies and 1-simplies of X. The
unit is provided by the degeneray X0 → X1, the inverse and omposition are given by the
Kan onditions Kan(2, 0), Kan(2, 1) and Kan(2, 2) as in (3), and the assoiativity is given
by Kan(3, 1) and Kan!(2, 1).
a c
b
a c
b
a c
b
a c
b
a c
b
a c
b
ab
ab bc
cab cab
Kan(2,1) Kan(2,1)
Kan(2,1)
Kan(3,2)
(ab)c a(bc)
a(bc)
(ab)c a(bc)
Kan!(2,1)
=>
(ab)c = a(bc)
Kan(2,1)
Proof of assoiativity.
2
See [Hen℄ for an explanation of the relation with [BL04℄.
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This motivates the orresponding denition in the dierentiable ategory.
Denition 1.2. A Lie n-groupoid X (n ∈ N ∪ ∞) is a simpliial manifold that satises
Kan(m, j) for all 0 ≤ j ≤ m ≥ 1 and Kan!(m, j) 0 ≤ j ≤ m < n, where
Kan(m, j): The restrition map hom(∆[m],X) → hom(Λ[m, j],X) is
a surjetive submersion.
Kan!(m, j):The restrition map hom(∆[m],X) → hom(Λ[m, j],X) is
a dieomorphism.
A Lie ∞-groupoid will be alled a Lie homotopy type.
We view simpliial sets ∆[m] and Λ[m, j] as simpliial manifolds with their disrete
topology. Then hom(S,X) denotes the set of homomorphisms of simpliial manifolds, with
its natural topology, so hom(∆[m],X) is just another name for Xm. However the fat that
hom(Λ[m, j],X) is a manifold is not obvious (see Setion 2).
On the other hand, a staky Lie (SLie) groupoid G ⇒ M , following the onept of
Weinstein (W-) groupoid in [TZ06a℄, is a groupoid objet in the world of dierentiable
staks with its base M an honest manifold (see Denition 3.1 for detailed axioms). When G
is also a manifold, G ⇒ M is obviously a Lie groupoid. W-groupoids, whih are étale SLie
groupoids, provide a way to build the 1-1 orrespondene with Lie algebroids.
Given these two higher generalizations of Lie groupoids, Lie n-groupoids and SLie
groupoids, arising from dierent motivations and onstrutions, we ask the following ques-
tions:
• Are SLie groupoids the same as Lie n-groupoids for some n?
• If not exatly, to whih extent they are the same?
• Is there a way to also realize Lie n-groupoids as integration objets of Lie algebroids?
In this paper, we answer the two rst questions by
Theorem 1.3. There is a one-to-one orrespondene between SLie (respetively W-) groupoids
and Lie 2-groupoids (respetively Lie 2-groupoids whose X2 is étale over hom(Λ[2, j],X))
modulo 1-Morita equivalenes
3
of Lie 2-groupoids.
The last question will be answered positively in a future work [Zhu℄:
Theorem 1.4. Let A be a Lie algebroid and let Lmor(−,−) be the spae of Lie algebroid
homomorphisms satisfying suitable boundary onditions. Then
Lmor(T∆2, A)/Lmor(T∆3, A)⇛ Lmor(T∆1, A)⇒ Lmor(T∆0, A),
is a Lie 2-groupoid orresponding to the W-groupoid G(A) onstruted in [TZ06a℄ under the
orrespondene in the above theorem.
For the rst theorem, we (are fored to) develop Morita equivalene of Lie 2-groupoids,
whih is expeted to be useful in the theory of 2-staks and 2-gerbes and should orrespond
to Morita equivalene of SLie groupoids [BZ℄.
3
Morita equivalenes preserving X0
5
We also nd some tehnial improvements of the onept of SLie groupoids: it turns out
that an SLie groupoid G ⇒ M always has a good groupoid presentation G of G, whih
possesses a strit groupoid map M → G. Moreover the ondition on the inverse map ould
be simplied.
Aknowledgements: Here I would like to thank Henrique Bursztyn, Ezra Getzler, Alan
Weinstein, for their hosts and very helpful disussions. I also thank Laurent Bartholdi and
Maro Zambon for many editting suggestions. Finally I thank espeially André Henriques
who pointed out to me the potential orrespondene of staky groupoids and Lie 2-groupoids
during the onferene of Groupoids and Staks in Physis and Geometry in CIRM-Luminy
2004. I owe a lot to disussions with André. He ontributed the exa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2 Lie n-groupoids
In dierential geometry, Lie groupoids have been studied a lot (See [CdSW99℄ for details).
They are used to study foliations, and more reently orbifolds and dierentiable staks
[Moe02℄ [BX℄. Here we will try to onvine the reader that it is fruitful to onsider them
within the ontext of Lie n-groupoids (Def. 1.2), espeially if one wants to dene and
use sheaf ohomology. We shall also embed the ategory of manifolds in the ategory of
Lie homotopy types by sending a manifold M to the onstant simpliial manifold M with
Mn = M . Note that the onstant simpliial sets (the ones whose only non-degenerate
simplies are 0-dimensional) are exatly the 0-groupoids and they form a ategory whih is
equivalent to the ategory of sets. Similarly, the onstant simpliial manifolds are exatly
the Lie 0-groupoids. In the future, we shall abuse language and say X is a manifold to
mean X is a onstant simpliial manifold.
As promised after Def. 1.2, we rst prove the important fat that hom(Λ[j,m],X) is a
manifold to make the denition omplete. Sine Lie n-groupoids are speial Lie homotopy
types (or you ould all them Kan simpliial manifolds), we only have to show this fat for
Lie homotopy types.
Lemma 2.1. Let S be a nite k-dimensional ollapsible simpliial set, namely one that an
be obtained from the point by suessively lling horns. Let X be a simpliial manifold that
satises Kan(m, j), ∀1 ≤ m ≤ k, j = 0, . . . ,m. Then the spae hom(S,X) is naturally a
manifold.
Here we assume that the spaes hom(Λ[m, j],X) are known to be manifolds whenm ≤ k,
for the ondition Kan(m, j) to make sense.
Proof. Let S′ ⊂ S be a ollapsible sub-simpliial set suh that S is obtained from S′ by
lling one horn. In other words, there is a push-out diagram
S′ ✲ S
Λ[m, j]
✻
⊂ ✲ ∆[m]
✻
,
6
where the lower arrow is the inlusion. When applying hom( ,X) to the above push-out,
we get a pull-bak diagram
hom(S′,X) ✛ hom (S,X)
hom(Λ[m, j],X)
❄
✛ hom(∆[m],X)
❄
= Xm
By indution on the number of simplies of S we may assume that hom(S′,X) and
hom(Λ[m, j],X) are known to be manifolds. Moreover, by Kan(m, j), the bottom arrow is
a submersion. Therefore by transversality, hom(S,X) is a manifold.
Sine the horns Λ[m, j] are ollapsible, we have:
Corollary 2.2. Let X be a Lie homotopy type, then hom(Λ[m, j],X) is a manifold.
2.1 The desription of Lie 2-group(oid)s with nite data
Often the onventional way with only nite layers of data to understand Lie group(oid)s
is more oneptual in dierential geometry. Therefore it is worth giving also the nite
desription of Lie 2-groupoids. It turns out to be quite involved, however it provides a
diret generalization of Lie groupoids and it is useful to pass to SLie groupoids. Moreover
the version of 2-groupoid (not Lie) is ompletely analogous to it.
The equivalent desription of Lie 2-groupoids uses only three layers X2 ⇛ X1 ⇒ X0
and assoiative 3-multipliations [Dus79℄. Following the notion of simpliial manifolds, we
all dni and s
n
j the fae and degeneray maps between Xi's; they still satisfy the oherene
ondition in (1). To simplify the notation and math it with the denition of groupoids,
we use the notation t for d10, s for d
1
1 and e for s
0
0. Then we an safely omit the upper
indies for d2i 's and s
1
i 's. Atually we will omit the upper indies whenever it does not ause
onfusion. Similarly to the horn spaes hom(Λ[m, j],X), given only these three layers, we
dene Λ(X)m,j to be the spae of m elements in Xm−1 gluing along elements in Xm−2 to a
horn shape without the j-th fae.
1,1(X)Λ Λ(X)1,0 Λ(X)2,2 Λ Λ Λ(X) (X)2,1 2,0 3,3(X)Λ 3,2(X)     ... 
Here one imagines eah j-dimensional fae as an element in Xj . For example,
Λ(X)2,2 = X1 ×s,X0,s X1, Λ(X)2,1 = X1 ×t,X0,s X1, Λ(X)2,0 = X1 ×t,X0,t X1,
. . . ,Λ(X)3,0 = (X2 ×d2,X1,d1 X2)×d1×d2,Λ(X)2,0,d1×d2 X2.
We remark that item (1a) and (1b) in the proposition-denition below imply that
Λ(X)2,j 's and Λ(X)3,j 's are manifolds. Then with this ondition we an dene 3-multipliations
7
as smooth maps mi : Λ(X)3,i → X2, i = 0, . . . , 3. With 3-multipliations, there are natural
maps between Λ(X)3,j 's. For example,
Λ(X)3,0 → Λ(X)3,1, by (η1, η2, η3)→ (m0(η1, η2, η3), η2, η3).
It is reasonable to ask them to be isomorphisms. In fat, set theoretially, this simply says
that the following four equations are equivalent to eah other:
η0 = m0(η1, η2, η3), η1 = m1(η0, η2, η3),
η2 = m2(η0, η1, η3), η3 = m3(η0, η1, η2).
Proposition-Denition 2.3. A Lie 2-groupoid an be also desribed by three layers X2 ⇛
X1 ⇒ X0 and the following data:
1. the fae and degeneray maps dni and s
n
i satisfying (1) for n = 1, 2 as explained above,
and
(a) [1-Kan℄ t and s are surjetive submersions;
(b) [2-Kan℄ d0 × d2 : X2 → Λ(X)2,1 = X1 ×t,X0,s X1, d0 × d1 : X2 → Λ(X)2,2 =
X1 ×s,X0,s X1, and d1 × d2 : X2 → Λ(X)2,0 = X1 ×t,X0,t X1 are surjetive
submersions.
2. smooth maps (3-multipliations),
mi : Λ(X)3,i → X2 i = 0, . . . , 3.
suh that
(a) the indued morphisms (by mj as above) Λ(X)3,i → Λ(X)3,j are all isomor-
phisms;
(b) mi's are ompatible with the fae and degeneray maps:
η = m1(η, s0 ◦ d1(η), s0 ◦ d2(η))
(
whih is equivalent to η = m0(η, s0 ◦ d1(η), s0 ◦ d2(η))
)
,
η = m2(s0 ◦ d0(η), η, s1 ◦ d2(η))
(
whih is equivalent to η = m1(s0 ◦ d0(η), η, s1 ◦ d2(η))
)
,
η = m3(s1 ◦ d0(η), s1 ◦ d1(η), η)
(
whih is equivalent to η = m2(s1 ◦ d0(η), s1 ◦ d1(η), η)
)
.
(5)
() mi's are assoiative, that is for a 5-simplex (0, 1, 2, 3, 4),
0GG







YY
33
33
33
33
33
33
33
33
33
33
33
33^^
>>
>>
>>
>OO
4
    
  
  
 
>
>>
>>
>>
>>
>>
>>
>>
>>
> 177
ppp
ppp
ppp
ppp
pp WW
..
..
..
..
..
..
..
//
3
))TTT
TTTT
TTTT
TTTT
TTTT
TT
2
(6)
if we are given faes (0, i, 4)'s and (0, i, j)'s in X2, where i, j ∈ {1, 2, 3}, then the
following two methods to determine the fae (1, 2, 3) give the same element in
X2:
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i. (1, 2, 3) = m0((0, 2, 3), (0, 1, 3), (0, 1, 2));
ii. we rst obtain (i, j, 4) using mi's on (0, i, 4)'s, then we have
(1, 2, 3) = m3((2, 3, 4), (1, 3, 4), (1, 2, 4)).
Remark 2.4. Here we notie that the surjetivity of the maps in the 2-Kan ondition (1b)
insure the existene of a usual (2-) multipliation m : X1×t,X0,sX1 and an inverse i : X1 →
X1 as explained in the introdution. For example sine d0× d2 : X2 → Λ(X)2,1 is surjetive
we ould take a setion of it and ompose it with d1 : X2 → X1. This gives a multipliation
map m, whih is furthermore smooth if we take a smooth setion. This an always be
ahieved by passing to an equivalent Lie 2-groupoid (see Setion 6.1). However it is usually
not assoiative on the nose, but only up to elements in X2. One ould make it stritly
assoiative by passing to an innite dimensional model. But for us the important example
oming from integrating Lie algebroids does not satisfy assoiativity on the nose. As stated
in Theorem 1.4, the Lie 2-groupoid has X1 = Lmor(T∆
1, A), whih is the spae of A-paths
satisfying the boundary ondition a(0) = a(1) = 0. The 2-multipliation m is simply the
onatenation of A-paths whih is only assoiative up to A-homotopies. Moreover we an
not simply mod out A-homotopies from X1 sine the resulting spae might not be a smooth
manifold anymore.
On the other hand, only having a usual 2-multipliation m and an inverse map i, it is
not guaranteed that the maps in the 2-Kan ondition (1b) are submersions even when m
and i are smooth. But being submersions is in turn very important to prove that Xn≥3
are smooth manifolds. Hene in the dierentiable ategory, we an not replae the 2-Kan
ondition by a usual 2-multipliation and an inverse.
The nerve of X2 ⇛ X1 ⇒ X0
To show that what we dened just now is the same as Def. 1.2, we form the nerve of a
Lie 2-groupoid X2 ⇛ X1 ⇒ X0 in Prop-Def. 2.3. We rst dene
X3 = {(η0, η1, η2, η3) : η0 = m0(η1, η2, η3), (η1, η2, η3) ∈ Λ(X)3,0}.
Then X3 ∼= Λ(X)3,0 is a manifold. Moreover, we have the obvious fae and degeneray
maps between X3 and X2,
d3i (η0, η1, η2, η3) = ηi, i = 0, . . . , 3
s20(η) = (η, η, s0 ◦ d1(η), s0 ◦ d2(η)),
s21(η) = (s0 ◦ d0(η), η, η, s1 ◦ d2(η)),
s22(η) = (s1 ◦ d0(η), s1 ◦ d1(η), η, η).
The ohereny (5) insures that s2i (η) ∈ X3. It is also not hard to see that these maps
together with d≤2i 's and s
≤1
i 's satisfy (1) for n ≤ 3.
Then the nerve an be easily desribed as the simpliial manifold
X = cosk2(sk2(X3 → X2 → X1 → X0)).
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More onretely, Xn is made up by those n-simplies whose 2-faes are elements of X2 and
suh that eah set of four 2-faes gluing together as a 3-simplex is an element of X3. That
is
Xn = {f ∈ hom2(sk2(∆n),X2)|f ◦ (d0 × d1 × d2 × d3)(sk3(∆n)) ⊂ X3},
where hom2 denotes the homomorphisms restrited to the 0,1,2 level and X2 is understood
as the tower X2 ⇛ X1 ⇒ X0 with all degeneray and fae maps. Then there are obvious
fae and degeneray maps whih naturally satisfy (1).
However what is nontrivial and speial in the dierentiable ategory is that the asso-
iativity of mi's assures that Xn is a manifold. We prove this by an indutive argument.
Let Sj[n] = sk2(Λ[n, j]). It is the ontratible simpliial set whose sub-faes all ontain the
vertex j and whose only non-degenerate faes are of dimension 0, 1 and 2. Then similarly
to Lemma 2.1, we show that hom2(Sj [n],X2) is a manifold. Sine Sj[n] is onstruted by
adding 0,1,2 dimensional faes, it is formed by the proedure
S′ // S
Λ[n, j]
OO
// ∆[n]
OO
with n ≤ 2. The dual pull-bak diagram shows that hom2(Sj[n],X2) is a manifold by
indution
hom2(S
′,X2)

hom2(S,X2)oo

hom2(Λ[n, j],X2) hom2(∆[n],X2),oo
sine hom2(∆[n],X2)→ hom2(Λ[n, j],X2) are surjetive submersions by item (1a) and (1b)
in the last Prop-Def.
Next we use indution to show that Xn = hom2(S0[n],X2). Similarly we will have
Xn = hom2(Sj [n],X2). It is lear that f˜ ∈ Xn restrits to f˜ |S0[n] ∈ hom2(S0[n],X2). We
only have to show that f ∈ hom2(S0[n],X2) extends uniquely to f˜ ∈ Xn. It is ertainly
true for n = 0, 1, 2, 3 just by denition. Suppose Xn−1 = hom2(S0[n − 1],X2). Then to
get f ∈ hom2(S0[n],X2) from f
′ ∈ hom2(S0[n − 1],X2), we add a new point n and n − 1
new faes (0, i, n), i ∈ {1, 2, . . . , (n − 1)} and dye them red4. Using 3-multipliation m0,
we an determine fae (i, j, n) by (0, i, n), (0, j, n) and (0, i, j) and dye these newly deided
faes blue. Now we want to see that eah four faes attahed together are in X3, then f is
extended to f˜ ∈ Xn. We onsider various ases:
1. if none of the four faes ontains the vertex n, then by the indution ondition, they
are in X3.
2. if one of the four faes ontains n, then there are three faes ontaining n, we again
have two sub-ases:
(a) if those three faes ontain only one blue fae of the form (i, j, n), i, j ∈ {1, . . . , (n−
1)}, then the four faes must ontain three red faes and one blue fae. Aording
to our onstrution, these four faes are in X3;
4
More preisely, they are the image of these under the map f .
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(b) if those three faes ontains more than one blue fae, then they must on-
tain exatly three blue faes. Then aording to assoiativity (inside the 5-gon
(0, i, j, k, n)), these four faes are also in X3.
Now we nish the indution, hene Xn is a manifold and it is determined by the rst three
layers. So we have hom(Λ[n, j],X) = hom2(sk2(Λ[n, j]),X2) = Xn and,
Proposition 2.5. The nerve X of a Lie 2-groupoid X2 ⇛ X1 ⇒ X0 as in Prop-Def. 2.3
is a Lie 2-groupoid as in Def. 1.2.
Proposition 2.6. The rst three layers of a Lie 2-groupoid as in Denition 1.2 is a Lie
2-groupoid as in Prop-Def. 2.3.
Proof. The proof is more ompliated and similar to the ase of 1-groupoids in the intro-
dution. Here we point out that the 3-multipliations mj are given by Kan(3, j) and the
assoiativity is given by Kan!(3, 0) and Kan(4, 0).
3 SLie groupoids
First we give the preise denition of SLie groupoids and W-groupoids. This generalizes
and ompletes the notion of Weinstein (W-) groupoids in [TZ06a℄. For example, we add
some new axioms on the level of 2-morphisms, and on the other hand, nd that some other
axioms ould be replaed or simplied. Then we point out some diret impliations from
the denition. The notion of staks has been extensively studied in algebrai geometry
for the past few deades. However staks an also be dened over other ategories, suh
as the ategory of topologial spaes and ategory of smooth manifolds (see for example
[AGV72℄ [Pro96℄ [Vis02℄ [BX℄ [Met℄). We refer the readers to the latter two referenes for
the onepts we use here, suh as (étale) dierentiable staks, their bre produts, immersion
maps between them. But for surjetive submersion, we adopt the denition in [TZ06a℄ whih
is a bit dierent. f : X → Y is a submersion if X ×Y Y → Y is a submersion where X
and Y are harts of X and Y respetively. f is further a surjetive submersion if it is an
epimorphism of dierentiable staks.
Denition 3.1 (SLie (respetively W-) groupoid). A staky Lie or SLie (respetively We-
instein or W-) groupoid over a manifold M onsists of the following data:
1. a dierentiable (respetively an étale dierentiable) stak G;
2. (soure and target) maps s¯, t¯: G → M whih are surjetive submersions between
dierentiable staks;
3. (multipliation) a map m: the bre produt G ×s¯,M,t¯ G → G, satisfying the following
properties:
(a) t¯ ◦m = t¯ ◦ pr1, s¯ ◦m = s¯ ◦ pr2, where pri : G ×s¯,M,t¯ G → G is the i-th projetion
G ×s¯,M,t¯ G → G;
(b) assoiativity up to a 2-morphism, i.e. there is a 2-morphism a between maps
m ◦ (m× id) and m ◦ (id×m);
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() the 2-morphism a satises a higher oherene desribed as following: let the
2-morphisms on the eah fae of the ubes be ai
5
arranged in the following way:
front fae (the one with the most G's) a1, bak a5; up a4, down a2; left a6, right
a3,
G ×
M
G ×
M
G
m×id
&&LL
L
id×m

G ×
M
G ×
M
G ×
M
G
id×id×m
33fffffffffffff
m×id×id
((RR
R
id×m×id

G ×
M
G
m

G ×
M
G ×
M
G
id×m
33ggggggggggggg
m×id

G ×
M
G
m
&&LL
LLL
L
G ×
M
G ×
M
G
id×m
33fffffffffffffffff
m×id
((RRR
RRR
G
G ×
M
G
m
33gggggggggggggggggg
We require
(a6 × id) ◦ (id × a2) ◦ (a1 × id) = (id × a5) ◦ (a4 × id) ◦ (id× a3).
4. (identity setion) a morphism (respetively an immersion) e¯: M → G suh that
(a) the following identities
m ◦ ((e¯ ◦ t¯)× id) = id, m ◦ (id × (e¯ ◦ s¯)) = id,
hold
6
up to 2-morphisms bl and br. Or equivalently there are two 2-morphisms
m ◦ (id× e¯)
br→ pr1 : G ×s¯,M M → G, m ◦ (e¯× id)
bl→ pr2 : M ×M,t¯ G → G,
ge¯(y)→ g e¯(x)g → g
where y = s¯(g) and x = t¯(g).
(b) We require the omposed 2-morphism below, with y = s¯(g2),
g1g2
b−1r−−→ (g1g2)e¯(y)
a
−→ g1(g2e¯(y))
br−→ g1g2
to be the identity.
7
5
All the ai's are generated by a, exept that a4 is id.
6
In partiular, by ombining with the surjetivity of s¯ and t¯, one has s¯ ◦ e¯ = id, t¯ ◦ e¯ = id on M . In fat
if x = t¯(g), then e¯(x) · g = g and t¯ ◦m = t¯ ◦ pr1 imply that t¯(e¯(x)) = t¯(g) = x.
7
Forming this in the language of dierentiable geometry, we notie that pr1 ◦ (m× id) and m◦ (pr1×pr2)
are the same map from G ×M G ×M M to G, but as the diagram indiates,
G ×M G ×M M
pr1×pr2

id×(m◦(id×e¯))

m×id // G ×M M
m◦(id×e¯)

pr1

G ×M G
m // G,
(7)
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() similarly with x = t¯(g1),
g1g2
b−1
l−−→ e¯(x)(g1g2)
a−1
−−→ (e¯(x)g1)g2
bl−→ g1g2
is the identity;
(d) with y = s¯(g) and x = t¯(g),
g
b−1
l−−→ e¯(x)g
b−1r−−→ (e¯(x)g)e¯(y)
bl−→ ge¯(y)
br−→ g,
is the identity.
5. (inverse) an isomorphism of dierentiable staks i¯: G → G suh that, up to 2-
morphisms, the following identities
m ◦ (¯i× id ◦∆) = e¯ ◦ s¯, m ◦ (id× i¯ ◦∆) = e¯ ◦ t¯,
hold, where ∆ is the diagonal map: G → G × G.
Remark 3.2. A W-groupoid is simply an étale SLie groupoid. This denition of W-groupoid
is dierent from the one in [TZ06a℄ in two aspets: one is that here we add various higher
oherenes on 2-morphisms whih make the denition more restriting but still allow the
W-groupoids G(A) and H(A), whih are the integration objets of the Lie algebroid A
onstruted in [TZ06a℄; for the other see Remark 3.6. On the other hand, we do not add
higher oherenes for the 2-morphisms involving the inverse map. This is beause the inverse
map an be removed from the denition. See Setion 8.
Moreover, we notie that the 2-morphisms e¯(x) · e¯(x)
bl
br
// e¯(x) are the same beause
they are basially 2-morphisms between morphisms on a manifold M . With some patiene,
we an hek that the list of oherenes on 2-morphisms given here generates all the pos-
sible oherenes on these 2-morphisms. We also notie that the ube ondition (3) is the
dierential version of the pentagon ondition
[((gh)k)l → (g(hk))l → g((hk)l)→ g(h(kl))] = [((gh)k)l → (gh)(kl) → g(h(kl))] .
3.1 Good harts
Given an SLie groupoid G ⇒M , the identity map e¯ : M → G orresponds to an Hilsum-
Skandalis (H.S.) morphism from M ⇒ M to G1 ⇒ G0 for some presentation of G. But
it is not lear whether M embeds into G0. It is not even obvious whether there is a map
M → G0. In general, one ould ask: if there is a map from a manifold M to a dierentiable
they are related also via a sequene of 2-morphisms:
pr1 ◦ (m× id)
b−1
r
⊙id
−−−−−→ m ◦ (id× e¯) ◦ (m× id)
a
−→ m ◦ (id× (m ◦ (id× e¯)))
id⊙(id×br)
−−−−−−−→ m ◦ (pr1 × pr2) (8)
We require the omposed 2-morphisms be id, that is
(id⊙ (id× br)) ◦ a ◦ (b
−1
r ⊙ id) = id.
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stak G, when an one nd a hart G0 of G suh that M → G lifts toM → G0, namely when
is the H.S. morphism M ⇒ M to G1 ⇒ G0 a strit groupoid morphism? If the stak G is
étale, an we nd an étale hart G0? We answer these questions by the following lemmas.
It turns out that the étale ase is easier and when M → G is an immersion we an always
ahieve an étale hart.
Lemma 3.3. For an immersion e¯ : M → G from a manifold M to an étale stak G, there
is an étale hart G0 of G suh that e¯ lifts to an embedding e : M → G0. We all suh harts
good harts and their orresponding groupoid presentations good presentations.
Proof. Take an arbitrary étale hart G0 of G. The idea is to nd an open neighborhood
U of M in G with the property that M embeds in U and there is an étale representable
map U → G. Sine G0 → G is an étale hart, in partiular epimorphi, G0 ⊔ U → G is an
étale representable epimorphism
8
, that is, a new étale hart of G. Then the lemma is proven
sine M →֒ G0 ⊔ U is an embedding.
Now we look for suh a U . Sine e¯ : M → G is an immersion, the pull-bak M ×G G0 →
G0 is an immersion and M ×G G0 → M is an étale epimorphism. We over M by small
enough open harts Vi's so that Vi lifts to isomorphi open harts V
′
i on M ×G G0. Then
V ′i → G0 is an immersion so loally it is an embedding. Therefore we an divide Vi into even
smaller open harts Vij suh that Vij
∼= V ′ij → G0 is an embedding. Hene we might assume
that the Vi's form an open overing of M suh that e¯ lifts to embeddings ei : Vi →֒ G0. It
appears with the language of the Hilsum-Skandalis (H.S.) bibundles as the diagram on the
right,
V ′i ⊂ M ×G G0
//

G0

Vi ⊂ M // G
M

G1

V ′i ⊂M ×G G0
Jr
&&MM
MMM
MMM
MMMJl
wwnnn
nnn
nnn
nn
M ⊃ Vi
σi
77nnnnnnnnnnn
G0
Here ei = σi ◦ Jr. Sine the ation of G1 on the H.S. bibundle is free and transitive,
there exists a unique groupoid bisetion gij suh that ei · gij = ej on the overlap Vi ∩ Vj
(in fat G1|⊔Vi = t
−1(⊔ei(Vi)) ∩ s
−1(⊔ei(Vi)) ⇒ ⊔ei(Vi) is Morita equivalent to M , where
t, s : G1 ⇒ G0). Sine G1 ⇒ G0 is étale, bisetion gij extends uniquely to g¯ij on an open
set U¯ij ⊂ G1. Moreover, there exist open sets Ui ⊃ ei(Vi) of G0 suh that
ei(Vi ∩ Vj) ⊂ t(U¯ij) =: Uij ⊂ Ui, ej(Vi ∩ Vj) ⊂ s(U¯ij) =: Uji ⊂ Uj .
Sine ej · g
−1
ij = ei these sets are well dened.
Vi
gij
Vj’ Vj
UjUj’
gij’
Ui
8
Note that being étale implies being submersive.
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Beause of uniqueness and gij · gjk = gik, we have g¯ij · g¯jk = g¯ik on the open subsets
U¯ijk := {(g¯ij , g¯jk, g¯ik) : when g¯ij · g¯jk exists and in U¯ik.}. Then
ei(Vi ∩ Vj ∩ Vk) ⊂ Uijk := t(Im(U¯ijk → U¯ij)) ⊂ Uij ∩ Uik ⊂ Ui,
and similarly for j and k. Therefore with these U 's we are in the situation of a germ of
manifolds of M dened as below.
A germ of manifolds at a point m is a series of manifolds Ui's ontaining m suh that Ui
agrees with Uj in a smaller open set (m ∈)Uij ⊂ Ui by x ∼ fij(x). A ompatible riemannian
metri of a germ of manifolds onsists of a riemannian metri gi on eah Ui suh that two
suh riemannian metris gi and gj on Ui and Uj agree with eah other in the sense that
gi(x) = gj(fij(x)) in a smaller open set (possibly a subset of Uij). With this one an dene
the exponential map exp at m using the usual exponential map of a riemannian manifold
provided the germ is nite, namely there are nite many manifolds in the germ (whih is
true in our ase, sine Vi intersets nite other Vj 's). Then exp gives a Hausdor manifold
ontaining m.
If a series of loally nite manifolds Ui's and morphisms fij 's form a germ of manifolds
for every point of a manifold M , we all it a germ of manifolds of M . Here loal niteness
means that any open set in M is ontained in nitely many Ui's and M has the topology
indued by the Ui's, that is M ∩ Ui is open in M . We an always endow eah of them
with a ompatible riemannian metri, beginning with any riemannian metri gi on Ui and
modifying it to the sum g′i(x) :=
∑
k,x∈Uik
gk(fik(x)) (with fii(x) = x) at eah point x ∈ Ui.
In this situation, one an take a tubular neighborhood U of M by the exp map of the germ.
Then U is a Hausdor manifold.
Applying the above onstrution to our situation, we have a Hausdor manifold U ⊃
M with the same dimension as G0. U is basially glued by small enough open subsets
U˜i = U ∩ Ui ontaining Vi's along U˜ij := U ∩ Uij so that the gluing result U is still a
Hausdor manifold. Therefore U is presented by ⊔U˜ij ⇒ ⊔U˜i whih maps to G1 ⇒ G0 via
Uij ∼= U¯ij →֒ G1. So there is a map π : U → G. Sine U˜i → G0 are étale maps, by the
tehnial lemma below, π is a representable étale map.
Lemma 3.4. Given a manifold X and an (étale) dierentiable stak Y, a map f : X → Y
is an (étale) representable submersion if and only if there exists an (étale) hart Y0 of Y
suh that the indued loal maps Xi → Y0 are (étale) submersions, where {Xi} is an open
overing of X.
Proof. For any V → Y, Xi ×Y V = Xi ×Y0 Y0 ×Y V is representable and Xi ×Y V → V
is an (étale) submersion sine Xi → Y0 and Y0 → Y are representable (étale) submersions.
Sine Xi glue together to X, Xi ×Y V with the inherited gluing maps glue to a manifold
X ×Y V . Sine being an (étale) submersion is a loal property, X ×Y V → V is an (étale)
submersion.
Xi ×Y V
))TTT
TTTT
TTTT
TTTT

y Xk ×Y V
uujjjj
jjjj
jjjj
jjj
Xj ×Y V
⇐
Xi
((PP
PPP
PPP
PPP
PPP
P

y Xk
wwnnn
nnn
nnn
nnn
nnn
Xj
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Remark 3.5. If e¯ is the identity map of W-groupoid G ⇒M , then an open neighborhood of
M in U has an indued loal groupoid struture from the staky groupoid struture [TZ06a,
Setion 5℄.
Remark 3.6. The following assumption in the original denition of W-groupoids beomes
obviously unneessary after Lemma 3.3:
Moreover, restriting to the identity setion, the above 2-morphisms between maps are the id 2-morphisms. Namely,
for example, the 2-morphism α indues the id 2-morphism between the following two maps:
m ◦ ((m ◦ (e¯× e¯ ◦ δ)) × e¯ ◦ δ) = m ◦ (e¯× (m ◦ (e¯× e¯ ◦ δ)) ◦ δ),
where δ is the diagonal map: M →M ×M .
This is unneessary beause (M ⇒ M) embeds into (G1 ⇒ G0) on both levels of the
groupoid via e¯ and the restrited maps beome maps between manifolds and therefore there
are no nontrivial 2-morphisms between them.
We further prove the same lemma in the non-étale ase.
Lemma 3.7. For a morphism e¯ : M → G from a manifold M to a dierentiable stak G,
there is a hart G0 of G suh that e¯ lifts to an embedding e : M → G0. We all also suh
groupoid presentations good presentations.
Proof. We follow the proof of the étale ase, but replae étale with submersion. We need
a U with a representable submersion to G and an embedding of M into U . There are two
dierenes: rst, Vi embeds in V
′
i instead of being isomorphi to it, and we do not have an
embedding V ′i →֒ G0; seond, sine G1 ⇒ G0 is not étale, the bisetion gij does not extend
uniquely to some g¯ij and we an not have the oyle ondition immediately.
The rst dierene is easy to ompensate: given any morphism f : N1 → N2, we an
always view it as a omposition of an embedding and a submersion asN1
id×f
→֒ N1×N2
pr2
։ N2.
In our ase, we have the following deomposition M ×G G0 →֒ H0 ։ G0, then we use the
pull-bak groupoid H1 := G1 ×G0×G0 H0 × H0 over H0 to replae G. Thus we obtain an
embedding of V ′i → H0 and thus an embedding Vi → H0. Then sine H1 ⇒ H0 is Morita
equivalent to G1 ⇒ G0, we just have to replae G by H or all H our new G. It was not
possible to do so in the étale ase sine H0 might not be an étale hart of G.
For the seond dierene, rst of all we ould assume M to be onneted to onstrut
suh U . Otherwise we take the disjoint union of U 's of eah onneted omponent of M .
Then take any Vi and onsider all the harts Vj 's interseting Vi. We hoose g¯ij extending
gij on an open set U¯ij . As before we dene the open sets Ui, Uj 's, and Uij . Then for Vj
and Vj′ both interseting Vi, we hoose g¯jj′ to be the one extending (see below) g¯
−1
ij g¯ij′ with
s(g¯−1ij g¯ij′) in the triple intersetion g¯
−1
ij′ · (g¯ij ·Uj)∩Uj′ where multipliation applies when it
an. Sine g¯'s are loal bisetions, g¯· is an isomorphism. Identifying via these isomorphisms,
we view and denote the above intersetion as Uj′ij for simpliity.
Now we larify in whih sense and why the extension always exists. Let us assume
dimM = m, dimGi = ni. Here we identify Vj with its embedded image in G0. Then sine
we are dealing with loal harts, we might assume that both t and s of G1 ⇒ G0 are just
projetions from Rn1 to Rn0 . A setion of s is a vetor valued funtion Rn0 → Rn1/Rn0 , and
it being a bisetion, namely also a setion of t, is an open ondition. We an always perturb
a setion to get a bisetion. If we an extend g¯−1ij g¯ij′ and gjj′ from Uj′ij ∪ ej′(Vj ∩ Vj′) to a
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bisetion g¯jj′ suh that {s(g¯jj′)} is an open set in Uj′, then we obtain a bisetion g¯jj′ from
Uj′j := g¯
−1
jj′ ({t(g¯jj′)} ∩ Uj) to Ujj′ := {t(g¯jj′)} ∩ Uj . It is easy to see that Ujj′
∼= Uj′j are
open in G0 sine {t(g¯jj′)} ∼= {s(g¯jj′)}.
Therefore we are done as long as we an extend a smooth funtion f from the union of
an open submanifold O with a losed submanifold V of an open set B ⊂ Rn0 to the whole
B. Sine V is losed, using its tubular neighborhood and partition of unity, we an rst
extend f from V to B as f˜ . Then f1 = f − f˜ |O∪V is 0 on V . We shrink the open set O a
little bit to Oi suh that V ∩ O ⊂ O2 ⊂ O1 ⊂ O. Then we always have a smooth funtion
p on B with p|O¯2 = 1 and p|B−O1 = 0. Then the extension funtion f˜1 is dened by
f˜1(x) =
{
f1(x) · p(x) x ∈ O,
0 otherwise.
It is easy to see that f˜1 is smooth and it agrees with f1 on O2 and V beause V − O2 =
V − O1 ⊂ B − O1 and p|V−O2 = 0. Hene f˜ + f˜1 extends f |O2∪V . Now we extend the
g¯−1ij g¯ij′ 's to g¯jj′ 's, then the g¯'s satisfy the oyle ondition on smaller open sets of the
triple intersetions Uj′ij by onstrution.
Then we view Vi ∪ (∪j:Vi∩Vj 6=∅Vj) as one hart. Notie that a onneted manifold is
path onneted. Also notie that we didn't use any topologial property of Vi or Ui. This
onstrution will eventually extend to the whole manifold M and obtain the desired g¯ij 's.
Therefore we are again in the situation of a germ of manifolds and we an apply the proof
of Lemma 3.3 to get the result.
4 From SLie-groupoids to Lie 2-groupoids
Suppose G ⇒ M is an SLie groupoid, in this setion we onstrut a Lie 2-groupoid
X2 ⇛ X1 ⇒ X0 orresponding to it. When G ⇒M is a W-groupoid, the orresponding Lie
2-groupoid is 2-étale, that is the maps X2 → hom(Λ[2, j],X) are étale for j = 0, 1, 2.
Theorem 4.1. An SLie (respetively W-) groupoid G ⇒ M with a hosen good hart (re-
spetively good étale hart) G0 of G orresponds to a Lie 2-groupoid (respetively 2-étale Lie
2-groupoid) X2 ⇛ X1 ⇒ X0.
4.1 The onstrution of X2 ⇛ X1 ⇒ X0
Given an SLie groupoid G ⇒M , let G1 ⇒ G0 be a good groupoid presentation of G and
Em a bimodule presenting the morphism m. Let Jl : Em → G0 ×M G0 and Jr : Em → G0
be the moment maps of the bimodule Em. Notie that for an SLie groupoid g · 1=1 up to
a 2-morphism, that is m|G×MM = id up to a 2-morphism. Translating this into groupoid
language, J−11 (G0 ×M M) is the bimodule presenting m|G×MM . By the denition of SLie
groupoids, there is an isomorphism br : J
−1
l (G0 ×M M) → G1. Similarly, there is an
isomorphism bl : J
−1
l (M ×M G0)→ G1.
We onstrut
X0 = M,X1 = G0,X2 = Em
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with the struture maps
d10 = s, d
1
1 = t : X1 → X0, d
2
0 = pr2 ◦ Jl, d
2
1 = Jr, d
2
2 = pr1 ◦ Jl : X2 → X1,
s00 = e : X0 → X1, s
1
0 = b
−1
l ◦ eG, s
1
1 = b
−1
r ◦ eG : X1 → X2
(9)
where pri is the i-th projetion G0 ×M G0 → G0, s, t present s¯, t¯: G ⇒ M , and eG is the
identity embedding G0 → G1. We still need the 3-multipliation maps
mi : Λ(X)3,i → X2 i = 0, . . . , 3.
Let us rst onstrut m0. Notie that in the 2-assoiative diagram, we have a 2-morphism
a : m ◦ (m × id) → m ◦ (id ×m). Translating this into the language of groupoid, we have
the following isomorphism of bimodules:
a : ((Em ×G0 G1)×G0×MG0 Em)/(G1 ×M G1)→ ((G1 ×G0 Em)×G0×MG0 Em)/(G1 ×M G1).
(10)
Suppose (η1, η2, η3) ∈ Λ(X)3,0. Then (η3, 1, η1) represents a lass in (Em×G0 G1)×G0×MG0
Em/ ∼ (we write ∼ when it is lear whih groupoid ation is meant). Moreover, its image
under a an be represented by (1, η0, η2), that is,
a([(η3, 1, η1)]) = [(1, η0, η2)].
•
1
•
0
•2
•3g1
??
g2
oo
__ ???????? g3


kkVVVVVVVVV
ssggggg
ggggg
ggggg
As before we imagine the j-dimensional faes of the piture are elements of Xj . Then we
arrive naturally at η0. To show that the above denition is good, we have to show: 1) the
image under a an be represented by some element of the form (1, η0, η2); 2) the hoie of
η0 is unique; 3) this map is smooth.
Suppose a([η3, 1, η1]) = [(1, η˜0, η˜2)]. Notie that the G1 ×M G1 ation on G1 on both
sides of (10) are the right multipliation by one of the opies of G1, therefore we an always
suppose the element in G1 is 1.
Notie that similarly to the proof of Lemma 8.1, the mapm×pr1 : G×s¯,M,t¯G → G×t¯,M,t¯G
is an isomorphism. Therefore Em×pr1◦Jl,G0,tGG1 is a Morita bibundle from the Lie groupoid
G1 ×s◦sG,M,t◦sG G1 ⇒ G0 ×s,M,t G0 to G1 ×t◦sG,M,t◦sG G1 ⇒ G0 ×t,M,t G0, where sG, tG
are the soure and target maps on G and s, t are the maps G0 →M presenting s¯, t¯. Here
the two moment maps are Jl (for Em) and Jr × sG. Therefore the left groupoid ation of
G1×s◦sG,M,t◦sG G1 is prinipal on the bibundle Em×pr1◦Jl,G0,tG G1. Notie that (η2, 1) and
(η˜2, 1) are on the same bre of Jr × sG over G0 ×t,M,t G0 beause the way we arrange the
map makes them share the same edges 1 → 0 and 3 → 0. So there is a unique groupoid
element (γ1, γ2) suh that (η˜2, 1) · (γ1, γ2) = (η2, 1). This also fores γ2 to be 1. Therefore,
we have
(η˜2, 1, η˜0) · (γ1, 1) = (η2, 1, η0).
By uniqueness of γ1, the hoie of η0 is unique. Moreover, sine smoothness is a loal
property and the map a is an isomorphism and the groupoid ation is prinipal, our map is
naturally smooth.
For other m's, we an preede in a similar fashion. More preisely, for m1 one an
make the same denition for m0 but using a
−1
. It is even easier to dene m2 and m3. For
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example, for m2, on the right hand side of (10), sine the G1 ×M G1 ation on G1 ×M Em
is prinipal, the analogous statement to 1) naturally holds. Thus we realize that given any
three η's, we an always put them in the same spots as we did for m0. Then any three of
them determine the fourth. Hene the m's are ompatible with eah other.
4.2 Proof that what we onstrut is a Lie 2-groupoid
By Prop-Def. 2.3, to show the above onstrution gives us a Lie 2-groupoid, we just
have to show that the m's satisfy the oherene onditions and assoiativity, and 1-Kan
2-Kan onditions. Condition 1-Kan is implied by the fat that s, t : G0 ⇒M are surjetive
submersions; Kan(2, 1) is implied by the fat that the moment map Jl : Em → G0×s,M,t,G0
is a surjetive submersion; Kan(2, 0) is implied by the surjetive submersion
Jl : Em ∼=
(
G1 ×M Ei ×G0×MG0 Em
)
/G1 ×M G1 → G0 ×t,M,t G0 = Λ[2, 0](X),
where Ei ∼= G1 (Lemma 8.3) is the bimodule presenting the inverse map of G, the omposed
bibundle is the one presenting the map (g, h) 7→ (g, h−1) 7→ gh−1; Kan(2, 2) follows similarly
as Kan(2, 0).
The oherene onditions
The rst identity in (5) orresponds to an identity of 2-morphisms,(
1 · (g1 · g2)
a
∼ (1 · g1) · g2 ∼ g1 · g2
)
=
(
1 · (g1 · g2) ∼ g1 · g2
)
,
Restrit the two bimodules in (10) to M ×M G0 ×M G0, then we get Em on the left hand
side beause J−1l (M ×M G0) = G1 and
(
(G1 ×M G1) ×G0×MG0 Em
)
/G1 ×M G1 = Em.
More preisely, the elements in (Em ×G0 G1)×G0×MG0 Em|M×MG0×MG0/ ∼ have the form
[(s0 ◦ d2(η), 1, η)], and the isomorphism to Em is given by [(s0 ◦ d2(η), 1, η)] 7→ η. Similarly
for the right hand side, i.e. [(s0 ◦ d1(η), 1, η)] 7→ η gives the other isomorphism. By 4 in
Def. 3.1, the omposition of the rst and the inverse of the seond map is a (restrited on
the restrited bimodules), so we have
a([(s0 ◦ d2(η), 1, η)]) = ([(1, η, s0 ◦ d1(η))]),
whih implies the rst identity in (5). The rest follows similarly.
Assoiativity
For the assoiativity we will have to use the ube ondition 3 for a in Def. 3.1 (alled
also pentagon ondition in the literature). Let ηijk denote the faes inX2 tting in diagram
(6). Suppose we are given the faes η′0i4s ∈ X2 and the faes η
′
0ijs ∈ X2. Then we have
two ways to determine the fae η123 using m's as desribed in Prop-Def. 2.3. We will show
below that these two onstrutions give the same element in X2.
Translate the ube ondition into the language of Lie groupoids. The morphisms beome
bimodules and the 2-morphisms beome the morphisms between bimodules. The ube
ondition tells us that the following two ompositions of morphisms are the same (here for
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simpliity, we omit writing the base spae of the bre produts and the groupoids by whih
we take quotients):
(Em ×G1 ×G1)× (Em ×G1)× Em/ ∼ < −− > ((g1g2)g3)g4
id×a
−→(Em ×G1 ×G1)× (G1 × Em)× Em/ ∼ < −− > (g1g2)(g3g4)
id
−→(G1 ×G1 × Em)× (Em ×G1)× Em/ ∼ < −− > (g1g2)(g3g4)
id×a
−→(G1 ×G1 × Em)× (G1 × Em)× Em/ ∼ < −− > g1(g2(g3g4))
and
(Em ×G1 ×G1)× (Em ×G1)× Em/ ∼ < −− > ((g1g2)g3)g4
a×id
−→(G1 × Em ×G1)× (Em ×G1)× Em/ ∼ < −− > (g1(g2g3))g4
id×a
−→(G1 × Em ×G1)× (G1 × Em)× Em/ ∼ < −− > g1((g2g3)g4)
a×id
−→(G1 ×G1 × Em)× (G1 × Em)× Em/ ∼ < −− > g1(g2(g3g4))
Traing through where the element (η034, (η023, 1), (η012, 1, 1)) goes via the rst and seond
omposition, it should end up in the same element. So we have
[((η012, 1, 1)), (η023 , 1), η034]
id×a
7→ [((η012, 1, 1), (1, η234), η024)]
id
7→[((1, 1, η234), (η012, 1), η024)]
id×a
7→ [((1, 1, η234), (1, η124), η014)]
0GG
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where η234 = m0(η034, η024, η023) and η124 = m0(η024, η014, η012);
[((η012, 1, 1), (η023 , 1), η034)]
a×id
7→ [((1, η123, 1), (η013, 1), η034)]
id×a
7→ [((1, η123, 1), (1, η134), η014)]
a×id
7→ [((1, 1, η234), (1, η124), η014)]
where η123 = m0(η023, η013, η012) and η134 = m0(η034, η014, η013). Therefore, the last map
tells us that
η123 = m3(η234, η134, η124).
Therefore assoiativity holds!
Comments on the étale ondition
It is easy to see that if G1 ⇒ G0 is étale, by prinipality of the right G ation on Em, the
map Em → G0 ×M G0 is étale. Moreover sine Em → Λ(X)2,j = Λ[2, j](X) is a surjetive
submersion by Kan(2, j), by dimension ounting, it is furthermore an étale map.
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5 From Lie 2-groupoids to staky Lie groupoids
If X is a Lie 2-groupoid, then G1 := d
−1
2 (s0(X0)) ⊂ X2, whih is the set of bigons, is
a Lie groupoid over G0 := X1 (Lemma 5.2). Here we might notie that there is another
natural hoie for the spae of bigons, namely G˜1 := d
−1
0 (s0(X0)). But G1
∼= G˜1 by the
following observation: given an element η3 ∈ G1, it ts as the fae opposite to 3 in diagram
(11) with 1 → 0 and 2 → 3 degenerate and η2, η1 degenerate; then m0 gives a morphism
ϕ : G1 → G˜1 and m3 gives the inverse. Therefore we might onsider only G1. Then
G1 ⇒ G0 presents a stak whih has an additional groupoid struture. Hene we have the
statement from 2-groupoids to staky Lie groupoids:
Theorem 5.1. A Lie 2-groupoid (respetively 2-étale Lie 2-groupoid) X orresponds to an
SLie (respetively W-) groupoid G ⇒ X0 where G is presented by the Lie groupoid G1 ⇒ G0.
We prove this theorem by several lemmas.
5.1 The stak G
Lemma 5.2. G1 ⇒ G0 is a Lie groupoid.
Proof. The target and soure maps are given by d10 and d
1
1. The identity G0 → G1 is given by
s10 : X1 → X2. The image of s
1
0 is in G1(⊂ X2). Their ompatibility onditions are implied
by the ompatibility onditions of the struture maps of simpliial manifolds. This will in
partiular imply that the identity is an embedding and s and t are surjetive submersions
after we establish the multipliation. The multipliation is given by the 3-multipliation of
X by the following piture:
0
1
77pppppppppppppp
3oo
ffMMMMMMMMMMMMM
uukkkk
kkkk
kkkk
kkkk
kkkk
2
GG
^^>>>>>>>
(11)
where η3 and its edges 1 → 0, 2 → 0 and 2 → 1 are degenerate (one should imagine them
being very short). Let ηi be the fae faing i. Then any (η0, η2) ∈ G1 ×s,G0,t G1 ts in
the above piture. We dene η0 · η2 = m1(η0, η2, η3) with η3 is the degenerate fae in s0 ◦
s0(X0) orresponding to the point 0(=1=2). Then the assoiativity of the 3-multipliations
ensures the assoiativity of  ·. The inverse map is also given by 3-multipliations: η−12 =
m0(η1, η2, η3) with η1 the degenerate fae in s
1
0(X1).
Remark 5.3. Similar onstrution shows that G˜1 ⇒ G0 with t = d
1
2, s = d
1
1 is a Lie groupoid
isomorphi to G1 ⇒ G0 via the map ϕ
−1
.
5.2 Proof that G ⇒M is an SLie groupoid
Soure target maps and multipliation
There are three maps d2i : X2 → X1 = G0 and they (as the moment maps of the ation)
all orrespond to a groupoid ation respetively. The ations are similarly given by the
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3-multipliations as the multipliation of G1. The axioms of the ations are given by the
assoiativity. For example, for d21, any (η0, η2) ∈ X2 ×d21,X1,tG G1 ts inside piture (11),
but one imagines that only 1→ 0 is a short (η3 degenerate) edge. Then
η0 · η2 := m1(η0, η2, s0d2(η0)). (12)
Moreover, notie that the four ways to ompose soure target and fae maps G1
sG⇒
tG
G0
d10⇒
d11
X0
only give two dierent maps: d10sG and d
1
1tG. They are surjetive submersions sine di's
and sG tG are so and they give the soure and target maps s¯, t¯ : G ⇒ X0 where G is the
dierentiable stak presented by G1 ⇒ G0. Therefore s¯ and t¯ are also surjetive submersions
(Lemma 4.2 in [TZ06a℄). We use these two maps to form the produt groupoid
G1 ×d10sG,X0,d11tG G1 ⇒ G0 ×d10,X0,d11 G0 (13)
whih presents the stak G ×s¯,X0,t¯ G. Then we have the following lemma:
Lemma 5.4. (X2, d
2
2 × d
2
0, d
2
1) is an H.S. bimodule from the groupoid in (13) to G1 ⇒ G0.
Proof. By Kan(2, 1), d22 × d
2
1 is a surjetive submersion from X2 to G0 ×d10,X0,d11 G0, so we
only have to show that the right ation of G1 ⇒ G0 on X2 is free and transitive. This is
implied by Kan(3, j) and Kan(3, j)! respetively.
transitivity: any (η1, η0) suh that d
2
0(η1) = d
2
0(η0) and d
2
2(η0) = d
2
2(η1) ts inside (11) with
η3 a degenerate fae (only 1 → 0 the short edge). Then there exists η2 := m2(η0, η1, η3) ∈
G1, making η0 · η2 = η1.
freeness: if (η0, η2) ∈ X2 ×d1,X1,t G1 satises η0 · η2 (=m1(η0, η2, η3)) = η0. Then η2 =
m2(η0, η0, η3) and η3 is degenerate. Thus m2(η0, η0, η3) = s
1
0(3 → 1) is a degenerate fae.
Therefore η2 = 1.
Therefore X2 gives a morphism m : G ×X0 G → G.
Lemma 5.5. With the soure and target maps onstruted above, m is a multipliation of
G ⇒ X0.
Proof. By onstrution, it is lear that t¯ ◦ m = t¯ ◦ pr1 and s¯ ◦ m = s¯ ◦ pr2, where pri :
G ×s¯,X0,t¯ G → G are the projetions (see the left piture below).
◦
1
•
0=t¯m=t¯pr1
•
2=s¯m=s¯pr2
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To show the assoiativity, we reverse the argument in Setion 4.1. There, we used the 2-
morphism a to onstrut the 3-multipliations. Now we use the 3-multipliations and their
assoiativity to onstrut a. Given the two H.S. bibundles presenting m ◦ (m × id) and
m ◦ (id ×m) respetively, we want to onstrut a map a as in (10), where Em = X2 and
M = X0. Given any element in (X2 ×G0 G1) ×G0×X0G0 X2/G1 ×X0 G1, as in Setion 4.1,
we an write it in the form of [(η3, 1, η1)], with (η1, η2, η3) ∈ hom(Λ[3, 0],X) for some η2.
Then we dene
a([(η3, 1, η1)]) := [(1,m0(η1, η2, η3), η2)].
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As before, we need to show that:1) the R.H.S. is indeed in (G1 ×G0 X2) ×G0×X0G0 X2/ ∼;
2) the denition of a does not depend on the hoie of η1, η3 and η2; 3) a is smooth.
The argument is the same. Here we only show 2) whih is less obvious. First of all, if
we hoose a dierent η˜2, sine (η1, η2, η3) and (η1, η˜2, η3) are both in hom(Λ[3, 0],X), we
have d22(η2) = d
2
2(η˜2) and d
2
1(η2) = d
2
1(η˜2). So η2 = η013 and η˜2 = η01′3 form a degenerate
horn (see the seond piture of (14)). By Kan(3, 0) there exists γ = γ1′13 ∈ G1 suh that
(1, γ)· η˜2(= γ · η˜2) = η2, that is η013 = m1(γ, η01′3, s
1
1(0→ 1)). Then by assoiativity and the
denition of the G1 ation (12), we have m0(η023, η01′3, η01′2) = η1′23 = η123 · γ. Therefore
we have [(1, η1′23, η˜2)] = [(1, η123, η2)]. So the hoie of η2 will not aet the denition of
a. If we hoose a dierent (η˜3 = η0′12, 1, η˜1 = η0′23), then we an suppose η3 = η˜3γ00′2 and
η˜1 = (γ00′2, 1) ·η1 = γ ·η1 (see the third piture of (14)). Then (η˜1, η2, η˜3) ∈ hom(Λ[3, 0],X)
and
m0(η˜1, η2, η˜3) = η123 = m0(η1, η2, η3).
So this hoie will not aet a neither.
Now the higher oherene of a follows from the assoiativity by the same argument as
in Setion 4.2.
Identity
Now we notie that s0 : X0 →֒ G0 and eG ◦s0 : X0 →֒ G1 with eG the identity of G form
a groupoid morphism from X0 ⇒ X0 to G1 ⇒ G0. It gives a morphism e¯ : X0 → G on the
level of staks.
Lemma 5.6. e¯ is the identity of G.
Proof. Reall from Denition 3.1 that we need to show that there is a 2-morphism bl between
the two maps m ◦ (e¯× id) and pr2: X0 ×X0,t G → G, and similarly a 2-morphism br. In our
ase, the H.S. bibundles presenting these two maps are X2|X0×X0G0 and G1 respetively and
they are the same by onstrution, hene bl = id. For br, we notie that X2|G0×X0X0 = G˜1
and the isomorphism ϕ−1 : G˜1 → G1 is br.
Now we need to show the higher oherenes that b's satisfy. The proofs are similar and
here we prove 4b in Denition 3.1 in detail. Translating the diagram (7) in the language of
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groupoids and bibundles, we obtain
G1 ×X0 G1 ×X0 X0

G1 ×X0 X0

G1

X2 ×X0 X0
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Corresponding to (8), we need to show that the following diagram ommute:
(X2 ×
X0
X0) ×
G0 ×
X0
X0
G˜1/ ∼ a //
br

(G1 ×
X0
G˜1) ×
G0 ×
X0
G0
X2/ ∼ br // (G1 ×
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G1) ×
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X0
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X2/ ∼
∼=
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Let us explain the diagram: A [(η3, 1, η1)] ∈ (X2 ×X0 X0)×G0×X0X0 G˜1/ ∼ ts inside (15)
with 3 → 2 a degenerate edge and η0 = η123 a degenerate fae
9
, therefore its image under
a is [(1, η0 = 1, η2)]. By the onstrution of br, η
′
0 = br(η0) = 1 is also degenerate. Then
[(1, η′0 = 1, η2)] maps to η2 under 
∼=. Now we follow the other diretion of the maps. Then
br(η023) = η0′02. The image of [(η012, 1, η0′02)] under ∼= is η012 · η
−1
0′02 = m1(η
−1
0′02, η0′01 =
1, η012) = η0′12. Notie that most of the at faes are degenerate exept for η0′02 and η023.
Therefore onsider the 3-simplies (0′, 0, 1, 3) and (0′, 1, 2, 3), then we have η013 = η0′13 and
η0′13 = η0′12 by (5). Sine η013 is η2, the desired diagram ommutes.
9
Now when it is onfusing, we all a fae by its three verties, for example now η1 = η023.
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Inverse
By Prop. 8.4, we only have to show that the ations of G and Gop on X2 ×d21,G0 M ,
indued respetively by the rst and seond omponents of the left ation of G1 ×M G1 ⇒
G0 ×M G0, are prinipal (see (21)). We prove this for the rst opy of G1 and the proof
for the seond is similar. A (η3, η1) ∈ G1 ×sG,G0,d20 X2 ×d21,G0 M ts inside (11) with η2 a
degenerate fae orresponding to the point 0 = 1 = 3. Then the freeness of the ation is
implied by Kan!(3, 0) and the transitivity of the ation is implied by Kan(3, 0).
Comments on the étale ondition
If X2 → Λ[2, j](X) are étale maps, then the moment map Jl : Em ∼= X2 → G0×s,M,tG0
is étale. By prinipality of the right ation of G1 ⇒ G0, it is an étale groupoid. This
onludes the proof of the Theorem 5.1.
6 Equivalenes of Lie 2-groupoids
As in Theorem 4.1, from an SLie groupoid to a Lie 2-groupoid, one has to hoose a hart
of the stak G. Therefore to onstrut a 1-1 orrespondene between SLie groupoids and
Lie 2-groupoids, we have to quotient by some sort of equivalene of 2-groupoids sine one
ould have dierent 2-groupoids X and Y orresponding to dierent harts G0 and H0 of
the same stak G. In this setion, we establish various equivalenes of Lie 2-groupoids.
We rst look at the more general ase of Lie homotopy types and motivate our later
denitions. The proof of this diretion itself is arried out in a later work [HZ℄.
6.1 Strit maps of Lie homotopy types
The reader's rst guess is probably that a morphism f : X → Y of Lie homotopy
types ought to be a simpliial smooth map i.e. a olletion of smooth maps fn : Xn → Yn
that ommute with faes and degeneraies. In the language of ategories, this is just a
natural transformation from the funtor X to the funtor Y . We shall all suh a natural
transformation a strit map from X to Y . Unfortunately, it is known that, already in the
ase of usual Lie groupoids, suh strit notions are not good enough. Indeed there are
strit maps that are not invertible even though they ought to be isomorphisms. That's
why people introdued the notion of Hilsum-Skandalis maps [Mr£℄. Here is an example of
suh a map: onsider a manifold M with an open over {Uα}. The simpliial manifold X
with Xn =
⊔
α1,...,αn
Uα1 ∩ · · · ∩ Uαn maps naturally to the onstant simpliial manifold M .
All the bers of that map are simplies, in partiular they are ontratible simpliial sets.
Nevertheless, that map has no inverse.
The seond guess is then to dene a speial lass of strit maps whih we shall all
equivalenes. A map from X to Y would then be a zig-zag of strit maps X
∼
← Z → Y ,
where the map Z → X is one of these equivalenes.
This will not be our nal hoie for what a morphism of Lie homotopy types should be.
The notion of equivalene is nevertheless very useful (e.g. to dene sheaf ohomology of
Lie homotopy types) and we will study it in this setion. It is very muh inspired from the
notion of equivalene of simpliial sets (sometimes alled weak equivalene). Reall ([GJ99℄)
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that a map S → T of simpliial sets is an equivalene if it indues isomorphisms of all the
topologial homotopy groups. Here is an equivalent ondition whih we will generalize to
Lie homotopy types:
Lemma 6.1. A map S → T of Kan simpliial sets is an equivalene if, for any m ≥ 0 and
any ommutative solid arrow diagram
∂∆n // _

S

∆n //
==
T
(16)
there exists a dotted arrow that makes both triangles ommute. Here ∂∆n stands for the
boundary of the n-simplex.
Proof. Let α ∈ πn−1(S) be represented by some map ∂∆
n → S and assume α 7→ 0 ∈
πn−1(T ). This means that we have a map ∆
n → T that makes diagram (16) ommute. By
hypothesis, we get a map ∆n → S therefore α = 0 ∈ πn−1(S). This proves the injetivity
of πn−1(S)→ πn−1(T ).
Now let us onsider an element β ∈ πn(T ) represented by a map (∆
n, ∂∆n) → (T, ∗).
That map ts into a diagram (16) where the top arrow sends everything to the base point.
By hypothesis we get a map (∆n, ∂∆n)→ (S, ∗). It represents an element of πn(S) that is
mapped to β. This proves the surjetivity of πn(S)→ πn(T ).
The Kan ondition has been used impliitly to nd representatives of the various homo-
topy lasses (otherwise we would have needed to subdivide the simplies).
Translating the ondition of lemma 6.1 into hom spaes gives:
Denition 6.2. A strit map f : Z → X of Lie homotopy types is an equivalene if the nat-
ural maps from Zn = hom(∆
n, Z) to the pull-bak PB
(
hom(∂∆n, Z) → hom(∂∆n,X) ←
hom(∆[n],X)
)
are surjetive submersions for all n ≥ 0.
The proof of this being an equivalene is in [HZ℄. But even before this, we will need to
talk a lot about spaes of the form PB
(
hom(A,Z) → hom(A,X) ← hom(B,X)
)
, where
the maps are indued by some xed maps A → B and Z → X. To avoid the umbersome
pull-bak notation, we shall denote these spaes by

A
?
−→ Z
↓ ↓
B
?
−→ X

 .
This notation indiates that the spae parameterizes all ommuting diagrams of the form
A −→ Z
↓ ↓
B −→ X,
where we allow the horizontal arrows to vary but we x the vertial ones.
As in the ase of denition 1.2, we need to justify why the pull-baks used in denition
6.2 are manifolds. This is speially surprising sine the spaes hom(∂∆n, Z) need not be
manifolds (for example take n = 2 and Z the ross produt groupoid assoiated to the
ation of S1 on R2 by rotation around the origin).
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Lemma 6.3. Let S be a nite ollapsible simpliial set and T → S a sub-simpliial set of
dimension ≤ k. Let f : Z → X be a strit map of Lie homotopy types suh that the natural
map
Zn →


∂∆n
?
−→ Z
↓ ↓
∆n
?
−→ X


is a surjetive submersion for all n ≤ k (assuming the right hand sides are known to be
manifolds). Then the spae 

T
?
−→ Z
↓ ↓
S
?
−→ X


is naturally a manifold.
Proof. Let T ′ be a sub-simpliial set obtained by deleting one simplex from T (without its
boundary). We have a push-out diagram
T ′ ✲ T
∂∆n
✻
⊂ ✲ ∆n
✻
.
Similarly to the proof of lemma 2.1 this gives a pull-bak diagram

T ′
?
−→ Z
↓ ↓
S
?
−→ X

 ✛


T
?
−→ Z
↓ ↓
S
?
−→ X




∂∆n
?
−→ Z
↓ ↓
S
?
−→ X


❄
✛


∆n
?
−→ Z
↓ ↓
S
?
−→ X


❄
,
whih may be ombined with the pull-bak diagram
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

∂∆n
?
−→ Z
↓ ↓
S
?
−→ X

 ✛


∆n
?
−→ Z
↓ ↓
S
?
−→ X




∂∆n
?
−→ Z
↓ ↓
∆n
?
−→ X


❄
✛


∆n
?
−→ Z
↓ ↓
∆n
?
−→ X


❄
= Zn
to give yet another pull-bak diagram

T ′
?
−→ Z
↓ ↓
S
?
−→ X

 ✛


T
?
−→ Z
↓ ↓
S
?
−→ X




∂∆n
?
−→ Z
↓ ↓
∆n
?
−→ X


❄
✛


∆n
?
−→ Z
↓ ↓
∆n
?
−→ X


❄
= Zn.
(17)
By indution on the size of T , and by lemma 2.1 (ase T = ∅), we may assume that
the upper left and lower left spaes in (17) are known to be manifolds. The bottom arrow
is a submersion by hypothesis. Therefore by transversality, the upper right spae is also a
manifold, whih is what we wanted to prove.
6.2 Morita Equivalene of Lie 2-groupoids
Now we dene equivalenes of Lie 2-groupoids based on Setion 6.1. To simplify our
notation, ։ and և always denote surjetive submersions.
Denition 6.4. Given two Lie 2-groupoids Z2 ⇛ Z1 ⇒ Z0 and X2 ⇛ X1 ⇒ X0, a strit
morphism f between them is an equivalene if the natural map from Zn to the pull-bak
PB(hom(∂∆n, Z) → hom(∂∆n,X) ← Xn) are surjetive submersions for all n = 0, 1 and
an isomorphism for n = 2.
As in the ase of Lie homotopy types, we nd that PB(hom(∂∆n, Z)→ hom(∂∆n,X)←
Xn) is a manifold.
Similarly to the pull-bak Lie groupoid, we make the following observation: Let X be
a 2-groupoid and Z1 ⇒ Z0 be two manifolds with struture maps as in (1) up to the
level n ≤ 1, and fn : Zn → Xn preserving the struture maps dnk 's and s
n−1
k 's for n ≤ 1.
Then hom(∂∆n, Z) still makes sense for n ≤ 1. We further suppose f0 : Z0 ։ X0 (hene
28
Z0 × Z0 ×X0×X0 X1 is a manifold) and Z1 ։ Z0 × Z0 ×X0×X0 X1. That is to say that
the indued map from Zn to the pull-bak PB(hom(∂∆
n, Z) → hom(∂∆n,X) ← Xn) are
surjetive submersions for n = 0, 1. Then we form
Z2 = PB(hom(∂∆
2, Z)→ hom(∂∆2,X)← X2).
It is easy to see that the proof of Lemma 6.3 still guarantees that Z2 a manifold. Moreover
there are d2i : Z2 → Z1 indued by the natural projetions hom(∂∆
2, Z)→ Z1; s1i : Z1 → Z2
by
s10(h) = (h, h, s
0
0(d
1
0(h)), s
1
0(f1(h))), s
1
1(h) = (s
0
0(d
1
1(h)), h, h, s
1
1(f1(h)));
mi : Λ(Z)3,i → Z2 by for example
m0((h2, h5, h3, η¯1), (h4, h5, h0, η¯2), (h1, h3, h0, η¯3)) = (h2, h4, h1,m0(η¯1, η¯2, η¯3)),
and similarly for other m's.
0
1
h0
77pppppppppppppp
3
h4
oo
h5
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h2
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2
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Then Z2 ⇛ Z1 ⇒ Z0 is a Lie 2-groupoid and we all it the pull-bak 2-groupoid by f .
Moreover f : Z → X is an equivalene with the natural projetion f2 : Z2 → X2.
Denition 6.4 an be easily generalized to higher dimensions.
Denition 6.5. A strit map f : Z → X of Lie m-groupoids is an equivalene if the natural
maps from Zn to the pull-bak PB(hom(∂∆
n, Z) → hom(∂∆n,X) ← Xn) are surjetive
submersions for all 0 ≤ n ≤ m− 1 and isomorphism for n = m.
Remark 6.6. First of all, it is easy to see that when m = 1, we get the equivalene (or
pull-bak) of Lie groupoids. Moreover, sine for a Lie m-groupoid layers higher or equal to
m + 1 are determined by layers lower or equal to m, the maps from Zn to the pull-bak
PB(hom(∂∆n, Z)→ hom(∂∆n,X)← Xn) are isomorphisms for all n ≥ m.
Similar to the proof that PB(hom(∂∆n, Z) → hom(∂∆n,X) ← Xn) is a manifold, we
have the following lemma:
Lemma 6.7. The projetion PB(hom(∂∆n, Z)→ hom(∂∆n,X)← Xn)→ Xn is a surje-
tive submersion.
Proof. We an use the same indution as in Lemma 6.3 and only have to notie that the
upper lever map in (17) is a surjetive submersion (then let T ′ = ∅).
Lemma 6.8. The omposition of equivalenes is still an equivalene.
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Proof. Suppose that Z
f
→ Y
g
→ X are two equivalenes. Then we have
Zn // // hom(∂∆
n, Z)×hom(∂∆n,Y ) Yn //
⇐

Yn

hom(∂∆n, Z)×hom(∂∆n,X) Xn

// hom(∂∆n, Y )×hom(∂∆n,X) Xn

// Xn

hom(∂∆n, Z) // hom(∂∆n, Y ) // hom(∂∆n,X)
Therefore we have Zn ։ hom(∂∆
n, Z)×hom(∂∆n,X) Xn when n ≤ 1. When n = 2 one just
has to replae ։ by ∼= in the above diagram and the result.
Remark 6.9. It is not hard to see this result generalizes to n-groupoids.
Lemma 6.10. If f : Z → X and f ′ : Z → X are equivalenes, then there exist a Lie
2-groupoid Z ′′ = Z ×X Z
′
and two equivalenes Z ←− Z ′′ −→ Z ′.
Proof. First of all we prove that Z ′′n = Zn×Xn Z
′
n (a manifold by Lemma 6.7) with produt
fae and degeneray maps is a Lie 2-groupoid. We use Prop-Def. 2.3. Notie that the
maps on both sides of Z0 ←− Z0 ×X0 X1 = PB(Z0 ։ X0 և X1) −→ X1 are surjetive
submersions by the property of pull-baks. Similarly we have a surjetive submersion,
Z0 × Z0 ×X0×X0 X1 = PB((Z0 ×X0 X1)։ X1 և (Z0 ×X0 X1))։ (Z0 ×X0 X1),
hene Z1 ։ Z0 ×X0 X1 by omposing with Z1 ։ Z0 × Z0 ×X0×X0 X1. Similarly we have
this for Z ′. For the 1-Kan onditions of Z ′′, we should show that the degeneray maps
Z1 ×X1 Z
′
1 → Z
′′
0 = Z0 ×X0 Z
′
0 are surjetive submersions. The degeneray map d
1
0 × d
1
0 is
a surjetive submersion by hasing the arrows denoted with ! in the following diagram,
Z1 ×X1 Z
′
1
//
⇐
! %% %%KK
KKK
K
∗ //
⇐
&& &&LL
LLL
LLL
Z ′1
)) ))RRR
RRR
RR
∗
⇑
! // //
<
<<
< ∗ // //
))RRR
RRRR
RR
! ⇐

Z ′0 ×X0 X1
&& &&NN
NNN

Z1 // // Z0 ×X0 X1 // //
⇐

X1
d0

Z0 ×X0 Z
′
0
//
))SS
SSS
SS
Z ′0
''NN
NNN
NN
Z0 // X0
where ∗ denotes non-important pull-baks.The same diagram proves the result for d11 × d
1
1
also. This argument in fat shows the following general result about surjetive submersions
of manifolds,
Claim 6.11. If U ։ U¯ , and the map V → V¯ fators through a surjetive submersion
V ։ V¯ ×U¯ U , and W → W¯ fators through W ։ U×U¯ W¯ , then the natural map V ×UW ։
V¯ ×U¯ W¯ is a surjetive submersion. Here we suppose all the bre produts to be manifolds.
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For the 2-Kan ondition of Z ′′, we need to show that the maps Z ′′2 → hom(Λ[2, j], Z
′′) are
surjetive submersions. Sine hom(Λ[2, j], Z ′′) = hom(Λ[2, j], Z)×hom(Λ[2,j],X)hom(Λ[2, j], Z
′),
by Claim 6.11 andX2 ։ hom(Λ[2, j],X), we only have to show Z2 ։ hom(Λ[2, j], Z)×hom(Λ[2,j],X)
X2 and the similar statement for Z
′
. Notie that
Z0 × Z0 ։ X0 ×X0, Z1 ։ Z0 × Z0 ×X0×X0 X1,
by assumption. Therefore
hom(∂∆2, Z) = hom(Λ[2, j], Z) ×Z0×Z0 Z1
։ hom(Λ[2, j], Z) ×Z0×Z0 Z0 × Z0 ×X0×X0 X1
= hom(Λ[2, j], Z) ×X0×X0 X1
= hom(Λ[2, j], Z) ×hom(Λ[2,j],X) hom(∂∆
2,X),
where in the last step we use again hom(∂∆2,X) = hom(Λ[2, j],X) ×X0×X0 X1. Hene
Z2 = hom(∂∆
2, Z)×hom(∂∆2,X) X2
։ hom(Λ[2, j], Z) ×hom(Λ[2,j],X) hom(∂∆
2,X)×hom(∂∆2,X) X2
= hom(Λ[2, j], Z) ×hom(Λ[2,j],X) X2.
The 3-multipliations on Z ′′2 are indued by those of X2, by the seond row of the equation,
Z ′′2 = hom(∂∆
2, Z)×hom(∂∆2,X) X2 ×X2 hom(∂∆
2, Z ′)×hom(∂∆2,X) X2
= hom(∂∆2, Z)×hom(∂∆2,X) X2 ×hom(∂∆2,X) hom(∂∆
2, Z ′)
= Z2 ×hom(∂∆2,X) hom(∂∆
2, Z ′)
= hom(∂∆2, Z ′′)×hom(∂∆2,Z) Z2.
(18)
In the last row, we use hom(∂∆2, Z ′′) = hom(∂∆2, Z)×hom(∂∆2,X)hom(∂∆
2, Z ′). Therefore,
the 3-multipliations of Z ′′2 satisfy all the axioms as they are essentially the 3-multipliations
of X2. Now we have proven that Z
′′
is a Lie 2-groupoid. Moreover, from the last row, we
an also see that the projetion Z ′′2 → Z2 preserves the 3-multipliations sine both of theirs
are indued by those of X2. An analogous result holds for Z
′
. Therefore to omplete the
proof, we only have to show
Z ′′1 = Z1 ×X1 Z
′
1 ։ hom(∂∆
1, Z ′′)×hom(∂∆1,Z) Z1
= hom(∂∆1, Z ′)×hom(∂∆1,X) Z1,
sine hom(∂∆1, Z ′′) = hom(∂∆1, Z) ×hom(∂∆1,X) hom(∂∆
1, Z ′). But this an be easily
dedued from the following pull-bak diagram,
Z1 ×X1 Z
′
1
//
⇐

Z ′1

Z1 ×hom(∂∆1,X) hom(∂∆
1, Z ′) //

hom(∂∆1, Z ′)×hom(∂∆1,X) X1

Z1 // X1,
and the fat that Z ′1 ։ hom(∂∆
1, Z ′)×hom(∂∆1,X) X1.
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Denition 6.12. Two Lie 2-groupoids X and Y are Morita equivalent if there is a Lie
2-groupoid Z suh that both of the maps X ←− Z −→ Y are equivalenes. With the above
two lemmas, this denition does give an equivalene relation. We all it Morita equivalene
of Lie 2-groupoids.
6.3 1-Morita Equivalene of Lie 2-groupoids
However Morita equivalent Lie 2-groupoids orrespond to Morita equivalent SLie groupoids
[BZ℄. Hene to obtain isomorphi SLie groupoids, we need a striter notion of equivalene
of Lie 2-groupoids.
Proposition-Denition 6.13. A strit map of 2-groupoids f : Z → X is a 1-equivalene
if it is an equivalene with f0 an isomorphism. Two 2-groupoids X and Y are 1-Morita
equivalent if there is a 2-groupoid Z suh that both of the maps X ←− Z −→ Y are
1-equivalenes. It gives an equivalene relation between Lie 2-groupoids and we all it
1-Morita equivalene.
Proof. It is easy to see that the omposition of 1-equivalenes is still a 1-equivalene. We
just have to notie that in Lemma 6.10 if both equivalenes are 1-equivalenes, then the
projetions Z0 ← Z0 ×X0 Z
′
0 → Z
′
0 are isomorphisms sine Z0 ×X0 Z
′
0
∼= Z0 ∼= X0 ∼= Z
′
0.
Remark 6.14. For a 1-equivalene Z → X, sine f0 : Z0 ∼= X0, we have hom(∂∆
1, Z) =
hom(∂∆1,X). So the ondition on f1 in Denition 6.4 beomes f1 : Z1 ։ X1.
7 One-to-one orrespondene between Lie 2-groupoids and
SLie groupoids
In this setion, we use two lemmas to prove the following theorem:
Theorem 7.1. There is a 1-1 orrespondene of Lie 2-groupoids (respetively 2-étale Lie
2-groupoids) modulo 1-Morita equivalene and SLie groupoids (respetively W-groupoids).
W-groupoids are isomorphi if and only if they are isomorphi as SLie groupoids, and 1-
Morita equivalent 2-étale Lie 2-groupoids are 1-Morita equivalent Lie 2-groupoids. Therefore
the étale version of the theorem is implied by the general ase and we only have to prove
the general ase.
For the lemma below, we x our notation: X and Y are Lie 2-groupoids in the sense
of Prop-Def. 2.3; G0 = X1 and H0 = Y1; X0 = Y0 = M . G1 and H1 are the spaes of
bigons in X and Y respetively, that is d−12 (s0(Y0)); Both G1 ⇒ G0 and H1 ⇒ H0 are Lie
groupoids and they present dierentiable staks G and H respetively. Moreover G ⇒ M
and H ⇒M are staky groupoids.
Lemma 7.2. If f : Y → X is an equivalene, then
1. the groupoid H1 ⇒ H0 onstruted from Y satises H1 ∼= G1 ×G0×MG0 H0 ×H0 with
the pull-bak groupoid struture (therefore G ∼= H);
2. the above map G ∼= H indues an SLie groupoid isomorphism, that is
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(a) there are a 2-morphism a : mG → mH: G ×M G(∼= H ×M H) → G(∼= H) and a
2-morphism b : e¯G → e¯H : M → G ∼= H;
(b) between maps G×MG×MG → G, there is a ommutative diagram of 2-morphisms,
mG ◦ (mG × id)
aG //
a

mG ◦ (id×mG)
a

mH ◦ (mH × id)
aH // mH ◦ (id×mH)
where by abuse of notation a denotes the 2-morphisms generated by a suh as
a⊙ (a× id);
() between maps M ×M G → G and maps G ×M M → G there are ommutative
diagrams of 2-morphisms,
mG ◦ (e¯G × id)
bG
l //
a⊙b

pr2
mH ◦ (e¯cH × id)
bH
l
88pppppppppppp
mG ◦ (id× e¯G)
bGr //
a⊙b

pr1
mH ◦ (id× e¯H)
bHr
88qqqqqqqqqqq
Proof. Sine Y2 ∼= hom(∂∆
2, Y )×hom(∂∆2,X) X2, we have
H1 = d
−1
2 (s0(Y0)) = d
−1
2 (s0(X0))×d1×d0,X1×MX1 Y1 ×M Y1
= G1 ×tG×sG,G0×MG0 H0 ×M H0
= G1 ×tG×sG,G0×G0 H0 ×H0,
where tG, sG denote the target and soure map of G1 ⇒ G0, and the last step follows
from the fat that (tG × sG)(G1) ⊂ G0 ×M G0 and f preserves simpliial strutures. The
multipliation on H1 (respetively G1) is given by 3-multipliations on Y2 (respetively X2).
Therefore H has the pull-bak groupoid struture sine Y is the pull-bak of X. So item
(1) is proven.
To prove 2a, we translate it to the following groupoid diagram:
H1 ×M H1
wwooo
ooo
ooo
ooo
EmH = Y2
ssggggg
ggggg
ggggg
ggggg
gg
))SS
SSS
SSS
SSS
SSS
SS
H1
~~}}
}}
}}
}}
G1 ×M G1

H0 ×M H0
wwooo
ooo
ooo
ooo
EmG = X2
ssggggg
ggggg
ggggg
ggggg
gg
**VVV
VVVV
VVVV
VVVV
VVVV
VVV
G1

H0
~~||
||
||
||
G0 ×M G0 G0
We need to show that the following ompositions of bibundles are isomorphi
(Y2 ×G0 G1)/H1(=
(
Y2 ×H0 H0 ×G0 G1
)
/H1)
a
∼=H0 ×M H0 ×G0×MG0 X2(=
(
H0 ×M H0 ×G0×MG0 G1 ×M G1 ×G0×MG0 X2
)
/G1 ×M G1).
(19)
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By item (1), any element in (Y2 ×G0 G1)/H1 an be written as [(η, 1)] with η ∈ Y2, and
we onstrut a by [(η, 1)] 7→ (d2(η), d0(η), f2(η)). First of all, we need to show that a
is well-dened. For this we only have to notie the identiation η = (η¯, h0, h1, h2) with
η¯ = f2(η) ∈ X2 and hi = di(η) sine f2 preserves degeneray maps. Also γ ∈ H1 an be
written as γ = (γ¯, h1, h
′
1) with γ¯ = f2(γ) ∈ G1, then the H1 ation on Y2 is indued in the
following way,
(η¯, h0, h1, h2) · (γ¯, h1, h
′
1) = (η¯ · γ¯, h0, h
′
1, h2)
where hi = di(η). Hene if (η
′, 1) = (η, 1) · (γ¯, h1, h
′
1), then γ¯ = 1 and a([(η
′, 1)]) =
(h2, h0, η¯) = a([(η, 1)]. Given (h2, h0, η¯) ∈ H0 ×M H0 ×G0×MG0 X2, take any h1 suh that
f1(h1) = d1(η¯), then (h0, h1, h2) ∈ hom(∂∆
2, Y ). Thus we onstrut a−1 by (h2, h0, η¯) 7→
[((η¯, h0, h1, h2), 1)]. By the ation of H1 it is easy to see that a
−1
is also well-dened. For
the 2-morphism b the proof is muh easier sine in this ase all the H.S. morphisms are
strit morphisms of groupoids. So we only have to notie the ommutative diagram
M //

G0
H0
==||||||||
Reall that the 3-multipliations on Y2 are indued from those of X2 in the following
form:
m0((η¯1, h2, h5, h3), (η¯2, h4, h5, h0), (η¯3, h1, h3, h0)) = (m0(η¯1, η¯2, η¯3), h2, h4, h1),
and similarly for other m's.
0
1
h0
77pppppppppppppp
3
h4
oo
h5
ffMMMMMMMMMMMMM
h2
uukkkk
kkkk
kkkk
kkkk
kkkk
2
h3
GGh1
^^>>>>>>>
We also translate 2b to diagrams of groupoids, where we denote n-produt i×M · · ·×M i
by ni ,
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  



Y2 ×
M
H1
uukkkk
kkk
kkk
kkk
kkk
kkk
k
((PP
PPP
PPP
PPP
PPP
P
H21
  



Y2
xxppp
ppp
ppp
ppp
ppp
p
&&NN
NNN
NNN
NNN
NNN
NN H1

G31

H30
  



X2 ×
M
G1
vvnnn
nnn
nnn
nnn
nnn
))SSS
SSS
SSS
SSS
SSS
SSS
S G
2
1

H20
  



X2
wwppp
ppp
ppp
ppp
ppp
p
&&NN
NNN
NNN
NNN
NNN
N G1

H0
G30
H1 ×
M
Y2
ii 66
G20 G0
G1 ×
M
X2
hh 55
34
Then we have a diagram of 2-morphisms between omposed bibundles
(
(Y2 ×M H1 ×H20 Y2/H
2
1 )×G0 G1
)
/H1
a

aH //
(
(H1 ×M Y2 ×G20 Y2
)
/H21 )×G0 G1/H1
a
(
H30 ×G30 (X2 ×M G1 ×G20 X2)
)
/G21
aG //
(
(H30 ×G30 (G1 ×M X2 ×G20 X2)
)
/G21
whih is
[(η3, 1, η2, 1)]
 aH //
_
a

[(1, η0, η2, 1)]_
a

[(h0, h1, h2, η¯3, 1, η¯1)]
 aG? // [(h0, h1, h2, 1, η¯0, η¯2)]
where η¯i = f2(ηi). Sine aG([η¯3, 1, η¯1]) = [(1,m0(η¯1, η¯2, η¯3), η¯2)], f2 preserves the 3-multipliations
if and only if m0(η¯1, η¯2, η¯3) = η¯0, i.e. if and only if the above diagram ommutes. So 2b is
also proven.
Translating the diagrams in item (2) in groupoid language, we have
(
J−1l (M ×M H0)×G0 G1
)
/H1
bHrb
H
l

restrition of a//M ×M H0 ×M×MG0 J
−1
l (M ×M G0)
bGrb
G
l

(H1 ×G0 G1)/H1
f2 //M ×M H0 ×M×MG0 G1
(20)
where Jl denotes the left moment map of X2 or Y2 to G0 ×M G0 or H0 ×M H0. Then the
left diagram of (2) is trivial sine bH,Gl = id by the onstrution in Setion 5. For the right
diagram, we need to show that these two maps are the same: [(η, 1)]
a
7→ (h2, s0(x), η¯)
bGr7→
(h2, s0(x), b
G
r (η¯)) and [(η, 1)]
bHr7→ [(bHr (η), 1)]
f2
7→ (h2, s0(x), f2(b
H
r (η))), where x = d1(h2).
That is, we need to show bGr (f2(η)) = f2(b
H
r (η)). Sine br = ϕ
−1
is onstruted by m's as
in Setion 5, f2 ommutes with br's. So we proved item (2).
To establish the inverse argument, we x again the notation: G ⇒M is an SLie groupoid;
G1 ⇒ G0 and H1 ⇒ H0 are two Lie groupoids presenting G; X and Y are the 2-groupoids
orresponding to G and H as onstruted in Setion 4.
Lemma 7.3. If there is a Lie groupoid equivalene H → G, then there is a Lie 2-groupoid
equivalene Y → X.
Proof. Sine both H and G present G whih is an SLie groupoid over M , we are in the
situation desribed in item 2 in Lemma 6.13, that is we have a 2-morphism a satisfying
various ommutative diagram as in item (2a), (2b), (2). We take f0 to be the isomorphism
M ∼= M , f1 the map H0 ։ G0, f2 : Y2 → X2 the map η 7→ [(η, 1)]
a
7→ (h2, h0, η¯) 7→ η¯.
Sine f2 is made up by omposition of smooth maps, it is a smooth map. Sine d2 × d0
is the moment map and a preserves the moment map, we have hi = di(η) for i = 0, 2. It
is lear that f0 and f1 preserve the struture maps sine they preserve e¯, s¯, t¯ of G ⇒ M .
It is also lear that dif2(η) = f1(hi) for i = 2, 0 sine (h2, h0, η¯ = f2(η)) ∈ H
2
0 ×G20 X2.
Sine a preserves moment maps, f1(d1(η)) = Jr([(η, 1)]) = Jr(h2, h0, η¯) = d1(η¯), where Jr is
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the moment map to G0 of the orresponding bibundles. Hene f2 preserves the degeneray
maps.
For the fae maps s0, s1 : 1 → 2, we again look at the ommutative diagram (20).
Realling s0(h) = b
−1
l e¯H(h), we have
f2(s0(h)) = prXa([(b
−1
l e¯H(h), 1)]) = b
−1
l e¯Gf1(h) = s0f1(h),
where prX is the projetion H
2
0 ×G20 X2 → X2 and similarly for s1 using the diagram for br.
Hene f2 preserves the fae maps.
The fat that f2 preserves the 3-multipliations follows from the proof of item (2b) of
Lemma 7.2.
Then the indued map φ : Y2 → hom(∂∆
2, Y ) ×hom(∂∆2,X) X2 is η 7→ [(η, 1)]
a
7→
(h2, h0, η¯) 7→ (h0, h1, h2, η¯), where η¯ = f2(η) and hi = di(η). As a omposition of smooth
maps φ is smooth. Moreover φ is injetive sine a is injetive. For any (h0, h1, h2, η¯) ∈
hom(∂∆2, Y ) ×hom(∂∆2,X) Y2, we have (h0, h2, η¯) ∈ H0 ×M H0 ×G0×MG0 X2. Then there is
an η suh that [(η, 1)] = a−1(h0, h2, η¯). Thus φ(η) = (h0, d1(η), h2, η¯), whih implies that
f1(d1(η)) = d1(η¯) = f1(h1). Therefore (1, d1(η), h1) ∈ H1 and di(η · (1, d1(η), h1)) = hi,
i = 0, 1, 2 sine d1 is the moment map to H0 of the bibundle Y2. So φ(η · (1, d1(η), h1)) =
(η¯, h0, h1, h2) whih shows the surjetivity. Therefore φ is an isomorphism.
The theorem is now proven, sine we only have to onsider the ase that when (1-)
Morita equivalene is given by Lie (2-) groupoid morphisms.
8 Comments on the inverse map
In this setion, we prove that the axioms involving the inverse map in the denition
of SLie groupoid are guaranteed by the axioms of multipliation and the identity. There
is similar treatment of the antipode in hopsh algebras [TWZ℄. In fat SLie groups are a
geometri version of hopsh algebras.
Let G ⇒ M be an SLie groupoid, and G := G1
sG⇒
tG
G0 a good groupoid presentation of
G as we desribed in Setion 3.1. So there is a map e : M → G0 presenting e¯. We look at
the following diagram,
G ×M G
m
−→ G
e¯
←−M,
and its orresponding groupoid piture,
G1 ×M G1

G1

M

Em
Jr
!!C
CC
CC
CC
C
Jl
yysss
sss
sss
s
Ee¯
Jr
  A
AA
AA
AA
A
Jl
~~||
||
||
||
G0 ×M G0 G0 M
(21)
where Em and Ee¯ = G1 ×tG,G0,e M are bibundles presenting the multipliation m and
identity e¯ of G respetively. We an form a G×M G left module Em ×G0 Ee¯/G. Examining
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the G ation on Ee¯, we see that the geometri quotient (orresponding to homA(ǫ,∆) in
the ase of hopsh algebra),
(Em ×G0 Ee¯)/G = Em ×Jr,G0,e M,
is still a manifold with a left G1 ×M G1 ation (whih might not be free and proper).
Therefore, we an view it as a left G module with the left ation of the rst opy of G and
a right Gop module with the left ation of the seond opy of G. Here Gop is G with the
opposite groupoid struture.
Lemma 8.1. The bibundle above is a Morita equivalene from G to Gop with moment maps
pr1 ◦ Jl and pr2 ◦ Jr.
Proof. Let f1 : G ×M G → G ×M G be given by (g1, g2) 7→ (g1 · g2, g2), i.e. f1 = m× pr2; let
f2 : G ×M G → G ×M G be given by (g1, g2) 7→ (g1 · g
−1
2 , g2). Sine we have
(g1, g2)
f1
7→ (g1g2, g2)
f2
7→ ((g1g2)g
−1
2 , g2)) ∼ (g1, g2),
and
(g1, g2)
f2
7→ (g1g
−1
2 , g2)
f1
7→ ((g1g
−1
2 )g2, g2)) ∼ (g1, g2),
we have that f1 ◦ f2 and f2 ◦ f1 are isomorphi to id via 2-morphisms. Therefore f1 is an
isomorphism of staks. Therefore Em ×pr2◦Jl,G0,tG G1 presenting f1 is a Morita bibundle
from the Lie groupoid G1 ×M G1 ⇒ G0 ×M G0 to G1 ×M G1 ⇒ G0 ×M G0. Here the two
moment maps are Jl (of Em) and Jr × sG. Therefore the left groupoid ation of G1 ×M G1
is prinipal on the bibundle Em ×pr2◦Jl,G0,tG G1. The left ation of the rst opy of G1
on Em is the left ation we need. Therefore, it is naturally free. To see that the desired
ation is also transitive, take (η1, x) and (η2, x) in Em×Jr,G0,eM whih projet to the same
point g0 in G0 by pr2 ◦ Jl. Then (η1, 1g0) and (η2, 1g0) are both in Em ×pr2◦Jl,G0,tG G1
and both projet to (e(x), g0) ∈ G0 ×M G0 via Jr × sG. Therefore, there is an element
(γ1, γ2) ∈ G1 ×M G1 suh that (γ1, γ2) · (η1, 1g0) = (η2, 1g0). Therefore γ1 · (η1, x) = (η2, x),
i.e. the ation is transitive bre-wise.
The proof of the prinipality of the Gop ation is similar (one onsiders G1 ×G0 Em).
Remark 8.2. Another bre produt Em ×pr2◦Jl,G0,e M is isomorphi to G1 trivially via br.
But the morphisms we use to onstrut the bre produt are dierent.
Notie that using the inverse operation, a Gop module is also a G module. In other
words, the above lemma says that Em ×Jr,G0,e M is a Morita bibundle between G and G
where the right G ation is via the left ation of the seond of opy of G ×M G omposed
with the inverse. With this viewpoint, we have a stronger statement:
Lemma 8.3. As Morita bibundles from G to G, Em ×Jr,G0,e M and Ei are isomorphi.
This lemma is not at all surprising, if we use the view point of Lie 2-groupoids: Em×Jr,G0,e
M should be imagined as degenerate triangles (on the left)
•
1
•0
•2
11cccccccccccccoo
DD


 •
1
•0
•2
•0′<0
11cccccccccccccoo
DD



44
iiii
iiii
iiii
ZZ 44γ0
η1η2
(22)
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Proof. We know from the property ofEi that g·g
−1 ∼ 1, i.e. ((G1×tG,G0,JlEi)×sG×Jr,G0×MG0
Em)/G1 ×M G1 is 2-isomorphi to the module G0 ×e◦t,G0,tG G1 presenting the map e ◦ t¯ :
G →M → G. We will rst show that Em ×G0 M also has this property.
Let [(1, η1, η2)] ∈ (((G1 ×G0 (Em ×Jr,G0,e M))×G0×MG0 Em)/G1 ×M G1 (See (22)). We
an suppose the rst element to be 1 beause the G1 ×M G1 ation on G1 is simply right
multipliation by the rst fator. Moreover, examining the morphisms in the bre produt,
we have Jl(η1) = Jl(η2), and the right G1 ×M G1 ation is
(γ0, η1, η2) · (γ1, γ2) = (γ0 · γ1, (1, γ
−1
2 ) · η1, (γ1, γ2)
−1 · η2). (23)
Sine the right ation of G1 on Em is prinipal (now viewing Em as a bibundle from G×MG
to G), and Jl(η1) = Jl(η2), there exists a unique element γ ∈ G1 suh that η1 · γ = η2.
Suppose [(1, η1, η2)] = [(1, η˜1, η˜2)], then by (23), there exists γ2 ∈ G1 suh that η1 =
(1, γ−12 ) · η˜1 and η2 = (1, γ
−1
2 ) · η˜2. Sine the right ation and left ation on a bibundle
ommute, γ is independent of the hoie of representative of [(1, η1, η2)]. Therefore, we have
a well-dened map
φ : ((G1 ×G0 (Em ×Jr,G0,e M))×G0×MG0 Em)/G1 ×M G1 → G0 ×e◦t,G0,tG G1,
by
[(1g, η1, η2)] 7→ (g, γ).
Here (g, γ) is an element of G0×e◦t,G0,tG G1 sine tG(γ) = Jr(η1). Moreover, sine smooth-
ness is a loal property and all the moment maps are smooth and the groupoid ation is
prinipal, φ is naturally smooth. φ is an isomorphism following from prinipality of the right
G1 ation on Em. Moreover, it is not hard to hek that φ is equivariant and ommutes
with the moment maps of the bibundles. Therefore,
((G1 ×G0 (Em ×Jr,G0,e M))×G0×MG0 Em)/G1 ×M G1
∼= G0 ×e◦t,G0,tG G1
as Morita bibundles. One proeeds similarly to prove the other symmetri isomorphism
orresponding to g−1 · g ∼ 1.
Let ϕ be the omposed isomorphism
((G1×G0(Em×Jr,G0,eM))×G0×MG0Em)/G1×MG1 → ((G1×G0Ei)×G0×MG0Em)/G1×MG1.
(24)
Suppose ϕ([(1g , η1, η2)]) = ([(1g , η˜1, η˜2)]) (we an still assume that the rst omponent is 1
beause the G1 ×M G1 ation on both side is the right multipliation by the rst opy; we
an assume that they are 1 at the same point beause ϕ ommutes with the moment maps
on the left leg). Examining the morphisms inside the bre produts, we have
pr1 ◦ Jl(η2) = tG(1g) = pr1 ◦ Jl(η˜2) = g.
Sine ϕ ommutes with the moment maps on the right leg, we have
Jr(η2) = Jr(η˜2).
Similarly to the proof of Lemma 8.1, we an show that G1 ×sG,G0,pr1◦Jl Em is a Morita
bibundle from G×MG to G×MG. Then (1g, η2) and (1g, η˜2) are both in G1×sG,G0,pr1◦JlEm
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and their images under the right moment map sG× Jr are both (g, Jr(η2)). By prinipality
of this left G1 ×M G1 ation, there is a unique (γ1, γ2) ∈ G1 ×M G1 suh that
(γ1, γ2) · (1, η2) = (1, η˜2).
Therefore γ1 = 1 and (1, γ2) · η2 = η˜2. This left G1 ×M G1 ation on Em is exatly the left
G1 ×M G1 ation on the seond opy of Em in (24). Using this γ2, we have
(1, η˜1, η˜2) · (1, γ2) = (1, γ
−1
2 ) · (1, η˜1, η˜2) = (1, η
′
1, η2).
Therefore the isomorphism
ϕ : [(1g, η1, η2)] 7→ [(1g, η
′
1, η2)]
indues a map ψ : Em ×G0 M → Ei by η1 7→ η
′
1. It's routine to hek ψ is an isomorphism
of Morita bibundles.
As in this Lemma, we have seen that the 2-identities satised by Ei are atually naturally
satised by Em ×Jr,G0,e M . Notie that for the rst part of the proof, we didn't use any
information involving the inverse map. Our onlusion is that the inverse map represented
by Ei an be replaed by Em ×Jr,G0,e M without any further onditions (not even on the
2-morphisms). In fat, the natural 2-morphisms oming along with bibundle Em×Jr,G0,eM
naturally go well with other 2-morphisms a's and b's.
Proposition 8.4. An SLie groupoid G an be equally dened by all the axioms exept the
axioms involving inverses and the additional ondition that Em ×Jr,G0,e M is a Morita
bibundle from G to Gop for some good presentation G of G.
Proof. It is lear from the Lemma 8.3 that the existene of the inverse map guarantees that
the bibundle Em ×Jr,G0,e M is a Morita bibundle from G to G
op
for a good presentation G
of G.
On the other hand, if Em ×Jr,G0,e M is a Morita bibundle from G to G
op
for some
presentation G of G, then we onstrut the inverse map i : G → G by this bibundle. Beause
of the nie properties of Em ×Jr,G0,eM that we have proven in the rst half of Lemma 8.3,
this newly dened inverse map satises all the axioms that the inverse map satises.
Remark 8.5. This theorem holds also for W-groupoids and the proof is similar. Then one
an see that the new denition of SLie group modulo 2-morphisms is analogous to the
denition of hopsh algebra.
Sometimes the inverse of an SLie groupoid is given by a spei groupoid isomorphism
i : G→ G on some presentation (for example G(A) and H(A) in [TZ06a℄ and (quasi-)Hopf
algebras as the algebra ounter-part).
Lemma 8.6. The inverse map of an SLie groupoid G is given by a groupoid isomorphism
i : G → G for some presentation G if and only if on this presentation Em ×Jr,G0,e M is a
trivial right G prinipal bundle over G0.
Proof. It follows from Lemma 8.3 and the fat that the inverse is given by a morphism
i : G→ G if only if the bibundle Ei is trivial.
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