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ABSTRACT 
 
 
Incorporating a Training Construct into the Unified Theory of Acceptance and  
 
Use of Technology 
 
 
by 
 
 
Matthew E. Harris, Doctor of Philosophy 
 
Utah State University, 2016 
 
 
Major Professor: Robert Mills, Ph.D. 
Department: Education 
 
 
The purpose of this study was to identify and examine existing technology 
acceptance constructs as they relate to end-user participation in training programs. By 
analyzing technology acceptance constructs and their fit with existing training paradigms, 
it was expected that there would be a significant increase in use behavior as defined in the 
Unified Theory of Technology Acceptance and Use (UTAUT) model. An extended 
model that describes the links between the training paradigms and existing technology 
acceptance constructs as found in the UTAUT was then introduced and tested to see if the 
model could be improved by adding a training reactions construct.  
Online pre and post training surveys were received from 111 students who 
participated in face-to-face training on structured query language (SQL) during spring 
2014 and 2015 semesters. Survey questions were created from previously validated 
technology acceptance and training studies. From these responses, the basic structure of 
iv 
the original UTAUT model was partially confirmed.  
The first conclusion drawn from this study was that training reactions (TR) 
significantly impact behavioral intention to use (BIU) information technology and was 
positively correlated, suggesting when TR increased, BIU also increased. The second 
conclusion drawn from this study was that the relationship between TR and BIU 
information technology was not fully mediated by facilitating conditions (FC), but was 
partially mediated by it. The third conclusion drawn from this study was that from the 
original UTAUT model, only performance expectancy (PE) was found to be a significant 
predictor of BIU information technology. Effort expectancy (EE), social influences (SI), 
and facilitating conditions (FC) were not found to be significant. Also, neither gender nor 
computer experience moderated any of the independent variables from the original 
UTAUT model. The fourth conclusion drawn from this study was neither gender, nor 
computer experience (Exp) moderated TR in predicting BIU. 
(175 pages) 
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PUBLIC ABSTRACT 
 
 
Incorporating a Training Construct into the Unified Theory of Acceptance and  
 
Use of Technology 
 
 
Matthew E. Harris 
 
 
The purpose of this study was to determine if a prominent theoretical model, the 
Unified Theory of Acceptance and Use of Technology (UTAUT), which is used to 
predict the likelihood that users would adopt a given technology, could be improved by 
adding a training reactions component as outlined in prominent training theory.  
Online pre- and post-training surveys were received from 111 students who 
participated in face-to-face training on Structured Query Language (SQL) during spring 
2014 and 2015 semesters. Survey questions were created from previously validated 
technology acceptance and training studies. From these responses, the basic structure of 
the original UTAUT model was partially confirmed.  
The conclusions drawn from this study were that users’ training reactions both 
before and after receiving training significantly impacted their intention to use 
information technology. The study indicates that as training reactions increase, users’ 
intentions to use the technology increases as well. Interestingly, when the original 
UTAUT model was evaluated, only the expectation that it would improve their on-the-
job performance was found to be a significant predictor of their intention to use the 
information technology. The amount effort required to learn the technology, social 
influence from those important to the user, and other miscellaneous supporting resources 
vi 
did not significantly impact their intention to use the information technology. Finally, 
neither gender nor computer experience had a significant impact on any of the predicting 
variables from the original UTAUT model nor did they have an impact on training 
reactions. 
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 CHAPTER I 
 
INTRODUCTION 
 
 
In the last few decades, a technological revolution akin to the well-known 
industrial revolution of the early 19th century has occurred. This technological explosion 
has drastically changed the course of business and altered the tools necessary to survive 
in this highly competitive environment. With this increased competition and the desire 
for new technology, productivity impacts must be evaluated prior to committing valuable 
resources to costly information technology. Budgets are constantly getting tighter, 
expectations of performance increasing, and quick, yet careful analysis of expenditures 
mandated.  
Despite these constraints, managing the change associated with any technological 
investment and implementation is no longer an optional component. While most will 
agree that training for any new system is vital to the success of its adoption, often training 
is seen, “as separate and distinct from anything that brings bottom-line value to the 
organization,” (J. Kirkpatrick, 2007, p. 37) and is one of the first budget items that gets 
cut (Rodgers, 2008). Although information systems literature does address the 
importance of training to learn new technologies, research examining the use of training 
in the context of technology acceptance models has been largely overlooked. Yet, one of 
the first challenges trainers face is selecting appropriate training methods.  
There are a variety of methods suggested in scholarly literature for categorizing 
and evaluating training criteria. One taxonomy that has gained widespread acceptance in 
business circles for nearly 50 years (J. Kirkpatrick, 2007; Stoel, 2004) is Kirkpatrick’s 
2 
four-level model (D. L. Kirkpatrick, 1979). This model is often depicted as a pyramid-
like structure, with training reactions at its base, followed by learning, behavior 
(sometimes called transfer), and results represented as the peak of the pyramid.  
Each level in Kirkpatrick’s model builds and expands upon the previous level. 
The first level (training reaction) is defined as how the attendees feel about the training. 
Kirkpatrick contends that measuring reactions is important to discover the trainee’s level 
of motivation, without which it is unlikely the required effort to learn will be present (D. 
L. Kirkpatrick, 1996). Marler, Liang, and Dulebohn (2006) further defined training 
reactions as a variable that examines a trainee’s perceived learning, training enjoyment, 
and training effectiveness.  
Alliger and Tannenbaum (1997) expanded the scope of the training reactions 
variable claiming it can be used to identify both training utility and affective reaction to 
training. However, this appears to delve into the second level in Kirkpatrick’s taxonomy: 
learning. According to Kirkpatrick, learning examines the knowledge, skills, and attitudes 
obtained as a result of training (D. L. Kirkpatrick, 1996).  
While training techniques have been studied, researched, and debated heavily 
throughout history, the need for adequate models to analyze the acceptance and use of 
new information systems and technology is a relatively new focus given the complexity 
of today’s systems. It is readily apparent these models are needed with information 
technology investments increasing from only 3% of business equipment investments in 
1960 to 45% in 1996 (Westland & Clark, 2000). Even heavier investments have occurred 
since then as globalization and the sophistication of the technology has increased 
3 
(Davenport, 2000; Friedman, 2005).  
Unfortunately, frequent implementation failures with significant financial loss 
coupled with the drastic economic downturns of late, have sent executives and project 
managers scrambling for resources to help insure successful implementations of 
promising technology. The causes of these failures can vary widely, but a few dominant 
themes emerge. Chief among them include, issues in managing the new technology 
implementation (Dulebohn, 2003; Scott & Vessey, 2002) and opposition from users 
(Marler & Dulebohn, 2005; Marler et al., 2006).  
Extensive research exists on user acceptance of technology in information 
systems (IS) literature (Alavi & Carlson, 1992; Brancheau, Janz, & Wetherbe, 1996; 
Brancheau & Wetherbe, 1987; Davis, Bagozzi, & Warshaw, 1989; Hu, Chau, Liu Sheng, 
& Kar Yan, 1999; Markus & Keil, 1994; Marshall, 2006; Niederman & Brancheu, 1991) 
producing several empirically sound theoretical models (Davis et al., 1989; Taylor & 
Todd, 1995; Venkatesh & Davis, 2000; Venkatesh, Morris, Davis, & Davis, 2003), with 
Fred Davis’s technology acceptance model (TAM) arguably the seminal model.  
Unfortunately, the implementation of these insightful models is often 
accompanied by additional difficulty. In another article nearly a decade and a half after 
the original publication of the TAM, many of the original authors conceded that, 
“Researchers are confronted with a choice among a multitude of models and find that 
they must ‘pick and choose’ constructs across the models, or choose a ‘favored model’ 
and largely ignore the contributions from alternative models” (Venkatesh et al., 2003, p. 
426). In the past decade, Venkatesh et al.’s unified theory of technology acceptance and 
4 
use (UTAUT) has emerged as a contender for Davis’s TAM, yet it too, does not 
specifically address training as a construct both before and after implementation. The 
authors of the UTAUT claim that it can be used to design interventions such as training 
and marketing, but it is only addressed superficially and intended only after the UTAUT 
is used, rather than as a specific construct within the model. 
 
Statement of the Problem 
 
A lack of research identifying the impact of training on intentions to use 
technology in both pre and post training is the primary impetus for this study. Most of the 
published research studies reviewed utilized cross-sectional data gathered after the 
technology was implemented or longitudinal studies that were conducted without regard 
to pre-training conditions. Only one study was found that examined training as a 
construct with the actual use of a new technology both pre and post implementation 
(Marler et al., 2006). In this study, the authors extended the older and simpler TAM 
instead of using the UTAUT, which would provide much more guidance for managers on 
interventions that would be most effective in managing that technology acceptance. 
Technology acceptance research has concentrated primarily on the culmination of 
concise models that explain the variance in technology acceptance and use (Marler et al., 
2006). Among these models, the TAM has perhaps received the most attention and 
remains an empirically robust model. Critics, however, tout “the lack of guidance for 
managers on interventions that would be most effective in managing that technology 
acceptance” (Marler et al., 2006, p. 725). 
5 
 The more recent UTAUT, constructed from the TAM and eight other prominent 
models, significantly expand those interventions. Despite the logical assumptions that 
training may be related to technology acceptance, the beliefs associated with that training 
remain inconclusive (Marler et al., 2006). Instead, the broader topics of “external 
variables, or “facilitating conditions” are used to holistically capture this information.  
Historically, studies on technology training effectiveness have largely centered on 
how learning outcomes are affected by comparing and contrasting various training 
delivery methods or on differences in computer self-efficacy (Gist, Schwoerer, & Rosen, 
1989; Marler et al., 2006).  
 
Purpose of the Study 
 
The purpose of this study was to identify and examine existing technology 
acceptance constructs as they relate to technology-focused training programs. By 
analyzing links between training and existing technology, it was expected that there 
would be a significant increase in the intention to use followed by actual use behavior as 
defined in the UTAUT model. An extended model that describes the links between the 
training paradigms and existing technology acceptance constructs, as found in the 
UTAUT, was then introduced.  
Specifically, this study explored the following research questions and hypotheses 
based on information obtained in the review of literature. 
 
Research Question 1 
Do training reactions impact behavioral intention to use information technology? 
6 
Hypothesis 1: Positive Training Reactions (TR) will be positively related to 
Behavioral Intention to Use (BIU) information technology. 
 
Research Question 2 
Is the relationship between training reactions and behavioral intention to use 
information technology mediated by facilitating conditions? 
Hypothesis 2: Facilitating conditions will not mediate the relationship between 
training reactions and the behavioral intention to use information technology. 
 
Research Question 3 
Do performance expectancy, effort expectancy, and social influences affect 
behavioral intention to use information technology? 
Hypothesis 3: Performance expectancy, effort expectancy, and social influences 
will positively affect behavioral intentions to use information technology. 
 
Research Question 4 
Do gender, age, and experience moderate the relationship between training 
reactions and the behavioral intention to use information technology? 
Hypothesis 4a: Gender will not moderate the relationship between training 
reactions and the behavioral intention to use information technology. 
Hypothesis 4b: Age and experience will positively moderate the relationship 
between training reactions and the behavioral intention to use information technology. 
 
  
7 
Scope of the Study 
 
To help determine the effect on use behavior when technology acceptance 
constructs are coupled with existing training paradigms, data were collected from surveys 
incorporated into training delivered to students enrolled in the principles of management 
information systems course (MIS 2100) at Utah State University (USU) during the spring 
2014 and spring 2015 semesters. These students were first asked to complete a survey 
prior to any training and then were trained on the use of structured query language (SQL) 
in preparation for their future careers in management information systems.  
The scope of the training consisted of three training sessions approximately 50 
minutes each delivered in a face-to-face format by a single instructor. The students were 
then required to log in to a SQL Server database to practice the training they received. If 
needed, the instructor was available for assistance in this part of the training process.  
After the practice, students were required to complete a lab to demonstrate their 
knowledge and skill at writing SQL statements. Once this practice was complete, students 
were asked to respond to the post-training survey. 
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CHAPTER II 
 
REVIEW OF RELATED LITERATURE 
 
 
Search Techniques 
 
 
It is important to consider the context of any research study to adequately 
understand its appropriateness and contribution to the associated field. To provide this 
framework, several literature review search techniques were employed. While no one 
method will achieve perfect results, a combination of techniques improves the likelihood 
of a comprehensive appraisal of the relevant literature. For this study, an initial search 
began using generic databases. The primary focus of the study is based on a combination 
of two disciplines of thought: (1) studies with roots in the development or testing of a 
model used to evaluate the acceptance and use of technology, and (2) studies that 
examine training methodologies in a business or educational environment. 
 It was quickly apparent that these broad topics would require further delimiting 
factors. Glass (1976) explained this phenomenon when he said, “we face an abundance of 
information. Our problem is to find the knowledge in the information,” (p. 4). Further 
demarcation was accomplished by giving preference to studies that incorporated some 
measure of both TAM and training. Further exploration was performed by searching for 
specific prominent training and TAMs uncovered in the preliminary searches. Even in the 
studies that included both, the majority were quite dichotomous in their attention to 
predominantly one of the two aspects.  
Next, a search for meta-analyses conducted on studies in either of these arenas 
9 
served as a solid platform from which to build. Especially valuable were meta-analytical 
studies that mutually analyzed particular studies as they provide an additional means of 
comparing the quality of the competing meta-analyses undertaken by each author. From 
there, trends began to emerge with specific journals whose subject material frequently 
featured the proposed topics. These were then specifically searched for additional 
relevant studies. More recent articles and any studies not included in one of the meta-
analyses were scrutinized for quality and sound research practices and weighted 
accordingly.  
As relevant articles were found, they were added to an Endnote® library and 
notated with their main contributing or detracting points for use in this study. From the 
studies researched, the references cited led to additional relevant articles and were 
subsequently added to the collection with some repetition of the aforementioned 
procedures.  
Relevant forums and colleagues were also queried to obtain additional 
suggestions for related studies or search terms. Although frequently difficult to obtain, in 
an effort to discover any unpublished data that may improve the direction of this study, 
abstracts of unpublished dissertations and theses were searched and promising 
dissertation authors were contacted to request either full-text or relevant sections of their 
work.  
Finally, a cross-database search and Google Scholar search were each conducted 
to identify studies which may have been missed in the previous methods. While only the 
most relevant studies collected using the aforementioned procedures were cited directly 
10 
in this study, it should be noted that the vast number of other studies still had a significant 
influence on the direction and procedures used in this study. 
The major points presented in the following sections detail the results of the 
aforementioned process. First, a background overview and the prevalence of current risks 
associated with implementations of an information technology will be discussed. Results 
from this research led to a probing for any existing tools that might mitigate those risks as 
described in the subsequent section. This process was important to identify if the problem 
statement for this study was already adequately addressed elsewhere. A discovery of 
various models that organizations have used to mitigate this risk are discussed in the 
section that follows, which addresses the much weightier matters of identification of 
studies utilizing a particular model, most notably the TAM (TAM). Next, as these TAM 
studies were analyzed it became apparent that in a majority of instances supplemental 
theories were added to adequately address the problem. This led to an expansion of the 
original search topic to a much broader topic, including the predominant TAMs evaluated 
and analyzed in the literature.  
One of the more recent and comprehensive of these models included UTAUT, 
which is discussed in the next section. As each model was scrutinized and studied, it was 
readily apparent that despite a common acceptance of the importance of training in 
determining acceptance and use of technology, its use as a specific construct was 
missing, or at best extremely vague, in all but a select few studies. A discussion of this 
unexplained absence and an exploration of the contribution of the few studies offering 
insight and knowledge into this phenomenon are elaborated upon in two successive 
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sections respectively. A majority of their focus is on the application of training in the 
older, but more predominant TAM.  
Finally, a discussion of a new model introduces literary support to further extend 
the more comprehensive UTAUT model by including a training construct. Each of these 
subjects is addressed in this review of the relevant literature and it concludes with a 
section on the specific methods that will be used as a theoretical base for the proposed 
model.  
 
Information Technology Implementation Risks 
 
 Spending on information and communications technology (ICT) has continued to 
grow despite the economic downturns in the last decade and a half. The International 
Data Corporation (ICD) research firm reported a worldwide annual compounded growth 
rate in ICT of more than 5% since 1995 with nearly $1.5 trillion in spending in 2009 
(Minton, 2010). The U.S. is responsible for nearly 55% of information and 
communication technology research worldwide, investing nearly $126.3 billion in 2011, 
which represents a 6.3% increase from the prior year (U.S. Dept. of Commerce, 2013). 
Because of the significant level of spending on technology in business and government, 
the tie between investment in information technology and the potential for productivity 
increases is a major risk for decision makers (Agarwal, Prasad, & Zanino, 1996). This 
increased risk is especially true in economically distressed episodes such as this nation 
has faced over the last decade and a half. Industries are feeling the effects of a rapidly 
expanding global market, which often results in decreased profit margins and a need to 
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maintain a competitive edge. One source of trouble with productivity improvements is a 
failure of targeted users to fully utilize adopted technology. Even when the system is only 
partially utilized, significant reductions in return on investment can be felt and the 
necessary competitive edge may be lost with disastrous consequences.  
 
Tools to Mitigate Information Technology Implementation Risk 
 
 In order to mitigate the risk associated with the adoption of new technology, 
decision makers seek out tools that will aid in maintaining the projected return on 
investment. If these decision makers can use these tools to better understand the reasons 
people might resist using the technology, devise a means of evaluating the significance of 
these reasons, and implement methods of improving the nature of the technology and the 
processes of implementation, they can devise practical methods of increasing user 
acceptance of the technology (Davis et al., 1989). Obtaining this information upfront will 
minimize the likelihood implementation resources will be wasted, increase the chance 
that the technology will be used as expected, and better position the organization to 
maintain its competitive edge. 
 To accomplish this objective, several theoretical models with roots in psychology 
and sociology have been used to predict intention to use technology. Examples include: 
(a) the theory of reasoned action (TRA; Sheppard, Hartwick, & Warshaw, 1988), (b) the 
motivational model (MM; Vallerand, 1997), (c) the theory of planned behavior (TPB; 
Ajzen, 1991), (d) the innovation diffusion theory (IDT; Rogers, 1995), and (e) the social 
cognitive theory (SCT; Bandura, 1986), just to name a few. 
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More recently, theoretical models have been developed specific to information 
systems. In a review of these various theories, Venkatesh et al. (2003) cited findings from 
several studies supporting the claim that these models, “frequently explain over 40 
percent of the variance in individual intention to use technology” (p. 426). Of these 
models, the most prominent and widely used over the years is the TAM. 
 
The Technology Acceptance Model 
 
The TAM was first introduced in 1986 and first published in 1989. It used the 
theory of reasoned action (TRA) as a theoretical basis for specifying causal linkages 
between two key beliefs: (1) perceived usefulness and (2) perceived ease of use. Users’ 
attitudes, intentions, and actual computer adoption behavior are also incorporated into the 
model (see Figure 1). Also included in the TAM is a catch-all variable labeled “external 
variables” intended to “bridge the gap” between what is presented in the model with 
“various individual differences, situational constraints, and managerially controllable 
interventions impinging on behavior” (Davis et al., 1989, p. 988). Unfortunately, the 
TAM, in and of itself, has only partially been successful in predicting technology 
Figure 1. The technology acceptance model (Davis, et al.,1989, p. 985). Reprinted with 
permission (see Appendix H). 
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acceptance and use. A meta-analysis of studies utilizing the TAM (Legris, Ingham, & 
Collerette, 2003) as well as a few other authors not included in that meta-analysis (Chau 
& Hu, 2002; Hong, Thong, Wong, & Tam, 2001) claimed that because of its very general 
and parsimonious nature, the TAM must be supplemented with additional theories and 
models for real, practical use and for predictive capabilities to be discovered. 
 
Need for Supplemental Theories 
 
 Legris et al. (2003) examined articles published from 1980 to the first part of 
2001 in the prevalent journals that frequently publish these types of studies. They were 
specifically MIS Quarterly, Decision Sciences, Management Science, Journal of 
Management Information Systems, Information Systems Research, and Information and 
Management. The inclusion criteria consisted of: (a) TAM was used in an empirical 
study, (b) the integrity of TAM was respected, (c) the research methodology was well 
described, and (d) the research results were available and complete. In addition, 
references for these articles were also explored, as well as specialized databases and other 
Internet-based information sources. From these various sources, a total of 80 articles were 
found. After inclusion/exclusion criteria were applied, 22 were kept that contained a total 
of 28 measurements.  
 The fact that no unpublished studies have been included, and the sizeable 
proportion of excluded studies in this meta-analysis, may raise concerns over the 
representativeness of the sample included in the meta-analysis. The general concern over 
using only published studies is due to a concern that the journals are biased toward 
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significant results (Glass, McGaw, & Smith, 1981; Rosenthal, 1979). However, if 
additional studies using only the TAM model as a predictor with insignificant results 
were included in this meta-analysis, it would only serve to further strengthen the position 
that the TAM, when used by its self, is not as effective in predicting technology 
acceptance and use as when supplemented with additional theories.  
 Since the focus of a meta-analysis is not on statistical significance but on the size 
of treatment effects, care must be taken in fully interpreting the results from the findings 
by Legris et al. (2003). The reason for this concern is the lack of correlation coefficients 
between the components observed in all but 3 of the 22 studies.  
An analysis of the three studies revealed that only two agreed, with the third 
resulting in slightly different correlations from the total effect between the components 
measured. Therefore, with strong statistical evidence missing, very limited interpretations 
can be made. The only saving feature was that most studies included a measure of the 
strength of the relation as a result of the computed linear regression; however, Legris et 
al. (2003) failed to report them. They argued that, “In models that account for most of the 
factors, measuring the total effect (direct and indirect) will compare favorably to the 
results of the coefficient correlation matrix” (p. 197).  
The studies were grouped by type of samples (students and nonstudents) and by 
software categories. Then the homogeneity of the relations between the components used 
in TAM across the different studies was used in interpreting the findings from this meta-
analysis. For a complete description of the methodologies for each of the studies included 
in the meta-analysis, refer to the table in Appendix A.  
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One interesting note Legris et al. (2003) pointed out was that there were, “a high 
proportion of positive results for all relations, but with a number of inconsistencies” (p. 
193). They further explained that although these results emphasized that the variables are 
related to the intent to adopt the technology, it did not mean that these variables were 
sufficient to predict its use. For a complete description of the frequencies of the variable 
relationships, refer to the table in Appendix B. 
 Although not as beneficial as a statistical analysis of the homogeneity of the 
relations between the components used in TAM, a narrative of the findings still 
demonstrates the need to incorporate additional theoretical constructs into the TAM. A 
complete list of the narrative findings by Legris et al. (2003) can be found in the table in 
Appendix C. Even the original authors of the TAM saw the value of providing an 
expanded model. It is interesting to note that entry four in the table in Appendix C is the 
original TAM authors’ attempt to reduce the need to seek out and rely on additional 
supplemental theories to predict technology acceptance and use by revising TAM. This 
model is known as TAM2 (Davis, Bagozzi, & Warshaw, 1992).  
 Another meta-analysis conducted by Mahmood, Burn, Gemoets, and Jacquez 
(2000) did not explicitly specify the inclusion/exclusion criteria, but did expand the 
inclusion list to include any study used to predict user acceptance and use of technology, 
not just TAM. A total of 45 studies were identified, with nine variables having influence 
on end-user information technology satisfaction. Effect sizes for the nine variables are 
ranked and presented in Table 1.  
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Table 1 
Relative Effect Sizes of Factors Affecting User Satisfaction 
ES rank  Factor  Combined ES r 
1  User involvement in system development (k = 10) 0.661  
2  Perceived usefulness (k = 10) 0.580  
3  User experience (k = 12) 0.565  
4  Organizational support (k = 10) 0.525  
5  User attitude toward information systems (k = 5) 0.524  
6  Perceived attitude of top management toward the project (k = 4) 0.462  
7  User expectations (k = 7) 0.458  
8  User skills (k = 9) 0.443  
9  Ease of use (k = 4) 0.404  
  average effect size  0.514  
Note. p < .00001 for all effect sizes. k = Number of studies examining this factor (Mahmood et al., 2000, p. 766).  
Reprinted with permission (see Appendix H). 
 
The higher relative effect sizes included: (a) user involvement in system 
development, (b) perceived usefulness, (c) user experience, and (d) organizational 
support and attitude toward the information system. The lower relative effect sizes 
include: (a) perceived attitude of top management toward the project, (b) user 
expectations, (c) user skills, and (d) ease of use. Each of the nine variables on user 
satisfaction was evaluated for heterogeneity across the studies. Results found no 
significant heterogeneity, indicating the studies were consistent and significant for the 
direction of these effects, thereby suggesting validity of the results (Mahmood et al., 
2000). 
 
The Unified Theory of Acceptance and Use of Technology 
 
 In 2003, Venkatesh et al. attempted to synthesize eight prominent theoretical 
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models to formulate a unified theory that would eliminate the need to add supplemental 
theories to the TAM while maintaining parsimony. The best predictors of technology 
acceptance and use from each of the eight models were individually empirically 
examined and seven constructs were identified as significant direct determinants of 
intention or usage in one or more of the models.  
 Of the seven constructs, only four were selected as being direct determinants of 
user acceptance and use including: (a) performance expectancy, (b) effort expectancy, (c) 
social influence, and (d) facilitating conditions. The other three (self-efficacy, anxiety, 
and attitude) were theorized not to be direct determinants of intention since closer 
examination reveals that they are fully mediated by either perceived ease of use (in the 
cases of self-efficacy and anxiety; Venkatesh, 2000) or other performance and effort 
expectancies (in the case of attitude; Davis et al., 1989; Taylor & Todd, 1995). In other 
words, although self-efficacy and anxiety appeared to be significant direct determinants 
of intention in the social cognitive theory studies, a closer analysis reveals that this 
significance is only true when controls were not in place to measure effort expectancy.  
The attitudinal constructs are similarly significant only when other constructs that 
typically account for them, such as performance and effort expectancy, are not included 
in the model. Since the performance and effort expectancy constructs are included in the 
UTAUT model, they already account for self-efficacy, anxiety, and attitude. Therefore, 
these three constructs were not included as direct determinants of user acceptance and use 
of technology in the UTAUT model (Venkatesh et al., 2003). Four moderators were 
included in the UTAUT model that were based on the research and were hypothesized to 
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amplify or diminish the overall effect of various direct determinants on either behavioral 
intention to use or actual usage behavior. These include: (a) gender, (b) age, (c) 
experience, and (d) voluntariness of use. A complete graphical depiction of the UTAUT 
model and the associated relationships are illustrated in Figure 2.  
While selecting only the most significant predictors from each of the eight models 
was necessary to maintain parsimony, some of the core constructs of the individual 
models were purposefully removed in the creation of UTAUT. As such, the authors 
conceded that further revalidation or extension of the model with new measures and an 
emphasis on content validity is needed. 
Both of the meta-analyses previously discussed included training only as a factor 
buried within broader categories as it relates to technology acceptance and use. 
Venkatesh et al. (2003) also claimed that UTAUT is intended to be a tool for managers in 
assessing the likelihood of the acceptance and use of new technology. They further 
 
Figure 2. The unified theory of acceptance and use of technology (Venkatesh et al., 2003, 
p. 447). Reprinted with permission (see Appendix H). 
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claimed that the UTAUT can be used to design interventions such as training and 
marketing, but it is only addressed superficially and intended only after the UTAUT is 
used, rather than as a specific construct within the model. This study attempts to evaluate 
training reactions as a construct within the UTAUT model to better predict the 
acceptance and use of technology.  
 
Training as a Construct 
 
Prior research has illustrated evidence regarding the benefits of effective training 
treatments when end-users are learning new technologies (Cheney, Mann, & Amoroso, 
1986; Marler et al., 2006; Marshall, Mills, & Olsen, 2008; McLean, Kappelman, & 
Thompson, 1993; Nelson & Cheney, 1987; Mills, Lawless, & Pratt, 2006; Venkatesh & 
Speier, 2000). However, much to the detriment of organizations, training is frequently 
and consistently an under-budgeted item and is frequently cut when things are tight 
(Slater, 1998). According to Scott (2005), a Gartner’s study found that “each hour of 
effective training is worth five hours to the organization because well-trained users (1) 
reach the required skill level in less than a quarter of the time, (2) require less assistance 
from peers and help desks, and (3) spend less time correcting errors” (p. 67). 
Kirkpatrick’s four-level training model provides a framework that is widely used 
in business and academia (Shelton & Alliger, 1993; Training Industry, Inc., 2016). The 
framework’s simplicity is appealing but, as revealed in later work, this simplicity is also a 
liability (Alliger & Tannenbaum, 1997). Fortunately, corroborating findings of a more 
rigorous meta-analysis conducted by Colquitt, LePine, and Noe (2000) somewhat 
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mitigates this problem.  
The main concern over the Kirkpatrick model is that it primarily measures 
reactions (Bassi, Benson, & Cheney, 1996) rather than real actions. Although reactions 
are easy to collect, they may or may not be related to more meaningful indicators for 
training evaluation, such as actual utilization. Alliger and Tannenbaum (1997) justified 
their decision to continue with the analysis by stating that it, “remains by far the most 
influential and prevalent approach among practitioners, and, to a certain extent, 
researchers. For this reason, it can still serve as a point of departure for communicating 
understandings about training criteria” (p. 347). This is further corroborated by a study 
conducted by the American Society for Training and Development (ASTD) and the 
Institute for Corporate Productivity in 2009, which reported 92% of organizations use 
training reactions to evaluate their learning (Patel, 2010).  
In a study by Alliger and Tannenbaum (1997), training reactions were divided 
into affective and utility reactions, and learning into post-training measures of learning, 
retention, and behavior/skill demonstration. A total of 34 studies yielding 115 
correlations were analyzed meta-analytically. Results included substantial reliabilities 
across training criteria and reasonable convergence among subdivisions of criteria within 
a larger level. Utility-type reaction measures were more strongly related to transfer 
(learning or on-the-job performance) than affective-type reaction measures. Moreover, 
utility-type reaction measures were stronger correlates of transfer than were measures of 
immediate or retained learning.  
It is important to note that similar correlations among reactions were found in the 
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study by Colquitt et al. (2000) with regard to reactions and transfer; however, differences 
occurred between the learning and transfer. Here the correlations are small, but in the 
study by Colquitt et al. were moderate to large (r = .38 for declarative knowledge, r = .69 
using skill acquisition). Closer inspection into the methods utilized indicates one possible 
reason for this discrepancy; Colquitt et al. corrected for unreliability in the studies 
examined whereas Alliger and Tannenbaum did not. This suggests the moderate to large 
effect sizes observed by Colquitt et al. may be more reliable. 
 
Extending Technology Acceptance Model with Training 
 
Marler et al. (2006) was one of the few who conducted a study that focused on 
training as an actual construct to extend the TAM. They found that their “extended TAM 
provided more information than the basic model [referring to the original TAM] about 
how training was related to intentions to use new software in a mandated use context” (p. 
737). While individual purchases of software and technology may tend to be simpler and 
voluntary in nature, the implementation and use of more complex software and 
technology acquired in a corporate or organizational environment is most often 
mandated. Therefore, the more valuable model for most managers would be one in which 
the technology adoption was mandated.  
Furthermore, Marler et al. (2006) found that contrary to the TAM, which assumes 
voluntary use, in a mandated use environment ease of use and usefulness did not mediate 
the relationship between training and intentions to use the new technology. Instead, they 
only found a significant relationship between training reactions and intention to use, as 
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mediated by the perception of resources available to the employee (standard path 
coefficient = .23, p < .05 between training reactions and employee resources, standard 
path coefficient = .51, p < .01 between employee resources and intention to use). These 
last findings would thus coincide with the facilitating conditions construct found in 
Venkatesh et al.’s (2003) UTAUT model, except that Venkatesh et al. found a significant 
relationship between facilitating conditions and actual use, rather than intention to use. 
It is interesting to note that there was also a significant relationship (standardized 
path coefficient = .42, p < .001) when the mediating factor (employee resources) was 
removed from between training reactions and intention to use. However, Marler et al. 
(2006) expressed concern over the goodness of fit of this direct model with a significant 
chi-square, χ2(271) = 72.8, p < .001; a Steiger-Lind root mean square error of 
approximation (RMSEA) equaling .13; Bentler comparative fit index (CFI) of .90; and a 
traditional goodness-of-fit index (GFI) of .86. Given this concern, additional research 
such as is proposed in this study is warranted.  
 
The Proposed Model: An Extension of UTAUT 
 
With the widespread acknowledgement by researchers and practitioners alike that 
training is a critical factor in predicting technology acceptance and use and the lack of 
supporting models that incorporate them together, a new model would provide valuable 
insight for decision makers. By taking a well-documented current model, the UTAUT 
model, and adding the training construct, it is hypothesized that a better fit will be 
observed. In turn, decision makers will be able to better calculate return on investments 
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and reduce the risks associated with the high costs of technology implementation. 
 
Instructional Design 
 
One of the critical aspects associated with any form of training conducted in a 
research study is the instructional design. Without a conscientious effort to control for the 
design, any results measured can be nullified by external variables and inconsistent 
results can abound (Leidner & Jarvenpaa, 1995). This is not to say that all such variables 
can be entirely eliminated, but rather, that an awareness and an attempt to mitigate such 
effects is imperative to maintain the scientific rigor of any study. The fact that several 
competing learning theories exist (e.g., objectivism, constructivism, behaviorism, 
cognitivism) is a good indicator that the choice of instructional design is by no means an 
exact science. Rather, in some arenas, one theory may prove more effective, while in 
another application it may be quite unsuccessful. 
 When selecting a learning theory, the methodology and application of the 
instruction must be considered. Even similar technology applied in different ways may 
require selecting very different learning theories depending on their implementation 
(Clark, 1994; Collis, 1995).  
For instruction that focuses on a single idea and method of teaching, Merrill’s 
(1983) original component display theory (CTD) is well cited and can be considered a 
seminal technique in learning theory literature. Merrill outlined two main dimensions— 
content and performance. Content, which is the information to be learned, includes basic 
facts, concepts, procedures, and principles while performance, which is how the content 
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is applied, refers to remembering, using, and finding (i.e., generalizing). These two 
elements are then merged to form a two dimensional matrix to identify the necessary 
performance criteria for some given content.  
Merrill (1983) further defined nine forms for presentation, four are primary and 
five are secondary. The four primary presentation forms include: (1) rules, (2) examples, 
(3) recall, and (4) practice. The five secondary forms include: (1) prerequisites, (2) 
objectives, (3) helps, (4) mnemonics, and (5) feedback. The more forms included in the 
instruction, theoretically, the more effective the training will be. Since CDT is at the 
micro level, a specific lesson plan would begin with an objective, then a set of rules to 
govern that objective, next some examples, an opportunity to recall what has been taught, 
and a chance to practice the concepts. After the practice, feedback would be provided 
along with some specific helps, and mnemonics to improve retention (Merrill, 1983). 
Because individual learners may vary by form of instruction, a basic understanding of the 
forms that aid a particular individual is extremely valuable in providing quality training 
so the learner can seek out the forms of most value to them.  
More recently, but still closely related to CDT, is Merrill’s (2002) First Principles 
of Instruction. The first principles of instruction include: (1) task/problem centered 
instruction, (2) activation, (3) demonstration, (4) application, and (5) integration. Task/ 
problem centered instruction begins by identifying a real world challenge to provide 
context for the material to be taught. Activation, which is very similar to the recall in the 
CDT discussed previously. Demonstration, which closely corresponds to the example 
presentation form from the CDT. Application, which is a combination of CDT’s practice 
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and feedback presentation forms. Finally, Integration, which is similar to the CDT’s 
finding or generalizing component in the content dimension. The primary idea with this 
last principle is to apply what they have learned to other areas or instances where the 
material might be useful, valuable, or applicable in the learner’s life.  
While content material will vary widely depending on the application, some 
generalizations backed by empirical evidence can be incorporated into the instructional 
design as a means of influencing effective learning. The inclusion of a high quality 
instructional design according to prevalent theory is critical to a successful evaluation of 
any training component in an organization. Without this critical component, unreliable 
results can emerge and skew the results of an otherwise perfectly valid study. 
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CHAPTER III 
METHODS AND PROCEDURES 
 
 
The methods and procedures used to evaluate how prominent training paradigms 
may be implemented into existing technology acceptance constructs are discussed in this 
section. This study included the introduction and testing of an extended model that 
described the links between the training paradigms and existing technology acceptance 
constructs as found in the UTAUT.  
 
Population and Sample 
 
The population for the surveys included all students who are required to learn 
basic SQL as part of their business education at USU. The hypotheses and extended 
model were tested on one sample from this population. A sample of approximately 247 
students who completed all aspects of the SQL training from six sections of the principles 
of management information systems course (MIS 2100) at USU during the spring 2014 
semester and spring 2015 semester were asked to participate in the research study.  
 
Instrumentation and Data Collection 
 
As part of the principles of management information systems courses (MIS 2100) 
at USU, students were required to learn concepts and techniques on the use of SQL. 
Faculty led training sessions included instruction, demonstration, and hands-on practice 
of the concepts presented. To limit potential for group-to-group differences, all students 
included in the study were taught by the same instructor and received the same training.  
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All survey data were collected by an independent third party not affiliated with 
Utah State University nor the study itself to maintain anonymity. These surveys 
addressed the four hypotheses stated in the “Purpose of the Study” section. 
In order to preserve the integrity of this study with consistent quality training, 
Merrill’s (1983) component display theory and first principles of instruction (2002) were 
followed, including as many components as were reasonable for the intended recipients 
of the training. For example, in the final study, the instructor would first provide the rule 
by describing the code, then provide students with examples of correct SQL code. After 
allowing them some time to recall what they had been taught, the students had the 
opportunity to practice what they had learned, receive feedback, and reflect on how they 
might apply these principles to other situations relevant to them. Technology was 
provided to allow valuable hands on practice, and while to some extent limited, learner 
control over the amount of time they spent practicing the material and the pace necessary 
for them to complete the task was facilitated.  
Since the content of the material taught in this study consists primarily of “factual 
and procedural” material rather than conceptual material, as Leidner and Jarvenpaa 
(1995) suggested, an objectivist learning model was employed in this study.  
The delivery method for the learners at USU included three training sessions 
lasting 50 minutes in a face-to-face format. The learners in these cases were accustomed 
to the instructional method as it has been widely used for prior training exercises. The 
training was conducted at USU by a faculty member who was not the principle 
investigator nor the doctoral student associated with this study. This served the purpose 
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of maximizing the availability, reliability, and accessibility granted to the learners and 
minimized the risk associated with using students in the study. Given the dichotomous 
nature in the literature regarding learner control, a moderate approach between trainer 
control and learner control was implemented. The learners had some ability to control the 
pace, location, and to a more limited extent, the sequence of learning within the training 
sessions.  
The training support was limited to support from the instructor who taught them 
as well as other faculty and students familiar with the course and concepts. This extra 
support follows Vaverek and Saunders (1994) recommendation of a supporting role in 
enhancing concepts and principles beyond the primary delivery method. 
Data were collected from training participants at two intervals: (a) prior to any 
training, and (b) immediately following training. Survey questions were created from 
previously validated technology acceptance and training studies. Questions primarily 
consisted of 5-point Likert scales ranging from strongly agree to strongly disagree. Each 
survey was sent to the participants prior to and immediately following the training. This 
also allowed for inclusion of the necessary Institutional Review Board disclosures and an 
electronic request for consent to participate or an option to decline participation. All 
participants were able to withdraw at any time from the study. 
The final pre- and post-training surveys were identical in measuring nearly all of 
the constructs found in the UTAUT model (performance expectancy, effort expectancy, 
social influences, facilitating conditions, gender, age, and experience). Only voluntariness 
of use was excluded as the training on this was mandatory for all students. The reason for 
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the duplicated information in each of the surveys is to reduce any potential bias from 
single-method data collection procedures. The final pre- and post-training survey 
instruments can be found in Appendices D and E and the summary of changes from the 
pilot study are included in Appendix F. Appendix G illustrates the chain of evidence from 
the research questions, to the hypotheses, and then to the individual survey questions that 
were used to statistically analyze the enhanced UTAUT model.  
 
Statistical Analysis Techniques 
 
Because the four research questions and their associated hypotheses in this study 
required a variety of statistical methods for proper analysis, each question and hypotheses 
will be listed, followed by a discussion of the associated statistical tests performed to 
evaluate the associated research question.  
 
Research Question 1  
Do training reactions impact behavioral intention to use information technology? 
Hypothesis 1. Positive training reactions will be positively related to Behavioral 
Intention to Use information technology. 
Research method. To investigate this research question, a Pearson product-
moment r correlation was conducted to assess the relationship between training 
reactions and behavioral intention to use information technology. Because the question 
for this study was whether or not training reactions and behavioral intention to use 
information technology related in general, a Pearson r correlation was conducted on both 
the pre- and post-training data.  
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Pearson r correlation is a bivariate measure of association (strength) of the 
relationship between two variables. While the individual Likert items are ordinal, some 
statisticians argue that composite scores generated from several items can be classified as 
continuous (interval data; Glass, Peckham, & Sanders, 1972; Labovitz, 1967; Lubke & 
Muthen, 2004; Carifio & Perla, 2007). According to that standard, all the variables here 
are continuous and the hypotheses seek to assess the relationships, or how the 
distributions vary, so Pearson r correlations are the appropriate bivariate statistic. 
Correlation coefficients, r, vary from 0 (no relationship) to 1 (perfect linear 
relationship) or -1 (perfect negative linear relationship). Positive coefficients indicate a 
direct relationship, indicating that as one variable increases, the other variable also 
increases. Negative correlation coefficients indicate an indirect relationship, indicating 
that as one variable increases, the other variable decreases. Cohen’s standard was used to 
evaluate the correlation coefficient, where 0.10 represents a weak association between the 
two variables, 0.30 represents a moderate association, and 0.50 represents a strong 
association. (Note, the two preceding paragraphs were adapted from Statistics Solutions, 
[2013a] with permission.) 
However, since some statisticians argue even composite Likert scores should be 
classified as ordinal variables (Cohen, Manion, & Morrison, 2000; Henkel, 1975; 
Jamieson, 2004), a Spearman rank correlation was also performed to evaluate potential 
differences in relationships between training reactions and behavioral intention to use 
information technology when the variables are classified as ordinal instead of continuous.  
Spearman rank correlations are appropriate analyses when one or both variables 
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are ordinal. This correlation is also a bivariate measure of association (or strength) of the 
relationship between two variables and the magnitude of that relationship. If the 
assumptions hold for both tests, the Pearson’s r correlations will be used since Spearman 
rank only looks at differences in ranks, so comparing the summary scores with Pearson 
gives a lot more power and information when interpreting results. 
Correlation coefficients, rs, vary from 0 (no relationship) to 1 (perfect linear 
relationship) or -1 (perfect negative linear relationship), just as they did with Pearson r 
coefficients with the same positive and negative coefficient interpretation. However, 
since the Spearman Rank correlation test is nonparametric, the assumptions of the 
Pearson correlation (including normality and homoscedasticity) do not apply to the 
Spearman correlation. (Note, the two preceding paragraphs were adapted from Statistics 
Solutions [2013b] with permission. 
 
Research Question 2 
 Is the relationship between training reactions and behavioral intention to use 
information technology mediated by facilitating conditions? 
Hypothesis 2. Facilitating Conditions will not mediate the relationship between 
Training Reactions and the Behavioral Intention to Use information technology. 
Research method. To examine this research question, a Baron and Kenny 
mediation analysis (1986) was conducted to assess if a variable mediates the relationship 
between the independent variable and the dependent variable. To assess for mediation, 
three regressions were conducted. The first regression had the independent variable, 
training reactions, predicting the dependent variable, behavioral intention to use the 
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technology. The second regression had the independent variable, training 
reactions, predicting the mediator, facilitating conditions. The third regression had 
the independent variable, training reactions, and the mediator, facilitation conditions, 
predicting the dependent variable, behavioral intention to use the technology. 
 In order for mediation to be identified, four conditions must be met. First, the 
independent variable, training reactions, must be related to the dependent variable, 
behavioral intention to use technology (regression 1). Second, independent variable, 
training reactions, must be related to the mediator, facilitating conditions (regression 2). 
Third, in the final regression, the mediator, facilitating conditions, should remain a 
significant predictor of the dependent variable, behavioral intention to use technology 
(BIU). Fourth, in the final regression, the independent variable training reactions, should 
no longer significantly predict the dependent variable, BIU. If all four conditions are met, 
full mediation is supported. If only the first three conditions are met, then partial 
mediation is supported. (Note, the two preceding paragraphs were adapted from Statistics 
Solutions [2013c] with permission.) 
Unless theory sufficiently supports a different method, the standard multiple 
regression (entry method) is the appropriate method of entry. Since there is no theoretical 
precedence suggesting a different method, the standard enter method for multiple 
regression was used. The standard method enters all independent variables (predictors) 
simultaneously into the model.  
Variables were evaluated by what they add to the prediction of the dependent 
variable which is different from the predictability afforded by the other predictors in the 
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model. The F test is used to assess whether the set of independent variables collectively 
predict the dependent variable. R-squared (the multiple correlation coefficient of 
determination) is reported and used to determine how much variance in the dependent 
variable can be accounted for by the set of independent variables. The t test is used to 
determine the significance of each predictor and beta coefficients are used to determine 
the extent of prediction for each independent variable. For significant predictors, every 
one-unit increase in the predictor, the dependent variable will increase or decrease by the 
number of unstandardized beta coefficients. 
The assumptions of multiple regression (linearity, homoscedasticity, and absence 
of multicollinearity) were assessed. Linearity assumes a straight line relationship between 
the predictor variables and the criterion variable, and homoscedasticity assumes there is 
no relationship between the residuals and the independent variables. It is met when the 
residuals plot has the points randomly distributed and the distribution line is 
approximately straight. Linearity and homoscedasticity were assessed by examination of 
a scatter plot. The absence of multicollinearity assumes that predictor variables are not 
too related and was assessed using variance inflation factors (VIF). VIF values over 10 
will suggest the presence of multicollinearity. (Note, the two preceding paragraphs were 
adapted from Statistics Solutions [2013d] with permission.) 
 
Research Question 3 
 Do performance expectancy, effort expectancy, and social influences affect 
behavioral intention to use information technology? 
Hypothesis 3. Performance expectancy, effort expectancy, and social influences 
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will positively affect behavioral intentions to use information technology. 
Research method. To examine this research question, a multiple linear regression 
was conducted to assess if the independent variables predict the dependent variable 
(criterion). As with research question 2, multiple linear regression is used to assesses the 
relationship among a set of dichotomous or interval/ratio predictor variables on an 
interval/ratio criterion variable. In research question 3, the independent variables include 
Performance Expectancy, Effort Expectancy, and Social Influences while the dependent 
variable is once again Behavioral Intention to Use Information Technology. The 
following regression equation (main effects model) was used just as it was in research 
question 2: y = b1*x1 + b2*x2 + c; where Y = estimated dependent variable, c = constant 
(which includes the error term), b = regression coefficients and x = independent 
variables. The standard multiple linear regression (the enter method) was again used and 
the assumptions of multiple regression (linearity, homoscedasticity and absence of 
multicollinearity) were assessed the same way as they were in research question 2.  
 
Research Question 4 
 Do gender, age, and experience moderate the relationship between training 
reactions and the behavioral intention to use information technology? 
Hypothesis 4a. Gender will not moderate the relationship between training 
reactions and the behavioral intention to use information technology. 
Hypothesis 4b. Age and experience will positively moderate the relationship 
between training reactions and the behavioral intention to use information technology. 
Research method. To examine this research question, a Baron and Kenny (1986) 
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moderation analysis was conducted using multiple linear regression to assess if gender 
moderates the relationship between training reactions and BIU for Hypothesis 4a. Then, a 
Baron and Kenny moderation analysis using multiple linear regression was repeated to 
determine if computer experience moderates the relationship between training reactions 
and BIU for Hypothesis 4b.  
In order for moderation to be detected, two conditions must be true. First, the 
independent variables and moderators must be related to the dependent variables 
(regression 1). Second, when interaction terms between the independent variables and 
moderators are added to the model in step 1, the interaction terms must be significantly 
related to the dependent variable (regression 2). If either test fails, moderation is not 
indicated. If the interactions are significant, then moderation is supported. 
The independent variables for the first regression were training reactions and 
gender with the dependent variable BIU. To evaluate the moderating effect, a second 
model was added that was identical, but also included the interaction between training 
reactions and gender. For the second regression, the independent variables were training 
reactions and computer experience with the dependent variable being BIU. Again, the 
interaction between training reactions and computer experience was then added as a 
comparison model. Regrettably, the sample collected was extremely unbalanced with a 
vast majority in a single age category (see Figure 2). As a result, an effective analysis of 
age as a moderator on training reactions is impossible with the current data set and must 
be reserved for a future study with a more representative sample. 
In both cases, the interactions were created by multiplying the independent 
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variable and the moderator together after the continuous variables had been centered to 
have a mean of 0. So, for the first interaction term, the centered variable for training 
reactions was multiplied by gender. Gender was not centered because it is not a 
continuous variable. For the second interaction term, the centered variable for training 
reactions was multiplied by the centered variable for computer experience. The standard 
multiple linear regression (the enter method) was once again used and the assumptions of 
multiple regression (linearity, homoscedasticity, and absence of multicollinearity) were 
assessed the same way as they were in research questions 2-3. 
 
Pilot Studies 
 
While the basis for the survey questions were taken from validated studies 
previously published in MIS Quarterly and the Journal of Management, each of the 
surveys was also first pilot-tested to further validate the questions as they relate to the 
proposed study. A class of MIS 2100 students in the fall 2012 semester who were trained 
on CSS and HTML was the first pilot group, then the faculty at Upper Iowa University 
(UIU) who were trained on a new advisory module in their Enterprise Resource Planning 
(ERP) system (also in the fall of 2012) were pilot tested, and finally, the international 
students who were trained on HTML while enrolled in the Management Information 
Systems course at Shanghai Normal University (SHNU) in the spring 2013 term were 
pilot tested.  
The first reason for the pilot studies was to determine the time needed to fill out 
the survey. The average time needed to fill out the survey was found to be about ten 
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minutes. The minimum time spent to fill out the pre training survey in the pilot study was 
7 minutes and the maximum time was 16 minutes. The minimum time spent to fill out the 
post training survey in the pilot study was 5 minutes and the maximum time was 12 
minutes. The respondents from Shanghai Normal University took a little longer on 
average to complete the survey, but when compared with other activities such as taking 
exams it was noted that because English is not their native language it generally takes 
longer for them to read and comprehend the questions written in English. 
 The second reason for the pilot study was to determine if the questions were clear 
and concise for multiple ages, varying levels of education, and nationality. In 
administering other surveys, it has been noted that sometimes a respondent will read a 
different meaning into the question than intended, so validation of the exact meaning of 
each question was verified with respondents in the UIU and SHNU pilot studies. As a 
result of the information obtained in these studies, several questions were revised slightly 
so the questions were clearer for the intended subjects. These changes are summarized in 
Appendix G. 
 The third reason for the pilot study was to determine the approximate response 
rate that might be expected from the full sample survey. The goal was a 30% response 
rate in the pilot study. If the response rate had been below 25% additional subjects would 
need to be randomly selected to be included in the survey process. The response rate from 
the pilot study varied between the three groups. The fall 2012 USU group had a response 
rate of 15%. This resulted in the need for further pilot testing. The UIU faculty had a 
response rate of 56%, which was an acceptable response rate, but some concern over the 
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large differences in demographics and educational level of these respondents lead to a 
third pilot study of international students at SHNU who had a response rate of 84%. It 
was observed that the culture in the China group was very conforming, and they seemed 
pleased to be asked for their opinion. With these results, it was determined the survey 
instrument was ready for deployment in the primary study.  
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CHAPTER IV 
FINDINGS 
 
The purpose of this study was to identify and examine existing technology 
acceptance constructs as they relate to prominent training paradigms and determine if 
there is a significant increase in intention to use, followed by the actual use behavior as 
defined in the UTAUT model. An extended model that describes the hypothesized links 
between the training paradigms and existing technology acceptance constructs as found 
in the UTAUT was introduced and tested. This chapter includes the data analyses and 
results of this study. SPSS version 21, Smart PLS version 3, and Statistics Solutions Pro 
version 1.15.10.16 were the primary statistical software used in the analysis. 
 
Demographic Information and Descriptive Statistics 
 
 Data for the primary study were collected at USU Spring Semester, 2014 and 
Spring Semester, 2015. From the 247 students enrolled in the MIS 2100 courses, 111 
usable surveys were returned for a response rate of 45%. Respondents who provided 
usable data were 30% female. Table 2 shows the vast majority of respondents were less 
than 29 years old. 
In the pilot studies, age was originally a continuous variable, but feedback from 
respondents from the UIU study suggested a categorical indicator would greatly improve 
response rates for this question due to its somewhat sensitive nature to many individuals. 
In retrospect, given the heavy frequency in the first category, a continuous variable would 
likely have been more informative, even with a reduced response to that question.  
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Table 2 
Frequency Distribution Question 20: Age 
Response category Frequency % 
29 or younger 106 95.5 
30-39 3 2.7 
40-49 0 0.0 
50-59 2 1.8 
60 or over 0 0.0 
Total 111 100.0 
 
Alternatively, a scale that further differentiated the 29 or younger category would have 
been preferable to better compare and contrast group dynamics and differences by age.  
Table 3 depicts the majority of respondents consider themselves to have an 
average level of general computer experience. Students generally had less than 2 years in 
their current major (see Table 4), no previous SQL experience (see Table 5), and had 
completed some undergraduate work (see Table 6). 
It should be noted that time in current major shown in Table 4 was a continuous 
variable calculated from years and part year months reported by respondents. To simplify 
reporting of these frequencies, summary categories were created. Total responses will 
differ among tables since not all respondents answered every question. 
 
Analysis of Survey Questions 
 
Table 7 shows the descriptive statistics for the pre and post training survey 
constructs used to test the extended UTAUT model. Since an acceptable level of variance 
was present in the individual constructs, there was no need to apply a Thorndike Case 2 
indirect range restriction correction. 
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Table 3 
 
Frequency Distribution Question 23: Computer 
Experience (Years) 
 
Response category Frequency % 
Beginner 6 5.6 
Below average 14 13.0 
Average 66 61.1 
Above average 21 19.4 
Expert 1 0.9 
Total 108 100.0 
 
Table 4 
 
Frequency Distribution Questions 22-23: Time in 
Current Major (Calculated from Years & Months) 
 
Response category Frequency % 
0-10 months 26 23.6 
11-20 months 44 40.0 
21-30 months 26 23.6 
31-40 months 7 6.4 
>40 months 7 6.4 
Total 110 100.0 
 
 
Table 5 
 
Frequency Distribution Question 20 (on Post 
Survey): SQL Experience 
 
Response category Frequency % 
None 91 82.0 
Less than 6 months 10 9.0 
6 months to 1 year 4 3.6 
1 year to 3 years 3 2.7 
More than 3 years 3 2.7 
Total 111 100.0 
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Table 6 
 
Frequency Distribution Question 24: Education 
Completed (Highest Applicable Level) 
 
Response category Frequency % 
High school 13 11.8 
Some undergraduate 64 58.2 
Associate’s degree 29 26.4 
Bachelor’s degree 4 3.6 
Some graduate 0 0.0 
Master’s degree 0 0.0 
Doctoral degree 0 0.0 
Other 0 0.0 
Total 110 100.0 
 
 
Table 7 
Mean and Standard Deviation of Pre- and Post-Training Survey Constructs 
 
Pre-training 
─────────── 
Post-training 
─────────── 
Construct Mean SD Mean SD 
Performance expectancy 4.15 0.72 4.08 0.81 
Effort expectancy 3.47 0.63 3.95 0.84 
Social influence 3.95 0.74 4.13 0.68 
Facilitating conditions 3.88 0.71 4.10 0.71 
Training reactions 3.82 0.73 4.12 0.77 
Behavioral intention to use 3.50 0.93 3.49 1.00 
  
Questions 1 through 19 on both pre- and post-training surveys used an equidistant 
5-point Likert scale with 1 representing strongly disagree and 5 representing strongly 
agree. The following tables show the frequency distribution for each survey question. 
Total responses will differ among tables since not all respondents answered every 
question.  
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Tables 8, 9, and 10 represent frequencies for instruments used to estimate the 
latent variable performance expectancy (PE). In each case, the majority of respondents 
either somewhat agreed or strongly agreed in both pre- and post-training surveys. It is 
interesting to note, that in all three cases these two most frequent responses had an 
inverse change between pre- and post-training surveys. The strongly agree frequency 
decreased slightly while the somewhat agree frequency increased slightly. 
Frequencies for the second construct in the UTAUT model, effort expectancy, are  
 
Table 8 
Frequency Distribution Question 1: I Expect I Will Find the Technology Useful (PE1) 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 0 1 1 0.5 
Somewhat disagree 5 7 12 5.4 
Neither agree nor disagree 16 11 27 12.2 
Somewhat agree 51 60 111 50.2 
Strongly agree 38 32 70 31.7 
Total 110 111 221 100.0 
 
 
Table 9 
 
Frequency Distribution Question 2: I Expect Using the Technology Will Enable Me to 
Accomplish Tasks More Quickly (PE2) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 0 1 1 0.5 
Somewhat disagree 4 7 11 5.0 
Neither agree nor disagree 17 15 32 14.5 
Somewhat agree 47 48 95 43.2 
Strongly agree 42 39 81 36.8 
Total 110 110 220 100.0 
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Table 10 
 
Frequency Distribution Question 3: I Expect Using the Technology Will Increase My 
Productivity (PE3) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 0 1 1 0.5 
Somewhat disagree 4 6 10 4.5 
Neither agree nor disagree 15 11 26 11.7 
Somewhat agree 48 53 101 45.5 
Strongly agree 44 40 84 37.8 
Total 111 111 222 100.0 
 
reported in Tables 11 through 14. In each case, it should be noted that lower responses in 
the pre-training tended to shift upward in the post training for each indicator as expected. 
 Table 15 shows the frequencies for the first item to estimate the social influence 
construct. While the majority still tended to somewhat agree that those influential to the 
students think they should use the technology, nearly one third of respondents were 
neutral on the statement and 13.2% either somewhat or strongly disagreed with the 
statement. Compared to other indicators, in general, this item tended to only have minor 
positive increases between pre- and post-training. Some of this may be influenced by the 
youthful demographic with minimal experience of those in the sample. It would be 
interesting to examine these statistics on a more diverse demographic to see if that 
tendency held or if with age and experience, came relationships that provided more 
influence on which technology was deemed socially important.  
Table 16 indicates students tended to agree heavily with the idea that faculty 
would be helpful in their use of the technology with approximately 82% either somewhat 
agreeing or strongly agreeing. Among respondents, 88% either somewhat agreed or  
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Table 11 
 
Frequency Distribution Question 4: I Expect My Interaction with the Technology Will Be 
Clear and Understandable (EE1) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 2 2 4 1.8 
Somewhat disagree 10 9 19 8.6 
Neither agree nor disagree 26 18 44 20.0 
Somewhat agree 53 58 111 50.5 
Strongly agree 19 23 42 19.1 
Total 110 110 220 100.0 
 
Table 12 
 
Frequency Distribution Question 5: I Expect It Will Be Easy for Me to Become Skillful at 
Using the Technology (EE2) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 3 2 5 2.3 
Somewhat disagree 19 7 26 11.8 
Neither agree nor disagree 27 19 46 20.9 
Somewhat agree 46 41 87 39.5 
Strongly agree 15 41 56 25.5 
Total 110 110 220 100.0 
 
 
Table 13 
 
Frequency Distribution Question 6: I Expect I Will Find the Technology Easy to Use 
(EE3) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 5 1 6 2.7 
Somewhat disagree 19 8 27 12.3 
Neither agree nor disagree 36 14 50 22.8 
Somewhat agree 40 52 92 42.0 
Strongly agree 10 34 44 20.1 
Total 110 109 219 100.0 
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Table 14 
 
Frequency Distribution Question 7: I Expect Learning to Operate the Technology Will Be 
Easy for Me (EE4) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 3 1 4 1.8 
Somewhat disagree 17 8 25 11.3 
Neither agree nor disagree 29 18 47 21.2 
Somewhat agree 50 51 101 45.5 
Strongly agree 12 33 45 20.3 
Total 111 111 222 100.0 
 
 
Table 15 
 
Frequency Distribution Question 8: People Who Are Influential or Important to Me in 
My Major Think That I Should Use the Technology (SI1) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 4 3 7 3.2 
Somewhat disagree 14 8 22 10.0 
Neither agree nor disagree 32 33 65 29.4 
Somewhat agree 39 40 79 35.7 
Strongly agree 21 27 48 21.7 
Total 110 111 221 100.0 
  
strongly agreed that the university would support their use of the technology as shown in 
Table 17. This is not surprising since that seems to be a prevalent belief among students 
and is only manifest when the principle is violated (Williams, 2013). What is interesting 
is the number of students who were neutral in the pre-training survey that migrated 
toward the strongly agree category in the post-training.  
Facilitating conditions suggests somewhat of a dichotomous shift from the neutral  
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Table 16 
 
Frequency Distribution Question 9: I Expect Faculty Will Be Helpful in the Use of the 
Technology (SI2) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 2 0 2 0.9 
Somewhat disagree 6 5 11 5.0 
Neither agree nor disagree 17 9 26 11.9 
Somewhat agree 44 43 87 39.7 
Strongly agree 40 53 93 42.5 
Total 109 110 219 100.0 
 
 
Table 17 
 
Frequency Distribution Question 10: In General, I Expect the University Will Support the 
Use of the Technology (SI3) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 0 0 0 0.0 
Somewhat disagree 3 4 7 3.2 
Neither agree nor disagree 69 10 79 36.1 
Somewhat agree 55 37 92 42.0 
Strongly agree 43 58 101 46.1 
Total 110 109 219 100.0 
 
 
position before the training to one side or the other in the post training as shown in Tables 
18 through 21. However, most still shifted toward the agree side of the scale. 
 The dependent latent variable in the study also followed with most of the 
frequencies from the independent variables with higher frequencies skewed towards the 
agree side of the scale, as shown in Tables 22 and 23.  
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Table 18 
 
Frequency Distribution Question 11: I Expect I Will Have the Resources Necessary to 
Use the Technology (FC1) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 2 2 4 1.8 
Somewhat disagree 2 4 6 2.7 
Neither agree nor disagree 19 12 31 14.1 
Somewhat agree 48 42 90 40.9 
Strongly agree 38 51 89 40.5 
Total 109 111 220 100.0 
 
Table 19 
 
Frequency Distribution Question 12: I Expect I Will Have the Knowledge Necessary to 
Use the Technology (FC2) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 1 2 3 1.4 
Somewhat disagree 9 4 13 5.9 
Neither agree nor disagree 22 12 34 15.5 
Somewhat agree 58 56 114 51.8 
Strongly agree 20 36 56 25.5 
Total 110 110 220 100.0 
 
Table 20  
 
Frequency Distribution Question 13: I Expect the Technology Will Be Compatible with 
Other Systems I Use (FC3) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 1 1 2 0.9 
Somewhat disagree 8 7 15 6.8 
Neither agree nor disagree 32 17 49 22.1 
Somewhat agree 48 53 101 45.5 
Strongly agree 22 33 55 24.8 
Total 111 111 222 100.0 
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Table 21 
 
Frequency Distribution Question 14: I Expect a Specific Person (or Group) Will Be 
Available for Assistance with Difficulties Related to the Technology (FC4) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 0 1 1 0.5 
Somewhat disagree 9 4 13 5.9 
Neither agree nor disagree 19 16 35 16.0 
Somewhat agree 51 52 103 47.0 
Strongly agree 30 37 67 30.6 
Total 109 110 219 100.0 
 
Table 22 
 
Frequency Distribution Question 15: I Intend to Use the Technology as Soon as I Can 
(BIU1) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 4 2 6 2.7 
Somewhat disagree 12 24 36 16.3 
Neither agree nor disagree 38 29 67 30.3 
Somewhat agree 40 35 75 33.9 
Strongly agree 16 21 37 16.7 
Total 110 111 221 100.0 
 
Table 23 
Frequency Distribution Question 16: During the Next Few Months, I Plan to Practice 
Using the Technology (BIU2) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 2 3 5 2.3 
Somewhat disagree 15 18 33 14.9 
Neither agree nor disagree 36 24 60 27.0 
Somewhat agree 38 49 87 39.2 
Strongly agree 20 17 37 16.7 
Total 111 111 222 100.0 
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Finally, the new construct introduced into the study to measure training reactions show a 
tendency to shift to a more positive reaction after the training than before the training. 
This would suggest that overall the training was felt to be effective with 67% enjoying 
the training sessions as shown in Table 24.  
Table 25 indicates nearly 79% were satisfied with their level of learning and 
Table 26 suggests nearly 79% had their expectations met. Because the original training 
was designed with effort to abide by David Merrill’s (2002) First Principles of Instruction 
and his Component Display Theory (Merrill, 1983), this phenomenon is not surprising. 
To maintain consistency in future studies, it would be important to take into consideration 
these synthesized principles of instruction to maximize training effectiveness in any 
organization. 
 
Means and Standard Deviations 
 
While the individual Likert items in the strictest sense are ordinal, many 
statisticians argued that composite scores can be classified as continuous (interval/ratio 
 
Table 24 
Frequency Distribution Question 17: I Expect I Will Enjoy the Training Sessions Overall 
(TR1) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 4 1 5 2.3 
Somewhat disagree 5 4 9 4.1 
Neither agree nor disagree 42 16 58 26.2 
Somewhat agree 38 48 86 38.9 
Strongly agree 21 42 63 28.5 
Total 110 111 221 100.0 
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Table 25 
Frequency Distribution Question 18: I Expect I Will Be Satisfied with My Level of 
Learning from the Training Sessions (TR2) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 1 2 3 1.4 
Somewhat disagree 1 7 8 3.6 
Neither agree nor disagree 26 10 36 16.2 
Somewhat agree 59 52 111 50.0 
Strongly agree 24 40 64 28.8 
Total 111 111 222 100.0 
 
 
Table 26 
Frequency Distribution Question 19: I Expect the Training Sessions Will Meet My 
Expectations (TR3) 
 
Response category 
Pre-training 
frequency 
Post-training 
frequency 
Pooled 
frequency % 
Strongly disagree 1 1 2 0.9 
Somewhat disagree 1 4 5 2.3 
Neither agree nor disagree 27 13 40 18.1 
Somewhat agree 57 54 111 50.2 
Strongly agree 24 39 63 28.5 
Total 110 111 221 100.0 
 
 
data; Carifio & Perla, 2007; Glass et al., 1972; Lubke & Muthen, 2004). According to 
that standard, means and standard deviations can be meaningful if the intervals between 
each of the values can be assumed to be equally spaced as is assumed on all of the 
composite scores used in this study. To further verify this assumption, some 
nonparametric tests were also conducted and the results validated this assumption, as will 
be explained in the Analysis of Research Questions section.  
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For PE, observations ranged from 2.33 to 5.00. For EE, observations ranged from 
1.00 to 5.00. For SI, observations ranged from 2.50 to 5.00. For FC, observations ranged 
from 2.25 to 5.00. For TR, observations ranged from 1.67 to 5.00. For BIU, observations 
ranged from 1.00 to 5.00. Means and standard deviations for the continuous variables are 
presented in Table 27. 
 
Measurement Model 
 
 Reliability of the survey instrument was confirmed using the inter-item 
consistency test. Traditionally, Cronbach’s alpha is used to measure this internal 
consistency with a value greater than 0.70 considered satisfactory (Chin, Marcolin, & 
Newsted, 2003; Nunnally & Bernstein, 1994). However, Cronbach’s alpha is known to 
underestimate the inter-item consistency when short scales are used (Carmines & Zeller, 
1979; Hair, Hult, Ringle, & Sarstedt, 2014).  
In order to keep the survey instrument short for this study and encourage better 
response rates, a short scale instrument was deliberately used with the understanding that  
 
Table 27 
Means and Standard Deviations for Continuous Variables 
Variable M SD 
Performance expectancy (PE) 4.12 0.62 
Effort expectancy (EE) 3.71 0.71 
Social influence (SI) 4.04 0.61 
Facilitating conditions (FC) 3.99 0.62 
Training reactions (TR) 3.97 0.61 
Behavioral intention to use (BIU) 3.49 0.84 
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the quality of the measurement may be reduced. Because all of the constructs have 
between two and four items, a composite reliability was also calculated to compare with 
the Cronbach’s alpha results. Composite reliability “takes into account the different outer 
loading of the indicator variables” (Hair et al., 2014, p. 101) and delivers more accurate 
reliability estimates for short scales (Chin et al., 2003).  
Cronbach alpha reliability was assessed on six scales using George and Mallery’s 
(2010) more detailed guidelines on reliability, where alpha values greater than .90 
indicate excellent reliability, alpha values greater than .80 indicate good reliability, alpha 
values greater than .70 indicate acceptable reliability, alpha values greater than .60 
indicate questionable reliability, and alpha values less than .60 indicate unacceptable 
reliability. Results of reliability testing showed that PE (α = .82), EE (α = .88), FC (α = 
.85), BIU (α = .83), and TR (α = .80) all had good reliability and that SI (α = .77) had 
acceptable reliability.  
When composite reliabilities were calculated to check for the existence of a 
potential underestimated inter-item consistency, all of the constructs were above the 
recommended level of 0.70 for composite reliability, so the overall reliability of the 
instrument is considered acceptable. Summary results of Cronbach alpha reliability 
testing and the specific survey items included in each scale are presented in Table 28. 
Both convergent and discriminant validity were evaluated to ensure items that 
should be related, are related (convergent) and those that should not be related, are not 
(discriminant). To assess convergent validity, the average variance extracted (AVE) was 
calculated for each construct and compared against the standard set forth by Fornell and  
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Table 28 
Cronbach Alpha Reliability Testing Results 
Scale α No. of items Items 
PE .82 6 PE1_Pre, PE2_Pre, PE3_Pre, PE1_Post, PE2_Post, and 
PE3_Post 
EE .88 8 EE1_Pre, EE2_Pre, EE3_Pre, EE4_Pre, EE1_Post, EE2_Post, 
EE3_Post, and EE4_Post 
SI .77 6 SI1_Pre, SI2_Pre, SI3_Pre, SI1_Post, SI2_Post, and SI3_Post 
FC .85 8 FC1_Pre, FC2_Pre, FC3_Pre, FC4_Pre, FC1_Post, FC2_Post, 
FC3_Post, and FC4_Post 
TR .80 6 TR1_Pre, TR2_Pre, TR3_Pre, TR1_Post, TR2_Post, and 
TR3_Post 
BIU .83 4 BIU1_Pre, BIU2_Pre, BIU1_Post, and BIU2_Post 
 
  
Larker (1981) stating values should be greater than 0.50. All constructs in both the pre 
and post training survey instrument had an AVE above the 0.50 threshold. 
To assess discriminant validity, correlations of the various constructs were 
compared to the square root of AVE. Table 29 shows that the square roots of AVE 
(shown on the diagonal) for the pre-training constructs are greater than the correlations 
with the other constructs in both the column and the row. Table 30 shows the same is also 
true for the post training surveys with one exception. An evaluation of discriminant 
validity between facilitating conditions and social influence indicate a correlation that is 
equivalent to the square root of the AVE. While this does not inherently invalidate the 
construct since the correlation is not greater than the square root of AVE, it does indicate 
that the questions used to measure the two latent variables may not have been different 
enough in this study and some caution in interpreting the results should be exercised. 
Since reliability on these two measures was also borderline, future research should  
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Table 29 
Pre-Training Correlations of Latent Variables and Square Root of AVE  
Pre-training survey  
Effort 
expectancy 
Performance 
expectancy 
Training 
reactions 
Social 
influence 
Facilitating 
conditions 
Behavioral 
intention 
to use 
Effort expectancy 0.801†      
Performance expectancy .528** 0.790†     
Training reactions .463** .483** 0.871†    
Social influence .448** .460** .354** 0.812†   
Facilitating conditions .468** .427** .445** .468** 0.785†  
Behavioral intention to use .469** .646** .480** .397** .393** 0.925† 
** p < .01 two-tailed.  
† indicates square root of AVE values; all other values are correlations. 
 
 
Table 30 
 
Post-Training Correlations of Latent Variables and Square Root of AVE 
Post-training survey 
Performance 
expectancy 
Effort 
expectancy 
Training 
reactions 
Facilitating 
conditions 
Social 
influence 
Behavioral 
intention 
to use 
Performance expectancy 0.846†      
Effort expectancy .574** 0.817†     
Training reactions .507** .609** 0.871†    
Facilitating conditions .627** .585** .450** 0.761†   
Social influence .692** .647** .472** .739** 0.739†  
Behavioral intention to use .557** .381** .418** .392** .336** 0.951† 
** p < .01 two-tailed.  
† indicates square root of AVE values; all other values are correlations. 
 
 
experiment with selecting better indicators to more accurately differentiate these two 
constructs.  
A principle component analysis was performed to identify items that should be 
removed from the latent variable constructs. Carmines and Zeller (1979) suggested that 
when indicators load below 0.70 the items are candidates for removal from the construct. 
Following this pattern, five items were removed from the respective constructs, namely: 
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EE1, TR1, SI1, FC2, and FC3. The revised loadings, reliability, and convergent validity 
measures are shown in Table 31 for the pre-training instrument and Table 32 for the post- 
training instrument. 
An alternate model that also loaded well, removed all four indicators for 
facilitating conditions and SI1 from the study. However, given that hypothesis 2 
specifically wishes to examine the relationships between facilitating conditions, training 
reactions, and behavioral intention to use the technology the previously introduced model  
 
Table 31  
Pre-Training Results Summary for Reflective Measurement Model 
Latent variable 
Cronbach’s 
alpha 
Composite 
reliability AVE Indicators Loadings 
Indicator 
reliability 
Effort expectancy 0.856 0.843 0.642    
    EE3 0.856 0.733 
    EE4 0.792 0.627 
    EE2 0.752 0.566 
Performance expectancy 0.848 0.830 0.623    
    PE2 0.864 0.746 
    PE3 0.836 0.699 
    PE1 0.652 0.425 
Training reactions 0.844 0.863 0.759    
    TR2 0.879 0.773 
    TR3 0.863 0.745 
Behavioral intention to use 0.832 0.922 0.856    
    BIU2 0.925 0.856 
    BIU1 0.925 0.856 
Social influence 0.695 0.794 0.660    
    SI3 0.862 0.743 
    SI2 0.759 0.576 
Facilitating conditions 0.694 0.763 0.616    
    FC1 0.785 0.616 
    FC4 0.785 0.616 
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Table 32 
Post-Training Results Summary for Reflective Measurement Model 
Latent variable 
Cronbach’s 
alpha 
Composite 
reliability AVE Indicators Loadings 
Indicator 
reliability 
Performance expectancy 0.932 0.883 0.716    
    PE2_Post 0.853 0.728 
    PE1_Post 0.846 0.716 
    PE3_Post 0.840 0.706 
Training reactions 0.921 0.862 0.758    
    TR2_Post 0.891 0.794 
    TR3_Post 0.850 0.723 
Effort expectancy 0.906 0.857 0.667    
    EE4_Post 0.868 0.753 
    EE3_Post 0.824 0.679 
    EE2_Post 0.754 0.569 
Behavioral intention to use 0.892 0.950 0.904    
    BIU1_Post 0.951 0.904 
    BIU2_Post 0.951 0.904 
Social influence 0.823 0.706 0.546    
    SI3_Post 0.758 0.575 
    SI2_Post 0.719 0.517 
Facilitating conditions 0.785 0.731 0.580    
    FC1_Post 0.853 0.728 
    FC4_Post 0.657 0.432 
 
was selected for focus in this study, due to the presence of the facilitating conditions 
construct in the model. Examination of the alternate model will be reserved for future 
research opportunities. 
  
Structural Model 
 
Due to the large number of interaction terms in the UTAUT and the extended 
UTAUT model presented in this study, partial least squares was selected as the 
instrument of choice to test the structural model. SmartPLS version 3.0 (Ringle, Wende, 
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& Becker, 2014) was selected to provide this analysis given its prominence in recent 
years in top-tier journals.  
An analysis of missing values from the indicator variables revealed only computer 
experience to have the most missing values at 3%. Because this is less than 5%, mean 
value replacement methods were employed as recommended by Hair et al. (2014, p. 55). 
None of the observations exceeded the 15% threshold for removal as recommended by 
Hair et al. (p. 55). 
 Two models were run to evaluate the baseline UTAUT with only direct effects 
and the baseline UTAUT including both direct and moderated effects for both pre-
training and post-training data. This was to evaluate how closely the data collected in this 
study further validates or refutes the original UTAUT study. Next, two additional models 
were run on EUTAUT again with only direct effects and then again with both direct and 
moderated effects. In the pre-training model shown in Table 33, the basic structure of the 
UTAUT was not confirmed. A detailed examination of the model shows the variance in 
BIU explained by the UTAUT was good when examining just the direct effects at 49%, 
but only performance expectancy had significant effects. When the moderated effects 
were included, the variance in BIU explained by the UTAUT was still good at 55%, but 
none of the path coefficients were significant.  
 The pre-training EUTAUT model variance in BIU was explained well at 50%, but 
once again only performance expectancy had significant effects. When moderated effects 
were included, the variance in BIU explained by the EUTAUT was again good at 56%, 
with performance expectancy the only significant effect.  
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Table 33 
Pre-Training Structural Model Results for UTAUT and EUTAUT 
DV: Behavioral intention  
 to use technology 
UTAUT 
────────────── 
EUTAUT 
──────────────── 
D only D + I D only D + I 
R2 0.49 0.55 0.50 0.56 
Performance expectancy (PE) 0.52*** 0.53 0.49*** 0.49*** 
Effort expectancy (EE) 0.14 0.02 0.12 -0.02 
Social influence (SI) 0.06 0.04 0.06 0.04 
Facilitating conditions (FC) 0.10 0.14 0.06 0.11 
Training reactions (TR)   0.13 0.11 
Gender  0.24  0.28 
Age  0.00  0.67 
Experience (EXP)  0.00  -0.06 
PE x Gender  0.01  0.02 
EE x Gender  0.06  0.08 
SI x Gender  -1.53  -1.83 
PE x Age  -0.02  -0.03 
EE x Age  0.17  0.25 
SI x Age  -1.43  -1.70 
FC x Age  0.02  0.01 
TR x Age    -0.09 
EE x Exp  0.52  0.54 
SI x Exp  -0.66  -0.80 
FC x Exp  0.09  0.08 
TR X Exp    0.09 
DV: Facilitating conditions     
R2   0.22 0.22 
Training reactions (TR)   0.47*** 0.47*** 
Note. D only = Direct effects; D + I = Direct effects and interaction terms. 
***p < 0.001. 
 
 An examination of the post-training model, as shown in Table 34, was closer to 
confirming the original UTAUT with all but effort expectancy significant when only the 
direct effects were included and 35% of the variance in BIU explained by the model. 
However, unexpectedly, social influences had a negative effect on BIU, which is contrary  
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Table 34 
Post-Training Structural Model Results for UTAUT and EUTAUT 
DV: Behavioral intention  
 to use technology 
UTAUT 
────────────── 
EUTAUT 
────────────── 
D only D + I D only D + I 
R2 0.35 0.45 0.36 0.46 
Performance expectancy (PE) 0.54*** 0.62*** 0.50*** 0.57 
Effort expectancy (EE) 0.14 0.20 0.07 0.14 
Social influence (SI) -0.26* 0.31 -0.24* -0.29 
Facilitating conditions (FC) 0.20** 0.26 0.18* 0.21 
Training reactions (TR)   0.15 0.18 
Gender  -0.10  -0.13 
Age  -0.25  -0.03 
Experience (EXP)  -0.03  -0.02 
PE x Gender  -0.07  -0.07 
EE x Gender  0.00  0.04 
SI x Gender  -0.09  -0.09 
PE x Age  0.16  0.17 
EE x Age  0.68  0.79 
SI x Age  -0.51  -0.44 
FC x Age  -0.42  -0.55 
TR x Age    -0.11 
EE x Exp  0.07  0.08 
SI x Exp  0.02  0.15 
FC x Exp  0.10  0.27 
TR X Exp    -0.26 
DV: Facilitating conditions     
R2   0.24 0.24 
Training reactions (TR)   0.48*** 0.49*** 
Note. D only = Direct effects; D + I =: Direct effects and interaction terms. 
* p < 0.05. 
** p < 0.01. 
*** p < 0.001. 
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to the original UTAUT study. When the moderators were added, the variance in BIU 
explained by the model was 45%, but only performance expectancy had significant 
effects. 
The post-training EUTAUT model variance in BIU was explained well at 36%, 
but once again effort expectancy was not significant and social influences had a negative 
effect. When moderated effects were included, the variance in BIU explained by the 
EUTAUT was again good at 46%, but none of the effects were significant.  
 
Analysis of Research Questions 
 
Hypothesis 1 
Positive training reactions (TR) will be positively related to Behavioral Intention 
to Use (BIU) information technology. 
 To investigate this hypothesis, a Pearson product-moment r correlation was 
conducted to assess the relationship between TR and BIU information technology. Since 
the question for this study is whether or not TR and BIU information technology relate in 
general, a Pearson r correlation was conducted on both the pre-training data and the post 
training data.  
Pearson r correlation is a bivariate measure of association (strength) of the 
relationship between two variables. All variables are assumed continuous and the 
hypothesis seeks to assess the relationships, or how the distribution of the z scores vary, 
so Pearson r correlations are the appropriate bivariate statistic. Figure 3 shows a 
scatterplot summarizing the results. 
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Figure 3. Scatterplot between TR and BIU. 
 
A Pearson correlation was performed between TR and BIU. The result of the 
correlation test between TR and BIU was positively significant, r = 0.57, p < .001, 
suggesting when TR increased, BIU also increased.  
The result of the Spearman correlation test between TR and BIU was positively 
significant, r = 0.53, p < .001, suggesting when TR increased, BIU also increased. Since, 
the Spearman correlation was still clearly statistically significant, it helps validate the 
assumption that the composite variables could be counted as continuous variables and 
that the level of normality and homoscedasticity of the variables did not affect the results.  
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Hypothesis 2 
Facilitating conditions will not mediate the relationship between TR and the BIU 
information technology. 
To examine research question 2, a Baron and Kenny (1986) mediation analysis 
was conducted to assess if a variable mediates the relationship between the independent 
variable and the dependent variable. To assess for mediation, three multiple linear 
regression analyses, were conducted. The first regression had the independent variable, 
TR, predicting the dependent variable, BIU the technology. The second regression 
had the independent variable, TR, predicting the mediator, facilitating conditions. The 
third regression had the independent variable, TR, and the mediator, facilitation 
conditions, predicting the dependent variable, BIU the technology 
Unless theory sufficiently supports a different method, the standard multiple 
regression (entry method) is the appropriate method of entry. Since there is no theoretical 
precedence suggesting a different method, the standard enter method for multiple 
regression was used. The standard method enters all independent variables (predictors) 
simultaneously into the model.  
Variables were evaluated by what they add to the prediction of the dependent 
variable which is different from the predictability afforded by the other predictors in the 
model. The F test was used to assess whether the set of independent variables collectively 
predicts the dependent variable. R-squared (the multiple correlation coefficient of 
determination) was reported and used to determine how much variance in the dependent 
variable could be accounted for by the set of independent variables. The t test was used to 
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determine the significance of each predictor and beta coefficients were used to determine 
the extent of prediction for each independent variable. For significant predictors, every 
one-unit increase in the predictor, the dependent variable will increase or decrease by the 
number of unstandardized beta coefficients. 
The assumptions of multiple regression (linearity, homoscedasticity and absence 
of multicollinearity) were assessed. Linearity assumes a straight line relationship between 
the predictor variables and the criterion variable, and homoscedasticity assumes there is 
no relationship between the residuals and the independent variables. It is met when the 
residuals plot has the points randomly distributed and the distribution line is 
approximately straight. Linearity and homoscedasticity were assessed by examination of 
a scatter plot. The absence of multicollinearity assumes that predictor variables are not 
too related and was assessed using VIF. VIF values over 10 will suggest the presence of 
multicollinearity.  
Prior to analysis, the assumption of normality was assessed with a Q-Q scatterplot 
(see Figure 4). The assumption is met if the points do not deviate strongly from the 
normality line. While there was some slight deviations at the upper levels, the majority 
held close to the line indicating normality is reasonably met. The assumption of 
homoscedasticity was assessed with a residuals scatterplot (see Figure 5). The assumption 
is met if the points are not unevenly distributed and no curvature is apparent. The data 
appears to be relatively homoscedastic. Multicollinearity was not present, with all VIF 
well below the threshold of 10, and all were even below the more conservative threshold 
of 5. 
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Figure 4. Q-Q scatterplot for normality for TR predicting BIU. 
 
 
Figure 5. Residuals scatterplot for homoscedasticity for TR predicting BIU. 
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The results of the linear regression were significant, F(1,109) = 51.27, p = .001, 
R2 = 0.31, suggesting that TR accounted for 31% of the variance in BIU. The individual 
predictor was then examined further. TR was found to be a significant predictor of BIU, 
B = 0.42, p < .001 suggesting that for every one-unit increase in TR, BIU increased by 
0.42 units. A summary of this data is found in Table 35. 
These results indicate that the first test meets the requirement that the independent 
variable, TR is indeed related to the dependent variable, BIU. The next step was to test to 
see if the, independent variable, TR, was significantly related to the mediator, Facilitating 
Conditions.  
Prior to analysis, the assumption of normality was again assessed with a Q-Q 
scatterplot (see Figure 6). At the upper and lower ends some non-normality was present, 
but given the sample size, such minor deviations should not have a significant effect on 
the regression, but some care should be exercised. The assumption of homoscedasticity 
was assessed with a residuals scatterplot (see Figure 7). The data appears to be relatively 
homoscedastic. Multicollinearity was not present, with all VIF well below the threshold 
of 10, and all were even below the more conservative threshold of 5. 
 
Table 35 
Results for Multiple Linear Regression with TR Predicting BIU 
Variable B SE Std. B t p 
(Intercept) 0.42 0.43  .96 .340 
TR 0.77 0.11 .57 7.16 .001* 
Note. F(1,109) = 51.27. 
* p = .001. 
R2 = 0.31. 
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Figure 6. Q-Q scatterplot for normality for TR predicting FC. 
 
 
 
Figure 7. Residuals scatterplot for homoscedasticity for TR predicting FC. 
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The results of the linear regression were significant, F(1,109) = 71.08, p = .001, 
R2 = 0.39, suggesting that TR accounted for 39% of the variance in FC. The individual 
predictor was again examined further. TR was a significant predictor of FC, B = 0.63,  
p < .001 suggesting that for every one unit increase in TR, FC increased by 0.63 units. A 
summary of this data is found in Table 36. 
These results indicate that the second test meets the requirement that the 
independent variable, TR, was significantly related to the mediator, facilitating 
conditions. For the final regression related to this research question, the mediator, 
facilitating conditions, should remain a significant predictor of the dependent variable, 
BIU and the independent variable TR, should no longer significantly predict the 
dependent variable, BIU. 
The assumption of normality was again assessed (see Figure 8). Again, some 
slight deviations were found at the upper levels, but the majority held close to the line, 
indicating mostly normal data. The assumption of homoscedasticity was assessed (see 
Figure 9) and it appears to be relatively homoscedastic. Multicollinearity was not present, 
with all VIF well below even the more conservative threshold of 5. 
 
Table 36 
Results for Multiple Linear Regression with TR Predicting FC 
Variable B SE Std. B t p 
(Intercept) 1.47 .302  4.86 .001* 
TR 0.64 .08 .63 8.43 .001* 
Note. F(1,109) = 51.27. 
* p = .001. 
R2 = 0.31. 
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Figure 8. Q-Q scatterplot for normality for TR and FC predicting BIU. 
 
 
Figure 9. Residuals scatterplot for homoscedasticity for TR and FC predicting BIU.
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The results of the linear regression were significant, F(2,108) = 30.79, p = .001, 
R2 = 0.36, suggesting that TR and FC accounted for 36% of the variance in BIU. The 
individual predictors were again examined further. TR was a significant predictor of BIU, 
B = 0.54, p < 0 suggesting that for every one-unit increase in TR, BIU increased by 0.54 
units. FC was a significant predictor of BIU, B = 0.36, p = 0.008 suggesting that for every 
one-unit increase in FC, BIU increased by 0.36 units. Table 37 shows a summary of this 
data. 
These results indicate that the third test meets the requirement that the mediator, 
facilitating conditions, remains a significant predictor of the dependent variable, 
BIU. However, the fourth test fails, since the predictor, TR, still significantly predicts the 
independent variable, BIU when full mediation would require that this relationship no 
longer be significant. Since only the first three conditions are met and not the fourth, only 
partial mediation is supported by the data. 
 
Table 37  
Results for Multiple Linear Regression with TR and FC Predicting BIU 
Variable B SE Std. B t p 
(Intercept) -0.12 0.47  -0.25 .802 
TR 0.54 0.14 0.4 4.03 .001* 
FC 0.36 0.13 0.27 2.71 .008* 
Note. F(2,108) = 30.79. 
* p = .001. 
R2 = 0.36. 
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Hypothesis 3  
Performance expectancy, effort expectancy, and social influences will positively 
affect behavioral intentions to use information technology. 
To examine this research question, a multiple linear regression was conducted to 
assess if the independent variables predict the dependent variable (criterion). The 
independent variables include performance expectancy, effort expectancy, and social 
influences while the dependent variable is once again BIU information technology. The 
regression equation (main effects model) and standard multiple linear regression (the 
enter method) that was used in research question two was again used for this research 
question.  
Prior to analysis, the assumption of normality was assessed with a Q-Q scatterplot 
(see Figure 10). Again, while there were some slight deviations at the upper levels, the 
majority of the data points held close to the line indicating normality was reasonably met. 
The assumption of homoscedasticity was assessed with a residuals scatterplot (see Figure 
11). The data appears to be relatively homoscedastic. Multicollinearity was not present, 
with all VIF well below the threshold of 10. 
 The results of the linear regression were significant, F(3,107) = 28.74, p = .001, 
R2 = 0.45, suggesting that EE, PE, and SI accounted for 45% of the variance in BIU. The 
individual predictors were then examined further. EE was not a significant predictor of 
BIU, B = 0.21, p = 0.081. PE was a significant predictor of BIU, B = 0.63, p < 0 
suggesting that for every one-unit increase in PE, BIU increased by 0.63 units. SI was not 
a significant predictor of BIU, B = 0.13, p = 0.399. Table 38 summarizes these results. 
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Figure 10. Q-Q scatterplot for normality for EE, PE, and SI predicting BIU. 
 
 
Figure 11. Residuals scatterplot for homoscedasticity for EE, PE, and SI predicting BIU. 
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Table 38 
Results for Multiple Linear Regression with EE, PE, and SI Predicting BIU 
Variable B SE Std. B t p 
(Intercept) -0.39 0.43  -0.90 .37 
EE 0.21 0.12 0.17 1.76 .081 
PE 0.63 0.16 0.46 4.01 .001* 
SI 0.13 0.15 0.1 0.85 .399 
Note. F(3,107) = 28.74. 
* p = .001. 
R2 = 0.45. 
 
 
Hypothesis 4 
4a. Gender will not moderate the relationship between TR and the BIU 
information technology. 
4b. Age and experience will positively moderate the relationship between TR and 
the BIU information technology. 
To examine this research question, a Baron and Kenny (1986) moderation 
analysis was conducted using multiple linear regression to assess if gender moderates the 
relationship between TR and BIU for Hypothesis 4a. Then, a Baron and Kenny 
moderation analysis, using multiple linear regression, was repeated to determine if 
computer experience moderates the relationship between TR and BIU for Hypothesis 4b.  
The independent variables for the first regression were TR and gender, with the 
dependent variable BIU. To evaluate the moderating effect, a second model was added 
that was identical, but also included the interaction between TR and gender. For the 
second regression, the independent variables were TR and computer experience, with the 
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dependent variable being BIU. Again, the interaction between TR and computer 
experience was then added as a comparison model. Regrettably, the sample collected was 
extremely unbalanced with a vast majority in a single age category (see Figure 2). As a 
result, an effective analysis of age as a moderator on TR is impossible with the current 
data set and must be reserved for a future study with a more representative sample. 
In both cases, the interactions were created by multiplying the independent 
variable and the moderator together after the continuous variables had been centered to 
have a mean of 0. Therefore, for the first interaction term, the centered variable for TR 
was multiplied by gender. Gender was not centered because it is not a continuous 
variable. For the second interaction term, the centered variable for TR was multiplied by 
the centered variable for computer experience. The standard multiple linear regression 
(the enter method) was once again used. 
To examine Hypothesis 4a within this research question, a multiple linear 
regression was conducted to assess whether there was a significant relationship between 
gender and TR and BIU. Prior to analysis, the assumption of normality was assessed with 
a Q-Q scatterplot (see Figure 12). While there were some slight deviations at the upper 
levels, the majority held close to the line indicating normality is reasonably met. The 
assumption of homoscedasticity was assessed with a residuals scatterplot (see Figure 13). 
The data appears to be relatively homoscedastic. Multicollinearity was not present, with 
all VIF below the more conservative threshold of 5. 
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Figure 12. Q-Q scatterplot for normality for Gender and TR predicting BIU. 
 
 
 
 
Figure 13. Residuals scatterplot for homoscedasticity for Gender and TR predicting BIU. 
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The results of the linear regression were significant, F(2,108) = 27.37, p = .001, 
R2 = 0.34, suggesting that gender and TR accounted for 34% of the variance in BIU. The 
individual predictors were then examined further. Gender was not a significant predictor 
of BIU, B = -0.23, p = 0.104. TR was a significant predictor of BIU, B = 0.79, p < 0 
suggesting that for every one-unit increase in TR, BIU increased by 0.79 units. The 
results are summarized in Table 39. However, since the relationship between gender and 
BIU is not statistically significant, gender cannot moderate the relationship and no further 
testing for moderation is needed. 
To examine Hypothesis 4b within this research question, the same procedure was 
followed as in Hypothesis 4a, with the same assumption evaluation, but this time to 
assess whether there was a significant relationship between Exp and TR and BIU. Figure 
14 shows the Q-Q scatterplot to assess the assumption of normality. Figure 15 shows the 
residuals scatterplot to assess the assumption of homoscedasticity. Both assumptions 
were met with only slight deviations in normality that given the sample size, should not 
impact the results as discussed in previous findings. 
 
Table 39 
Results for Multiple Linear Regression with Gender and TR Predicting BIU 
Variable B SE Std. B t p 
(Intercept) 0.67 0.46  1.46 .146 
Gender -0.23 0.14 -0.13 -1.64 .104 
TR 0.79 0.11 0.57 7.31 .001* 
Note. F(2,108) = 27.37. 
* p = .001. 
R2 = 0.34. 
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Figure 14. Q-Q scatterplot for normality for Exp and TR predicting BIU. 
 
 
 
Figure 15. Residuals scatterplot for homoscedasticity for Exp and TR predicting BIU. 
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The results of the linear regression were significant, F(2,105) = 28.59, p = .001, 
R2 = 0.35, suggesting that Exp and TR accounted for 35% of the variance in BIU. The 
individual predictors were then examined further. Exp was a significant predictor of BIU, 
B = 0.18, p = 0.04 suggesting that for every one-unit increase in Exp, BIU increased by 
0.18 units. TR was a significant predictor of BIU, B = 0.76, p < 0 suggesting that for 
every one-unit increase in TR, BIU increased by 0.76 units. The results are summarized 
in Table 40. Since both predictors were found to be significant, a second regression must 
be run that includes an interaction term to determine moderating effects for Computer 
Experience. 
Prior to assessing whether there was a significant relationship between Exp, TR, 
and TR*Exp and BIU. The assumption of normality and homoscedasticy were assessed 
with a Q-Q scatterplot (see Figure 16) and with a residuals scatterplot (see Figure 17), 
respectively. Once again, only slight variations in normality, and homoscedasticity 
appeared to be present.  
 
Table 40 
Results for Multiple Linear Regression with Exp and TR Predicting BIU 
Variable B SE Std. B t p 
(Intercept) -0.06 0.49  -0.12 .903 
Exp 0.18 0.09 0.16 2.08 .04* 
TR 0.76 0.11 0.56 7.14 .001* 
Note. F(2,105) = 28.59. 
* p = .001. 
R2 = 0.35. 
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Figure 16. Q-Q scatterplot for normality for Exp, TR, and TR*Exp predicting BIU. 
 
 
 
Figure 17. Residuals scatterplot for homoscedasticity for Exp, TR, and TR*Exp 
predicting BIU. 
81 
The results of the linear regression were significant, F(3,104) = 19.17, p = .001, 
R2 = 0.36, suggesting that Exp, TR, and TR*Exp accounted for 36% of the variance in 
BIU. The individual predictors were then examined further. Exp was not a significant 
predictor of BIU, B = 0.73, p = 0.325. TR was a significant predictor of BIU, B = 1.19, p 
= 0.042 suggesting that for every one-unit increase in TR, BIU increased by 1.19 units. 
TR*Exp was not a significant predictor of BIU, B = -0.14, p = 0.454. The results are 
summarized in Table 41. Because the relationship between Exp and BIU and between the 
interaction term TR*Exp and BIU were not statistically significant, Exp does not 
moderate the relationship. 
 
Table 41 
Results for Multiple Linear Regression with Exp, TR, and TR*Exp Predicting BIU 
Variable B SE Std. B t p 
(Intercept) -1.77 2.33  -0.76 .449 
Exp 0.73 0.74 0.67 0.99 .325 
TR 1.19 0.58 0.87 2.06 .042* 
TR*Exp -0.14 0.18 -0.68 -0.75 .454 
Note. F(3,104) = 19.17. 
* p = .001. 
R2 = 0.36. 
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CHAPTER V 
DISCUSSION, SUMMARY, AND CONCLUSIONS 
 
With the limited number of models that explore both the impact of training and 
intentions to use technology both prior to and after training, valuable insights can be 
gleaned from the results of this study to not only guide practitioners, but also to direct 
future research. The findings yield some interesting insights that will now be discussed in 
greater detail and context. 
 
Discussion 
 
The research questions in this study can be divided into two parts. The first two 
hypotheses focus on the impact training has on BIU information technology. While this 
focuses on a simple, level-one evaluation of Kirkpatrick’s model (1979), it provides 
interesting insights for practical use in any organization applying new technology and 
providing training for that implementation. Because, as was stated in the literature 
review, 92% of organizations use TR to evaluate their learning (Patel, 2010), insights 
gained in this study can easily and inexpensively be applied to facilitate better decision 
making. The findings from these hypotheses are the primary focus of this study and 
provide the most insight for organizations and researchers.  
The latter two questions are primarily evaluated to provide comparison to a 
prominent TAM, the UTAUT. These are designed to strengthen or weaken findings from 
prior studies evaluating technology acceptance without regard to training. They are 
secondary in importance, but still provide valuable insight, particularly to researchers 
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interested in refining existing models to more accurately predict the intention to use, and 
in future studies, the actual use of such technology. 
  The first research question focuses on evaluating whether TR impact BIU 
information technology. The statistical tests performed support the original hypothesis 
that a significant correlation exists between TR and BIU, such that when TR increased, 
BIU also increased. This suggests that a model such as the UTAUT model would benefit 
from including TR as a construct to better predict BIU information technology. Since this 
relationship was significant, it allowed exploration of the second research question. 
The second research question focuses on evaluating whether the relationship 
between TR and BIU information technology was mediated by facilitating conditions. 
The statistical tests performed only partially support the original hypothesis that 
facilitating conditions would not mediate the relationship between TR and BIU 
information technology. TR is not fully mediated by facilitating conditions, but it is 
partially mediated by it.  
Of particular interest in the results from this research question is that when 
isolated, facilitating conditions significantly predicts the independent variable BIU. In the 
original UTAUT model, facilitating conditions did not significantly predict BIU, it only 
significantly predicted actual use. However, as introduced in the literature review, the 
study by Marler et al. (2006) who also studied TR in relation to the TAM also found that 
employee resources (a variable similar to facilitating conditions) significantly predicted 
BIU, not just its actual use.  
The combination of this study and the study by Marler et al. (2006) suggested that 
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when TR are included in the study, a significant relationship exists between the 
independent variable, facilitating conditions and the dependent variable, BIU.  
Contrary to the claims by some researchers that a level one Kirkpatrick analyses 
may have limited value or in some cases be completely irrelevant (Aldrich, 2002), this 
study provided evidence to the contrary. Based on this study, it appears the result of 
training goes beyond simply learning something, it impacts the behavioral intention to 
adopt a new technology. The quality of the training can be a significant factor in a level 
one Kirkpatrick analysis of TR. This claim is further supported in the study by Mills et al. 
(2006) where the attitude after training (similar to TR) in an introductory MIS course for 
general business students, “was the most significant influencer on students’ intent to 
enroll in [a more advanced] database class” (Mills et al., 2006, p. 109). It would be 
interesting to see the impact of the inclusion of TR upon Actual Use in a future 
longitudinal study.  
The third research question begins the comparison of this study to results obtained 
in the UTAUT as a means of strengthening or weakening the findings, without regard to 
training. The statistical tests performed only partially support the original hypothesis that 
performance expectancy, effort expectancy, and social influences significantly affect BIU 
information technology.  
While the overall model was significant, when the individual predictors were 
examined, only performance expectancy was a significant predictor of BIU while effort 
expectancy and social influences were not. This differs from the UTAUT, which found 
all three to be significant predictors of BIU information technology. 
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 Of interest is that Marler et al. (2006), as mentioned in the literature review, did 
not find the TAM model’s Ease of Use (which is similar to the UTAUT model’s Effort 
Expectancy) significant in their study either. However, while both UTAUT and this study 
show Performance Expectancy significant, Marler et al. did not even find usefulness 
(which is similar to the UTAUT model’s performance expectancy) significant. They only 
found TR and extent of training significant determinants for BIU. Unfortunately, the 
study by Marler et al. did not include a construct similar to social influences, so no such 
comparison can be made. Once again, it would be interesting to observe if the inclusion 
of TR shifts the significance of effort expectancy and social influences from BIU 
information technology as found in the original UTAUT (but not in this study), to actual 
use in a future longitudinal study. 
 Finally, in research question four, the statistical tests performed support the 
original hypothesis 4a, gender does not moderate the relationship between TR and the 
BIU information technology. However, despite the hypothesis to the contrary (4b), 
computer experience also does not moderate the relationship between TR and BIU 
information technology in this study. It remains unknown if age moderates the 
relationship between TR and BIU information since the sample failed to produce enough 
variations in age to adequately examine this question. It would be interesting to evaluate 
this impact further when a more diverse sample can be obtained.  
 
Summary 
 
The intent of this study was to add to the knowledge base of resources 
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organizations can use to help stem the tide of implementation failures before vast 
resources are wasted. It is founded on prominent technology acceptance frameworks and 
merged with widely accepted training paradigms in an effort to improve the information 
technology implementation success rate. 
 
Statement of the Problem 
While several models are available, arguably two of the most prominent are the 
TAM and the UTAUT. A lack of research identifying the impact of training and 
intentions to use technology in the future both before and after training is the primary 
motivation for this study. This problem results in a disconnect between the logical 
assumptions that training may be related to technology acceptance and the effect it has on 
actual studies. Instead, the broader topics of “external variables,” or “facilitating 
conditions” are used to holistically capture this information. Furthermore, existing studies 
that have examined the correlation between training and some form of these holistic 
constructs vary greatly in statistical significance. 
 
Purpose of the Study 
The purpose of this study was to identify and examine existing technology 
acceptance constructs as they relate to prominent training paradigms. By analyzing 
technology acceptance constructs and their fit with existing training paradigms, it was 
expected that there would be a significant increase in use behavior as defined in the 
UTAUT model. This in turn would provide a valuable, yet simple tool to organizations in 
evaluating information systems implementations according to sound methodological 
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practices.  
 
Research Procedures 
Data were collected from training participants at two intervals: (a) prior to any 
training, and (b) immediately following training. Survey questions were created from 
previously validated technology acceptance and training studies. Each of the surveys was 
pilot-tested prior to the final data collection to provide completion time estimates and 
resolve any ambiguous questions.  
Data were collected from surveys incorporated into training delivered to students 
enrolled in the principles of management information systems course (MIS 2100) at USU 
during the spring 2014 and 2015 semesters. These students were first asked to complete a 
survey prior to any training and then were trained on the use of Structured Query 
Language (SQL) in preparation for their future careers in management information 
systems. 
The delivery method for the learners at USU was three training sessions lasting 
approximately 50 minutes each delivered in a face-to-face format. The learners in these 
cases were accustomed to the instructional method as it has been widely used for prior 
training exercises. The training was conducted at USU by a faculty member who is not 
the principle investigator nor the doctoral student associated with this study. 
 
Findings and Discussion 
Model fit data analysis. Data from the pre- and post-training surveys were first 
collected and matched by a third, disinterested party, trained on maintaining 
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confidentiality according to Institutional Review Board standards and in no way 
associated with the institution. This was done to preserve anonymity of participants. 
Survey data was then tabulated, analyzed and summarized using descriptive measures of 
central tendency and measures of variability. Frequency counts were reported on pre, 
post, and pooled results and percentages calculated. Normal distribution of the data was 
evaluated using Q-Q scatterplots; the data were not all normally distributed, but given the 
sample size, were within tolerances. 
Reliability of the survey instrument was confirmed using the inter-item 
consistency test. Traditionally, Cronbach’s alpha is used to measure this internal 
consistency with a value greater than 0.70 considered satisfactory (Chin et al., 2003; 
Nunnally & Bernstein, 1994). All constructs had good reliability with α > .80 with the 
exception of social influences, which had acceptable reliability with α = .77.  
Correlations of the various constructs were compared to the square root of AVE 
to assess discriminant validity. All constructs had an AVE greater than the correlations 
with one exception. The discriminant validity between facilitating conditions and social 
influence indicated a correlation that was equivalent to the square root of AVE. While not 
inherently invalidating the results, it does indicate the questions used to measure these 
constructs may not have been different enough and suggests some caution in interpreting 
the results.  
A principle component analysis was performed to identify items that should be 
removed from the latent variable constructs. Carmine and Zeller (1979) suggested that 
when indicators load below 0.70 the items are candidates for removal from the construct. 
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Following this pattern, five items were removed from the respective constructs, namely: 
EE1, TR1, SI1, FC2, and FC3.  
Partial least squares were selected as the instrument of choice to test the structural 
model. SmartPLS version 3.0 (Ringle et al., 2014) was selected to provide this analysis 
given its prominence in recent years in top tier journals. An analysis of missing values 
from the indicator variables revealed none of the observations exceeded the 15% 
threshold for removal as recommended by Hair et al. (2014, p. 55). 
Two models were run to evaluate the baseline UTAUT with only direct effects 
and the baseline UTAUT including both direct and moderated effects for both pre-
training and post-training data. This was to evaluate how closely the data collected in this 
study further validates or refutes the original UTAUT study. Next, two additional models 
were run on EUTAUT again with only direct effects and then again with both direct and 
moderated effects. 
In the pre-training model, the basic structure of the UTAUT was not confirmed. 
The variance in BIU explained by the UTAUT was good when examining just the direct 
effects at 49%, but only performance expectancy had significant effects. When the 
moderated effects were included, the variance in BIU explained by the UTAUT was still 
good at 55%, but none of the path coefficients were significant.  
 In the pre-training EUTAUT model, the variance in BIU was explained well at 
50%, but once again only performance expectancy had significant effects. When 
moderated effects were included, the variance in BIU explained by the EUTAUT was 
again good at 56%, with performance expectancy the only significant effect.  
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An examination of the post-training model was closer to confirming the original 
UTAUT with all but effort expectancy significant when only the direct effects were 
included and 35% of the variance in BIU explained by the model. However, 
unexpectedly, social influences had a negative effect on BIU, which is contrary to the 
original UTAUT study. When the moderators were added, the variance in BIU explained 
by the model was 45%, but only performance expectancy had significant effects. 
The post-training EUTAUT model variance in BIU explained well at 36%, but 
once again, effort expectancy was not significant and social influences had a negative 
effect. When moderated effects were included, the variance in BIU explained by the 
EUTAUT was again good at 46%, but none of the effects were significant.  
Research questions and hypotheses analysis. Valuable insights were gleaned 
using traditional statistical analysis to evaluate the specific research questions. Question 1 
was evaluated using a Pearson product-moment r correlation to assess the relationship 
between TR and BIU information technology. Question 2 was evaluated using a Baron 
and Kenny (1986) mediation analysis to assess if the relationship between TR and BIU 
information technology was mediated by facilitating conditions. Question 3 was 
evaluated using multiple linear regression to assess the relationship between the 
independent variables performance expectancy, effort expectancy, and social influences 
and the dependent variable BIU information technology. Finally, question 4 was 
evaluated using a Baron and Kenny moderation analysis to assess if gender and computer 
experience moderates the relationship between TR and BIU information technology. 
Prior to the analysis, the assumptions of normality and linearity were assessed 
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with Q-Q scatterplots to determine whether the values could have been produced by a 
normal distribution and if they were linear. The results indicate a general trend to 
normality, but with some deviation that could be problematic. However, the mean of any 
random variable will be approximately normally distributed as sample size increases, 
according to the central limit theorem (CLT). Therefore, with a sufficiently large sample 
size, as was used in this study, deviations from normality will have little effect on the 
results. From the scatterplots, linearity appeared to be present. The assumption of 
homoscedasticity was assessed with a residuals scatterplot with no curvature apparent. 
Multicollinearity was assessed using VIF and all were well below the threshold of 10, 
and, in all cases, below the more conservative threshold of 5. 
  The statistical tests performed for question 1 confirm the original hypothesis. 
Statistically, TR do impact BIU information technology. The result of the correlation test 
between TR and BIU was positively significant, r = 0.57, p < .001, suggesting when TR 
increased, BIU also increased.  
The statistical tests performed for question 2 partially support the original 
hypothesis that the relationship between TR and BIU information technology would not 
be mediated by facilitating conditions. While that relationship is not fully mediated by 
facilitating conditions, it is partially mediated. This test required three multiple 
regressions to determine if FC mediated the relationship between TR and BIU 
information technology.  
The results indicate that the first test met the requirement that the independent 
variable, TR, is indeed related to the dependent variable, BIU. The results of the linear 
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regression were significant, F(1,109) = 51.27, p = .001, R2 = 0.31, suggesting that TR 
accounted for 31% of the variance in BIU. TR was found to be a significant predictor of 
BIU, B = 0.42, p < .001 suggesting that for every one-unit increase in TR, BIU increased 
by 0.42 units.  
The second test was also significant indicating that independent variable, TR, was 
significantly related to the mediator, facilitating conditions. The results of the linear 
regression were significant, F(1,109) = 71.08, p = .001, R2 = 0.39, suggesting that TR 
accounted for 39% of the variance in FC. TR was a significant predictor of FC, B = 0.63, 
p < .001 suggesting that for every one-unit increase in TR, FC increased by 0.63 units. 
The third test was also significant indicating partial mediation since the mediator, 
facilitating conditions, remained a significant predictor of the dependent variable BIU 
information technology when TR was also included in the model. The results of the linear 
regression were significant, F(2,108) = 30.79, p = .001, R2 = 0.36, suggesting that TR and 
FC accounted for 36% of the variance in BIU.  
However, since the fourth test failed, full mediation is not supported. Not only 
was the mediator, facilitating conditions a significant predictor of BIU information 
technology, B = 0.36, p = 0.008, but the independent variable TR remained a significant 
predictor of BIU information technology, B = 0.54, p < 0. This suggests that for every 
one-unit increase in FC, BIU increased by 0.36 units and that for every one-unit increase 
in TR, BIU increased by 0.54 units. 
The statistical tests performed for question 3 only partially support the original 
hypothesis. While performance expectancy positively affects BIU information 
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technology, we fail to reject the null hypothesis with regard to effort expectancy and 
social influences. The results of the multiple linear regression were significant, F(3,107) 
= 28.74, p = .001, R2 = 0.45, suggesting that PE, EE, and SI accounted for 45% of the 
variance in BIU. However, when the individual predictors were examined, only 
performance expectancy was a significant predictor of BIU, B = 0.63, p < 0, while effort 
expectancy, b = 0.21, p = 0.081, and social influences, B = 0.13, p = 0.399, were not. This 
suggests that for every one-unit increase in PE, BIU increased by 0.63 units. 
The statistical tests performed for question 4 support hypothesis 4a that gender 
does not moderate the relationship between TR and the BIU information technology. 
However, they failed to reject the null hypothesis for hypothesis 4b, since in this study, 
computer experience also does not moderate the relationship between TR and BIU 
information. This test required two multiple regressions for each moderator to determine 
if gender and computer experience moderate the relationship between TR and BIU 
information technology. It remains unknown if age moderates the relationship between 
TR and BIU information since the sample failed to produce enough variations in age to 
adequately examine this question, so no testing was performed. 
The results for test one with the multiple linear regression for TR, gender, and 
BIU were significant, F(2,108) = 27.37, p = .001, R2 = 0.34, suggesting that gender and 
TR accounted for 34% of the variance in BIU. TR was a significant predictor of BIU, B = 
0.79, p < 0 suggesting that for every one-unit increase in TR, BIU increased by 0.79 
units. However, gender was not a significant predictor of BIU, B = -0.23, p = 0.104. As a 
result, gender failed the first test and the second test was not needed.  
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The results for test one with the multiple linear regression for TR, computer 
experience, and BIU were significant, F(2,105) = 28.59, p = .001, R2 = 0.35, suggesting 
that Exp and TR accounted for 35% of the variance in BIU. Exp was a significant 
predictor of BIU, B = 0.18, p = 0.04 and TR was a significant predictor of BIU, B = 0.76, 
p < 0. This suggests that for every one-unit increase in Exp, BIU increased by 0.18 units 
and for every one-unit increase in TR, BIU increased by 0.76 units. Since both predictors 
were found to be significant, a second regression was run to include the interaction term 
and determine moderating effects for computer experience. 
The results of the second test to assess whether there was a significant 
relationship between Exp, TR, and TR*Exp and BIU was significant, F(3,104) = 19.17,  
p = .001, R2 = 0.36, suggesting that Exp, TR, and TR*Exp accounted for 36% of the 
variance in BIU. While TR was a significant predictor of BIU, B = 1.19, p = 0.042, Exp 
was not a significant predictor of BIU, B = 0.73, p = 0.325 and neither was TR*Exp, B = 
-0.14, p = 0.454. This suggests that for every one-unit increase in TR, BIU increased by 
1.19 units. Because the relationship between Exp and BIU and between the interaction 
term TR*Exp and BIU were not statistically significant, Exp does not moderate the 
relationship. 
 
Limitations 
Every effort was made to ensure that the theoretical development and 
implementation of this study followed scientific rigor. However, as with any study, there 
are some limitations that should be disclosed. First, a truly random sample of all students 
taking MIS 2100 is a limitation in this study due to the short time frame needed to 
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complete the study. Additionally, since there was not enough variation in age, that 
portion of the study could not statistically be analyzed. However, future studies could be 
used to collect, analyze, and compare to the original results of this study to explore the 
possibility of significant differences between the samples and to explore the impact of 
age on technology acceptance and use.  
As a result, it is conceded that generalization to all students is limited. Despite this 
caveat, the exploratory nature of this study, which merges technology acceptance with 
prominent training paradigms, still provides valuable insight and provides a basis for 
further research evaluating these constructs with the preferred random sampling 
methodology. 
 Second, the data from the studies was entirely self-reported, which can result in 
somewhat subjective data. To minimize the effects of this limitation, the survey 
instrument was pilot tested with the organization’s administrative staff and with multiple 
pilot groups as previous outlined and redundant questioning was used to help mitigate 
risks to external validity.  
While some researchers discount the value of Kirkpatrick’s level one evaluation 
of TR because of its simplistic and systematic nature and that it primarily measures 
reactions (Bassi et al., 1996) rather than real actions, this study found a significant benefit 
to these reactions. Reactions are easy to collect and 92% of organizations reported use 
TR to evaluate their learning in a joint study conducted by the American Society for 
Training and Development (ASTD) and the Institute for Corporate Productivity in 2009 
(Patel, 2010). This suggests that the likelihood that organizations would apply the 
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findings of this study is high, since they are already collecting TR.  
Finally, since this study did not confirm the original UTAUT model, some caution 
must be used in evaluating the proposed EUTAUT that adds training to the initial model. 
These inconsistent results between the UTAUT indicate more research is needed in this 
area to further refine an optimal tool for organizations to evaluate information systems 
implementations according to sound methodological practices. However, when coupling 
the findings of this study with the study by Marler et al. (2006) discussed in the literature 
review, it creates exciting opportunities for future research and researches are one step 
closer to a more precise model to predict technology acceptance in relation to training 
paradigms. 
 
Conclusions and Recommendations 
 
 Despite the staggering estimates of nearly $150 billion wasted every year in failed 
information system implementations in the U.S. alone, and nearly the same amount in the 
European Union (Dalcher & Genus, 2003), organizations continue to invest heavily in 
technology related solutions (Goldfinch, 2007) to try and gain a competitive advantage, 
improve efficiency, and streamline operations. Such a pitiful track record cannot help but 
weigh heavily on any logical manager, accountant, or analyst.  
 While the root causes for these failures often vary by size and type of 
implementation, two frequently reoccurring themes emerge: (1) poor management of the 
implementation and (2) lack of user acceptance. As a result, organizations are constantly 
seeking resources that might mitigate these implementation risks. Over the last few 
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decades, this has led to the rise of several TAMs. These models attempt to explain the 
reasons for implementation failures due to a lack of user acceptance.  
An analysis of the data gathered from the responses of the survey instruments 
facilitated the following conclusions. First, the overall model fit was good when just the 
pre-training and just the post-training data was evaluated, but among the individual 
constructs, only Performance Expectancy and TR were significant.  
Since in both this study, and the study by Marler et al. (2006) where TR construct 
was also used on the TAM, a high confidence in the value of including TR in the study is 
warranted. In fact, by including TR, it may be possible to simplify the data collection and 
eliminate some of the other variables suggested by the UTAUT model. Additional studies 
testing this hypothesis would greatly contribute to the theoretical knowledge base. 
 Furthermore, in this study the relationship between TR and BIU information 
technology was suggested to be partially mediated by facilitating conditions, but not fully 
mediated. This further validates the importance of including TR as a construct in addition 
to, or as a replacement for Facilitating Conditions. Since Facilitating Conditions was not 
found to be significant in this case, but was significant in the original UTAUT study, this 
discrepancy warrants further confirmation from other studies to identify, the more 
accurate position. 
Surprisingly, this study did not completely validate the original UTAUT model. 
While performance expectancy was validated, social influence, effort expectancy, and 
facilitating conditions were not validated. Nor were any of the moderating effects 
validated. This can have negative and positive connotations.  
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On the one hand, if accurate results can still be obtained with a simpler model, 
costs of collecting that data and response rates can be decreased. However, if the more 
parsimonious model yields less reliable results, it is likely most organizations would 
agree that the tradeoff is not worth it. As history has shown, the TAM was so 
parsimonious that the majority of researchers felt the need to add additional models to 
increase the reliability. These additional models brought complexity and a lack of a 
standard model to apply to a wide array of scenarios.  
The UTAUT model sought to bring uniformity to the various models that were 
added to the TAM to simplify implementation. While the initial purpose of this study was 
simply to increase the accuracy by only adding one additional construct, the results 
suggest that it may be possible to still expand upon the TAM, but simplify the UTAUT to 
better balance the tradeoff between simple versus reliable results. This could prove to be 
the panacea for organizations to further decrease data collection costs while maintaining 
reliability. Once again, additional studies that include TR would prove invaluable in 
confirming or rejecting this hypothesis of a simpler UTAUT model.  
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Table A1 
TAM Studies Methodological Detail 
Author  Software  Sample size  Model used 
Davis et al. [8]  Text-editor  107 full time MBA students  TAM + TRA  
Davis [9]  E-mail, text-editor  112 professionals and 
managers  
TAM  
Mathieson 
[20]  
Spreadsheet  262 students course intro-
management  
TAM + TPB  
Davis et al. 
[10]  
Writeone, chartmaster  200 and 40 MBA students  TAM, TAM  
Subramanian 
[24]  
Voice mail system, 
customer dial-up 
system 
75 and 104 subjects  TAM  
Taylor and 
Todd [26]  
University computing, 
resource center, 
business school 
student 
786 students  TAM + subjective norm + 
perceived behavioral 
control 
Taylor and 
Todd [27]  
University computing, 
resource center, 
business school 
student 
786 students  TAM + TPB + 
decomposed TPB  
Keil et al. [18]  Configuration 
software  
118 salespersons  TAM  
Szajna [25]  Electronic mail  61 graduate students  TAM  
Chau [6]  Case  2500 IT professionals  TAM modified for long- 
and short-term usefulness  
Davis et al. 
[28]  
Three experiences 
with six software  
Total of 108 students  TAM model of 
antecedents of perceived 
ease of use  
Jackson et al. 
[16]  
Spreadsheet, database, 
word processor, 
graphics 
244, 156, 292, 210 students  TAM validation of 
perceived usefulness and 
ease of use instruments 
(each six items tools) 
Igbaria and 
Craig [15]  
Personal computing  596 PC users  TAM in small firms  
Bajaj et al. [5]  Debugging tool  25 students  TAM + loop back 
adjustments  
Gefen and 
Keil [13]  
Configuration 
software  
307 salesman  TAM testing for effect of 
perceived developers 
responsiveness 
(table continues)
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Author  Software  Sample size  Model used 
Aganval and 
Prasad [2]  
Word processing 
spreadsheet graphics  
205 users of a Fortune100 
company  
TAM testing for 
individual differences  
Lucas and 
Spitler [19]  
Multifunctional 
workstation  
54 brokers, 8 1 sales assistant 
of financial company 
TAM + social norms and 
perceived system quality  
Straub et al. 
[17]  
Microsoft windows 
3.1  
77 potential adopters, 153 
users in a corporation 
Adaptation of TAM + 
subjective norms  
Hu et al. [14]  Telemedicine software 407 physicians  TAM  
Dishaw and 
Strong [11]  
Software maintenance 
tools  
60 maintenance projects in 
three Fortune50 firms, no 
indications of the number of 
subjects 
TAM and task technology 
fit  
Venkatesh & 
Davis [29]  
Four different systems 
in four organizations 
48 floor supervisors, 50 
members of personal fin. 
services, 51 small acctg firm 
employees, 51 small 
investment banking employees 
Extension of TAM 
including subjective 
norms and task 
technology fit 
Venkatesh & 
Morris [30] 
Data and information 
retrieval  
342 workers  TAM + subjective norms, 
gender and experience  
Note. Reference citation numbers in this table correspond to references in Legris et al. (2003, p. 194). 
Reprinted with permission (see Appendix H). 
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Table B1 
Frequency of Relations 
Relation 
PEOU 
&  
PU 
PU 
& 
AT 
PEOU
& 
AT 
PU 
&  
BI 
PEOU
& 
BI 
AT 
& 
BI 
AT 
& 
U 
BI  
& 
U 
PEOU
& 
U 
PU 
& 
U 
Positive 21 12 10 16 10 7 3 10 4 8 
Nonsignificant  5 1 3 3 3 4 0 1 5 5 
Negative 0 1 0 0 0 0 0 0 0 0 
Not tested  2 14 15 9 15 17 25 17 19 15 
Note. PEOU = Perceived Ease of Use. PU = Perceived Usefulness. AT = Attitude toward Using. BI = Behavioral Intent to Use. U = 
Actual System Usage. (N = 28). (Legris et al., 2003, p. 196). Reprinted with permission (See Appendix H). 
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Table C1 
Summary of Research Findings 
Article  Finding  
Davis [8,9]  TAM fully mediated the effects of system characteristics on use behavior, 
accounting for 36% of the variance in use. Perceived usefulness was 50% more 
influential than ease in determining use. 
Davis et al. [10]  Perceived usefulness predicts intentions to use whereas perceived ease of use is 
secondary and acts through perceived usefulness. Attitudes have little impact 
mediating between perceptions and intention to use. Relatively simple models can 
predict acceptance 
Mathieson [20]  Both models (TAM and TRA) predict intentions to use well. TAM is easier to 
apply, but provides only general information. TPB provides more specific 
information for developers. 
Davis et al. [10]  Together, usefulness and enjoyment explained 62% (study 1) and 75% (study 2) of 
the variance in use intentions. Usefulness and enjoyment were found to mediate 
fully the effects on use intentions of perceived output quality and perceived ease of 
use. A measure of task importance moderated the effects of ease of use and output 
quality on usefulness but not enjoyment. 
Subramanian [24]  Perceived usefulness and not ease of use is a determinant of predicted future use  
Taylor and Todd 
[26,27]  
Modified TAM explains use for both experienced and inexperienced users. 
Stronger link between behavioral intention and behavior for experienced users. 
Antecedent variables predict inexperienced user’s intentions better 
Taylor and Todd 
[26,27]  
All models performed well based on fit and explanation of behavior. TPB provides 
a fuller understanding of intentions to use In TAM attitudes are not significant 
predictors of intention to use 
Keil et al. [18]  Usefulness is a more important factor than ease of use in determining system use 
Ask/tool fit plays a role in shaping perceptions of whether or not a system is easy 
to use  
Szajna [25]  Questions self-report measures vs. actual measurement of use. Experience 
component may be important in TAM 
Chau [6]  Findings indicate that ease of use has the largest influence on software acceptance  
Davis et al. [28]  Individual’s perception of a particular system’s ease of use is anchored to her or 
his general computer self- efficacy at all times Objective usability has an impact 
on ease of use perceptions about a specific system only after direct experience with 
the system 
Jackson et al. [16]  Direct effect of situational involvement on behavioral intention as well as attitude 
is significant in the negative direction Attitude seems to play a mediating role 
Intrinsic involvement plays a significant role in shaping perceptions  
(table continues)
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Article  Finding  
Igbaria et al. [15]  Perceived ease of use is a dominant factor in explaining perceived usefulness and 
system use, and PU has a strong effect on use. Exogenous variables influence both 
PEOU and PU particularly management support and external support Relatively 
little support was found for the influence of both internal support and internal 
training 
Bajaj and 
Nidumolu [5] 
Gefen and Keil 
[13]  
Past use apparently influences the ease of use of the system and is a key factor in 
determining future use Proposes that IS managers can influence both the perceived 
usefulness and the perceived ease of use of an IS through a constructive social 
exchange with the user  
Agarwal and 
Prasad [.2] 
It appears that there may be nothing inherent in individual differences that strongly 
determines acceptance (use). Identifies several individual difference variables 
(level of education, extent of prior experiences, and participation in training) that 
have significant effects on TAM’S beliefs.  
Lucas and Spitler 
[19]  
Field setting, organizational variables such as social norms and the nature of the 
job are more important in predicting use of the technology than are user’s 
perceptions of the technology  
Karahanna et al. 
[17]  
Pre-adoption attitude is based on perceptions of usefulness, ease of use, result 
demonstrability, visibility and tri-ability Post-adoption attitude is only based on 
instrumental beliefs of usefulness and perceptions of image enhancements  
Hu et al. [14]  TAM was able to provide a reasonable depiction of user’s intention to use 
technology Perceived usefulness was found to be a significant determinant of 
attitude and intention Perceived ease of use was not a significant determinant  
Dishaw and 
Strong [11]  
Suggests an integration of TAM and task-technology fit constructs Integrated 
model leads to a better understanding of choices about using IT  
Venkatesh and 
Davis (28,291  
The extended model accounted for 40% of the variance in usefulness perceptions 
and 34-52% of the variance in use intentions. Both social influence process 
(subjective norm, voluntariness, and image) and cognitive instrumental processes 
(job relevance, output quality, result demonstrability, and perceived ease of use) 
significantly influenced user acceptance 
Venkatesh and 
Morris [30]  
Compared to women, men’s technology use was more strongly influenced by their 
perceptions of usefulness Women were more strongly influenced by perceptions of 
ease of use and subjective norms, although the effect of subjective norms 
diminished over time  
Note. Reference citation numbers in this table correspond to references in Legris et al. (2003, p. 200-201). 
Reprinted with permission (see Appendix H). 
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Pre-Training Survey: Training Reactions in Technology Acceptance and Use 
INFORMED CONSENT 
 
Introduction/ Purpose: Matt Harris, Ph.D. Candidate under the direction of Dr. Robert Mills in the 
Management Information Systems Department at Utah State University is conducting a research study to 
find out more about training reactions in technology acceptance. You have been asked to take part because 
you will receive training on the application of structured query language (SQL). There will be approximately 
150 total participants in this research. 
 
Procedures: This survey and the one at the end of the training module should each not take you more than 
5 or 10 minutes to complete. By clicking below, I indicate I have freely chosen to participate in the Utah 
State University’s voluntary, anonymous research survey designed to provide information about the effects 
of training reactions on technology acceptance and use. This survey is done over the Internet using drop-
down list and check box format. I agree to permit the Utah State University’s Principle Investigators, 
Collaborators, and Staff, to obtain, use, and disclose the anonymous information provided as described 
below. 
 
Risks: There are no anticipated risks involved with this study outside the potential discomfort associated 
with completing anonymous survey instruments. 
 
Benefits: There may or may not be any direct benefit to you from these procedures. The investigator, 
however, may learn more about how participant’s reactions to training impact the acceptance and use of a 
new technology. This could result in improved training for future technology implementations.  
 
Explanation & offer to answer questions: If you have other questions or research-related problems, you 
may reach Dr. Robert Mills at 435-797-7480 or bob.mills@usu.edu or Matt Harris at 563-425-5253 or 
harrism@uiu.edu.  
 
Voluntary nature of participation and right to withdraw without consequence: Participation in this 
research is entirely voluntary. You may refuse to participate or withdraw at any time without consequence or 
loss of benefits. You may be withdrawn from this study without your consent by the investigator if a generally 
accepted statistical method suggests exclusion would provide more accuracy to the research study.  
 
IRB Approval Statement: The Institutional Review Board for the protection of human participants at USU 
has approved this research study. If you have any pertinent questions or concerns about your rights or a 
research-related injury, you may contact the IRB Administrator at (435) 797-0567 or email irb@usu.edu. If 
you have a concern or complaint about the research and you would like to contact someone other than the 
research team, you may contact the IRB Administrator to obtain information or to offer input. 
 
Payment/Compensation: No compensation will be made for completing these surveys. 
 
Copy of consent: Please print this consent form if you desire to retain a copy for your files. A copy of this 
form can also be obtained by contacting Dr. Robert Mills at 435-797-7480 or bob.mills@usu.edu or Matt 
Harris at 563-425-5253 or harrism@uiu.edu.  
 
Signature of Participant * 
By clicking below, I freely provide consent and acknowledge my rights as a voluntary research participant as 
outlined above and provide consent to USU to use my information in evaluating technology training 
programs. 
 
 
 
Instructions: The following questions ask you to rate your level of agreement or disagreement to a 
statement about your expectations regarding the application of structured query language (SQL) for which 
you will receive training. Please rank your level of agreement or disagreement by clicking the option that 
best describes your reaction to the statement.  
I accept I decline
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 Strongly Disagree 
Somewhat 
Disagree 
Neither 
Agree nor 
Disagree 
Somewhat 
Agree 
Strongly 
Agree 
1. I expect I will find the technology useful. 
  
2. I expect using the technology will enable 
me to accomplish tasks more quickly.      
3. I expect using the technology will 
increase my productivity.      
4. I expect my interaction with the 
technology will be clear and 
understandable.      
5. I expect it will be easy for me to become 
skillful at using the technology.      
6. I expect I will find the technology easy to 
use.      
7. I expect learning to operate the 
technology will be easy for me.       
8. People who are influential or important 
to me in my major think that I should use 
the technology.      
9. I expect faculty will be helpful in the use 
of the technology.      
10. In general, I expect the university will 
support the use of the technology.      
11. I expect I will have the resources 
necessary to use the technology.      
12. I expect I will have the knowledge 
necessary to use the technology.      
13. I expect the technology will be 
compatible with other systems I use.      
14. I expect a specific person (or group) will 
be available for assistance with 
difficulties related to the technology.      
15. I intend to use the technology as soon 
as I can.      
16. During the next few months, I plan to 
practice using the technology.      
17. I expect I will enjoy the training sessions 
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 Strongly Disagree 
Somewhat 
Disagree 
Neither 
Agree nor 
Disagree 
Somewhat 
Agree 
Strongly 
Agree 
overall. 
18. I expect I will be satisfied with my level 
of learning from the training sessions.      
19. I expect the training sessions will meet 
my expectations      
 
Demographics: Please tell us about yourself to help us understand differences in the previous questions. 
Remember all responses are confidential. 
 
 
29 or 
younger 
30-39 40-49 50-59 60 or over 
20. Age 
 
 Male Female 
21. Gender 
 
 
22. Time in current major – years _________ 
23. Time in current major – months  
Only use to record partial year. _________ 
  
Beginner 
Below 
Average Average 
Above 
Average Expert 
24. Computer Experience 
 
25. Education completed (select the highest level that applies) 
 High School 
 Some undergraduate 
 Associate’s degree 
 Bachelor’s degree 
 Some graduate 
 Master’s degree 
 Doctoral degree 
 
ID number: ____________This field is only used to match up pre and post training results. This information 
will be completely removed by a third party prior to delivery to anyone involved in this research project. 
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Post-training Survey - Training Reactions in Technology Acceptance & Use  
INFORMED CONSENT 
 
Introduction/ Purpose: Matt Harris, Ph.D. Candidate under the direction of Dr. Robert Mills in the 
Management Information Systems Department at Utah State University is conducting a research study to 
find out more about training reactions in technology acceptance. You have been asked to take part because 
you received training on the application of structured query language (SQL). There will be approximately 150 
total participants in this research. 
 
Procedures: This survey should not take you more than 5 or 10 minutes to complete. By clicking below, I 
indicate I have freely chosen to participate in the Utah State University’s voluntary, anonymous research 
survey designed to provide information about the effects of training reactions on technology acceptance and 
use. This survey is done over the Internet using drop-down list and check box format. I agree to permit the 
Utah State University’s Principle Investigators, Collaborators, and Staff, to obtain, use, and disclose the 
anonymous information provided as described below. 
 
Risks: There are no anticipated risks involved with this study outside the potential discomfort associated 
with completing anonymous survey instruments. 
 
Benefits: There may or may not be any direct benefit to you from these procedures. The investigator, 
however, may learn more about how participant’s reactions to training impact the acceptance and use of a 
new technology. This could result in improved training for future technology implementations.  
 
Explanation & offer to answer questions: If you have other questions or research-related problems, you 
may reach Dr. Robert Mills at 435-797-7480 or bob.mills@usu.edu or Matt Harris at 563-425-5253 or 
harrism@uiu.edu.  
 
Voluntary nature of participation and right to withdraw without consequence: Participation in this 
research is entirely voluntary. You may refuse to participate or withdraw at any time without consequence or 
loss of benefits. You may be withdrawn from this study without your consent by the investigator if a generally 
accepted statistical method suggests exclusion would provide more accuracy to the research study.  
 
IRB Approval Statement: The Institutional Review Board for the protection of human participants at USU 
has approved this research study. If you have any pertinent questions or concerns about your rights or a 
research-related injury, you may contact the IRB Administrator at (435) 797-0567 or email irb@usu.edu. If 
you have a concern or complaint about the research and you would like to contact someone other than the 
research team, you may contact the IRB Administrator to obtain information or to offer input. 
 
Payment/Compensation: No compensation will be made for completing these surveys. 
 
Copy of consent: Please print this consent form if you desire to retain a copy for your files. A copy of this 
form can also be obtained by contacting Dr. Robert Mills at 435-797-7480 or bob.mills@usu.edu or Matt 
Harris at 563-425-5253 or harrism@uiu.edu.  
 
Signature of Participant * 
By clicking below, I freely provide consent and acknowledge my rights as a voluntary research participant as 
outlined above and provide consent to USU to use my information in evaluating technology training 
programs. 
 
  I accept I decline
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Instructions: This survey differs from the previous survey in that it is intended to measure any changes in 
your perceptions as a result of the training. As a result, many of the questions will be similar to the previous 
survey. Please rate your level of agreement or disagreement to a statement about your expectations 
regarding the application of structured query language (SQL) now that you have received the training. 
Please rank your level of agreement or disagreement by clicking the option that best describes your reaction 
to the statement. 
 
 
IMPORTANT: ID number: _____________ (Please enter the same ID you did on the pre-training 
survey). This information will be completely removed by a third party prior to delivery to anyone involved in 
this research project. 
 Strongly Disagree 
Somewhat 
Disagree 
Neither 
Agree nor 
Disagree 
Somewhat 
Agree 
Strongly 
Agree 
1. I expect I will find the technology useful. 
  
2. I expect using the technology will enable 
me to accomplish tasks more quickly.      
3. I expect using the technology will 
increase my productivity.      
4. I expect my interaction with the 
technology will be clear and 
understandable.      
5. I expect it will be easy for me to become 
skillful at using the technology.      
6. I expect I will find the technology easy to 
use.      
7. I expect learning to operate the 
technology will be easy for me.       
8. People who are influential or important 
to me in my major think that I should use 
the technology.      
9. I expect faculty will be helpful in the use 
of the technology.      
10. In general, I expect the university will 
support the use of the technology.      
11. I expect I will have the resources 
necessary to use the technology.      
12. I expect I will have the knowledge 
necessary to use the technology.      
13. I expect the technology will be 
compatible with other systems I use.      
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 Strongly Disagree 
Somewhat 
Disagree 
Neither 
Agree nor 
Disagree 
Somewhat 
Agree 
Strongly 
Agree 
14. I expect a specific person (or group) will 
be available for assistance with 
difficulties related to the technology.      
15. I intend to use the technology as soon 
as I can.      
16. During the next few months, I plan to 
practice using the technology.      
17. I enjoyed the training sessions overall. 
  
18. I was satisfied with my level of learning 
from the training sessions.      
19. The training sessions met my 
expectations.       
20. What is your level of experience with 
SQL prior to the training you received in 
this course?      
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Appendix F 
Summary of Pre- and Post-Training Changes
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Table F1 
Summary of Pre-Training Survey Changes 
Pilot pre-training survey questions Final pre-training survey questions Comments 
1. I expect I will find the system 
useful in my job. 
1. I expect I will find the 
technology useful. 
System was replaced with 
technology and the part about the 
job was dropped. 
2. I expect using the system will 
enable me to accomplish tasks 
more quickly.  
2. I expect using the technology 
will enable me to accomplish 
tasks more quickly. 
System was replaced with 
Technology. 
3. I expect using the system will 
increase my productivity. 
3. I expect using the technology 
will increase my productivity. 
System was replaced with 
technology. 
4. I expect my interaction with 
the system will be clear and 
understandable.  
4. I expect my interaction with 
the technology will be clear 
and understandable. 
System was replaced with 
technology. 
5. I expect it will be easy for me 
to become skillful at using the 
system.  
5. I expect it will be easy for me 
to become skillful at using the 
technology. 
System was replaced with 
technology. 
6. I expect I will find the system 
easy to use. 
6. I expect I will find the 
technology easy to use. 
System was replaced with 
technology. 
7. I expect learning to operate the 
system will be easy for me. 
7. I expect learning to operate the 
technology will be easy for 
me. 
System was replaced with 
technology. 
8. People who are influential or 
important to me think that I 
should use the system. 
8. People who are influential or 
important to me in my major 
think that I should use the 
technology. 
Clarified people was meant to refer 
to those in their major and system 
was replaced with technology. 
9. I expect senior management 
will be helpful in the use of the 
system. 
9. I expect faculty will be helpful 
in the use of the technology. 
Replaced senior management with 
faculty and system was replaced 
with technology. 
10. In general, I expect the 
organization will support the 
use of the system. 
10. In general, I expect the 
university will support the use 
of the technology. 
Replaced organization with 
university and system was replaced 
with technology. 
11. I expect I will have the 
resources necessary to use the 
system.  
11. I expect I will have the 
resources necessary to use the 
technology. 
System was replaced with 
technology. 
12. I expect I will have the 
knowledge necessary to use 
the system.  
12. I expect I will have the 
knowledge necessary to use 
the technology. 
System was replaced with 
technology. 
13. I expect the system will be 
compatible with other systems 
I use. 
13. I expect the technology will be 
compatible with other systems 
I use. 
System was replaced with 
technology. 
(table continues) 
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Pilot pre-training survey questions Final pre-training survey questions Comments 
14. I expect a specific person (or 
group) will be available for 
assistance with system 
difficulties. 
14. I expect a specific person (or 
group) will be available for 
assistance with difficulties 
related to the technology. 
System was replaced with 
technology. 
15. I intend to use the system as 
soon as I can. 
15. I intend to use the technology 
as soon as I can. 
System was replaced with 
technology. 
16. During the next few months, I 
plan to practice using the 
system. 
16. During the next few months, I 
plan to practice using the 
technology. 
System was replaced with 
technology. 
17. I expect I will enjoy the 
training sessions overall. 
17. I expect I will enjoy the 
training sessions overall. 
No change 
18. I expect I will be satisfied with 
my level of learning from the 
training sessions. 
18. I expect I will be satisfied with 
my level of learning from the 
training sessions. 
No change 
19. I expect the training sessions 
will meet my expectations. 
19. I expect the training sessions 
will meet my expectations 
No change 
20. Age_________ 20. Five Age intervals were 
created 
Age was converted to a scale to 
encourage better responses 
21. Gender 21. Gender No change 
22. Time in current job 22. Time in current major Job was changed to major 
23. I feel secure in my own 
computer abilities for most 
tasks required of me. 
23. Computer Experience Question was replaced with simpler 
well validated demographic 
question with a symmetric and 
equidistant scale ranging from 
Beginner to Expert. 
24. Education Completed 24. Education completed No change 
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Table F2 
Summary of Post-Training Survey Changes 
Pilot post-training survey questions Final post-training survey questions Comments 
1. I expect I will find the system 
useful in my job. 
1. I expect I will find the 
technology useful. 
System was replaced with 
technology and the part about the 
job was dropped. 
2. I expect using the system will 
enable me to accomplish tasks 
more quickly.  
2. I expect using the technology 
will enable me to accomplish 
tasks more quickly. 
System was replaced with 
Technology. 
3. I expect using the system will 
increase my productivity. 
3. I expect using the technology 
will increase my productivity. 
System was replaced with 
technology. 
4. I expect my interaction with 
the system will be clear and 
understandable.  
4. I expect my interaction with 
the technology will be clear 
and understandable. 
System was replaced with 
technology. 
5. I expect it will be easy for me 
to become skillful at using the 
system.  
5. I expect it will be easy for me 
to become skillful at using the 
technology. 
System was replaced with 
technology. 
6. I expect I will find the system 
easy to use. 
6. I expect I will find the 
technology easy to use. 
System was replaced with 
technology. 
7. I expect learning to operate the 
system will be easy for me. 
7. I expect learning to operate the 
technology will be easy for 
me. 
System was replaced with 
technology. 
8. People who are influential or 
important to me think that I 
should use the system. 
8. People who are influential or 
important to me in my major 
think that I should use the 
technology. 
Clarified people was meant to refer 
to those in their major and system 
was replaced with technology. 
9. I expect senior management 
will be helpful in the use of the 
system. 
9. I expect faculty will be helpful 
in the use of the technology. 
Replaced senior management with 
faculty and system was replaced 
with technology. 
10. In general, I expect the 
organization will support the 
use of the system. 
10. In general, I expect the 
university will support the use 
of the technology. 
Replaced organization with 
university and system was replaced 
with technology. 
11. I expect I will have the 
resources necessary to use the 
system.  
11. I expect I will have the 
resources necessary to use the 
technology. 
System was replaced with 
technology. 
12. I expect I will have the 
knowledge necessary to use 
the system.  
12. I expect I will have the 
knowledge necessary to use 
the technology. 
System was replaced with 
technology. 
13. I expect the system will be 
compatible with other systems 
I use. 
13. I expect the technology will be 
compatible with other systems 
I use. 
System was replaced with 
technology. 
(table continues) 
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Pilot post-training survey questions Final post-training survey questions Comments 
14. I expect a specific person (or 
group) will be available for 
assistance with system 
difficulties. 
14. I expect a specific person (or 
group) will be available for 
assistance with difficulties 
related to the technology. 
System was replaced with 
technology. 
15. I intend to use the system as 
soon as I can. 
15. I intend to use the technology 
as soon as I can. 
System was replaced with 
technology. 
16. During the next few months, I 
plan to practice using the 
system. 
16. During the next few months, I 
plan to practice using the 
technology. 
System was replaced with 
technology. 
17. I enjoyed the training sessions 
overall. 
17. I expect I will enjoy the 
training sessions overall. 
No change 
18. I was satisfied with my level 
of learning from the training 
sessions. 
18. I expect I will be satisfied with 
my level of learning from the 
training sessions. 
No change 
19. The training sessions met my 
expectations. 
19. I expect the training sessions 
will meet my expectations 
No change 
20. N/A 20. What is your level of 
experience with SQL prior to 
the training you received in 
this course? 
New questioned added to control 
for previous training on the 
technology. 
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Chain of Evidence
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Table G1 
Chain of Evidence 
Research question Hypothesis Survey questions 
1. Do training reactions 
impact behavioral 
intention to use 
information technology? 
Hypothesis 1. Positive training 
reactions will be positively 
related to behavioral intention 
to use information technology. 
TR1. I expect I will enjoy the training sessions 
overall. 
TR2. I expect I will be satisfied with my level of 
learning from the training sessions. 
TR3. I expect the training sessions will meet my 
expectations 
BIU1. I intend to use the system as soon as I can. 
BIU2. During the next few months, I plan to 
practice using the system. 
2. Is the relationship 
between training 
reactions and facilitating 
conditions and 
behavioral intention to 
use information 
technology mediated by 
facilitating conditions? 
 
Hypothesis 2. Facilitating 
conditions will not mediate 
the relationship between 
training reactions and the 
behavioral intention to use 
information technology. 
 
TR1. I expect I will enjoy the training sessions 
overall. 
TR2. I expect I will be satisfied with my level of 
learning from the training sessions. 
TR3. I expect the training sessions will meet my 
expectations 
FC1. I expect I will have the resources 
necessary to use the system.  
FC2. I expect I will have the knowledge 
necessary to use the system.  
FC3. I expect the system will be compatible 
with other systems I use. 
FC4. I expect a specific person (or group) will 
be available for assistance with system 
difficulties 
BIU1. I intend to use the system as soon as I can. 
BIU2. During the next few months, I plan to 
practice using the system. 
3. Do performance 
expectancy, effort 
expectancy, and social 
influences affect 
behavioral intention to 
use information 
technology? 
 
Hypothesis 3. Performance 
expectancy, effort expectancy, 
and social influences 
positively affect behavioral 
intentions to use information 
technology. 
 
PE1. I expect I will find the system useful in my 
job. 
PE2. I expect using the system will enable me 
to accomplish tasks more quickly. 
PE3. I expect using the system will increase my 
productivity. 
EE1. I expect my interaction with the system 
will be clear and understandable.  
EE2. I expect it will be easy for me to become 
skillful at using the system.  
EE3. I expect I will find the system easy to use. 
EE4. I expect learning to operate the system 
will be easy for me. 
SI1. People who are influential or important to 
me think that I should use the system.  
SI2. People who are influential or important to 
me think that I should use the system. 
SI3. I expect senior management will be 
helpful in the use of the system. 
SI4. In general, I expect the organization will 
support the use of the system  
(table continues) 
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Research question Hypothesis Survey questions 
BIU1. I intend to use the system as soon as I can. 
BIU2. During the next few months, I plan to 
practice using the system. 
4. Do gender, age, and 
experience moderate the 
relationship between 
training reactions and 
the behavioral intention 
to use information 
technology? 
 
Hypothesis 4a. Gender will 
not moderate the relationship 
between training reactions and 
the behavioral intention to use 
information technology. 
 
G1. Gender 
TR1. I expect I will enjoy the training sessions 
overall. 
TR2. I expect I will be satisfied with my level of 
learning from the training sessions. 
TR3. I expect the training sessions will meet my 
expectations 
BIU1. I intend to use the system as soon as I can. 
BIU2. During the next few months, I plan to 
practice using the system. 
Hypothesis 4b. Age and 
experience will positively 
moderate the relationship 
between training reactions and 
the behavioral intention to use 
information technology. 
 
A1. Age 
E1.  I feel secure in my own computer abilities 
for most tasks required of me. 
TR1. I expect I will enjoy the training sessions 
overall. 
TR2. I expect I will be satisfied with my level of 
learning from the training sessions. 
TR3. I expect the training sessions will meet my 
expectations 
BIU1. I intend to use the system as soon as I can. 
BIU2. During the next few months, I plan to 
practice using the system. 
Note. TR = Training Reactions; BIU = Behavioral Intention to Use the Technology; FC = Facilitating Conditions; 
PE = Performance Expectancy; EE = Effort Expectancy; SI = Social Influence; G = Gender; A = Age; E = 
Experience. 
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Permission to Reprint Mahmood et al. Table 
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