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E-DILATION OF STRONGLY COMMUTING CP-SEMIGROUPS
(THE NONUNITAL CASE)
ORR MOSHE SHALIT
Abstract. In a previous paper, we showed that every strongly commuting
pair of CP0-semigroups on a von Neumann algebra (acting on a separable
Hilbert space) has an E0-dilation. In this paper we show that if one restricts
attention to the von Neumann algebra B(H) then the unitality assumption
can be dropped, that is, we prove that every pair of strongly commuting CP-
semigroups on B(H) has an E-dilation. The proof is significantly different
from the proof for the unital case, and is based on a construction of Ptak
from the 1980’s designed originally for constructing a unitary dilation to a
two-parameter contraction semigroup.
1. Introduction
Let H be a separable Hilbert space, and let M ⊆ B(H) be a von Neumann
algebra. A CP-semigroup on M is a family P = {Pt}t≥0 of contractive normal
completely positive maps on M satisfying the semigroup property
Ps+t(a) = Ps(Pt(a)) , s, t ≥ 0, a ∈M,
P0(a) = a , a ∈M,
and the continuity condition
lim
t→t0
〈Pt(a)h, g〉 = 〈Pt0(a)h, g〉 , a ∈ M, h, g ∈ H.
ACP-semigroup is called an E-semigroup if each of its elements is a ∗-endomorphism.
A CP-semigroup is called unital if for all t, Pt is a unit preserving map. Unital
CP-semigroups (E-semigroups) are called CP0-semigroups (E0-semigroups). CP0-
semigroups are also referred to sometimes as Markov semigroups. For a thorough
exposition on E-semigroups, containing a serious discussion on CP-semigroups, see
[2].
Given a CP-semigroup P we say that a quadruple (K,u,R, α) is an E-dilation of
P if K is a Hilbert space, u : H → K is an isometry, R is a von Neumann algebra
satisfying u∗Ru =M, and α is an E-semigroup such that
(1) Pt(u
∗bu) = u∗αt(b)u , b ∈ R
for all t ≥ 0. It has been proved by several authors that every CP-semigroup has an
E-dilation: Bhat [3] (see also [5]), SeLegue [13], Bhat–Skeide [6], Muhly–Solel [10]
and Arveson [2] (some of the authors require that P be unital, or thatM = B(H)).
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In [14] we raised the question whether every two-parameter CP0-semigroup has
a (two-parameter) E0-dilation. We showed that given a pair R = {Rt}t≥0 and
S = {St}t≥0 of strongly commuting CP0-semigroups on a von Neumann algebra
M ⊆ B(H), there exists a dilation (K,u,R, α) (minimal in a certain sense), with
K,u, and R as in the previous paragraph and α = {αt}t∈R2+ a two-parameter E0-
semigroup satisfying (1) for all t ∈ R2+, where P is the two-parameter semigroup
given by
P(s,t) = Rs ◦ St.
We postpone the definition of strong commutativity to Section 2 below, but we
mention straight away as an example that if R = {Rt}t≥0 is a CP-semigroup,
S = {St}t≥0 is a semigroup of normal ∗-automorphisms and R and S commute,
then R and S strongly commute.
In this paper we try to drop the unitality assumption on R and S. In order
to do so, we have to restrict attention to the von Neumann algebra M = B(H).
It is interesting that dropping the assumption on unitality forces us to completely
change approximately one-half of the proof, and we have to introduce new methods
for both the algebraic and the analytic parts. Much of the results in this paper
hold for semigroups acting on von Neumann algebras more general than B(H), but
the bottom line – the existence of an E-dilation – is proved only for M = B(H).
It is worth noting that in [4], Bhat showed that given a pair of commuting CP
maps Θ and Φ on B(H), there is a Hilbert space K ⊇ H and a pair of commuting
normal ∗-emdomorphisms α and β acting on B(K) such that
Θm ◦ Φn(u∗bu) = u∗αm ◦ βn(b)u , b ∈ B(K)
for all m,n ∈ N (here u denotes the inclusion of H onto K). Later on Solel, using
a different method, proved this result for commuting CP maps on arbitrary von
Neumann algebras [18]. Neither one of the above results requires strong commuta-
tivity.
Overview of the paper. In Section 2 we give some preliminary material in
product systems of W∗-correspondences, representations of product systems, E-
dilations of CP-semigroups and strong commutation. We also prove a new charar-
cterization of strong commutation in terms of the GNS representations.
Section 3 is a review of our constructions from [14] (which are, in turn, based
on the constructions of Muhly and Solel from [10]), which allow one to represent a
pair of strongly commuting CP-semigroups via a product system representation in
the form of
Rs ◦ St(a) = T˜(s,t)
(
IX((s,t)) ⊗ a
)
T˜ ∗(s,t),
where X = {X((s, t))}(s,t)∈R2+ is a product system of W
∗-correspondences and T is
completely contractive covariant representation of X on H .
In Section 4 we develop a method invented by Ptak to obtain an isometric dilation
of a product system representation over
D
2
+ :=
{(
k
2n
,
m
2n
)
: k,m, n = 0, 1, 2, . . .
}
(Ptak used this method to prove that every two-parameter semigroup of contrac-
tions on a separable Hilbert space has a unitary dilation, see [12]). The results of
this section rely also on two papers of B. Solel, [18] and [19], containing results on
dilations of product system representations over N2.
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Section 5 is devoted to the problem of extending a CP-semigroup φ = {φs}s∈S
parameterized by a dense subsemigroup S ⊆ R+ to a CP-semigroup φˆ = {φˆt}t≥0
parameterized by R+. Using some ideas of SeLegue [13] and Arveson [2], we show
that for a certain class of von Neumann algebras, including B(H), such an extension
always exists.
The construction of an E-dilation to a given CP-semigroup is done in Section
6, by using the results from Sections 3–5. It is noteworthy that, due to the non-
unitality of the CP-semigroup, this part of the proof is considerably trickier than
the analogous part in the proof of existence of dilations for unital CP-semigroups.
As a corollary we prove that every pair of commuting CP-semigroups, one of which
is a semigroup of ∗-automorphisms, has a minimal E-dilation.
2. Preliminaries
2.1. C∗/W ∗-correspondences, their products and their representations.
Definition 2.1. Let A be a C∗-algebra. A Hilbert C∗-correspondences over A is
a (right) Hilbert A-module E which carries an adjointable, left action of A.
Definition 2.2. Let M be a W ∗-algebra. A Hilbert W ∗-correspondence over M
is a self-adjoint Hilbert C∗-correspondence E over M, such that the canonical map
from M into the W∗-algebra L(E) (which gives rise to the left action) is normal.
Definition 2.3. Let E be a C∗-correspondence over A, and let H be a Hilbert
space. A pair (σ, T ) is called a completely contractive covariant representation of
E on H (or, for brevity, a c.c. representation) if
(1) T : E → B(H) is a completely contractive linear map;
(2) σ : A→ B(H) is a nondegenerate ∗-homomorphism; and
(3) T (xa) = T (x)σ(a) and T (a · x) = σ(a)T (x) for all x ∈ E and all a ∈ A.
If A is a W ∗-algebra and E is W ∗-correspondence then we also require that σ be
normal.
Given a C∗-correspondence E and a c.c. representation (σ, T ) of E on H , one
can form the Hilbert space E ⊗σ H , which is defined as the Hausdorff completion
of the algebraic tensor product with respect to the inner product
〈x ⊗ h, y ⊗ g〉 = 〈h, σ(〈x, y〉)g〉.
One then defines T˜ : E ⊗σ H → H by
T˜ (x⊗ h) = T (x)h.
Definition 2.4. A c.c. representation (σ, T ) is called isometric if for all x, y ∈ E,
T (x)∗T (y) = σ(〈x, y〉).
(This is the case if and only if T˜ is an isometry.) It is called fully coisometric if T˜
is a coisometry.
Given two Hilbert C∗-correspondences E and F over A, the balanced (or inner)
tensor product E ⊗ F is a Hilbert C∗-correspondence over A defined to be the
Hausdorff completion of the algebraic tensor product with respect to the inner
product
〈x⊗ y, w ⊗ z〉 = 〈y, 〈x,w〉 · z〉 , x, w ∈ E, y, z ∈ F.
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The left and right actions are defined as a·(x⊗y) = (a·x)⊗y and (x⊗y)a = x⊗(ya),
respectively, for all a ∈ A, x ∈ E, y ∈ F . When working in the context of W ∗-
correspondences, that is, if E and F are W*-correspondences and A is a W ∗-
algebra, then E ⊗ F is understood to be the (unique minimal) self-dual extension
of the above construction (see [11]).
Suppose S is an abelian cancellative semigroup with identity 0 and p : X → S is
a family of W ∗-correspondences over A. Write X(s) for the correspondence p−1(s)
for s ∈ S. We say that X is a product system over S if X is a semigroup, p is
a semigroup homomorphism and, for each s, t ∈ S \ {0}, the map X(s) × X(t) ∋
(x, y) 7→ xy ∈ X(s + t) extends to an isomorphism Us,t of correspondences from
X(s)⊗X(t) onto X(s+ t). The associativity of the multiplication means that, for
every s, t, r ∈ S,
(2) Us+t,r
(
Us,t ⊗ IX(r)
)
= Us,t+r
(
IX(s) ⊗ Ut,r
)
.
We also require that X(0) = A and that the multiplications X(0)×X(s)→ X(s)
and X(s)×X(0)→ X(s) are given by the left and right actions of A and X(s).
Definition 2.5. Let H be a Hilbert space, A a W ∗-algebra and X a product system
of Hilbert A-correspondences over the semigroup S. Assume that T : X → B(H),
and write Ts for the restriction of T to X(s), s ∈ S, and σ for T0. T (or (σ, T )) is
said to be a completely contractive covariant representation of X if
(1) For each s ∈ S, (σ, Ts) is a c.c. representation of X(s); and
(2) T (xy) = T (x)T (y) for all x, y ∈ X.
T is said to be an isometric (fully coisometric) representation if it is an isometric
(fully coisometric) representation on every fiber X(s).
Since we shall not be concerned with any other kind of representation, we shall
call a completely contractive covariant representation of a product system simply
a representation.
2.2. CP-semigroups and E-dilations. Let S be a unital subsemigroup of Rk+,
and let M be a von Neumann algebra acting on a Hilbert space H . A CP map is
a completely positive, contractive and normal map onM. A CP-semigroup over S
is a family {Ps}s∈S of CP maps on M such that
(1) For all s, t ∈ S
Ps ◦ Pt = Ps+t ;
(2) P0 = idM;
(3) For all h, g ∈ H and all a ∈M, the function
S ∋ s 7→ 〈Ps(a)h, g〉
is continuous.
A CP-semigroup is called an E-semigroup if it consists of ∗-endomorphisms. A CP
(E) - semigroup is called a CP0 (E0)-semigroup if all its elements are unital.
Definition 2.6. Let M be a von Neumann algebra of operators acting on a Hilbert
space H, and let P = {Ps}s∈S be a CP-semigroup over the semigroup S. An E-
dilation of P (or, simply, a dilation of P ) is a quadruple (K,u,R, α), where K is
a Hilbert space, u : H → K is an isometry, R is a von Neumann algebra satisfying
u∗Ru =M, and α is an E-semigroup over S such that
(3) Ps(u
∗au) = u∗αs(a)u , a ∈ R
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for all s ∈ S.
If (K,u,R, α) is a dilation of P , then (M, P ) is called a compression of (K,u,R, α).
If one identifies M with uMu∗, H with uH , and defines p := uu∗, one may
give the following equivalent definition, which we shall use interchangeably with
definition 2.6: a triple (p,R, α) is called a dilation of P if R is a von Neumann
algebra containing M, α is an E-semigroup on R and p is a projection in R such
that M = pRp and
Ps(pap) = pαs(a)p
holds for all s ∈ S, a ∈ R.
With this change of notation, one easily sees that for all s ∈ S, αs(1−p) ≤ 1−p.
A projection with this property is called coinvariant (for α).
Definition 2.7. Let (K,u,R, α) be an E-dilation of the CP-semigroup P . (K,u,R, α)
is said to be a minimal dilation if there is no multiplicative, coinvariant projection
1 6= q ∈ R such that uu∗ ≤ q, and if
(4) R = W ∗
(⋃
s∈S
αs(uMu
∗)
)
.
In [2] Arveson defines a minimal dilation (for a CP-semigroup over R+) slightly
differently:
Definition 2.8. Let (K,u,R, α) be an E-dilation of the CP-semigroup P . (K,u,R, α)
is said to a minimal dilation if the central support of uu∗ in R is 1, and if (4) holds.
The two definitions have been shown to be equivalent in the case where P is a
CP0-semigroup over R+ ([2], Section 8.9). The following proposition appeared in
[14, Subsection 2.2], where a longer discussion of minimality is presented.
Proposition 2.9. Definition 2.7 holds if 2.8 does.
2.3. Strong commutativity. Let Θ and Φ be CP maps on a von Neumann alge-
bra M⊆ B(H). We define the Hilbert space M⊗ΦM⊗Θ H to be the Hausdorff
completion of the algebraic tensor product M⊗alg M⊗alg H with respect to the
inner product
〈a⊗ b⊗ h, c⊗ d⊗ k〉 = 〈h,Θ(b∗Φ(a∗c)d)k〉.
Definition 2.10. Let Θ and Φ be CP maps on M. We say that they commute
strongly if there is a unitary u :M⊗ΦM⊗Θ H →M⊗ΘM⊗Φ H such that:
(i) u(a⊗Φ I ⊗Θ h) = a⊗Θ I ⊗Φ h for all a ∈M and h ∈ H.
(ii) u(ca⊗Φ b⊗Θ h) = (c⊗ IM ⊗ IH)u(a⊗Φ b⊗Θ h) for a, b, c ∈ M and h ∈ H.
(iii) u(a⊗Φ b⊗Θ dh) = (IM ⊗ IM ⊗ d)u(a⊗Φ b⊗Θ h) for a, b ∈M, d ∈ M
′ and
h ∈ H.
The notion of strong commutation was introduced by Solel in [18]. Note that if
two CP maps commute strongly, then they commute. The appendix of [14] con-
tains many examples of strongly commuting CP maps, and also particular necessary
and sufficient conditions for strong commutativity to hold in particular von Neu-
mann algebras. Let us recall the following characterization due to Solel of strongly
commuting CP maps on M = B(H).
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Let Θ and Φ be two CP maps on B(H). It is well known that there are two
ℓ2-independent row contractions {Ti}
m
i=1 and {Sj}
n
j=1 (m,n may be equal to ∞)
such that for all a ∈ B(H)
(5) Θ(a) =
∑
i
TiaT
∗
i ,
and
(6) Φ(a) =
∑
j
SjaS
∗
j .
Theorem 2.11. ([18, Proposition 5.8]) Let Θ and Φ be CP maps on B(H) given
by (5) and (6) with {Ti}
m
i=1 and {Sj}
n
j=1 ℓ
2-independent row contractions. Θ and
Φ commute strongly if and only if there is an mn×mn unitary matrix
u =
(
u
(k,l)
(i,j)
)
(i,j),(k,l)
such that for all i, j,
(7) TiSj =
∑
(k,l)
u
(k,l)
(i,j)SlTk.
As a simple example, if Φ and Ψ are given by (5) and (6), and Sj commutes with
Ti for all i, j, then Φ and Ψ strongly commute. The following theorem provides us
with many more examples of strong commutativity.
Theorem 2.12. ([14, Proposition 8.1]) If dimH = n < ∞ is a finite dimen-
sional Hilbert space then any two CP maps on B(H) = Mn(C) that commute do so
strongly.
Example 2.13. (A commuting pair of CP maps on B(H) that do not commute
strongly). Let M = B(ℓ2(N)), and identify every operator with its matrix rep-
resentation with respect to the standard basis (here N = {0, 1, 2, . . .}). Let Θ be
the map that takes a matrix to its diagonal, and let Φ be given by conjugation
with the right shift. Θ is a (unital) CP map, Φ is a (non-unital) ∗-endomorphism,
these two maps commute, but not strongly. Indeed, since Φ is an endomorphism,
M⊗Θ M⊗Φ H is spanned by simple tensors A ⊗ I ⊗ h, A ∈ B(H), h ∈ H . But
note that
‖A⊗ I ⊗ e0‖
2 = 〈e0,Φ(Θ(A
∗A))e0〉 = 0 ,
so this space is actually spanned by vectors of the form A⊗I⊗h, A ∈ B(H), h ⊥ e0.
Any such simple tensor is in the span of {Ei,j ⊗ I ⊗ ej+1}i,j∈N, where Ei,j denotes
the usual matrix unit with 1 in the i, j-th place, and zeros elsewhere.
If u :M⊗ΘM⊗ΦH →M⊗ΦM⊗ΘH is a candidate for a unitary that satisfies
the definition of strong commutation, then we must have
u(Ei,j ⊗Θ I ⊗Φ ej+1) = Ei,j ⊗Φ I ⊗Θ ej+1 = I ⊗Φ Ei+1,j+1 ⊗Θ ej+1 ,
because Φ(Ei,j) = Ei+1,j+1. On the other hand, the element I⊗ΦE1,0⊗Θ e0 is not
zero:
‖I ⊗Φ E1,0 ⊗Θ e0‖
2 = 〈e0,Θ(E0,1Φ(I)E1,0)e0〉 = 〈e0, e0〉 = 1 ,
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while it is orthogonal to the image of u:
〈I ⊗Φ E1,0 ⊗Θ e0, I ⊗Φ Ei+1,j+1 ⊗Θ ej+1〉 = 〈e0,Θ(E0,1Φ(I)Ei+1,j+1)e0〉
= 〈e0,Θ(E0,1Ei+1,j+1)e0〉
= 〈e0,Θ(δ1,i+1E0,j+1)e0〉
= δ1,i+1δ0,j+1 = 0 .
So u is not onto, and cannot be a unitary. Thus Θ and Φ do not commute strongly.
2.4. Strong commutativity in terms of the GNS representation. We now
characterize strong commutation using the GNS representation. This characteriza-
tion may be interesting for two reasons. First, it shows that the notion of strong-
commutativity is representation free. Second, it provides the connection between
the work of Bhat and Skeide on dilation of one-parameter CP-semigroups [6], and
the constructions made in this paper and in [14].
Let Θ, Φ and M be as in the previous subsection. We will denote by (E, ξ) and
(F, η) the GNS representations of Θ and Φ, respectively. That is E = M⊗Θ M,
the correspondence formed with the inner product
〈a⊗ b, a′ ⊗ b′〉 = b∗Θ(a∗a′)b′,
ξ = 1 ⊗ 1 and one checks that 〈ξ, aξ〉 = Θ(a) for all a ∈ M. (F, η) is defined
similarly. See section 2.14 in [6].
Proposition 2.14. Θ and Φ commute strongly if and only if there exists a unitary
(bimodule map)
w : E ⊗ F → F ⊗ E
sending ξ ⊗ η to η ⊗ ξ.
Proof. By [14, Lemma 4.3] and the remarks right after, Θ and Φ strongly commute,
i.e. there exists a unitary u as in Definition 2.10, if and only there exists an
isomorphism of M−M-correspondences (a unitary bimodule map)
v :M⊗ΘM⊗ΦM→M⊗ΦM⊗ΘM
such that
v(1 ⊗Θ 1⊗Φ 1) = 1⊗Φ 1⊗Θ 1.
Here M⊗ΘM⊗ΦM is the W
∗-correspondence obtained from the tensor product
using the inner product
〈a⊗ b⊗ c, a′ ⊗ b′ ⊗ c′〉 = c∗Φ(b∗Θ(a∗a′)b′)c′,
with the obvious left and right actions of M1. M⊗ΦM⊗Θ M is defined in the
same way. But
M⊗ΘM⊗ΦM∼= (M⊗ΘM)⊗ (M⊗ΦM) = E ⊗ F
as W ∗-correspondences via the correspondence isomorphism
a⊗Θ b⊗Φ c 7→ (a⊗Θ b)⊗ (1⊗Φ c) .
1Proof: identifyM⊗ΘM⊗Φ H withM⊗ΘM⊗ΦM⊗id H, and find v such that u = v⊗ I.
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Indeed, this is a well defined isometry because it preserves inner products:
〈(a⊗Θ b)⊗ (1⊗Φ c) , (a
′ ⊗Θ b
′)⊗ (1⊗Φ c
′)〉 = 〈1⊗Φ c, b
∗Θ(a∗a′)b′ (1⊗Φ c
′)〉
= c∗Φ(b∗Θ(a∗a′)b′)c′
= 〈a⊗ b⊗ c, a′ ⊗ b′ ⊗ c′〉.
It is onto because the tensor product E⊗F is balanced. It is clear that this map is
a bimodule map. Moreover, this maps sends 1⊗ 1⊗ 1 to ξ⊗ η. Thus, the existence
of an isomorphism v as above is equivalent to the existence of a an isomorphism
w : E ⊗ F → F ⊗ E
sending ξ ⊗ η to η ⊗ ξ. 
2.5. Strong commutativity of CP-semigroups. Let {Rt}t≥0 and {St}t≥0 be
two semigroups of CP maps such that Rs strongly commutes with St for all s, t ≥
0. This means that there is a family {vs,t}(s,t)∈R2+ of isomorphisms between M-
correspondences vs,t :M⊗Rs M⊗St M→M⊗St M⊗Rs M sending I ⊗ I ⊗ I to
I ⊗ I ⊗ I.
Fix s, s′, t ≥ 0. We define an isometry
M⊗Rs+s′ M⊗St M→M⊗Rs M⊗Rs′ M⊗St M
by
a⊗Rs+s′ b⊗St c 7→ a⊗Rs I ⊗Rs′ b⊗St c.
We also define an isometry
M⊗St M⊗Rs+s′ M→M⊗St M⊗Rs M⊗Rs′ M
by
a⊗St b⊗Rs+s′ c 7→ a⊗St b⊗Rs I ⊗Rs′ c.
We make similar definitions with the roles of R and S reversed.
Definition 2.15. Two semigroups of CP maps {Rt}t≥0 and {St}t≥0 are said to
commute strongly if for all (s, t) ∈ R2+ the CP maps Rs and St commute strongly,
and if there is a family {vs,t}(s,t)∈R2+ of isomorphisms of M-correspondences vs,t :
M⊗Rs M⊗St M→M⊗St M⊗Rs M (making the Rs and St commute strongly)
such that for all s, s′, t, t′ ≥ 0 the following diagrams commute
M⊗Rs+s′ M⊗St M
vs+s′,t
−−−−→ M⊗St M⊗Rs+s′ My y
M⊗Rs M⊗Rs′ M⊗St M
(vs,t⊗I)(I⊗vs′,t)
−−−−−−−−−−−→ M⊗St M⊗Rs M⊗Rs′ M
and
M⊗Rs M⊗St+t′ M
vs,t+t′
−−−−→ M⊗St+t′ M⊗Rs My y
M⊗Rs M⊗St M⊗St′ M
(I⊗vs,t′ )(vs,t⊗I)
−−−−−−−−−−−→ M⊗St M⊗St′ M⊗Rs M
where the vertical maps are the isometries from the above discussion.
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Thus, R and S strongly commute if for all s, t ≥ 0 Rs and St commute strongly,
and if this strong commutativty is implemented in a way that is consistent with the
semigroup structures. We note that in [14] we gave a weaker definition of strongly
commuting semigroups, but that definition was too weak. See [15].
We now give some classes of examples of pairs of strongly commuting CP-
semigroups.
Proposition 2.16. Let α = {αt}t≥0, β = {βt}t≥0 be two E-semigroups acting on
M, and assume that for all s, t ≥ 0, αs ◦ βt = βt ◦ αs. Then α and β strongly
commute.
Proof. We construct a family {vs,t}(s,t)∈R2+ as required by Definition 2.15. Note
that in M⊗αs M⊗βt M we have the equality a⊗αs b⊗βt c = a⊗αs I ⊗βt βt(b)c.
Thus, there is an isomorphism vs,t :M⊗αsM⊗βtM→M⊗βtM⊗αsM completely
determined by the mapping
a⊗αs I ⊗βt c 7→ a⊗βt I ⊗αs c.
Clearly, vs,t(I⊗I⊗I) = I⊗I⊗I. We have yet to show that the family {vs,t}(s,t)∈R2+
participates in commutative diagrams as in Definition 2.15. Denote by V the isom-
etry M ⊗αs1+s2 M ⊗βt M → M ⊗αs1 M ⊗αs2 M⊗βt M sending a ⊗ b ⊗ c to
a ⊗ I ⊗ b ⊗ c, and denote by W the similar isometry M ⊗βt M ⊗αs1+s2 M →
M⊗βt M⊗αs1 M⊗αs2 M. For all a, c ∈M, we have
W (vs1+s2,t(a⊗αs1+s2 I ⊗βt c)) = W (a⊗βt I ⊗αs1+s2 c)
= a⊗βt I ⊗αs1 I ⊗αs2 c,
while, on the other hand,
(vs1,t ⊗ I)(I ⊗ vs2,t)(V (a⊗αs1+s2 I ⊗βt c)) = (vs1,t ⊗ I)(I ⊗ vs2,t)(a⊗αs1 I ⊗αs2 I ⊗βt c)
= (vs1,t ⊗ I)(a⊗αs1 I ⊗βt I ⊗αs2 c)
= a⊗βt I ⊗αs1 I ⊗αs2 c.
That establishes one commutative diagram. The other is similar. 
The importance of the above proposition is that it ensures that if {αt}t≥0 and
{βt}t≥0 are an E-dilation of {Rt}t≥0 and {St}t≥0 (a pair of strongly commuting
CP-semigroups), then α and β also commute strongly.
Proposition 2.17. Let α = {αt}t≥0 be a semigroup of normal ∗-automorphisms
on M, and let θ = {θt}t≥0 be a CP-semigroup on M, and assume that for all
s, t ≥ 0, αs ◦ θt = θt ◦ αs. Then α and θ strongly commute.
Proof. The proof is similar to the proof of Proposition 2.16, and is omitted. 
Proposition 2.18. Let T 1 = {T 1t }t≥0 and T
2 = {T 2t }t≥0 be two commuting semi-
groups of contractions in B(H), which are continuous in the strong operator topol-
ogy. For i = 1, 2, let φi be the CP-semigroup defined by
φit(a) = T
i
t aT
i
t
∗
, a ∈ B(H).
Then φ1 and φ2 strongly commute.
Proof. This follows easily from Theorem 2.11. 
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3. Representing strongly commuting CP-semigroups via product
system representations
Let us now recall briefly the constructions of [14] which are the central tool in
our approach to dilations. This approach is due to Muhly and Solel [10]. First we
present the underlying strategy.
3.1. The strategy. Let Θ be a CP-semigroup over a (cancellative, abelian, unital)
semigroup S, acting on a von Neumann algebra M of operators in B(H). The
dilation is carried out in two main steps. In the first step, a product system of
M′-correspondences X over S is constructed, together with a representation (σ, T )
of X on H with σ being the identity representation, such that for all a ∈ M, s ∈ S,
(8) Θs(a) = T˜s
(
IX(s) ⊗ a
)
T˜s
∗
,
where Ts is the restriction of T to X(s).
Lemma 3.1. Let W be completely contractive covariant representation of X on a
Hilbert space G, such that W0 is unital. Then the family of maps
Θs : a 7→ W˜s(IX(s) ⊗ a)W˜
∗
s , a ∈W0(N)
′,
is a semigroup of CP maps (indexed by S) on W0(N)
′. Moreover, if W is an
isometric representation, then Θs is a ∗-endomorphism for all s ∈ S.
Proof. [14, Lemma 6.1] 
Having this Lemma in mind, one sees that a natural way to continue the process
of dilation will be to somehow “dilate” (σ, T ) to an isometric representation. In
previous works, such as [10], [18] and [14], the construction of a minimal isometric
dilation (ρ, V ) (representing X on a Hilbert space K ⊇ H) of the representation
(σ, T ) appearing in equation (8) is the second step of the dilation process. Then it
is shown that if R = ρ(M′)′, and α is defined by
αs(a) := V˜s
(
IX(s) ⊗ a
)
V˜s
∗
, a ∈ R,
then the quadruple (K,u,R, α) is an E-dilation for (Θ,M). (In this context it is
interesting to note Skeide’s paper [17], where this strategy was reversed to prove
the existence of isometric dilation for a representation of a product system over R+,
by dilating the associated one-parameter CP-semigroup).
In the remainder of this paper we shall try to follow the steps mentioned above,
but the difficulties that stem for the fact that our semigroup is not-necessarily unit
preserving will force us to follow a close but different route, which will unravel as
we proceed.
3.2. Construction of the representation. Let M be a von Neumann algebra
acting on a Hilbert space H , let {Rt}t≥0 and {St}t≥0 be two strongly commuting
CP-semigroups on M, and P(s,t) := RsSt. This notation will be fixed for the rest
of the paper. The following is a summary of Section 4.3 in [14].
In [10], Muhly and Solel associate with every CP-semigroup a product system (of
W ∗-correspondences over M′) and a product system representation which repre-
sents it as in (8). Let {E(t)}t≥0, {F (t)}t≥0 denote the product systems associated
with {Rt}t≥0 and {St}t≥0, respectively, and let T
E, TF be the corresponding rep-
resentations. For s, t ≥ 0, we denote by θEs,t and θ
F
s,t the unitaries
θEs,t : E(s)⊗M′ E(t)→ E(s+ t),
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and
θFs,t : F (s)⊗M′ F (t)→ F (s+ t).
For all s, t ≥ 0 one can construct an isomorphism of W ∗-correspondences
(9) ϕs,t : E(s)⊗M′ F (t)→ F (t)⊗M′ E(s),
which are compatible with the semigroup structure as in Definition 2.15. The
isomorphisms {ϕs,t}s,t≥0, together with the identity representations T
E, TF , satisfy
the “commutation” relation:
(10) T˜Es (IE(s) ⊗ T˜
F
t ) = T˜
F
t (IF (t) ⊗ T˜
E
s ) ◦ (ϕs,t ⊗ IH) , t, s ≥ 0.
We define the product system X by
X(s, t) := E(s)⊗ F (t),
and
θ(s,t),(s′,t′) : X(s, t)⊗X(s
′, t′)→ X(s+ s′, t+ t′),
by
θ(s,t),(s′,t′) = (θ
E
s,s′ ⊗ θ
F
t,t′) ◦ (I ⊗ ϕ
−1
s′,t ⊗ I).
For s, t ≥ 0, ξ ∈ E(s) and η ∈ F (t), we define a representation T of X by
T(s,t)(ξ ⊗ η) := T
E
s (ξ)T
F
t (η).
A long and technical proof shows that all of our constructions and assertions above
our make sense and are correct, and we have the following theorem.
Theorem 3.2. ([14, Theorem 4.12]. See also [15]) There exists a two-parameter
product system of M′-correspondences X, and a completely contractive, covariant
representation T of X into B(H), such that for all (s, t) ∈ R2+ and all a ∈ M, the
following identity holds:
(11) T˜(s,t)(IX(s,t) ⊗ a)T˜
∗
(s,t) = P(s,t)(a).
Furthermore, if P is unital, then T is fully coisometric.
Remark 3.3. It is important to note that the above construction depends on the
condition that R and S commute strongly. This condition is used for the existence
of the maps ϕs,t (satisfying Definition 2.15) and in the proof that X is a product
system.
4. Isometric dilation of a product system representation over D2+
If everything was going according to the plans sketched at the beginning of
Subsection 3.1, then the title of this section should have been “Isometric dilation
of a product system representation over R2+”. However, we have finally reached the
point where this work starts to differ significantly from [14]. In [14], since the CP-
semigroup was unital, the product system representation which had to be dilated
was fully coisometric, and this property is crucial for the proof given there for the
existence of an isometric dilation. Fully-coisometric product system representations
are analogous in a way to semigroups of coisometries on a Hilbert space. In the
context of classical dilation theory of contraction semigroups on a Hilbert space
[20], the problem of finding an isometric dilation to a semigroup of coisometries is
relatively easy (see also [7]). Here we will only be able to construct an isometric
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dilation for a product system representation over the set D2+ of positive dyadic
pairs, where
D
2 :=
{(
k
2n
,
m
2n
)
: (k,m) ∈ Z2, n ∈ N
}
is the set of dyadic fractions. This will be sufficient to lead us to our present goal
of dilating a CP-semigroup over R2+, due to some remarkable continuity properties
of CP-semigroups, discussed in the next section.
LetM be a von Neumann algebra, letX be a product system ofM-correspondences
over D2+, and let H be a Hilbert space. Assume that σ is a normal representation
of M on H . We denote by H0 the space of all finitely supported functions f on
D
2
+ such that f(n) ∈ X(n) ⊗σ H , for all n ∈ D
2
+. For any n = (n1, n2) ∈ D
2, we
denote by n+ the element in D
2
+ having max{ni, 0} in its i-th entry, and we denote
n− = n+ − n.
Definition 4.1. Let Φ be a function on D2 such that Φ(n) ∈ B(X(n+)⊗σH,X(n−)⊗σ
H), n ∈ D2. We say that Φ is positive definite if Φ(0) = IM⊗σH and if
(1) For all h ∈ H0 we have∑
m,n∈D2+
〈[
IX(m−(m−n)+) ⊗ Φ(m− n)
]
h(m), h(n)
〉
≥ 0.
(2) Φ(n) = Φ(−n)∗, for all n ∈ D2+.
(3) For all n,∈ D2+, a ∈ M,
Φ(n) (a⊗ IH) = (a⊗ IH)Φ(n).
In item (3) above, (a⊗IH)ξ should be interpreted as σ(a)ξ if ξ ∈ H , ϕX(m)(a)x⊗
h if ξ = x ⊗ h, h ∈ H,x ∈ X(n), for some n 6= 0, and as ab ⊗ h if ξ = b ⊗ h for
b ∈ M, h ∈ H . This will remain our convention throughout.
We note that the proof of Theorem 3.5 in [19] implies the following fact: if Φ is
a positive definite function on X as above, then there exists a covariant isometric
representation V of X on some Hilbert space K ⊇ H, such that H is a reducing
subspace for V0 with V0(·)
∣∣
H
= σ(·), and such that
(12) PX(n−)⊗HV (n)
∣∣
X(n+)⊗H
= Φ(n) , n ∈ D2,
where V (n) := V˜ ∗n− V˜n+ . This fact is the basis of the proof of the following theorem,
so we point out that the definition of V in the above mentioned proof has to be
modified in an obvious manner and that straightforward calculations (some almost
identical and some different from what appeared in the proof) show that V has all
the required properties. The main difference is that one has to show that V has
the “semigroup” property.
Theorem 4.2. Let M be a C∗-algebra, and let X = {X(s, t)}(s,t)∈D2+ be a product
system of M-correspondences. Let T be a representation of X on a Hilbert space
H, with σ = T (0, 0). Assume that for all (s, t) ∈ D2+, the Hilbert space X(s, t)⊗σH
is separable. Then there exists an isometric representation V of X on Hilbert space
K containing H such that:
(1) PH commutes with V(0,0)(M), and V(0,0)(a)PH = T(0,0)(a)PH , for all a ∈
M.
(2) PHV(s,t)(x)
∣∣
H
= T(s,t)(x) for all (s, t) ∈ D
2
+, x ∈ X(s, t).
(3) K =
∨
{V (x)h : x ∈ X,h ∈ H}.
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(4) PHV(s,t)(x)
∣∣
K⊖H
= 0 for all (s, t) ∈ D2+, x ∈ X(s, t).
IfM is aW ∗-algebra, X a product system ofW ∗-correspondences and T0 is normal,
then V0 is also normal, that is, V is a representation of W
∗-product systems.
A dilation satisfying item (3) above is called a minimal dilation.
Proof. For any n ∈ N, the triple (σ, T (2−n, 0), T (0, 2−n)) defines a c.c. represen-
tation of the sub-product system X(n) = {X(m/2n, k/2n)}m,k. We will denote
X(n)(m, k) = X(m/2n, k/2n). By Theorem 4.4 in [18], this representation has a
covariant isometric dilation (ρn, V1,n, V2,n) on some Hilbert space which we need
not refer to. As n increases we get isometric dilations to the restriction of T to
fatter and fatter sub-product systems, but the problem is that we do not know
exactly how (and if) they sit one inside the other. Our immediate goal is to define
a positive definite function Φ on D2. The heart of the following idea is taken from
Ptak’s paper [12].
First we define, for all n ∈ N, (s, t) ∈ D2 an operator an(s, t) in B(X(s+, t+) ⊗
H,X(s−, t−)⊗H). This is done in the following manner. Fixing (s, t) ∈ D
2, there
is some ns,t ∈ N such that for all n ≥ ns,t there are two integers ms,n and kt,n
satisfying (s, t) = (ms,n · 2
−n, kt,n · 2
−n), and such that ns,t is the minimal natural
number with this property. For n < ns,t we define an(s, t) = 0. For n ≥ ns,t we
define
an(s, t) = PX(s−,t−)⊗HV n(ms,n, kt,n)
∣∣
X(s+,t+)⊗H
where V n(m, k) :=
(
IX(n)(0,k−) ⊗ (V˜
m−
1,n )
∗
)
(V˜
k−
2,n )
∗V˜
m+
1,n (IX(n)(m+,0) ⊗ V˜
k+
2,n ) (to be
precise, one should multiply the right hand side by U(0,k−),(m−,0) ⊗ IH on the left
and U−1(m+,0),(0,k+)⊗IH on the right, where U·,· are the multiplication maps of X
(n)).
For fixed (s, t) ∈ D2+, and for large enough n, we have
an(s, t) = T (s, t) := T˜
∗
(s−,t−)
T˜(s+,t+) = T˜(s,t).
Fixing (s, t) ∈ D2, we have for all large enough n
an(−s,−t)
∗ =
(
PX(s+,t+)⊗H
(
I0,k+ ⊗ (V˜
m+
1,n )
∗
)
(V˜
k+
2,n )
∗V˜
m−
1,n (Im−,0 ⊗ V˜
k−
2,n )
)∗ ∣∣
X(s−,t−)⊗H
= PX(s−,t−)⊗H
(
Im−,0 ⊗ (V˜
k−
2,n )
∗
)
(V˜
m−
1,n )
∗V˜
k+
2,n (I0,k+ ⊗ V˜
m+
1,n )
∣∣
X(s+,t+)⊗H
(∗) = an(s, t)
where we used the shorthand notations Ip,q = IX(n)(p,q), m = ms,n, k = kt,n,
and the equality in marked by (*) is true up to multiplication by the product
system multiplication maps U·,·. Also, it follows immediately from the covariance
properties of (ρn, V1,n, V2,n) that an(s, t) intertwines the various interpretations of
(a⊗ IH), a ∈M.
Now that an(s, t) is defined, we construct a positive definite function Φ on D
2.
For every (s, t) ∈ D2, {an(s, t)}n is a sequence of operators in B(X(s+, t+) ⊗
H,X(s−, t−)⊗H) with norm less than or equal 1. As the unit ball of B(X(s+, t+)⊗
H,X(s−, t−)⊗H) is weak operator compact, there is a subsequence {nk}
∞
k=1 of N
such that ank(s, t) converges in the weak operator topology (our separability as-
sumptions imply that the unit ball ofB(X(s+, t+)⊗H,X(s−, t−)⊗H) is metrizable,
hence sequentially compact). In fact, since D2 is countable, a standard diagonal-
ization procedure will produce {nk}
∞
k=1 of N such that ank(s, t) converges weakly
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for all (s, t) ∈ D2. We define
Φ(s, t) = wot – lim
k→∞
ank(s, t).
By the properties that an(s, t) possesses, it follows that for (s, t) ∈ D
2
+,
Φ(s, t) = T (s, t).
Also, Φ satisfies items (2) and (3) of Definition 4.1. For example, for (3) it is enough
to check
〈Φ(s, t)(a⊗ I)ei, fj〉 = lim
k→∞
〈ank(s, t)(a⊗ I)ei, fj〉
= lim
k→∞
〈ank(s, t)ei, (a⊗ I)
∗fj〉
= 〈(a⊗ I)Φ(s, t)ei, fj〉.
(2) follows similarly. Let us prove that it also satisfies item (1). Let h ∈ H0, and
consider the sum
(13)
∑
m,n∈D2+
〈[
IX(m−(m−n)+) ⊗ Φ(m− n)
]
h(m), h(n)
〉
.
We are going to show that this sum is greater than −ǫ, for any ǫ > 0. The sum in
(13) contains only a finite number, say N , of non-zero summands. We may take k
large enough to satisfy∣∣〈[Im−(m−n)+ ⊗ Φ(m− n)] h(m), h(n)〉− 〈[Im−(m−n)+ ⊗ ank(m− n)] h(m), h(n)〉∣∣ < ǫN ,
for all m,n ∈ D2+. If needed, we take k even larger, so that
ank(d) = PX(d−)⊗HV nk(md1,n, kd2,n)
∣∣
X(d+)⊗H
for all d = (d1, d2) ∈ D
2 that appears in a non-zero inner product in (13). In
other words, we assume that all dyads appearing non-trivially in (13) have the
form (p · 2−nk , q · 2−nk), p, q ∈ Z. But then∑
m,n∈D2+
〈Im−(m−n)+ ⊗ ank(m− n)h(m), h(n)〉
=
∑
m,n∈D2+
〈Im−(m−n)+ ⊗ PX((m−n)−)⊗H U˜
∗
(m−n)−
U˜(m−n)+
∣∣
X(m−n)+
h(m), h(n)〉
(∗) =
∑
m,n∈D2+
〈Im−(m−n)+ ⊗ U˜
∗
(m−n)−
U˜(m−n)+h(m), h(n)〉
(∗∗) =
∑
m,n∈D2+
〈U˜∗nU˜mh(m), h(n)〉
=
∑
m,n∈D2+
〈U˜mh(m), U˜nh(n)〉 ≥ 0.
The equality marked by (*) follows from identifying X(d)⊗H with a subspace of
X(d) ⊗ G, where G is the dilation Hilbert space associated with U , and U is the
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isometric dilation of the restriction of T to X(nk). The equality marked by (**)
follows from
U˜∗nU˜m = (In−(n−m)+ ⊗ U˜
∗
(n−m)+
)U˜∗n−(n−m)+U˜m−(m−n)+(Im−(m−n)+ ⊗ U˜(m−n)+)
= Im−(m−n)+ ⊗ U˜
∗
(m−n)−
U˜(m−n)+ ,
because n− (n−m)+ = m− (m− n)+ and (n−m)+ = (m− n)−. Thus∑
m,n∈D2+
〈[
IX(m−(m−n)+) ⊗ Φ(m− n)
]
h(m), h(n)
〉
≥ −ǫ
for all ǫ, thus
∑
m,n∈D2+
〈[
IX(m−(m−n)+) ⊗ Φ(m− n)
]
h(m), h(n)
〉
≥ 0, for all h ∈
H0.
We have shown that Φ is a positive definite function on D2. It follows from the
remarks before the statement of the theorem that there is a covariant isometric
representation V of X on a Hilbert space K ⊇ H satisfying items (1) and (2) in
the statement of the theorem. Given an isometric dilation V on K, it is easy to see
that one can cut off part of the space K to obtain a minimal dilation. If we take
V to be a minimal dilation, (4) follows as well (this point is already discussed in
various places for rather general semigroups, e.g. [16]).
The proof of the final assertion of the theorem is not different from the proof
given in the proof of the analogous part in [14, Theorem 5.2], and we do not wish
to repeat it here. 
5. Extension of densely parameterized positive semigroups
Recall our notation: R and S are strongly commuting CP-semigroups on M ⊆
B(H), and P = {P(s,t)}(s,t)∈R2+ is given by P(s,t) = Rs ◦ St. Using the results of
the two sections preceding the current one, we will show in the next one how an
E-dilation {αd}d∈D2+ can be constructed for the subsemigroup {Pd}d∈D2+ . In this
section we prove the result that will allow us to extend continuously {αd}d∈D2+ to
a semigroup over R2+ (which will be an E-dilation for P ). We follow the ideas of
SeLegue, who in [13, pages 37-38] proved that a semigroup of unital, normal ∗-
endomorphisms over the positive dyads, which is known to be weakly continuous
only on a strong operator dense subalgebra of B(H), can be extended continuously
to an E0-semigroup (over R+). The crucial step in SeLegue’s argument was to use a
result of Arveson [1, Proposition 1.6] regarding convergence of nets of normal states
on B(H). As we are interested in non-unital semigroups, we will have to generalize
a bit Arveson’s result. The proof, however, remains very much the same.
Lemma 5.1. (Arveson [1, Proposition 1.6]) LetM be a direct sum of type I factors,
let {ρ}i be a net of positive linear functionals, and let ω be a positive normal linear
functional such that
lim
i
ρi(x) = ω(x)
for all compact x ∈M, and also
lim
i
ρi(1) = ω(1).
Then
lim
i
‖ρi − ω‖ = 0.
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Proof. We shall show that if i is large enough then ‖ρi − ω‖ is arbitrarily small.
Let ǫ > 0. Since ω is normal, there exists a finite rank projection p ∈M such that
(14) ω(1− p) ≤ ǫ.
Since pMp is a von Neumann algebra on the finite dimensional space pH , and since
pxp is compact for all x ∈M, we have that
(15) lim
i
sup
x∈M1
|ρi(pxp)− ω(pxp)| = 0,
where M1 denotes the unit ball of M. Now,
‖ρi − ω‖ = sup
x∈M1
|ρi(x) − ω(x)|
≤ sup
x∈M1
|ρi(pxp)− ω(pxp)|+ sup
x∈M1
|ρi(x − pxp)|+ sup
x∈M1
|ω(x− pxp)|.
By (15), the first term in the last expression is smaller than ǫ when i is large. We
now estimate the second and third terms. Write x − pxp = (1 − p)x + px(1 − p).
Then
sup
x∈M1
|µ(x − pxp)| ≤ sup
x∈M1
|µ((1 − p)x)|+ sup
x∈M1
|µ(px(1 − p))|,
with µ = ρi or µ = ω. But by the Schwartz inequality,
|µ((1− p)x)| ≤ µ(1− p)1/2‖x‖
and
|µ(px(1 − p))| ≤ µ(1− p)1/2‖px‖ ≤ µ(1− p)1/2‖x‖.
Thus, using (14), we obtain the following estimate for the third term:
sup
x∈M1
|ω(x− pxp)| ≤ 2ǫ1/2.
Now, ρi(1)→ ω(1) and ρi(p)→ ω(p), thus for all i large enough,
ρi(1− p) ≤ ω(1− p) + ǫ ≤ 2ǫ,
so
sup
x∈M1
|ρi(x− pxp)| ≤ 4ǫ
1/2.
We conclude that for all i large enough, ‖ρi − ω‖ ≤ 6ǫ
1/2 + ǫ. This completes the
proof. 
We now give a somewhat generalized version of SeLegue’s Theorem discussed
above.
Theorem 5.2. (SeLegue, [13, pp. 37-38]) Let M ⊆ B(H) be direct sum of type I
factors. Let S be a dense subsemigroup of R+, and let φ = {φs}s∈S be a semigroup
over S acting on M, such that φs is a normal positive linear map for all s ∈ S.
Assume that for all compact x ∈M and all ρ ∈ M∗,
lim
S∋s→0
ρ(φs(x)) = ρ(x) and lim
S∋s→0
ρ(φs(1)) = ρ(1).
Then φ can be extended to a semigroup of normal positive linear maps φˆ = {φˆt}t≥0
such that φˆs = φs for all s ∈ S, satisfying the continuity condition
(16) lim
t→t0
ρ(φˆt(a)) = ρ(φˆt0(a)) for all a ∈M, ρ ∈M∗.
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Moreover, if φ consists of contractions/completely positive maps/unital maps/∗-
endomorphisms then so does φˆ.
Proof. As φs is normal for all s, there is a contraction semigroup T = {Ts}s∈S
acting on the predualM∗ of M such that T
∗
s = φs for all s ∈ S. The continuity of
φ at 0 implies that for all compact a ∈M and all ρ ∈M∗,
Tsρ(a)→ ρ(a) and Tsρ(1)→ ρ(1)
as S ∋ s → 0. Let ρ be a normal state in M∗. For all s ∈ S, the functional
Tsρ = ρ ◦ φs is a positive and normal, because φ is positive and normal. Applying
Lemma 5.1 to the net {Tsρ}s∈S/{0}, we obtain that
lim
S∋s→0
‖Tsρ− ρ‖ = 0.
Any ρ ∈M∗ is a linear combination of normal states, thus limS∋s→0 ‖Tsρ− ρ‖ = 0
for all ρ ∈M∗, and it follows that for all s0 ∈ S, ρ ∈M∗,
lim
S∋s→s0
‖Tsρ− Ts0ρ‖ = 0.
In fact, by standard operator-semigroup methods, for every ρ the map S ∋ s 7→
Tsρ ∈ M∗ is uniformly continuous on bounded intervals, thus it may be extended
to a unique uniformly continuous map R+ −→ M∗. For all t ∈ R+ this gives rise
to a well defined contraction Tˆt, such that for s ∈ S, Tˆs = Ts. It is easy to see that
{Tˆ}t≥0 is a semigroup.
Now define φˆt = Tˆ
∗
t . Then φˆ = {φˆt}t≥0 is a semigroup of normal linear maps
extending φ and satisfying the continuity condition (16). With (16) in mind,
the final claim of the theorem is quite clear, except, perhaps, the part about ∗-
endomorphisms. Assume that φ is a semigroup of ∗-endomorphisms. For t ∈ R+,
a, b ∈M, we have
φˆt(ab) = lim
S∋s→t
φs(ab) = lim
S∋s→t
φs(a)φs(b),
where convergence is in the weak operator topology. But φˆ is a CP-semigroup, thus
thus for all x ∈ M, φs(x) converges to φt(x) in the strong operator topology as
s→ t (see [9]), so
φˆt(ab) = lim
S∋s→t
φs(a)φs(b) = φˆt(a)φˆt(b),
because on bounded sets of M multiplication is jointly continuous with respect to
the strong operator topology. 
6. E-dilation of a strongly commuting pair of CP-semigroups
In this section we shall prove our main result, Theorem 6.2. But first we recall
without proof two useful results from [14]. The first one appeared as Lemma 3.1
above. The second is the following.
Proposition 6.1. ([14, Proposition 6.5]) Let {Rt}t≥0 and {St}t≥0 be two CP-
semigroups on M ⊆ B(H), where H is a separable Hilbert space. Then the two-
parameter CP-semigroup P defined by
P(s,t) := RsSt
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is strongly continuous, that is, for all a ∈ M, the map R2+ ∋ (s, t) 7→ P(s,t)(a) is
strongly continuous. Moreover, P is jointly continuous on R2+ ×M, endowed with
the standard×strong-operator topology.
Now we are ready to prove the main result:
Theorem 6.2. Let {Rt}t≥0 and {St}t≥0 be two strongly commuting CP-semigroups
on B(H), where H is a separable Hilbert space. Then the two-parameter CP-
semigroup P defined by
P(s,t) := RsSt
has a minimal E-dilation (K,u,B(K), α), where K is separable.
Proof. Let X and T be the product system of Hilbert spaces and the product
system representation given by Theorem 3.2. We consider the sub-product system
Xˇ = {X(s)}s∈D2+ of X represented on H by the sub-representation Tˇ = {Ts}s∈D2+
of T . The proof of [10, Proposition 4.2] shows that X(t1, t2) = E(t1) ⊗ F (t2) is
a separable Hilbert space for all t1, t2 ≥ 0, and it follows that for all s ∈ D
2
+ the
Hilbert spaceX(s)⊗T0H is separable. By Theorem 4.2, there is a minimal isometric
dilation V = {Vs}s∈D2+ of Tˇ , representing Xˇ on a Hilbert space K ⊇ H . We define
a semigroup α = {αs}s∈D2+ on B(K) by
αs(a) = V˜s(I ⊗ a)V˜
∗
s , s ∈ D
2
+, a ∈ B(K).
By Lemma 3.1, α is a semigroup of normal ∗-endomorphisms on B(K). Denote
by p the orthogonal projection of K onto H . It is clear that B(H) is the corner
B(H) = pB(K)p ⊆ B(K). To see that α is a dilation of {Ps}s∈D2+ , we fix s ∈ D
2
+
and b ∈ B(K) and we compute
Ps(pbp) = T˜s(I ⊗ pbp)T˜
∗
s
(∗) = pV˜s(I ⊗ p)(I ⊗ b)(I ⊗ p)V˜
∗
s p
(∗∗) = pV˜s(I ⊗ b)V˜
∗
s p
= pαs(b)p.
The equalities marked by (*) and (**) are justified by items 2 and 4 of Theorem
4.2, respectively.
Up to this point, the proof has been simple and straightforward. One may guess
that our next step is to show that α is continuous and to extend it to a semigroup
over R2+, using Theorem 5.2. This is true, but carrying out this plan turns out to
be rather delicate.
We define two (“one-parameter”) semigroups β = {βt}t∈D+ and γ = {γt}t∈D+
on B(K) by
(17) βt = α(t,0) and γt = α(0,t).
By Proposition 6.1, if we will be able to extend β and γ to continuous E-semigroups
βˆ and γˆ over R+, then the semigroup αˆ = {αˆ(s,t)}(s,t)∈R2+ given by
αˆ(s,t) = βˆs ◦ γˆt
will be the sought after E-dilation of P . The rest of the proof is mostly dedi-
cated to showing that β and γ can be continuously extended. As we demonstrate
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the extendability of β and γ, we show that (p,B(K), α) is a minimal dilation of
(B(H), {Ps}s∈S), and this will complete the proof of Theorem 6.2.
Because V is a minimal dilation of Tˇ , we have
K :=
∨
s∈D2+
Vs(X(s))H.
An important observation is this:
(18) K =
∨{
αt1(m1) · · ·αtk(mk)h : k ∈ N, ti ∈ D
2
+,mi ∈ B(H), h ∈ H
}
.
(When k = 0, we interpret the product αt1(m1) · · ·αtk(mk)h as h). In Step 2 of the
proof of Theorem 6.6 from [14] this equality is proved (in that paper the situation
was a little simpler and one did not have to consider products αt1(m1) · · ·αtk(mk)h
with k = 0. The proof, however, holds in this case as well, as long as one does
takes such products). We do not repeat the arguments given there, because to
understand them one must go into the details of the Muhly-Solel construction (of
a product system representation representing a CP-semigroup).
In fact, In Step 2 of the proof of Theorem 6.6 from [14], a slightly stronger
assertion than (18) is proved, namely
(19)
K =
∨
α(sm,tn)(B(H))α(sm ,tn−1)(B(H)) · · ·α(sm,t1)(B(H))α(sm,0)(B(H)) · · ·α(s1,0)(B(H))H
where in the right hand side of the above expression we run over all pairs (s, t) ∈ D2+
and all partitions {0 = s0 < . . . < sm = s} and {0 = t0 < . . . < tn = t} of [0, s] and
[0, t].
Using (18), we can show that (p,B(K), α) is a minimal dilation. Define
(20) R = W ∗
 ⋃
s∈D2+
αs(B(H))
 .
Note that K = [RH ]. But the central projection of p in R is the projection on
[RpK] = [RH ] = K, that is IK . We will now show that R = B(K), and this will
prove that the central projection of p in B(K) is IK , so by both definitions 2.7 and
2.8 (p,B(K), α) is a minimal dilation.
To see that R = B(K), let q ∈ B(K) be a projection in R′. In particular,
pq = qp = pqp, so qp is a projection B(H) which commutes with B(H), thus qp is
either 0 or IH .
If it is 0 then for all ti ∈ D
2
+,mi ∈ B(H), h ∈ H ,
qαt1(m1) · · ·αtk(mk)h = αt1(m1) · · ·αtk(mk)qph = 0,
so qK = 0 and q = 0.
If qp = IH then for all 0 < ti ∈ D
2
+,mi ∈ B(H), h ∈ H ,
qαt1(m1) · · ·αtk(mk)h = αt1(m1) · · ·αtk(mk)qph
= αt1(m1) · · ·αtk(mk)h,
so qK = K and q = IK . We see that the only projections in R
′ are 0 and IK , so
R′ = C · IK , hence R = R
′′ = B(K). This completes the proof of minimality.
We return to showing that β and γ can be continuously extended to R+. Let
D++ =
{m
2n
: 0 < m,n ∈ N
}
,
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put D2++ = D++ × D++, and define
(21) K0 =
∨{
αt1(m1) · · ·αtk(mk)h : k ∈ N, ti ∈ D
2
++,mi ∈ B(H), h ∈ H
}
.
We shall use (19) to prove that K = K0. First, let us show that H ⊆ K0. Let
G0 =
∨
t∈D2++
αt(B(H))H
and G = H ∨G0. For t ≤ s ∈ D
2
++, a ∈ B(H) and h, g ∈ H , we find that
〈αt(p)h, αs(a)g〉 = 〈αs(a
∗)αt(p)h, g〉
= 〈αt(αs−t(a
∗)p)h, g〉
= 〈Pt(Ps−t(pa
∗p)p)h, g〉
t→0
−→ 〈Ps(pa
∗p)h, g〉
= 〈h, αs(a)g〉.
Similarly,
〈αt(p)h, g〉
t→0
−→ 〈h, g〉.
We see that in G, αt(p)h → h weakly, thus H is in the weak closure of G0 in G.
The weak closure being equal to the strong closure, we have H ⊆ G0 ⊆ K0.
The set
{αs(b)h : s ∈ D
2
++, b ∈
⋃
t∈D2+
αt(B(K)), h ∈ H}
is total in K0. To see this, note that every element of the form
αt1(m1) · · ·αtk(mk)h,
with ti ∈ D
2
++,mi ∈ B(H) and h ∈ H , can be written as
αs(αt1−s(m1) · · ·αtk−s(mk))h,
where s ∈ D2++ is smaller than ti, i = 1, 2, . . . , k.
Let αs1(a1)h1 and αs2(a2)h2 be in K0, where s1, s2 ∈ D
2
++, a1, a2 ∈ B(K) and
h1, h2 ∈ H . Take a ∈ B(H) and t ∈ D
2
+ such that t < s1, s2. Now compute:
〈αt(a)αs1 (a1)h1, αs2(a2)h2〉 = 〈αs2 (a
∗
2)αt(a)αs1(a1)h1, h2〉
= 〈αt (αs2−t(a
∗
2)aαs1−t(a1))h1, h2〉
= 〈Pt (pαs2−t(a
∗
2)papαs1−t(a1)) h1, h2〉
= 〈Pt (Ps2−t(pa
∗
2p)aPs1−t(pa1p))h1, h2〉
(∗)
t→0
−→ 〈Ps2 (pa
∗
2p)aPs1(pa1p)h1, h2〉
= 〈aαs1(a1)h1, αs2(a2)h2〉.
If we let p0 denote the orthogonal projection of K on K0, we see that p0αt(a)p0 →
p0ap0 in the weak operator topology as t → 0, for all a ∈ B(H) (the convergence
in (∗) is due to Proposition 6.1). Since H ⊆ K0, one has p ≤ p0, and p0ap0 = a for
all a ∈ B(H), thus
(22) ∀a ∈ B(H).p0αt(a)p0 → a as t→ 0,
where convergence is in the weak operator topology.
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By (19), K is spanned by elements of the form
(23) g = αs1(αs2(· · · (αsm(am)am−1) · · · )a1)h,
for ai ∈ B(H), si ∈ D
2
+, i = 1, . . .m and h ∈ H . Let us show how such an element
can be approximated in norm arbitrarily well by elements of the same form with
all si’s in D
2
++ (it is clear that if all si’s are in D
2
++, then this element is in K0).
Assume that we wish to approximate a fixed element g as in (23) by elements of
the from αt1(· · · (αtm(bm)bm−1 · · · )b1)h
′, where tm ∈ D
2
++. We consider
gt = αs1(αs2(· · · (αsm+t(am)am−1) · · · a2)a1)h
with t ∈ D2++, and compute
〈gt, gt〉 =
〈
αs1(· · · (αsm+t(am)am−1 · · · )a1)h, αs1(· · · (αsm+t(am)am−1 · · · )a1)h
〉
=
〈
αs1(a
∗
1 · · · a
∗
m−1αsm+t(a
∗
m) · · · )αs1(· · · (αsm+t(am)am−1 · · · )a1)h, h
〉
=
〈
αs1(a
∗
1αs2(a
∗
2 · · · a
∗
m−1αsm+t(a
∗
mam)am−1 · · · a2))a1)h, h
〉
=
〈
αs1(a
∗
1αs2(a
∗
2 · · · a
∗
m−1Psm+t(pa
∗
mamp)am−1 · · ·a2))a1)h, h
〉
t→0
−→
〈
αs1(a
∗
1αs2(a
∗
2 · · ·a
∗
m−1Psm(pa
∗
mamp)am−1 · · · a2))a1)h, h
〉
=
〈
αs1(a
∗
1αs2(a
∗
2 · · · a
∗
m−1αsm(a
∗
mam)am−1 · · · a2))a1)h, h
〉
= 〈g, g〉.
In addition , we have
〈g, gt〉 =
〈
αs1(· · ·αsm−1(αsm(am)am−1) · · · )a1)h, αs1(· · ·αsm−1(αsm+t(am)am−1) · · · )a1)h
〉
=
〈
αs1(a
∗
1 · · ·αsm−1(a
∗
m−1αsm+t(a
∗
m)) · · · )αs1(· · ·αsm−1(αsm(am)am−1) · · · )a1)h, h
〉
=
〈
αs1(a
∗
1 · · ·αsm−1(a
∗
m−1αsm(αt(a
∗
m)am)am−1) · · · )a1)h, h
〉
.
But am = pam = p0pam, and p0 commutes with αt(a
∗
m), thus
αt(a
∗
m)am = p0αt(a
∗
m)p0am → a
∗
mam
in the weak operator topology as t → 0, by (22). Since αsi is normal for all i, we
obtain
〈g, gt〉
t→0
−→ 〈g, g〉.
This allows us to conclude that
‖gt − g‖
2 = 〈gt, gt〉 − 2ℜ〈gt, g〉+ 〈g, g〉
t→0
−→ 0,
which shows that K is spanned by elements as g with positive sm. An inductive
argument, using the same reasoning and (22), shows that K is spanned by elements
as g with positive si for all i, thus K = K0.
Since p0 = IK , equation (22) now translates to the weak operator convergence
αt(a)→ a as t→ 0,
for all a ∈ B(H). For all k ∈ K, we have
‖αt(a)k − ak‖
2 = 〈αt(a)
∗αt(a)k, k〉 − 2ℜ〈αt(a)k, ak〉+ ‖ak‖
2
= 〈αt(a
∗a)k, k〉 − 2ℜ〈αt(a)k, ak〉+ ‖ak‖
2
s→0
−→ 0,
thus αt(a) → a in the strong operator topology as t → 0, for all a ∈ B(H).
For all s ∈ D2+, αs is normal, thus αt(αs(a)) = αs(αt(a)) → αs(a) in the strong
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operator topology as D2+ ∋ t → 0. Denote by A the C
∗-algebra generated by⋃
s∈D2+
αs(B(H)). Then we conclude that for all a ∈ A, both βt(a) and γt(a) (recall
equation (17)) converge in the strong operator topology to a as D++ ∋ t→ 0.
As we have seen above, W ∗(A) = R = B(K), that is, A is a C∗-algebra strong
operator dense in B(K). In particular, A acts irreducibly on K. Since A ⊇ B(H),
it contains nonzero compact operators, and now by [8, Proposition 10.4.10], we
conclude that A contains all compact operators in B(K). In order to use Theorem
5.2 we must show that βt(1) and γt(1) converge weakly to 1 as D++ ∋ t→ 0. By a
polarization argument, it is enough to show that that
(24) 〈αt(1)k, k〉 → ‖k‖
2 as D2+ ∋ t→ 0
for all k in a total subset of K. But taking h ∈ H , b ∈ B(K) and s ∈ D2++, we have
that for t ≤ s,
αt(1)αs(b)h = αt(1)αs(1)αs(b)h = αs(b)h,
because αt(1) ≤ αs(1). (24) follows. This means that we may use Theorem 5.2 to
deduce that β and γ extend to E-semigroups βˆ and γˆ over R+. By Proposition 6.1,
{βˆs ◦ γˆt}(s,t)∈R2+ is a two-parameter E-semigroup dilating P .
As the statement regarding the separability of K is clear, the proof is now com-
plete. 
Using Proposition 2.17 we immediately obtain the following corollary.
Corollary 6.3. Let {Rt}t≥0 and {St}t≥0 be two commuting CP-semigroups on
B(H), where H is a separable Hilbert space. Assume that Rt is a ∗-automorphism
of B(H) for all t ≥ 0.Then the two-parameter CP-semigroup P defined by
P(s,t) := RsSt
has a minimal E-dilation (K,u,B(K), α), where K is separable.
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