We test whether induced mood states have an effect on elicited risk and time preferences.
Introduction
In the beginning of the 20 th century, economics was generally devoid of psychological concepts by basing economic theory on the principles of rational choice (see Bruni and Sugden 2007 for a historical perspective). However, with the advent of "behavioral economics", there has been considerable effort lately in bringing out psychological concepts in economics. Hence, economics and psychology no longer stand in complete isolation. Reviews of the fruitfulness of this interaction have appeared in core economic journals. For example, Elster (1998) brought out the interesting features of "emotions" in the development of economic theory and in explaining human behavior.
The literature in economics usually confounds emotions and mood in an almost indistinguishable way. However, there are stark differences between emotions and moods, as described in the psychology literature. Emotions tend to be extremely brief, lasting for a few seconds (Izard 1991; Larsen 2000) while moods typically last longer (Watson and Vaidya 2003) .
To quote the example provided in Watson and Vaidya (2003) , the full emotion of anger might last for only a few seconds while an annoyed or irritable mood may persist for several hours or even for a few days. In essence, the concept of mood subsumes all subjective feeling states, not simply those experiences that accompany classical, prototypical emotions such as fear and anger (Watson and Vaidya 2003) . Therefore, it appears that in order to explore all aspects of affective states on human behavior it would be necessary to go beyond the narrow boundaries of emotions by examining the much broader concept of mood.
In this study, we examine the role of mood in joint elicitation of risk and time preferences. Studies in the literature that examine the role of mood on risk and time preferences have looked over only one of these dimensions but not both at the same time. The examination of risk and time preferences is important since they are fundamental economic preferences that have been found to influence many facets of economic decision-making and human behavior.
For example, risk and time preferences have been shown to influence self-control problems that could lead to negative health outcomes (e.g., Fudenberg and Levine 2009; Benhabib and Bisin 2005; Bernheim and Rangel 2004) .
The hypothesis that people tend to make judgments that are mood congruent, dates back to Johnson and Tversky (1983) . Johnson and Tversky (1983) found that bad mood increased subjective probabilities of risk assessments while positive mood produced a comparable decrease in subjective probabilities. This hypothesis of mood congruent judgments implies that moods may affect preference formation by influencing judgments.
In psychology, two models of decision making which relate mood states with risk-taking, predict the exact opposite things. One of these models is the Affect Infusion Model (AIM) which suggests that positive mood increases risk-taking behavior while negative mood reduces the tendency to take risks (Forgas 1995) . This is because individuals in an elated mood rely on positive cues in making judgments and thus are more likely to think about the positive aspects of risky situations than those in a negative mood. The other model is the Mood Maintenance Hypothesis (MMH) which asserts that people in elated moods may not want to risk losing the elated state and thus render themselves more risk averse (Isen and Patrick 1983) . Hence, according to this model, people in negative moods will be willing to take more risk (be less risk averse) in order to obtain greater potential gains that may alter their mood upwards. Many studies in the literature have since then taken one side or the other. For example, Isen and Patrick (1983) found that subjects under positive affect were betting less chips (representing credit for participation) and also required a higher probability of winning as the minimum for taking the bet (Isen and Geva 1987) .
Much of the literature on mood and risk aversion appeared only over the last decade and most of these studies can be found not in the economics but in the psychology literature 1 . For example, Hockey et al. (2000) examined the effect of naturally occurring and induced negative moods (in particular anxiety, depression and fatigue) on risk in every day (hypothetical) decision making and found that fatigue was more strongly linked to increased riskiness. In another study, Hills et al. (2001) examined the effect of mood states in persistence (duration) in playing gambling games and found that negative moods had an inhibitory effect (which can be interpreted as less risk taking) but only for non-regular gamblers. Regular gamblers were completely unaffected. Similarly, Yuen and Lee (2003) found that people in induced depressed mood had lower willingness to take risk (where risk was defined based on hypothetical choices from everyday life dilemmas) than people in neutral and in positive mood and Williams et al. (2003) found that decision makers (managers) with high negative affect were more likely to avoid risk (as measured by hypothetical choices of actions to varied business scenarios). In a related study, Chou et al. (2007) reconfirmed that individuals in a negative mood are less willing to take up more risk (where risk was defined similar to Yuen and Lee 2003) . However, they found an asymmetric age effect, where positive mood affects risk taking only for older individuals. More recently, Kugler, Connolly, and Ordóñez (2010) found that the impact of prototypical emotions such as fear and anger is contingent on the type of the risk. They found that fearful participants were more risk-averse than angry participants in lottery-risk tasks but in tasks where risk was generated by another person's uncertain behavior, fearful participants were less risk-averse than angry participants.
Kim and Kanfer (2009) offered a bridge that addresses the inconsistencies between AIM and MMH by evaluating what they called "an integrative explanation". Specifically, they 1 We only focus on the literature on mood and risk/time preferences for brevity and due to journal page restrictions.
showed that if a cognitive demanding task intervenes between negative mood induction and risktaking judgments (defined as choices over dilemmas) the observed trend reverts: subjects exhibited lower levels of risk-taking judgments (offering support for AIM) as opposed to higher levels of risk-taking when there is no intervening cognitive task (offering support for MMH). Grable and Roszkowski (2008) found that incidental positive mood was positively associated with having a higher level of financial risk tolerance (as measured on a financial risk tolerance scale). In a laboratory experiment, Helga et al. (2007) showed that incidental (not induced) good mood has a significant effect on the shape of the probability weighting function for women (but not men); that is, women weighed probabilities of gains and losses relatively more optimistically than men. In contrast, Walser and Eckel (2010) found no effect of mood on risk preferences.
As discussed above, although there have been a few studies in the literature that examined the relation between mood and risk preferences, there have been only two studies that explored the link between mood and time preferences. Specifically, McLeish and Oxoby (2007) found evidence that inducing subjects with negative mood results in greater impatience (i.e., increased discount rates) but only among women and Ifcher and Zarghamee (2010) found that mild positive affect significantly reduces time preference, that is, increases the present value of a future payment.
In this study, we revisit the issue of determining the effect of mood states on risk and time preferences but in contrast to previous studies, we jointly elicit measures of risk and time preferences using a conventional lab experiment (according to the terminology of Harrison and List 2004) . This is an important topic that has not been examined in the literature since joint (as opposed to separate) elicitation of risk and time preferences could potentially provide a different set of results on mood effects than what has been found in previous studies that did not jointly elicit these preferences. Andersen et al. (2008) have shown that joint elicitation of risk and time preferences results in significantly different discount rates than separate elicitation. They then conclude that credible estimation of discount rates rely on the joint estimation of risk and time preferences.
In addition to joint elicitation of risk and time preferences, we also utilize the statistical specification and theoretical framework of Andersen et al. (2008) . Moreover, unlike much of the previously cited literature (with the exception of McLeish and Oxoby 2007; Ifcher and Zarghamee 2010; Walser and Eckel 2010; Helga et al. 2007; Hills et al. 2001) , we use nonhypothetical elicitation procedures and use real monetary incentives for recruitment and elicitation of risk and time preferences. We also explore if a cognitively demanding task right after mood inducement could affect risk preferences as suggested in the literature and whether there are gender differences in elicited risk and time preferences.
To further assess the contribution of our study in the literature and be able to compare our findings with other studies, we developed a table (see Table A1 in the Appendix) that summarizes the relevant literature that relates mood states with risk or time preferences. From the 14 studies we identified, only five of them used real financial commitments to elicit risk or time preferences and none conducted joint elicitation of risk and time preferences. Of the five studies that used real financial commitments, one did not induce mood (Helga et al. 2007 ) but rather examined incidental moods and only one study (Walser and Eckel 2010) used validated scales from psychology to measure the success of the induction procedure (i.e., mood measurement). In terms of the employed risk and time preference tasks, our study uses similar procedures used in four out of these five studies (McLeish and Oxoby 2007; Ifcher and Zarghamee 2010; Walser and Eckel 2010; Helga et al. 2007) . In terms of the results, one of the studies found no effect of mood (Walser and Eckel 2010), two of the studies found mood effects but only for women (McLeish and Oxoby 2007; Helga et al. 2007 ), one study found that a significant effect of mood holds only for a sub-sample (i.e, non-gamblers) (Hills et al. 2001 ) and only one of the studies found their results to hold across all subject groups (Ifcher and Zarghamee 2010) .
In our study, although we find some differences in risk preferences between subjects in the control, positive mood, and negative mood treatments, these are not statistically significant similar to the results obtained by Walser and Eckel (2010) . However, we find both economically and statistically significant effects of positive mood (but not of negative mood) on elicited discount rates. Specifically, in contrast to Ifcher and Zarghamee (2010) , we find that positive mood induces higher discount rates. Our sample size is comparable to most of the above cited studies.
In addition, we extend our design in two directions. First, we inserted a cognitively demanding task (preference reversals phase) in half of the sessions, following Kim and Kanfer (2009 Secondly, we use our experiment to examine gender differences on choice under risk by employing gender-specific sessions and contrasting these with mixed gender sessions. We find evidence that a same-gender environment can alter elicited risk preferences (but not discount rates) for females (but not males). This effect holds irrespective of the induced mood state.
In the next sections we describe in detail our experimental procedures, present the framework for the analysis and then the results and discussion.
Experimental procedures
The experiment we designed was part of a larger project on choice under risk that also involved a lottery choice task and a lottery auction task aimed at identifying preference reversals.
In this paper, we used the preference reversal task as a cognitive intervening stage before risk elicitation to check if this intervening stage would make a difference in the measurement of risk preferences under different mood states as has been proposed in the literature (Kim and Kanfer 2009 ). Following Andersen et al. (2008) , the time preference task was placed at the very end of each session since it involved winning a considerable amount of money and we did not want to risk contaminating the previous tasks with income effects. Andersen et al. (2010) found in one of their treatments that there are no statistically or economically significant order effects in the risk and time preference tasks. Order effects are more likely to appear in situations where a similar task is repeated twice (or more) as in Harrison et al. (2005) . Since our risk and time preference tasks both involve lotteries and might be considered similar, we presented them to subjects in alternating order between sessions.
Due to the widespread evidence of gender differences on choice under risk (e.g., Niederle and Vesterlund 2007; Gneezy, Leonard, and List 2009; Nolen 2009b, 2009a) we also tested whether risk and time preferences might be affected when we alter the environment of the session in terms of gender. Therefore, we conducted additional sessions with males only and females only.
To minimize the number of sessions that we would need to run for the full design, we decided to induce different mood states to subjects in the same session. Given that our computer lab is equipped with private booths and no communication between subjects was aloud, we were certain that no mood contagion took place. Our mood inducement technique is described in detail below.
Our full design involved six treatments in six sessions 2 . In the first two treatments we induced half of the subjects with positive mood and half of the subjects with negative mood. The only difference between the first two treatments was that the order of the preference reversals and risk preferences task were alternated. In treatments 3 and 4, our control treatments, mood was only measured and not induced. The order of the preference reversals and the risk preferences task was also alternated in these treatments. Treatments 5 and 6 were similar to treatment 1 except that subjects in these treatments were all females and males, respectively. Table 1 shows the experimental design. We only used one proctor or monitor (i.e., one of the authors) for all sessions. To isolate the role of mood and order of the tasks on risk and time preferences we first analyzed treatments 1 to 4 together and then analyzed treatments 1, 5, and 6 together to explore gender differences in our data.
2 In our very first session a couple of things went wrong which prompted us to rerun this session with a completely different set of subjects. First, one of the subjects could not keep himself quiet during the experiment although we pointed out the necessity of no communication. Improper behavior resulted in early termination of his participation in the session. In addition, a server failure resulted in having subjects wait for more than 10 minutes doing nothing. Since the necessary control was lost and given the sensitivity of our design to contaminating mood behavior, we decided to dismiss all data from this session. Therefore, in total we ran seven sessions, the seventh being a re-run of treatment one. We dismissed data from session 1 from all further analysis.
Description of the experiment
The conventional lab experiment was conducted using the z-Tree software (Fischbacher 2007) . 3 Subjects consisted of undergraduate students at the XXXX University (REMOVED FOR PEER REVIEW). During the recruitment, the nature of the experiment and the expected earnings were not mentioned. However, subjects were told that they will be given the chance to make more money during the experiment. Stochastic fees have been shown to be able to generate samples that are less risk averse than would otherwise have been observed (Harrison, Lau, and Rutström 2009 ).
Each subject participated in only one of the treatments exhibited in Table 1 . The size of the groups varied from 15 to 18 subjects per treatment. Each treatment lasted a little more than an hour. In total, 101 subjects participated in our experiments, which were conducted in March 2010. This number does not include 15 subjects from session 1 that were dismissed from any further data analysis. We considered these data contaminated as noted in footnote 2.
Each session consisted of different phases: the mood induction phase, the lottery choice phase, the lottery auction phase, the mood measurement phase, the risk preferences phase, the time preferences phase and the post-auction phase 4 . The lottery auction and choice phases are not part of the research agenda of this paper and will not be given further consideration. Subjects were given prior instructions on the overall layout of the session and were also reminded about the procedures at the beginning of each phase. Experimental instructions are available at the anonymous website https://sites.google.com/site/risktimemood/.
The mood induction phase
Mood induction procedures have been widely used by psychologists and have also been adopted by economists (e.g., Kirchsteiger, Rigotti, and Rustichini 2006; Capra 2004) . Capra et al. (2010) give a brief summary of the different methods used in the psychology literature. In this study we used experience of success/failure as our mood induction procedure, similar to what 3 z-Tree is a software package designed to facilitate computer-based economic experiments. It has been used in numerous experiments as evident by the more than 1800 citations that the paper documenting the software has collected in Google scholar. 4 We also measured the rate of preference reversals using lottery choice tasks and lottery auction tasks but since these phases are not part of this paper's research focus, we are not giving a detailed discussion. Prior to the auction phase there was also significant training with the auction mechanism which included hypothetical as well as real auctions. These phases of the experiment are discussed in ....
.(REMOVED FOR PEER REVIEW).
was used in many other studies (Barone, Miniard, and Romeo 2000; Swinyard 1993 Swinyard , 2003 Capra 2004; Capra, Lanier, and Meer 2010; Hill and Ward 1989; Curtis 2006 The questions were first pretested in an online survey with a convenience sample using snowballing methods. Subjects were randomly exposed to one of the two versions. After taking the MENSA test, we then measured subjects' moods (see next subsection). In the online hard version, the pretest subjects answered on average 4.5 questions correctly while in the online easy version, the pretest subjects answered 12.9 questions. Their scores were displayed right after the time to complete the test expired, along with a phrase stating that the average person between 18-2001) 5 . Deception, however, makes it more difficult for future experimenters to induce subjects into believing in their stories. We are however not too concerned about this issue given that our lab policy is for subjects to participate in an economic experiment only once. In informal individual debriefings, we also asked our subjects what they thought about the various phases of the experiment and none of them mentioned the mood induction phase. Also, none of the authors was a professor of any of the subjects, which otherwise may have prevented students from stating their true state of mind regarding the procedures followed in the session. In our experiments, we informed all our subjects that the purpose of the test was to test their cognitive skills. Hence, subjects did not associate our mood inducement procedures as a form of deception.
Moreover, since we did not want subjects to associate different phases of the experiment and put the picture together, they were also told that the experiment they are participating in consists of sub-experiments that are not necessarily tied to each other. Subjects that answered the hard version of the test, scored significantly lower in the positive affect scale (discussed in the next paragraph). There was no significant difference between subjects with respect to the negative affect scale.
The mood measurement phase
To find ways to measure mood, we turned to the psychology literature for guidance.
Watson and Vaidya ( 
The risk preferences phase
To elicit risk preferences we used the multiple price list (MPL) design devised by Holt and Laury (2002) . In this design each subject is presented with a choice between two lotteries, A or B as illustrated in Table 2 . In the first row the subject is asked to make a choice between lottery A, which offers a 10% chance of receiving €2 and a 90% chance of receiving €1.6, and lottery B, which offers a 10% chance of receiving €3.85 and a 90% chance of receiving €0.1.
The expected value of lottery A is €1.64 while for lottery B it is €0.475, which results in a difference of €1.17 between the expected values of the lotteries. Proceeding down the table to the last row, the expected values of the lotteries increase but increases much faster for lottery B.
For each row, a subject chooses A or B and one row is then randomly selected as binding for the payout. 6 The last row is a simple test of whether subjects understood the instructions correctly. A risk neutral subject should switch from lottery A to lottery B at the 5 th row. In our experiments subjects undertook three risk aversion tasks: they made choices fromError! Reference source not found. Table 2 (the 1x table), a table where payoffs were scaled up by 10 (the 10x table) and a table similar to Table 2 but without the last three rows (the 1x-framed table). The order of appearance of the tables for each subject was completely randomized to avoid order effects (Harrison et al. 2005) . The 10x table served as an elicitation vehicle of risk when larger payoffs are involved while the 1x-framed table was used as an alternate format since subjects could be drawn in the middle of the ordered table irrespective of their true value (Andersen et al. 2007 ).
One of these tables was chosen at the end as binding for the payout. Thus, to infer risk preferences, subjects were asked to provide 27 binary choices from the risk preference task.
The time preferences phase
The experimental design for measuring discount rates is based on the experiments of Coller and Williams (1999) , Harrison, Lau, and Williams (2002) and Andersen et al. (2008) .
Subjects are confronted with payoff tables similar to session and hence only one subject was randomly drawn as the winner.
In Table 3Table , option A offers 300 € in 1 month and option B offers 300 € +x € in 4 months, where x ranged from annual interests rates of 5% to 50% on the principal of 300 €, compounded semi-annualy to be consistent with national banking practices on savings accounts.
The table also includes the anual and annual effective interest rates to facilitate comparisons between lab and field investments (Andersen et al. 2008) . The tasks provided two future income options instead of one instant and one future option. This front-end delay on the early payment has two advantages: it holds the transaction costs of future options constant (see Coller and Williams 1999 for a discussion) and it avoids the passion for the present that decision makers exhibit when offered monetary amounts today or in the future. Future payments were guaranteed by means of a postdated check with a national bank serving as the third party guarantee. Thus subjects provided 30 binary choices for the time preference task that are used to infer time preferences.
The post-auction phase
Subjects provided information about their age, household size and income. Experimental instructions are available at https://sites.google.com/site/risktimemood/.
Identification of risk and time preferences
The identification of risk and time preferences follows closely the framework of Andersen et al. (2008) , so we will only repeat the basic information here. Andersen et al. (2008) discussed in detail how to put parametric structure on the identification of risk and time preferences, the theoretical issues involved, and the statistical specification.
Let the utility function be the constant relative risk aversion (CRRA) specification 7 :
for r≠1, where r is the CRRA coefficient. In (1), r=0 denotes risk neutral behavior, r>0 denotes risk aversion behavior and r<0 denotes risk loving behavior.
In addition, if we assume that Expected Utility Theory (EUT) holds for the choices over risky alternatives and that discounting is exponential then the subject is indifferent between two income options t M and t M   if and only if:
where   t UM is the utility of monetary outcome t M for delivery at time t ,  is the discount rate,  is the horizon for delivery of the later monetary outcome at time t   , and the utility function is separable and stationary over time.  is the discount rate that equalizes the present value of the two monetary outcomes in the indifference condition (2).
The binary choices of the subjects in the risk preference tasks can be explained by different CRRA coefficients. For example, a subject that made four safe choices (i.e., choosing option A) and then switched to option B would have revealed a CRRA interval of -0.15 to 0.4.
The intervals are reported in Table 2 . Similarly, the binary choices in the time preference tasks can be explained by different discount rates. A subject that chose 300 € in 1 month would have 7 One may argue that the risk aversion tasks are done over a different prize domain than the discount rate tasks. This would cause no problem for the assumption of the CRRA function, given that risk aversion is then constant. It would pose a problem however, if other forms are assumed. To allow for the possibility that the relative risk aversion is not constant we also tried a more flexible functional form by adapting the hybrid expo-power function of Saha (1993). . Given that the model did not converge for the joint estimation of risk and time preferences, we then estimated the model for risk aversion only. We allowed each parameter r and a to be a separate linear function of the control variables that are used in latter estimations. The estimates indicate that there is no statistically significant deviation in a from zero for any of the variables controlled for, or for the constant. We can therefore conclude that there is no evidence to reject CRRA as a general characterization for this specific sample and this income domain. Similar conclusions were drawn in Harrison, Lau and Rutstrom (2007) . revealed a discount rate higher than   / 300 100% x  ; otherwise she would have revealed an annual discount rate of   / 300 100% x  or less 8 . Andersen et al. (2008) explicitly write the likelihood function for the choices that subjects make in these tasks and jointly estimate the risk parameter r and the discount rate . The contribution to the overall likelihood from the risk aversion responses can be written for each lottery i as:
where   Table 2 ). To specify the likelihoods conditional on the model, a stochastic specification from Holt and Laury (2002) The conditional log-likelihood can then be written as: 
where  is a noise parameter for the discount rate tasks. The log-likelihood will then be: 
Each parameter in equation (9) can be allowed to be a linear function of treatment effects.
Equation (9) can be maximized using standard numerical methods. We used the routines made available as a supplemental material in Andersen et al. (2008) . For a more thorough and pedagogical treatise on maximum likelihood estimation of utility functions, see Appendix F in Harrison and Rutstrom (2008) . The statistical specification also takes into account the multiple responses given by the same subject and allows for correlation between responses.
Estimation and results
Each subject in our experiment responded to 57 binary tasks (27 for the risk preference tasks and 30 for the time preference tasks). Data from subjects that chose lottery A over the last row of Table 2 were dismissed since this is a sign that they failed to comprehend the task.
Therefore, 15 subjects were further dropped which resulted in a sample size of 86 subjects, with 2322 risk aversion choices and 2580 discount rate choices. As mentioned previously, since this paper has a twofold goal, we first analyze treatments 1 to 4 together and then examine treatments 1, 5 and 6.
Was the mood induction successful?
Figure 1 displays kernel density estimates of the affect scores for positive and negative affect respectively. The vertical lines depict mean estimates of the scores per treatment.
Remember that a hard MENSA test aims to induce a negative mood to subjects and an easy MENSA test aims to induce a positive mood state through experience of failure and success, respectively. We are certain that our subjects experienced success or failure given that those exposed to the easy MENSA test in the lab answered on average 12.9 questions correctly (out of 16) while those exposed to the hard MENSA test answered only about 6 questions correctly.
It is obvious from panel A that the density function of positive affect for those exposed to the hard MENSA test is slightly shifted to the left implying lower scores for those exposed to the hard test. The density function of those exposed to the easy test has a slightly larger peak but is otherwise very close to the density function of the control group. One could tell a similar story based on the means (vertical lines) of the positive affect scores across treatments.
Panel B shows that both densities associated with the negative affect scores of those exposed to the easy and hard test are shifted right with respect to the control group. The density function of those exposed to the hard test is slightly more to the right but is practically indistinguishable from the density function of those exposed to an easy test. Comparing the means just reconfirms the above.
These results also hold up in a regression context. We run separate regressions for the positive affect and negative affect scales which are depicted in Table 4 . The list of covariates includes dummies for those exposed to the easy and hard MENSA tests (the control treatments, where mood was not induced, serve as the base category). We used demographic variables as additional control variables. Variable description is exhibited in Table 5 .
Results are in agreement with Figure 1 . Subjects that were exposed to a hard test scored significantly lower (by almost 4 points) in the positive affect scale compared to subjects in a control group and those who took the easy test. No statistically significant differences are observed between those answering an easy test and those in the control group and the magnitude of the difference in the scores is negligible. In all, it seems that our mood induction procedure was able to induce lower levels of positive affect to those that took the hard test.
On the other hand, both the easy and hard tests induced higher negative affect with respect to the control group by as much as 5 points, which is also evident in Figure 1 where both density functions are shifted to the right. The Hard coefficient is larger than the Easy coefficient by one point (i.e., those exposed to a hard test had on average higher levels of negative affect) although their difference is not statistically significant. So why did both procedures induce higher negative affect? One explanation could be that the quiz-type procedure resembles exams that associate negatively with students' mood e.g., test anxiety. It is also important to remember that positive affect and negative affect are two dimensions of mood that can co-exist. The overall conclusion is that subjects that took the hard test had lower positive affect than subjects that took the easy test and there was no statistically significant difference in their negative affect level. They also exhibited less positive affect and higher negative affect than the control group.
Risk aversion and discount rates under induced mood states
We first analyze data from treatments 1 to 4 to examine whether mood states can affect risk and time preference elicitation. Also, since we alternated the order of the preference reversal task and the risk preference task after mood inducement, we are able to test the AIM vs. MMH issue; that is, examine the effect of an intervening cognitive demanding task before risk elicitation. Kim and Kanfer (2009) found that this procedure makes a significant difference when evaluating risk-taking judgments. Table 5 exhibits the maximum likelihood estimates of risk and time preferences. We allowed the  and r parameters of equation (9) to be linear functions of treatment effects. One could in principle allow several variables to enter the linear specification of  and r but this comes at the cost of convergence, at least with our data. Given our random assignment to treatments we can safely assume that our effects are causal. There are also no significant differences in the socio-demographic profile of our subjects between the treatments. We used chi-square and Fischer's exact tests to check the variables depicted in Table 4 (t-tests were used for the continuous variables like age and household size). None of the differences was statistically significant.
Panel A presents maximum likelihood estimates allowing for risk aversion (joint estimation of risk and time preferences) and Panel B shows the corresponding estimates when assuming risk neutrality 9 . What is evident at first glance is that joint elicitation of risk and time preferences results in much lower discount rates, which is exactly what motivated the study of Andersen et al. (2008) . For example, one of the estimates drops sharply from about 89.4% to 13.8%.
9 Note that some confidence intervals for  include a negative lower bound. This is because we imposed 0   by allowing non-linear transforms of the parameters to be estimated. This allowed the Stata program to maximize over some unconstrained variable and to constrain the underlying parameter to be non-negative and non-zero. Table 4 presents standard errors and confidence intervals that are transformed back using the Delta method (see Oehlert 1992) which is an approximation.
The results in panel A show two things. The first one reconfirms Kim and Kanfer's (2009) "integrative explanation" in the sense that when a cognitively demanding task (i.e., preference reversal in our case) is introduced before risk elicitation, the subjects under negative mood become more risk averse. This is evident from the higher risk aversion rates in the upper part of panel A. The differences are statistically significant across mood states with a p-value of 0.024. However, this is also true for subjects under positive mood. Based on the integrative intervening explanation of Kim and Kanfer (2009) The fact that subjects that had an intervening task just before risk elicitation are more risk averse, has a direct effect on discount rates. It implies that subjects have more concave utility functions and thus lower discount rates. This is evident when comparing the top and bottom parts of panel A for discount rates. Although these differences look stark, they are not statistically significant given the dispersions. We get p-values in the range of 0.43 to 0.52 when testing whether the observed differences are statistically different from zero.
The second thing that is evident in Table 5 is that positive mood induces a 4.8% to 6.4%
higher discount rate than the control treatment depending on whether a cognitive demanding task was introduced before risk elicitation. The difference is significantly different from zero with a p-value of 0.049 and 0.068, respectively. On the other hand, negative mood induces marginally lower discount rates than the control treatment but the difference is neither economically nor statistically significant. It is interesting to note that in the risk neutral case (panel B), the differences in discount rates between treatments are stark although not statistically significantly different from zero. The effect of negative mood is significantly different from the effect in the control treatment in contrast to results under risk neutrality. One would then incorrectly infer from the risk neutral estimates that mood does not have a statistically significant effect on discount rates or that negative mood has an economically significant effect. Both of these results do not hold when risk aversion is allowed. Table 7 shows the estimates when considering an alternative discounting function, namely a hyperbolic discounting function. As discussed in Andersen et al. (2008) , the use of the quasi-hyperbolic specification is not possible due to the existence of a front end delay in our tasks. One would then need to replace (6)   . Qualitatively, we get similar results for the hyperbolic discounting model and quantitatively, we get slightly larger estimated discount rates and slightly lower CRRA coefficients. Overall, we find that mood has no effect on CRRA coefficients but that positive induced mood results in higher discount rates. We also find that having a cognitively demanding task preceding risk elicitation results in higher CRRA coefficients; that is subjects become more risk averse irrespective of the mood state.
Risk aversion, discount rates and mood: Are there gender differences?
To test for gender differences on choice under risk, we ran gender-specific sessions represented by Treatments 5 and 6 in Table 1 . We did not alternate the order of the tasks as done in Treatments 1 to 4, since we have tested and demonstrated this effect in the previous section.
To explore for gender differences, we compared Treatments 1, 5 and 6 and used the data from these treatments only. Table 8 and Table 9 show the maximum likelihood estimates from these treatments using exponential and hyperbolic discounting respectively 10 . We allowed the  ,  and r parameters of equation (9) to be linear functions of treatment effects (namely the Positive, FemTreat and MaleTreat variables; remember there is no control treatment for these data) and gender.
The general observation that joint elicitation of risk and time preferences results in lower discount rates and that hyperbolic discounting leads to slightly higher discount rate estimates and slightly lower CRRA coefficients, holds with these data as well. With respect to the CRRA estimates we find that subjects under positive mood are less risk averse than subjects under negative mood by approximately 7 points. However, the difference is not statistically significantly different from zero at conventional statistical levels (p-value=0.324 and 0.291 for the exponential and hyperbolic discounting models respectively). We can also observe that discount rates elicited under positive mood are higher than discount rates elicited under negative mood. Although we cannot reject the null of a zero difference, the null is marginally not rejected in some cases (p-value=0.110 and 0.117 for the exponential and hyperbolic discounting models respectively).
Interesting differences come up when comparing between the gender-specific sessions and the mixed-gender session. In the gender specific sessions, the CRRA coefficients are practically identical in the only-males session and the only-females session. However, when examining for differences between the mixed and the gender-specific sessions, males (females) appear to be more (less) risk averse in the gender-specific session than in the mixed sessions. We reject the hypothesis that females in the mixed sessions provided the same CRRA coefficient as the females in the gender-specific session (p-value=0.003 and 0.002 for the exponential and hyperbolic discounting models respectively) but not for males. Thus it appears that females are significantly less risk averse in the gender-specific sessions and this effect is consistent across mood states i.e., either positive or negative mood.
With respect to the discount rates, it is obvious that discount rates elicited from genderspecific sessions and mixed sessions both for males and females do not differ in terms of economic significance. For example, we elicit a discount rate of 22.7% (13.9%) for males under positive (negative) mood in the gender-specific session and a rate of 20.1% (12.3%) for males in the mixed session. The differences are not statistically significant either in any of the comparison groups. Note that in the risk neutral case one would have wrongly assumed that there are economically significant gender differences. For example the elicited discount rate for males under positive mood in the gender-specific session (77.9%) is almost double the discount rate elicited in the mixed session (41.5%).
Conclusions
Our objective in this study is to assess the effect of mood states on risk and time preferences. Our paper differs from previous studies in two important ways. First, we jointly elicited measures of risk and time preferences. Credible estimates of risk and time preferences have been found to rely on the joint estimation of risk and time preferences (Andersen et al. 2008 ). Yet, none of the previous studies jointly elicited these preferences when examining mood effects. Second, a vast majority of the studies that examined whether risk or time preferences can be affected by mood states was conducted in hypothetical contexts. We conducted our risk and time elicitation tasks non-hypothetically. Our results generally suggest that moods do not affect risk aversion coefficients, consistent with Walser and Eckel (2010). However, we found ample evidence that positive mood positively affects discount rates. This result is in contrast to Ifcher and Zarghamee (2010) that found that mild positive affect significantly increased the present value of a future payment. This finding seemed surprising at first, given the many similarities in the experimental procedures followed (e.g., paid for recruitment, real elicitation context, student sample etc.) in their study and ours. However, Ifcher and Zarghamee (2010) did not consider the simultaneous determination of risk and time preferences. Thus, they implicitly assumed risk neutrality in eliciting time preferences. While we cannot be completely certain that this is the reason for the difference in the results between our study and theirs, we can offer some hints based on some of our estimates. Specifically, we found economically significant differences between the negative induced mood and control treatments when risk neutrality is assumed (see panel B, Table 6 and Table 7 ) but these differences disappeared when we allowed for risk aversion (see panel A, Table 6 and Table 7 ). This result reflects the importance of the joint elicitation of risk and time preferences.
Given the increasing attention that economists are putting on examination of affect on risk and time preferences, future research should be cognizant of the role and the importance of joint and non-hypothetical elicitation of risk and time preferences. Future research should also test the robustness of our findings and examine the reasons why positive mood would increase discount rates or time preferences. It is possible that positive mood may substitute for income today (Ifcher and Zarghamee 2010) . Hence, subjects in the positive mood would require less money today to be indifferent to more money in the future. It is also possible that positive mood enhances current levels of happiness (Lyubomirsky, King, and Diener 2005; Diener and Seligman 2004) and that current happiness makes people think less about the future; hence, the increase in time preference when under positive mood.
Considering the robust finding in the literature of the general effect of risk and time preferences on human behavior and health outcomes (e.g., Fudenberg and Levine 2009; Benhabib and Bisin 2005; Bernheim and Rangel 2004) , the issue examined in our study has significant implications for assessment of the potential mechanisms through which risk and time preferences affect behavior and health outcomes. Our study also generally reinforces the argument offered in Ifcher and Zarghamee (2010) 6. Appendix Table A1 . Literature on mood and risk and time preferences Note: ***, **, * = Significance at 1%, 5%, 10% level. 
