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Résumé :
Cette thèse est consacré à l'étude des T-variétés aﬃnes à l'aide de la pré-
sentation due à Altmann et Hausen. On s'intéresse plus particulièrement au cas
des actions hyperboliques du groupe multiplicatif Gm. Dans une première partie,
on étudie les espaces aﬃnes exotiques, c'est-à-dire des variétés aﬃnes lisses et
contractiles, en supposant de plus qu'elles sont munies d'une action de Gm. En
particulier, dans le cas de dimension 3, on réinterprète la construction des variétés
de Koras-Russell en terme de diviseurs polyédraux, et on donne des constructions
de variétés aﬃnes lisses et contractiles en dimension supérieure à 3.
Dans une deuxième partie, on introduit la propriété pour une G-variété d'être
G-uniformément rationnelle, c'est-à-dire que tout point de cette variété admet un
voisinage ouvert G-stable, qui est isomorphe de manière equivariante à un ouvert
G-invariant de l'espace aﬃne. En particulier, on exhibera des Gm-variétés qui sont
lisses et rationnelles mais qui ne sont pas Gm-uniformément rationnelle.
Abstract :
This thesis is devoted to the study of aﬃne T-varieties using the Altmann-
Hausen presentation. We are especially interested in the case of hyperbolic actions
of the multiplicative group Gm. In the ﬁrst part, exotic aﬃne spaces are studied,
that is, smooth contractible aﬃne varieties, assuming in addition that they are
endowed with a Gm-action. In particular, in the case of dimension 3, we reinterpret
the construction of Koras-Russell threefolds in terms of polyhedral divisors and
we give constructions of smooth contractible aﬃne varieties and in dimensions
larger than 3.
In the second part we consider the property of G-uniform rationality for a
G-variety. This means that every point of this variety there exists an open G-
stable neighborhood, which is equivariantly somorphic to a G-stable open subset
of the aﬃne space. In particular we will exhibit Gm-varieties which are smooth
and rational but not Gm-uniformly rational.
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T
T
Gm A2 = Spec(C[x, y])
Gm
λ · (x, y) = (λx, λy) λ ∈ Gm
A = C[x, y] Z
A =
⊕
m∈ZAm
A0 = C
An = 0 n < 0
An = C[x, y]n n n > 0
A2//Gm  Spec(C[x, y]Gm)  Spec(C)
Il est naturel de considérer P1 comme l'espace paramétrant les orbites géné-
rales de cette Gm-variété. L'unique orbite fermée est le point ﬁxe (0, 0), les autres
orbites forment un pinceau de droites passant par l'origine, privées de cette ori-
gine. L'ensemble An des polynômes homogènes de degrés n en x et y s'identiﬁant
de manière naturelle à Γ (P1,OP1(n)), on conclut que l'on peut reconstituer l'al-
gèbre graduée (donc de manière équivalente A2 muni de l'action considérée) à
partir de la simple donnée de l'espace d'orbite P1 et d'un diviseur sur ce quo-
tient par exemple le point [0 : 1]. En eﬀet on a An = Γ (P1,OP1(n)) on obtient
ainsi un isomorphisme entre algèbres graduées en degrés positifs, A est isomorphe
à
⊕
n∈Z≥0 Γ (P
1,OP1(n)) et donc A2 muni de l'action de Gm est isomorphe de ma-
nière équivariante à Spec(
⊕
n∈Z≥0 Γ (P
1,OP1(n))).
Plus généralement, on considère une variété Y et un diviseur D sur celle-
ci. On peut de la même manière considérer les sections globales de D et de ses
multiples, Γ (Y,OY (nD)). Alors, sous de bonnes conditions garantissant que la
somme directe,
⊕
n∈Z≥0 Γ (Y,OY (nD)) est une algèbre graduée de type ﬁnie, on
peut prendre le spectre de cette algèbre et ainsi obtenir une variété aﬃne munie
d'une action de Gm [D, F-Z1]. On remarque que cette construction permet de
générer des algèbres graduées uniquement en degrés positifs. Ainsi pour construire
des algèbres Z-graduée il faut considérer Y une variété et une paire de diviseurs
(D+, D−) sur Y , l'un pour encoder la partie positive de l'algèbre et l'autre la partie
négative. Sous de bonnes conditions sur Y , D+ et D−, on a alors une algèbre de
type ﬁnie Z-graduée :⊕
m∈Z<0
Γ (Y,OY (mD−))
⊕
Γ (Y,OY )
⊕
m∈Z>0
Γ (Y,OY (mD+)).
Ainsi le spectre de cette algèbre va coïncider avec une variété X munie d'une
action de Gm. X est isomorphe de manière équivariante à :
Spec(
⊕
m∈Z<0
Γ (Y,OY (mD−))
⊕
Γ (Y,OY )
⊕
m∈Z>0
Γ (Y,OY (mD+))).
Chaque Gm-variété aﬃne est réalisable de cette manière.
D'autre part, si on considère maintenant une variété torique X de dimension
n, c'est à dire, une variété contenant comme ouvert dense, un tore algébrique
T ' (Gm)n. Dans ce cas, le quotient n'apporte pas d'informations puisqu'il est
réduit à un point. Quant à l'anneau des fonctions régulières de la variété, il est
muni d'une Zn-graduation induite par l'action de T sur X. Une manière purement
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X
n
Gm
A2 = Spec(C[x, y]) (Gm)2
(λ1, λ2) · (x, y) = (λ1x, λ2y)
A = C[x, y] Z2 A
A =
⊕
(m1,m2)∈Z2 A(m1,m2)
A0 = C
A(m1,m2) = 0 m1 < 0 m2 < 0
A(m1,m2) A0 〈xm1ym2〉 m1 > 0 m2 >
0
M = Ze1 + Ze2 σ∨ σ∨ ∩M
(e1, e2)
σ∨ ∩M
Sσ = σ
∨ ∩M
C[Sσ]
M C[Sσ] =
⊕
u∈Sσ C · u
C[Sσ] =
⊕
u∈Sσ C · u A =
⊕
(m1,m2)∈Z2 A(m1,m2)
A2  Spec(C[Sσ])
T
Gm
T
Y D
polyèdres dans un réseau. Alors la donnée de Y et du diviseur D nous permet de
considérer une algèbre graduée qui sous de bonnes hypothèses est une algèbre de
type ﬁni. Ainsi le spectre de cette algèbre graduée nous donne une variété aﬃne
avec une action d'un tore T de même dimension que celle du réseau. Réciproque-
ment, toutes les T-variétés admettent une décomposition sous cette forme.
La théorie Altmann-Hausen nous permet de construire un dictionnaire :
(Y,D)! X et une action de T sur X.
Un des objectifs est de déterminer sous quelles conditions sur le couple (Y,D)
une Gm-variété est un espace exotique, c'est à dire, une variété aﬃne lisse de
dimension d diﬀéomorphe à l'espace aﬃne euclidien R2d mais non isomorphe à Ad.
On va considérer le cas le plus simple possible. D'après un résultat de Ramanujan
[Ra], il n'existe pas de surface exotique. On se place donc dans un premier temps
en dimension 3 avec des variétés munies d'action de Gm hyperbolique, c'est à
dire, tel que leur algèbre des fonctions régulières soit graduée en degrés positifs et
négatifs.
L'ensemble des espaces exotiques de dimension 3, munis d'actions hyperbo-
liques de Gm a été classiﬁé par Koras et Russell [K-R], et ce comme étape dans
la démonstration de la linéarisation des actions de Gm sur A3 . L'ensemble des
variétés ainsi construites correspondent aux variétés de Koras-Russell.
La plus connue de ces variétés est la cubique de Russell, réalisable comme
hypersurface de A4 et donnée par l'équation :
{x+ x2y + z2 + t3 = 0} ⊂ A4 = Spec(C[x, y, z, t]).
Elle admet une action hyperbolique de Gm induite par une action linéaire sur A4 :
λ · (x, y, z, t)→ (λ6x, λ−6y, λ3z, λ2t).
Donnons deux constructions possibles de la cubique de Russell.
La cubique de Russell construite comme recouvrement bicyclique équivariant
de A3 [K-R] :
On considère A3 = Spec(C[x, y, z]) muni de l'action hyperbolique de Gm don-
née par λ · (x, y, z)→ (λx, λ−1y, λz).
On eﬀectue un recouvrement cyclique d'ordre 3 le long du diviseur {z+ x2y+
x = 0} stable pour l'action de Gm. On obtient ainsi V = {x+x2y+ z+ t3 = 0} ⊂
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A4 = Spec(C[x, y, z, t]) isomorphe à A3 et munie d'une action hyperbolique de Gm
induite par l'action linéaire suivante sur A4 : λ · (x, y, z, t)→ (λ3x, λ−3y, λ3z, λt).
On eﬀectue un recouvrement cyclique d'ordre 2 le long du diviseur {z = −(t3+
x2y+x) = 0} stable pour l'action deGm. On obtient ainsi :X = {x+x2y+z2+t3 =
0} ⊂ A4 = Spec(C[x, y, z, t]) la cubique de Russell.
La construction peut s'eﬀectuer de manière analogue en considérant en pre-
mier un recouvrement cyclique d'ordre 2 ,suivi d'un autre d'ordre 3. On résume
la situation par le diagramme suivant :
X
uu ))
X//µ3 ' A3
))
X//µ2 ' A3
uu
X//(µ2 × µ3) ' A3
avec µi le groupe des racines i-ième de l'unité.
La cubique de Russell vue comme modiﬁcation aﬃne équivariante de A3 :
On considère A3 = Spec(C[x, z, t]) muni de l'action de Gm donnée par λ ·
(x, z, t) → (λ6x, λ3z, λ2t) ainsi que I = (f, g) où f = −x2 et g = x + z2 + t3,
l'idéal I est supporté par la courbe cuspidale contenue dans le plan {x = 0} et
qui a pour équation : C = {x = z2 + t3 = 0}, on remarque de plus que I et
f sont stables par l'action de Gm. Alors la modiﬁcation aﬃne de A3 le long du
diviseur Df = 2Dx avec pour centre l'idéal I = (−x2, x+ z2 + t3) ⊂ A3 (voir 2.1),
nous permet de construire la variété dont l'anneau des fonctions régulières est
donné par C[x, z, t][ g
f
], sous algèbre du corps des fractions de A3. Ainsi en posant
y = g
f
, on obtient la sous-variété de A4 = Spec(C[x, y, z, t]) satisfaisant l'équation
{x + x2y + z2 + t3 = 0}, c'est à dire, la cubique de Russell. Le poids de y = g
f
pour l'action de Gm est induit par le poids de chaque polynôme, f et g.
Les deux transformations que sont la modiﬁcation aﬃne et le recouvrement mul-
ticyclique, vont permettre de générer un grand nombre d'espaces exotiques. C'est
pourquoi on va étudier les répercussions de ces deux transformations sur les pré-
sentations A-H des T-variétés.
En particulier, la cubique de Russell X est encodée par A2 = Spec(C[u, v])
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éclaté à l'origine et par D donné par :
D =
{
1
2
}
D3 +
{
−1
3
}
D2 +
[
0,
1
6
]
E,
où E est le diviseur exceptionnel de l'éclatement de A2, et où D2 et D3 sont les
transformés stricts des courbes {u = 0} et {u+ v + v2 = 0} dans A2 respective-
ment.
On va montrer dans la section 3.2 que cette présentation découle directement
de sa structure de recouvrement bicyclique de A3. On obtient facilement les pré-
sentations A-H de X//µ2 et de X//µ3.
X//µ2 est encodée par A2 = Spec(C[u, v]) éclaté à l'origine et par D2 donné
par D2 = {13}D2 + [0, 13 ]E où D2 est le transformé strict de la courbe{u = 0} et
E le diviseur exceptionnel de l'éclatement.
X//µ3 est encodée par A2 = Spec(C[u′, v]) éclaté à l'origine et par D3 donné par
D3 = {12}D3 + [0, 12 ]E où D3 est le transformé strict de la courbe{u′ = 0} et E le
diviseur exceptionnel de l'éclatement.
On va donc généraliser ce résultat aux variétés de Koras-Russell puis utiliser
cette présentation particulière pour générer un grand nombre d'espaces exotiques.
Cette thèse est organisée comme suit, le premier chapitre sert à décrire la
théorie Altmann-Hausen et à donner des méthodes eﬀectives pour calculer les
présentations A-H des T-variétés. Le deuxième chapitre met en lien deux types
de transformations, modiﬁcation aﬃne et recouvrement cyclique avec les présen-
tations A-H. Dans le troisième chapitre en utilisant le précédent on construit des
espaces aﬃnes exotiques avec action hyperbolique de Gm. Le quatrième chapitre
traite de la propriété d'être uniformément rationnelle d'un point de vue équi-
variant pour des G-variétés. Le dernier chapitre est un ensemble de questions
ouvertes.
On va détailler maintenant les principaux résultats chapitre par chapitre.
Chapitre 1
Le premier chapitre est une introduction aux actions de groupes algébriques
aﬃnes, suivi d'une spécialisation au cas des actions de tores, ce qui nous per-
met ensuite d'exposer la théorie Altmann-Hausen avec une attention particulière
portée aux actions de Gm.
Une T-variété est une variété algébrique aﬃne normale munie d'une action
eﬀective du tore T. Une action de T sur une variété aﬃne X = Spec(A) est
en relation biunivoque avec une coaction sur A [R1]. L'action d'un tore sur une
variété induit ainsi une M -graduation de A où M est le réseau des caractères
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de T. Or M ' Zk pour k = dim(T), ainsi la donnée d'une algèbre de type ﬁni
Zk-graduée est équivalent à la donnée d'une T-variété. On a alors :
A =
⊕
m∈σ∨∩M
Am,
où Am = {f ∈ A | ∀λ ∈ T, λ ·fm = χm(λ)fm} avec χm un caractère de T et σ∨
est le cône de poids, c'est à dire, le cône engendré par les éléments m du réseau
tel que Am 6= 0.
On appelle complexité d'une action de T sur X la codimension d'une orbite
générale, ce qui dans le cas des actions eﬀectives se traduit par dim(X)−dim(T).
Les A0-modules constituant l'algèbre graduée sont alors obtenus à l'aide d'une
variété Y , que l'on appellera quotient A-H, de dimension dim(X)−dim(T) et d'un
diviseur polyédral D sur Y , noté p-diviseur. Ce diviseur est une généralisation des
diviseurs pour des tores de dimension supérieure : D peut être vu comme une
collection de diviseurs D(u) paramétré par le cône de poids σ∨.
Théorème (Altmann-Hausen). Pour tout diviseur polyédral D sur une variété
normale et semi-projective Y , le schéma :
S(Y,D) := Spec(
⊕
u∈σ∨∩M
Γ(Y,OY (D(u))))
est une T-variété aﬃne normale de dimension dim(Y ) + dim(T).
Réciproquement, toute T-variété aﬃne normale est isomorphe de manière équi-
variante à S(Y,D) pour un couple (Y,D) bien choisi.
On appellera une telle présentation, une présentation A-H. Pour une T-variété
X donnée, le couple (Y,D) n'est pas unique [A-H, corollaire 8.12] cependant il
existe une construction canonique que l'on utilisera pour les démonstrations.
Dans le cas particulier des actions hyperboliques de Gm sur une variété X =
Spec(A) lisse, on a alors une méthode eﬀective pour calculer la variété Y quotient
A-H de X [T, Théorème 1.9, proposition 1.4].
Théorème. Soit X = Spec(⊕m∈ZAm) une variété lisse munie d'une action hy-
perbolique de Gm isomorphe de manière équivariante à S(Y,D).
Alors Y peut être choisie isomorphe à l'éclatement de X//Gm le long du sous-
schéma Z correspondant à l'idéal I = 〈Ad · A−d〉avec d > 0 et tel que
⊕
n∈ZAdn
est généré par A0 etA±d.
Ce dernier théorème justiﬁe la notation de quotient A-H pour la variété Y
en eﬀet, celle-ci est déﬁnie comme un éclatement (non nécessairement réduit) du
quotient algébrique de X par Gm.
9
Exemple. On considère A3 = Spec(C[y, z, t]) = Spec(A) muni d'une action de
Gm donnée par λ · (y, z, t) = (λ−1y, λz, λt).
Dans ce cas A3//Gm = Spec(C[yz2, yt3]) ' Spec(C[u, v]), et A3 est isomorphe
de manière équivariante à S(A˜2(u,v), [−1, 0]E) avec A˜2(u,v) l'éclatement de A2 à l'ori-
gine et E est le diviseur exceptionnel cet éclatement.
Chapitre 2
Dans le deuxième chapitre on va considérer deux types de transformations
aﬃnes, la modiﬁcation aﬃne [Du, Ka-Z, Z] et le recouvrement cyclique [Es-V,
tD2, Z]. Ces deux transformations peuvent être eﬀectuées sur des variétés aﬃnes
mais aussi sur des variétés quasi-projectives et donc, a priori sur les quotients
A-H. On veut donc comprendre quelle est l'inﬂuence de ces deux transformations,
lorsqu'elles sont faites de manière équivariante, sur la présentation A-H des T-
variétés.
En particulier pour les modiﬁcations aﬃnes on obtient le résultat suivant,
Théorème. Soit X = S(Y,D) une T-variété et pi : Y ′ → Y une modiﬁcation
aﬃne de Y . Alors S(Y ′, pi∗(D)) est isomorphe à un ouvert T-invariant de X.
Dans le cas des recouvrements cycliques, on va considérer G un groupe cyclique
agissant sur une T-variété X tel que les deux actions commutent. On pose alors
HT, le sous-groupe de T constitué des éléments agissant trivialement sur X//G,
la variété X//G est alors munie d'une action eﬀective de T′ = T/HT. On obtient
la caractérisation suivante :
Théorème. Soit X = Spec(A) une T-variété et soit G un groupe ﬁni agissant
sur X tel que les deux actions commutent. Alors on a les résultats suivants :
1) Il existe une variété semi-projective Y munie d'une action de G et un p-
diviseur G-invariant DG sur Y tel que X soit isomorphe de manière T×G équi-
variante à S(Y,DG).
2) Il existe un p-diviseur D′ sur Y//G tel que X//G soit isomorphe de manière
équivariante à la T′-variété S(Y//G,D′). De plus en notant F : M∨ → M ′∨
l'application linéaire induite par l'inclusion du réseau des caractèresM ′ de T′ dans
celui M de T, D′ peut être choisi tel que F∗(DG) = ϕ∗G(D′), où ϕG : Y → Y//G
est le morphisme quotient.
Exemple. On considère A2 muni d'une action hyperbolique de T ' Gm donnée
par λ·(x, y)→ (λ2x, λ−1y) ainsi que de l'action du groupe µ2, les racines carrées de
l'unité, donnée par ·(x, y)→ (x, y) on remarque que les orbites par l'action de µ2
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sont incluses dans celles de Gm. Ainsi, A2 est isomorphe de manière équivariante
à S(A1, [−1
2
, 0]⊗ {0}).
Maintenant, on pose X ′ = A2//µ2 en tant que T′-variété :
A2//µ2 ' Spec(C[x, y2]) ' A2,
est muni d'une action du tore T′ ,donnée par λ · (x, y) → (λx, λ−1y). À l'aide
du théorème précédent, A2//µ2 ' A2 = Spec(C[x2, y]) est isomorphe de manière
équivariante à S(A1, [−1, 0]⊗ {0}).
De manière inverse, on considère une T-variété X, possédant une structure de
revêtement bicyclique. Alors à partir de la donnée de deux variétés quotient et de
leurs présentations A-H on peut totalement déterminer la présentation de X. On
obtient de cette manière la présentation A-H des variétés de Koras-Russell.
Chapitre 3
L'utilisation combinée des modiﬁcations aﬃnes et des recouvrements cycliques
va permettre de générer un grand nombre de T-variété et de déterminer totalement
leurs présentations A-H. L'intérêt est que la topologie d'une variété obtenue à
partir d'une variétéX, soit par modiﬁcation aﬃne, soit par recouvrement cyclique,
est connue en fonction de celle de la variété initiale X.
Dans le troisième chapitre, après avoir énoncé les résultats établis dans [tD1,
tD2, Z] sur la topologie des variétés algébriques, on utilisera les résultats obtenus
dans le chapitre deux pour construire des espaces aﬃnes exotiques, munis d'action
hyperbolique de Gm. En particulier, après avoir donné les présentations A-H de
l'ensemble des variétés de Koras-Russell, on généralisera la construction en di-
mension supérieure. Pour cela, on va caractériser le fait pour une variété d'être
lisse et contractile dans les cas auxquels on s'intéresse :
Soit Y = {p(u1, . . . , un) = 0} ⊂ An = Spec(C[u1, . . . , un]), une hypersurface
lisse contenant l'origine, et pi : Y˜ → Y l'éclatement le long du sous-schéma d'idéal
(u1, . . . , un).
De plus on considère D =
k∑
i=1
{
ai
ni
}
H˜i+
0, 1k∏
p=1
np
E avec H˜i transformé strict
dans Y˜ de Hi = {hi(u1, . . . , un) = 0} ⊂ Y tel que pgcd(ni, nj) = 1 et a1, . . . , ak ∈
Z vériﬁent
k∑
i=1
(ai
k∏
p=1,p6=i
np) = 1.
Théorème. La variété S(Y˜ ,D) est une variété lisse si et seulement si pour i =
1, . . . , k, Hi ∈ Y est un diviseur lisse et irréductible tel que
k∪
i=1
Hi soit à croisements
normaux dans Y .
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Si de plus, le groupe d'homotopie du complémentaire pi1(Y \∪k1Hi) est un groupe
abélien, alors S(Y˜ ,D) est une variété lisse et contractile.
Exemple. On considère A3 = Spec(C[u, v, w]) et
S(A˜3,D) ou`D =
{−1
2
}
D1 +
{
1
3
}
D2 +
{
1
5
}
D3 +
[
0,
1
30
]
E.
Avec A˜3 l'éclatement de A3 à l'origine, E le diviseur exceptionnel de cet écla-
tement, D1 le transformé strict de la surface {u = 0}, D2 le transformé strict de
la surface {w = 0} et D3 le transformé strict de la surface {p(v) + u + w = 0}
avec p(v) un polynôme régulier et tel que p(0) = 0.
S(A˜3,D) est alors isomorphe de manière équivariante à l'hypersurface X lisse
et contractile de A5 = Spec(C[x, y, z, t, θ]) , donnée par l'équation {p(xy)y−1 +
z2 + t3 + θ5 = 0} qui est un espace exotique [Ka-ML2, proposition 11.1]. De plus
X est munie d'une action hyperbolique de Gm induite par l'action linéaire sur A5
suivante : λ · (x, y, z, t, θ) = (λ30x, λ−30y, λ15z, λ10t, λ6θ).
Chapitre 4
Dans un quatrième chapitre, on étudiera la notion équivariante de la propriété
suivante : une variété X est dite uniformément rationnelle si tout point de cette
variété admet un voisinage ouvert, pour la topologie de Zariski, qui est isomorphe à
un ouvert de l'espace aﬃne [Gr]. Une question toujours ouverte, pour dim(X) > 2,
est la suivante :
Soit X une variété lisse et rationnelle de dimension n, est-il vrai que pour
chaque point x dans X il existe un ouvert de Zariski U qui contient x et qui est
isomorphe à un ouvert de An ?
Pour le cas d'une variété lisse et rationnelle de dimension 1 ou 2 , la réponse
à la question est oui. Le sujet a était traité dans [Bo-Bö, Bod-Hau-S-Vi], avec
de plus certains résultats pour les éclatements de centres lisses dans les variétés
uniformément rationnelles. Cependant, il n'existe pas de résultat général en di-
mension supérieure. Cependant, dans le cas des T-variétés de complexité 0 ou 1
il y a équivalence entre être lisse et rationnelle ou bien uniformément rationnelle
[Ke-Kn-Mu-S, Chapitre 4]. On s'intéresse donc au cas des G-variétés avec une
déﬁnition équivariante.
On dira qu'une G-variété est G-linéairement uniformément rationnelle si pour
tout point x dans X, il existe un voisinage ouvert G-stable Ux de x, une repré-
sentation de G donnée par (An, G→ GLn) et V ⊂ An un ouvert stable par G tel
que Ux soit isomorphe de manière équivariante à V .
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Des variétés qui sont G-linéairement uniformément rationnelle sont donc uni-
formément rationnelles. En utilisant la présentation A-H d'une T-variété X, on
est ramené à considérer des diviseurs à coeﬃcients polyédraux dans le quotient
A-H de X, qui est de dimension dim(X)−dim(T). On considère alors un problème
géométrique dans des espaces de dimensions inférieures avec des coeﬃcients ﬁxés.
On développe ainsi une technique nous permettant de déterminer si des Gm-
variétés de dimension 3 sont, ou ne sont pas, Gm-linéairement uniformément ra-
tionnelle, en utilisant d'une part la présentation A-H de celle-ci mais aussi le fait
que les actions de Gm sur A3 sont linéarisables [Ka-K-ML-R]. Ce dernier point
nous donne une caractérisation en terme de présentation A-H de A3 muni d'une
action hyperbolique de Gm.
Proposition. Soit A3 muni d'une action hyperbolique de Gm. Alors A3 est iso-
morphe de manière équivariante à S(Y,D).
i) Y isomorphe à Z/µ où µ est un groupe cyclique et Z est l'éclatement le long
d'un sous-schéma supporté par l'origine.
ii) D est de la forme :
D = {p1} ⊗D1 + {p2} ⊗D2 + [p3, p4]⊗ E,
où D1 , D2 sont les transformés stricts de droites linéaires dans le même système
de coordonnées et E correspond au diviseur exceptionnel de l'éclatement.
On obtient alors avec la technique développée dans ce chapitre des familles de
variétés Gm-linéairement uniformément rationnelles, en particulier :
Théorème. Toutes les variétés de Koras-Russell de première espèce données par
l'équation X = {x + xdy + zα2 + tα3 = 0} dans A4 = Spec(C[x, y, z, t]) sont Gm-
linéairement uniformément rationnelles.
Exemple. La cubique de Russell X = {x + x2y + z2 + t3 = 0} ⊂ A4 =
Spec(C[x, y, z, t]) est une variété linéairement uniformément rationnelle.
Bien que l'ensemble des variétés de Koras-Russell soient des variétés lisses
rationnelles contractiles, en utilisant un invariant birationnel et des résultats de
géométrie en dimension 2, on est capable d'établir le résultat suivant :
Théorème. Il existe des variétés de Koras-Russell qui ne sont pas Gm-linéairement
uniformément rationnelles.
Exemple. La variété de Koras-Russell déﬁnie par {zα2 − λx(xy − µ) + y(x +
y(zα2 − λx(xy − µ))2)2 + tα3 = 0} ∈ A4 = Spec(C[x, y, z, t]) n'est pas une variété
Gm-linéairement uniformément rationnelle.
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Chapitre 1
Préparation
15

1.1 Quelques généralités sur les actions de groupes
algébriques
Dans cette section on rappelle rapidement les notions de groupe algébrique
aﬃne puis celle de G-variété pour ﬁnalement déﬁnir et construire les diﬀérents
types de quotients que sont le quotient catégorique, le quotient géométrique ou
encore le bon quotient.
1.1.1 Déﬁnitions
Déﬁnition 1.1.1. Un groupe algébrique aﬃne G est une variété algébrique aﬃne
munie de trois morphismes de variétés :
i) la loi de composition µ : G×G→ G , (g1, g2)→ g1g2,
ii) l'application inverse i : G→ G, g → g−1,
iii) le morphisme élément neutre e : Spec(C)→ G,
qui satisfont les axiomes usuels d'une loi de groupe. En particulier le diagramme
suivant commute :
Spec(C)×G e×Id //
p2

G×G
µ

G Id // G
Déﬁnition 1.1.2. Soit G, H deux groupes algébriques aﬃnes. Un morphisme de
groupe algébrique pi : G→ H est un morphisme de variété qui est compatible avec
la structure de groupe.
Exemple 1.1.3.
i) Pour tout espace vectoriel complexe V le groupeGL(V ) des endomorphismes
inversibles de V est un groupe algébrique aﬃne. En eﬀet GL(V ) est isomorphe à
l'ouvert de l'espace aﬃne End(V ) ' An×An, où n = dim(V ), formé des matrices
dont le déterminant ∆ ne s'annule pas. Comme le déterminant est une fonction
polynomiale en les coeﬃcients des matrices, on a donc GL(V ) ' GLn(C) '
Spec(C[x1, . . . , xn2 , y]/(∆y − 1)).
ii) Tout groupe ﬁni est un groupe algébrique aﬃne. En eﬀet d'après le Théo-
rème de Cayley tout groupe ﬁni est isomorphe à un sous-groupe du groupe symé-
trique Sn pour n bien choisi. Ce dernier est isomorphe au groupe Pn ⊂ GLn des
matrices de permutations, qui est un sous-ensemble algébrique fermé de l'ensemble
des matrices.
iii) Le groupe additif Ga, c'est à dire la droite aﬃne munie de la loi d'addi-
tion, est isomorphe au sous-groupe de GL2, constitué des matrices de la forme
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(
1 x2
0 1
)
, x2 ∈ C. On a donc, Ga ' Spec(C[x1, x2, x3, x4]/(x3, x1− 1, x4− 1)) '
Spec(C[x2]).
iv) Le groupe multiplicatif Gm est isomorphe à GL1 ' Spec(C[x±11 ]).
Plus généralement tout groupe algébrique aﬃne est isomorphe à un sous groupe
algébrique de GLn(C) pour n bien choisi (voir [S, Théorème 2.3.7]).
Déﬁnition 1.1.4. i) Une représentation rationnelle V d'un groupe algébrique
aﬃne G est la donnée d'un espace vectoriel V de dimension ﬁnie et d'un homo-
morphisme de groupe algébrique ρ : G → GL(V ). Une représentation induit une
action linéaire de G sur v, g ? v = ρ(g)v.
ii) On appelle sous-représentation de V un sous-espace G-stable de V .
iii) Une représentation V est dite irréductible si ses seuls sous-espaces vectoriels
G-stable sont V et {0}.
iv) Une représentation V est dite semi-simple si elle est une somme directe de
sous-représentations irréductibles.
Déﬁnition 1.1.5. Soit G un groupe algébrique aﬃne, eG l'élément neutre de G
et X une variété algébrique. Une action de G sur X est la donnée d'un morphisme
de variété algébrique µ : G×X → X qui satisfait aux axiomes d'une action d'un
groupe sur un ensemble, à savoir :
i) µ(eG, x) = x pour tout x ∈ X
ii) µ(g1g2, x) = µ(g1, µ(g2, x)) pour tout g1, g2 ∈ G et pour tout x ∈ X.
On appelle une telle variété une G-variété et on notera µ(g, x) := g · x.
Exemple 1.1.6. i) Tout groupe algébrique aﬃne G est une variété algébrique et
donc une G-variété pour l'action sur lui même par translations.
ii) La droite aﬃne A1 munie de l'action de Gm déﬁnie par λ ·x = λx pour tout
λ ∈ Gm et pour tout x ∈ A1.
iii) Le plan aﬃne A2 muni de l'action de Ga déﬁnie par t · (x, y) = (t+x, t+y)
pour tout t ∈ Ga et pour tout (x, y) ∈ A2.
Lorsque X est aﬃne, X = Spec(A), une action algébrique µ : G×X → X est
déterminée de manière unique par son homomorphisme de co-action :
µ] : A→ O(G)⊗ A = O(G×X).
Pour tout f ∈ A, g ∈ G et pour tout x ∈ X, on a µ](f)(g, x) = f(g · x).
Déﬁnition 1.1.7.
i) Soient G et G′ deux groupes algébriques aﬃnes et soient X une G-variété
et Y une G′-variété. Un morphisme équivariant est la donnée d'un couple (φ, ψ)
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où ψ : G → G′ est un morphisme de groupe algébrique et φ : X → Y est un
morphisme de variété tel que φ(g · x) = ψ(g) · φ(x) pour tout x ∈ X et pour
tout g ∈ G. Lorsque G = G′ on appelle par convention morphisme G-équivariant
φ : X → Y un couple (φ, idG) au sens précédent.
ii) Étant données X une G-variété X et Y une variété quelconque, un mor-
phisme φ : X → Y est dit G-invariant si φ est G-équivariant pour l'action triviale
sur Y ce qui se traduit par φ(g · x) = φ(x) pour tout g ∈ G et pour tout x ∈ X.
Une fonction G-invariante sur X est un morphisme G-invariant f : X → A1.
Déﬁnition 1.1.8. Soit X une G-variété,
i) L'action de G est dite eﬀective si pour tout g1, g2 ∈ G avec g1 6= g2 il existe
x ∈ X tel que g1 · x 6= g2 · x.
ii) Un point x ∈ X est dit ﬁxe si g · x = x pour tout g ∈ G.
iii) On appelle orbite d'un point x ∈ X le sous-ensemble Gx := {g · x | g ∈ G}
de X.
iv) On appelle stabilisateur de x ∈ X le sous-ensemble Gx = {g ∈ G | g·x = x}
de G.
v) Un sous-ensemble Y ⊂ X est dit G-stable si g · y ∈ Y pour tout y ∈ Y et
pour tout g ∈ G.
1.1.2 Diﬀérentes notions de quotients
Le premier objet naturel associé à une variété algébrique X munie d'une ac-
tion d'un groupe algébrique G, est l'ensemble des orbites de X sous l'action de
ce groupe. En général, il n'est pas possible de munir cet ensemble d'une structure
de variété algébrique de sorte que, l'application ensembliste qui à x associe son
orbite Gx soit un morphisme de variétés algébriques ; c'est le cas par exemple
dès que certaines orbites ne sont pas fermées pour la topologie de Zariski. Une
solution consiste à considérer diverses notions plus faibles de variétés quotients
paramétrant au mieux les orbites. Dans cette section, on rappelle diﬀérentes
constructions de quotients possibles, telles que quotient géométrique et bon quo-
tient.
Soit X une G-variété. Alors tout morphisme invariant X → Z où Z est une
variété, peut être considéré comme une sorte de quotient de X. Cela conduit
directement à une première notion de quotient, dite quotient catégorique.
Déﬁnition 1.1.9. Soient X une G-variété, Z une variété et pi : X → Z un
morphisme G-invariant. On dit que le couple (Z, pi) est un quotient catégorique
si pour tout morphisme G-invariant ϕ : X → Y il existe un unique morphisme
ϕ¯ : Z → Y tel que ϕ se factorise par pi via ϕ = ϕ¯ ◦ pi :
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X pi //
ϕ
##
Z
ϕ¯

Y
Dans le cas où X est aﬃne, un quotient catégorique pi : X → Z dans
la catégorie des variétés aﬃnes est donc une variété aﬃne Z dont le comor-
phisme pi∗ : Γ(Z,OZ) → Γ(X,OX) se factorise par la sous-algèbre Γ(X,OX)G
de Γ(X,OX) formée des fonctions régulières G-invariantes et qui est universel
pour cette propriété. Lorsque Z existe on le note X//G.
On voit en particulier que ce quotient catégorique existe dès lors que Γ(X,OX)G
est une algèbre de type ﬁnie. Cela n'est pas toujours le cas, il existe par exemple
des Ga-variétés aﬃnes X dont l'algèbre des invariants O(X)Ga n'est pas de type
ﬁnie (voir [Fr, Chapitre 7]). On se place dorénavant dans une classe particulière
de groupes, dits groupes réductifs, pour lesquels l'existence de quotient de ce type
est garantie.
Déﬁnition 1.1.10. Un groupe algébrique G est dit réductif s'il ne contient aucun
sous-groupe fermé distingué isomorphe à (Ga)n. En caractéristique 0, cela est
équivalant à la propriété pour G d'être linéairement réductif, c'est-à-dire que toute
représentation rationnelle de G est semi-simple ([Mu, p.27 ]).
En particulier, tout tore algébrique est un groupe réductif.
Théorème 1.1.11 (Nagata). [Do, Théorème 3.3] Soit G un groupe algébrique ré-
ductif agissant sur une variété aﬃne X. Alors l'algèbre des invariants Γ(X,OX)G
est de type ﬁni.
L'inclusion Γ(X,OX)G ↪→ Γ(X,OX) induit un morphisme de variété pi : X →
Spec(Γ(X,OX)G) qui, d'après la discussion précédente est un quotient catégorique
dans la catégorie des variétés aﬃnes.
Donnons des exemples à la fois de quotients catégoriques et d'orbites pouvant
apparaitre :
Exemple 1.1.12.
i) On considère l'action de Gm sur A2 = Spec(C[x, y]) donné par λ · (x, y) →
(λx, λy). On a donc A2//Gm ' Spec(C[x, y]Gm) ' {pt}. L'unique orbite fermée
est le point ﬁxe (0, 0), les autres orbites forment un pinceau de droites passant par
l'origine, privées de cette même origine. Ces orbites sont donc ouvertes et ont {0}
dans leur adhérence, ainsi elles ont la même image par le morphisme quotient.
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ii) On considère l'action de Gm sur A2 = Spec(C[x, y]) donné par λ · (x, y)→
(λx, λ−1y). Les orbites fermées sont l'origine, qui est un point ﬁxe, ainsi que les
hyperboles d'équations {xy = a | a 6= 0}. On a donc :
A2//Gm ' A1 = Spec(C[x, y]Gm) = Spec(C[xy]).
Cependant les deux axes {x = 0} et {y = 0} tous les deux privés de l'origine
constituent des orbites ouvertes.
Déﬁnition 1.1.13. Un morphisme G-invariant pi : X → Z où Z est une variété
est appelé un quotient géométrique si chaque ﬁbre de pi est une orbite. Cela im-
plique en particulier que toutes les orbites sont fermées et que l'application est
surjective.
Exemple 1.1.14. On considère une variété aﬃne X et un groupe algébrique
ﬁni G et l'inclusion Γ(X,OX)Gm ↪→ Γ(X,OX). L'existence d'une section f →
1
|G|
∑
g∈G g · f de l'inclusion garantit que le morphisme pi : X → Spec(Γ(X,OX)G)
est un quotient géométrique.
L'exemple précédent 1.1.12 illustre le fait que pour des groupes plus géné-
raux, le quotient catégorique, lorsqu'il existe, n'est en général pas un quotient
géométrique.
Déﬁnition 1.1.15. Un morphisme G-invariant pi : X → Z, où Z est une variété,
est appelé un bon quotient catégorique pour l'action de G si pi satisfait :
1) Pour tout ouvert U ⊆ Z, pi∗ induit un isomorphisme, O(U)→˜O(pi−1(U))G.
2) Si W ⊆ X est un fermé G-invariant, alors pi(W ) ⊆ Z est un fermé.
3) Si W1,W2 ⊆ X sont des fermés G-invariants et que de plus W1 ∩W2 = ∅,
alors pi(W1) ∩ pi(W2) = ∅.
En particulier un bon quotient catégorique est un quotient catégorique. Un bon
quotient catégorique qui satisfait les propriétés pour être un quotient géométrique
est appelé un bon quotient géométrique.
Proposition 1.1.16. [B1, Théorème 4.3.1] Si G est un groupe ﬁni et que X
est une G-variété quasi projective, alors pi : X → X//G est un bon quotient
géométrique dans la catégorie des variétés quasi-projectives et pi est un morphisme
ﬁni.
Exemple 1.1.17.
i) Soit Gm agissant sur A2\{(0, 0)} par λ·(x1, x2) = (λx1, λx2). La variété X =
A2 \ {(0, 0)} est quasi-aﬃne, et l'application pi : X → P1 déﬁnie par pi(x1, x2) =
[x1 : x2] est un bon quotient géométrique dans la catégorie des variétés algébriques.
En eﬀet les plus petits sous-ensembles Gm-stables sont exactement les orbites et
deux orbites diﬀérentes sont envoyées sur deux points diﬀérents. Par contre, le
21
quotient catégorique dans la catégorie des variétés quasi-aﬃnes est l'application
constante de l'exemple 1.1.12.
ii) Soit Gm agissant sur X = A2 \ {(0, 0)} par λ · (x1, x2) = (λx1, λ−1x2).
L'application pi : X → A1 donnée par pi(x1, x2) = x1x2 est un quotient dans la
catégorie des variétés. Pour obtenir un quotient géométrique il faut considérer
la droite à deux origines ([Har, Exemple 2.3.6]) qui n'est pas un schéma séparé.
En eﬀet X est recouvert par deux ouverts aﬃnes U1 = A2 \ {x1 = 0} et U2 =
A2\{x2 = 0}, chacun admettant un bon quotient géométrique, Ui//Gm = A1 pour
i = 1, 2. Le bon quotient est obtenu en recollant U1//Gm et U2//Gm par l'identité
le long de (U1 ∩ U2)//Gm ' A1 \ {0}.
iii) Soit Gm agissant sur A1∗ × A1∗ = Spec(C[x±11 , x±12 ]) par λ · (x1, x2) = (λ ·
x1, λ
−1 · x2). Alors l'application pi : X → A1∗ tel que pi(x1, x2) = (x1x2) est un bon
quotient géométrique.
Théorème 1.1.18. [Ro] Soit X une G-variété aﬃne irréductible, alors il existe
un ouvert aﬃne X0 ⊆ X non vide et stable par G qui admet un bon quotient
géométrique dans la catégorie des variétés aﬃnes.
Supposons maintenant que X est une variété algébrique irréductible quasi-
projective. L'idée générale pour obtenir le meilleur quotient possible est alors de
recouvrir X par des ouverts aﬃnes G-invariants Ui tel que l'on puisse considérer le
quotient Ui//G au sens de la déﬁnition 1.1.9. On espère pouvoir ensuite construire
X//G par recollement des Ui//G. Un tel recouvrement n'existe pas systématique-
ment et d'autre part le recollement n'est pas toujours possible dans la catégorie
des variétés, de manière similaire à l'exemple 1.1.17 ii).
Exemple 1.1.19. On considère P1 muni d'une action de Ga déﬁnie par t · [u :
v]→ [u+tv : v] alors dans ce cas le point à l'inﬁni, [1 : 0] n'admet pas de voisinage
ouvert Ga-invariant.
On va cependant pouvoir réaliser cette construction pour un ouvert U de X et
ainsi déﬁnir le quotient U//G, le but étant de considérer un ouvert U maximal. La
construction de l'ouvert U va dépendre du choix d'un ﬁbré en droites G-linéarisé.
Déﬁnition 1.1.20. Soit X une G-variété et pi : L→ X un ﬁbré en droites sur X.
Une G-linéarisation de L est un relevé de l'action µ : G×X → X en une action
µ¯ sur L tel que :
i)
G× L µ¯ //
id×pi

L
pi

G×X µ // X
, commute
ii) G opère linéairement dans les ﬁbres de L. En particulier la section nulle de
L est G-invariante.
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Exemple 1.1.21. On considère An = Spec(C[x1, . . . , xn]) muni de l'action de Gm
donnée par λ · (x1, . . . , xn) = (λx1, . . . , λxn). Pour tout k ∈ Z, le ﬁbré en droites
trivial, Lk = An × A1 muni de l'action λ · (x1, . . . , xn, l) = (λx1, . . . , λxn, λkl) est
Gm-linéarisé.
Déﬁnition 1.1.22. Soit L un ﬁbré en droites G-linéarisé sur X, et soit x ∈ X :
i) On dit que x est semi-stable si il existe m > 0 et s ∈ Γ(X,L⊗m)G tel que
Xs = {y ∈ X : s(y) 6= 0} soit un ouvert aﬃne contenant x. L'ensemble des points
semi-stables est noté Xss(L).
ii) On dit que x est stable si il existe s satisfaisant les hypothèses de i) avec de
plus, Gx est ﬁni et toutes les orbites de G dans Xs sont fermées. L'ensemble des
points stables est noté Xs(L)
Les ensembles Xss(L) et Xs(L) sont des ouverts G-invariants. Si x ∈ X n'est
pas semi-stable on dit qu'il est instable.
Exemple. (Suite de l'exemple 1.1.21) On considère Lk le ﬁbré en droites Gm-
linéarisé construit précédemment. L'espace des sections Γ(An, Lk) s'identiﬁe à
C[x1, . . . , xn] via l'application :
f ∈ C[x1, . . . , xn] 7→ s(x1, . . . , xn) = (x1, . . . , xn, f(x1, . . . , xn)).
Ainsi, s ∈ Γ(X,L⊗mk )Gm si et seulement si f(λ ·x1, . . . , λ ·xn) = λmk ·f(x1, . . . , xn)
pour tout (x1, . . . , xn) ∈ An et λ ∈ Gm.
Si k = 0, alors le polynôme constant égal à 1 déﬁnit une section invariante de
L⊗mk pour tout m et donc X
ss(L0) = An et
An//Gm = Spec(C[x1, . . . , xn]Gm) = Spec(C).
Si k > 0, puisque l'ensemble des points semi-stables et le quotient correspon-
dant sont inchangés si on remplace Lk par une de ses puissances tensorielles, on
peut supposer que k = 1. On a alors :
∞⊕
m=0
Γ(An, L⊗m1 )Gm =
∞⊕
m=0
C[x1, . . . , xn]m = C[x1, . . . , xn]≥0,
où C[x1, . . . , xn]m est l'ensemble des polynômes homogènes de degré m. De plus∞⊕
m>0
Γ(A2, L⊗m1 )Gm = C[x1, . . . , xn]>0 est l'idéal engendré par x1, . . . , xn. On a donc
Xss(L1) = D(x1) ∪ . . . ∪D(xn) = An \ {(0, . . . , 0)}.
où D(xi) est le sous-ensemble de An où xi ne s'annule pas pour i = 1, . . . , n.
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Théorème 1.1.23. [Mu] Soit X une G-variété irréductible et L un ﬁbré en droites
G-linéarisé. Alors il existe un bon quotient :
pi : Xss(L)→ Xss(L)//G.
De plus il existe un ouvert U ⊆ Xss(L)//G tel que pi−1(U) = Xs(L) et pi|pi−1(U)
soit un bon quotient géométrique.
Exemple. (Suite de l'exemple 1.1.21) Pour le ﬁbré en droites Gm-linéarisé Lk
construit précédemment, le morphisme
pi : Xss(Lk) = An \ {(0, . . . , 0)} → Xss(Lk)//Gm ' Pn−1 = ProjC(C[x1, . . . , xn])
(x1, . . . , xn) → [x1 : . . . : xn]
est un bon quotient.
Soit A un anneau de type ﬁni gradué en degrés positifs A =
⊕
n≥0An. C'est-
à-dire, un anneau A de type ﬁni, un sous-anneau A0 et une famille de A0-modules
An tel que pour tout n et m ∈ N, An ·Am ⊆ An+m. Pour la construction suivante
on se réfèrera à [E-Ha, III.2].
Déﬁnition 1.1.24. Le spectre premier homogène d'un anneau gradué en degrés
positifs A =
⊕
n≥0 An, noté ProjC(A), est l'ensemble des idéaux premiers homo-
gènes de A ne contenant pas
⊕
n>0 An.
Une base d'ouverts de ProjC(A) est donnée par les ensembles Spec(Af °), où f
est un élément homogène de A et Spec(Af °) est l'ensemble des idéaux premiers
de Spec(A) ne contenant pas f . L'anneau des fonctions régulières est la partie
homogène de degré 0, (Af °) du localisé Af , c'est à dire, { afm ∈ Af : a ∈ Am(deg(f))}.
Exemple 1.1.25. Soient d1, . . . , dn+1 des entiers strictement positifs. On consi-
dère A = C[x1, . . . , xn+1] =
⊕
n≥0An où A0 = C et An est engendré par les mo-
nômes de la forme Πxnii tel que
∑
nidi = n. Alors ProjC(A) = P(d1, . . . , dn+1) l'es-
pace projectif a poids (voir [Do, p.39]). En particulier si pour tout i = 1, . . . , n+1
on a di = 1 alors ProjC(A) = P(1, . . . , 1) est l'espace projectif Pn et les idéaux
homogènes sont engendrés par des polynômes homogènes pour le degré usuel.
Proposition 1.1.26. [Mu] Reprenons les hypothèses du Théorème 1.1.23. Si de
plus X est projectif et L est ample, alors en posant R =
⊕
d≥0 Γ(X,L
⊗d) on a :
Xss(L)//G ' Proj(RG).
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Exemple 1.1.27. Si on considère Gm agissant sur An+1 via λ · (x1, . . . , xn+1) =
(λd1x1, . . . , λ
dn+1xn+1) alors C[x1, . . . , xn+1] est naturellement gradué comme dans
l'exemple précédent avec A0 = C et dans ce cas-là on obtient :
An+1 \ {0}//Gm = P(d1, . . . , dn+1).
On va maintenant considérer la normalisation d'une G-variété X et montrer
que la variété ainsi obtenue Xˆ est elle-même une G-variété. De plus dans le cas
d'un groupe ﬁni G la normalisation et le quotient par G commutent.
Proposition 1.1.28. Soit X une G-variété aﬃne et η : Xˆ → X sa normali-
sation alors l'action de G se relève de manière unique à Xˆ de telle sorte que la
normalisation soit équivariante.
Démonstration. Soit X = Spec(A) et Xˆ = Spec(Aˆ) avec A ⊂ Aˆ ⊂ Frac(A). Or A
et Frac(A) sont G-stables, on veut montrer que Aˆ est aussi G-stable.
Soit α ∈ Aˆ alors par déﬁnition il existe P = Xk+1 +
k∑
i=1
aiX
i un polynôme
unitaire à coeﬃcients dans A tel que P (α) = 0, on fait agir G sur P (α) ce qui
donne :
(g−1 · P )(α) = (g · α)k+1 +
k∑
i=1
(g · ai)(g · α)i = 0,
or g · ai ∈ A pour tout i = 1, . . . , k car A est G-stable donc pour tout α ∈ Aˆ son
image par un élément g de G est aussi dans Aˆ donc la normalisation de A est
stable par G.
Proposition 1.1.29. Soit Y une variété quasi-projective munie d'une action d'un
groupe ﬁni G. Alors la normalisation de Y et le quotient par G commutent, on a
donc Ŷ //G ' Ŷ//G
Démonstration. D'après la proposition précédente l'action du groupe G remonte
à la normalisation Ŷ . De plus étant donné que Y est une variété quasi-projective
et que G est ﬁni, tout y ∈ Y admet un voisinage aﬃne ouvert G-invariant. La
normalisation est une propriété locale on peut donc supposer que Y est une variété
aﬃne.
En utilisant la propriété universelle de la normalisation, c'est à dire, si f :
Z → Y est un morphisme dominant et que Z est une variété aﬃne normale alors
il existe un unique f ′ : Z → Ŷ tel que f = n ◦ f ′ et la propriété universelle du
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quotient (cf) on obtient le diagramme commutatif suivant :
Y → Y//G
↑ ↑
Ŷ → Ŷ//G
↘ ↑
Ŷ //G
Ainsi on a C[Ŷ//G] ⊂ C[Ŷ ]G. Inversement si l'on considère f ∈ C[Ŷ ]G, alors
g · f = g pour tout g ∈ G et il existe un polynôme unitaire P avec ses coeﬃcients
dans C[Y ] tel que P (f) = 0. Or G est ﬁni donc Q =
∏
g∈G
g.P est un polynôme
unitaire G-invariant tel que G(f) = 0. On a donc f ∈ C[Ŷ//G] et le diagramme
devient donc :
Y → Y//G
↑ 	 ↑
Ŷ → Ŷ//G ' Ŷ //G
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1.2 Tores algébriques, cônes et diviseurs polyédraux
Le but de cette partie est de rappeler la correspondance entre une action
d'un tore algébrique sur une variété aﬃne et une Zn-graduation de son anneau de
fonctions. Puis dans un second temps on introduira la notion de diviseur polyédral,
en commençant par les diviseurs à coeﬃcients entiers puis rationnels.
1.2.1 Tores algébriques et réseaux des caractères
Déﬁnition 1.2.1. On appelle tore algébrique de dimension n le sous-groupe al-
gébrique de GLn composé des matrices diagonales. Ce groupe algébrique est iso-
morphe à (Gm)n où Gm est le groupe multiplicatif.
Si il n'y a pas de confusion possible on notera T pour désigner un tore algé-
brique de dimension n et on le nommera simplement tore. L'anneau de coordonnée
de T est l'algèbre C[T] ' C[x±11 , . . . , x±1n ] des polynômes de Laurent en n variables.
Déﬁnition 1.2.2. Un caractère d'un tore T est un morphisme de groupe algé-
brique χ : T→ Gm.
Pour (a1, . . . , an) ∈ Zn, l'application χa : T→ Gm déﬁnie par
χa(t1, . . . , tn) = t
a1
1 · · · tann ,
est un caractère de T. Tous les caractères sont en fait de cette forme.
Soit χ : T→ Gm un caractère, alors :
χ(t1, . . . , tn) = χ(t1, 1, . , 1)χ(1, t2, . . . , 1) · · · χ(1, . . . , 1, tn)
car χ est un homomorphisme de groupe. Ainsi, déterminer un caractère revient
à déterminer son évaluation sur les générateurs. Chacun de ces sous-groupes est
clairement isomorphe à Gm. Ainsi χ est déterminée par des automorphismes χi :
Gm → Gm pour i = 1, . . . , n ce qui implique que χi(t) = tai pour un certain
ai ∈ Z.
Étant donné deux caractères χa et χb d'un tore T, on peut considérer la mul-
tiplication χa · χb = χa+b. L'ensemble des caractères d'un tore forment alors un
groupe abélien M isomorphe à Zn.
Déﬁnition 1.2.3. Un réseau est un groupe abélien libre de rang ﬁni. Un réseau
de rang n est donc isomorphe à Zn.
Ainsi on dira que M est le réseau des caractères du tore. Étant donnée une
base {e1, . . . , en} on a des isomorphismes d'algèbre :
C[T] '
⊕
m∈M
Cχm '
⊕
a∈Zn
Cχa ' C[t±11 , . . . , t±1n ],
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où ti = χei . Il existe une notion duale aux caractères :
Déﬁnition 1.2.4. Un sous-groupe à un paramètre d'un tore T est un morphisme
de groupe algébrique γ : Gm → T.
De la même manière que précédemment, tout b = (b1, . . . , bn) ∈ Zn détermine
un sous-groupe à un paramètre γb : Gm → T tel que γb(t) = (tb1 , . . . , tbn), et l'on
peut montrer que tous les sous-groupes à un paramètre du tore T sont de cette
forme. L'ensemble des sous-groupes à un paramètre forme aussi un groupe abélien
libre de rang n, noté N .
Étant donné un caractère χa et un sous-groupe à un paramètre γb, on peut
alors considérer la composition χa ◦ γb : Gm → Gm donnée par t → tm où
m =
n∑
i=1
aibi := 〈a, b〉. On a alors M = Hom(N,Z), de sorte que M et N sont des
réseaux duaux avec l'application donnée par 〈χ, γ〉 = χ ◦ γ(t) = m.
Supposons queX = Spec(A) soit munie d'une action d'un tore T = Spec(C[M ])
soit λ = (λ1, . . . , λn) ∈ T et soit f ∈ A. Alors f satisfait :
(λ · f)(x) = f(λ−1 · x) =
∑
u∈Zn
χu(u)fu(x),
oùfu(x) ∈ A vériﬁe t · fu = χu(t)fu. Ainsi f =
∑
u∈I
fu où I est un sous ensemble
ﬁni de M .
On peut alors décomposer A sous la forme : A =
⊕
u∈M
Au où
Au = {f ∈ A | ∀λ ∈ T, λ · fu = χu(λ)fu}.
Un élément de Au est appelé un semi-invariant de poids u.
On obtient ainsi une structure d'algèbre M -graduée avec Au1 · Au2 ⊂ Au1+u2
pour tout u1 et u2 ∈M .
Réciproquement (voir [R1]) étant donnée une algèbre de type ﬁni M -graduée
A =
⊕
u∈M
Au, la variété X = Spec(A) admet une action de T = Spec(M) détermi-
née comme suit par son comorphisme :
Étant donné un système de générateurs (x1, . . . , xn) de A, on pose Fi(x, λ) =∑
χu(λ)xiu ainsi pour tout τ = (τ1, . . . , τn) ∈ T et pour tout ξ = (ξ1, . . . , ξn) ∈ X
on a : τ · ξ = (F1(τ, ξ), . . . , Fn(τ, ξ)).
Ainsi il y a une correspondance bi-univoque entre les variétés aﬃnes munies
d'une action de T = Spec(M) est les C-algèbres de type ﬁni M -graduées.
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N  Zk k M = Hom(N,Z)
NQ MQ Q N ⊗Z Q M ⊗Z Q
S ⊆ NQ
NQ S
σ = Cone(S) = {
∑
u∈S
λuu | λu ∈ Q≥0} ⊂ NQ.
σ NQ σ ∩
(−σ) = 0 σ
NQ
N 1 N  Z
σ = {0} σ = Q≥0 σ = Q≤0
σ
n
n+ 1
2
σ ⊂ NQ
σ NQ
σ MQ
σ∨ := {v ∈ MQ | ∀u ∈ σ 〈u, v〉 ≥ 0} ⊆ MQ = M ⊗Z Q.
σ
σ∨ MQ σ = (σ∨)∨
σ NQ
relint(σ)
relint(σ) := {u ∈ σ | ∀m ∈ σ∨, 〈m,u〉 > 0}.
σ NQ
σ τ  σ σ ∩Hm m ∈ σ∨
Hm := {u ∈ NQ |= 〈m,u〉 = 0}.
NQ
σ ∈ Σ σ Σ
σ1, σ2 ∈ Σ σ1 σ2
Σ
NQ Π
Π = Conv(S) = {
∑
u∈S
λuu | λu ∈ Q≥0,
∑
u∈S
λu = 1}
NQ
Δ
Δ = ΠΔ + σΔ ΠΔ
σΔ
σΔ
Δ
Δ1 Δ2 NQ
Δ1 +Δ2 = {v1 + v2, v1 ∈ Δ1, v2 ∈ Δ2}
σ σ
σ ⊂ NQ Pol+σ (NQ)
NQ σ
Pol+σ (NQ) σ
1.2.3 Diviseurs à coeﬃcients entiers, rationnels, polyédraux
On considère Y un schéma noethérien, séparé et normal. Dans un premier
temps on introduit la notion de diviseur entier sur Y . On déﬁnit ensuite les Q-
diviseurs et les diviseurs à coeﬃcients polyédraux.
1.2.3.1 Diviseurs de Weil et de Cartier.
Déﬁnition 1.2.15.
i) Un diviseur premier sur Y est un sous-schéma fermé intègre de codimension
1 de Y .
ii) Un diviseur de Weil sur Y est une somme formelle ﬁnie D =
∑
nZZ de
diviseurs premiers où nZ ∈ Z. On note WDiv(Y ) l'ensemble des diviseurs de Weil
sur Y .
iii) Un diviseur est dit eﬀectif si nZ ≥ 0 pour tout Z.
iv) Le support de D est la réunion des diviseur premiers Z ⊂ Y tel que nZ 6= 0.
Déﬁnition 1.2.16.
i) Un diviseur est dit principal si il est le diviseur d'une fonction rationnelle
non nulle f . On le note div(f) =
∑
νZ(f)Z où l'entier νZ(f) correspondant à
l'ordre de f le long de Z.
ii) Deux diviseurs sont linéairement équivalents si leur diﬀérence est un diviseur
principal.
Déﬁnition 1.2.17.
i) Soit Y une variété normale. Un diviseur de Weil D sur Y est localement
principal s'il existe un recouvrement (Ui)i∈I de Y et des fonctions rationnelles fi
sur Y tel que D ∩ Ui = div(fi)|Ui .
ii) Soient D et D′ deux diviseurs de Weil localement principaux sur Y donnés
respectivement par (Ui, fi) et par (Vj, gj), alors D et D′ coïncident si fi/gj est une
fonction rationnelle inversible sur Ui ∩ Vj pour tout i et j.
iii) Un diviseur de Cartier sur Y est la donnée d'une classe d'équivalence de
diviseurs de Weil localement principaux. L'ensemble des diviseurs de Cartier sur
Y est noté CDiv(Y ).
Remarque 1.2.18. On a supposé que la variété Y était normale ainsi on peut
associer à un diviseur de Cartier D déﬁni par une famille (Ui, fi) un diviseur de
Weil : ∑
Y
nZZ,
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où nZ est l'entier νZ(fi) correspondant à l'ordre de fi en Z pour n'importe quel i
tel que Z ∩ Ui soit non vide. Cette somme est une somme ﬁnie (voir [Har,
Lemme 6.1]).
Déﬁnition 1.2.19. Un diviseur de Cartier est eﬀectif s'il a une représentation
(Ui, fi), où les fonctions fi sont régulières sur Ui. Dans ce cas toutes ses représen-
tations sont alors régulières.
Pour un diviseur de Weil D sur une variété Y donnée on peut déﬁnir un sous
faisceau du faisceau constant C(Y ) des fonctions rationnelles sur Y :
OY (D)(U) = {f ∈ C(Y ) | div(f) +D|U ≥ 0} ∪ {0} ∈ C(Y ).
L'espace des sections globales de Γ(Y,OY (D)) s'identiﬁe à un Γ(Y,OY )-module
constitué des diviseurs eﬀectifs linéairement équivalents à D.
1.2.3.2 Q-diviseurs de Weil et de Cartier
Déﬁnition 1.2.20.
i) Un Q-diviseur de Weil sur Y est une somme formelle ﬁnie D =
∑
qZZ de
diviseurs premiers où qZ ∈ Q. L'ensemble des Q-diviseurs de Weil sur Y est donc
Q⊗Z WDiv(Y ).
ii) Un Q-diviseur de Cartier est un élément de l'ensemble Q⊗Z CDiv(Y ).
On remarquera qu'un Q-diviseur de Weil principal est un diviseur principal,
en particulier tous ses coeﬃcients sont entiers.
De la même manière que pour les diviseurs de Weil, pour tout Q-diviseur de
Weil D =
∑
qiDi, l'espace des sections globales de Γ(Y,OY (D)) s'identiﬁe a un
Γ(Y,OY )-module constitué des diviseurs eﬀectifs linéairement équivalents à bDc
où bDc = ∑ bqic ·Di et bqic est la partie entière de qi.
Déﬁnition 1.2.21.
i) Un Q-diviseur de Cartier D sur Y est dit semi-ample si pour m assez grand
l'ensemble des complémentaires des supports des diviseurs eﬀectifs linéairement
équivalents à mD recouvre Y .
ii) Un Q-diviseur de Cartier D sur Y est dit abondant si pour m assez grand
il existe un diviseur eﬀectif linéairement équivalent à mD dont le complémentaire
du support soit aﬃne.
1.2.3.3 Diviseurs polyédraux
Soit N un réseau et σ un cône convexe polyédral rationnel, on construit des di-
viseurs ayant pour coeﬃcients des polyèdres convexes appartenant au semi-groupe
Pol+σ (NQ), pour déﬁnir une évaluation compatible entre ceux-ci et l'ensemble des
Q-diviseurs sur Y .
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Déﬁnition 1.2.22. Un diviseur σ-polyédral D sur une variété algébrique Y est
la donnée d'un élément :
D =
∑
∆i ⊗Di ∈ Pol+σ (NQ)⊗Z WDiv(Y ),
où les Di sont des diviseurs premiers sur Y et les ∆i des polyèdres convexes avec
σ comme cône de récession, ∆i = σ sauf pour un nombre ﬁn de polyèdres.
Pour tout élément u ∈ σ∨ ∩M , la dualité 〈., .〉 entre MQ et NQ induit une
application de Pol+σ (NQ) dans Q déﬁnie par ∆ 7→ min
v∈∆
〈u, v〉. Cette application est
bien déﬁnie car les cônes considérés sont des cônes pointés convexes de sorte que
le minimum existe et est unique.
On en déduit une application :
((σ∨ ∩M), (Pol+σ (NQ)⊗Z WDiv(Y )))→ Q⊗Z WDiv(Y )
(u,
∑
∆i ⊗Di)→ D(u) =
∑
min
v∈∆i
〈u, v〉Di
qui a tout u ∈ σ∨ ∩M et tout diviseur σ-polyédral D sur Y associe le Q-diviseur
de Weil, D(u) =
∑
min
v∈∆i
〈u, v〉Di sur Y .
L'analogue des diviseurs principaux dans le cas des diviseurs polyédraux est
le suivant :
Déﬁnition 1.2.23. Une plurifonction f =
∑
vi⊗ fi ∈ N ⊗ZC(Y )∗ sur Y respec-
tant le réseau N est la donnée de points vi ∈ N et de fonctions fi ∈ C(Y )∗.
Pour toute plurifonction f =
∑
vi ⊗ fi on a une évaluation :
M = Hom(N,Z)→ C(Y )∗,
donnée pour tout u ∈M par f(u) = ∏ f 〈u,vi〉i .
Déﬁnition 1.2.24. Le diviseur principal σ-polyédral d'une plurifonction f =∑
vi ⊗ fi est le diviseur polyédral div(f) =
∑
(vi + σ) ⊗ div(fi) ∈ Pol+σ (NQ) ⊗Z
WDiv(Y ).
Déﬁnition 1.2.25. Un diviseur polyédral propre D sur Y , abrégé p-diviseur, est
un diviseur σ-polyédral D = ∑∆i⊗Di sur Y satisfaisant les propriétés suivantes :
i) Pour tout i, Di est un diviseur premier.
ii) Pour tout u ∈ σ∨ ∩M , D(u) est un Q-diviseur de Cartier sur Y .
iii) Pour tout u ∈ σ∨ ∩M , D(u) est semi-ample.
iv) Pour tout u ∈ relint(σ∨) ∩M , D(u) est abondant.
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1.3 T-variétés normales
Soit X = Spec(A) une T-variété, c'est-à-dire, une variété aﬃne normale munie
d'une action eﬀective d'une tore algébrique T ' (Gm)k pour un certain entier k. La
description d'une telle variété X, ou plus précisément de son anneau de fonctions
régulières Amunie de la graduation correspondante, à l'aide d'un couple (Y,D) est
due à Altmann et Hausen (voir [A-H]). Dans cette présentation, Y est une variété
de dimension dim(X)− dim(T) et D un p-diviseur sur Y . Cette présentation est
la généralisation de deux descriptions déjà existantes : d'une part la description
purement combinatoire à l'aide de cônes dans un réseau pour le cas des variétés
toriques [C-L-Sc, Fu, O], et d'autre part la description des Gm-variétés à l'aide de
Q-diviseurs ([D, F-Z1]).
On remarquera que l'on considère des variétés uniquement aﬃnes mais la des-
cription de Altmann et Hausen à été généralisée dans [A-H-Sü] au cas des variétés
projectives.
Déﬁnition 1.3.1. Pour une T-action sur une variété X la complexité est déﬁnie
comme la codimension d'une orbite générale.
Soit X = Spec(A) une variété aﬃne munie d'une action de T = Spec(C[M ])
correspondant à une graduation A =
⊕
u∈M
Au. On appelle cône de poids de A le
cône polyédral dans MQ engendré par les éléments u ∈M tel que Au 6= {0}.
L'action est eﬀective si et seulement si le cône de poids et de dimension maxi-
male dans le réseau des caractères, et pour tout u ∈ σ∨ ∩M on a Au 6= {0}
Si l'action du tore est eﬀective alors la complexité de l'action est donnée par
dim(X) − dim(T). A partir de maintenant toutes les actions considérées seront
supposées eﬀectives.
1.3.1 T-variétés normales
Déﬁnition 1.3.2. Une variété Y est dite semi-projective si le morphisme pi : Y →
Spec(Γ(Y,OY )) est projectif et Γ(Y,OY ) est de type ﬁni.
Exemple 1.3.3.
i) Si Y est aﬃne ou projective alors Y est semi-projective.
ii) L'éclatement Y ′ → Y , de Y une variété aﬃne, le long d'un sous-schéma est
semi-projectif.
Théorème 1.3.4. [A-H] Pour tout p-diviseur D sur une variété normale et semi-
projective Y , le schéma :
S(Y,D) := Spec(
⊕
u∈σ∨∩M
Γ(Y,OY (D(u))))
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est une T-variété aﬃne normale de dimension dim(Y ) + dim(T).
Réciproquement toute T-variété aﬃne normale est isomorphe de manière équi-
variante à S(Y,D) pour un couple (Y,D) bien choisi.
Pour une T-variété X donnée, il n'y a pas en général unicité du couple (Y,D),
par exemple S(Y,D) est isomorphe de manière équivariante à S(Y,D+ div(f)) où
f est une plurifonction (voir déﬁnition 1.2.23). De même la variété Y n'est pas
unique (voir [A-H, corollaire 8.12]).
L'existence d'une application qui pour tout u, u′ ∈ σ∨ ∩M est déﬁnie par :
Γ(Y,OY (D(u)))⊗ Γ(Y,OY (D(u′)))→ Γ(Y,OY (D(u+ u′))),
garantit que
⊕
u∈σ∨∩M
Γ(Y,OY (D(u))) est bien une algèbre graduée. Cette applica-
tion est bien déterminée. En eﬀet l'évaluation min
v∈∆i
〈u, v〉 avec les notations précé-
dentes est une évaluation convexe car σ est un un cône convexe polyédral dans
NQ(voir [O, Appendice A]), ainsi pour tout u, u′ ∈ σ∨ ∩M on a D(u) +D(u′) ≤
D(u + u′). De plus D étant un p-diviseur l'algèbre M -graduée ainsi obtenue est
de type ﬁni, l'hypothèse que D est semi-ample intervient a ce moment de la
construction (voir [A-H, p.14]). Ainsi l'algèbre construite correspond à l'anneau
des fonctions d'une variété aﬃne munie d'une action du tore T = Spec(C[M ]).
Exemple 1.3.5.
i) On considère A2 = Spec(C[x, y]) muni de l'action de Gm donnée par λ ·
(x, y) → (λx, λy). L'anneau des fonctions régulières est ainsi naturellement Z-
gradué, le bon quotient pour paramétrer les orbites de cette action est P1 =
ProjC(C[x, y])(voir 1.1.17). On peut alors identiﬁer C[x, y] muni de la graduation
correspondante avec l'algèbre
⊕
n≥0 Γ(P1,OP1(n)), les sections globales de OP1(n)
pour n ≥ 0 s'identiﬁant aux polynômes homogènes de degré n pour la gradua-
tion usuelle. Cette identiﬁcation se traduit en terme de p-diviseurs de la manière
suivante :
A2 = S(P1,D) = Spec(
⊕
u∈Z≥0
Γ(P1,OP1(D(u)))),
en posant D = [1,∞[⊗{0} ∈ Pol+σ (Q)⊗Z WDiv(P1).
En eﬀet, OP1(D(u)) = OP1(u) si u ≥ 0.
ii)[A-H, section 12] On considère la variété
X = {x3 + y4 + zt} ⊂ A4 = Spec(C[x, y, z, t]),
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(Gm)2 A4 (λ1, λ2)·
(λ41x, λ
3
1y, λ2z, λ
12
1 λ
−1
2 t)
X
S(P1,D) ou`D = Δ0 ⊗ {0}+Δ1 ⊗ {1}+Δ∞ ⊗ {∞},
Δ0 = (1/3, 0) + σ Δ1 = (−1/4, 0) + σ Δ∞ = {0} × [0, 1] + σ σ
(1, 0) (1, 12)
Δ0 Δ1
Δ∞
1
A4 X (x, y, z, t)
(Gm)2 A0 A(4,0) A(3,0) A(0,1) A(12,−1)
Y
T
Y
1
Y T X
X
Soit M un réseau, T = Spec(C[M ]) et X = Spec(
⊕
u∈M
Au) une T-variété. Pour
construire Y (X) on considère pour tout u ∈ M l'ensemble Xss(u) des points
semi-stables,
Xss(u) := {x ∈ X / ∃n ∈ Z≥0 et f ∈ Anu tel que f(x) 6= 0} .
Pour tout u ∈M , Xss(u) est un ouvert T-invariant de X qui admet d'après le
Théorème 1.1.23 un bon quotient Yu :
Yu = X
ss(u)//T = ProjA0(
⊕
n∈Z≥0
Anu)→ Spec(A0),
qui est semi-projectif au dessus de Spec(A0).
On peut se restreindre à un nombre ﬁni d'éléments u ∈M . Plus précisément,
d'après [Be-H, section 2], il existe un éventail Λ ∈ MQ engendré par un nombre
ﬁni de cônes λ ayant les propriétés suivantes :
i) pour tout u et u′ dans l'intérieur relatif de λ, Xss(u) = Xss(u′). On notera
Wλ = X
ss(u) pour tout u ∈ relint(λ).
ii) Si γ est une face de λ alors Wλ est un ouvert de Wγ. On pose alors :
W = ∩
λ∈Λ
Wλ = lim←
Wλ.
Les applications quotients : qλ : Wλ → Wλ//T forment un système inverse indexé
par les cônes de l'éventail Λ. La limite existe comme produit ﬁbré d'un nombre
ﬁni de variétés Yu et est donné par le morphisme q : W −→ Z = lim← Yλ. En
particulier la normalisation Y (X) de l'adhérence de l'image de W par q est
semi-projectif au dessus de Spec(A0).
W //
q

Wλ //
qλ

Wγ //
qγ

X
q0

Z
,,
// Yλ
**
// Yγ
''
Y0 = Spec(A0)
.
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Exemple 1.3.7. On considère A3 = Spec(C[x, y, z]) muni d'une action de Gm
donnée par λ · (x, y, z)→ (λx, λ−1y, λz). Ainsi C[x, y, z] est Z-gradué, C[x, y, z] =⊕
n∈Z
An avec A0 = C[u, v] où u = yz et v = yx ainsi Y0(A3) ' A2(u,v). De plus on
observe que l'algèbre est engendrée en degré 1, c'est-à-dire, par A0, A1 et A−1.
On a d'une part A−n = A0 · yn ⊂ C[x, y, z] car tous les polynômes semi-
invariant de poids négatif sont divisibles par y ce qui implique :
Y−1(A3) ' Proj(
⊕
n∈Z≥0
A0.y
n) ' Y0(A3) ' A2.
D'autre part,
⊕
n∈≥0
An ' SymA0A1 où A1 est le A0-module libre engendré par x et
z, ainsi :
Y+1(A3) ' Proj(
⊕
n∈Z≥0
An) ' A˜2,
où A˜2 correspond à l'éclatement de A2 à l'origine.
On obtient le quotient A-H de A3 comme le produit ﬁbré de Y−1(A3) et Y+1(A3)
au dessus de Spec(A0) :
Y (A3) = Y−1(A3)×Y0(A3) Y+1(A3) ' A˜2.
1.3.2.2 Construction de p-diviseurs
La construction des p-diviseurs est eﬀectuée dans la preuve de [A-H, Théo-
rème 3.4], et cette construction laisse un choix pour construire un p-diviseur sur
Y correspondant à X = Spec(A) une T -variété. Celui-ci n'est totalement déter-
miné que modulo le choix d'un homomorphisme de groupe h : M → Frac(A), tel
que pour tout u ∈ M , h(u) est semi-invariant de poids u. Un tel h étant ﬁxé, si
u ∈ σ∨ ∩M est un élément saturé, c'est-à-dire, un élément u ∈ σ∨ ∩M tel que
l'anneau
⊕
n∈NAnu est généré en degré 1, il existe un unique diviseur de Cartier
D(u) tel que : Au = h(u).Γ(Y,OY (D(u))). Les équations locales de ce diviseur sur
les ouverts Ys complémentaires du support de s ∈ Au sont données par h(u)/s .
Si u ∈ σ∨ ∩M n'est pas un élément saturé on considère un multiple de u suﬃ-
samment grand pour être un élément saturé et on eﬀectue la construction.
Une autre méthode possible pour construire un p-diviseur D correspondant a
une T-variété X = S(Y,D) consiste à se ramener au cas torique. Cette méthode,
développée dans [A-H, section 11], procède comme suit :
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On peut supposer que X = Spec(A) est plongée dans An avec n suﬃsamment
grand pour que X soit réalisé comme sous-variété T-stable d'une variété torique
pour un certain tore T′ = (Gm)n contenant T (voir [H]). En eﬀet les générateurs,
x1, . . . , xn de l'anneau A =
⊕
u∈M
Au, où Au = {f ∈ A | ∀λ ∈ T, λ · fu = χu(λ)fu},
sont des semi-invariants pour l'action de T, ainsi xi ∈ Aui . La variété torique que
l'on considère est alors An.
L'inclusion T ↪→ T′ va ainsi correspondre à une inclusion du réseau N des
sous-groupes à un paramètre du tore T dans celui N ′ du tore T′ . On obtient alors
la suite exacte :
0 // N ' Zk
F
// N ′ ' Zn
P
//
s
ss
N ′/N // 0 ,
tel que F soit donné par l'action de T sur An et que s soit une section de F
(s ◦ F = id).
La variété torique pour le tore T′ est alors obtenue en considérant les cônes
unidimensionnels engendrés par chaque vecteur colonne de la matrice P et pour
chacun de ces cônes on prend le premier vecteur à coeﬃcients entiers. On notera
ce vecteur vi pour la i-ème colonne. L'ensemble des vi forme un éventail dans Zn
et chacun correspond à un diviseur torique. Le support de Di qui apparait dans
la décomposition de D = ∑∆i ⊗Di est alors l'intersection de X avec le diviseur
torique correspondant à vi. Les polyèdres ∆i = s(Rn≥0 ∩ P−1(vi)) sont formés des
polytopes Πi et du cône de récession σ := s(Qn≥0 ∩ F (Q)).
Exemple. (Suite de l'exemple 1.3.7)
Pour la construction du p-diviseur correspondant a cette action sur A3 on consi-
dère alors la suite exacte :
0 // N ' Z
F
// N ′ ' Z3
P
//
s
tt
N ′/N // 0 ,
Avec F =
 1−1
1
, s = (1, 0, 0) et P = ( 1 0 1
0 1 1
)
. On remarquera au
passage que la variété torique admettant comme rayons les vecteurs colonnes de
P est bien A˜2(u,v).
De plus on a σ = s(Qn≥0 ∩ F (Q)) = {0} ainsi en appliquant la formule Πi =
s(Rn≥0 ∩ P−1(vi)) = ∆i ,∆1 = {1}, ∆2 = {0} et ∆3 = [0, 1], on obtient :
D = {1} ⊗D1 + [0, 1]⊗ E,
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où D1 est le transformé strict de {u = 0} et E correspond au diviseur exceptionnel
de l'éclatement.
A3 muni de l'action hyperbolique de Gm, λ · (X, Y, Z) → (λX, λ−1Y, λZ) est
donc isomorphe de manière équivariante à S(A˜2(u,v),D).
Remarquons que D1 +E est un diviseur principal sur A˜2(u,v) on a ainsi D ∼ D′
où D′ = [−1, 0] ⊗ E. Ceci correspond à un autre choix de section s′ = (0, 0,−1).
Donc S(A˜2(u,v),D) est isomorphe de manière équivariante à S(A˜2(u,v),D′).
Remarque 1.3.8. En particulier si X ' An est muni d'une action linéaire d'un tore
T de dimension dim(T) < n, la variété torique considérée est donc An lui même.
Ainsi la variété Y (X) et les supports des diviseurs sont totalement déterminés par
l'utilisation des variétés torique et un plongement. Cette remarque sera exploitée
dans la section 4.
1.3.3 Morphismes équivariants, applications entre p-diviseurs
On va à présent déﬁnir les applications entre p-diviseurs. L'idée étant qu'un
morphisme entre des p-diviseurs sur des quotients A-H, (Y,D) et (Y ′,D′), devrait
correspondre à un morphisme équivariant pour les variétés correspondantes. Soit
Y et Y ′ deux variétés normales et semi-projectives, N et N ′ deux réseaux et σ
et σ′ deux cônes pointés convexes inclus respectivement dans NQ ' N ⊗Z Q et
N ′Q ' N ′ ⊗Z Q. On considère de plus D =
∑
∆i ⊗ Di et D′ =
∑
∆′i ⊗ D′i deux
p-diviseurs avec pour cônes de récessions σ et σ′ sur Y et Y ′ respectivement.
Déﬁnition 1.3.9.
i) Soit ϕ : Y → Y ′ un morphisme tel que ϕ(Y ) n'est inclus dans aucun des
support des D′i pour tout i. Alors l'image inverse polyédrale de D′ est donné par :
ϕ∗(D′) :=
∑
∆′i ⊗ ϕ∗(D′i),
où ϕ∗(D′i) est l'image inverse de D
′
i par ϕ. On a alors ϕ
∗(D′) qui est un diviseur
σ′-polyédral sur Y .
ii) Soit Y ﬁxé, F : N → N ′ une application linéaire tel que F (σ) ⊂ σ′. Alors
l'image directe polyédrale de D est donnée par :
F∗(D) :=
∑
(F (∆i) + σ
′)⊗Di,
c'est un diviseur σ-polyédral sur Y .
Ainsi chaque application entre p-diviseurs est complètement déterminée par
un triplet (ϕ, F, f) constitué d'un morphisme dominant ϕ : Y → Y ′, d'une ap-
plication linéaire F : N → N ′ et d'une plurifonction f ∈ N ′ ⊗Z Frac(C[Y ])∗ telle
que :
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ϕ∗(D′) ≤ F∗(D) + div(f).
Ce triplet donne un morphisme dominant et équivariant (voir 1.1.7). Ce sont
ces morphisme que l'on va considérer. En général, une description complète des
morphismes équivariant de S(Y,D) vers S(Y ′,D′) est obtenue via [A-H,
Théorème 8.8].
L'application identité entre p-diviseurs correspond au triplet (id, id, 1). Quant à
la composition de deux telles applications (ϕ, F, f) et (ϕ′, F ′, f ′) elle est donnée
par (ϕ′ ◦ ϕ, F ′ ◦ F, F ′∗(f).ϕ∗(f ′)).
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1.4 Gm-variétés
On va, dans cette section, détailler le cas des actions du groupe Gm sur des
variétés X qui seront normales, voire lisses. Cette spécialisation de la section
précédente a un double objectif. On veut premièrement faire le lien entre la pré-
sentation A-H et celle donnée par Flenner et Zaidenberg dans le cas des surfaces.
Le deuxième objectif est de donner une construction beaucoup plus eﬀective pour
le cas des actions dites hyperboliques de Gm sur des variétés lisses.
On rappelle que si on considère une variété aﬃne X = Spec(A) munie d'une
action de Gm alors A est naturellement Z-graduée, A =
⊕
n∈Z
An.
Déﬁnition 1.4.1. Une action de Gm est dite hyperbolique si il existe n1, n2 ∈ Z
avec n1 < 0 et n2 > 0 tel que An1 et An2 soient non vides.
Si l'action de Gm est hyperbolique alors la présentation A-H se simpliﬁe. On
a σ = {0}, ceci découle directement de la formule σ := s(Qn≥0 ∩ F (Q)) donnée
dans §1.3.2.2. Ceci implique pour des p-diviseurs, D = ∑∆i ⊗Di que ∆i = Πi,
or dans ce cas les réseaux M et N sont isomorphes à Z et Πi est soit un singleton
soit un intervalle fermé avec des bornes rationnelles.
Ainsi l'algèbre A peut s'écrire :
A = ⊕n∈ZAn = ⊕n<0Γ(Y,OY (nD−))⊕ Γ(Y,OY )⊕n>0 Γ(Y,OY (nD+)),
pour un triplet (Y,D+, D−) constitué du quotient A-H Y et de deux Q-
diviseurs D+ et D− sur Y .
Les diviseurs encodent chacun une partie, soit positive, soit négative de l'al-
gèbre. Dans la section précédente les hypothèses de abondant et semi-ample pour
le p-diviseur sont indispensables pour la construction de l'algèbre graduée. Dans le
cas d'un tore de dimension 1, les Q-diviseurs doivent vériﬁer certaines propriétés
pour que les deux parties se rassemblent correctement pour obtenir une structure
d'algèbre graduée. Cela est obtenu en posant comme hypothèse que D+ et D−
vériﬁent D+ +D− ≤ 0 cela donne alors pour n ≥ m ≥ 0 :
xnD+y+ xmD−y ≤ x(n−m)D+y,
et ainsi An · A−m ⊂ An−m.
1.4.1 Surfaces normales et action de Gm
Revenons au cas le plus simple d'action de Gm après les variétés toriques
c'est-à-dire le cas des surfaces (voir [F-Z1]) dans ce cas le triplet (Y,D+, D−) est
constitué d'une courbe normale et donc lisse Y et de deux Q-diviseurs D+ et D−
sur Y . Les supports des Q -diviseurs sont donc des points yi ∈ Y .
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Théorème 1.4.2. [F-Z1] Soit S une surface normale munie d'une action de Gm
alors les trois cas possibles sont :
1) Le cas elliptique, S = S(Y,D) avec Y une courbe projective lisse et D est
de la forme
∑
[qi;∞[⊗{yi}.
2) Le cas parabolique, S = S(Y,D) avec Y une courbe aﬃne lisse et D est de
la forme
∑
[qi;∞[⊗{yi}.
3) Le cas hyperbolique, S = S(Y,D) avec Y une courbe aﬃne lisse et D est de
la forme
∑
[qi, pi]⊗ {yi}.
Faisons le lien entre la présentation dite F-Z et la présentation A-H. La courbe
Y est soit aﬃne soit projective, si elle est projective alors σ 6= {0} [A-H, exemple
3.5].
Le cas elliptique :
Il correspond au cas où l'action possède un unique point ﬁxe attractif x0 dans
la surface S = Spec(A). Celui-ci est contenu dans la clôture de toutes les orbites de
dimension 1. Dans ce cas le complémentaire du point ﬁxe S ′ admet un bon quotient
pi : S ′ → Y avec Y projective. Y est alors la courbe utilisée dans la décomposition
en terme de Q-diviseurs. De plus l'anneau A est gradué uniquement en degrés
positif D =
∑{qi} ⊗ {yi} avec yi ∈ Y , qi ∈ Q pour tout i.
Tout cela peut bien entendu se réécrire dans une présentation A-H. On conserve
la même courbe projective Y . On a de plus σ = Q≥0 et D =
∑
[qi;∞[⊗{yi} et la
correspondance est donnée par :
D = D(1) =
∑
{qi} ⊗ {yi}.
L'exemple le plus simple pour illustrer le cas elliptique est A2 muni de l'action
de Gm donnée par λ · (x, y) = (λx, λy).
Le cas parabolique :
Il correspond au cas où l'action possède un ensemble de points ﬁxes de dimen-
sion 1 dans la surface S = Spec(A). L'anneau est dans ce cas lui aussi gradué
en degré positif mais on a de plus A0 qui est un anneau intègre correspondant
à l'anneau des fonctions régulières d'une courbe aﬃne Y . On a donc le quotient
pi : S → Y = Spec(A0) et D =
∑{qi} ⊗ {yi} avecyi ∈ Y , qi ∈ Q pour tout i .
La réécriture en terme de présentation A-H est donnée par la même courbe Y
de plus σ = Q≥0 et D =
∑
[qi;∞[⊗{yi}. La correspondance est donnée par :
D = D(1) =
∑
{qi} ⊗ {yi}.
On peut illustrer le cas parabolique en considérant le cylindre Y ×A1 au dessus
d'une courbe aﬃne Y .
Le cas hyperbolique :
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Il correspond au cas ou l'anneau A est gradué à la fois en degré positif et
négatif. On a donc le quotient pi : S → Y = Spec(A0) et Y aﬃne il faut alors
deux diviseurs D+ et D− donnés respectivement par D+ =
∑{qi} ⊗ {yi} et
D− =
∑{−pi} ⊗ {yi} vériﬁant D+ + D− ≤ 0 et qi, pi ∈ Q tel que qi ≤ pi pour
tout i.
La réécriture en terme de présentation A-H est donnée par la courbe aﬃne
Y = Spec(A0), σ = {0}, et le p-diviseur est alors D =
∑
[qi, pi]⊗{yi}avec yi ∈ Y .
La correspondance est donnée par :
D+ = D(1) =
∑
{qi} ⊗ {yi}
et
D− = D(−1) =
∑
{−pi} ⊗ {yi}.
Dans l'autre sens D est ré-obtenue à partir de D+et D− par : D = {1} ⊗ D+ −
[0, 1]⊗ (D− +D+).
L'exemple le plus simple pour illustrer le cas hyperbolique est A2 muni de
l'action de Gm donnée par λ · (x, y) = (λx, λ−1y) .
Ces trois cas sont les seuls possibles pour les actions de Gm sur des surfaces.
On va donner un exemple d'action elliptique sur une surface ainsi que deux cas
d'actions hyperboliques sur des surfaces.
Exemple 1.4.3. Action elliptique :
On considère la surface X = Spec(C[x, y, z]/(x2 + y3 + z5)), avec une ac-
tion induite par une action linéaire de Gm sur A3 déﬁnie par λ · (x, y, z) →
(λ15x, λ10y, λ6z). Alors la présentation F-Z de X est obtenue (voir [D, exemple
3.6]) avec
Y ' P1 etD = 1
5
{0}+ 1
3
{∞} − 1
2
{1}.
De plus ce Q-diviseur D correspond au p-diviseur
D = [1
5
;∞[⊗{0}+ [1
3
;∞[⊗{∞}+ [−1
2
;∞[⊗{1}.
Exemple 1.4.4. Actions hyperboliques.
i) On considère A2 = Spec(C[x, y]) muni d'une action hyperbolique de Gm
donné par λ · (x, y) → (λx, λ−1y) alors A2 est obtenu avec A1 et la paire de
Q-diviseurs (D+, D−) donné par D+ = −{0} et D− = 0, ce qui correspond à
D = [−1, 0]⊗ {0}.
ii) On considère la surface X = Spec(C[x, y, z]/(x2y + x + z2)), avec une
action induite par une action linéaire de Gm sur A3 déﬁnie par λ · (x, y, z) →
(λ2x, λ−2y, λ1z). Alors la présentation F-Z de X est obtenue avec Y ' A1 et la
paire de Q-diviseurs (D+, D−) donné par
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D+ =
1
2
{1} etD− = −1
2
{0} − 1
2
{1}.
De plus ces Q-diviseurs (D+, D−) correspondent au p-diviseur
D = [0, 1
2
]{0}+ 1
2
{1}.
.
1.4.2 Actions de Gm en complexité quelconque
On suppose désormais que T ' Gm agit sur une variétéX = Spec(A) de dimen-
sion quelconque. L'anneau A est donc muni d'une Z-graduation, A = ⊕m∈ZAm.
D'après le Théorème 1.3.4,X est isomorphe de manière équivariante à S(Y (X),D),
où Y (X) est le quotient A-H construit en 1.3.2.1 et D un certain p-diviseur sur
Y (X). Y (X) s'identiﬁe à une des composantes irréductibles du produit ﬁbré :
ProjA0(
⊕
n∈Z≤0
An) ×
Y0(X)
ProjA0(
⊕
n∈Z≥0
An),
où Y0(X) ' X//Gm ' Spec(A0) (voire [Do, T]).
Théorème 1.4.5. Soit X = Spec(⊕m∈ZAm) une variété lisse munie d'une action
hyperbolique de Gm isomorphe de manière équivariante à S(Y,D). Alors
1) Le produit ﬁbré ProjA0(
⊕
n∈Z≤0
An) ×
Y0(X)
ProjA0(
⊕
n∈Z≥0
An), est irréductible,
2) Y est isomorphe à l'éclatement de X//Gm le long du sous-schéma Z de
l'idéal I = 〈Ad · A−d〉où d > 0 est choisi de tel manière que
⊕
n∈ZAdn est généré
par A0 et A±d.
Démonstration. [T, Théorème 1.9, proposition 1.4].
On va donner un exemple provenant de [T] illustrant le fait que ce produit
ﬁbré n'est pas nécessairement irréductible si les hypothèses du Théorème ne sont
pas vériﬁées.
Exemple 1.4.6. Soit Gm agissant A4 = Spec(C[a, b, c, d]) via l'action linéaire
suivante λ · (a, b, c, d)→ (λa, λ−1b, λc, λ−1d).
On considère R = C[a2, ab, b2, c, d] ⊂ C[a, b, c, d], I l'idéal engendré par (ad−
bc) et on pose alors B = R/(R ∩ I). On peut ainsi déﬁnir une variété normale
mais singulière,
X = Spec(B).
On a alors :
BGm = RGm/(RGm ∩ I),
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et RGm est engendré par (ab, a2d2, cd, b2c2). Ainsi BGm est engendré par les
classes de ab et cd et X//Gm ' A2.
De plus,ProjA0(
⊕
n∈Z≤0
An) est isomorphe à l'éclatement de A2 à l'origine que
l'on notera A˜2 de même ProjA0(
⊕
n∈Z≥0
An) est isomorphe à l'éclatement de A2 à
l'origine par symétrie.
Alors le produit ﬁbré est donc A˜2 ×
A2
A˜2 qui contient deux composantes irré-
ductibles l'une est isomorphe à A˜2 et l'autre est isomorphe à P1 × P1. Les deux
composantes s'intersectent en une copie de P1. Ici Y (X) est la composante A˜2.
L'éclatement déﬁni dans le Théorème 1.4.5 n'est pas forcément le long d'un
sous-schéma réduit, illustrons ceci.
Exemple 1.4.7. On considère A3 = Spec(C[y, z, t]) muni de l'action hyperbolique
de Gm donné par λ · (y, z, t) = (λ−1y, λz, λ2t).
Dans ce cas
A3//Gm = Spec(C[yz, y2t]) ' Spec(C[u, v]),
et d > 0 correspondant au nombre du Théorème 1.4.5 est le plus petit commun
multiple des poids sur les générateurs correspondant à l'action de Gm sur A3.
Ainsi d = 2 et on éclate A2 le long du sous-schéma d'idéal ((yz)2, y2t) ' (u2, v)
qui correspond à l'origine dans A2, mais le sous-schéma engendré n'est pas réduit.
Dans la suite on notera pi : X˜I → X l'éclatement de la variété aﬃne X
le long du sous-schéma d'idéal I. De plus, si X peut être plongée dans An =
Spec(C[x1, . . . , xn]) alors pi : X˜ → X sera l'éclatement le long du sous-schéma
d'idéal (x1, . . . , xn) dans An restreint à X.
Proposition 1.4.8. Soit l'espace aﬃne :
An = Spec(C[x1, . . . , xk, y1, . . . , yn−k]),
muni de l'action linéaire deGm donnée par :
λ · (x1, . . . , xk, y1, . . . , yn−k)→ (λx1, . . . , λxk, λ−1y1, . . . , λ−1yn−k).
Alors on a :
i) Si k = n, Y (An) ' Pn−1
ii) Si k = n−1, Y (An) ' A˜n−1, où A˜n−1 correspond à l'éclatement de l'origine
dans An−1.
iii) Dans le cas général Y (An) ' Y˜0, où pi : Y˜0 → Y0 est l'éclatement de
Y0 = An//Gm dans le sous-schéma correspondant à l'idéale (xiyj) pour i = 1, . . . , k
et j = 1, . . . , n− k .
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Démonstration. i) Si C[x1, . . . , xk, y1, . . . , yn−k] =
⊕
n∈ZAn est gradué unique-
ment en degré positif alors clairement :
ProjA0(
⊕
n∈Z≤0
An) ×
Y0(X)
ProjA0(
⊕
n∈Z≥0
An) ' ProjA0(
⊕
n∈Z≥0
An) ' Pn−1.
ii) Si il existe une unique variable de poids négatif, y, alors :
Y0(An) ' An//Gm ' An−1 = Spec(C[yx1, . . . , yxn−1]).
De plus la somme directe
⊕
n∈ZAn est générée par A0 et A±1, donc d'après le
Théorème 1.4.5 :
I = 〈A1 · A−1〉 = (yx1, . . . , yxn−1),
qui correspond à l'origine dans An−1.
iii) Dans le cas général Y0(An) ' An//Gm est générée par les éléments ui,j =
xiyj pour i = 1, . . . , k et j = 1, . . . , n− k et par les déterminants des mineurs de
taille 2× 2 de la matrice :
 u1,1 · · · u1,n−k... ...
uk,1 · · · uk,n−k
 de taille k × (n− k).
La variété aﬃne ainsi obtenue correspond au cône au-dessus du plongement
de Segre de Pk−1×Pn−k−1 dans Pn(n−k)−1. De plus la somme directe⊕n∈ZAn est
générée par A0 et A±1 , donc d'après le Théorème 1.4.5 :
I = 〈A1 · A−1〉 = (yx1, . . . , yxn−1).
Exemple 1.4.9. On considère A3 = Spec(C[Y, Z, T ]) = Spec(A) muni d'une
action hyperbolique de Gm donné par λ · (Y, Z, T ) = (λ−6Y, λ3Z, λ2T ).
Dans ce cas
A3//Gm = Spec(C[Y Z2, Y T 3]) ' Spec(C[u, v]),
et l'entier d > 0 du Théorème 1.4.5 est alors le plus petit commun multiple des
poids correspondant à l'action de Gm sur A3. Ainsi d = 6 et on éclate A2 le long
du sous-schéma d'idéal (Y Z2, Y T 3) ' (u, v) c'est-à-dire l'origine de A2.
Montrons que A3 est isomorphe de manière équivariante à S(A˜2(u,v),D) avec
D =
{
1
2
}
D1 +
{−1
3
}
D2 +
[
0,
1
6
]
E
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où E est le diviseur exceptionnel de l'éclatement de A2 à l'origine, D1 et D2
sont les transformés stricts de div(f1) = {u = 0} et div(f2) = {v = 0} dans A2
respectivement.
Pour ce faire on calcule directement les A0-modules Ai ⊂ A. On utilisera les
faits suivants, si m > 6, on eﬀectue la division euclidienne par 6, m = 6p+k et on
a alors Am = A6p ·Ak = Symp(A6) ·Ak, de la même manière, si m < −6 on eﬀectue
la division euclidienne par 6, m = −6p− k et on a alors Am = (A−6)p · A−k .
si m = 0 alors
Γ(A˜2(u,v),OA˜2
(u,v)
) = {f ∈ C(A˜2(u,v)) | div(f) ≥ 0} ∪ {0},
ce qui donne C[u, v] = A0.
Pour le cas de la partie positive de l'algèbre graduée,
si m = 1 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(1))) = {f ∈ C(A˜
2
(u,v)) | div(f) + 12D1 − 13D2 ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f)−D2 ≥ 0} ∪ {0},
ainsi f ∈ (f2)C[u, v] et A1 est un A0-module généré par (x1)
si m = 2 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(2))) = {f ∈ C(A˜
2
(u,v)) | div(f) +D1 −D2 ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f) +D1 −D2 ≥ 0} ∪ {0},
ainsi f ∈
(
f2
f1
)
C[u, v] et A2 est un A0-module généré par (x2)
si m = 3 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(3))) = {f ∈ C(A˜
2
(u,v)) | div(f) + 32D1 −D2 ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f) +D1 −D2 ≥ 0} ∪ {0},
ainsi f ∈
(
f2
f1
)
C[u, v] et A3 est un A0-module généré par (x3)
si m = 4 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(4))) = {f ∈ C(A˜
2
(u,v)) | div(f) + 2D1 − 43D2 ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f) + 2D1 − 2D2 ≥ 0} ∪ {0},
,
ainsi f ∈
(
f2
f1
)2
C[u, v] et A4 est un A0-module généré par (x4)
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si m = 5 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(5))) = {f ∈ C(A˜
2
(u,v)) | div(f) + 52D1 − 53D2 ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f) + 2D1 − 2D2 ≥ 0} ∪ {0},
ainsi f ∈
(
f2
f1
)2
C[u, v] et A5 est un A0-module généré par (x5)
si m = 6 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(6))) = {f ∈ C(A˜
2
(u,v)) | div(f) + 3D1 − 2D2 ≥ 0} ∪ {0},
ainsi f ∈
(
f22
f31
u,
f22
f31
v
)
C[u, v] etA6 est unA0-module de rang 2 généré par (x6,u, x6,v).
Pour le cas de la partie négative de l'algèbre graduée,
si m = −1 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(−1))) = {f ∈ C(A˜
2
(u,v)) | div(f)− 12D1 + 13D2 − 16E ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f)−D1 − E ≥ 0} ∪ {0},
ainsi f ∈ (f1)C[u, v] et A−1 est un A0-module généré par (x−1)
si m = −2 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(−2))) = {f ∈ C(A˜
2
(u,v)) | div(f)−D1 + 23D2 − 26E ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f)−D1 − E ≥ 0} ∪ {0},
ainsi f ∈ (f1)C[u, v] et A−2 est un A0 -module généré par (x−2)
si m = −3 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(−3))) = {f ∈ C(A˜
2
(u,v)) | div(f)− 32D1 +D2 − 36E ≥ 0} ∪ {0}
== {f ∈ C(A˜2(u,v)) | div(f)− 2D1 +D2 − E ≥ 0} ∪ {0},
ainsi f ∈
(
f21
f2
)
C[u, v] et A−3 est un A0 -module généré par (x−3)
si m = −4 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(−4))) = {f ∈ C(A˜
2
(u,v)) | div(f)− 2D1 + 43D2 − 46E ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f)− 2D1 +D2 − E ≥ 0} ∪ {0},
ainsi f ∈
(
f21
f2
)
C[u, v] et A−4 est un A0-module généré par (x−4)
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si m = −5 alors
Γ(A˜2(u,v),OA˜2(u,v)(D(−5))) = {f ∈ C(A˜
2
(u,v)) | div(f)− 52D1 + 53D2 − 56E ≥ 0} ∪ {0}
= {f ∈ C(A˜2(u,v)) | div(f)− 3D1 +D2 − E ≥ 0} ∪ {0},
ainsi f ∈
(
f31
f2
)
C[u, v] et A−5 est un A0 -module généré par (x−5)
si m = −6 alors
Γ(A˜2(u,v),OA˜2
(u,v)
(D(−6))) = {f ∈ C(A˜2(u,v)) | div(f)− 3D1 + 2D2 − E ≥ 0} ∪ {0},
ainsi f ∈
(
f31
f22
)
C[u, v] et A−6 est un A0 -module généré par (x−6)
De plus ces A0-modules vériﬁent les relations suivantes :
i) pour tout i = −5, . . . ,−1, Ai = A−i · A−6, ce qui donne xi = x−ix−6.
ii) A1 = A4 · A3 · A−6, ce qui donne x1 = x4x3x−6.
iii) A4 = A2 · A2, ce qui donne x4 = x2x2.
iv) A5 = A2 · A3, ce qui donne x5 = x2x3.
v) On a aussi u = x6,ux−6 et v = x6,vx−6 ainsi que (x2)3x−6 = f2 et (x3)2x−6 =
f1.
Or par hypothèse f2 = v et f1 = u ce qui donne (x3)2 = x6,u et (x2)3 = x6,v.
Ainsi on obtient l'anneau gradué suivant :
C[x−6, x2, x3] ce qui correspond bien à A3 muni d'une action hyperbolique de
Gm donnée par λ · (x−6, x2, x3) = (λ−6x−6, λ2x2, λ3x3) et prouve que la présenta-
tion est la bonne.
Soit H = {h(u1, . . . , un) = 0} ⊂ An une hypersurface réduite et irréductible
contenant l'origine comme point régulier, soit H˜ son transformé strict dans A˜n.
Pour tout p ≥ 1, on note :
DH,p =
{
1
p
}
H˜ + [0,
1
p
]E,
où E est le diviseur exceptionnel de l'éclatement pi, et on considère XH,p =
S(A˜n,DH,p).
Proposition 1.4.10. La variété XH,p est isomorphe de manière équivariante à
la sous-variété lisse Z(H, p) de An × Spec(C[y, t]) déﬁnie par l'équation :
{y−1h(x1y, ..., xny) + tp = 0},
munie d'une action hyperbolique de Gm induite par une action linéaire λ·(x1, ..., xn, y, t) =
(λpx1, ..., λ
pxn, λ
−py, λt) sur An+2.
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Démonstration. Le fait que Z = Z(H, p) soit lisse se vériﬁe à l'aide du critère jaco-
bien. On considère la graduation induite par l'action de Gm, Z = Spec(
⊕
n∈ZAn),
alors A0 = C[x1y, . . . , xny] et
⊕
n∈ZApn est engendré par A0 et A±p. Ainsi Y (Z)
est isomorphe à l'éclatement pi : A˜n → An de An = Spec(C[u1, . . . , un]) à l'origine.
On applique alors la méthode décrite dans 1.3.2.2, avec la suite exacte :
0 // Z
F
// Zn+2
P
//
s
yy
Zn+1 // 0
où F = t(p, ..., p,−p, 1), P =

1 0
In
...
...
1 0
0 · · · 0 1 p
 avec In la matrice identité de
taille n× n et s = (0, ..., 0, 1).
On trouve que le p-diviseur pour Z est de la forme D =
{
1
p
}
H˜ + [0, 1
p
]E.
Exemple 1.4.11. Si on considère n = 2 etH = {h(u1, u2) = u1 = 0} alorsXH,p =
S(A˜n,DH,p) correspond à A3 = Spec(C[x1, y, t]) muni d'une action hyperbolique
et linéaire de Gm donnée par λ · (x1, y, t) = (λpx1, λ−py, λt)
La présentation A-H des variétés Z(H, p) ' XH,p illustre leur construction
en deux étapes. Elles sont obtenues par deux modiﬁcations qui vont donc être
introduites dans les prochaines sections de manière détaillée. Premièrement une
modiﬁcation particulière appelée modiﬁcation hyperbolique ([tD1]) qui à partir
de H on construit une variété de dimension dim(H) + 1 munie d'une action hy-
perbolique de Gm. On obtient ainsi Z(H, 1) ' XH,1 dont le quotient A-H est
isomorphe à l'éclatement pi : A˜n → An de An = Spec(C[u1, . . . , un]) à l'origine.
Deuxièmement, on eﬀectue un recouvrement cyclique d'ordre p ([tD2]), pour obte-
nir Z(H, p) ' XH,p → XH,1 qui est elle aussi munie d'une action hyperbolique de
Gm induite par celle de Z(H, 1) ' XH,1. Ces deux procédés combinés permettent
de générer un grand nombre de variétés avec action de Gm.
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Chapitre 2
Transformations aﬃnes et
présentations A-H
53

2.1 Modiﬁcations aﬃnes
Dans un premier temps on va considérer certaines transformations biration-
nelles, dites modiﬁcations aﬃnes. Ces modiﬁcations vont permettre à partir d'une
variété aﬃne irréductible X = Spec(A) de construire une nouvelle variété X ′ =
Spec(A′) birationnelle à X. On s'intéressera particulièrement aux modiﬁcations
hyperboliques : cas particulier des précédentes modiﬁcations. Elles ont la particu-
larité de créer des variétés munies en plus d'une action du groupe Gm. On va par
la suite quand cela est possible décrire l'inﬂuence d'une modiﬁcation aﬃne sur la
présentation Altmann-Hausen d'une T-variété. On débutera par les modiﬁcations
aﬃnes en commençant par une étude générale des hypothèses nécessaires et en
évoquant les problèmes possibles qui peuvent apparaître pour avoir une équiva-
lence entre une modiﬁcation aﬃne de la T-variété et une modiﬁcation aﬃne de
son quotient A-H. Puis dans le cas des actions hyperboliques de Gm on donnera
des conditions suﬃsantes sur les modiﬁcations aﬃnes des Gm-variétés pour que
la modiﬁcation aﬃne corresponde a une modiﬁcation aﬃne du quotient A-H .
Cette partie est basée essentiellement sur les résultats de Kaliman et Zaidenberg
([Z, Ka-Z]) ainsi que sur l'article de tom Dieck [tD1]. On donnera cependant la
déﬁnition de modiﬁcation aﬃne dans le cadre plus général des variétés quasi-
projectives telle qu'elle apparait dans [Du].
2.1.1 Modiﬁcations aﬃnes, déﬁnition et exemples
2.1.1.1 Généralités sur les modiﬁcations aﬃnes
On rappelle la construction dans le cas des variétés quasi-projectives d'une
modiﬁcation aﬃne d'après [Du], qui coïncide dans le cas aﬃne avec la déﬁnition
donnée dans [Ka-Z].
Déﬁnition 2.1.1. [E, 5.2] Soit X une variété et Z ⊂ X un sous-schéma fermé
d'idéal I ⊂ OX alors ProjX(
⊕∞
n=1(Intn)) OX , correspond à l'éclatement de X le
long du sous-schéma Z déﬁni par l'idéal I.
Déﬁnition 2.1.2. Soit X un schéma, un morphisme pi : Y → X est aﬃne sur X
si il existe un recouvrement (Xi) de X par des ouverts aﬃnes, tel que pour tout
i, pi−1(Xi) est un ouvert aﬃne de Y .
Déﬁnition 2.1.3. [Du, 2.9] Soit (X, I, D) un triplet constitué d'un schéma X,
d'un diviseur de Cartier eﬀectif D sur X et d'un idéal quasi-cohérent de type ﬁni
I ⊂ OX contenant l'idéal OX(−D), alors la modiﬁcation aﬃne de X de centre
(I, D) est le X-schéma aﬃne :
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σI,D : XI,D = Spec
(
(
∞⊕
n=1
(I ⊗ OX(D))ntn)/(1− t)
)
→ X.
Dans le cas d'une variété aﬃne X = Spec(A) et d'un diviseur D sur X princi-
pal, cette notion coïncide avec celle donnée dans [Ka-Z]. Une modiﬁcation aﬃne
d'une variété aﬃne piI,f : XI,f → X correspond à une sous-algèbre de type ﬁni
A′ de Frac(A), le corps des fractions de A. Plus précisément A′ est de la forme
A[It]/(1 − ft) avec I ⊂ A un idéal et f ∈ I un élément non nul, c'est pourquoi
on introduit la notation suivante A′ = A[I/f ].
Géométriquement, on a une immersion canonique i : XI,f ↪→ X˜ = Proj(A[It])
qui réalise XI,f en tant que l'ouvert principal de X˜ où f ne s'annule pas. Ce
qui donne d'après la proposition précédente que piI,f se factorise, via l'immer-
sion i, par l'éclatement de X le long du sous-schéma Z d'idéal I. Ainsi XI,f
s'identiﬁe via l'immersion i, au complémentaire dans X˜ du sous-schéma fermé
Dprf ' Proj(A[It]/(ft)) que l'on appellera le transformé propre de D = div(f).
Exemple 2.1.4.
i) La modiﬁcation aﬃne de An+1 = Spec(C[x1, . . . , xn+1]) de centre (I, f), où
I = (x1, . . . , xn, xn+1) et f = xn+1, donne :
XI,f = Spec(C[x1/xn+1, . . . , xn/xn+1, xn+1]) ' An.
XI,f s'identiﬁe donc de manière naturelle à une carte de l'éclatement de An à
l'origine.
ii) La modiﬁcation aﬃne de A2 = Spec(C[x1, x2]) de centre (I, f), où I =
(x1, f), donne la surface :
S = Spec(C[x1, x2, y]/(x1 − yf(x1, x2))).
Il est connu ([Har, Théorème 7.17]) que tout morphisme birationnel projectif
pi : X ′ → X entre variétés quasi-projectives est isomorphe à l'éclatement de X le
long d'un sous-schéma.
Il existe un énoncé analogue dans le cas des variétés aﬃnes :
Proposition 2.1.5. [Ka-Z, Du]Tout morphisme birationnel aﬃne entre variétés
quasi-projectives est une modiﬁcation aﬃne.
Démonstration. On va montrer uniquement le cas où X est aﬃne. Soit pi : X ′ →
X un tel morphisme, comme f est birationnel, il existe un isomorphisme pi] :
Frac(C[X])→ Frac(C[X ′]) entre le corps des fonctions rationnelles de X et celui
de X ′.
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Posons A = (pi])−1(C[X ′]), alors :
C[X] ⊂ A ⊂ Frac(C[X]),
de plus A est ﬁniment engendré A = C[X][a1
b1
, . . . , ak
bk
] donc en posant f = b1 . . . bk,
ai
bi
= ci
f
pour tout i = 1, . . . , k et I = (c1, . . . , ck, f) on obtient
A = C[X][
c1
f
, . . . ,
ck
f
] = C[X][I/f ].
2.1.1.2 Modiﬁcations hyperboliques
Déﬁnition 2.1.6. Soit X une variété. On appelle modiﬁcation hyperbolique de X
de centre Z ⊂ X un sous-schéma fermé, la modiﬁcation aﬃne de X × A1 avec I
l'idéal de Z × {0}, et pour diviseur X × {0}.
La particularité des modiﬁcations hyperboliques dans le cas des variétés aﬃnes
est la suivante :
Proposition 2.1.7. La modiﬁcation hyperbolique X ′ d'une variété aﬃne X de
centre un point p ∈ X est munie naturellement d'une action hyperbolique de Gm,
de plus, on a X ′//Gm ' X
Démonstration. La démonstration découle de la remarque suivante, si on considère
la modiﬁcation aﬃne de An+1 = Spec(C[x1, . . . , xn, xn+1]) de centre (I, f) où
I = (x1, . . . , xn, xn+1) et f = xn+1, on obtient :
(An+1)(I,f) = Spec([
x1
xn+1
, . . . ,
xn
xn+1
, xn+1]) ' Spec([u1, . . . , un, y]) = An+1.
Si on suppose que An+1 était muni d'une action de Gm donnée comme suit,
λ · (x1, . . . , xn, xn+1) = (x1, . . . , xn, λ−1xn+1),
alors (An+1)(I,f) possède une action hyperbolique de Gm induite donnée par
λ · ( x1
xn+1
, . . . ,
xn
xn+1
, xn+1) = (λ
x1
xn+1
, . . . , λ
xn
xn+1
, λ−1xn+1).
Considérons maintenant une variété aﬃne X,
X = Spec(C[x1, . . . , xn]/(h1, . . . , hk)),
où hm ∈ C[x1, . . . , xn] pour m = 1, . . . , k. Après une translation dans An, on
peut toujours supposer que la modiﬁcation hyperbolique de X au point p
correspond a la modiﬁcation hyperbolique de X à l'origine de An. Ainsi ;
{0, . . . , 0} × {0} ∈ X × A1 ⊂ An × A1 ' An+1,
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et la modiﬁcation hyperbolique de X au point p correspond à la restriction de la
modiﬁcation aﬃne de An+1 à la sous-variété X × A1([Z, Lemme 4.6]).
Ainsi la pré-image totale deX×A1 ⊂ An+1 est l'union du diviseur exceptionnel
E = {xn+1 = 0} et de la sous variété H, où H est déﬁnie par l'intersection des
sous-variétés :
Hm =
{
hm(
x1
xn+1
xn+1, . . . ,
xn
xn+1
xn+1)
(xn+1)αm
= 0
}
∈ An+1,
où αm désigne la multiplicité de l'hypersurface {hm(x1, . . . , xn) = 0} ⊂ An à
l'origine. Donc H correspond au transformé propre de X × A1.
Ceci donne après réécriture des équations dans un système de coordonnées
adapté que la modiﬁcation hyperbolique de X au point p est donnée par
X ′ = Spec
(
C[u1, . . . , un, y]/
(
h1(u1y, . . . , uny)
yα1
, . . . ,
hk(u1y, . . . , uny)
yαk
))
.
De plus X ′ est stable pour l'action hyperbolique de Gminduite par l'action linéaire
sur (An+1)(I,f) suivante λ · (u1, . . . , un, y) = (λu1 . . . , λun, λ−1y).
On remarque de plus que
An+1//Gm = Spec(C[u1, . . . , un, y]Gm) = Spec(C[yu1, . . . , yun]) ' An,
ce qui pour Y ′ correspond à :
X ′//Gm ' Spec(C[yx1, . . . , yxn])/(h(yx1, . . . , yxn)) ' X.
Dans le cas d'une hypersurface de X = {h(x1, . . . , xn) = 0} ⊂ An conte-
nant l'origine comme point régulier, on retrouve la modiﬁcation hyperbolique au
sens de [Z]. La modiﬁcation hyperbolique de X à l'origine est alors en notant
q(x1, . . . , xn, y) = h(yx1, . . . , yxn)/y ∈ C[x1, . . . , xn, y] :
X ′ = Spec(C[u1, . . . , un, y]/(q(x1, . . . , xn, y)))
Le fait que X contienne l'origine de An assure que h(yx1, . . . , yxn) est divisible
par y et le fait que h soit régulier à l'origine assure que q est irréductible. De plus
à l'aide du critère Jacobien on obtient que X ′ est lisse si et seulement si X l'est
aussi.
58
Exemple 2.1.8. On considère la courbe cuspidale excentrée lisse à l'origine
X = {h(x, z) = (x− 1)2 + (z − 1)3 = 0} ⊂ A2 = Spec(C[x, z])
la modiﬁcation hyperbolique de X à l'origine est alors :
X ′ = {((xy − 1)2 + (zy − 1)3)/y = 0} ⊂ A3.
Après réécriture :
X ′ = {x2y − 2x+ z3y2 − 3z2y + 3z = 0} ⊂ A3 = Spec(C[x, y, z]).
De plus si l'on considère l'action linéaire de Gm sur An+1 induite par la mo-
diﬁcation hyperbolique de X donnée par λ · (x1, . . . , xn, y) = (λx1, . . . , λxn, λ−1y)
alors X ′ est quasi-invariant de poids 1 pour cette action.
An+1//Gm ' An
ce qui pour X ′ donne :
X ′//Gm ' Spec(C[yx1, . . . , yxn])/(h(yx1, . . . , yxn)) ' X.
2.1.1.3 Modiﬁcations aﬃnes équivariantes
Si l'on part d'une variété aﬃne X munie d'une action de groupe algébrique
G et que de plus l'idéal I et la fonction régulière f sont stables par G alors la
nouvelle variété X ′ est munie d'une action de G.
Proposition 2.1.9. Soient une G-variété X , un sous-schéma fermé G-invariant
Z ⊂ X, d'idéal J ⊂ OX et un diviseur de Cartier G-invariant et eﬀectif D
contenant Z.
Alors la modiﬁcation aﬃne XJ ,D est munie d'une G-action.
Démonstration. Soit µ : G×X → X l'action deG surX, comme I estG -invariant
on a µ−1(J ) = G×J . On applique la propriété universelle de l'éclatement [Har,
Corollaire 7.15] ainsi il existe un unique morphisme µ˜ : G× BlJ (X)→ BlJ (X))
qui donne le diagramme commutatif suivant :
G×BlJ (X) µ˜−→ BlJ (X)
↓  ↓
G×X −→ X
.
De plus pour tout x ∈ BlJ (X) \ E, µ˜ satisfait les µ˜(e, x) = x et µ˜(g1g2, x) =
µ˜(g1, µ˜(g2, x)) µ˜ s'étend alors de manière unique pour tout x ∈ BlJ (X) et ainsi
BlJ (X) est une G-variété.
D est un diviseur de Cartier G -invariant sur X donc son transformé propre
D′ est un diviseur G-invariant sur BlJ (X) ainsi XJ ,D = BlJ (X) \ D′ est une
G-variété.
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La présentation Altmann-Hausen est valable uniquement pour des T-variétés
normales, or la modiﬁcation aﬃne d'une variété normale n'est pas nécessairement
normale. Cependant la normalisation d'une G-variété est elle aussi munie d'une
G-action (voir 1.1.28).
La normalisation est un morphisme aﬃne birationnel ainsi la composition des
deux applications équivariantes que sont la modiﬁcation aﬃne XJ ,D suivie de la
normalisation XˆJ ,D donne encore une modiﬁcation aﬃne équivariante. On peut
donc supposer que XJ ,D est une G-variété normale, sous les hypothèses de la
proposition 2.1.9.
Exemple 2.1.10. On considère A3 = Spec(C[x, z, t]) muni d'une action de Gm
donnée par λ · (x, z, t) → (λ6x, λ3z, λ2t). Soit I = (f, g) où f = x2 + z4 et
g = x + z2 + t3. Alors la modiﬁcation aﬃne de A3 le long du diviseur Df avec
pour centre l'idéal I donne la variété :
X ′ = {(x2 + z4)y − x+ z2 + t3} ⊂ A4 = Spec(C[x, y, z, t]),
qui est elle aussi munie d'une Gm-action induite par une action sur A4 donné par
λ · (x, y, z, t)→ (λ6x, λ−6y, λ3z, λ2t).
Le choix du poids des polynômes qui engendrent I est important : dans
l'exemple précédent on a obtenu une action hyperbolique de Gm sur X ′. Ceci
vient du fait que le poids de f pour l'action de départ sur A3 était supérieur à
celui de g.
2.1.2 Modiﬁcations aﬃnes et présentation A-H
On détermine un cadre dans lequel on va pouvoir mettre en lumière les relations
entre d'une part certaines modiﬁcations aﬃnes d'une T-variété X et d'autre part
certaines modiﬁcations aﬃnes de son quotient A-H que l'on note Y . Il est clair
que les modiﬁcations aﬃnes de X devront au minimum être équivariantes pour
l'action du tore. Puisque le quotient A-H d'une T-variété est semi-projectif, donc
quasi projectif d'après [EGA, Théorème 5.5.3], la notion de modiﬁcation aﬃne
peut être considérée dans ce cadre.
2.1.2.1 Modiﬁcations aﬃnes du quotient A-H
Théorème 2.1.11. Soit X = S(Y,D) une T-variété et pi : Y ′ → Y une modiﬁ-
cation aﬃne de Y . Alors S(Y ′, pi∗(D)) est isomorphe à un ouvert T-invariant de
X.
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La preuve de ce théorème peut se décomposer en deux parties, chacunes consé-
quences directes de la construction en deux étapes d'une modiﬁcation aﬃne. Soit
σI,D : YI,D = Spec ((
⊕∞
n=1(I ⊗ OY (D))ntn)/(1− t)) → Y la modiﬁcation aﬃne
de centre (I, D) de la variété normale et semi-projective Y (voir déﬁnition 2.1.3),
alors on peut décomposer σI,D en deux étapes.
On note pi : Y˜ → Y l'éclatement de Y le long du sous-schéma fermé Z ⊂ Y
d'idéal I. Le résultat [A-H, corollaire 8.12] admet comme conséquence directe :
Proposition 2.1.12. Soit D un p-diviseur sur une variété semi-projective Y .
Alors pour tout morphisme projectif birationnel pi : Y˜ → Y la variété S(Y,D) est
isomorphe de manière équivariante à S(Y˜ , pi∗(D)).
Démonstration. On a
S(Y,D) = Spec(
⊕
u∈σ∨∩M
Γ(Y,OY (D(u))))
et
S(Y˜ , pi∗(D)) == Spec(
⊕
u∈σ∨∩M
Γ(Y˜ ,OY˜ (pi∗(D)(u)))).
Ainsi il suﬃt de montrer que pour tout u ∈ σ∨ ∩ M on a Γ(Y,OY (D(u))) '
Γ(Y˜ ,OY˜ (pi∗(D)(u))). On considère un entier k positif tel que kD(u) est un diviseur
de Cartier à coeﬃcients entiers pour tout u ∈ σ∨ ∩M . On a alors :
Γ(Y,OY (D(u))) = {f ∈ C(Y ) | fk ∈ Γ(Y,OY (kD(u)))}.
Or Y est une variété normale et pi est un morphisme projectif ainsi par le
Théorème principal de Zariski pi∗OY˜ = OY et par la formule de projection ([Har,
p.124]) on a : Γ(Y,OY (D(u))) ' {f ∈ C(Y ) | f ∈ Γ(Y˜ ,OY˜ (pi∗(kD)(u)))} =
Γ(Y˜ ,OY˜ (pi∗(D)(u)))
On considère le transformé strict D′ de D par pi, ainsi YI,D s'identiﬁe au
complémentaire de D′ dans Y˜ ce qui se traduit par une immersion ouverte i :
YI,D ' Y˜ \D′ ↪→ Y˜ .
Proposition 2.1.13. Soit X une T-variété isomorphe de manière équivariante à
S(Y,D) et soit D un diviseur de Cartier sur Y n'étant pas contenu dans le support
de D, alors en notant i : Y ′ = Y \ supp(D) ↪→ Y l'immersion ouverte naturelle
on a les résultats suivants :
1) i∗(D) est un p-diviseur sur Y ′
2) i induit une immersion ouverte j : X ′ = S(Y ′, i∗(D)) ↪→ X = S(Y,D).
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Démonstration. 1) D = ∑∆k⊗Dk est un p-diviseur sur Y et i est un morphisme
aﬃne. Ainsi i∗(D) = ∑∆k ⊗ i∗(Dk) satisfait :
i) Pour tout k, i∗(Dk) est un diviseur eﬀectif et pour tout u ∈ σ∨∩M i∗(D)(u)
est un Q-diviseur de Cartier sur Y ′.
ii) Pour tout u ∈ σ∨ ∩M , i∗(D)(u) est semi-ample.
iii) Pour tout u ∈ relint(σ∨) ∩M , D(u) i∗(D)(u) est abondant.
Ainsi i∗(D) est un p-diviseur sur Y ′.
2) Soit u ∈ σ∨ ∩M et g ∈ Γ(Y,O(D(u))), c'est-à-dire, g ∈ C(Y ) et div(g) +
D(u) ≥ 0. Puisque Y ′ = Y \D on a C(Y ) = C(Y ′) et les équivalences suivantes :
g ∈ Γ(Y,O(D(u))) ⇔ g ∈ C(Y ′) et div(g) +D(u) ≥ 0
⇔ g ∈ C(Y ′) et i∗(div(g) +D(u)) ≥ 0
⇔ g ∈ C(Y ′) et div(g)|Y ′ +D|Y ′(u) ≥ 0
⇔ g ∈ Γ(Y ′,O(D|Y ′(u))).
Ceci valant pour tout u ∈ σ∨ ∩M on a Γ(X,OX) ⊂ Γ(X ′,OX′), l'inclusion
respectant la graduation donnée par l'action de T.
Ce qui donne, dans le cas de la modiﬁcation aﬃne que l'on considère σI,D, si
D′ n'est pas dans le support de pi∗(D) ce qui revient à demander que D ne soit
pas dans le support de D, on obtient :
j : S(YI,D, i∗(pi∗(D))) ↪→ S(Y˜ , pi∗(D)) ' S(Y,D).
Donc il existe une modiﬁcation aﬃne équivariante de centre (J ,D) tel que l'on a
σJ ,D : S(YI,D, i∗(pi∗(D)))→ S(Y,D).
2.1.2.2 Modiﬁcations aﬃnes équivariantes d'une T-variété
2.1.2.2.1 Discussion sur le cas général
Dans le cadre général on considère la G-variété X et la modiﬁcation aﬃne de
centre (J ,D) de X, σJ ,D : XJ ,D → X. On cherche des conditions pour que la
modiﬁcation aﬃne soit tout d'abord G-équivariante.
Dans le cas d'une T-variété X = S(Y,D) on voudrait déterminer les mo-
diﬁcations aﬃnes correspondantes à des modiﬁcations aﬃnes de Y . On veut
donc que l'application entre p-divieurs soit donnée par un triplet (σI,D, id, 1) où
σI,D : YI,D → Y est la modiﬁcation aﬃne de centre (I, D) de la variété Y . Un
premier élément de réponse est que cette modiﬁcation aﬃne équivariante ne doit
pas modiﬁer le type d'action (hyperbolique, elliptique, etc) ceci dans le but de
ne pas modiﬁer le cône de récession σ qui est utilisé pour la décomposition de D
(déﬁnition 1.2.22).
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En particulier la modiﬁcation aﬃne de A3 donnée dans l'exemple 2.1.10 change
le type d'action . En eﬀet l'action de Gm sur A3 = Spec(C[x, z, t]) est donné par
λ · (x, z, t) → (λ6x, λ3z, λ2t) cette action n'est donc pas hyperbolique et dans ce
cas σ = [0,∞[. A contrario l'action sur l'hypersurface,
X ′ = {(x2 + z4)y − x+ z2 + t3} ⊂ A4 = Spec(C[x, y, z, t]),
qui est induite par une action linéaire sur A4 donné par λ·(x, y, z, t)→ (λ6x, λ−6y, λ3z, λ2t)
est une action hyperbolique puisque λ · y = λ−6y et donc σ = {0}.
Même dans le cas où l'action est préservé, une modiﬁcation aﬃne équivariante
d'une T-variété ne correspond pas nécessairement à une modiﬁcation aﬃne du
quotient A-H :
Exemple 2.1.14. On considère X = A3 = Spec(C[x, y, z]) muni d'une action li-
néaire de Gm donnée par λ·(x, y, z)→ (λ3x, λ2y, λz). On eﬀectue une modiﬁcation
aﬃne de centre (I, f) où I = (X, Y ) et f = Y alors
XI,f = Spec(C[x/y, y, z]) ' Spec(C[x′, y, z]) ' A3.
XI,f est alors munie d'une action linéaire de Gm donnée par
λ · (x′, y, z)→ (λx′, λ2y, λz). Cependant le quotient A-H de X est donné par
P(3, 2, 1) et celui de XI,f par P(1, 2, 1) et il n'existe pas de modiﬁcation aﬃne de
P(3, 2, 1) donnant P(1, 2, 1), en eﬀet une variété obtenue par modiﬁcation aﬃne
n'est pas une variété compacte.
2.1.2.2.2 Le cas des actions hyperboliques de Gm sur des variétés lisses
Dans le cas particulier des actions hyperboliques de Gm sur des variétés lisses
X on connait exactement Y à l'aide du Théorème 1.4.5, il existe un idéal I dans
Y0 ' X//Gm tel que Y ' BlI(Y0). Ainsi si on a les hypothèses de la proposition
1.1 on obtient alors le diagramme suivant en utilisant la propriété universelle du
quotient et celle de l'éclatement :
XJ ,D //

X

Y ′0 ' XJ ,D//Gm // Y0 ' X//Gm.
Et Y ′0 est bien une modiﬁcation aﬃne de Y0. Si de plus on suppose que l'éclatement
nécessaire à la construction de Y commute avec cette modiﬁcation aﬃne on obtient
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alors :
XJ ,D //

X

Y ′0 ' XJ ,D//Gm // Y0 ' X//Gm
YI,D ' BlJ(Y ′0) //
OO
Y ' BlI(Y 0)
OO
Exemple 2.1.15. On considère A3 muni de l'action hyperbolique linéaire donnée
par λ · (x, y, z) → (λx, λ−1y, λz) et la modiﬁcation aﬃne de celui-ci le long du
diviseur {x2y + x = 0} avec centre I = (x2y + x, 1 + zy). Ainsi on obtient
X ′ ' Spec(C[x, y, z, t]/((1 + zy)t− x2y + x)),
qui est une variété lisse munie d'une action hyperbolique deGm induite par l'action
linéaire sur A4 suivante : λ · (x, y, z, t)→ (λx, λ−1y, λz, λt).
D'une part A3 est isomorphe de manière équivariante à S(A˜2,D) avec D =
[−1, 0]E où E est le diviseur exceptionnel de l'éclatement.
D'autre part X ′ est isomorphe de manière équivariante à S(S˜,D) avec :
S ' Spec(C[u, v, w]/(w + uw + v + v2),
et D = [−1, 0]E où E est le diviseur exceptionnel de l'éclatement.
De plus S est bien la modiﬁcation aﬃne de A2 le long du diviseur {v+v2 = 0}
et de centre (v2 + v, 1 + u).
Proposition 2.1.16. Soit Y une variété aﬃne normale et pip : Y˜p → Y l'éclate-
ment d'un point lisse de Y alors S(Y˜p, [−1, 0]E) est isomorphe de manière équi-
variante à la modiﬁcation hyperbolique de Y au point p.
Démonstration. On considère un plongement de Y dans An tel que l'on a :
Y = Spec(C[x1, . . . , xn]/(h1, . . . , hk)),
où hm ∈ C[x1, . . . , xn] pour m = 1, . . . , k. Après une translation dans An, on peut
toujours supposer que la modiﬁcation hyperbolique de Y au point p correspond a
la modiﬁcation hyperbolique de Y à l'origine de An.
Alors la modiﬁcation hyperbolique de Y est donnée par :
Y ′ = Spec
(
C[u1, . . . , un, y]/
(
h1(u1y, . . . , uny)
yα1
, . . . ,
hk(u1y, . . . , uny)
yαk
))
.
De plus Y ′ est stable pour l'action hyperbolique de Gminduite par l'action linéaire
sur An+1 suivante λ · (u1, . . . , un, y) = (λu1 . . . , λun, λ−1y).
Ainsi d'après la proposition 2.1.7 et en considérant la construction donnée en
1.3.2.2 (appliqué dans un cas similaire pour la proposition 1.4.10), on obtient le
résultat.
64
2.2 Recouvrements cycliques
De manière analogue à la section précédente, on va étudier le lien entre recou-
vrements multicycliques d'une T-variété X et la présentation Altmann-Hausen de
celle ci. On commencera par donner la déﬁnition de recouvrement cyclique dans
le cadre général (voire [Es-V]), puis on se focalisera sur le cas des variétés aﬃnes.
Plus précisément on va étudier les T-variétés X qui sont de plus munies d'une
action d'un groupe abélien ﬁni G commutant avec l'action du tore et on donnera
le lien entre la présentation en termes de p-diviseurs de la variété X et celle de
son quotient X ′ = X//G.
2.2.1 Recouvrements cycliques, déﬁnition et exemples
Soient X une variété algébrique pas nécessairement aﬃne, D =
∑
αk · Dk
un diviseur de Cartier eﬀectif sur X et L un faisceau inversible tel que l'on a
Ln = OX(D) pour un entier naturel positif n.
On considère une section s ∈ Γ(X,Ln), s : OX → Ln tel que le diviseur des
zéros de s est exactement D. Alors son dual s∨ : L−n → OX permet de munir le
OX-module A′ déﬁni comme suit :
A′ =
n−1⊕
i=0
L−i ⊗OX OX(
⌊
i
n
D
⌋
),
de la multiplication donnée par(
L−i ⊗OX OX(
⌊
i
n
D
⌋
)
)
⊗
(
L−j ⊗OX OX(
⌊
j
n
D
⌋
)
)
' L−i−j⊗OX OX(
⌊
i+ j
n
D
⌋
),
qui est de plus isomorphe a L−i−j+n ⊗OX OX(
⌊
i+j−n
n
D
⌋
) si i+ j ≥ n.
Déﬁnition 2.2.1. [Es-V] De la construction précédente on obtient Y = Spec(A) pi→
X qui est appelé le recouvrement cyclique de X d'ordre n le long de D.
Cette construction se traduit localement, c'est-à-dire, en considérant une va-
riété aﬃne et un diviseur D principal par ceci :
Déﬁnition 2.2.2. Soit X une variété aﬃne :
i) Soit q un polynôme dans C[X] pour tout entier k > 0 on considère la sous
variété de X × A1,
Xk = Spec(C[X][y]/(q(x)− yk)}.
Alors ϕk : Xk → X est appelé le recouvrement cyclique de X d'ordre k le long du
diviseur D = {q(x) = 0}.
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ii) On peut de même considérer une suite de polynôme qi dans O(X), pour
i = 1, . . . , l et une suite d'entiers k1, . . . , kl positifs. Alors la variété
Y = {ukii = qi(x), i = 1, . . . , k} ⊂ X × Al = Spec(C[X][u1, . . . , ul]),
est appelé le recouvrement multicyclique de X d'ordre ki le long du diviseur
{qi(x) = 0}.
Exemple 2.2.3.
i) Le recouvrement cyclique de l'espace aﬃne An = Spec(C[x1, . . . , xn]) d'ordre
k le long d'un hyperplan {xi = 0} est encore un espace aﬃne :
An = Spec(C[x1, . . . , xi−1, xki , xi+1, . . . , xk]).
ii) On considère X = A2 = Spec(C[x, y]), le polynôme q(x, y) = x + x2y et
l'entier n = 2 alors :
X2 = {x+ x2y + z2 = 0} ⊂ Spec(C[x, y, z]),
est donc le recouvrement de A2 d'ordre 2 le long du diviseur {x+ x2y} = 0
iii) On considère X = A2 = Spec(C[x, y]), les polynômes q1(x, y) = x+ x2y et
q2(x, y) = y ainsi que les entiers n1 = 2 et n2 = 3 alors :
Y = {x+ x2y3 + z2 = 0} ⊂ Spec(C[x, y, z]),
est donc le recouvrement bicyclique de A2 d'ordre 2 le long du diviseur {x+x2y =
0} et d'ordre 3 le long du diviseur {y = 0}.
On remarque que les recouvrements cycliques peuvent être eﬀectués dans un
ordre quelconque a condition que les diviseurs soient tous déﬁnis sur la variété
de départ X. De plus en notant µk pour désigner le groupe des racines k-ème
de l'unité, on remarque qu'en eﬀectuant un recouvrement cyclique d'ordre k le
long d'un diviseur on créé une variété Xk = {(x, y) ∈ X × A1/q(x) = yk} munie
d'une action de groupe µk donné par  · (x, y) → (x, y). Il en va de même avec
les recouvrement multicycliques.
2.2.2 Groupes cycliques et présentation A-H
Le but de cette section est d'étudier le cas des T-variétés X qui sont de plus
munies d'une action d'un groupe abélien ﬁni G commutant avec l'action du tore.
Étant convenu d'après le Théorème 1.3.4 que X admet une écriture sous la forme
S(Y,D) de la même manière la variété X ′ = X//G est elle aussi une T′-variété et
admet donc une présentation sous la forme S(Y ′,D′). Dans ces conditions T′ est
isomorphe à T et il est obtenu comme quotient de T par un groupe ﬁni. Bien que
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le couple (Y,D) ne soit pas unique on va montrer, qu'il existe un choix adapté
à notre cas. Ce choix correspond à une variété Y munie d'une action de G et
d'un p-diviseur DG sur Y qui est G-invariant. On va pouvoir ainsi construire la
présentation de X ′ en fonction de ce couple. L'application de ce résultat permet
de calculer la présentation de certaines variétés quotients.
On considère une variété X munie d'une action de G × T alors X//G est
munie d'une action de T qui n'est pas nécessairement eﬀective. On pose alors
HT le sous-groupe de T constitué des éléments agissant trivialement sur X//G, la
variété X//G est alors munie d'une action eﬀective de T′ = T/HT. On obtient la
caractérisation suivante :
Théorème 2.2.4. Soit X = Spec(A) une T-variété et soit G un groupe ﬁni agis-
sant sur X tel que les deux actions commutent. Alors on a les résultats suivants :
1) Il existe une variété semi-projective Y munie d'une action de G et un p-
diviseur G-invariant DG sur Y tel que X soit isomorphe de manière T×G équi-
variante à S(Y,DG).
2) Il existe un p-diviseur D′ sur Y//G tel que X//G soit isomorphe de manière
équivariante à la T′-variété S(Y//G,D′). De plus en notant F : M∨ → M ′∨
l'application linéaire induite par l'inclusion du réseau des caractèresM ′ de T′ dans
celui M de T, D′ peut être choisi tel que F∗(DG) = ϕ∗G(D′), où ϕG : Y → Y//G
est le morphisme quotient.
Le diviseurD′ dans le théorème précédent peut être choisi égal à 1
deg(ϕG)
(ϕG)∗(DG)
vu comme un p-diviseur dans le réseau M ′∨, où (ϕG)∗(DG) est déﬁni de manière
analogue à l'image inverse d'un p-diviseur (voir 1.3.9 ). En général deg(ϕG) est
diﬀérent du cardinal de G en particulier si l'action est triviale.
2.2.2.1 Descente des actions de groupes au quotient A-H et diviseur
G-invariants.
Dans un premier temps on va montrer que si G un groupe abélien ﬁni agit sur
une T-variétés S(Y,D) tel que les deux actions commutent alors la construction
donnée en 1.3.2.1 donne une variété Y munie d'une action de G. On notera par
n : Ŷ → Y la normalisation de Y .
Proposition 2.2.5. Soit X une T-variété munie de plus d'une action d'un groupe
ﬁni G tel que les deux actions commutent. Alors il existe une variété semi-projective
Y et un p-diviseur D sur Y tel que X soit isomorphe de manière G × T équiva-
riante à S(Y,D) et que l'action de G sur S(Y,D) induise une action de G sur
Y .
Démonstration. La construction de Y donnée en 1.3.2.1 est celle qui correspond
à l'énoncé. En eﬀet puisque les actions de G et T commutent, pour tout λ ∈ Λ et
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pour tout u ∈ relint(λ) l'ouvert de point semi-stable
Xss(u) := {x ∈ X / ∃n ∈ Z≥0 and f ∈ Anu | f(x) 6= 0} ,
est stable par G en eﬀet si f ∈ Anu alors λ · f ∈ Anu. Ainsi W := ∩λ∈ΛWλ
est de même stable par G, on rappelle que Wλ = Xss(u) pour n'importe quelle
u ∈ relint(λ). De plus le quotient par T de W que l'on a noté q′ : W → Z
commute avec l'action de G et cela induit une action du groupe ﬁni sur l'image de
W par q′. La clôture q′(W ) est de même stable par G et comme de plus q′(W ) est
quasi-projective on obtient par la proposition 1.1.28 que l'action de G sur S(Y,D)
induit une action de G sur Y .
Maintenant que sous les bonnes hypothèses G agit sur Y , il est naturel de
considérer l'action de G sur les diviseurs de Y .
Déﬁnition 2.2.6. Soit Y une variété semi-projective munie d'une action ψ :
G× Y → Y d'un groupe algébrique G et soit D un diviseur de Weil sur Y . Alors
D est dit G-invariant si pour tout g ∈ G on a ψ(g, ·)∗D = D. Cette notion se
généralise aux p-diviseurs sur Y , soit DG un p-diviseur sur Y , alors DG est dit
G-invariant si pour tout g ∈ G on a ψ(g, ·)∗DG = DG.
Le lemme suivant établit l'existence de tel p-diviseurs et montre que pour une
variété X munie d'une action de G×T on peut toujours trouver un p-diviseur G-
invariant DG tel que X soit isomorphe de manière G×T équivariante à S(Y,DG).
Lemme 2.2.7. Soit X = Spec(A) une T-variété et G un groupe ﬁni agissant sur
X tel que les deux actions commutent. Alors il existe un p-diviseur G-invariant DG
déﬁni sur Y tel que X soit isomorphe de manière G×T équivariante à S(Y,DG).
Démonstration. On a montré précédemment que l'action de G sur S(Y,D) induit
une action de G sur Y . De plus dans 1.3.2.2, on a explicité le fait que un p-
diviseur sur Y correspondant à X est totalement déterminé par le choix d'un
homomorphisme h : M → Frac(A) tel que pour tout u ∈ M , h(u) est semi-
invariant de poids u. Or, par déﬁnition l'homomorphisme h est donné par h(u) = f
g
avec f et g deux fonctions non nulles semi-invariantes de poids respectifs u1 et
u2 tel que u1 − u2 = u, ceci garantissant que h(u) est semi-invariant de poids u.
On a de plus par hypothèse le fait que chaque partie Au de notre anneau gradué
A est stable par G ceci vient du fait que les actions de G et T commutent et
donc que l'action de G ne doit pas changer la graduation induite par l'action de
T. Ceci valant pour tout u ∈ M , on peut choisir f ∈ Au1 , g ∈ Au2 polynômes
semi-invariants pour sous l'action de G. avec u1 − u2 = u. Ainsi h(u) = f/g est
aussi semi-invariant par l'action de G.
Le diviseur que l'on construit ainsi D(u) est alors G-invariant. Dans le cas
général u ∈ σ∨ ∩M où u n'est pas obligatoirement un élément saturé il suﬃt de
choisir un multiple nu de u on peut alors déﬁnir le diviseur D(u) = D(nu)/n.
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2.2.2.2 Preuve du Théorème 2.2.4.
Les propositions précédentes permettent d'exhiber un couple (Y,DG) adaptée
au cas d'un groupe abélien ﬁni G commutant avec l'action du tore, on se doit
maintenant de considérer toutes les situations possibles d'action de ce groupe ﬁni
G sur une T-variété X tel que les deux actions commutent. Les trois cas possibles
sont donc en premier le cas ou G est un sous-groupe d'isotropie du tore, ce cas est
traité par le lemme 2.2.8. Le deuxième cas, traité dans le lemme 2.2.11, correspond
à une action eﬀective de G × T, et enﬁn le cas dit général où G peut s'écrire à
l'aide de deux sous-groupes chacun correspondant à un des deux cas précédents.
Lemme 2.2.8. Soit X la T-variété S(Y,D) et soit G un sous-groupe ﬁni du
tore T = Spec(C[M ]). Alors X ′ = X//G est une T′-variété pour T′ ' T//G et
elle est de plus isomorphe de manière équivariante à la variété S(Y, F∗(D)) où
F : N = M∨ → N ′ = (M ′)∨ est l'application linéaire induite par l'inclusion du
réseau des caractère M ′ de T′ et M de T.
Démonstration. Soit Y construit comme dans 1.3.2.1. Alors, étant donné que par
hypothèse les orbites de G sont incluses dans les orbites de T, l'action induite de
G sur Y est triviale. Dans ce cas on a pour tout u ∈ σ∨ ∩M , AGu est soit Au soit
{0}. En notant M ′ le sous-réseau de M généré par les éléments u ∈ σ∨ ∩M tel
que AGu 6= 0,
X ′ = X//G = Spec(
⊕
u∈σ∨∩M ′
AGu )
X ′ est une T′-variété pour T′ = Spec(C[M ′]) un tore de la même dimension que
celle de T. L'inclusion du réseau des caractèresM ′ de T′ dans celuiM de T donne
l'application linéaire voulue F : N = M∨ → N ′ = M ′∨.
Remarque 2.2.9. Ce lemme explicite une application entre p-diviseurs, cela corres-
pond donc à un triplet (id, F, 1) d'après la déﬁnition 1.3.9. En eﬀet le morphisme
quotient ϕ : Y → Y//G correspond à l'identité puisque l'action de G sur Y est
triviale.
Exemple 2.2.10. Soit A2 = Spec(C[x, y]) muni d'une action de (Gm)2 donnée par
(λ1, λ2) · (x, y) = (λ1x, λ2y), alors A2 en tant que variété torique est complètement
déterminée par le réseau M = Ze1 +Ze2 et le cône σ∨ tel que σ∨ ∩M soit généré
par (e1, e2).
De plus on considère l'action du groupe cyclique µ2 des racines carrées de
l'unité donnée par  · (x, y) = (x, y). Étant donné que l'action de µ2 sur A2
se factorise par celle de (Gm)2, on applique le lemme 2.2.8 pour obtenir que
A2//µ2 ' Spec(C[X, Y, Z]/(XY − Z2)) en tant que variété torique est complè-
tement déterminée par le réseau M = Z(2e1) + Z(e1 + e2) et le cône σ∨ tel que
σ∨ ∩M ′ est généré par (2e1, 2e2, e1 + e2).
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σ∨ ∩M σ∨ ∩M ′
X
G×T G
Y G G DG Y X
G× T S(Y,DG)
X//G T S(Y//G,D′) DG =
ϕ∗G(D′)
Y G
X G × T S(Y,DG)
DG G u ∈ σ∨ ∩M Γ(Y,O(DG(u)))
Γ(X,OX) G D′ ϕ∗G (D′) = DG
Γ(X//G,OX//G) = (
⊕
u∈σ∨∩M
Γ(Y,O(DG(u))))G =
⊕
u∈σ∨∩M
Γ(Y,O(DG(u)))G.
ϕ : Y → Y//G D′ ϕ∗G (D′) =
DG
Γ(Y,O(DG(u)))G =
{
f ∈ C(Y )G, div(f) +DG(u) ≥ 0
} ∪ {0}
= {h ∈ C(Y//G), ϕ∗(div(h) +D′(u)) ≥ 0} ∪ {0}
= {h ∈ C(Y//G), div(h) +D′(u) ≥ 0} ∪ {0} .
u ∈ σ∨∩M X//G  Spec( ⊕
u∈σ∨∩M
Γ(Y//G,O(D′(u))))
(ϕG, id, 1)
Q
Pour achever la démonstration il faut considérer le cas général pour une action
d'un groupe ﬁni G agissant sur une T-variété X = S(Y,D) tel que les deux actions
commutent. A l'aide des lemmes 2.2.5 et 2.2.7, on peut supposer que G agit sur
Y et que de plus D est un p-diviseur G-invariant.
On considère maintenant H le sous-groupe de G × T qui est constitué des
éléments agissant trivialement sur X. On pose alors G0 ⊂ G et T0 ⊂ T les
images de H par les deux projections et on pose G′ = G/G0 et T′ = T/T0. Par
construction les orbites de l'action induite de G0 sur X sont incluses dans les
orbites de l'action induite de T0 sur X. Ainsi X//G0 est alors munie d'une action
eﬀective de G′ × T′. La conclusion découle alors des lemmes 2.2.8 et 2.2.11.
2.2.2.3 Exemples d'application du Théorème 2.2.4.
Illustrons le résultats dans le cas d'une action de Gm sur le plan aﬃne puis
sur l'exemple déjà utilisé donné dans [A-H, section 12].
Exemple 2.2.13. On considère A2 muni d'une action hyperbolique de T ' Gm
donné par λ · (x, y) → (λ2x, λ−1y) ainsi que de l'action du groupe µ2 les racines
carrées de l'unité donné par  · (x, y) → (x, y) on remarque que les orbites par
l'action de µ2 sont incluse dans celle de Gm. On va donc en premier calculer à
l'aide des méthodes usuelles la présentation de A2 = Spec(
⊕
n∈Z
An) en tant que
T-variété puis on calculera à l'aide du théorème précédent A2//µ2 en tant que
T′-variété.
Le quotient algébrique est donné par :
A2//Gm ' A1 ' Spec(A0) ' Spec(C[xy2]).
De plus on a que ProjA0(
⊕
n∈Z≤0
An) ' ProjA0(
⊕
n∈Z≥0
An) ' A1 donc en appliquant
les résultats de 1.4 on obtient que Y (A2) ' A1.
Pour ce qui est du p-diviseur il va ici être de la forme D = ∑[ai, bi] ⊗ {pi}
avec ai, bi ∈ Q et pi ∈ A1 et cela est dû au fait que σ = {0} (voir 1.4).
Pour le calcul explicite des valeurs on utilise la construction à l'aide de la suite
exacte donnée en 1.3.2.2 pour obtenir D = [−1
2
, 0]⊗{0}. Ainsi A2 est isomorphe
à S(A1, [−1
2
, 0]⊗ {0}).
Maintenant on pose X ′ = A2//µ2 en tant que T′-variété :
A2//µ2 ' Spec(C[x, y2]) ' A2,
est muni d'une action du tore T′ donné par λ · (x, y) → (λx, λ−1y). On est dans
le cas du lemme 2.2.8 donc Y (X ′) ' A1 et de plus D′ = 2 · D = [−1, 0]⊗ {0}.
Donc A2//µ2 ' A2 = Spec(C[x2, y]) est isomorphe à S(A1, [−1, 0] ⊗ {0}) on
retrouve l'exemple 1.4.3.
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Exemple 2.2.14. On considère la variété
X = {x3 + y4 + zt = 0} ⊂ A4 = Spec(C[x, y, z, t]),
munie de l'action d'un tore T ' (Gm)2 induite par l'action linéaire sur A4 :
(λ1, λ2) · (λ41x, λ31y, λ2z, λ121 λ−12 t).
Alors X est isomorphe de manière équivariante à S(P1,D) où :
D = ∆0 ⊗ {0}+ ∆1 ⊗ {1}+ ∆∞ ⊗ {∞},
avec ∆0 = (1/3, 0) + σ, ∆1 = (−1/4, 0) + σ, ∆∞ = {0} × [0, 1] + σ et σ est le
cône généré par les vecteurs (1, 0) et (1, 12) d'après [A-H, section 12].
On considère maintenant µ3 le groupe des racines troisièmes de l'unité agissant
sur A4 via  · (x, y, z, t) → (x, y, z, t). On vériﬁe facilement que µ3 est un sous-
groupe de T donné par (λ1, λ2) = (, 0) avec  ∈ µ3 et de plus X est stable par µ3.
Ainsi X//µ3 ' {x+ y4 + zt} ' A3 ⊂ A4 = Spec(C[x, y, z, t]) est muni de l'action
d'un tore T′ ' (Gm)2 induite par l'action linéaire sur A4 :
(λ1, λ2) · (x, y, z, t) = (λ41x, λ1y, λ2z, λ41λ−12 t).
Le fait de passer au quotient sous l'action de µ3 modiﬁera ainsi uniquement les
coeﬃcients ∆i du diviseur et cela en multipliant la première coordonnée par l'ordre
du groupe 3. En eﬀet on peut décomposer T ' T1 × T2 on a alors T//µ3 '
T1//µ3 × T2. Si on note l'anneau gradué de la variété X par A =
⊕
(u1,u2)∈Z2
A(u1,u2)
alors l'anneau A′ de la variété variété X//µ3 est donné par A′ =
⊕
(u1,u2)∈Z2
A(3u1,u2).
Ainsi X//µ3 est isomorphe de manière équivariante à S(P1,D′) où :
D′ = ∆′0 ⊗ {0}+ ∆′1 ⊗ {1}+ ∆′∞ ⊗ {∞},
avec ∆′0 = (1, 0) + σ
′, ∆′1 = (−3/4, 0) + σ′, ∆′∞ = {0}× [0, 1] +σ′ et σ′ est le cône
généré par les vecteurs (3, 0) et (3, 12).
Ce qui est équivalent à dire que X//µ3 est isomorphe de manière équivariante
à S(P1,D′′) où :
D′′ = ∆′1 ⊗ {1}+ ∆′∞ ⊗ {∞},
avec ∆′0 = (1, 0) + σ
′, ∆′1 = (−3/4, 0) + σ′, ∆′∞ = {0}× [0, 1] +σ′ et σ′ est le cône
généré par les vecteurs (1, 0) et (1, 4).
Ceci est dû au fait que ∆′1⊗{1} correspond a un σ′-polyédral diviseur principal.
L'intérêt de ce théorème est double : évidemment comme illustré précédem-
ment, dans un sens on peut déterminer la présentation de X//G une T-variété sous
les bonnes hypothèses. Mais on peut aussi à l'aide de la présentation d'au moins
deux variétés quotients bien choisis X//G1 et X//G2 reconstruire la présentation
de la T-variété X.
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Chapitre 3
Espaces aﬃnes exotiques avec
Gm-actions
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3.1 Topologie
Dans cette section on va décrire la topologie de certaines variétés aﬃnes ob-
tenues à partir des deux constructions étudiées précédemment, les modiﬁcations
aﬃnes et les recouvrements cycliques. On rappelle que X est une variété algé-
brique déﬁnie sur C et que de ce fait on peut munir X de la topologie euclidienne
induite par la topologie euclidienne sur R. La plupart des résultats proviennent
des articles de Kaliman et Zaidenberg ([Z, Ka-Z]) ainsi que des articles de tom
Dieck [tD1, tD2]
Déﬁnition 3.1.1. Une variété irréductible X est dite acyclique si pour tout i > 0,
Hi(X,Z) = 0. De même X est dite Q-acyclique si pour tout i > 0, Hi(X,Q) = 0
et Zp-acyclique si pour tout i > 0, Hi(X,Zp) = 0.
Déﬁnition 3.1.2. Une variété X est contractile si elle est non vide et si l'appli-
cation identité de X est homotope à une application constante de X dans X.
On caractérise la propriété d'être contractile ainsi : une variété topologique
non vide est contractile si et seulement si elle a le même type d'homotopie qu'un
point. D'après le Théorème de Whitehead [tD3, Théorème 20.1.5], une variété X
est contractile si elle est acyclique, et que de plus son groupe fondamental est
trivial, pi1(X) = 1.
Théorème 3.1.3. [Ch-Di, Di] Une variété algébrique complexe lisse et contractile
de dimension d ≥ 3 est diﬀéomorphe à R2d.
Déﬁnition 3.1.4. Une variété aﬃne lisse de dimension d diﬀéomorphe à l'espace
aﬃne euclidien R2d mais non isomorphe à Ad est appelée un espace aﬃne exotique.
D'après un résultat de Ramanujan [Ra], il n'existe pas de surface exotique.
Cependant il existe des exemples de surfaces aﬃnes lisses contractiles non iso-
morphe au plan aﬃne A2. En dimension supérieure, diverses techniques per-
mettent de construire des espaces aﬃnes exotiques. Dans ce qui suit on présentera
des constructions faisant intervenir des modiﬁcations aﬃnes et des recouvrements
cycliques.
3.1.1 Topologie des modiﬁcations aﬃnes
On considère une variété aﬃne X et XI,f la modiﬁcation aﬃne de X de centre
(I, f). On va expliciter des conditions qui garantissent que XI,f possède la même
topologie que la variété aﬃne de départ X.
Soit piI : X˜ → X l'éclatement le long du sous-schéma déﬁni par l'idéal I et
soit E ∈ X˜ son diviseur exceptionnel. On pose E ′ := E ∩XI,f la restriction de E
à la modiﬁcation aﬃne de X de centre (I, f) et Df = div(f) on a alors :
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Théorème 3.1.5. [Ka-Z]Supposons les conditions suivantes remplies :
i) Les variétés X et XI,f sont lisses.
ii) Les diviseurs E ′ et Supp(Df ) sont irréductibles et E ′ = pi∗I (Supp(Df )).
iii) Les diviseurs E ′ et Supp(Df ) sont des variétés topologiques.
Alors la variété XI,f est contractile si et seulement si X , le sous-schéma
correspondant à l'idéal I et Supp(Df ) le sont.
Le Théorème 3.1 dans [Ka-Z] garantit sous ces conditions que l'homologie est
préservée par la modiﬁcation aﬃne en utilisant une suite exacte d'homologie et
l'isomorphisme de Thom. Pour le groupe fondamental, la proposition 3.1, dans
le même article de Kaliman et Zaidenberg, garantit qu'il est préservé par une
modiﬁcation aﬃne respectant les conditions ci-dessus. Donc d'après le Théorème
de Whitehead XI,f est bien contractile si et seulement si X l'est.
Exemple 3.1.6. On considère la modiﬁcation du plan aﬃne A2 de centre (I, f)
où I = (x − 1, y − 1) et f correspond à la courbe cuspidale {xk − yl = 0} ⊂ A2,
k, l ≥ 2 et pgcd(k, l) = 1. La surface ainsi obtenue XI,f est une surface de tom
DieckPetrie [tD1, tD2].
XI,f = {(xz + 1)
k − (yz + 1)l − z
z
= 0} ⊂ A3 = Spec(C[x, y, z]).
Or une courbe cuspidale du type précédent est contractile : on peut par exemple la
munir de l'action de Gm induite par l'action linéaire sur A2, λ · (x, y) = (λlx, λky),
et faire tendre continument λ vers 0 de manière à obtenir une équivalence d'ho-
motopie entre la courbe et l'origine de A2. Ainsi par le théorème précédent, cette
surface est une surface contractile.
Théorème 3.1.7. [tD1] Soit X une hypersurface lisse et contractile de An, n ≥ 3
contenant l'origine. Alors la modiﬁcation hyperbolique de X à l'origine est une
hypersurface diﬀéomorphe à l'espace aﬃne An+1.
Exemple 3.1.8. Soit X = {x+z2 +t3 = 0} ⊂ A3 un plongement du plan A2 dans
A3 tel que (0, 0, 0) ∈ X. Alors X ′ la modiﬁcation hyperbolique de x à l'origine est
une variété lisse contractile de dimension 3 munie d'une action hyperbolique de
Gm.
En eﬀet X ′ = {x + yz2 + y2t3 = 0} ⊂ A4 est un plongement de A3 dans A4
stable pour l'action linéaire de Gm donnée par λ · (x, y, z, t) = (λx, λ−1y, λz, λt).
3.1.2 Topologie des revêtements cycliques
On va expliciter des conditions qui garantissent que le recouvrement cyclique
d'ordre k le long d'un diviseur D d'une variété aﬃne conserve la topologie de la
variété initiale.
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Théorème 3.1.9. [Ka] Soit q : An → A1 un polynôme quasi-invariant de poids
l pour une action linéaire de Gm sur An. On suppose de plus que F0 = q−1(0)
est une hypersurface lisse et Zk-acyclique avec k et l premier entre eux et Fa =
q−1(a) est connexe pour a 6= 0. Alors le recouvrement d'ordre k le long du diviseur
{q(u) = 0}, X = {(x, u) ∈ A × An | xk + q(u) = 0} est acyclique. De plus si
pi1(An \ F0) ' Z, alors X est contractile.
Ce dernier théorème est un des points clés pour démontrer le résultat suivant :
Théorème 3.1.10. [tD2] Soit n ≥ 2 et p : An → A1 un polynôme quasi-invariant
de poids l pour une action linéaire de Gm sur An, tel que p−1(a) = Fa soit une
hypersurface régulière pour a = 0 et qu'elle soit connexe pour a 6= 0. Soit k et s
deux entiers naturels premiers avec l.
Alors
X = {(x, y, u) ∈ A2 × An | xr + ys + p(u) = 0},
est diﬀéomorphe à R2n+2.
De plus la ﬁbre générale :
X = {(x, y, u) ∈ A2 × An | xk + ys + p(u) = a 6= 0},
n'est pas contractile si Fa ne l'est pas.
Le théorème suivant est une réécriture des théorèmes énoncés dans [K-R] qui
permettent de déterminer toutes les variétés de dimension 3, lisses, contractiles
avec action hyperbolique de Gm, ce résultat est donné sous cette forme particulière
dans [Z].
Théorème 3.1.11. Soit X une variété aﬃne lisse, contractile munie d'une ac-
tion eﬀective de Gm. Soient qi ∈ C[X] des polynômes semi-invariants de poids
respectifs d1, . . . , dk tous positifs pour i = 1, . . . , k et une suite d'entiers n1, . . . , nk
positifs. Supposons les conditions suivantes remplies :
i) Pour tout i = 1, . . . , k, les diviseurs Fi := q
∗
i (0) sont lisses et irréductibles,
leur union ∪k1Fi est un diviseur à croisements normaux et le groupe fondamental
du complémentaire pi1(X \ ∪k1Fi) est un groupe abélien
ii) pgcd(di, ni) = pgcd(ni, nj) = 1 pour tout i, j = 1, . . . , k
iii) Pour tout i = 1, . . . , k, Fi est Zp-acyclique pour tout p premier qui divise
ni.
Alors le recouvrement multicyclique Y → X de X d'ordre ni le long de Fi pour
i = 1, . . . , k est une variété aﬃne lisse contractile.
Y = {unii = qi(x), i = 1, . . . , k} ⊂ X × Ak = Spec(C[X][u1, . . . , uk]).
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3.2 Constructions historiques des variétés de Koras-
Russell
Soit X = Spec(A) une variété aﬃne de dimension 3, lisse, rationnelle et
contractile. On la suppose de plus munie d'une action hyperbolique de Gm avec
un unique point ﬁxe x0 tel que l'action linaire de Gm dans l'espace tangent au
point ﬁxe Tx0 ' A3 soit donné par λ · (Y, Z, T )→ (λa1Y, λa2Z, λa3T ) avec a1 < 0
et a2, a3 > 0 et pgcd(a1, a2, a3) = 1. Alors X est soit A3 soit une variété dite de
Koras-Russell.
Historiquement ces variétés ont été classiﬁées par Koras-Russell [K-R], comme
étape dans la démonstration de la linéarisation des actions de Gm sur A3. La linéa-
risation des actions non-hyperbolique sur A3 était établie auparavant par Kam-
bayashi et Russell dans [Kam-R, Théorème 3.4] mais la démonstration complète
fut achevée après avec la collaboration de Kaliman et Makar-Limanov [Ka-K-ML-R]
qui ont démontré que les variétés de Koras-Russell étaient des espaces exotiques.
On va donner dans cette section les diﬀérents procédés de construction de ces
variétés. Elles serviront par la suite d'exemples de T-variétés de complexité 2.
3.2.1 Construction algébrique des variétés de Koras-Russell
Voici la construction telle quelle apparait dans [K-R] :
On considère W = Spec(C[X, Y, Z]) = Spec(B), où X, Y, Z sont des coordon-
nées, on munitW d'une action linéaire de Gm tel que les poids de Y , X et Z soient
respectivement a1, a2 et a3. On considère F := (F1, F2, F3) un automorphisme
équivariant de W pour l'action de Gm tel que T = F1(X, Y, Z), Y = F2(X, Y, Z)
et X ′ = F3(X, Y, Z) soit respectivement semi-invariants de poids a2, a1 et a3.
On choisit ﬁnalement un triplet d'entiers (α1, α2, α3) deux à deux premiers
entre eux vériﬁant de plus pgcd(αi, ai) = 1 pour i = 1, 2, 3. On construit alors
le recouvrement multicyclique de W d'ordre α1 le long du diviseur {Y = 0},
d'ordre α2 le long du diviseur {Z = 0} et d'ordre α3 le long du diviseur {T =
F1(X, Y, Z) = 0}. Ainsi X = Spec(A) où A = C[X, y, z, t]/(tα3 − F1(yα1 , X, zα2))
et le morphisme X → W est donné par (y, z, t)→ (Y, Z, T ) = (yα1 , zα2 , tα3)
Étant donné G := (G1, G2, G3) l'inverse de F on a également X comme le
recouvrement multicyclique donnant A ' C[X ′, y, z, t]/(zα2 −G3(yα1 , X ′, tα3)).
Exemple 3.2.1 (La cubique de Russell). C'est la plus connue de ces variétés.
Elle a comme équation {x + x2y + z2 + t3 = 0} ⊂ A4 = Spec(C[x, y, z, t]) et
admet une action hyperbolique de Gm induite par une action linéaire sur A4 :
λ · (x, y, z, t)→ (λ6x, λ−6y, λ3z, λ2t).
On remarque que X est donc construit comme recouvrement bicyclique de
A3. En eﬀet on considère les actions de µα2 et µα3 les groupes des racines α2-
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ième et α3-ième de l'unité. Alors X est stable par l'action de µα2 × µα3 donnée
par (α2 , α3) · (x, y, z, t) → (x, y, α2z, α3t). De plus X est stable par l'action de
µα1 donnée par α1 · (x, y, z, t) → (x, α1y, z, t) ainsi on a deux tours de variétés
obtenues par recouvrements cycliques :
X
ss ++
X//µα2 ' A3
**
X//µα3 ' A3
tt
A3 ' X//(µα2 × µα3)

.
A3 ' X//(µα1 × µα2 × µα3)
X

X//µα1
ss ++
X//(µα1 × µα2) ' A3
++
X//(µα1 × µα3) ' A3
ss
A3 ' X//(µα1 × µα2 × µα3) .
Dans ces deux tours de recouvrements cycliques il n'y a que X et X//µα1
qui peuvent ne pas être isomorphes à A3. En eﬀet si on considère les deux pré-
sentations de X = Spec(A) avec A = C[x, y, z, t]/(tα3 − G(yα1 , x, zα2)) ou A =
C[x′, y, z, t]/(zα2 − F (yα1 , x′, tα3)) on constate que Aµα2 = C[x′, y, , t] et Aµα3 =
C[x′, y, , z].
On pose d le degré en la variable x du polynôme G(yα1 , x, zα2) et  = (d −
1)(α2 − 1)(α3 − 1) alors Makar-Limanov a établi le résultat suivant :
Théorème 3.2.2. [K-R, Théorème 5.1]Avec les notations précédentes, X est iso-
morphe à A3 si et seulement si  = 0.
En particulier si α2−1 = 0 ou α3−1 = 0 cela revient à dire que l'on a eﬀectué
un recouvrement cyclique d'ordre 1 le long d'un diviseur sur A3, ce qui correspond
simplement à un changement de variables.
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3.2.2 Construction géométrique des variétés de Koras-Russell
La construction précédente peut être reformulée, ceci aﬁn de faire intervenir
de manière plus explicite la topologie des diviseurs sur lesquels sont eﬀectués les
recouvrements cycliques.
Soient a′, b′ et c′ des entiers naturels positifs deux à deux premiers avec b′ ≥ c′.
Soit µa′ , le groupe des racines a′-ième de l'unité, agissant sur A2 = Spec(C[u, v])
comme suit : a′ · (u, v) → (c′a′u, b′a′v). On considère un polynôme f ∈ C[u, v] qui
admet les propriétés suivantes :
i) f est semi-invariant pour l'action de µa′ tel que le poids de f soit congru à
b′ modulo a′
ii) L = {f = 0} est isomorphe à une droite et coupe l'axe u = 0 transversale-
ment à l'origine et en d− 1 autres points distincts.
Sous ces hypothèses le polynôme s−c
′
f(sc
′
u, sb
′
v) peut alors être réécrit sous
la forme F (w, u, v) avec w = sa
′
et F est semi-invariant de poids b′pour l'action
hyperbolique de Gm donnée par λ · (w, u, v) 7−→ (λ−a′w, λc′u, λb′v).
On choisit maintenant un triplé d'entier (α1, α2, α3) tel qu'ils soient deux à
deux premiers et que de plus pgcd(αi, ai) = 1 pour i = 1, 2, 3 alors l'hypersurface
X = {(x, y, z, t) ∈ A4/tα3 + F (yα1 , zα2 , x) = 0},
est une hypersurface de Koras-Russell.
La construction initiale débute avec deux polynômes f et g ∈ C[u, v] semi-
invariants et tel que les lieux de leurs zéros soient isomorphes à A1([K-R]), le
recouvrement bicyclique de A3 ainsi obtenu est alors une sous-variété de A5 de
codimension 2 (2.2.2). Or par le Théorème d'épimorphisme ([Ab-M]) on peut
supposer sans perte de généralité que g(u, v) = u et ainsi se ramener au cas ci-
dessus. Cela revient à dire que les variétés de dimension 3, lisses, contractiles et
munies d'une action hyperbolique de Gm sont réalisables comme hypersurfaces de
A4 mais que dans le cas où la variété est de dimension supérieure on ne peut pas
garantir une telle représentation.
Il existe deux sous-familles particulières dans les hypersurfaces de Koras-Russell,
la distinction provient des actions du groupe additifGa dont elles sont munies (voir
[Ka-ML1, Théorème 8.4]) :
i) Les hypersurfaces dites de première espèce, elles admettent comme équation :
X1 = {x+ xdy + zα2 + tα3 = 0},
avec 2 ≤ d, 2 ≤ α2 < α3 et pgcd(α2, α3) = 1. Elles sont munies d'une action
hyperbolique de Gm induite par une action linéaire sur A4 donné par
λ · (x, y, z, t)→ (λα2α3x, λ−(d−1)α2α3y, λα3z, λα2t). Cela correspond au choix de
f = u+ v + vd dans la construction précédente et α1 = 1.
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ii) Les hypersurfaces dites de seconde espèce, elles admettent comme équation :
X2 = {x+ y(xd + zα2 )l + tα3 = 0},
avec 2 ≤ d, 1 ≤ l , 2 ≤ α2 < α3 et pgcd(α2, d) = pgcd(α2, α3) = 1. Elles sont
munies d'une action hyperbolique de Gm induite par une action linéaire sur A4
donné par λ · (x, y, z, t)→ (λα2α3x, λ−(dl−1)α2α3y, λdα3z, λα2t). Cela correspond au
choix de f = v + (u+ vd)l dans la construction précédente et α1 = 1.
3.2.3 Topologie des variétés de Koras-Russell
On démontre à présent, à l'aide des résultats de la section précédente, que ces
deux sous-familles sont bien des variétés contractiles.
Proposition 3.2.3. Les hypersurfaces de Koras-Russell de première et de seconde
espèces sont des variétés contractiles.
Démonstration. Dans le cas des hypersurfaces de Koras-Russell de première es-
pèce, X1, on considère A3 = Spec(C[x, z, t]) ainsi que I = (f, g) où f = −xd et
g = x+ zα2 + tα3 , alors la modiﬁcation aﬃne de A3 le long du diviseur Df = dDx
avec pour centre l'idéal I = (−xd, x + zα2 + tα3) ⊂ A3, l'idéal I est supporté
par la courbe cuspidale contenue dans le plan {x = 0} et qui a pour équation :
C = {x = zα2 + tα3 = 0}. Alors les conditions du Théorème 3.1.5 sont satisfaites
ainsi X1 = {x+ xdy + zα2 + tα3 = 0} est contractile.
De même pour les hypersurface X2 = {x+y(xd+zα2 )l+tα3 = 0}, on considère
A3 = Spec(C[x, z, t]) ainsi que I = (f, g) où f = −(xd+zα2) et g = x+tα3 , alors la
modiﬁcation aﬃne de A3 le long du diviseur Df (qui est une courbe cuspidale car
par hypothèse pgcd(d, α2) = 1) avec pour centre l'idéal I = (−(xd+zα2), x+tα3) ⊂
A3, l'idéal I est supporté par la courbe cuspidale contenue dans l'hypersurface
{x + tα3 = 0} ' A2. Alors les conditions du Théorème 3.1.5 sont satisfaites ainsi
X2 = {x+ y(xd + zα2 )l + tα3 = 0} est contractile.
Un autre moyen de prouver que ces variétés sont contractiles est d'utiliser le
Théorème 3.1.11. On va appliquer ce théorème dans certains cas pour montrer
qu'il correspond bien à la construction précédente, l'idée est de les construire
en deux temps, premièrement des modiﬁcations hyperboliques pour obtenir des
polynômes semi-invariants de poids 1 (proposition 2.1.7) puis des recouvrements
multicycliques bien choisis.
On considèreX = A2 = Spec(C[x, z]), et on choisit deux courbes L1 = {f = 0}
et L2 = {g = 0} avec f, g ∈ C[x, z] chacune isomorphe à A1. On suppose de plus
que L1 et L2 s'intersectent à l'origine et en d−1 autres points. Après utilisation du
théorème d'épimorphisme on peut toujours supposer que g(x, z) = z. On suppose
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que L1 est un graphe, c'est-à-dire, f(x, z) = z+p(x). On applique une modiﬁcation
hyperbolique à f et g, on obtient alors F (x, y, z) = z + p(xy)/y et G(x, y, z) = z.
Les deux hypersurfaces ainsi obtenues dans A3 = Spec(C[x, y, z]) sont chacune
isomorphe à A2, se rencontrent transversalement et pi1(A3\({F = 0}∪{G = 0})) '
Zk est un groupe abélien, la valeur de k dépend du type d'intersection de L1 avec
L2. Grâce à la modiﬁcation hyperbolique les polynômes F et G sont semi-invariant
de poids 1 pour l'action hyperbolique de Gm sur A3 : λ · (x, y, z)→ λx, λ−1y, λz.
On considère alors le recouvrement bi-cyclique de A3 d'ordre α2 le long de
{G = 0} et d'ordre α3 le long de {F = 0}, on obtient l'hypersurface :
X = {p(xy)y−1 + zα2 + tα3 = 0},
et par le Théorème 3.1.11 X est contractile. On reconnait ici la construction
eﬀectuée en début de section.
Exemple 3.2.4.
i) On considère le polynôme f(x, z) = x+x2 + z et α2 = 2, α3 = 3, on obtient
alors la Cubique de Russell {x+ x2y + z2 + t3 = 0}.
ii) On considère le polynôme f(x, z) = x+ xd + z sans spécialiser α2 et α3, on
obtient alors la variété X = {x+ xdyd−1 + z2 + t3 = 0}.
La variété obtenue dans le second exemple est donc contractile, elle est lisse,
il suﬃt de calculer les dérivés partielles, est munie d'une action hyperbolique de
Gm. C'est donc une variété de Koras-Russell, cependant elle ne correspond ni à
une hypersurface de Koras-Russell de première espèce ni a celle de seconde espèce.
Cette variété et toutes les autres qui correspondent à cette description font partie
de troisième espèce, elles sont caractérisées par le fait quelles ne possèdent pas de
Ga-action[Ka-ML1].
Cependant il faut remarquer que {x+xdyd−1 +z2 +t3 = 0} est le recouvrement
cyclique d'ordre d − 1-ième de la variété Xd−1 = {x + xdy + z2 + t3 = 0} le long
du diviseur {y = 0}. On a X//µd−1 ' Xd−1, cela correspond à la deuxième
tour de variétés obtenues à l'aide de recouvrement cyclique que l'on a construit
précédemment.
3.3 Présentation A-H des variétés de Koras-Russell
On utilise maintenant le Théorème 2.2.4 dans l'autre sens, c'est-à-dire, construire
la présentation d'une variété à partir de la présentation de deux de ses quotients.
On commencera par décrire la présentation en terme de p-diviseur de la cubique
de Russell, ce résultat était déjà établi dans [I-V] mais il est utile de le rappeler, il
servira de modèle pour la présentation générale. La cubique admet pour équation
X = {x + x2y + z2 + t3 = 0} dans A4 = Spec(C[x, y, z, t]). On rappelle que cette
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variété est donnée par les paramètres a′ = b′ = c′ = 1, α1 = 1, α2 = 2, α3 = 3
et f(u, v) = u+ v + v2 dans la construction générale 3.2. Par construction X est
munie d'une action hyperbolique de Gm induite par une action linéaire sur A4
donnée par λ · (x, y, z, t)→ (λ6x, λ−6y, λ3z, λ2t). Son quotient algébrique X//Gm
est isomorphe à A2 = Spec(C[u, v]) avec u = yz2 et v = yx. On aurait pu choisir
un autre système de coordonnées donné par A2 = Spec(C[u′, v]) avec u′ = yt3 et
v = yx, en eﬀet les variables z et t jouent un rôle symétrique.
Proposition 3.3.1. La cubique de Russell est isomorphe à S(A˜2(u,v),D) pour
D =
{
1
2
}
D3 +
{
−1
3
}
D2 +
[
0,
1
6
]
E,
où E est le diviseur exceptionnel de l'éclatement pi : A˜2(u,v) → A2, et où D2 et
D3 sont les transformés stricts des courbes {u = 0} et {u+ v + v2 = 0} dans A2
respectivement.
Démonstration. On considère les deux projections Φ2 = prx,y,t : X → X2 = A3
et Φ3 = prx,y,z : X → X3 = A3 qui correspondent au fait que X est construit
comme recouvrement bi-cyclique de A3 de degré 2 et 3. Ainsi on peut considérer
l'action des groupes cyclique µ2 et µ3 agissant sur X via ξ ·(x, y, z, t) = (x, y, ξz, t)
et ζ · (x, y, z, t) = (x, y, z, ζt) respectivement. On remarque de plus que ces deux
actions commutent et que le quotient X6 = X//(µ2 × µ3)est isomorphe à A3 =
Spec(C[x, y, z]). Soit A =
⊕
n∈Z
An l'anneau de coordonnées de X munie de la gra-
duation correspondant à l'action de Gm, on a alors X` = Spec(
⊕
n∈Z
A`n), ` = 2, 3, 6.
Ce qui permet de retrouver le diagramme Gm-équivariant :
X
Φ3
**
Φ2
tt
Φ6

X2 = X//µ2
))
X3 = X//µ3
uu
X6 = X//(µ2 × µ3)
où Gm agit linéairement sur X2, X3 et X6 via λ · (x, y, t)→ (λ3x, λ−3y, λ1t) pour
X2, λ · (x, y, z) → (λ2x, λ−2y, λz) pour X3 et λ · (x, y, z) → (λx, λ−1y, λz) pour
X6.
De plus on est dans le cas particulier où l'action de µ2 × µ3 sur X se factorise
par celle de Gm, ce qui implique par le Théorème 2.2.4 que Φ2 correspond à
l'application entre p-diviseurs (id, F2, 1) et Φ3 correspond à l'application (id, F3, 1)
avec F ∗` (D) = `D, ` = 2, 3, 6.
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On a donc que les variétés Y (X) et Y (X`), ` = 2, 3, 6 sont toutes isomorphes
à A˜2. Il faut maintenant déterminer les p-diviseur D. On va l'obtenir à partir de
D2 etD3 qui sont les p-diviseurs correspondant à X2 et X3 respectivement.
Avec les résultats de 1.4.11 , X2 = S(A˜2(u,v), D2 = {13}D2 +[0, 13 ]E) où D2 est le
transformé strict de la courbe {u = 0} et E le diviseur exceptionnel de l'éclatement
de même X3 = S(A˜2(u′,v), D3 = {12}D3 + [0, 12 ]E) où D3 est le transformé strict
de la courbe {u′ = 0} et E le diviseur exceptionnel de l'éclatement. Le Théorème
2.2.4 implique que 2D ∼ D2 = {13}D2 +[0, 13 ]E et 3D ∼ D3 = {12}D3 +[0, 12 ]E. On
a donc D2 +D = D3 ce qui correspond bien à D =
{
1
2
}
D3 +
{−1
3
}
D2 +
[
0, 1
6
]
E
.
Le choix des coeﬃcients n'est pas unique. En eﬀet, on à D′ ∼ D + div(f)
pour n'importe quelle fonction rationnelle f sur Y . Cela correspond par exemple
à D′ ∼ D+D3 +E et plus généralement, pour toutes les paires (a, b) ∈ Z2 tel que
3a+ 2b = 1 on a D ∼ {a
2
}
D3 +
{
b
3
}
D2 +
[
0, 1
6
]
E.
3.3.1 Les variétés de Koras-Russell de première espèce.
On utilise dans cette section une méthode similaire à la précédente pour toutes
les variétés de Koras-Russell de première espèce, c'est-à-dire de la forme :
X = {x+ xdy + zα2 + tα3 = 0} ⊂ A4 = Spec(C[x, y, z, t]).
L'action hyperbolique de Gm est induite par l'action linéaire sur A4 donné par :
λ · (x, y, z, t)→ (λα2α3x, λ−(d−1)α2α3y, λα3z, λα2t).
La diﬀérence dans ce cas est que X//C∗ est isomorphe à A2(u,v)//µd−1 où µd−1 agit
via ξ · (u, v) = (ξu, ξv).
On considère donc un recouvrement cyclique V de X d'ordre d− 1 le long du
diviseur {y = 0}, donné par l'équation V = {x + xdyd−1 + zα2 + tα3 = 0} dans
A4 = Spec(C[x, y, z, t]), V est alors elle aussi munie d'une action hyperbolique de
Gm, mais celle ci est induite par l'action linéaire sur A4donné par λ · (x, y, z, t)→
(λα2α3x, λ−α2α3y, λα3z, λα2t). Ainsi V//Gm est isomorphe à A2 = Spec(C[u, v]) où
u = yzα2 et v = yx.
De plus µα2 × µα3 × µd−1 agit sur V via (ζ, , ξ) · (x, y, z, t) → (x, ξy, ζz, t).
Dans ces conditions on a que µα2 × µα3 sur V se factorise par celle de Gm, cela
donne le diagramme suivant sur le morphismes quotients :
V
Φα3
))
Φα2
uu
Φµd−1

A3 ' V//µα2 X = V//µd−1 A3 ' V//µα3 .
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On applique alors le Théorème 2.2.4, l'application Φα2 correspond alors à
l'application entre p-diviseurs (id, Fα2 , 1) et Φα3 correspond alors à l'application
entre p-diviseurs (id, Fα3 , 1) avec F
∗
αi
(D) = αiD, i = 2, 3. De plus Y (V ) est iso-
morphe à l'éclatement A˜2(u,v) de A2 à l'origine sur le quel µα2 ×µα3 ×µd−1 agit via
(ζ, , ξ) · (u, v) = (ξu, ξv).
On a alors le diagramme suivant :
Y (V )
'
))
'
uu
ϕµd−1

Y (Vα2) Y (X) ' Y (V )//µd−1 Y (Vα3).
Avec les résultats de 4.2.6 on obtient la présentation A-H de V//µα2 et de
V//µα3 donné par S(A˜2(u,v), Dα2 = { 1α3}Dα2 + [0, 1α3 ]E) où Dα2 est le transformé
strict de la courbe {u = 0}, E est le diviseur exceptionnel et S(A˜2(u′,v), Dα3 =
{ 1
α2
}Dα3 + [0, 1α2 ]E) où Dα3 est le transformé strict de la courbe {u′ = 0}, E est
le diviseur exceptionnel. Ce qui implique que V est isomorphe à S(A˜2(u,v),D) avec
D =
{
a
α2
}
Dα3 +
{
b
α3
}
Dα2 +
[
0,
1
α2α3
]
E (∗),
où E est le diviseur exceptionnel de pi : A˜2(u,v) → A2, Dα2 et Dα3 sont les transfor-
més stricts des courbes {u = 0} et {u+ v + vd = 0} dans A2(u,v) respectivement,
et (a, b) ∈ Z2 sont choisis tel que aα3 + bα2 = 1.
En appliquant le Théorème 2.2.4 pour l'action de µd−1 on obtient alors :
Proposition 3.3.2. Les variétés de Koras-Russell données par l'équation X =
{x+xdy+zα2+tα3 = 0} dans A4 = Spec(C[x, y, z, t]) sont isomorphe à S(A˜2(u,v)//µd−1,D′)
avec
D′ =
{
a
α2
}
D′α3 +
{
b
α3
}
D′α2 +
[
0,
1
(d− 1)α2α3
]
E ′
où D = ϕ∗µd−1(D′) , D étant donné dans la relation (∗) et D′α3,D′α2 sont des divi-
seurs premiers et E ′ est le diviseur exceptionnel de l'éclatement de la singularité
dans A2//µd−1.
3.3.2 Les variétés de Koras Russell de seconde espèce
Pour les variétés de Koras-Russell de seconde espèce données par l'équation
X = {x+ y(xd + zα2 )l + tα3 = 0} ⊂ A4 = Spec(C[x, y, z, t]),
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la construction de la présentation A-H va être quelque peu diﬀérente. En eﬀet les
variables z et t ne jouent pas un rôle symétrique dans le cas présent. On va tout
de même considérer un recouvrement cyclique V de X, mais dans ce cas V//µα2
ne sera pas isomorphe à A3. On rappelle que α2 et d sont premiers entre eux.
Soit V = {x+ydl−1(xd+ zdα2 )l + tα3 = 0} le recouvrement bi-cyclique de X de
degré d le long du diviseur {z = 0} et de degré dl− 1 le long du diviseur {y = 0}.
Alors V est munie d'une action hyperbolique de Gm induite par une action
linéaire sur A4donné par λ·(x, y, z, t)→ (λα2α3x, λ−α2α3y, λα3z, λα2t) et de plus elle
est munie d'une action de µα2×µα3×µdl−1×µd donné par (ζ, , ξ, δ) · (x, y, z, t) =
(x, ξy, ζδz, t). L'action de µα2 × µα3 sur V se factorise pas l'action de Gm, on
obtient donc le diagramme suivant :
V
Φα3
**
Φα2
tt
Φµd

Vα2 = V//µα2 Vd = V//µd
Φµdl−1

Vα3 = V//µα3
X = V//(µd × µdl−1) .
Par le Théorème 2.2.4, on considère Φα3 , et on obtient que Y (V )est isomorphe
à l'éclatement A˜2(u,v) de A2 où u = yzα2 et v = yx et sur lequel µα2×µα3×µdl−1×µd
agit via (ζ, , ξ, δ) · (u, v) = (ξδα2u, ξv). On obtient donc le diagramme suivant :
Y (V )
'
&&
'
xx
ϕµd

Y (Vα2) Y (Vd)
ϕµdl−1

Y (Vα3)
Y (X) .
L'équation de Vα2 est donnée dans A4 = Spec(C[x, y, z, t]) par Vα2 = {x +
ydl−1(xd+zd)l+tα3 = 0} ou si on réécrit l'équation, Vα2 = {y−1H(xy, zy)+tα3 = 0}
avec H(x, z) = x + (xd + zd)l ainsi d'après la proposition 1.4.10 Vα2 = Z(H, p)
pour H(x, z) = x+ (xd + zd)l et p = 3.
On a alors Vα2 = S(A˜2(u,v), Dα2 = { 1α3}Dα2 + [0, 1α3 ]E) où Dα2 est le transformé
strict de la courbe
{
v + (vd + ud)l) = 0
}
et E est le diviseur exceptionnel.
Pour Vα3 ' A3 on a Vα3 = S(A˜2(u,v), Dα3 = { 1α2}Dα3 + [0, 1α2 ]E) où Dα3 est le
transformé strict de la courbe {u = 0} et E est le diviseur exceptionnel.
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On a donc V = S(A˜2(u,v),D) avec
D =
{
a
α2
}
Dα3 +
{
b
α3
}
Dα2 +
[
0,
1
α2α3
]
E,
où E est le diviseur exceptionnel de pi : A˜2(u,v) → A2, et où Dα2 et Dα3 sont les
transformés stricts de
{
v + (vd + ud)l) = 0
}
et {u = 0} dans A2 respectivement,
(a, b) ∈ Z2 satisfont quant à eux aα3 + bα2 = 1.
On peut alors appliquer le Théorème 2.2.4 et on obtient que Vd = S(A˜2(u′,v′d),Dd)
avec
Dd =
{
a′
α2
}
Dd,α3 +
{
b′
α3
}
Dd,α2 +
[
0,
1
α2α3
]
Ed (∗∗),
où a′ = a/d, b′ = b, Ed est le diviseur exceptionnel de pi : A˜2(u′,v′d) → A2 ceci étant
dû au fait que A˜2(u′,v′)//µd ' A˜2(u′,v′d) pour l'action deµd décrite en préambule, et
où Dd,α2 et Dd,α3 sont les transformés stricts des courbes
{
v′ + (u′ + v′d)l) = 0
}
et {u′ = 0} ( u′ = ϕd(ud)) dans A2 = Spec(C[u′, v′]) respectivement.
On peut alors appliquer le Théorème 2.2.4 pour obtenir :
Proposition 3.3.3. Les variétés de Koras-Russell de seconde espèce X = {x +
y(xd + zα2 )l + tα3 = 0} dans A4 = Spec(C[x, y, z, t]) sont isomorphes de manière
équivariante à S(A˜2
(u′,v′d)//µdl−1,Dd(dl−1)) avec
Dd(dl−1) =
{
a′
α2
}
Dd(dl−1),α3 +
{
b′
α3
}
Dd(dl−1),α2 +
[
0,
1
(dl − 1)α2α3
]
Ed(dl−1),
où Dd = ϕ∗µdl−1(Dd(dl−1)) , Dd étant déﬁni dans la relation (∗∗) et Ed(dl−1) est le
diviseur exceptionnel de l'éclatement de la singularité dans A2//µdl−1.
On peut à présent mieux comprendre le rôle des paramètres (α1, α2, α3) et f ,
g dans la construction de ces variétés (voir3.2). Ainsi le choix des paramètres nu-
mériques (α1, α2, α3) sont à mettre en relation avec les coeﬃcients des p-diviseurs
et ont donc un rôle combinatoire, alors que f , g vont donner le support des p-
diviseurs et ainsi jouer un rôle géométrique.
3.4 Groupes d'automorphismes des variétés de Koras-
Russell
Les groupes d'automorphismes des variétés de Koras-Russell de première es-
pèce ont été étudiés par Moser-Jauslin dans [M-J], on rappelle ici le résultat :
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Théorème 3.4.1. Soit X = {x+xdy+zα2 +tα3 = 0} une variété de Koras-Russell
de première espèce alors le groupe d'automorphisme de X est donné par :
Aut(X) ' A1 oGm,
où A1 := {ϕ ∈ Aut(C[x, z, t]) | ϕ(x) = x, ϕ ≡ id mod(x) et ϕ(I) ⊂ (I)} avec
I = (x+ zα2 + tα3 , xd).
La même approche permet de déterminer les groupes d'automorphismes des
variétés de Koras-Russell de seconde espèce : l'idée générale est que l'action de
Gm est connue et que les actions de groupes additifs Ga sont elles aussi connues
en terme de dérivations localement nilpotentes (voir [Fr]). Ici l'ensemble LND(X)
des dérivations localement nilpotentes de l'anneau de coordonnées de X est de la
forme C[x, z]∂ où ∂ est la dérivation irréductible donnée par :
∂ := Pt
∂
∂y
− Py ∂
∂t
,
avec P (x, y, z, t) = x+y(xd+zα2 )l+ tα3 et ses deux dérivées partielles Pt := ∂P∂t =
α3t
α3−1 et Py := ∂P∂y = (x
d + zα2 )l. On a alors :
Théorème 3.4.2. Soit X = {x + y(xd + zα2 )l + tα3 = 0} une variété de Koras-
Russell de seconde espèce. Alors le groupe d'automorphisme de X est donné par :
Aut(X) ' AoGm,
où A := {ϕ ∈ AutC[x,z](C[x, z, t]) | ϕ(t) = t+ (xd + zα2)lp(x, z) | p ∈ C[x, z]}.
Démonstration. X est donné par l'équation d'une hypersurface dans A4,X = {x+
y(xd + zα2 )l + tα3 = 0} avec d ≥ 2, pgcd(dl, α3) = pgcd(d, α2) = pgcd(α2, α3) = 1.
L'image de la variable y par un automorphisme de X est uniquement détermi-
née par celle des autres variables en réécrivant y = −(x+t
α3 )
(xd+zα2 )l
à l'aide de l'équation
de X.
1) On pose f := (xd + zα2 )l, on montre alors que tout automorphisme ϕ de X
induit un automorphisme ϕˆ de A2 = Spec(C[x, z]) qui préserve l'idéal (f).
L'existence d'un tel automorphisme provient du fait que d'après [Ka-ML1,
Théorème 8.4] :
ML(X) = ∩
∂∈LND(C[X])
C[X]∂ = C[x, z],
où l'ensemble LND(C[X]) désigne l'ensemble des dérivations localement nilpo-
tentes et que cet invariant est préservé par tout automorphisme de X. Pour mon-
trer que l'on préserve la courbe cuspidale engendrée par (f), on regarde l'image
inverse de la projection suivante :
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Π : X → A2 = Spec(C[x, z]).
Soit (x0, z0) ∈ A2 on pose f0 := (xd0 + zα20 )l, on décompose en trois cas :
Π−1(x0, z0) '

A1 si f0 6= 0
A1 si f0 = 0 et x = 0
α3 copies de A1 si f0 = 0
Ainsi la courbe cuspidale doit être envoyée sur elle même par ϕˆ pour préserver
cette ﬁbration, il existe donc λϕˆ ∈ Gm tel que ϕˆ(f) = λϕˆf .
b) On montre que modulo, un élément de A1 non nul, ϕˆ est l'identité sur A2.
On pose µϕˆ tel que (µϕˆ)dα2 = λϕˆ. Si on considère la surface de Riemann ouverte
S déﬁnie par {xd + zα2 + 1 = 0} et S¯ sa compactiﬁcation, alors on a S¯ \ S est
réduit à un point p. De plus Autp(S¯) l'ensemble des automorphismes de S¯ qui ﬁxe
p est isomorphe au groupe Aut(S), ce groupe est d'ordre ﬁni.
On a alors ϕˆ(f) = (µϕˆ)dα2f et ϕˆ(f + 1) = (µϕˆ)dα2
(
f + 1
(µϕˆ)
dα2
)
.
Soit ψµ l'automorphisme de A2 = Spec(C[x, z]) qui préserve l'idéal (f) tel que
ψµ(x) =
x
µα2
et ψµ(z) = zµd . Alors clairement ψµ ◦ ϕˆ est un automorphisme de S.
Donc pour tout ϕˆ, il existe µ ∈ Gm tel que ψµ ◦ ϕˆ soit l'identité sur S. On
peut donc supposer que ϕˆ est l'identité modulo un élément de A1 non nul.
2) Il faut à présent déterminer l'image de la variable t par un automorphisme
ϕ de X.
On va montrer qu'il existe c ∈ A1 non nul et h ∈ C[x, z] tel que ϕ(t) =
ct+ h(x, z).
On considère pour cela la dérivation ∂ localement nilpotente et irréductible
sur X déﬁnie en préambule de ce Théorème.
On a bien ∂(x) = 0, ∂(z) = 0, ∂(t) = −Py = −(xd + zα2 )l ∈ ker(∂) et
∂(y) = Pt = α3t
α3−1 ∈ ker(∂α3). Ainsi LND(C[X]) ' C[x, z]∂
Soit ∂0 := ϕ−1 ◦∂ ◦ϕ alors ∂0 est une dérivation localement nilpotente irréduc-
tible car ∂ l'est. Ainsi il existe c ∈ A1 non nul tel que ∂0 = −c∂. Donc en utilisant
que ϕ(f) = f où f = (xd + zα2 )l on a :
∂0(t) = ϕ
−1 ◦ ∂ ◦ ϕ(t) ⇔ ϕ ◦ (−c∂(t)) = ∂ ◦ ϕ(t)
⇔ cϕ(f) = ∂ ◦ ϕ(t)
⇔ cf = ∂ ◦ ϕ(t)
ce qui donne ∂ ◦ ϕ(t) = ∂(ct) et donc ϕ(t) − ct ∈ ker(∂) = C[x, z]. Ainsi
ϕ(t) = ct+ h(x, z) et les automorphismes de C[X] préservent C[x, z, t].
3) Si on considère I = (f, x + tα3) idéal dans C[x, z, t] et J = (f) idéal dans
C[X] alors I = J ∩ C[x, z, t]
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En eﬀet si on considère H ∈ C[X] alors h s'écrit de manière unique H =
n∑
i=1
ai(x, z, t)y
i avec pour i = 1, . . . , n f qui ne divise pas ai car y =
−(x+tα3 )
f
.
Ce qui implique
fH = fa0 + fya1 + . . .+ fy
nan = fa0 − (x+ tα3)(a1 + ya2 + . . . yn−1an),
et donc fh ∈ (f, x+ tα3).
Or f et x sont préservés par l'action d'un automorphisme ϕ de X donc ϕ(t) =
ct + h(x, z) avec c une racine α3-ième de l'unité et h(x, z) dans l'idéal engendré
par f dans C[x, z].
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3.5 Espaces aﬃnes exotiques avec Gm-actions
Le but de cette section est de généraliser la construction des variétés de Koras-
Russell X obtenues précédemment par recouvrement bi-cyclique de A3.
On rappelle que l'on a le diagramme suivant :
X
zz $$
X//µα3 ' A3
##
X//µα2 ' A3
{{
X//(µα2 × µα3) ' A3
Ce qui correspond en terme de présentation A-H à :
S(Y,D)
vv ((
S(Y,D)//µα3 ' S(Y, α3D)
((
S(Y,D)//µα2 ' S(Y, α2D)
vv
S(Y,D)//(µα2 × µα3) ' S(Y, α2α3D)
Or α2 et α3 étant premiers entre eux, il existe a1, a2 ∈ Z tel que a1α2+a2α3 = 1
ainsi en multipliant par D, on obtient a1α2D + a2α3D = D ainsi si on peut
calculer la présentation en terme de p-diviseur de X//µα3 et de X//µα2 on a
totalement déterminé la présentation de X. C'est ce qui a été eﬀectué dans la
section précédente. Dans le cas d'action hyperbolique de Gm les p-diviseurs sont
réduits à des intervalles et bien que les p-diviseurs ne forment que un semi-groupe
si on les munis de la somme de Minkowski, ce semi-groupe est régulier pour notre
cas et donc D est bien totalement déterminé.
3.5.1 Construction multicyclique générale
On veut maintenant généraliser cette construction en dimension quelconque.
Pour cela, on considère X ′ une variété aﬃne lisse, contractile équipée d'une action
eﬀective de Gm. On considère une suite de polynômes dans O(X ′) réguliers et
semi-invariants qi, i = 1, . . . , k de poids respectifs d1, . . . , dk tous positifs et une
suite d'entiers n1, . . . , nk positifs tel que pgcd(di, ni) = pgcd(ni, nj) = 1 pour tout
i, j = 1, . . . , k
On pose alors :
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X = {unii = qi(x), i = 1, . . . , k} ⊂ X × Ak = Spec(C[X][u1, . . . , uk]),
le recouvrement multicyclique de X ′ d'ordre ni le long du diviseur {qi(x) = 0}
pour i = 1, . . . , k.
X est alors munie d'une action du groupe cyclique µn1 × . . . × µnk et si l'on
note µˆni := µn1 × . . . × µni−1 × µni+1 × . . . × µnk , on obtient alors une tour de
variétés :
XooX//µnk
ooooX//µˆn1ooX
′ .
Il faut de plus remarquer que les quotients peuvent être eﬀectués dans un ordre
quelconque, ce qui donne le diagramme suivant :
X
!!}}
X//µn1
  ~~
X//µnk
!!~~
X//(µn1 × µn2)

X//(µn1 × µnk)

X//(µnk × µnk−1)

· · · · · ·
X//µˆk
((
X//µˆi

X//µˆ1
vv
X ′
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Avec les notations précédentes on a les résultats suivants :
Proposition 3.5.1. i) Pour tout i = 1, . . . , k les variétés X//µˆi sont lisses si et
seulement si {qi(x) = 0} ⊂ X ′ est un diviseur lisse.
ii) La variété X est lisse si et seulement si D =
k∪
i=1
{qi(x) = 0} est un diviseur
à croisements normaux tel que pour tout i = 1, . . . , k,{qi(x) = 0} ⊂ X ′ est un
diviseur lisse.
Démonstration. Pour le premier énoncé il suﬃt de calculer le Jacobien, on obtient
que X//µˆi est lisse si et seulement si le gradient de {qi(x)− unii = 0} est non nul
pour tout (x× ui) ∈ X ′ × A1 ce qui est équivalent à {qi(x) = 0} ⊂ X ′ est lisse.
Pour le second énoncé, clairement, les diviseurs doivent être lisses pour les
mêmes raisons que précédemment. De plus le fait d'être lisse étant une propriété
locale et étant donné que l'on raisonne avec pour corps de base C, on va se ramener
a des arguments analytiques locaux. On va traiter le cas d'un diviseur D composé
de deux composantes irréductibles D1 et D2 et par induction on aura le résultat
général. Localement les trois cas possibles sont :
i) D1 = {x1 = 0} et D2 = {x2 = 0}, ce qui revient à avoir localement une
intersection transverse, alors, clairement, le recouvrement cyclique d'ordre n1 le
long de D1 sur X ′ donnée par p : X → X ′ implique p∗(D2) lisse, D2 ne change
pas.
ii) D1 = {x1 = 0} et D2 = {f(x1, . . . , xn) = 0} tel que l'intersection soit non
transverse alors le recouvrement cyclique d'ordre n1 le long de D1 sur X ′ donnée
par p : X → X ′ implique p ∗ (D2) = {f(xn11 , . . . , xn) = g(x1, . . . , xn) = 0} à
l'aide du critère Jacobien on trouve que p∗(D2) est singulier si et seulement si
∂
∂xi
g(0, . . . , 0) = 0 pour tout i ≥ 1 ce qui est équivalent à ∂
∂xj
f(0, . . . , 0) = 0 pour
tout j > 1 et ∂
∂x1
f(0, . . . , 0) 6= 0 car D2 est lisse à l'intersection avec D1. Donc
f(x1, . . . , xn) = x1 + H(x1, . . . , xn) où H n'admet que des éléments de degré au
moins 2. On regarde alors l'intersection D1 ∩D2 donnée par {H(0, . . . , xn) = 0}
qui n'est pas lisse on arrive a une contradiction.
Si on se place sous les hypothèses de la proposition précédentes on a alors que
les variétés X//µˆi pour i = 1, . . . , k sont des variétés lisses munies d'une action
de Gm, on peut donc écrire X ′//µˆi = S(Yi,Di) et de même pour X qu'on notera
X ′ = S(Y,D).
De plus pgcd(di, ni) = pgcd(ni, nj) = 1 pour tout i, j = 1, . . . , k ce qui im-
plique que à chaque recouvrement, l'action du groupe cyclique se factorise par
celle de Gm. On peut alors appliquer le Théorème 2.2.4. Ce qui donne alors le
diagramme suivant :
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S(Y,D)
$$||
S(Y, n1D)
""~~
' S(Y, nkD)
""zz
S(Y, n1n2D)

S(Y, n1nkD)

S(Y, nknk−1D′)

· · · · · ·
S(Y, (
k−1∏
p=1
np)D)
%%
S(Y, (
k∏
p=1,p6=i
np)D)

S(Y, (
k∏
p=2
np)D′)
xx
S(Y, (
k∏
p=1
np)D)
De surcroit l'ensemble {
k∏
p=1,p6=i
np | p = 1, . . . , k} constitue un ensemble d'en-
tiers premiers entre eux, il existe donc une suite de k entier a1, . . . , ak ∈ Z tel que
k∑
i=1
(ai
k∏
p=1,p6=i
np) = 1 ceci donne :
k∑
i=1
(ai
k∏
p=1,p6=i
np)D = D.
Ainsi, calculer indépendamment les k recouvrements cycliques d'ordre ni le
long des diviseurs {qi(x) = 0} pour i = 1, . . . , k détermine totalement X.
On va à présent pour certains cas particuliers caractériser la propriété d'être un
espace exotique avec action hyperbolique de Gm. Pour cela on commencera par
la propriété d'être lisse pour une Gm-variété construite comme suit.
Soit Y = {p(u1, . . . , un) = 0} ⊂ An = Spec(C[u1, . . . , un]), une hypersurface lisse
passant par l'origine, et pi : Y˜ → Y l'éclatement de Y le long du sous-schéma
d'idéal (u1, . . . , un).
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De plus on considère D =
k∑
i=1
{
ai
ni
}
H˜i +
0, 1k∏
p=1
np
E avec Q˜i transformé strict
dans Y˜ de Qi = {qi(u1, . . . , un) = 0} ⊂ Y˜ tel que pgcd(ni, nj) = 1 et
a1, . . . , ak ∈ Z vériﬁent
k∑
i=1
(ai
k∏
p=1,p6=i
np) = 1.
Théorème 3.5.2. La variété S(Y˜ ,D) est une variété lisse si et seulement si pour
i = 1, . . . , k, Qi ∈ Y est un diviseur lisse et irréductible tel que
k∪
i=1
Qi soit à
croisements normaux dans Y .
Démonstration. D'après la proposition 1.4.10 et de la construction par recouvre-
ment cyclique précédente, la variété S(Y˜ ,D) correspond à la modiﬁcation hyper-
bolique de la variété Y suivie du recouvrement multicyclique d'ordre ni le long
du diviseur déterminé par l'équation {y−1qi(x1y, ..., xny)} ⊂ Y × A1. Ces divi-
seurs sont semi-invariants de poids 1 par construction. De plus par hypothèse on
a a1, . . . , ak ∈ Z tel que
k∑
i=1
(ai
k∏
p=1,p6=i
np) = 1.
k∑
i=1
[
0,
ai
ni
]
=
[
0,
k∑
i=1
ai
ni
]
=
0,
k∑
i=1
(ai
k∏
p=1,p6=i
np)
k∏
p=1
np
 =
0, 1k∏
p=1
np

Or l'union des modiﬁcations hyperboliques des hypersurfacesQi est un diviseur
à croisements normaux si et seulement si Q l'était donc d'après la proposition 3.5.1
on obtient le résultat voulu.
On peut exactement de la même manière réinterpréter le Théorème 3.1.11 dans
le cas particulier d'une hypersurface lisse de An obtenue par modiﬁcation hyper-
bolique. Cela implique en terme de p-diviseur et après utilisation de [Z, remarque
6.2] :
Théorème 3.5.3. Soit S(Y˜ ,D) respectant les hypothèses du Théorème 3.5.2 et
si de plus le groupe fondamental du complémentaire pi1(Y \ ∪k1Qi) est un groupe
abélien. Alors S(Y˜ ,D) est une variété lisse et contractile.
On remarque que les variétés ainsi obtenues peuvent s'écrire comme des hyper-
surfaces de An+2 si k−1 des hypersurfaces Hi sont rectiﬁables en même temps. Ce
qui était bien le cas par le théorème d'épimorphisme pour les variétés de Koras-
Russell où l'on avait comme diviseur dans A2 deux courbes chacune isomorphe à
A1.
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Exemple 3.5.4. On considère A3 = Spec(C[u, v, w]) et S(A˜3,D) oùD = {−1
2
}
D1+{
1
3
}
D2 +
{
1
5
}
D3 +
[
0, 1
30
]
E .
Avec E le diviseur exceptionnel de l'éclatement, D1 le transformé strict de la
surface {u = 0}, D2 la transformé stricte de la surface {w = 0}et D3 le transformé
strict de la surface {p(v) + u+ w = 0} avec p(v) un polynôme régulier et tel que
p(0) = 0.
S(A˜3,D) est alors isomorphe de manière équivariante à l'hypersurface X lisse
et contractile de A5 = Spec(C[x, y, z, t, θ]) donnée par l'équation {p(xy)y−1 +z2 +
t3 + θ5 = 0}. X est munie d'une action hyperbolique de Gm induite par l'action
linéaire sur A5suivante : λ · (x, y, z, t, θ) = (λ30x, λ−30y, λ15z, λ10t, λ6θ).
Cette variété est un espace exotique ; ceci est démontré dans [Ka-ML2, propo-
sition 11.1].
Exemple 3.5.5. On considère A3 = Spec(C[u, v, w]) et S(A˜3,D) oùD = {1
2
}
D1+{−1
3
}
D2 +
[
0, 1
6
]
E .
Avec E le diviseur exceptionnel de l'éclatement, D1 le transformé strict d'une
surface isomorphe à un plan et déﬁnie par {p(u, v, w) = 0}, D2 le transformé strict
d'une surface isomorphe à un plan et déﬁnie par {q(u, v, w) = 0} tel que les deux
surfaces contiennent l'origine et s'intersectent normalement.
S(A˜3,D) est alors isomorphe de manière équivariante à la sous-variété de co-
dimension deux X lisse et contractile de A6 = Spec(C[x, y, z, t, θ, ι]) déﬁnie par
l'idéal (p(xy, zy, ty)y−1 + θ2, q(xy, zy, ty)y−1 + ι3). X est munie d'une action hy-
perbolique de Gm induite par l'action linéaire sur A6suivante : λ · (x, y, z, t, θ, ι) =
(λ6x, λ−6y, λ6z, λ6t, λ3θ, λ2ι).
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Chapitre 4
Variétés G-uniformément
rationnelles
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4.1 Déﬁnitions et propriétés
Une variété X (pas nécessairement aﬃne) est dite uniformément rationnelle si
tout point de cette variété admet un voisinage ouvert, pour la topologie de Zariski,
qui est isomorphe à un ouvert de l'espace aﬃne. Cette propriété a été étudiée en
premier dans un article de Gromov [Gr, p.885], dans lequel il pose la question
suivante :
Soit X une variété lisse et rationnelle de dimension n, est-il vrai que pour
chaque point x dans X il existe un ouvert de Zariski U qui contient x et qui est
isomorphe a un ouvert de An ?
La question est toujours ouverte mais certains articles [Bod-Hau-S-Vi] et [Bo-Bö]
ont donné des éléments de réponse.
On va donner une déﬁnition équivariante analogue : on dira qu'une G-variété
est G-linéairement uniformément rationnelle si pour tout point x dans X, il
existe un voisinage ouvert G-stable Ux de x, une représentation de G donnée
par (An, G→ GLn) et V ⊂ An un ouvert stable par G tel que Ux soit isomorphe
de manière équivariante à V . Une variété G-uniformément rationnelle est donc
clairement uniformément rationnelle. On montrera que pour cette propriété, dans
le cas ou G ' T, il existe un critère donné par les présentations A-H de X et
de An. L'intérêt d'utiliser la présentation A-H est de pouvoir faire des construc-
tions équivariantes en eﬀectuant de la géométrie dans le quotient A-H Y de X.
On a ainsi diminué la dimension des variétés considérées en passant de dim(X) à
dim(Y ) = dim(X)− dim(T).
Exemple 4.1.1. An et Pn sont des variétés uniformément rationnelles. De même,
les ouverts et les produits de variétés uniformément rationnelles sont eux aussi
des variétés uniformément rationnelles.
On commence par considérer, pour commencer, le cas en dimension 1. Les
uniques variétés lisses rationnelles sont P1 et des ouverts de P1, on a donc une
équivalence, une courbe qui est lisse et rationnelle est uniformément rationnelle.
Considérons a présent le cas en dimension 2,
Proposition 4.1.2. Toute surface lisse et rationnelle est uniformément ration-
nelle.
Démonstration. On considère donc X une surface lisse et rationnelle, sans perdre
de généralité on peut supposer que X est une variété projective, or les variétés
projectives lisses et rationnelles sont classiﬁées, elles sont obtenues à partir d'un
nombre ﬁni d'éclatements sur une surface minimale, c'est-à-dire P2 ou une surface
de Hirzebruch Fr = P(OP1 ⊕OP1(r)) pour r ≥ 2.
Mais un éclatement pi : S˜ → S d'une de ces surfaces en un point admet
deux cartes chacune isomorphe à une copie de A2, en réitérant le processus pour
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plusieurs éclatements, on obtient ainsi qu'une surface lisse et rationnelle est uni-
formément rationnelle.
Pour les dimensions n > 2 on ne possède pas une classiﬁcation aussi précise
comme dans le cas n = 2 et donc on ne peut pas généraliser ce résultat. Cependant
il a été démontré que l'éclatement le long d'une sous-variété lisse dans une variété
uniformément rationnelle est une opération qui permet de rester dans la classe
des variétés uniformément rationnelles [Bod-Hau-S-Vi] et [Bo-Bö] :
Proposition 4.1.3. Soit X une variété uniformément rationnelle et Y ⊂ X une
sous-variété lisse. Alors l'éclatement X˜Y est encore uniformément rationnel.
Démonstration. Voici l'idée de la preuve développé par [Bo-Bö]. On considère
y ∈ Y . Par hypothèse, y possède un voisinage ouvert isomorphe à un ouvert de
l'espace aﬃne. On peut donc supposer que Y ⊂ An et dim(Y ) = m ≤ n− 2.
On peut alors considérer une application birationnelle ϕ : An → An déﬁnie en
y et tel que l'image de Y soit une hypersurface de L ' Am+1 ⊂ An.
Pour cela on considère une décomposition générique de An = L
⊕
M , oùM '
An−m−1 et on considère la projection adaptée a notre situation piM : An → Am+1
et on a que piM restreint à Y est un isomorphisme entre un voisinage de y et
piM(Y ) ∩ U pour un certain U ∈ L ouvert aﬃne.
Y peut être alors donné par les zéros d'un polynôme f en m+ 1 variable,
Y = {f(x1, . . . , xm+1) = 0} ⊂ Am+1 ' L.
L'éclatement est alors donné dans une des cartes par :
V = {(x1, . . . , xn), (y1, . . . , yn−m−1) ⊂ An×An−m−1 | xm+2 = y1f, . . . xn = yn−m−1f},
on a alors un isomorphisme entre V et An en considérant la projection sur les
coordonnées (x1, . . . , xn, y1, . . . , yn−m−1).
Pour les points dont le transformé n'est pas contenu dans la carte donnée par
V , il faut alors considérer un automorphisme de An bien choisi qui envoie Y sur
Y ′ et ainsi on réitère la construction pour obtenir une nouvelle carte V ′ elle aussi
isomorphe à An et qui contient le transformé des points non contenus dans V .
Cela permet ainsi de produire des variétés uniformément rationnelles à partir
de variétés qui vériﬁent déjà cette propriété :
Corollaire 4.1.4. Les modiﬁcations aﬃnes de centres lisses et les modiﬁcations
hyperboliques en un point lisse d'une variété uniformément rationnelle sont aussi
des variétés uniformément rationnelles.
La modiﬁcation hyperbolique d'une variété X est obtenue comme modiﬁcation
aﬃne du cylindre X × A1 qui est uniformément rationnelle si X l'est.
100
Exemple 4.1.5. On considère An = Spec(C[x1, . . . , xn]) qui est une variété uni-
formément rationnelle, et I = (f, g) tel que la sous-variété de An déﬁnie par I
soit lisse. Alors la modiﬁcation aﬃne X ′ de An le long du diviseur {f = 0} et de
centre I = (f, g), donné par l'équation :
{g(x1, . . . , xn)− yf(x1, . . . , xn) = 0} ⊂ An+1 = Spec(C[x1, . . . , xn, y]),
est une variété uniformément rationnelle.
On sait d'après la proposition 3.2.3 que les variétés de Koras-Russell sont ob-
tenues comme modiﬁcation aﬃne de l'espace aﬃne A3, cependant le centre de
cette modiﬁcation est supporté sur une courbe cuspidale contenue dans un plan,
et donc c'est une modiﬁcation aﬃne de centre singulier. Le corollaire précédent ne
permet donc pas de conclure pour les variétés de Koras-Russell. On constate donc
que cette proposition s'avère être assez restrictive. On va pourtant voir plus tard
(Théorème 4.3.5) que certaines de ces variétés sont uniformément rationnelles.
Supposons maintenant que X est une variété lisse et rationnelle mais de plus
munie d'une action eﬀective d'un tore, c'est-à-dire, X est une T-variété. On va uti-
liser la structure induite par l'action pour prouver que la variété est uniformément
rationnelle dans certains cas :
Théorème 4.1.6. Soit X une T-variété lisse et rationnelle alors X est unifor-
mément rationnelle si la complexité de l'action est 0 ou 1.
Les variétés de complexité 0 sont des variétés toriques, or les variétés toriques
sont couvertes par des cartes isomorphes à Ak × (Gm)n−k (voir [Fu, p.29] pour
plus de détails). Pour le cas des T-variétés de complexité 1 la preuve est donnée
dans [Ke-Kn-Mu-S, Chapitre 4].
Voici une idée de la preuve qui utilise la présentation A-H des T-variétés de
complexité 1. Pour la démonstration on utilise le fait que le quotient A-H d'une
T-variété de complexité 1 est une courbe lisse et, de plus, si X est rationnelle, la
variété Y l'est aussi. Ainsi on se ramène directement à l'étude des T-variétés de
complexité 1 ayant pour quotient P1. Puis on s'intéresse aux diviseurs polyédraux
sur P1 qui vont permettre de se ramener au cas des variétés toriques. On va donc
chercher à utiliser la présentation en terme de p-diviseurs des T-variétés pour
obtenir des résultats en dimension supérieur à 2.
Dans le cas des variétés de complexité 1, si de plus la variété est complète
c'est-à-dire, que pour toute variété Y la projection X×Y → Y est un morphisme
fermé, alors il a été démontré dans [Ar-Pe-Sü] le théorème suivant :
Théorème 4.1.7. Toutes les T-variétés de complexité 1, lisses, rationnelles et
complètes sont recouvertes par des cartes isomorphes à des espaces aﬃnes.
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4.2 Variétés G-uniformément rationnelles
On va maintenant introduire une nouvelle déﬁnition adaptée aux G-variétés
et expliquer la stratégie pour traiter des cas de Gm-variétés en toute dimension
n > 2, le cas des dimensions inférieures étant traité par les théorèmes précédents.
4.2.1 Premières déﬁnitions
Déﬁnition 4.2.1. i) Soit X une G-variété et x ∈ X. On dit que X est G-
linéairement rationnelle au point x si il existe un voisinage ouvert G-stable Ux
de x, une représentation de G donnée par (An, G → GLn) et V ⊂ An un ouvert
stable par G tel que Ux soit isomorphe de manière équivariante à V .
ii) Une G-variété qui est G-linéairement rationnelle en tout point est dite G-
linéairement uniformément rationnelle.
iii) Une variété qui admet un unique point ﬁxe x0 pour l'action de G sera dite
G-linéairement rationnelle pour signiﬁer qu'elle est G-linéairement rationnelle en
x0.
Les variétés qui sont G-linéairement uniformément rationnelles sont clairement
uniformément rationnelles.
Déﬁnition 4.2.2. i) Soit X une G-variété et x ∈ X. On dit que X est G-
rationnelle au point x si il existe un voisinage ouvert G-stable Ux de x, une action
de G sur An et V ⊂ An un ouvert stable par G tel que Ux soit isomorphe de
manière équivariante à V .
ii) Une G-variété qui est G-rationnelle en tout point est dite G-uniformément
rationnelle.
iii) Une variété qui admet un unique point ﬁxe x0 pour l'action de G sera dite
G-rationnelle pour signiﬁer qu'elle est G-rationnelle en x0.
On se focalise sur les actions hyperboliques de Gm sur des variétés aﬃnes lisses.
On va donc déterminer la présentation A-H des espaces aﬃnes de dimension 2 et
3 munis d'une action hyperbolique de Gm.
Gutwirth a démontré dans [Gu] que les actions de Gm sur A2 sont linéarisables.
Ce résultat peut être illustré en utilisant les p-diviseurs (voir [F-Z2, Corollaire
4.6]).
Proposition 4.2.3. Soit A2 muni d'une action hyperbolique de Gm alors A2 est
isomorphe de manière équivariante à S(A1, [a1
a2
, b1
b2
]D) avec a1b2 − a2b1 = 1.
Démonstration. Le quotient A-H de A2 muni d'une action hyperbolique est A1
puisque A2//Gm ' A1, c'est l'une des particularités de ce cas, le quotient A-H
correspond au quotient catégorique dans la catégorie des variétés aﬃnes.
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De plus, le cône de récession σ = {0} car l'action est hyperbolique donc D =
k∑
i=1
[ai, bi]Di. Or, chaque intervalle non réduit à un singleton correspond à deux
orbites dont les clôtures s'intersectent en un point ﬁxe. Pour montrer cela, on
calcule S(A1, [ai, bi]Di) pour i = 1, . . . , k, chacune de ces variétés possède un point
ﬁxe et par le lemme 2.1.13, on peut les plonger dans A2. Cependant A2 muni d'une
action hyperbolique ne possède qu'un unique point ﬁxe donc D est de la forme
D =
k−1∑
i=1
qiDi + [a, b]D.
De plus l'anneau des fonctions régulières de A2 est factoriel ainsi qi ∈ Z, pour
tout i = 1, . . . , k − 1 (voire [F-Z1, Corollaire 4.23]) d'où D =
k−1∑
i=1
Di + [a, b]D ∼
[a, b]D.
On constate de plus que S(A1, [a, b]D) est isomorphe de manière équivariante
à A2 et donc lisse si et seulement si a = a1
a2
et b = b1
b2
satisfont :∣∣∣∣ a1 b1b2 b2
∣∣∣∣ = 1.
Le résultat de Gutwirth a été généralisé par Bialynicki-Birula dans [B2] qui a
montré le théorème suivant :
Théorème 4.2.4. Une action eﬀective d'un tore algébrique T sur An est linéari-
sable pour dim(T) ≥ n− 1.
Ainsi dans le cas des T-variétés de complexité 0 et 1 la propriété d'être T-
linéairement uniformément rationnelle est équivalente à la propriété d'être T-
uniformément rationnelle puisque les actions sont linéarisables. En complexité 2,
on peut donner la présentation générale pour toutes les actions hyperboliques de
Gm sur A3 à l'aide du théorème suivant.
Théorème 4.2.5. [Ka-K-ML-R] Toute action de Gm sur A3 est linéarisable.
Ainsi dans le cas des Gm-variétés de complexité 2, la propriété d'être T-
linéairement uniformément rationnelle est équivalente à la propriété d'être T-
uniformément rationnelle.
En toute généralité, on considère une action hyperbolique de Gm sur
A3 = Spec(C[X,Z, Y ]) donné par λ · (X, Y, Z)→ (λaX,λbZ, λ−cY ), avec a, b et c
qui sont positifs et de plus premiers entre eux. La présentation en terme de
p-diviseur de l'espace aﬃne A3 va en découler :
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Corollaire 4.2.6. Soit A3 muni d'une action hyperbolique de Gm. Alors A3 est
isomorphe de manière équivariante à S(Y,D) où Y et Dsont comme suit :
i) Y isomorphe à Z/µ où µ est un groupe cyclique et Z est isomorphe à l'écla-
tement de A2 le long d'un sous-schéma supporté à l'origine.
ii) D est de la forme :
D = {p1} ⊗D1 + {p2} ⊗D2 + [p3, p4]⊗ E,
où D1 , D2 sont les transformés stricts de droites linéaires dans le même système
de coordonnées et E correspond au diviseur exceptionnel de l'éclatement.
Ce corollaire se démontre rapidement de deux manières diﬀérentes.
Démonstration. Il suﬃt de considérer le cas où a = b = c = 1 traité dans l'exemple
1.3.2.2 puis d'appliquer le Théorème 2.2.4.
On peut aussi le calculer directement dans le cas général en considérant la
construction 1.3.2.2 correspondant à A3.
0 // Z
F
// Z3
P
//
s
~~
Z2 // 0
où F = t(a, b,−c) et P =
(
u1,1 u1,3 u1,3
u2,1 u2,2 u2,3
)
avec ui,j ≥ 0.
La variété torique engendrée par les vecteurs
(
u1,1
u2,1
)
,
(
u1,2
u2,2
)
et
(
u1,3
u2,2
)
correspond à l'éclatement à poids de A2 le long d'un sous-schéma supporté à
l'origine, suivie du quotient par un groupe cyclique.
Pour n ≥ 4 on n'a pas un résultat analogue au Théorème 4.2.5. Autrement dit
on ne sait pas si chaque action de Gm sur An est linéarisable.
4.2.2 Le cas des actions hyperboliques de Gm sur des varié-
tés lisses et rationnelles
On va maintenant développer une stratégie pour décider si une variété X
de dimension quelconque munie d'une action hyperbolique de Gm avec un point
ﬁxe x0 est Gm-rationnelle. Le but est de trouver le bon ouvert X ′ ⊂ X qui
soit Gm-invariant et qui contient le point ﬁxe. On va exprimer celui-ci comme le
complémentaire des zéros d'une fonction régulière f ∈ Γ(X,OX) semi-invariante
par l'action de Gm ainsi X ′ = X \ V (f). De plus, cette stratégie permet de
construire un isomorphisme explicite entre cet ouvert X ′ et un ouvert de An.
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Proposition 4.2.7. Soit X une variété aﬃne, lisse et munie d'une action hyper-
bolique de Gm isomorphe de manière équivariante à S(Y (X),D2). Alors détermi-
ner si X est Gm-rationnelle est équivalent a déterminer si il existe An muni d'une
action hyperbolique de Gm isomorphe de manière équivariante à S(Y (An),D1), et
une application birationnelle φ : Y (An)→ Y (X) tel que φ∗(D2) = D1.
La ﬁn de cette section est dévolue à prouver ce résultat. Dans un premier
temps on a que si f ∈ Γ(X,OX) est une fonction semi-invariante de poids u tel
que f(x0) 6= 0 alors f est invariant par Gm. On a ainsi, λ · f(x0) = λuf(x0) =
f(λ−1 · x0) = f(x0) pour tout λ ∈ Gm, de plus f(x0) 6= 0. Ceci est donc possible
si et seulement si u = 0 et donc si f est invariant par l'action de Gm.
Deuxièmement X admet une présentation en terme de p-diviseur, ainsi on
peut noter X = S(Y,D) avec Y semi-projective au-dessus de Y0 = X//Gm =
Spec(C[X]Gm). On a donc que si f est une fonction régulière sur X vériﬁant les
propriétés du lemme précédent, alors f ∈ Γ(X,OX)Gm = Γ(Y0,OY0) = Γ(Y,OY ),
tel que V (f) ⊂ Y0 n'intersecte pas le sous-schéma éclaté dans Y0. On notera par
Y ′ = Y \ V (f) l'ouvert ainsi obtenu.
On veut étudier des variétés lisses et rationnelles munies d'une action hyper-
bolique de Gm donc le Théorème 1.4.5 s'applique et on peut résumer la situation
par le diagramme suivant :
X ′ = X \ V (f)   j //
//Gm

X
//Gm

Y ′0 = Y0 \ V (f) 
 // Y0
Y ′ = Y \ V (f)   i //
pi|Y ′
OO
Y = BlI(Yo)
pi
OO
On connait la présentation en terme de p-diviseur de X. Elle est donnée par
S(Y,D), et de celle-ci on va obtenir celle de X ′ a l'aide du lemme 2.1.13. On trouve
ainsi que X ′ est isomorphe de manière équivariante à S(Y ′, i∗(D)).
Pour démontrer que X est Gm-rationnelle on cherche X ′, un ouvert contenant
le pont ﬁxe x0, isomorphe de manière Gm-équivariante à un ouvert de An, c'est-
à-dire, X ′ doit satisfaire le diagramme suivant :
105
An
//Gm

X ′ 
 j //
//Gm

? _
j′oo X
//Gm

Y0(An) Y ′0
  //? _oo Y0(X)
Y (An)
OO
Y ′ 
 i //
OO
? _i
′
oo Y (X)
OO
.
D'un coté on a An muni d'une action hyperbolique deGm encodé par (Y (An),D1),
et de l'autre cotéX munie d'une action hyperbolique deGm encodée par (Y (X),D2).
En utilisant le lemme 2.1.13 et la proposition ([A-H, Corollary 8.12.]), déterminer
si une variété X est Gm-rationnelle est équivalent à une question naturelle de
géométrie birationnelle de dimension n− 1 :
Existe-il une application birationnelle φ : Y (An) → Y (X) tel que φ∗(D2) =
D1 ?
Dans le cas particulier des Gm-variétés de dimension 3, on utilise donc des
arguments de géométrie birationnelle en dimension 2. On a de plus classiﬁé les
actions hyperboliques de Gm sur A3 (Corollaire 4.2.6) en terme de p-diviseur.
Ainsi après résolution des singularité cyclique grâce au Théorème 2.2.4, on va
pouvoir se ramener à la rectiﬁcation de courbes ou d'une paire de courbes par des
applications birationnelles de A2.
4.3 Applications
Dans cette section on prouve que certaines hypersurfaces de A4 sont Gm-
linéairement uniformément rationnelles en particulier, toutes les variétés de Koras-
Russell du premier type sont Gm-linéairement uniformément rationnelles. De la
même manière on montre qu'il existe des variétés de Koras-Russell qui ne sont
pas Gm-rationnelles et donc pas Gm-uniformément rationnelles. Pour eﬀectuer
ces démonstrations, on va déﬁnir un invariant birationnel, appelé dimension de
Kumar-Murthy et on calculera celui-ci pour certaines variétés.
Déﬁnition 4.3.1.
i) Soient X et Y deux variétés algébriques, une application ϕ : X 99K Y est
dite birationnelle si elle induit un isomorphisme entre un ouvert non vide de X
et un ouvert non vide de Y .
ii) Une variété X est dite rationnelle si il existe une application birationnelle
ϕ : X 99K PN .
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iii) Soit D1 un diviseur de Cartier sur une variété X1 et soit D2 un diviseur
de Cartier sur une variété X2 alors (X1, D1) et (X2, D2) sont birationnellement
équivalents (ou Cremona équivalents) si il existe une application birationnelle
ϕ : X1 99K X2 tel que ϕ∗(D2) = D1.
iv) Soit X une variété rationnelle et un diviseur D =
k∑
i=1
Hi où Hi correspond à
une hypersurface rationnelle pour tout i = 1, . . . , k. On dit queD est birationnelle-
ment rectiﬁable si il existe une application birationnelle ϕ : PN 99K X tel que le do-
maine de déﬁnition de ϕ−1 intersecte D et ϕ∗(D) = {u1 . . . uk = 0} ⊂ PN[u1:...:uN+1]
avec k ≤ n.
v) Soit X une surface et soit D =
k∑
i=1
Di un diviseur sur X alors D est dit à
croisements normaux simples (snc) si pour tout i, le diviseur irréductible Di est
lisse et que les Di s'intersectent uniquement deux à deux et de manière transverse.
Exemple 4.3.2. Dans le cas des surfaces, soit D = C1 + C2 un diviseur sur une
surface rationnelle S avec Ci une courbe rationnelle pour i = 1, 2. Alors D est
birationnellement rectiﬁable si il existe une application birationnelle ϕ : P2 99K S
tel que ϕ∗(D) = {uv = 0} ⊂ P2[u:v:w].
4.3.1 Famille de variétés Gm-linéairement uniformément ra-
tionnelles.
On va construire des paires de courbes dans A2 qui seront birationnellement
équivalentes aux axes de coordonnées. Ainsi en utilisant le Théorème 3.5.2, on
obtiendra une famille de variétés Gm-uniformément rationnelles parmi lesquelles
on va obtenir les variétés de Koras-Russell de première espèce et certains recou-
vrement cycliques de celles-ci.
Théorème 4.3.3. Soit X l'hypersurface déﬁnie par l'équation
{ydzα2 + ytα3 + p(xy) = 0} ⊂ A4 = Spec(C[x, y, z, t]) si p(0) 6= 0,
ou par
{yd−1zα2 + tα3 + p(xy)/y = 0} ⊂ A4 = Spec(C[x, y, z, t]) si p(0) = 0.
On munit X d'une action hyperbolique de Gm induite par une action linéaire
sur A4 donnée par λ · (x, y, z, t) = (λα2α3x, λ−α2α3y, λdα3z, λα2t) où d et α3 sont
premiers entre eux, de mêmeα2 et α3 sont premiers entre eux.
1) Alors X est isomorphe de manière équivariante à S(A˜2
(u,vd)
,D) avec
D =
{
a
α2
}
D1 +
{
b
α3
}
D2 +
[
0,
1
α2α3
]
E
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où E est le diviseur exceptionnel de pi : A˜2
(u,vd)
→ A2, D1 et D2 sont les transformés
stricts des courbes L1 = {u = 0} et L2 = {u+ p(v) = 0} dans A2 respectivement,
et (a, b) ∈ Z2 sont choisis tel que adα3 + bα2 = 1.
2) X est lisse et admet l'origine comme point ﬁxe si et seulement si D = L1+L2
dans A2 est un diviseur à croisements normaux et L2 contient par l'origine (ce
qui revient à demander p(0) = 0 et p est à racines simples).
3) Sous ces conditions,X est Gm-linéairement rationnelle au point (0, 0, 0, 0).
Démonstration. 1) On commence par déterminer la présentation A-H de la variété
X en utilisant 1.3.2.1 et 1.3.2.2. On considère pour cela la suite exacte suivante :
0 // Z
F
// Z4
P
//
s
~~
Z3 // 0
Où F = t(α2α3,−α2α3, dα3, α2), P =
 1 1 0 00 d α2 0
0 1 0 α3
 et s = (0, 0, a, b)
choisis tel que adα3 + bα2 = 1.
On considère l'éventail engendré par les rayons {vi}i=1,..,4 où vi est le premier
vecteur à coeﬃcient entier du cône unidimensionnel engendré par le i-ème vecteur
colonne de P . Cet éventail correspond à l'éclatement de A3 = Spec(C[u, v, w]) le
long du sous-schéma d'idéal I = (u, vd, vd−1w, . . . , vwd−1, wd), en tant que variété
torique.
La variété Y correspond donc au transformé strict par pi : A˜3I → A3 ' A4//C∗
de {u+ w + p(v) = 0} ⊂ A3, ce qui donne Y ' A˜2
(u,vd)
.
Le p-diviseur D quand à lui est de la forme
{
a
α2
}
D1 +
{
b
α3
}
D2 +
[
0, 1
α2α3
]
E,
où D1 correspond à la restriction dans Y du diviseur torique donné par le rayon v3
et D2 correspond à la restriction dans Y du diviseur torique donné par le rayon v4,
c'est-à-dire les transformés stricts des courbes
{
u = ydzα2 = 0
}
et{w = ytα3 = u+ p(v) = 0}
dans A2 respectivement. Le diviseur E correspond au diviseur donné par v2, c'est-
à-dire le diviseur exceptionnel.
2) On suppose que X admet un point ﬁxe, donc X contient l'origine de A4 qui
est l'unique point ﬁxe pour l'action linéaire décrite dans l'énoncé et ainsi p(0) = 0.
Ceci implique pour X :
X = {yd−1zα2 + tα3 + x
k∏
i=1
(xy + αi) = 0} ⊂ A4 = Spec(C[x, y, z, t]).
A l'aide du critère Jacobien, X est lisse dans ce cas si et seulement si αi 6= αj
pour i 6= j dans l'équation de l'hypersurface X ce qui est équivalent à p(v) ne
possède que des racines simples et donc D = L1 + L2 dans A2(u,v) est un diviseur
à croisements normaux.
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deg(p) = 2
p(v) = v+ v2
D = L1 + L2 ⊂ A2(u,v) P2(u:v:w) D
P2
D = L1 + L2 A2(u,v)
P2
CF1
C
(−1)
F2
(u, v)
(−1)
(−1)
F1
P2
(−1)
deg(p) = 2 D = L1 + L2 A2
p(v)
d
P2
L∞
Fd
Fd−2 P2
Gm
A3 A2(u,v)
{u = 0}
{u = 0}
D = L1+L2 A2 L1 = {u = 0} L2 = {u+v
∏k
i=1(v+αi) = 0}
D D′ = {uv = 0}
A2 (u, v + αk)
D
D′ = L′1 + L
′
2 L
′
1 = {u′ = 0} L′2 = {u′ + v′
∏k−1
i=1 (v
′ + αi) = 0}
D D′′ = L′′1 + L
′′
2 L
′′
1 = {u′′ = 0}
L′′2 = {u′′ + v′′ = 0}
X
Gm
X A3
p(v) = v(1 + g(v))
φ : (u, v) → (−u′(g(v′ + u′) + 1), v′ + u′),
φ−1 : (u′, v′) → (− u
1 + g(v)
, v +
u
1 + g(v)
).
φ(u+ p(v)) = v′(g(v′ + u′) + 1)
Y ′ = A˜2(u,vd) \ V (1 + g(v))  A˜2(u′,v′d) \ V (g(v′ + u′) + 1),
et i : Y ′ ↪→ A˜2
(u,vd)
, alors S(Y ′, i∗(D)) = U est un voisinage ouvert du point ﬁxe qui
est isomorphe de manière équivariante à un ouvert de A3 = Spec(C[Y, Z, T ]) muni
de l'action hyperbolique de Gm donné par λ · (Y, Z, T ) = (λ−α2α3Y, λdα3Z, λα2T ).
On peut remarquer, premièrement, que la rectiﬁcation du diviseur est toujours
possible s'il n'est pas à croisements normaux. Cela va correspondre au cas où la
variété X n'est pas lisse, elle sera alors Gm-linéairement rationnelle au point ﬁxe
et l'ouvert obtenu ne contiendra pas les singularités de X.
Deuxièmement, la famille de variétés que l'on considère peut être vue comme
une modiﬁcation en plusieurs étapes de la variété :
{zd + t+ p(x) = 0} ' A2 ⊂ A3 = Spec(C[x, z, t]),
qui correspond à un plongement de A2 dans A3. On commence par eﬀectuer une
modiﬁcation hyperbolique de ce A2 qui donne :
{yd−1zd + t+ p(xy)y−1 = 0} ' A3 ⊂ A4 = Spec(C[x, y, z, t]),
on construit un revêtement bi-cyclique d'ordre α2 le long du diviseur {z = 0} et
d'ordre α3 le long du diviseur {t = 0} ainsi V ' {yd−1zdα2 + tα3 + p(xy)y−1 =
0} ⊂ A4 = Spec(C[x, y, z, t]). Pour ﬁnir, on quotiente V par le groupe µd qui agit
via  · (x, y, z, t)→ (x, y, z, t).
Corollaire 4.3.4. Les variétés suivantes dans A4 = Spec(C[x, y, z, t]) sont Gm-
linéairement rationnelles :
X1 = {x+ xkyk−1 + zα2 + tα3 = 0}
X2 = {x+ yd−1(xd + zα2 ) + tα3 = 0}.
Démonstration. On applique le Théorème 4.3.3. X1 correspondant au choix d = 1
et p(v) = v + vk et X2 correspondant au choix d ≥ 2 et p(v) = v + vd.
On peut alors expliciter un voisinage ouvert du point ﬁxe et un isomorphisme
équivariant pour chacune de ces variétés, cela en relevant les applications bira-
tionnelles de A2 données précédemment :
1) On considère X1 \ V (1 + (xy)d−1) et A3 \ V (1 + (Y Zα2 + Y Tα3)d−1) ainsi
que l'application ψ donnée par :
ψ(x) = − Zα2+Tα3
1+(Y Zα2+Y Tα3 )d−1 ; ψ(y) = −Y (1 + (Y Zα2 + Y Tα3)d−1);
ψ(z) = Z; ψ(t) = T,
et son inverse ψ−1 :
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ψ−1(Y ) =
−y
1 + (xy)d−1
;ψ−1(Z) = z;ψ−1(T ) = t.
2) On considère X2 \ V (1 + (xy)d−1) et A3 \ V (1 + (Y dZα2 + Y Tα3)d−1) ainsi
que l'application ψ donnée par :
ψ(x) = −Y d−1Zα2 − Tα3
1+(Y dZα2+Y Tα3 )d−1 ; ψ(y) = −Y (1 + (Y Zdα2 + Y Tα3)d−1);
ψ(z) = Z; ψ(t) = T,
et son inverse ψ−1 :
ψ−1(Y ) =
−y
1 + (xy)d−1
;ψ−1(Z) = z;ψ−1(T ) = t.
Théorème 4.3.5. Toutes les variétés de Koras-Russell de première espèce sont
Gm-linéairement uniformément rationnelles.
Démonstration. Soit X = {x+ xky + zα2 + tα3 = 0} une variété de Koras-Russell
de première espèce et soit U ⊂ X l'ouvert donné par x diﬀérent de zéro. Alors
clairement X est Gm-linéairement rationnelle en tout point inclus dans U , si x 6= 0
alors y = −x−t
α3−zα2
xk
. D'après le corolaire 4.3.4 on a explicitement un isomorphisme
Gm-équivariant entre un voisinage ouvert du point ﬁxe dans X1 = {x+ xdyd−1 +
zα2 + tα3 = 0} est un ouvert de A3. De plus X1 admet une action du groupe
cyclique µd−1 donnée par  · (x, y, z, t) → (x, y, z, t) et le quotient pour cette
action et l'isomorphisme commute en eﬀet les orbites de ce groupe cyclique sont
incluses dans les orbites de Gm. Dans le cas de A3 le quotient pour l'action de
µd−1 est encore isomorphe à un A3. Étant donné que X1//µd−1 ' X, l'application
Gm-équivariante ψ dans le corolaire 4.3.4 donne l'application appropriée ψd−1 qui
est Gm-équivariante en substituant y à yd−1 :
X1 \ V (1 + (xy)d−1) ψ//
//µd−1

A3 \ V (1 + (Y Zα2 + Y Tα3)d−1)
//µd−1

X \ V (1 + yxd−1) ψd−1 // A3 \ V (1 + Y (Zα2 + Tα3)).
.
On vériﬁe alors facilement que l'ouvert U ⊂ X donné par x 6= 0 et l'ouvert
V ⊂ X donné par 1 + yxd−1 6= 0 recouvre X.
Proposition 4.3.6. Les variétés de Koras-Russell de seconde espèce données par
l'équation X = {x + y(xd + zα2 )l + tα3 = 0} pour l = 1 ou l = 2 ou d = 2 sont
Gm-linéairement uniformément rationnelles.
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Démonstration.
Dans le cas où l = 1 on considère la variété :
X2 = {x+ yd−1(xd + zα2 ) + tα3 = 0}
donnée dans le corollaire 4.3.4 et on applique exactement la même méthode que
dans le Théorème 4.3.5 en considérant l'action du groupe cyclique µd−1 sur X2
donné par  · (x, y, z, t)→ (x, y, z, t).
Dans le cas où l = 2 ou d = 2, on a besoin d'un nouvel argument. On considère
le recouvrement cyclique de X d'ordre dl−1 le long du diviseur {y = 0} on obtient
ainsi Xd−1 = {x+ ydl−1(xd + zα2 )l + tα3 = 0}
On va prouver que Xd−1 est Gm-linéairement rationnelle et ainsi expliciter une
application birationnelle entre X et A3 qui sera un isomorphisme équivariant sur
un ouvert de X contenant le point ﬁxe. La présentation A-H de Xd−1( voir 3.3 )
est S(A˜2
(u,vd)
,D) avec
D =
{
a
α2
}
Dα3 +
{
b
α3
}
Dα2 +
[
0,
1
α2α3
]
E,
où E est le diviseur exceptionnel de :
pi : A˜2(u,vd) → A2 ' Spec(C[u, v]) ' Spec(C[ydzα2 , yx]),
et où Dα2 et Dα3 sont les transformés stricts des courbes
{
v + (u+ vd)l) = 0
}
et
{u = 0} dans A2 = Spec(C[u, v]) respectivement, quant à (a, b) ∈ Z2 , ils sont
choisis tel que adα3 + bα2 = 1.
Premièrement le rôle de l et d peut être échangé, il suﬃt de considérer l'auto-
morphisme de A2 = Spec(C[u, v]) qui envoie u sur u − (v − ul)d et v sur v − ul.
Alors il envoie v + (u+ vd)l) sur v. On supposera désormais que l = 2.
On considère l'application birationnelle ϕ de A2 = Spec(C[u, v]) envoyant
u sur u(1+(v−u
2)2d−1)
1−u(v−u2)d−1 et v sur v − u2. Cette application permet de montrer que
D = L1 + L2 est birationnellement équivalent à D′ = {uv = 0}. Ainsi Xd−1 est
Gm-linéairement rationnelle. De plus l'application ϕ est µ2d−1-équivariante, si on
considère l'action de µ2d−1 donnée par  · (u, v) → (u, v). On obtient alors le
résultat désiré en appliquant la même technique que pour le Théorème 4.3.5.
4.3.2 Variétés non Gm-rationnelles et certains cas spéciaux
Il est clair que la propriété d'être G-uniformément rationnelle est plus res-
trictive que d'être seulement uniformément rationnelle pour une variété. Il n'est
donc pas surprenant qu'il existe des variétés lisses rationnelles et de plus munies
d'une action d'un groupe G mais qui ne sont pas G-uniformément rationnelle .
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L'intérêt de cette propriété réside dans le fait, comme expliqué précédemment,
que dans le cas des actions de tore algébrique, on peut prouver en utilisant des
arguments géométriques sur la non-rectiﬁabilité birationnelle de paire de courbes,
aﬃrmer que des variétés ne sont pas T-linéairement uniformément rationnelles et
donc ne sont pas T-uniformément rationnelles pour T ' Gm et dim(X) = 3. Dans
cette partie on va exhiber certaines de ces variétés en commençant par un cas
très simple. Cependant on n'a pas de méthode pour décider si ces variétés sont
uniformément rationnelles sans action de Gm.
Considérons X une variété lisse rationnelle munie d'une action hyperbolique
de Gm avec un point ﬁxe pour cette action, de telle manière que son quotient
A-H soit donné par Y (X) ' A˜2(u,v) l'éclatement de A2 dans le sous-schéma d'idéal
(u, v). On suppose de plus que dans sa présentation en terme de p-diviseur, il
apparaît le transformé strict d'une courbe elliptique aﬃne passant par l'origine
avec pour coeﬃcient un élément non entier. Alors X n'est pas Gm-rationnelle et
donc n'est pas Gm-uniformément rationnelle.
Proposition 4.3.7. La Gm-variété S(A˜n(u,v),D) avec D =
{
1
p
}
D + [0, 1
p
]E, où
E est le diviseur exceptionnel de l'éclatement et D est le transformé strict de la
courbe elliptique aﬃne C = {h(u, v) = 0} ⊂ A2 passant par l'origine, est une
variété lisse rationnelle mais non Gm-uniformément rationnelle.
Démonstration. C'est une conséquence directe de la classiﬁcation donnée dans le
corollaire 4.2.6 des A3 muni d'une action hyperbolique, les diviseurs sont dans ce
cas rationnels. De plus la variété S(A˜n(u,v),D) est obtenue à l'aide de la proposition
1.4.10 et D est une courbe elliptique qui n'est pas rationnelle. Les variétés ainsi
obtenues sont donc non Gm-linéairement uniformément rationnelle et ainsi non
Gm-uniformément rationnelle car les deux déﬁnitions sont équivalentes pour des
Gm-variétés de complexité deux.
La proposition précédente donne ainsi la famille suivante de variétés non Gm-
rationnelles :
{h(xy, zy)/y + tp = 0} ∈ A4 = Spec(C[x, y, z, t]),
où V (h) est une courbe elliptique, ou plus généralement un ouvert aﬃne d'une
courbe lisse projective de genre g > 0. On ne sait pas si ces variétés sont
uniformément rationnelles
L'action de Gmest induite par une action linéaire sur A4 donnée par λ ·
(x, y, z, t) = (λpx, λ−py, λpz, λt).
Plus surprenant maintenant, l'obstruction due au genre de la courbe qui com-
pose le support du p-diviseur pour la Gm-variété n'est pas l'unique obstruction
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au fait d'être Gm-rationnelle. En eﬀet, il existe des diviseurs D = L1 + L2 où
Li est isomorphe à A1 pour i = 1, 2 mais tel que D n'est pas birationnellement
équivalent à D′ = {uv = 0}. Pour démontrer cela on va utiliser la dimension de
Kumar-Murthy (voir [Ku-Mu]), celle-ci a été utilisée initialement pour démontrer
la rectiﬁcation d'un courbe irréductible, mais la déﬁnition s'adapte au cas d'une
paire de courbes.
Déﬁnition 4.3.8. i) Soit (X,D) un couple tel que X est une surface lisse pro-
jective et D un diviseur à croisement normaux simples. Alors on dit que le couple
(X,D) est lisse.
ii) Pour tout diviseur D sur une variété projective lisse on peut déﬁnir la
dimension de Iitaka :
κ(X,D) := sup dimφ|nD|(X) ∈ {−∞, . . . , dim(X)},
avec φ|nD| : X 99K PN qui est l'application rationnelle associée au système
linéaire |nD| sur X.
On remarque que si deux diviseurs sont équivalents D ∼ D′ alors la dimen-
sion d'Iitaka, étant déﬁnie par le système linéaire complet du diviseur D, on a
κ(X,D) = κ(X,D′).
Déﬁnition 4.3.9. On appelle dimension de Kumar-Murthy de (X0, D) la dimen-
sion d'Iitaka κ(X, 2KX +DX). On la notera kM(X0, D)
Proposition 4.3.10. Soit D =
∑k
i=1 Di est un diviseur réduit, avec Di irréduc-
tible pour i = 1 . . . k, sur X0 une variété complète de dimension 2. Soitpi : X → X0
tel que le transformé strict DX de D est un diviseur à croisements normaux
simples. Alors la dimension d'Iitaka κ(X, 2KX + DX) ne dépend pas du choix
de la résolution.
Démonstration. Par le théorème de Zariski, il suﬃt de montrer que cette dimen-
sion est invariante par un éclatement. Soit (X,DX) une résolution du couple
(X0, D) tel que DX soit à croisement normaux simple.
On considère pi : X˜ → X l'éclatement de X au point p. Il existe alors trois cas
possibles car DX est a croisements normaux simples :
i) Si p /∈ DX alors pi∗(DX) = DX˜ le transformé strict de DX .
ii) Si p appartient uniquement à une composante irréductible de DX alors
pi∗(DX) = DX˜ + E où E est le diviseur exceptionnel de l'éclatement.
iii) Si p est un point où se croisent deux diviseurs irréductibles de DX , alors
pi∗(DX) = DX˜ + 2E où E est le diviseur exceptionnel de l'éclatement.
De plus on a pi∗(KX) = KX˜ − E. Ainsi
2KX˜ +DX˜ = 2(pi
∗(KX) + E) + pi∗(DX)− nE, n = 0, 1, 2
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2KX˜ +DX˜ = π
∗(2KX +DX) + (2− n)E, n = 0, 1, 2.
Γ(X,O(2KX˜+DX˜)) = Γ(X,O(π∗(2KX+DX)+(2−n)E)) = Γ(X,O(π∗(2KX+DX))),
Γ(X,O(π∗(2KX +
DX)))  Γ(X,O(2KX +DX))
D = L1 + L2 Li
P1 i = 1, 2 D kM(P2, D) = −∞
D = D1 +D2 P2 D
kM(P2, D) = −∞
D A2 = Spec(C[x, y]) D = D1 +
D2 D1 D2 A1 D
A1 A2 D1 = {x + (y + x2)2}
D2 = {λy(y − μ) + x = 0} (λ, μ) ∈ C2
D1 D2 C C
′ D1
D2 kM(P2, (C + C ′) 
= −∞
C C ′
C
A2 πi
P1 (xi : zi)
{xz3 + (yz + x2)2 = 0} ⊂ P2
y 
=
0
x1 
= 0 z = xz1
π∗1(C) = {x4z31 + (xz1 + x2)2 = 0} =
2E1 + C1
C1 = {x2z31 + (z1 + x)2 = 0}
z2 
= 0
x = x2z1
π∗2(C1) = {x22z51+(z1+x2z1)2 = 0} =
2E2 + C2
C2 = {x22z31 + (1 + x2)2 = 0}
z3 
= 0
x2 + 1 = x3z1
π∗3(C2) = {(x3z1 − 1)2z31 + x23z21 =
0} = 2E3 + C3
C3 = {(x3z1 − 1)2z1 + x23 = 0}
x4 
= 0
x3z4 = z1
π∗4(C3) = {(x23z4 − 1)2x3z4 + x23 =
0} = E4 + C4
C4 = {(x23z4 − 1)2z4 + x3 = 0}
x5 
= 0
x3z5 = z4
π∗5(C4) = {(x33z5 − 1)2x3z5 + x3 =
0} = E5 + C5
C5 = {(x23z1 − 1)2z5 + 1 = 0}
C ′ A2
πi P1
(yi : zi)
{λy(y − μz) + xz = 0} ⊂ P2
x 
=
0
y1 
= 0 z = yz1
π∗1(C
′) = {λy(y−μyz1)+yz1 = 0} =
E ′1 + C
′
1
C ′1 = {λ(y − μyz1) + z1 = 0}
y2 
= 0
yz2 = z1
π∗2(C
′
1) = {λ(y−μy2z2)+yz2 = 0} =
E ′2 + C
′
2
C ′2 = {λ(1− μyz2) + z2 = 0}
(S7, D¯ = L1 + L2)
π : S7 → P2
P2 −3l l
π′ : X˜ → X π′∗(KX) = KX˜ − E
KS7 = −3l + E1 + 2E2 + 3E3 + 6E4 + 10E5 + E ′1 + 2E ′2 l
C +C ′ π∗(C +C ′) = L+ 2E1 +
4E2 + 6E3 + 11E4 + 18E5 + L
′ + E ′1 + 2E
′
2
C 4 C ′ 2 2KS7 +D = 2KS7 + π
∗(C +C ′)−
(2E1 + 4E2 + 6E3 + 11E4 + 18E5 +E
′
1 + 2E
′
2) = E4 + 2E5 +E
′
1 + 2E
′
2
kM(P2, D) 
= −∞ D
A1
d−1
d = 8
Gm
Gm
S(A˜2(u,v),D)
D =
{
a
α2
}
D1 +
{
b
α3
}
D2 +
[
0,
1
α2α3
]
E
E π : A˜2(u,v) → A2 D1 D2
L L′ (a, b) ∈ Z2
aα3 + bα2 = 1
Le théorème précédent donne la famille de variétés de Koras-Russell non Gm-
rationnelles suivante :
{zα2−λx(xy−µ)+y(x+y(zα2−λx(xy−µ))2)2+tα3 = 0} ∈ A4 = Spec(C[x, y, z, t]).
L'action hyperbolique de Gm est induite par l'action linéaire sur A4 donnée
par λ · (x, y, z, t) = (λα2α3x, λ−α2α3y, λα3z, λα2t).
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Chapitre 5
Questions ouvertes
T-variétés lisses et linéarisation des action de Gm.
Dans la sous-section 3.5 on a caractérisé la particularité d'être lisse dans le
cas d'une action hyperbolique de Gm et un quotient A-H du type Y˜ , les questions
qui viennent immédiatement après sont les suivantes :
i) Peut-on caractériser la propriété d'être lisse pour n'importe quelle T-variété
de complexité 2 ?
ii) Si l'on considère des actions de n'importe quelle complexité, mais en gardant
une action deGm, est-il possible aussi dans ce cas de caractériser la propriété d'être
lisse ?
Pour ce qui est de la seconde question elle est reliée au problème de linéarisation
des actions de Gm sur An. Cependant la linéarisation des actions de Gm est un
problème ouvert déjà dans le cas n = 4, on va développer quelques éléments pour
étudier le problème de linéarisation du point de vue de la théorie Altmann-Hausen.
Si on considère une variété X lisse de dimension 3 munie d'une action hy-
perbolique ayant un unique point ﬁxe, alors l'action linéaire de Gm sur le plan
tangent à ce point ﬁxe est de la forme :
λ · (x1, x2, x3) = (λax1, λbx2, λ−cx3),
avec a, b et c de même signe.
C'est l'un des points de départ pour la construction des variétés de Koras-
Russell avec le fait que l'on connait le quotient algébrique d'une variété contractile
par une action de Gm si le quotient est de dimension 2.
Théorème 5.0.15. [Kr-Pet-Ra, Théorème B] Soit X une variété munie d'une
action de groupe réductif alors si X est contractile X//G l'est aussi et si X est
acyclique X//G l'est aussi.
On rappelle qu'un morphisme pi : X → Y est dominant si l'image de X dans
Y est dense.
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Théorème 5.0.16. [G-K-R] Soit X une variété contractile dominée par An on
suppose de plus X munie d'une action d'un groupe réductif G tel que le quotient
X//G est de dimension 2 alors X//G est isomorphe à A2/Γ où Γ est un sous-
groupe ﬁni de Gl2.
On a alors le quotient A-H aﬁn de construire de possibles candidats à être A3
muni d'une action de Gm.
Dans le cas d'une action linéaire de Gm sur X = A4 donnée par :
λ · (x1, x2, x3, x4) = (λx1, λx2, λx3, λ−1x4),
le quotient A-H est bien compris, il est alors isomorphe à A˜3.
Mais ce n'est pas la seule possibilité. Il y a aussi le cas où
λ · (x1, x2, x3, x4) = (λx1, λx2, λ−1x3, λ−1x4).
Cette exemple est traité entièrement dans [Do, exemple 8.6]. On ne fait que rappe-
ler ici la construction pour montrer la diversité croissante des quotients possibles
quand bien même la variété reste un espace aﬃne.
Dans ce cas on a :
A4//Gm ' Y0 ' Spec(C[t1, t2, t3, t4]/(t1t4 − t2t3)),
avec t1 = x1x3, t2 = x1x4, t3 = x2x3 et t4 = x2x4 et cela correspond à un cône
quadrique. Ainsi en utilisant le Théorème 1.4.5 le quotient A-H est isomorphe à
Y˜0 où Y˜0 est déﬁni par l'éclatement pi : Y˜0 → Y0 de Y0 le long du sous-schéma
d'idéal I = (t1, t2, t3, t4).
Si l'on veut alors étudier le cas de la linéarisation des actions de Gm en dimen-
sion n, le nombre de quotient A-H est de n/2 si n est pair et de (n+ 1)/2 sinon. Il
faut alors déterminer les p-diviseurs admissibles, c'est-à-dire ceux qui permettent
de construire des variétés lisses et contractiles.
Une fois les constructions réalisées il resterait à déterminer quelles variétés
sont des espaces exotiques et lesquelles sont isomorphe à A4, cette classiﬁcation en
dimension 3 n'est pour le moment possible qu'en utilisant la théorie des dérivations
localement nilpotentes. Ce qui laisse penser que la théorie Altmann-Hausen elle-
seule ne suﬃt pas.
Un autre problème possible dans cette classiﬁcation provient du fait qu'en
dimension 3 les variétés de Koras-Russell sont représentables comme hypersurface
de A4, mais ceci n'est vrai que grâce au théorème d'épimorphisme qui permet de
rectiﬁer par un automorphisme le support d'un des p-diviseurs (voir 3.2 et 3.5).
En dimension supérieure il n'existe pas de théorème comparable.
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G-uniformément rationnelle, version faible.
La propriété d'être G-linéairement uniformément rationnelle est une propriété
très forte, en eﬀet on demande que les ouverts de An soient munis d'actions li-
néaires de G. On a donné la déﬁnition de G-uniformément rationnelle qui est une
version aﬀaiblie de cette dernière, mais on peut introduire la déﬁnition suivante :
Déﬁnition 5.0.17. i) Soit X une G-variété et x ∈ X. On dit que X est G-
faiblement rationnelle au point x si il existe un voisinage ouvert G-stable Ux de
x, et V ⊂ An muni d'une action de G tel que Ux soit isomorphe de manière
équivariante à V .
ii) Une G-variété qui est G-faiblement rationnelle en tout point est dite G-
faiblement uniformément rationnelle.
On va donner un exemple d'action du groupe G = Z/2Z sur une surface tel
que la surface soit uniformément rationnelle car lisse et rationnelle. On montre
que cette surface est G-faiblement rationnelle mais pas G-rationnelle.
On considère une courbe elliptique lisse, aﬃne : C = {y2 + x3 − 1 = 0} ⊂ A2
et on eﬀectue le recouvrement cyclique de A2 d'ordre 2 au-dessus de cette courbe,
on obtient ainsi la surface S suivante :
S = {z2 − y2 − x3 + 1 = 0} = {(z − y)(z + y)− x3 + 1 = 0} ⊂ A3.
Cette surface est une surface de Danielewski lisse, rationnelle et elle est de plus
l'union de trois ouverts chacun isomorphe à A2. Cette surface est donc A-couverte
au sens de [Ar-Pe-Sü].
Cette surface admet de plus une action du groupe G = Z/2Z, provenant du
recouvrement d'ordre 2, donnée par  · (x, y, z)→ (x, y, z).
L'ensemble des points ﬁxes pour l'action de G correspond à la courbe C par
construction, C n'est pas rationnelle. Mais si G agit sur A2 l'action est linéarisable
et de plus l'ensemble des points ﬁxes devrait être rationnel. En particulier si on
considère le point p = (1, 0, 0) ∈ S, ce point est ﬁxe pour l'action de G, mais il
n'existe pas de voisinage ouvert G-invariant de p qui soit isomorphe de manière
équivariante à un ouvertG-invariant de A2 et tel queG admette une représentation
sur le plan aﬃne.
Cependant il existe un ouvert U de A2 qui peut être muni d'une G-action tel
que U soit isomorphe de manière équivariante à un voisinage G-invariant de p
dans S.
Posons u = z+y et v = z−y. Alors S est donnée par l'équation {uv−x3 +1 =
0} ∈ A3. On considère l'ouvert V1 = S\{1+x+x2 = u = 0}, qui est isomorphe à A2
avec coordonnées u et v/(1+x+x2) = (x−1)/u = w alors V = S\{1+x+x2 = 0}
est un ouvert de V1 stable par G et qui contient le point p.
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En eﬀet on a x = uw+1 ainsi l'anneau des fonctions régulières sur V est donné
par :
C
[
u,w,
1
(uw + 1)2 + uw + 1 + 1
]
= C
[
u,w,
1
(uw)2 + 3uw + 3
]
.
L'action de τ ∈ G l'élément non trivial sur V est ainsi déterminé par :
τ(u) = w((uw)2 + 3uw + 3); τ(w) = u((uw)2 + 3uw + 3)−1.
Une variété G-faiblement uniformément rationnelle est uniformément ration-
nelle. Avec cette nouvelle déﬁnition, deux questions apparaissent naturellement.
i) Pour une G-variété X, avec G un groupe réductif connexe, il y a-t-il équiva-
lence entre uniformément rationnelle et G-faiblement uniformément rationnelle ?
En eﬀet, le fait que X soit uniformément rationnelle donne une collection
d'ouverts et des isomorphismes de ces ouverts vers des ouverts de l'espace aﬃne.
Dans le même temps par le théorème de Sumihiro [Su], on sait que pour tout
point x ∈ X, il existe un ouvert aﬃne G-invariant de X contenant x. Il faut donc
déterminer si ces deux collections d'ouverts peuvent fournir les ouverts voulus.
ii) Si on considère une action d'un tore T sur un ouvert abstrait U d'un espace
aﬃne An, l'action de T s'étend-elle toujours en une action de T sur An ?
Dimension de Kodaira et recouvrement cycliques
Soit X une variété de Koras-Russell construite comme dans 3.2 alors des
conditions sont énoncées [K-R, proposition 6.5] pour que la variété possède une
dimension de Kodaira égale à 2. Ces conditions sont α2  0, α3  0 et α1 ≥
a1α2α3, une remarque est donnée après cette proposition dans l'article, les auteurs
déclarent que ces conditions ne sont pas optimales et qu'il doit être possible de
déterminer les valeurs exactes de α2, α3 et α1. Cependant cette remarque n'est
pour le moment pas exploitée entièrement, une première étape est réalisée par
Russell dans [R2], il donne la dimension de Kodaira des recouvrements cycliques
du plan aﬃne. On peut supposer que certaines variétés de Koras-Russell ne sont
pas Gm-uniformément rationnelles car leur dimension de Kodaira vaut 2. Ainsi
déterminer avec précision les valeurs de α2, α3 et α1 pourrait permettre de raﬃner
la classiﬁcation déjà existante.
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