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ABSTRACT
The shallow water equations in spherical geometry provide a prototype for developing and testing numerical
algorithms for atmospheric circulation models. In a previous paper we have studied a spatial discretization
of these equations based on an Osher-type nite-volume method on stereographic and latitude-longitude
grids. The current paper is a companion devoted to time integration. Our main aim is to discuss and
demonstrate a third-order, A-stable, Runge-Kutta-Rosenbrock method. To reduce the costs related to the
linear algebra operations, this linearly implicit method is combined with approximate matrix factorization.
Its eciency is demonstrated by comparison with a classical third-order explicit Runge-Kutta method. For
that purpose we use a known test set from literature. The comparison shows that the Rosenbrock method
is by far superior.
2000 Mathematics Subject Classi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1998 ACM Computing Classication System: G.1.8.
Keywords and Phrases: Numerical time integration, spherical shallow water equations.
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1. Introduction
Present day atmospheric circulation models used in weather forecasting and climate research are
often discretized by spectral transform methods. These methods are known to provide accurate
solutions and to avoid the pole problem, which arises when grid-point methods are used on standard
latitude-longitude (lat-lon) grid. However, with the trend towards higher grid resolutions some of
the main drawbacks of the spectral transform method become more apparent. These concern the
high computational costs of the Legendre transform and the communication overhead for parallel
distributed memory computers. Our investigations are directed at grid-point methods, which are
expected to provide sucient spatial accuracy for future ne-grid resolutions.
The current paper is devoted to the spherical Shallow Water Equations (SWEs), which reveal
most of the major numerical diculties associated with the horizontal dynamics found in the
full set of primitive equations. The paper is a companion to [13], where we examined spatial
discretizations based on an Osher-type nite-volume method [15] using the third-order upwind
scheme for the constant state interpolation ( = 1=3 scheme [20]). This combination provides a
solid spatial discretization for the hyperbolic SWEs.
In [13] we proposed a combined lat-lon and stereographic grid to avoid the pole problem that
arises when solving the semi-discrete SWEs on a uniform lat-lon grid. In this article a dierent
approach is adopted. Enhancing the grid resolution obviously necessitates an ecient time integra-
tion method to keep the solution costs aordable. The aim of the current paper is to demonstrate
a third-order, A-stable, Runge-Kutta-Rosenbrock integration method. Rosenbrock methods are
linearly implicit and hence require expensive linear system solves. We will show that this disad-
vantage can be overcome by the technique of approximate matrix factorization, which goes back to
the early fties with splitting and alternating direction methods, see e.g. [16]. When combined with
this technique, the Rosenbrock method does not only remain third-order consistent and A-stable,
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it also becomes cost-eective. We will demonstrate its eciency by a comparison with a classical
third-order explicit Runge-Kutta method using a known SWEs test set from the literature [23].
The comparison shows that the Rosenbrock method is by far superior. In this paper the two
integration methods are combined with the upwind spatial discretization from [13]. They can, of
course, also be combined with the usual central spatial discretizations.
The paper is organized as follows. In Section 2 we briey recall the system of SWEs and its
linearization. The linearization is used as starting point to analyze stability. In Section 3, the
third-order Rosenbrock method and the third-order explicit Runge-Kutta method are discussed.
For the explicit method the time step restrictions on the uniform lat-lon and on the combined
grid are derived. For the Rosenbrock method with approximate matrix factorization, A-stability
is proven. Section 4 describes our numerical experiments, which will demonstrate the qualities of
the Rosenbrock method combined with approximate matrix factorization.
2. Preliminaries on the Shallow Water Equations
In this section we briey recall the system of SWEs in spherical coordinates and its linearization.
Assuming Fourier-Von Neumann analysis, the linearized problem is used for the stability analysis.
The spherical SWEs describe a pure initial-value problem on the rotating sphere and are dened
as follows.
Let  2 [0; 2) denote longitude,  2 [ 

2
;+

2
] latitude, and t  0 time. Let u be the velocity in
the longitudinal direction, v the velocity in the latitudinal direction, and h the height of the free
surface above the sphere at sea level, i.e., h = H + h
s
, where h
s
describes the height of underlying
mountains. Further, let u denote the horizontal velocity eld (u; v), f the Coriolis parameter
2
 sin with 
 the angular velocity of the earth, a the radius of the earth, and g the gravitational
constant. Using the ux-form, the two-dimensional SWEs, being composed of a continuity equation
and two momentum equations, read [7, 23]
@H
@t
+r  (Hu) = 0; (2.1)
@Hu
@t
+r  (Huu) = (f +
u
a
tan)Hv  
gH
a cos
@h
s
@
 
g
a cos
@(
1
2
H
2
)
@
; (2.2)
@Hv
@t
+r  (Hvu) =  (f +
u
a
tan)Hu 
gH
a
@h
s
@
 
g
a
@(
1
2
H
2
)
@
; (2.3)
where the divergence operator is dened by
r  u =
1
a cos

@u
@
+
@(v cos)
@

: (2.4)
The right-hand side terms in (2.2)-(2.3) represent forcing terms. It concerns the Coriolis force, the
curvature terms, and the hydrostatic pressure gradient force. Along with the lat-lon coordinate
system we apply stereographic coordinates. To save space we here omit the corresponding formu-
lations of the SWEs. In [13] we have studied the spatial discretization of both formulations using
the Osher upwind scheme.
2.1 The linearization
Adopting standard practice, we consider the 'frozen' linearized system of the equations (2.1){(2.4)
to analyze the stability properties of the integration methods. Let us linearize around a constant
state vector q = (H;Hu;Hv)
T
, where the upper bar refers to 'frozen' variables. The resulting
linearized system then reads
q
t
+Aq

+B q

= Cq; (2.5)
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where q = (H;Hu;Hv)
T
,
A =
1
~a
0
@
0 1 0
 u
2
+ gH 2u 0
 uv v u
1
A
; B =
1
a
0
@
0 0 1
 uv v u
 v
2
+ gH 0 2v
1
A
; ~a = a cos; (2.6)
and the force matrix
C =
0
B
B
B
@
0 0
tan
a
 g
~a
@h
s
@
 
2 tan
a
uv
2 tan
a
v
2 tan
a
u+ f
 g
a
@h
s
@
+
tan
a
(u
2
  v
2
)  C
23
C
22
1
C
C
C
A
:
Note that the constant coecient matrices A;B, and C do not commute, which implies that their
eigensystems dier. Consequently, it is not possible to further simplify equation (2.5) to a scalar
equation. For our analysis we therefore need the eigenvalue-eigenvector decompositions of A and
B. We have A = X
A
E
A
X
 1
A
and B = X
B
E
B
X
 1
B
with
X
A
=
0
@
0 1  1
0 u+
p
g

H  u+
p
g

H
p
g

H v  v
1
A
; X
 1
A
=
1
p
g

H
0
B
B
@
 v 0 1
1
2

p
g

H   u

1
2
0
 
1
2

p
g

H + u

1
2
0
1
C
C
A
;
(2.7)
X
B
=
0
@
0 1  1
p
g

H u  u
0 v +
p
g

H  v +
p
g

H
1
A
; X
 1
B
=
1
p
g

H
0
B
B
@
 u 1 0
1
2

p
g

H   v

0
1
2
 
1
2

p
g

H + v

0
1
2
1
C
C
A
;
(2.8)
and
E
A
= diag (
u
a cos
;
u+
p
g

H
a cos
;
u 
p
g

H
a cos
); (2.9)
E
B
= diag (
v
a
;
v +
p
g

H
a
;
v  
p
g

H
a
): (2.10)
Note that both decompositions exist, since our system is hyperbolic. The eigenvalue expressions
for A and B are related to well-known physical features. The values containing the
p
g

H term
are connected with the so-called gravity waves, while the remaining values are connected with the
so-called advective waves. The corresponding wave speeds dier signicantly, i.e. the gravity waves
run much faster than the advective ones. In practice, these gravity waves need not be resolved. In
general, unfortunately, they dictate the critical time step at which stability can still be guaranteed
when using explicit methods. It is for this reason, that we focus on alternative time integration
methods.
Following [13], we spatially discretize our system using Osher's scheme [15] with a higher or-
der state interpolation, which yields a second-order method. Assuming a uniform grid, Osher's
scheme applied to the constant linear system (2.5) simplies to the third order ( = 1=3)-upwind
scheme [20] as given below. Consider the cell-centered grid points

j
= (j  
1
2
);  =
2
N
; 
k
=  

2
+ (k  
1
2
);  =

M
; (2.11)
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and let the grid function w
jk
(t) denote the semi-discrete approximation to the solution q(
j
; 
k
; t)
of (2.5) on this grid. Denote A
+
= X
A
E
+
A
X
 1
A
, where E
+
A
= (jE
A
j + E
A
)=2 is obtained from
E
A
by replacing its negative entries by zero. Introduce analogously B
+
and A
 
; B
 
, where the
positive entries in the eigenvalue matrix are replaced by zero. The semi-discrete ( =
1
3
)-upwind
approximation to (2.5) on grid (2.11) can then be written as
d
dt
w
jk
= Lw
jk
; L = L
A
+ L
B
+ C; (2.12)
where
L
A
=  
 
A
+
D
+
A
+A
 
D
 
A

; L
B
=  
 
B
+
D
+
B
+B
 
D
 
B

: (2.13)
The operators D
+
A
and D
 
A
are the upwind and downwind operators in the longitude direction, i.e.,
D
+
A
w
jk
=
w
j 2k
  6w
j 1k
+ 3w
jk
+ 2w
j+1k
6
; D
 
A
w
jk
=
 2w
j 1k
  3w
jk
+ 6w
j+1k
  w
j+2k
6
:
D
+
B
and D
 
B
denote their counterparts along latitude. A
+
, B
+
etc. are evaluated in each grid cell.
For convenience of notation we omit their spatial dependence.
To analyze the semi-discrete system (2.12), we introduce the harmonic wave solution w
jk
(t) =
w^(t) e
 (!
1

j
+!
2

k
)
;  =
p
 1. An elementary computation yields the ordinary dierential equation
for the Fourier transform w^
d
dt
w^ =
^
L w^;
^
L =
^
L
A
+
^
L
B
+ C; (2.14)
where
^
L
A
=  X
A
^
E
A
X
 1
A
;
^
L
B
=  X
B
^
E
B
X
 1
B
: (2.15)
^
E
A
and
^
E
B
are diagonal matrices with entries
e^
A
=
1
3
je
A
j

 
(cos 
1
  1)
2
+ sign(e
A
) (4  cos 
1
) sin 
1

; 
1
= !
1
; (2.16)
and
e^
B
=
1
3
je
B
j

 
(cos 
2
  1)
2
+ sign(e
B
) (4  cos 
2
) sin 
2

; 
2
= !
2
: (2.17)
e
A
denotes an eigenvalue of A. Likewise, e
B
denotes an eigenvalue of B. A clarifying discussion
on the eigenvalues of the ( =
1
3
)-upwind scheme, (2.16) and (2.17), can be found in [12].
The stability behavior of any integration method applied to the linear semi-discrete system (2.12)
is governed by its stability behavior for the three-dimensional ODE system in Fourier space (2.14).
By periodicity and symmetry, it suces to consider 
1
; 
2
in the interval [ ; 0]. Note that in our
notation the dependence of w^ on 
1
; 
2
is suppressed. For an introduction to the theory of Fourier
analysis for dierence schemes, we refer to [5, 18].
To analyze stability in case of calculations on a combined grid, we also need the linearization
and the Fourier decomposition of the SWEs in stereographic formulation. The derivation is similar
to the one above and leads to completely equivalent expressions due to the conformal character of
the stereographic and lat-lon mapping. Therefore, we only list the counterparts of the eigenvalues
expressions.
E
A
st
= diag (m

U; m(

U +
q
g

H); m(

U  
q
g

H)); (2.18)
and
E
B
st
= diag (m

V ; m(

V +
q
g

H); m(

V  
q
g

H)); (2.19)
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where
m() =
2
1 +  sin
;
and

U and

V denote the 'frozen' stereographic velocity components in x
st
- and y
st
-direction,
respectively.
3. The Runge-Kutta integration methods
In this section we discuss the third-order Rosenbrock method and the third-order explicit Runge-
Kutta method. Both integration methods solve general non-linear ODE systems, _w = F (w). Note
that the semi-discrete system of SWEs ts into this framework. We expect the Rosenbrock method
to be an ecient candidate to solve this semi-discrete system, since it permits large time steps.
The costs per time step are relatively high though. Therefore, the third-order explicit method is
included for comparison.
3.1 The third-order Rosenbrock method
The method is derived from the general two-stage Rosenbrock formula from the sti ODE eld [4, 6],
w
n+1
= w
n
+ b
1
k
1
+ b
2
k
2
; (3.1)
Sk
1
=  F (w
n
);
Sk
2
=  F (w
n
+ 
21
k
1
) + 
21
J k
1
;
S = I   J:
The numerical solution w
n
approximates w at time t = t
n
,  = t
n+1
  t
n
denotes the time step and
J = F
0
(w
n
) is the Jacobian matrix of F (w) at w = w
n
. When low to moderate accuracy is required,
methods of the Rosenbrock type have proven ecient for a variety of sti ODE applications [6].
For method (3.1) the order of consistency p is at most 3.
We analyze the stability properties of our method by applying (3.1) to the Fourier transformed
problem (2.14). The general two-stage Rosenbrock method with p  2 then yields an amplication
factor R(
^
L), i.e., w^
n+1
= R(
^
L)w^
n
, with R(z) dened as the stability function
R(z) = 1 +
2z
1  z
+
1
2
z
2
  z
(1  z)
2
: (3.2)
The stability function R(z) yields A-stability for all  
1
4
. In case of the special value  =
1
2
+
1
6
p
3
a third-order, A-stable function is obtained. A-stability is attractive as it implies unconditional
stability in the sense of Fourier-Von Neumann for stable linear problems. However, for multi-
dimensional PDE applications as ours solving twice per time step a linear system with the matrix
I   F
0
(w
n
) is rather expensive. Therefore, we will apply approximate matrix factorization. By
this technique the numerical algebra costs are substantially reduced, while p = 3 and A-stability
are still possible.
Approximate matrix factorization We rewrite the semi-discrete system _w = F (w) as _w = F (w) 
F
A
(w)+F
B
(w), where F
A
denotes the semi-discrete longitudinal operator extended with the force
terms present in equation (2.2) and F
B
the semi-discrete latitudinal operator extended with the
force terms present in equation (2.3). Hence, F
A
and F
B
are one-dimensional operators dened
along sets of longitudinal and latitudinal grid lines, respectively. The idea of approximate matrix
factorization is to redene S by
S = (I   J
A
) (I   J
B
); J
A
= F
0
A
(w
n
); J
B
= F
0
B
(w
n
); (3.3)
or, equivalently, J by
J = F
0
(w
n
) + 
~
J;
~
J =  J
A
J
B
: (3.4)
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Instead of solving a huge two-dimensional linear system, we thus solve two one-dimensional linear
systems, each of which is uncoupled per grid line. The costs per step then amount to two function
evaluations for F , one Jacobian evaluation, and one band solve per longitudinal and latitudinal
grid line. Since we use the Osher scheme on a stencil of 5 grid points with three solution compo-
nents, each Jacobian matrix F
0
A
(w
n
) and F
0
B
(w
n
) consists of a blockband matrix with 5 blocks of
(33). Note that F
0
A
(w
n
) is slightly more complex as a consequence of the periodicity in longi-
tudinal direction. The costs per time step are still considerably higher as compared to those of a
standard explicit method. However, the Rosenbrock method combined with approximate matrix
factorization yields a far more ecient method, as our numerical results will show, see Section 4.
Approximate matrix factorization is reminiscent of the splitting technique already used in more
conventional alternating direction methods during the fties, see e.g. [16]. The technique has been
used in various other applications since then, see e.g. [1]. The authors have applied it successfully
to large-scale atmospheric transport-chemistry problems, using a second-order method from class
(3.1) [3, 21]. As an iterative technique, approximate matrix factorization has been successfully
applied to large-scale transport problems in surface water [10]. A recent survey can be found
in [9]. In [11] and references therein, interesting theoretical stability results are given revealing
some limitations of approximate matrix factorization in 3D applications.
Consistency and stability properties With J dened as in (3.4), method (3.1) is third order
consistent for arbitrary
~
J whenever
b
1
+ b
2
= 1; b
2
(
21
+ 
21
) =
1
2
  ; b
2

2
21
=
1
3
; 
2
   +
1
6
= 0; b
2

21
=  : (3.5)
The fth condition b
2

21
=   is connected to the approximate Jacobian. These conditions yield
a unique solution which denes the Rosenbrock method
w
n+1
= w
n
+
1
4
k
1
+
3
4
k
2
; (3.6)
Sk
1
=  F (w
n
);
Sk
2
=  F (w
n
+
2
3
k
1
) 
4
3
J k
1
;
S = (I   J
A
)(I   J
B
);
with  =
1
2
+
1
6
p
3. For eciency reasons, the matrix-vector multiplication in the second stage
formula is removed, giving the third-order Rosenbrock method
1
we proceed with
w
n+1
= w
n
+
5
4
k
1
+
3
4
k
2
; (3.7)
Sk
1
=  F (w
n
);
Sk
2
=  F (w
n
+
2
3
k
1
) 
4
3
k
1
;
S = (I   J
A
)(I   J
B
):
In the remainder of this section, we will discuss stability properties of (3.7) by means of Fourier-
Von Neumann analysis. To obtain the linear recurrence relation which governs stability, we apply
method (3.7) to the ODE system (2.14). Using the notation introduced in Section 2, we nd the
recurrence relation w^
n+1
= R(
^
Z
A
;
^
Z
B
)w^
n
where
^
Z
A
= (
^
L
A
+ C
A
),
^
Z
B
= (
^
L
B
+ C
B
), and
R(
^
Z
A
;
^
Z
B
) = I +
^
S
 1
(2
^
S +
1
2
^
Z   I)
^
S
 1
^
Z; (3.8)
with
^
Z =
^
Z
A
+
^
Z
B
and
^
S = (I 
^
Z
A
) (I  
^
Z
B
). Suppose that
^
Z
A
and
^
Z
B
are diagonalizable and
share well-conditioned eigensystems. We can then proceed with the scalar counterpart of (3.8),
which reads
R(z
A
; z
B
) = 1 +
2z
(1  z
A
)(1  z
B
)
+
1
2
z
2
  z
(1  z
A
)
2
(1  z
B
)
2
; (3.9)
1
This method is studied independently in [14] for integrating advection-diusion problems on sparse grids.
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with z = z
A
+ z
B
and z
A
and z
B
denoting eigenvalues of respectively
^
Z
A
and
^
Z
B
. A convenient
property of the stability function (3.9) is that it mimics the A-stability property of the original
stability function (3.2). However, in this case the range of acceptable -values of method (3.7) for
which the A-stability property holds is smaller, as is shown in the following theorem.
Theorem 1 The factorized stability function (3.9) satises jR(z
A
; z
B
)j  1 for all z
A
; z
B
with
Re(z
A
)  0, Re(z
B
)  0 if and only if  
1
2
+
1
6
p
3.
Proof By the maximum modulus theorem, it suces to consider imaginary values z
A
= ib
1
; z
B
=
ib
2
for arbitrary real numbers b
1
; b
2
. A simple computation gives jR(ib
1
; ib
2
)j  1 if and only if
f(b
1
; b
2
)  
1
b
2
1
b
2
2
+ 
2
(b
2
1
+ b
2
2
) + 
3
b
1
b
2
 0; (3.10)
where 
1
= 3
4
  4
5
; 
2
=
1
4
  2 + 5
2
  4
3
; 
3
=
1
2
  4 + 8
2
  4
3
:
An extremum of the function f is either located at a stationary interior point or at a non-interior
point, i.e. for b
1
! 1 or b
2
! 1. We rst investigate its behavior for b
1
! 1. In that case
f yields
lim
b
1
!1
f(b
1
; b
2
)
b
2
1
=
 

1
b
2
2
+ 
2

; 8b
2
2 IR:
This function is non-positive for all b
2
when 
1
 0 and 
2
 0, which yields
 
3
4
: (3.11)
The same result can be derived for b
2
! 1, since f(b
1
; b
2
) is symmetric in b
1
and b
2
.
An extremum can also be found in a stationary point of f . Solving for (
@f
@b
1
,
@f
@b
2
)=(0,0) yields
b
1
= b
2
= 0; (a)
b
1
= b
2
= b 6= 0 with b
2
=  
2
2
+
3
2
1
; (b)
b
1
= c 6= 0 and b
2
=  c 6= 0 with c
2
=  
2
2
 
3
2
1
: (c)
(3.12)
We rst consider the stationary point (b
1
; b
2
) = (0; 0), where f(b
1
; b
2
) = 0. Let H
f
denote the
Hessian determinant in a stationary point a,
H
f
(a) =
@
2
f
@b
2
1
(a)
@
2
f
@b
2
2
(a) 

@
2
f
@b
1
@b
2
(a)

2
:
According to e.g. [19], the function f has a local maximum in 0 if H
f
(0) > 0 and
@
2
f
@b
2
1
(0) < 0. Taken
into account (3.11), we thus nd that f remains non-positive in a neighborhood of (b
1
; b
2
) = (0; 0),
when  satises
 >
1
2
+
1
6
p
3:
This condition is only sucient. The theorem does not provide a decisive answer when H
f
(0) = 0.
In that case a further investigation of the behavior of f in a neighborhood of 0 is necessary. For the
-values at which H
f
(0) = 0 only  =
1
2
+
1
6
p
3 guarantees non-positivity of f in a neighborhood
of 0. So, for f to be non-positive,  should satisfy the following necessary condition
 
1
2
+
1
6
p
3: (3.13)
Finally, we consider the four remaining stationary points of (3.12). These stationary points only
exist when b
2
> 0 and c
2
> 0. However, these conditions contradict with the conditions (3.11) and
(3.13). Therefore, in case that f is non-positive over IR
2
, these points do not exist.
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Summarizing, f is non-positive for all (b
1
; b
2
) 2 IR
2
i  
1
2
+
1
6
p
3. 2
This result is of interest in its own, as it shows that for useful values of  the A-stability property
is not lost by the matrix factorization.
2
In general, the matrices
^
Z
A
and
^
Z
B
do not commute, so
that true unconditional stability for the linearized SWEs cannot be concluded from Theorem 1.
Note that Theorem 1 does provide a necessary condition in this case. The following example
will illustrate that for the SWEs and noncommuting matrices
^
Z
A
and
^
Z
B
, Theorem 1 provides a
reliable indication for unconditional stability.
Example We have approximated the maximum value of the amplication operator (3.8) over
the interval 
1
; 
2
2 [ ; 0]. Calculations are performed at a location near a pole, i.e. at a location,
where the longitudinal grid size  a cos on the sphere becomes very small. Locations near the
poles are believed to be most critical in relation to stability (the pole problem). The example
serves to identify the -values at which the Rosenbrock method (3.7) yields an unconditionally
stable method when applied to the linearized SWEs after been spatially discretized with Osher's
scheme. For comparison, the same computation will be carried out for the third-order explicit
Runge-Kutta method in Section 3.2.
Let u = v = 30, g

H = 10
5
, a = 42000000=(2) (space and time units are meters and seconds).
Choose  = ( )=2, i.e. a location close to the north pole. Furthermore, put  =  = =128,
which corresponds approximately to a uniform 1:4
o
 1:4
o
grid. Omitting the force matrix C, we
have computed accurate estimates of the maximum spectral radius of R(
^
Z
A
;
^
Z
B
) for  = 10
i
; i =
0(1)4 and  = 0:25; 0:50; 0:75; 0:8; 0:9; 1:0. The maxima are determined for    
1
; 
2
 0 using
a 100 100 grid. The following table shows these maxima for  = 0:25; 0:50; 0:75.
 1 10 10
2
10
3
10
4
 = 0:25 1.0000 1.0000 1.0008 2.2355 3.2207
 = 0:50 1.0000 1.0000 1.0000 1.4014 1.5067
 = 0:75 1.0000 1.0000 1.0000 1.0000 1.0000
The table reveals conditional stability for  = 0:25 and  = 0:5 and indicates unconditional stability
for  = 0:75. Also for  = 0:8; 0:9; 1:0 maxima equal to 1.0 are found. This leads us to conjecture
unconditional stability for all   0:75, in line with the result of Theorem 1. We believe that the
slightly larger value for  =
1
2
+
1
6
p
3  0:789 in this theorem is due to the fact that the requirement
for A-stability is more stringent. This property allows eigenvalues to lie in the whole of the left half
of the complex plane, which is not the case in practice. Recall that the value  = 0:75 also plays
a special role for the stability function (3.9). Inequality (3.10) implies   0:75 for jb
1
j; jb
2
j ! 1.
Because the force matrix C can possess eigenvalues with a small positive real part, we have omit-
ted C in the above computation. Note that, since A, B and C do not share the same eigenvectors,
adding the matrix C does not simply mean that the linearized SWEs become unstable. However,
maxima slightly larger than 1.0 can occur, see also the example in Section 3.2. We assume that the
matrix A dictates the stability behavior of system (2.5), since it grows with the inverse of cos.
Note that the entries of C are comparable in size. However, A multiplies the derivative q

and C
is only a forcing matrix multiplying q.
3.2 Explicit Runge-Kutta time stepping
An explicit s-stage Runge-Kutta method applied to system _w = F (w) has the following form,
w
n+1
= w
n
+ 
s
X
i=1
b
i
F (W
i
); (3.14)
W
i
= w
n
+ 
i 1
X
j=1
a
ij
F (W
j
); i = 1; 2; : : : ; s: (3.15)
2
In [11] it is pointed out that for a three-term splitting such a result does not exist, see Fig. 4.2 in [11].
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In combination with central dierences for space discretization, the most popular explicit Runge-
Kutta method for hyperbolic problems is the classical four-stage method of order four. This
higher order method owes its popularity to its imaginary stability boundary of
p
8. In comparison
with other explicit methods this boundary is satisfactory and in fact close to the optimal value
s  1 = 3 for explicit Runge-Kutta methods [8]. However, since we employ upwinding in the space
discretization, a dierent method is chosen.
Stability considerations Let us consider methods of order p = s for s = 1; 2; 3; 4. When applied
to a Fourier transformed problem like (2.14), such a method yields a polynomial amplication
operator R(
^
Z);
^
Z = 
^
L, with R(z) dened by the truncated Taylor series
R(z) =
p
X
i=0
1
i!
z
i
: (3.16)
Assuming that the most severe time step restriction indeed emerges from the longitudinal operator
in the polar region, it makes sense to rst examine stability for the longitudinal operator alone.
Hence, we take
^
L =
^
L
A
. Since our operator is diagonalizable, we are then able to examine stability
through the scalar recurrence relation w^
n+1
= R(z)w^
n
where
z =

A
3
 
(cos 
1
  1)
2
+ sign(e
A
) (4  cos 
1
) sin 
1

;  =
p
 1;    
1
 0 (3.17)
with 
A
denoting the one-dimensional CFL number

A
=
 je
A
j

; (3.18)
and e
A
denoting an eigenvalue of A, see (2.9). To determine the maximal value of 
A
at which
each method is stable, it suces to draw the z
A
-loci which lie inside the stability region of the
stability function. Accurate estimates from [12] yield
s 1 2 3 4

A
0 0.87 1.62 1.74

A
=s 0 0.43 0.54 0.43
The scaled CFL-number, 
A
=s, is related to eency. Note that explicit Euler (s = 1) is not
stable. For the other three cases, the scaled CFL numbers 
A
=s are almost equal and close to 0.5.
Note that the case s = 4 includes the classical four-stage method of order four. At equal costs,
third-order methods are slightly more stable.
Substitution of the maximal wave speed (maximal eigenvalue (2.16)) into 
A
yields a time step
restriction for linear stability. Let u > 0, then
 

A

max je
A
j
=
a cos() 
A

u+
p
g

H
: (3.19)
On a uniform grid ( = ) closest to the poles, cos() 
1
2
, yielding
 
a 
A
2(u+
p
g

H)

2
: (3.20)
Consequently, we face a quadratic dependence on the spatial grid size instead of the usual linear
one. The quadratic dependence leads to unacceptably small time steps.
Example To illustrate the step size restriction (3.19), we return to the example of Section 3.1.
For the data used, (3.20) yields   5:8 
A
. Hence, we nd that   9:4 for any explicit three-stage,
third-order Runge-Kutta method. In our application this step size restriction is very severe.
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To check the validity of expression (3.19) we again compute the maximal spectral radius (see
Section 3.1) of the amplication operator R(
^
Z) with R(z) dened by the third degree polyno-
mial (3.16). We now distinguish between zero and nonzero force matrix C. The table below yields
the maxima for a sequence of time steps  . The cases Z
ABC
and Z
AB
refer to nonzero and zero
force matrix C, respectively.
 8 9 9.4 10 11
Z
ABC
1.015 1.015 1.015 1.201 1.728
Z
AB
1.000 1.000 1.000 1.209 1.737
For Z
AB
the one-dimensional expression appears to be very precise, predicting linear stability for
  9:4 and error growth for larger time steps. For Z
ABC
we see nearly equal error growth for the
larger time steps. For the smaller ones, we also see a modest growth. This growth is caused by an
eigenvalue of A+B + C with a small positive real part.
Relaxing the step size restriction : A dierent grid distribution As mentioned before, there are
several ways to reduce step size limitations. We here recall the grid modications as used in [13].
We discussed two possible remedies, i.e. longitudinal grid coarsening towards the poles [2, 13, 22]
and the use of a dierent grid structure and coordinate system in the polar regions [13, 17]. The last
approach concerns the construction of a combined grid consisting of two stereocaps on the northern
and southern hemisphere, respectively, and a (reduced) lat-lon grid in the intermediate region.
Figure 1 visualizes such a grid distribution. In stereographic coordinates the grid distribution on
either stereocap is rectangular. The same holds on the intermediate region in lat-lon coordinates.
Figure 1: Projection of a combined grid consisting of a reduced lat-lon grid away from the poles and
a stereographic grid at the two polar caps onto the cartesian (x,y)-plane (z=0). Two reductions
were applied.
On both grid types, we can derive a step size restriction for explicit Runge-Kutta methods
similar to (3.19). We rst consider a reduced grid. Such a grid is constructed from a uniform lat-
lon grid around the equator by halving the amount of grid cells in the longitudinal direction when
approaching the poles, whenever the cell width in that direction projected onto the sphere is reduced
with a factor two. The distance, a cos, is called the physical cell width. Following (3.19), the
stepsize restriction on a reduced grid yields
 
a cos() 
A
()
u+
p
g

H
; (3.21)
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where () depends on the latitude , i.e. on the level of reduction. Assuming that the spherical
variables,

H , u and v, have the same order of magnitude along the whole domain, the step size
restriction is most severe in the area, where the smallest physical cell width is found. On a global
reduced grid this gives
 
2
nL
nRed
a cos(
 
2
) 
A
u+
p
g

H
=
2 2
nRed
nL
0
a cos(
 
2
) 
A
u+
p
g

H
; (3.22)
where nRed denotes the amount of reductions on the northern hemisphere, and nL
0
and nL
nRed
denote the amount of cells in the longitudinal direction after 0 and nRed reductions, respectively.
On a stereographic grid, an analysis similar to Section 3.2 can be performed. Again assuming
that the step size restriction is most severe in the area with the smallest physical cell width, we
nd on the combined grid
 
p
2a 
A
cos
e

nL
interface
max
n
j

U +
p
g

H j; j

V +
p
g

Hj
o
; (3.23)
where
e
 is the latitudinal boundary of the (reduced) lat-lon intermediate region of the combined
grid and nL
interface
denotes the amount of longitudinal grid points on that boundary. The value
p
2a cos
e
=nL
interface
approximates the smallest physical cell width over the sphere after projection
of the stereocap onto the globe.

U and

V represent the linearized velocity component in x
st
- and
y
st
-direction, respectively. Note that the stability condition (3.23) is composed of the two stability
conditions found in each dimension, i.e. in the x
st
- and y
st
-direction, respectively. Since the matrices
A
st
= X
A
st
E
A
st
X
 1
A
st
and B
st
= X
B
st
E
B
st
X
 1
B
st
do not share the same eigensystems, each linearized
system has to be analyzed separately. In case of atmospheric applications, we expect the gravity
waves to dominate the ow, i.e. the quantity
p
g

H is large. Therefore, the step size restriction in
stereographic variables is more or less direction independent.
To quantify the relation between the three step size restrictions (3.20), (3.22) and (3.23), we
again focus on the example in Section 3.1. On the global uniform lat-lon grid,  =  =

128
,
we have
  
uni
= 5:8 
A
: (3.24)
On the corresponding reduced grid, (0) =  =

128
, when applying three reductions, we have
  
red
= 2
nRed

uni
= 8 
uni
: (3.25)
Note that the number of reductions is limited by accuracy, see [13]. On the combined grid, we
must rst position the stereocap, i.e. we have to specify
e
. For comparison,
e
 is chosen such that
the amount of reductions in the intermediate lat-lon region equals the amount of reductions found
on the global reduced lat-lon grid, i.e., nL
nRed
= nL
interface
. In terms of 
uni
we nd
  
combi
=
4
p
2 cos
e

cos

 
2


uni
 34 
uni
(3.26)
with
e
 =
61
128
.
From (3.24), (3.25) and (3.26), we can conclude that the step size restriction for explicit Runge-
Kutta methods is considerably reduced when calculating on a global reduced or combined grid, the
latter providing an even better alternative for the uniform lat-lon grid. On grids with a realistic
resolution, the alleviation is even more apparent. On a global reduced grid with 3 reductions and
(0) =  = 2=576, and on a corresponding combined grid,
e
 =
137
288
, we nd

red
= 8 
uni
;
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and

combi
= 40 
uni
:
This are the time step restrictions for the grids on which we will evaluate the time integration
methods in the following section.
The third-order explicit comparison method In case the step size is limited by stability, a low
order method, e.g. order p = 2, will provide sucient temporal accuracy. However, as seen in
Section 3.2, order p = 3 is slightly more ecient. Therefore, we use the following three-stage,
third-order method for the comparison with the Rosenbrock method.
w
n+1
= w
n
+
1
6
 F (W
1
) +
1
6
 F (W
2
) +
2
3
 F (W
3
); (3.27)
W
1
= w
n
; W
2
= w
n
+ F (W
1
); W
3
= w
n
+
1
4
 F (W
1
) +
1
4
 F (W
2
): (3.28)
To avoid an unacceptable workload, these experiments will be done on a combined grid.
4. Numerical experiments : A comparison
In the preceding section we described two Runge-Kutta methods, i.e. the third-order, A-stable,
Rosenbrock method combined with approximate matrix factorization (3.7), henceforth called Ros3,
and the third-order, explicit, Runge-Kutta method (3.27), henceforth called RK3. For both meth-
ods the stability properties for the semi-discrete linearized system of SWEs (2.12) were investigated.
In this section we intend to show that the Ros3 method with AMF on a uniform grid is far more
ecient than RK3 even when this method is applied on a combined grid employing a stereocap to
alleviate the step size restriction. We use both methods to integrate the system of ODEs resulting
from spatially discretizing the SWEs with Osher's scheme. This nite volume method is discussed
in [13]. To judge whether Ros3 with AMF is more ecient than RK3 applied on a combined
grid, we also have to consider their relative workload per time step. An estimate of this relative
workload is provided, which is conrmed by numerical experiments monitoring execution time.
Both methods are applied to three test cases from the widely acknowledged SWEs test set [23],
which was especially developed to validate new numerical methods to be used in circulation models.
It concerns Test 2, global steady-state non-linear zonal geostrophic ow, Test 5, zonal ow over
an isolated mountain, and Test 6, a Rossby-Haurwitz wave. Test 2 is chosen, because it provides
a test with considerable activity in the polar area. Furthermore, it has a known analytic solution
without compromising the non-linearity characteristic to the SWEs. Test 2 is a stationary test case,
though. Therefore, to truly test our time integration method, we also consider two non-stationary
problems, Test 5 and Test 6. For both cases, no exact solution is known and we have to rely
on a high resolution spectral model for reference. These tests describe more realistic atmospheric
ow patterns. For example Test 5, resolving a ow around a mountain, is challenging for most
numerical solution methods. The other four tests from the SWEs test set, i.e. Tests 1, 3, 4 and
7, will be omitted, since they do not contribute additional information in relation to our eciency
question.
Calculations are performed on two dierent grids with related resolution. The uniform lat-lon
grid has 576 grid points in longitudinal direction and 288 grid points in latitudinal direction, i.e.
a 0:625

 0:625

grid. The combined grid consists of a reduced lat-lon grid for  2 [ 
e
;
e
] with
e
 = 137=288 applying three reductions on each hemisphere and two stereocaps. Around the
equator the resolution is equal to the resolution found on the uniform grid. By construction,
the stereocap contains 18 grid points in x
st
- and y
st
-direction. Note that a combined grid has
approximately 20% fewer grid points than the corresponding uniform lat-lon grid. The inuence on
the workload is not signicant though, since some additional work is needed for the spatial coupling
between the stereocap and the intermediate region. As mentioned before, eciency mainly depends
on the maximal time step allowed by the time integration method and its workload per time step.
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In case of the RK3 method the time step is restricted by stability. We determine this time step
by trial-and-error and denote it by 
RK3
. Note that the discussion on the time step restriction
in Section 3 concerned the linearized system of SWEs and thus provides only an estimate for an
upperbound for the time step. Analysis of the computational complexity of the Ros3 method with
AMF shows that the workload per time step of the Ros3 method is approximately six times as
large as the workload per time step of the RK3 method. This value is conrmed by numerical
experiments on Tests 2, 5, and 6 monitoring execution time. Therefore, the Ros3 tests are run
with time step 
Ros3
= 6 
RK3
. Next the time step will be increased to determine the maximal
time step at which stability is still obtained and the accuracy is still acceptable.
Besides testing on stability, we measure the accuracy of our solution for each method and time
step over a prescribed time period. The accuracy is evaluated by the max-norm of the relative
error of the depth of the uid layer, Rel(H), and the absolute errors of the velocity components in
longitudinal and x
st
-direction, Abs(u; U), and latitudinal and y
st
-direction, Abs(v; V ) i.e.,
Rel(H) = max
i;j




H
i;j
 H(
i
; 
j
)
H(
i
; 
j
)




;
Abs(u) = max
i;j
ju
i;j
  u(
i
; 
j
)j ;
Abs(v) = max
i;j
jv
i;j
  v(
i
; 
j
)j ;
and similar expressions for Abs(U) and Abs(V ). H
i;j
, u
i;j
etc. denote the approximate solutions.
H(
i
; 
j
) etc. are the reference solutions, where the solution is exact in case of Test 2 and given
by a high resolution spectral method in case of Test 5 and Test 6. The high resolution spectral
solutions are given on a daily basis.
Besides accuracy and stability, methods can also be tested on their abilities to conserve physical
quantities, like energy and enstrophy, which are important for atmospheric ows. We monitored
both quantities in the Ros3 runs. The cascade is negligible in all cases, i.e. approximately 1 promille
over the prescribed time periods.
4.1 Test 2
Test 2 represents a solid body rotation, where the height eld and the velocity components in
longitudinal and latitudinal direction read
H = h
0
 

a
u
0
g
+
u
2
0
2g

(  cos cos sin+ sin cos)
2
; (4.1)
u = u
0
(cos cos+ sin cos sin) ; (4.2)
v =  u
0
sin sin; (4.3)
where h
0
and u
0
are given, u
0
= 38:6 m=s and gh
0
= 2:94  10
4
m
2
=s
2
. Several orientations are
specied, however, we use the one over the poles ( =

2
). The simulation period is 5 days. For
the RK3 method 
RK3
= 111 s. To reach equal eciency, we use the Ros3 method with AMF
on the uniform grid with time step  = 6  
RK3
= 666 s. The computations remain stable. For
Ros3 we then increase the time step to  = 1350 s, which still results in a stable computation.
Instability is found for  = 1500 s. So, the Ros3 method with AMF applied on a uniform grid
is more ecient than an explicit method used on a related combined grid. We emphasize, that
this grid type already signicantly alleviates the time step restriction found on a uniform grid for
an explicit method (recall the factor 40 found by linear analysis). We also ran this test with the
unfactorized Ros3 method. The computations with this method remained stable independent of
the chosen time step.
In addition, the results on the uniform grid are more accurate than their counterparts on a
combined one, as can be seen from Figure 2. The dierence in accuracy is not caused by the time
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Figure 2: Max-norm of the relative error in H (rst column), absolute error in u; U (second
column) and absolute error in v; V (third column) for Test 2 (rst row), Test 5 (second row) and
Test 6 (third row) found for the two time integration methods (RK3 and Ros3 with AMF) with
given time steps. The errors are computed after each time step (Test 2) or on a daily basis (Test 5
and Test 6).
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integration method, but can be attributed to the higher spatial errors found when calculating on
a combined grid. Furthermore, increasing the time step for the Ros3 method with AMF does not
yield signicant accuracy changes. Reducing the resolution on our uniform grid shows that, also in
this case, the errors represent spatial ones. Note that for both methods the accuracy is satisfactory.
4.2 Test 5
Test 5 consists of a zonal ow parallel to the equator which impinges on a mountain. The initial
solution is given by the solid body rotation provided for Test 2 (4.1)-(4.3) with  = 0, u
0
= 20m=s,
and h
0
= 5960 m. The surface or mountain height is prescribed by a cone,
h
s
= h
s
0

1 
r
R

; (4.4)
where h
s
0
= 2000m, R = =9, r
2
= min[R
2
; (  
c
)
2
+ (  
c
)
2
], 
c
= 3=2, and 
c
= =6. The
simulated time period is 15 days.
The results lead to similar conclusions as found for Test 2. The RK3 method is run with a time
step 
RK3
= 108s. The Ros3 method yields computational stability for  = 675s  6108s. Since
the reference solution is given on a daily basis, we have to round o the time step to secure that
a one day time period can be taken in an integer number of time steps. The time step for Ros3
can be further increased. Even a time step of two hours is possible. The results are less accurate
though, see Figure 2. When a time step of one hour is applied, an error in H of less than one
percent is found. For the two hours time step, we notice an error growth.
Furthermore, we like to comment on the accuracy loss caused by the denition of the mountain
height. To prescribe the orography, the test set introduces a cone as given by (4.4). This choice is
a little unfortunate. The surface height is not continuously dierentiable over the whole domain.
The derivatives
@h
s
@
and
@h
s
@
do not exist in the top and on the boundary of the cone. However, to
evaluate the right-hand side force terms of the SWEs (2.1){(2.3), these derivatives are needed. To
circumvent this problem, we apply second-order central dierences to approximate them. Results
show an accuracy loss in the cells surrounding the areas, where
@h
s
@
and
@h
s
@
are not dened. The
test set does not prescribe how the undened derivatives should be handled. Therefore, we can
not be conclusive about accuracy in these areas. Figure 3 illustrates the relative error of H after
1 day computed with the Ros3 method with AMF on the uniform grid with  = 675 s. The
maximal errors are indeed located close to the circle ( 
c
)
2
+( 
c
)
2
= 0 and close to the top
(; ) = (
c
; 
c
). Note that the errors remain local over the 1 day time period.
Figure 3: Relative error of H on a uniform grid in case of Test 5. Calculations are done with the
Ros3 method with AMF on a uniform grid with  = 675 s.
From our results for Test 5 we again conclude that the Ros3 method on a uniform grid is far more
5. Conclusion 16
ecient than the RK3 method on a corresponding combined grid. We add that for Test 5 we are
not really satised with the accuracy found in case of calculations on a combined grid. Numerical
experiments show that the accuracy loss on the combined grid is mainly due to the introduction
of the stereocaps. When calculating on a global reduced lat-lon grid the results are much more
accurate. We assume that the vorticity waves partly intervene with the interface band and can not
be represented suciently accurate. We could avoid this problem by moving the stereocap closer
to the poles, however, this would result in a smaller time step.
4.3 Test 6
Test 6 is a Rossby-Haurwitz wave with a simulation period of 14 days. Again, no exact solution is
known. Meteorologists consider this test as standard, since similar ow patterns occur in practical
applications. A reference solution is provided by a high resolution spectral circulation model.
The time step 
RK3
= 75 s yields computational stability for the explicit RK3 method over the
prescribed 14 days period. The Ros3 method with AMF is run for  = 6
RK3
= 450s. Increasing
the time step, computational stability is still found for time step  = 3600 s. We can conclude,
that the Ros3 method is more ecient than the RK3 method on a corresponding combined grid.
Again, the results on the uniform grid are more accurate.
5. Conclusion
When solving the semi-discrete SWEs on a global uniform lat-lon grid, an explicit time integration
method suers from severe restrictions on the time step (pole problem). This problem can be
avoided by applying a suitable spatial grid or by choosing a more stable time integration method,
viz. an implicit one. In [13] we proposed the application of a stereographic coordinate system
in the polar regions combined with a reduced lat-lon grid in the intermediate region. In this
article we considered an alternative time integration method, viz. the third-order Ros3 method
with approximate matrix factorization.
We showed that the method is unconditionally stable, when applied to the linearized semi-
discrete SWEs system on a uniform grid, provided that the Jacobian matrices of the uxes in
longitudinal and latitudinal direction commute. Furthermore, we showed that, due to the approx-
imate matrix factorization, the method is cost eective. To verify its eciency, we compared the
Ros3 method with AMF to a third-order explicit RK3 method applied to the system of ODEs
resulting from spatially discretizing our SWEs on a combined grid. Based on Test 2, Test 5 and
Test 6 of the SWEs test set, we found that the Ros3 method combined with AMF is far more
ecient than the RK3 method even when the latter is applied to the semi-discrete SWEs system
on a combined grid, which already signicantly alleviates the time step restriction.
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