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Abstract
Sigma models on semi-symmetric spaces provide the central building block
for string theories on AdS backgrounds. Under certain conditions on the
global supersymmetry group they can be made one-loop conformal by adding
an appropriate fermionic Wess-Zumino term. We determine the full one-
loop dilation operator of the theory. It involves an interesting new XXZ-like
interaction term. Eigenvalues of our dilation operator, i.e. the one-loop
anomalous dimensions, are computed for a few examples.
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1 Introduction
Non linear sigma models (NLSM), such as the famous O(N) or CPN models,
play an important role in high and low energy physics as well as mathem-
atics. For a long time, research focused on cases in which the target is a
symmetric space, i.e. can be written as a quotient G/H of a (super)group
G by a subgroup H ⊂ G that is invariant under the action of an involution
σ : G → G, i.e. by an automorphism of order two. The AdS/CFT corres-
pondence has brought more general homogenous spaces into the spotlight,
including
PSU(2, 2|4)
/
SO(1, 4) × SO(5) and SPO(2, 2|6)
/
SO(1, 3) × U(3)
which describe strings moving on AdS5 × S
5 and AdS4 ×CP
3, respectively.
These spaces are examples of so-called generalized symmetric spaces G/H.
By definition, the stabilizer sub(super)group H of a generalized symmetric
space is left invariant by the action of an automorphism σ of order M > 2.
Sigma models on such generalized symmetric spaces are not uniquely fixed
by the target space manifold since the G symmetry leaves us with some
M − 1 dimensional space of metrics. Additionally, it is possible to add θ or
Wess-Zumino (WZ) terms.
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Since all the known relevant examples, such as the two displayed above,
involve automorphisms or order four, we shall restrict to M = 4. The
corresponding coset spaces G/H are often referred to as semi-symmetric and
their sigma models appear as a part of the world-sheet action for strings in
homogeneous AdS backgrounds, regardless of whether one works within the
Green-Schwarz [1–5], pure spinor [6] or hybrid formalism [7, 8]. Only the
choice of couplings depends on which formulation of superstring theory is
actually being used. In this paper we are not concerned with the relations
between the different approaches [9–14] and simply pick the couplings in
the action such that we recover the NLSM of the hybrid and pure spinor
models. In these cases, the metric conspires with a fermionic WZ term
in order to make the action classically integrable and the one-loop beta-
function vanish [15].
The aim of this work is to study the spectrum of one-loop anomalous
dimensions for one-loop conformal NLSMs on semi-symmetric superspaces.
Our analysis is valid for all such models, compact and non-compact. In order
to fully control the one-loop spectrum, one also needs to enumerate possible
vertex operators in the free theory. This is a problem of harmonic analysis
which will not be addressed in the present work, see [16], however, where the
corresponding issue has been solved for compact supercoset geometries. The
analysis of [16] carries over to non-compact cosets as long as the stabilizer
subgroup H is compact and a generalization to noncompact H is possible
at least on a case-by-case basis.
Our results for the full one-loop dilation operator of one-loop conformal
NLSMs on semi-symmetric spaces will be given in section 4. For non-
derivative fields (zero modes) the one-loop dilation operator is given by the
Bochner Laplacian, just as in the case of symmetric superspaces, see [16].
For operators including world-sheet derivatives the results becomes more
interesting. In this case, the one-loop dilation operator turns out to involve
an interesting new XXZ-like interaction term that we introduce in section
4 and derive in section 5. The interacting spins take values in space of tan-
gent vectors to the semi-symmetric background. We shall also evaluate the
general formulas for fields involving two derivatives. In this case the dilation
operator can be diagonalized easily so that we can read off the anomalous
dimensions.
The structure of the paper is as follows. In section 2 we will recall some
facts of sigma models on semi-symmetric spaces, focusing on the one-loop
conformal case that appears as part of the action in hybrid and pure spinor
models. We will also present the one-loop expansion of the action. In section
3 we briefly describe how to build fields for the model and we spell out the
leading terms of these vertex operators in the background field expansion.
Section 4 contains the main result of this work. There we describe the full
one-loop dilation operator and we analyze the anomalous dimensions for a
particular subset of fields. The results are then derived in the section 5.
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Auxiliary integral formulas, finally, are collected in an appendix at the end
of the paper.
2 Sigma Models on semi-symmetric spaces
The goal of this section is to introduce and discuss the models we are dealing
with. In the first subsection we construct their action. Their background
field expansion is the subject of the second subsection where we present all
terms that are relevant for our one-loop computation of anomalous dimen-
sions.
2.1 Semi-symmetric spaces and the coset action
The models we are about to discuss belong to the class of sigma models on
coset superspaces G/H with couplings chosen such that the beta-function
vanishes, at least to leading order. Symmetric spaces, i.e. coset spaces G/H
for which the Lie subalgebra h ⊂ g is fixed by a Lie algebra homomorphism
σ of order two, are the most commonly considered cases, at least for bosonic
groups G. When G is a supergroup, it is natural to consider so-called semi-
symmetric spaces in which the denominator Lie (super-)algebra h ⊂ g is
kept fixed by a homomorphism σ : g → g of order four, i.e. σ4 = 1. Such a
homomorphism determines a decomposition of the form
g =
3⊕
α=0
gα, where σ|gα = exp
(
πi
2
α
)
1 . (1)
We shall also assume that gα is contained in the bosonic subalgebra g0¯
for α = 0, 2 while the subspaces gα for α = 1, 3 are contained in the odd
part g1¯ of the algebra. As we have reviewed in the introduction, semi-
symmetric superspaces of this type play an important role, in particular in
the AdS/CFT correspondence.
Before we move on to the action of our sigma models, let us introduce
some more notation. It will be convenient to define the shorthands h := g0
and m :=
⊕3
α=1 gα. Furthermore, to each component gα we can associate
a projector Pα : g → gα. For the projector onto the complement of h we
introduce the symbol
P = 1− P0 =
3∑
α=1
Pα (2)
in accordance with [16]. Let us finally fix an invariant bilinear form (·, ·) on
g. We note that any such form satisfies
(X,Y ) = 0 for X ∈ gα, Y ∈ gβ and α+ β 6= 0mod4 . (3)
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This fundamental property of the invariant form will be used frequently in
what follows.
The action of our sigma models is defined on maps g : Σ→ G from the
2-dimensional world-sheet Σ to the supergroup G [17]
S[g] =
R2
2
∫
Σ
d2z
π
3∑
α=1
(pα + qα) (Pα, Pα′ ¯) , (4)
where α′ := 4− α and the currents  and ¯ are defined as
 = g−1∂g , ¯ = g−1∂¯g . (5)
Note that the action S is invariant under right multiplication g → gh by
an H-valued function h since Pαh = 0 for α = 1, 2, 3. By construction, the
model is also invariant under a global left action of G, regardless of how we
choose the coefficients (couplings) pα and qα. Reality of the action requires
that
pα = pα′ and qα = −qα′ . (6)
Integrability and the vanishing of the one-loop beta-function imposes strong
constraints on the couplings. These have been worked out in [7, 8, 17]. In
our analysis, we shall adopt the following solution
p0 = q0 = 0,
pα = 1 , qα = 1−
α
2 , for α = 1, 2, 3 (7)
This choice reproduces the supercoset sigma models that appear in the pure
spinor and hybrid formalisms for string theory on AdS spaces [7].
2.2 One-loop action in background field expansion
For our one-loop computation of anomalous dimensions we need to expand
the action to leading order in the background field expansion. In order to
do so, we introduce the coordinates
ı : G/H → G , g0e
φχ 7→ g0e
φ , (8)
where φ ∈ m. The expansion of the currents  in these coordinates is
 = Pe−φ∂eφ = P
[
∂φ−
1
2
[φ , ∂φ] +
1
6
[φ , [φ , ∂φ]]
]
+ · · · (9)
and similarly for ¯. Let us introduce the notation φα := Pαφ = t
α
aφ
a
α, where
tαa with a = 1, . . . ,dim gα denotes a basis of gα. Note that the objects φα
are Grassmann even by construction. Hence, in working with φα we do not
have to worry about the grading.
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The projected currents Pα that appear in the action can now be rewrit-
ten as
Pα = ∂φα −
1
2
∑
β+γ≡α
β,γ 6=0
[φβ , ∂φγ ] +
1
6
∑
β+γ+δ≡α
β,γ,δ 6=0
[φβ , [φγ , ∂φδ ]] + · · · (10)
Inserting this expression into the action (4) and expanding S ∼ S0 + S1 up
to the leading non-trivial order in the coupling we obtain
S0 =
R2
2
∫
Σ
d2z
π
3∑
α=1
pα
(
∂φα, ∂¯φα′
)
(11)
for the tree level (free) action and S1 = S
s
1 + S
a
1 where the symmetric part
of the one-loop interaction is given by
Ss1 =
R2
2
∫
Σ
d2z
π
[ ∑
α+β+γ≡0
pα
2
{
−
(
∂φα,
[
φβ , ∂¯φγ
])
−
(
[φβ , ∂φγ ] , ∂¯φα
) }
+
∑
α+β+γ+δ≡0
pα
6
{ (
∂φα,
[
φβ ,
[
φγ , ∂¯φδ
]])
+
(
[φβ , [φγ , ∂φδ ]] , ∂¯φα
) }
+
∑
α
∑
β+γ≡α
δ+ǫ≡α′
pα
4
(
[φβ , ∂φγ ] ,
[
φδ , ∂¯φǫ
]) ]
, (12)
while the antisymmetric part takes the form
Sa1 =
R2
2
∫
Σ
d2z
π
[ ∑
α+β+γ≡0
qα
2
{
−
(
∂φα,
[
φβ , ∂¯φγ
])
+
(
[φβ , ∂φγ ] , ∂¯φα
) }
+
∑
α+β+γ+δ≡0
qα
6
{ (
∂φα,
[
φβ ,
[
φγ , ∂¯φδ
]])
−
(
[φβ , [φγ , ∂φδ ]] , ∂¯φα
) }
+
∑
α
∑
β+γ≡α
δ+ǫ≡α′
qα
4
(
[φβ , ∂φγ ] ,
[
φδ , ∂¯φǫ
]) ]
. (13)
From the tree level action S0 in eq. (11) we read off that the free two-point
correlation function is given by
〈φα(z, z¯)⊗ φα′(w, w¯) 〉0 = −
(−1)|a|
R2pα
log
∣∣∣∣z − wǫ
∣∣∣∣
2 dim gα∑
a=1
tαa ⊗ t
α′
a′ η
aa′ . (14)
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In our conventions (tb, ta) = ηab and ta = ηabtb. In passing we note that the
two point function between a holomorphic and anti-holomorphic derivative
of the fundamental fields contains a contact term,
〈
∂φα(z, z¯)⊗ ∂¯φα′(w, w¯)
〉
0
=
(−1)|a|
R2pα
δ2(z − w)
dim gα∑
a=1
tαa ⊗ t
α′
a′ η
aa′ . (15)
These need to be taken into account if one or both of the insertion points
are integrated over, see below.
In our analysis we shall split the one-loop terms of the interaction into
three vertices and four vertices,
S1 =
∫
d2z
π
(Ω3(z, z¯) + Ω4(z, z¯)) . (16)
Once again, we can then split these vertices into a symmetric and an anti-
symmetric part, i.e. Ωp = Ω
s
p + Ω
a
p. If we consider the one-loop conformal
case (7), the previous expressions simplify drastically. In particular the first
row of eq. (12) cancels so that
Ωs3(z, z¯) = 0 (17)
and the first row of eq. (13) is
Ωa3 = −
∑
α+β+γ=0
R2
4
(qα + qγ)(∂φα, [φβ , ∂¯φγ ]) . (18)
For some of the calculation we go through later is will be useful to see this
interaction explicitly,
Ωa3(z, z¯) =
R2
2
{
−
1
2
(∂φ1, [φ2, ∂¯φ1]) +
1
2
(∂φ3, [φ2, ∂¯φ3])
−
1
4
(∂φ2, [φ1, ∂¯φ1]) +
1
4
(∂φ2, [φ3, ∂¯φ3]) (19)
−
1
4
(∂φ1, [φ1, ∂¯φ2]) +
1
4
(∂φ3, [φ3, ∂¯φ2])
}
.
In some calculations we will modify the vertex Ω3 by adding a total deriv-
ative. This can simplify the expression significantly. One example is given
by the following modification of the three vertex,
Ω′a3 ≡ Ω3(z, z¯)
a +
R2
8
∂
(
(φ2, [φ1, ∂¯φ1])− (φ2, [φ3, ∂¯φ3])
)
+
R2
8
∂¯
(
(∂φ1, [φ1, φ2])− (∂φ3, [φ3, φ2])
)
= −
R2
2
(∂φ1, [φ2, ∂¯φ1]) +
R2
2
(∂φ3, [φ2, ∂¯φ3]) . (20)
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In order to spell out the four vertex Ω4 we make use of the following simple
equality
(∂φα, [φβ , [φγ , ∂¯φδ]]) = ([φγ , [φβ , ∂φα]], ∂¯φδ) = −([φβ, ∂φα], [φγ , ∂¯φδ]) , (21)
This allows to bring Ω4 into the form
Ω4 =
R2
2
∑
α+···+δ=0
(
pα+β
4
−
pα
3
−
qα − qδ
6
+
qα+β
4
)(
[φβ , ∂φα], [φγ , ∂¯φδ]
)
(22)
which concludes our discussion of the action and in particular the various
interaction terms.
3 Coset fields and their expansion
Our discussion of fields splits into two parts again. First we will review the
construction of vertex operators for coset spaces G/H, see [16,18]. Then, we
expand these operators up to the first non-trivial order in the background
field expansion.
3.1 Vertex operators in coset models
As explained in [16, 18], vertex operators for coset models are composed of
a zero mode contribution and a tail of currents. The latter contains all the
derivatives.
The zero mode factor of a vertex operator is associated with a square in-
tegrable section of a homogeneous vector bundle over the coset. The bundle
depends on the tail of currents, see below. Following the notation used
in [16], we will denote the space of sections by Γλ, where λ labels a rep-
resentation of the denominator subgroup H ⊂ G and hence a homogeneous
vector bundle over G/H. The space of such sections can be obtained as
Γλ = Γλ(G/H) = {F ∈ L2(G)⊗Sλ : F (gh) = Sλ(h
−1)F (g) ∀h ∈ H} (23)
where Sλ denotes the carrier space of the representation Sλ of H. For the
associated vertex operators we use the symbol
VΛλ(z, z¯)
def
= V [DΛλ](z, z¯) for DΛλ ∈ Γλ . (24)
Let us note that the space of sections Γλ of a homogenous vector bundle on
G/H carries an action of the global symmetry (super-)group G. Under this
action, the space Γλ decomposes into irreducible representations. The latter
are labeled by Λ. How many times any given Λ appears within Γλ can only
be determined with the tools of harmonic analysis. When both G and H
are compact, there exists a universal formula for the multiplicities, see [16].
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However, the counting of fields is an issue that can be treated separately
from the computation of their anomalous dimensions.
In addition to the zero mode factor, vertex operators also contain a tail
factor composed of currents and their derivatives. For these we introduce
the compact notation
m(z, z¯) =
r⊗
ρ=1
∂mρ−1(z, z¯) , (25)
with a multi-index m = {m1, . . . ,mr} such that mρ ≥ mρ+1 ≥ 1. The
definition of ¯m¯ is analogous. Note that these composite fields transform in
(a subrepresentation of) the tensor product of the r-fold tensor product of
the h representation m = g/h.
Let us now assemble the complete vertex operators from the zero mode
factor and the tail of currents as follows
ΦΛ(z, z¯) = dλµµ¯(VΛλ ⊗ m ⊗ ¯m¯)(z, z¯) , Λ
def
= (Λ, λ, µ, µ¯) . (26)
This formula contains one new ingredient, namely the intertwiner d which
ensures that ΦΛ is actually invariant under global H transformations, as
it has to in order for it to represent a physical operator of the G/H coset
model. The intertwiner d is itself composed of several pieces,
dλµµ¯
def
= cλµµ¯(1⊗ pµ ⊗ pµ¯) , (27)
Here, c denotes an intertwiner between the triple tensor product of the
representations [λ], [µ] and [µ¯] of the denominator algebra h and the trivial
representation on the complex numbers, i.e.
cλµµ¯ : [λ]⊗ [µ]⊗ [µ¯] → C . (28)
The maps p project from a (partially symmetrized) tensor power of the
representation m = g/h down to the irreducible representations µ and µ¯ of
the denominator algebra h.
In our discussion below we shall often suppress the g and h representation
labels Λ, λ, µ, µ¯ and simply write
ΦΛ(z, z¯) = d ◦ V ⊗ m ⊗ m¯ . (29)
3.2 Background field expansion of vertex operators
The one-loop expansion of a general coset field around an arbitrary point
g0H may be written schematically as
ΦΛ(z, z¯ | g0) = d ◦
(
V (0)+V (1) . . .
)
⊗
(

(0)
m +
(1)
m . . .
)
⊗
(
¯
(0)
m¯ + ¯
(1)
m¯ · · ·
)
, (30)
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Let us spell out concrete expressions for the various terms in the expansion.
For the zero mode contribution VΛλ = V the leading terms in the background
field expansion read
V = DΛλ(g0)− LΛ(Adg0φ(z, z¯))DΛλ(g0) + . . . (31)
= V (0) +
∑
α=1,2,3
V (1)(ta)φ
a
α + . . . . (32)
Here, LΛ(X) denotes the right invariant vector field that is associated with
an element X ∈ g, see [16] for more details. By definition, V (0) is the
constant term in the expansion around g0.
Similarly, we can also expand the tail of currents. For the current  one
finds that
 = ∂φ−
1
2
∑
β+γ 6=0
β,γ 6=0
[φβ , ∂φγ ] + . . . .
Note that in the case of symmetric spaces, i.e. when the index α runs over
α = 0, 1 only, the leading nontrivial term vanishes because the sum of β = 1
and γ = 1 is β+γ = 0 mod 2. Hence, while this term did not appear in [16],
we need to consider it in dealing with semi-symmetric spaces. When the
expansion of the current is inserted into our expression (25) it gives
m := 
(0)
m + 
(1)
m + · · · =
r⊗
ρ=1
∂mρφ+
−
r∑
k=1
k−1⊗
ρ=1
∂mρφ⊗ ∂mk−1

12
∑
β+γ 6=0
β,γ 6=0
[φβ , ∂φγ ]

⊗
r⊗
ρ=k+1
∂mρφ . . .
and similarly for the tail factors ¯m¯ in which all the unbarred labels m are
replaced by barred ones and antiholomorphic derivatives ∂¯ appear instead
of the holomorphic ones.
4 One-loop dilation operator: Summary of results
Since the computation of the one-loop dilation operator is a bit involved, we
shall state our results beforehand and also apply the formula to one set of
operators that includes the sigma model interaction. This will allow us to re-
derive the vanishing of the beta-function for the models under consideration.
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4.1 The one-loop dilation operator
It is useful to begin with a short description of the space of states which our
dilation operator acts upon. As one may infer from the discussion in the
previous section, this space is constructed out of two building blocks. To
begin with, the zero mode term in our vertex operators contributes a factor
L2(G) of square integrable functions on G. Recall that the space L2(G)
carries two commuting actions of g. After restricting the right action from
g to the subalgebra h we obtain
L2(G) ∼=
⊕
λ
Γλ(G/H) ⊗ Sλ
which describes the decomposition of L2(G) into g left and h right modules.
The second building block of the state space is the familiar hmodulem = g/h
which comes with the currents. From these two elements we can construct
Hr,r¯ ≡
(
L2(G) ⊗m
⊗r ⊗m⊗r¯
)h
=
⊕
λ
Γλ(G/H) ⊗
(
Sλ ⊗m
⊗r ⊗m⊗r¯
)h
(33)
where the superscript h means that we project to the space of h invariants.
The space of all vertex operators with naive scaling dimension (h0, h¯0) =
(n, n¯) has the form
H(n,n¯) =
⊕
r,r¯
[
n−r∑
l=0
pl(n− r) +
n¯−r¯∑
l=0
pl(n¯ − r¯)
]
Hr,r¯ (34)
where pl(m) denotes the number of partitions ofm that have length l. These
multiplicities arise from the placement of derivatives in the tail of currents.
We will now construct the 1-loop dilation operator from an h invariant
operator on the space L2(G)⊗m
r⊗mr¯. It consists of three separate pieces,
D1-loopr,r¯ = H
h +Hht +Htt . (35)
The first term acts on the zero mode factor only and it is identical to the
so-called Bochner Laplacian for sections of vector bundles,
Hh = Casg−Cash .
Let us stress that this operator acts only on L2(G) ∼=
⊕
λ Γλ(G/H) ⊗ Sλ
where ∼= is an isomorphism of a g left and an h right module. In particular,
the second term acts through the right action of h on functions.
The second term in our dilation operator (35) describes an interaction
between the tail of currents and the head. It reads
Hht = −
r∑
ρ=1
((−1)c +Qαγ)R(tc) (t
c)ρα −
r¯∑
ρ¯=1
((−1)c +Qαγ)R(tc) (t
c)ρ¯α
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where R(tc) denotes the right action of elements tc ∈ g on L2(G). The
indices on tc ∈ gγ indicate that the generator acts on a component of the
ρth current that lies in the subspace gα ⊂ m. Finally, we have also introduced
Qαβ ≡ qα + qβ − qα+β . (36)
Note that the action of Hht on vertex operators induces transitions between
different vector bundles on G/H.
The most interesting contribution is the tail-tail interaction term. It
consists of a sum of pairwise interactions between left- and right moving
currents. The interaction terms resemble the XXZ Hamiltonian for spin-
spin interaction, at least when written in an appropriate form. Let us recall
that the XXZ Hamiltonian can be written as
HXXZpair = σ
x ⊗ σx + σy ⊗ σy +∆σz ⊗ σz = (1 + ∆)(I + P ) + (1−∆)K .
Here, the σa are Pauli-matrices, I is the identity on the tensor product of
two spin representations, P the permutation and K the projection to the
spin zero subspace. Similarly, we now define three operators on the tensor
product m⊗m that are somewhat similar to I, P and K,
Xabcdαβγδ = (−1)
|c||d|f baif cdi , (37)
Aabcdαβγδ = (−1)
|c|fadif cbi , (38)
Habcdαβγδ = (−1)
|b|+|b||d|facif bdi . (39)
Here, the Greek letters run through α, · · · = 1, 2, 3 and the corresponding
Roman letters a, . . . run through a basis of gα, . . . .
1 Let us also stress that
the index i runs over a basis of g. In terms of the operators X,A and H, we
can write tail-tail interaction terms as
Htt =
r,r¯∑
ρ,ρ¯=1
3∑
α,...,δ=1
1
2
(
pα+β + (−1)
|a|+|c|QαβQγδ
)
Xρρ¯αβγδ +
1
2
(
pα+δ +
+(−1)|a|+|c|QαδQγβ
)
Aρρ¯αβγδ −
1
2
(
pα+γ + (−1)
|a|+|c|QαγQβδ
)
Hρρ¯αβγδ
+(2 +Qαγ −Qβδ)H
ρρ¯
αβγδ
Note that all three contributions to the operator (35) commute with the
action of h on L2(G) ⊗ m
r+r¯ and hence the sum descends to a well-defined
operator on the space (34) of vertex operators in the sigma model.
1To be fully precise we should actually let Greek indices run over irreducible sub-
representations of the h action on m and the corresponding Latin indices over a basis
of these irreducible subspaces. We think of these additional (finer) projections as being
implemented implicitly.
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Let us conclude with two remarks on the validity of our formula (35) of
the dilation operator. We want to stress that the expressions we provided
also hold for non-compact semi-symmetric spaces, such as AdS geometries.
In those cases, the zero mode spectrum is continuous and that allows us
to analytically continue the results beyond L2(G) to some non-normalizable
functions on the target space. Thereby, the formulas can also be applied, e.g.
to the Noether currents of the global g symmetry which involve functions
on the target space that transform in the adjoint representation.
Finally, while the formulas are derived for semi-symmetric spaces, they
can also be applied to symmetric spaces in which the denominator algebra
h is left invariant under an automorphism of order two rather than four.
In that case, only the zero model Hamiltonian Hh and one term from the
tail-tail interaction Htt, namely the term 2Hρρ¯αβγδ, can contribute, and we
recover what has been found in [16]. Let us stress that our analysis here
assumes that all elements in a subspace gα are either bosonic or fermionic.
The investigations in [16] were a bit more general in that they did not
impose such a condition. In fact, for many interesting symmetric spaces the
subspace g1 contains both fermionic and bosonic directions.
4.2 Example: Marginal operators
As an example, let us consider the subspace of operators of naive dimension
(h, h¯) = (1, 1) whose head is a constant function on the semi-symmetric tar-
get space. In this case, the contributions from Hh and Hht vanish trivially.
This implies that the space of such operators does not mix with operators
whose zero mode factors are non-trivial. To be even more concrete let us pick
the example of AdS5×S
5 in which the space m decomposes into four irredu-
cible representations of the denominator subgroup. These are the fermionic
subspaces g1 and g3 along with the direct summands of g2 = g2+ ⊕ g2− that
are associated with tangent vectors of the sphere S5 and of AdS5, respect-
ively. It follows that the space of h invariant operators is spanned by the
following four basis elements
((1, ¯3) , (2+ , ¯2+) , (2− , ¯2−) , (3, ¯1)) (40)
From these fields of naive scaling dimension (h0, h¯0) = (1, 1) one can build
the kinetic operator
L ≡
3
2
(1, ¯3) + (2+ , ¯2+) + (2− , ¯2−) +
1
2
(3, ¯1) . (41)
This is the combination of marginal operators that appears in the integ-
rand of the action. In order for the AdS5 × S
5 sigma model to be one-loop
conformal, the operator L must possess vanishing one-loop anomalous di-
mension. Using the results we sketched in the previous subsection we shall
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verify that L is an eigenvector of our one-loop dilation operator with zero
eigenvalue.
In the basis (40), our one loop dilation operator acts as a 4 × 4 mat-
rix whose elements are quadratic in the structure constants. The matrix
elements can easily be worked out from the general formula for Htt with
ρ = 1 = ρ¯. Each matrix element corresponds to a specific configuration
of the parameters α, β, γ, δ. After inserting the values of pα and qα from
eq. (7) it turns out that the matrix elements are all given by ±C where C
is the value of the Casimir element Cash in the representation g2+ of the
denominator algebra h. More precisely, using the relation
f ead f
d
bc η
ab = 0 (42)
which holds for all Lie superalgebras g with vanishing dual Coxeter number,
one finds that
D1-loop1,1 = C ·


0 1 −1 0
−1 1 0 1
1 0 −1 −1
0 −1 1 0

 .
It is now easy to verify that the vector (3/2, 1, 1, 1/2) is indeed an eigenvector
of the dilation operator with vanishing eigenvalue, as we anticipated.
Similarly one can also analyze the anomalous dimensions of operators
VΛm with naive scaling weight (h0, h¯0) = (1, 0) with Λ the adjoint repres-
entation of g. Once again there are four vertex operators of this type and
the dilation operator can be worked out easily. In this case it receives con-
tributions from the Bochner Laplacian and the head-tail interaction Hht.
The dilation operator can be shown to possess an eigenvector with zero ei-
genvalue, corresponding to a component of the conserved Noether current
of the theory.
5 One-loop dilation operator: The derivation
Having stated the main results we now want to go through our calculations.
These are a lot more involved than in the case of symmetric superspaces
since the action we consider here contains many new terms that have no
analogue for NLSM on symmetric spaces. The section begins with a brief
outline of the computation. Then we dive into the details and evaluate all
the various contributing terms.
5.1 Outline of the computation
The one-loop anomalous dimension δh = δhΦ of a field Φ appears in the
coefficient of the logarithmic singularity of the two point function at one-
13
loop, see e.g. [16] for a detailed discussion,
〈ΦΛ(u, u¯)⊗ ΦΞ(v, v¯) 〉1 = 〈 2δh · ΦΛ(u, u¯)⊗ ΦΞ(v, v¯) 〉0 log
∣∣∣∣ ǫu− v
∣∣∣∣
2
+ · · · .
The correlation function on the right hand side is evaluated in the free
theory, i.e. by performing Wick contractions with the propagator (14). By
definition, the one-loop correlation function on the left hand side is obtained
as the leading non-trivial term in
〈ΦΛ(u, u¯)⊗ΦΞ(v, v¯) 〉 =
=
∫
G/H
dµ(g0H)
〈
ΦΛ(u, u¯ | g0)⊗ΦΞ(v, v¯ | g0)e
−Sint
〉
0,c
, (43)
where the subscript c stands for ‘connected’. When counting loops, recall
that each propagator carries a factor 1/R2 and each insertion of the inter-
action produces a factor R2. The one-loop contribution contains all terms
that are suppressed by a factor 1/R2 relative to the tree level.
Expanding the two point correlation function (43) to one-loop, we have
〈ΦΛ(u, u¯)⊗ΦΞ(v, v¯) 〉 =
∫
G/H
dµ(g0H) d⊗ d
(
I0 + I1 + . . .
)
, (44)
where
I0 =
〈
V (0) ⊗ 
(0)
m (u)⊗ ¯
(0)
m¯ (u¯)⊗ V
(0) ⊗ 
(0)
m (v)⊗ ¯
(0)
m¯ (v¯)
〉
0
. (45)
Here we used the schematic representation (30) and the fact that derivatives
of the fundamental field are (anti)holomorphic in the free theory. In order
to have a non-vanishing tree level result, the total Z4 grading of all currents
 and their derivatives has to vanish. The same condition must be satisfied
for ¯ and all their derivatives. One may note that this simple selection rule
ceases to hold at loop level, at least on the face of it.
Let us now turn to I1. As we noted above, the R
−2 corrections to
the correlation functions are collected in I1. There are a variety of different
terms. To begin with, there are three different terms in which no interaction
term appears. In order to produce the desired factor 1/R2, these must
involve one additional Wick contraction compared to the tree-level term.
This contraction can either involve the two zero mode factors (case A), or
two fields from the tails (case C) or one field from the head and one from
the tail (case G). Next, there exist several terms that involve one interaction
term. If the latter is given by the three vertex Ω3, then we must expand
either a zero mode factor V (case F) or a tail  (case D) to the leading
non-trivial order. Terms involving a single interaction term Ω4 contain two
additional Wick contractions compared to the tree-level computation and
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hence also contain one factor 1/R2 (case B). Finally, we also have to consider
one type of contribution with two interaction three-vertices Ω3 since these
contain three additional Wick contractions compared to tree-level (case E).
The quantity I1 is obtained by summing all these different contributions,
i.e. I1 =
∑
IνK where
IA =
〈
V (1)u ⊗ 
(0)
m,u ⊗ ¯
(0)
m¯,u ⊗ V
(1)
v ⊗ 
(0)
m,v ⊗ ¯
(0)
m¯,v
〉
(46)
IB =
〈
V (0)u ⊗ 
(0)
m,u ⊗ ¯
(0)
m¯,u ⊗ V
(0)
v ⊗ 
(0)
m,v ⊗ ¯
(0)
m¯,v O4
〉
(47)
I1C =
〈
V (0)u ⊗ 
(1)
m,u ⊗ ¯
(0)
m¯,u ⊗ V
(0)
v ⊗ 
(1)
m,v ⊗ ¯
(0)
m¯,v
〉
(48)
I1D =
〈
V (0)u ⊗ 
(1)
m,u ⊗ ¯
(0)
m¯,u ⊗ V
(0)
v ⊗ 
(0)
m,v ⊗ ¯
(0)
m¯,v O3
〉
(49)
IE =
〈
V (0)u ⊗ 
(0)
m,u ⊗ ¯
(0)
m¯,u ⊗ V
(0)
v ⊗ 
(0)
m,v ⊗ ¯
(0)
m¯,v
1
2
O23
〉
(50)
I1F =
〈
V (1)u ⊗ 
(0)
m,u ⊗ ¯
(0)
m¯,u ⊗ V
(0)
v ⊗ 
(0)
m,v ⊗ ¯
(0)
m¯,v O3
〉
(51)
I1G =
〈
V (1)u ⊗ 
(0)
m,u ⊗ ¯
(0)
m¯,u ⊗ V
(0)
v ⊗ 
(1)
m,v ⊗ ¯
(0)
m¯,v
〉
(52)
Here, the subscripts u and v label fields that are inserted at (u, u¯) and
(v, v¯), respectively. We have introduced the following shorthand notation
for integrated interaction vertices
O3 = −
∫
C
d2z
π
Ω3(z, z¯) , O4 = −
∫
C
d2z
π
Ω4(z, z¯) .
Note that we included the minus sign from the exp(−S) into our definition
of O3,4. Similarly, we also put a factor 1/2 into our definition of IE because
this term arises from the second order term in the expansion of exp(−S).
We have to consider IνC , I
ν
D and I
ν
G with ν = 1, 2, 3, 4 that are given by all
the possible combination obtained by expanding one of the elements in the
first field (V1, 1, ¯1) and one of the elements in the second field (V2, 2, ¯2).
We would like to stress again that, unlike in the case of symmetric su-
perspaces, the one loop dilation operator for semi-symmetric spaces does no
longer act diagonally on the basis of fields we have selected. The diagonal
terms of the dilation operator are obtained considering those pairs of fields
from our basis that possess a non-vanishing tree level two-point function. We
shall see that these diagonal terms are formally identical to Z2 case, at least
after all cancelations are taken into account. The existence of off-diagonal
entries in the dilation operator is quite crucial, however. As we have seen at
the end of the previous section, for example, these terms conspire to make
the one-loop anomalous dimension of the action vanish.
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5.2 Detailed calculation of cases A-G
5.2.1 Contributions from case A
In this case the result is the same as for symmetric spaces. It is determined
by the logarithmic contribution from IA. Since the only logarithmic term
arises from a contraction of the two dimension zero fields φ, without any
derivative, the only expression that needs to be evaluated is∫
G/H
dµ(g0H)
〈
V (1)(u, u¯)⊗ V (1)(v, v¯)
〉
= (53)
= R−2 log
∣∣∣∣u− vǫ
∣∣∣∣
2 ∫
G/H
dµ(g0H)
[
CasΛg −Cas
λ
h
]
V (0) ⊗ V (0) .
The details of the calculations can be found in subsection 3.2.1 of [16]. Note
that it is important here that we chose the parameters pα = 1. Beyond this
conformal case, the results takes a more complicated form which cannot be
written in terms of CasΛg −Cas
λ
h . Hence, while it was very easy to compute
the corrections to the scaling behavior in symmetric spaces beyond the con-
formal case, see [16], a simple extension to non-conformal semi-symmetric
spaces does not exist.
5.2.2 Contributions from case B
Let us now turn to the more interesting case B and analyze the following
integral that is contained in it
I˜B = −
∫
Cǫ
d2z
〈

(0)
m (u)⊗ ¯
(0)
m¯ (u¯)⊗ 
(0)
n (v)⊗ ¯
(0)
n¯ (v¯)Ω4(z, z¯)
〉
0
. (54)
Compared to the original IB we just dropped the group theoretic factor that
is associated with the zero modes. It may be reinstalled easily.
While an integral similar to I˜B also appears for symmetric spaces and
was computed for these in [16], we now have to pay attention to the grading
and the coefficients, in particular the nontrivial qα, in the action. As a result,
while a subset of terms turns out to reproduce those found for symmetric
spaces, we shall also find new contributions that have no counterpart in the
previous computation. To begin with, we can rewrite the quantity (54) in
the form,
I˜B = −Π ·
[
r∑
ρ,σ=1
r¯∑
ρ¯,σ¯=1
〈

(0)
mρ(u)⊗ ¯
(0)
m¯σ¯
(u¯) ⊗ 
(0)
nσ (v)⊗ ¯
(0)
n¯σ¯
(v¯)
〉
0
⊗
⊗
∫
Cǫ
d2z
π
〈
∂mρφ(u)⊗ ∂¯m¯ρ¯φ(u¯)⊗ ∂nσφ(v)⊗ ∂¯n¯σ¯φ(v¯)Ω4(z, z¯)
〉
0
]
. (55)
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Here, 
(0)
mρ denotes the tensor product (33) of currents with the ρ-th factor
removed and we introduced a permutation Π that acts on a tensor power of
m, see [16] for details. In evaluating I˜B we insert the representation (22) for
the four vertex Ω4.
Let us begin with a general statement and consider the integrand of eq.
(55) with some definite choice of Z4 grading for the currents,
I :=
〈
∂mφα(u)⊗∂¯
m¯φβ(u¯)⊗∂
nφγ(v)⊗∂¯
n¯φδ(v¯)
(
[φǫ, ∂φϕ], [φρ, ∂¯φχ]
)
(z, z¯)
〉
0
.
We can now split the symbols φα = taφ
a
α into products of fields and generat-
ors. Moving all generators to the left of the fields and outside the correlator,
we obtain
I = (−1)|a|+|a||b|+|b|+|c||d|(−1)|h|+|g||h|+|g|+|e||f |ta ⊗ tb ⊗ tc ⊗ td
×
〈
∂mφaα(u)∂¯
m¯φbβ(u¯)∂
nφcγ(v)∂¯
n¯φdδ(v¯)(φ
e
ǫ∂φ
f
ϕφ
g
ρ∂¯φ
h
χ)(z, z¯)f
i
ef fghi
〉
0
. (56)
We observe that the sign factors we picked up while moving the generators
past fields cancel in all terms that are allowed by Wick contractions. After
inserting the resulting expression for the integrand I back into the I˜B we
can perform the integration with the help of the following integral formula
that we derive in App. A∫
Cǫ
d2z
π
a!b!c!d!
(z − u)a+1(z − v)b+1(z¯ − u¯)c+1(z¯ − v¯)d+1
=
= 2 log
∣∣∣∣u− vǫ
∣∣∣∣
2
×
(−1)a+c(a+ b)!(c+ d)!
(u− v)a+b+1(u¯− v¯)c+d+1
+ non-log. (57)
If we take all possible Wick contraction schemes into account and make
repeated use of the properties (7) of our parameters we obtain
I˜B = Π ·
[
r∑
ρ,σ=1
r¯∑
ρ¯,σ¯=1
∑
α+β+γ+δ=0
〈

(0)
mρ(u)⊗ ¯
(0)
m¯σ¯
(u¯) ⊗ 
(0)
nσ (v)⊗ ¯
(0)
n¯σ¯
(v¯)
〉
0
⊗ log
∣∣∣∣u− vǫ
∣∣∣∣
2
fmρm¯ρ¯nσn¯σ¯(u, v)ta ⊗ tb ⊗ tc ⊗ td
×
(
−
(
−
4
3
+ pα+γ −
1
3
(qα − qβ + qγ − qδ) + qα+γ
)
(−1)|c|+|d|+|c||d|Habcdαβγδ
+
(
−
2
3
+
pα+δ
2
−
1
6
(qα − qβ + qγ − qδ)
)
(−1)|b|+|d|Aabcdαβγδ
+
(
−
2
3
+
pα+β
2
−
1
6
(qα − qβ + qγ − qδ)
)
(−1)|c|+|d|Xabcdαβγδ
)]
+ non-log.
where we introduced the following convenient shorthand that will appear
frequently below,
fmm¯nn¯(u, v) =
(−1)n+m(m+ n− 1)!(m¯+ n¯− 1)!
R6(u− v)m+n(u¯− v¯)m¯+n¯
. (58)
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In addition we have used the matrices H,A and X that were defined in eqs.
(37)-(39). It follows from the Jacobi identity of the Lie superalgebra g that
these matrices obey,
− (−1)|c|+|d|+|c||d|Habcdαβγδ = (−1)
|b|+|d|Aabcdαβγδ + (−1)
|c|+|d|Xabcdαβγδ (59)
so that we are able to bring our result for I˜B into the following form
I˜B = Π ·
[
r∑
ρ,σ=1
r¯∑
ρ¯,σ¯=1
∑
α+β+γ+δ=0
〈

(0)
mρ(u)⊗ ¯
(0)
m¯σ¯
(u¯) ⊗ 
(0)
nσ (v)⊗ ¯
(0)
n¯σ¯
(v¯)
〉
0
⊗ log
∣∣∣∣u− vǫ
∣∣∣∣
2
fmρm¯ρ¯nσn¯σ¯(u, v)ta ⊗ tb ⊗ tc ⊗ td
×
((
2− pα+γ +
1
2
(Qαγ −Qβδ)
)
(−1)|c|+|d|+|c||d|Habcdαβγδ
+
pα+δ
2
(−1)|b|+|d|Aabcdαβγδ +
pα+β
2
(−1)|c|+|d|Xabcdαβγδ
)]
+ non-log. (60)
In order to read off the contributions to the dilation operator we still have
to reexpress the function f(u, v) through currents. This is possible and in
the process we actually absorb all the sign factors that appear in front of the
matrices H,A and X. As an example, let us consider the terms involving
H and observe that
〈
∂mφα(u)⊗ ∂¯
m¯φβ(u¯)⊗ ∂
nφγ(v) ⊗ ∂¯
n¯φδ(v¯)
〉
0
=
= (−1)|a||b|+|a|+|b|fmm¯nn¯(u, v) ta ⊗ tb ⊗ t
a′ ⊗ tb
′ δc,a′δd,b′
pαpβ
. (61)
once this is inserted into our expression for I˜B , we can read off the cor-
responding contribution to the dilation operator from the coefficient of the
tree level correlation function. For details we refer to section 3.2.1 of [16].
A similar analysis may be performed for the terms involving A and H. In
these cases, the relevant correlation functions are〈
∂mφα(u)⊗ ∂¯
m¯φβ(u¯)⊗ ∂¯
n¯φγ(v¯)⊗ ∂
nφδ(v)
〉
0
and 〈
∂mφα(u)⊗ ∂
nφγ(v)⊗ ∂¯
m¯φβ(u¯)⊗ ∂¯
n¯φδ(v¯)
〉
0
.
We leave all details to the reader. The general conclusion is that the factor
f(u, v) along with the grading signs in front of H,A and X are absorbed.
Similar comments apply at many places below even if we refrain from stress-
ing this again.
18
5.2.3 Contributions from case C
Next we need to compute the part of the one-loop correction that arises
from the expansion of the currents. In our discussion we shall work with the
component fields φi := (φ, ti). When written in terms of these component
fields, the subleading part of the current becomes
(1) =
1
2
f ijaφi∂φjt
a .
Here i, j and a run over a basis of the quotient space m = g/h. In this case
we can divide the discussion in diagonal and off-diagonal contributions. We
call diagonal those contributions that do not cancel at tree level, i.e. come
from correlation functions of two fields that have complementary grading of
the (anti)holomorphic tails.
Diagonal contributions
In this case only one type of terms appears which looks as follows
〈∂m(1)(u)⊗ ∂n(1)(v)〉 =
= −
(−1)m+|a|
4R4
ln
∣∣∣∣u− vε
∣∣∣∣
2 (m+ n+ 1)!
(u− v)m+n+2
f ijaf
kl
bηikηjlt
a ⊗ tb +O(ε).
(62)
Similar contributions arise from the anti-holomorphic currents. If we take
into account that the Killing form of G vanishes by assumption and then
compare with eq. (5.8) in [8] we can identify the combination of the structure
constants that appears in the previous expression with the Ricci tensor of
the coset space, i.e.
f ijaf
kl
bηikηjl = 4Rab(G/H) . (63)
Below we shall see that a similar term involving the Ricci tensor also arises
from case E. The latter actually cancels the contributions from case C.
Off-diagonal contributions
We take an example. From case C we have two possible contributions, that
contribute equally, namely
X =
1
4
〈∂mφ3(u)⊗
[
φ2 , ∂¯
m¯φ1
]
(u, u¯)⊗ [φ2 , ∂
nφ1] (v, v¯)⊗ ∂¯
n¯φ3(v¯)〉
and
X˜ =
1
4
〈[φ2 , ∂
mφ1] (u, u¯)⊗ ∂¯
m¯φ3(u¯)⊗ ∂
nφ3(v)⊗
[
φ2 , ∂¯
n¯φ1
]
(v, v¯)〉 .
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In both expressions we have moved all the derivatives into the commutator,
using the fact that terms in which derivatives act on the non-derivative field
cannot give rise to logarithms. The sum of the previous two quantities is
easily seen to give
X + X˜ = −
1
2
log
∣∣∣∣u− vǫ
∣∣∣∣
2
t3i ⊗ t3j ⊗ t3k ⊗ t3l
([
tl1 , t
j
1
]
,
[
tk1 , t
i
1
])
×
× fmm¯nn¯(u, v) + non-log. (64)
The results of this analysis can be summarized through the following ex-
pression for the off-diagonal contributions to I˜C ,
I˜offC = Π ·
[
r∑
ρ,σ=1
r¯∑
ρ¯,σ¯=1
∑
α+β+γ+δ=0
〈

(0)
mρ(u)⊗ ¯
(0)
m¯σ¯
(u¯) ⊗ 
(0)
nσ (v)⊗ ¯
(0)
n¯σ¯
(v¯)
〉
0
⊗
pα+γ
2
log
∣∣∣∣u− vǫ
∣∣∣∣
2
fmρm¯ρ¯nσn¯σ¯(u, v)
ta ⊗ tb ⊗ tc ⊗ td(−1)
|c|+|d|+|c||d|Habcdαβγδ
]
(65)
where we introduced pα+γ to implement the fact that these terms are off-
diagonal.
5.2.4 Contributions from case D
In the calculation we shall make use of the following integral formula∫
Cε
d2z
π
1
(z − x)a+1(z¯ − x¯)b+1(z¯ − y¯)c+1
=
= δa,0
(−1)b+1
a!
(
b+ c
c
)
ln
∣∣x−y
ε
∣∣2
(x¯− y¯)b+c+1
+O(ε)
(66)
This formula is derived in App. A. Let us point out that logarithmic singu-
larities only exist when a = 0. This implies that most terms that appear in
the evaluation of case D do not contain any logarithmic divergencies. Hav-
ing made this observation, let us discuss the contributions from ID. Once
again we shall distinguish between diagonal and off-diagonal contributions.
Diagonal contribution
Recall that Ω3 = Ω
a
3 and that we can add a total derivative in order to bring
Ωa3 into the simple form Ω
′a
3 . This is the form we shall use. We address the
two terms of Ω′a3 separately. Given our introductory comment, there are few
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terms that contribute. The following integral is an example∫
Cε
d2z
π
〈
[
φ3 , ∂
m+1φ2
]
(u, u¯)⊗ ∂n+1φ3(v)(∂φ1, [φ2, ∂¯φ1])(z, z¯)〉 =
(−1)m+1
R4
ln
∣∣∣∣u− vε
∣∣∣∣
2 (m+ n+ 1)!
(u− v)m+n+2
[t2i , t3j ]⊗
[
ti2 , t
j
1
]
+ non-log.
(67)
This term is actually canceled by the following contact term∫
Cε
d2z
π
〈
[
φ2 , ∂
m+1φ3
]
(u, u¯)⊗ ∂n+1φ3(v)(∂φ1, [φ2, ∂¯φ1])(z, z¯)〉 =
−
1
R4
∂nu∂
m
v
∫
Cε
d2z
π
ln
∣∣∣∣u− zε
∣∣∣∣
2 1
u− z
δ2(v − z) [t2i , t3j]⊗
[
ti2 , t
j
1
]
= (68)
−
(−1)m+1
R4
ln
∣∣∣∣u− vε
∣∣∣∣
2 (m+ n+ 1)!
(u− v)m+n+2
[t2i , t3j]⊗
[
ti2 , t
j
1
]
+ non-log.
A similar cancelation occurs if we consider terms in which the current at v is
expanded and the second contribution of Ω′a3 employed in the contractions.
Following this reasoning one may see that all diagonal contributions for case
D cancel each other.
Off-diagonal contribution
In this case we shall work with the generic expression (18) for Ω3. First we
consider the expansion of one of the holomorphic currents∫
Cε
d2z
π
〈(
[
φǫ , ∂
m+1φϕ
]
⊗ ∂¯m¯+1φβ)(u, u¯)⊗ (∂
n+1φγ ⊗ ∂¯
n¯+1φδ)(v, v¯)
×(∂φρ, [φχ, ∂¯φι])(z, z¯)〉 .
(69)
from this we get
−
1
4
Qβδ log
∣∣∣∣u− vǫ
∣∣∣∣
2
fmm¯nn¯(u, v) ta ⊗ tb ⊗ tc ⊗ td(−1)
|c|+|d|+|c||d|Habcdαβγδ ,(70)
and similarly for the expansion of the other holomorphic current. If we
consider the expansion of the anti-holomorphic current we obtain instead
+
1
2
Qαγ log
∣∣∣∣u− vǫ
∣∣∣∣
2
fmm¯nn¯(u, v) ta ⊗ tb ⊗ tc ⊗ td(−1)
|c|+|d|+|c||d|Habcdαβγδ .(71)
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Summing all the contributions we find
I˜offD =
1
2
Π ·
[
r∑
ρ,σ=1
r¯∑
ρ¯,σ¯=1
∑
α+β+γ+δ=0
〈

(0)
mρ(u)⊗ ¯
(0)
m¯σ¯
(u¯) ⊗ 
(0)
nσ (v)⊗ ¯
(0)
n¯σ¯
(v¯)
〉
0
(Qαγ −Qβδ) log
∣∣∣∣u− vǫ
∣∣∣∣
2
fmρm¯ρ¯nσn¯σ¯(u, v)
ta ⊗ tb ⊗ tc ⊗ td(−1)
|c|+|d|+|c||d|Habcdαβγδ
]
. (72)
This contribution is antisymmetric in fields of grading 1 and 3 and it is
identical to the antisymmetric contribution from case B.
5.2.5 Contributions from case E
Let us now address the final case with two insertions of the vertex Ω3. Recall
that in a theory with vanishing one-loop beta-function, the three vertex is
purely antisymmetric, i.e. Ω3 = Ω
a
3. To ease the calculation we added a
total derivative. Throughout this section we shall use the three vertex Ω′a3 ,
as we did before.
In the calculation we have two types of terms. The first type consists
of contributions which involve two contractions between the two Ω3 and
two more contractions between the vertices and two currents. These only
contribute to the diagonal part. On the other hand, we can also have terms
in which there is a single contraction between the two vertices and four
contractions with the tails of currents. We shall argue that the first type
cancels the contributions from case C while the second type contributes new
terms to the dilation operator.
In the case of two contractions we get only terms that contribute to the
diagonal part of the anomalous dimension.
1
8
∫
Cε
d2z
π
∫
Cε
d2w
π
〈
∂m+1φ2(u)⊗ ∂
n+1φ2(v)(∂φ1, [φ2, ∂¯φ1])(z, z¯)×
×(∂φ3, [φ2, ∂¯φ3])(w, w¯)
〉
0
= (73)
= −
(−1)m
8R4
ln
∣∣∣∣u− vε
∣∣∣∣
2 (m+ n+ 1)!
(u− v)m+n+2
f ijaf
kl
bηikηjlt
a
2 ⊗ t
b
2 + non-log.
Here we have inserted the first term of Ω′a3 at (z, z¯) and the second term
at (w, w¯). The opposite choice turns out to give exactly the same result so
that we get a numerical prefactor -1/4 in place of -1/8 after summing both
contributions. We see that the result cancels against the contribution from
case C for a and b labeling basis elements of g2, i.e. when |a| = |b| = 0. In
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evaluating the relevant integrals, we have used the formula∫
Cε
d2z
π
∫
Cε
d2z
π
1
(z − x)(w − y)(z − w)2(z¯ − w¯)2
=
= −
∫
Cε
d2z
π
1
(z − x)
1
(z − y)2
1
(z¯ − y¯)
=
ln
∣∣u−v
ε
∣∣2
(x− y)2(x¯− y¯)2
and derivatives thereof. This can be derived using formulas in Appendix A.
We can perform a similar analysis in case the currents from the tails possess
odd grade rather than even. The result is
1
8
∫
Cε
d2z
π
∫
Cε
d2z
π
〈
∂m+1φ1(u)⊗ ∂
n+1φ3(v)(∂φ1, [φ2, ∂¯φ1])(z, z¯)×
×(∂φ3, [φ2, ∂¯φ3])(w, w¯)
〉
0
= (74)
=
(−1)m
8R4
ln
∣∣∣∣u− vε
∣∣∣∣
2 (m+ n+ 1)!
(u− v)m+n+2
f ijaf
kl
bηikηjlt
a
1 ⊗ t
b
3 + non-log.
In the process we have used the integral formula (89) from Appendix A.
Once again, the result cancels the contribution from case C.
Let us then turn to the second type of terms in which we have four
contractions between the vertices and the tail of currents. As above, we
illustrate the computations with a concrete example,
1
8
∫
Cǫ
d2z
π
∫
Cε
d2z
π
〈∂mφ1(u)⊗ ∂¯
m¯φ2(u¯)⊗ ∂
nφ3(v) ⊗ ∂¯
n¯φ2(v¯) ×
( (
∂φ1,
[
φ2 , ∂¯φ1
])
(z, z¯)
(
∂φ3,
[
φ2 , ∂¯φ3
])
(w, w¯)〉0 = (75)
=
1
4
ln
∣∣∣∣u− vε
∣∣∣∣
2
fmm¯nn¯(u, v)×
t1i ⊗ t2j ⊗ t3k ⊗ t2l
[ ([
tl2 , t
k
1
]
,
[
ti3 , t
j
2
])
−
([
tj2 , t
k
1
]
,
[
ti3 , t
l
2
]) ]
+ non-log.
If we insert the second non-trivial term in Ω′a3 we obtain an identical contri-
bution so that we just have to multiply the right hand side of the previous
formula by a factor of two.
There is another qualitatively somewhat different example we want to
consider in which the only contraction between the two vertices is a contrac-
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tion between non-derivative fields. This happens e.g. in
1
8
∫
Cǫ
d2z
π
∫
Cε
d2z
π
〈∂mφ1(u)⊗ ∂¯
m¯φ1(u¯)⊗ ∂
nφ3(v) ⊗ ∂¯
n¯φ3(v¯) ×
( (
∂φ1,
[
φ2 , ∂¯φ1
])
(z, z¯)
(
∂φ3,
[
φ2 , ∂¯φ3
])
(w, w¯)〉0 = (76)
= −
1
4
ln
∣∣∣∣u− vε
∣∣∣∣
2
fmm¯nn¯(u, v) ×
t1i ⊗ t1j ⊗ t3k ⊗ t3l
([
tl1 , t
k
1
]
,
[
ti3 , t
j
3
])
+ non-log.
This and similar terms can be evaluated using the integral formula (88). Off
diagonal terms are evaluated similarly and all the relevant integrals can be
found in appendix A. The final result reads
I˜E = Π ·
[
r∑
ρ,σ=1
r¯∑
ρ¯,σ¯=1
∑
α+β+γ+δ=0
〈

(0)
mρ(u)⊗ ¯
(0)
m¯σ¯
(u¯) ⊗ 
(0)
nσ (v)⊗ ¯
(0)
n¯σ¯
(v¯)
〉
0
⊗
(−1)|a|+|c|
2
log
∣∣∣∣u− vǫ
∣∣∣∣
2
fmρm¯ρ¯nσn¯σ¯(u, v) ta ⊗ tb ⊗ tc ⊗ td
×
(
−QαγQβδ(−1)
|c|+|d|+|c||d|Habcdαβγδ +QαδQβγ(−1)
|b|+|d|Aabcdαβγδ
+QαβQγδ(−1)
|c|+|d|Xabcdαβγδ
)]
. (77)
5.2.6 Contributions from case F and G
These two cases turn out to contribute only off-diagonal terms. Contribu-
tions from case G are symmetric in the exchange of the grading 1 and 3,
those from case F are antisymmetric. Note that these contributions appear
only if all the fields in the tail of the two fields have complementary grading
except for one. This means that from these terms we read the off-diagonal
entries of the dilation operator that, at one loop, change the grading of one
of the fields in the tail at the time. In case G the evaluation of the new
terms is fairly straightforward since no integrals need to be performed. The
calculation of F is very similar to the one for case D. Without presenting
any more details we state the answer for two vertex operators that differ in
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the grading of one holomorphic field,
IF + IG = −Π ·
∫
G/H
dµ(g0H)
[
r∑
ρ,σ=1
∑
α,β=1,2,3
V (1)(tc)⊗ V
(0)
⊗ 
(0)
mρ ⊗ ta ⊗ 
(0)
m¯ ⊗ 
(0)
nσ ⊗ tb ⊗ 
(0)
n¯
× (1 + (−1)|c|Qαβ)
(−1)mρ
4R4
ln
∣∣∣∣u− vε
∣∣∣∣
2 (mρ + nσ + 1)!
(u− v)mρ+nσ+2
f cab
]
. (78)
A similar results applies for the anti-holomorphic case. This concludes our
derivation of the one-loop dilation operator.
6 Conclusion
In this paper we calculated the one-loop dilation operator on the space
of all vertex operators in NLSMs on semi-symmetric coset superspaces, at
least for a special choice of the background parameters that appears in pure
spinor and hybrid formulations and makes the one-loop beta-function van-
ish. While the diagonal terms are identical to the ones found for conformal
NLSMs on symmetric spaces [16], there exist interesting new off-diagonal
contributions to the dilation operators. These involve a new XXZ-like inter-
action term between left and right moving currents in the vertex operator.
Of course, it would be very interesting to diagonalize the dilation operator
for general states, not just for the small subsector of fields we considered in
section 4.2.
In the case of symmetric spaces it was very easy to extend the analysis
beyond the conformal case. In fact, [16] discusses a simple additional term
that must be added to the formula for anomalous dimensions in order to be
applicable for symmetric spaces G/H with numerator group G other than
G = PSU(N |N), OSP (2N + 2|2N) or D(2, 1;α) when the corresponding
sigma model ceases to be conformal. The extension of our analysis for semi-
symmetric spaces to couplings with non-vanishing beta-function, however,
would certainly require significantly more work and not lead to a simple
result.
Let us stress once again that the calculations we have performed apply to
all NLSMs that appear in the hybrid formulation of AdS backgrounds [7,8].
This includes e.g. the coset PSU(1, 1|2)/U(1) ×U(1) whose bosonic base is
AdS2×S
2 [8]. It would be interesting to list all vertex operators for this case,
to compute the full one-loop partition function and to extend the required
input from harmonic analysis to higher dimensional AdS backgrounds for
which the stability subgroup H is non-compact.
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A key motivation for this work arises from the challenge to find a dual
world-sheet description of strongly curved AdS backgrounds. In order to
test any future proposal for such a 2-dimensional dual model, one will have
to compare at least parts of the spectra. We have recently outlined the
contours of such investigations at the example of the supersphere sigma
model [18]. The target space S3|2 that was used in the analysis is a symmet-
ric superspace. In this case, a dual Gross-Neveu model description had been
proposed by Candu and Saleur. We showed how recent all-loop results in
deformed WZNW models could be used to test this duality by matching the
spectrum of the free sigma model and its one-loop corrections. The results
of the present work, which can be straightforwardly applied to the sigma
model e.g. on AdS2 × S
2, provide plenty of data that could be matched
with a potential dual formulation. Unlike the supersphere model, for which
no string embedding is known, the AdS2×S
2 model can be made into a true
string theory. This brings in additional techniques which could complement
the analytic tools developed here and help to resolve some of the issues that
were left open in our previous investigation of supersphere models, such as
e.g. the role of strongly RG relevant high gradient operators.
In this work we have not discussed the relation between various different
formulations of superstring theory and we focused on the models that appear
in the hybrid formalism. It would certainly be interesting to repeat our
analysis within the (κ-gauge fixed) Green-Schwarz formulation.
A Derivation of integral formulas
First of all we recall a useful formula that was derived in [16]
∫
Cǫ
d2z
π
1
(z − x)(z − y)(z¯ − x¯)(z¯ − y¯)
=
2 log
∣∣x−y
ǫ
∣∣2
|x− y|2
+O(ǫ) . (79)
By taking now the appropriate number of derivatives in x, y, x¯ or y¯ on both
sides of the above equation, we recover eq. (57).
Another useful integral is
∫
Cε
d2z
π
1
(z − x)(z¯ − x¯)(z¯ − y¯)
=
1
x¯− y¯
∫
Cε
d2z
π
∂¯z
ln
∣∣∣z−xz−y ∣∣∣2
z − x
=
−1
x¯− y¯
∮
∂Cε
dz
2πi
ln
∣∣∣z−xz−y ∣∣∣2
z − x
= −
ln
∣∣x−y
ε
∣∣2
(x¯− y¯)
+O(ε)
(80)
Note the differences with the previous case with four factors in the denomin-
ator. In particular, only taking derivatives with respect to barred variables
retains the logarithmic factor. This explains the delta factor in the above
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formula. The difference by a factor 12 is due to the difference in the number
of poles.
Using (79) and (80) and their derivatives we can calculate a series of
double integrals:
∫
Cε
d2z
π
∫
Cε
d2w
π
1
u− z
1
v −w
1
(u¯− z¯)2
1
(v¯ − w¯)2
1
(z − w)2
=
= −
2 ln|u−vε |
2
(u− v)2(u¯− v¯)2
(81)
That can be derived by starting with the w-integral:∫
Cε
d2w
π
1
v − w
1
(v¯ − w¯)2
1
(z − w)2
=
= −∂¯v∂z
∫
Cε
d2w
π
1
w − v
1
w¯ − v¯
1
w − z
=
= ∂¯v∂z
ln|v−zε |
2
v − z
+O(ε) =
1
(v − z)2
1
v¯ − z¯
+O(ε)
(82)
Plugging this in the double integral:∫
Cε
d2z
π
1
u− z
1
(v − z)2
1
(u¯− z¯)2
1
v¯ − z¯
=
= −
2 ln|u−vε |
2
(u− v)2(u¯− v¯)2
(83)
Similarly one can calculate:∫
Cε
d2z
π
∫
Cε
d2w
π
1
u− w
1
v − z
1
(u¯− z¯)2
1
(v¯ − w¯)2
1
(z − w)2
=
= +
2 ln|u−vε |
2
(u− v)2(u¯− v¯)2
(84)
∫
Cε
d2z
π
∫
Cε
d2w
π
1
(u− z)2
1
(v − w)2
1
(u¯− z¯)2
1
v¯ − w¯
1
z − w
=
= −
2 ln|u−vε |
2
(u− v)2(u¯− v¯)2
(85)
∫
Cε
d2z
π
∫
Cε
d2w
π
1
(v − z)2
1
(u− w)2
1
(u¯− z¯)2
1
v¯ − w¯
1
z − w
=
= +
2 ln|u−vε |
2
(u− v)2(u¯− v¯)2
(86)
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In the main text we need also some double integrals containing logar-
ithms. For this reason we need to calculate:∫
Cε
d2w
π
1
(u− w)2
1
(u¯− w¯)2
ln
∣∣∣∣z − wε
∣∣∣∣
2
=
= ∂u∂u¯
∫
Cε
d2w
π
∂w¯

 ln
(
u¯−w¯
u¯−z¯
)
ln
∣∣z−w
ε
∣∣2 + Li2 ( w¯−z¯u¯−z¯ )
w − u

 =
= ∂u∂u¯
(
π2
6
+ ln
(
ε
u¯− z¯
)
ln
∣∣∣∣u− zε
∣∣∣∣
2
)
=
= −
1
u− z
1
u¯− z¯
(87)
Where we have used the fact that Li2(1) =
π2
6 . This result can be used
to calculate:∫
Cε
d2z
π
∫
Cε
d2w
π
1
(u− w)2
1
(v − z)2
1
(u¯− w¯)2
1
(v¯ − z¯)2
ln
∣∣∣∣z − wε
∣∣∣∣
2
=
= −
2 ln|u−vε |
2
(u− v)2(u¯− v¯)2
(88)
Other useful logarithmic integrals are:∫
Cε
d2w
π
1
(u− w)2
1
(z¯ − w¯)2
ln
∣∣∣∣z − wε
∣∣∣∣
2
=
= −∂u
∫
Cε
d2w
π
∂w¯
(
1 + ln
∣∣z−w
ε
∣∣2
(w − u)(w¯ − z¯)
)
=
= −∂u
(
1 + ln
∣∣ z−u
ε
∣∣2
(u¯− z¯)
)
=
= −
1
u− z
1
u¯− z¯
(89)
and∫
Cε
d2w
π
1
(u− w)2
1
(v¯ − w¯)2
ln
∣∣∣∣z − wε
∣∣∣∣
2
=
= ∂u∂v¯
∫
Cε
d2w
π
∂w¯

 ln
(
v¯−w¯
v¯−z¯
)
ln
∣∣z−w
ε
∣∣2 + Li2 ( w¯−z¯v¯−z¯ )
w − u

 =
= ∂u∂u¯
(
Li2
(
u¯− z¯
v¯ − z¯
)
+ ln
(
ε
u¯− z¯
)
ln
∣∣∣∣u− zε
∣∣∣∣
2
)
=
=
(z¯ − u¯)
(u¯− v¯)(u− z)(v¯ − z¯)
(90)
28
References
[1] R. R. Metsaev and A. A. Tseytlin, “Type IIB superstring action in AdS5
x S5 background,” Nucl. Phys. B 533 (1998) 109 [hep-th/9805028].
[2] I. Bena, J. Polchinski and R. Roiban, “Hidden symmetries of the AdS5
x S5 superstring,” Phys. Rev. D 69, 046002 (2004) [hep-th/0305116].
[3] A. Babichenko, B. Stefanski, Jr. and K. Zarembo, “Integrability and the
AdS3/CFT2 correspondence,” JHEP 1003 (2010) 058 [arXiv:0912.1723
[hep-th]].
[4] D. Sorokin, A. Tseytlin, L. Wulff and K. Zarembo, “Superstrings in
AdS2 x S
2 x T 6,” J. Phys. A 44 (2011) 275401 [arXiv:1104.1793 [hep-
th]].
[5] G. Arutyunov and S. Frolov, “Superstrings on AdS4 x CP
3 as a Coset
Sigma-model,” JHEP 0809 (2008) 129 [arXiv:0806.4940 [hep-th]].
[6] N. Berkovits, “Super Poincare covariant quantization of the super-
string,” JHEP 0004 (2000) 018 [hep-th/0001035].
[7] N. Berkovits, C. Vafa and E. Witten, “Conformal field theory of
AdS background with Ramond-Ramond flux,” JHEP 9903 (1999) 018
[hep-th/9902098].
[8] N. Berkovits, M. Bershadsky, T. Hauer, S. Zhukov and B. Zwiebach,
“Superstring theory on AdS2 x S
2 as a coset supermanifold,” Nucl.
Phys. B 567 (2000) 61 [hep-th/9907200].
[9] N. Berkovits and P. S. Howe, “Ten-dimensional supergravity constraints
from the pure spinor formalism for the superstring,” Nucl. Phys. B 635
(2002) 75 [hep-th/0112160].
[10] R. D’Auria, P. Fre, P. A. Grassi and M. Trigiante, “Pure Spinor Super-
strings on Generic type IIA Supergravity Backgrounds,” JHEP 0807
(2008) 059 [arXiv:0803.1703 [hep-th]].
[11] M. Tonin, “Pure Spinor Approach to Type IIA Superstring Sigma
Models and Free Differential Algebras,” JHEP 1006 (2010) 083
[arXiv:1002.3500 [hep-th]].
[12] I. Oda and M. Tonin, “Free Differential Algebras and Pure Spinor
Action in IIB Superstring Sigma Models,” JHEP 1106 (2011) 123
[arXiv:1103.5645 [hep-th]].
[13] Y. Aisaka, L. I. Bevilaqua and B. C. Vallilo, “On semiclassical analysis
of pure spinor superstring in an AdS5 x S
5 background,” JHEP 1209
(2012) 068 [arXiv:1206.5134 [hep-th]].
29
[14] A. Cagnazzo, D. Sorokin, A. A. Tseytlin and L. Wulff, “Semiclassical
equivalence of Green-Schwarz and Pure-Spinor/Hybrid formulations of
superstrings in AdS5 x S
5 and AdS2 x S2 x T 6,” J. Phys. A 46 (2013)
065401 [arXiv:1211.1554 [hep-th]].
[15] C. A. S. Young, “Non-local charges, Z(m) gradings and coset space
actions,” Phys. Lett. B 632 (2006) 559 [hep-th/0503008].
[16] C. Candu, V. Mitev and V. Schomerus, “Spectra of Coset Sigma Mod-
els,” Nucl. Phys. B 877 (2013) 900 [arXiv:1308.5981 [hep-th]].
[17] D. Kagan and C. A. S. Young, Nucl. Phys. B 745 (2006) 109
[hep-th/0512250].
[18] A. Cagnazzo, V. Schomerus and V. Tlapak, “On the Spectrum of Su-
perspheres,” JHEP 1503 (2015) 013 [arXiv:1408.6838 [hep-th]].
30
