Abstract. We raise a conjecture that asymptotics for Chebyshev polynomials in a complex domain can be given in terms of the reproducing kernels of a suitable Hilbert space of analytic functions in this domain. It is based on two classical results due to Garabedian and Widom. To support this conjecture we study asymptotics for Ahlfors extremal polynomials in the complement to a system of intervals on R, arcs on T, and its continuous counterpart.
Introduction
Starting from works of Chebyshev, Markov, Bernstein, Akhiezer, Widom, ... many explicit asymptotics for the best uniform approximation were found and became classical, see e.g., the book [3], especially addendum in it, see also a survey paper [26] . As soon as a problem deals with approximation on the real axis we have results in a really very broad range, including, say, approximations with varying weights [17] , see also [28] , or approximations of quite exotic functions, e.g. [9] , which by the way, has applications in computational mathematics [34] . Most likely, we owe it to the Chebyshev alternation theorem, which reveals completely the structure of generalized polynomials of minimal deviation from zero on the real axis.
Despite some new results of the highest level, e.g. [29, 14] , in the complex plane not much is known even in the most classical setting. We do not have asymptotics for Chebyshev polynomials in finitely connected domains bounded by smooth arcs, (or even in simply connected domains, for instance, in the complement of a spiral curve).
The main goal of this paper is to give some reasons to support the following hypothesis.
Conjecture 1. Asymptotics for Chebyshev polynomials in a complex domain D can be given in terms of the reproducing kernels of a suitable Hilbert space of analytic functions in D.
The main motivation for this conjecture was given by the following two classical results:
1. Widom proved that, if the boundary ∂D consists of finitely many (disjoint) smooth Jordan curves, then asymptotics for the Chebyshev polynomials are represented in terms of H ∞ -extremal functions in D [31, Theorem 8.3 .]. 2. Garabedian, in his turn, already in 1949, expressed certain extremal properties of uniformly bounded in D analytic functions, which form H ∞ D , in terms of reproducing kernels [12] . Actually, Garabedian called his paper "Schwarz's lemma and the Szegö kernel". By the Ahlfors problem we mean the following task. Having in mind the conformal invariance of our conjecture, we will study simultaneously the following three problems, naturally related to the Ahlfors problem.
Problem 2. Let E J be a real compact consisting of g + 1 non-degenerated intervals, E J = [b 0 , a 0 ] \ ∪ g j=1 (a j , b j ). Let P n (E J ) be the collection of polynomials of degree n bounded in absolute value by 1 on E J . Define A n (z; E J ) = sup{|P (z)| : P ∈ P n (E J ), P (z) = 0}, z ∈ C \ E J .
Find asymptotics for A n (z; E J ) as n → ∞.
Problem 3. Let E T be a system of arcs, E T = T \ {e iz : z ∈ ∪ g j=1 (a j , b j )}. Let P n (E T ) be a collection of polynomials of degree n bounded in absolute value by 1 on E T . Define A n (ζ; E T ) = sup{|P (ζ)| : P ∈ P n (E T ), P (ζ) = 0}, ζ = e iz ∈ C \ E T .
Find asymptotics for A n (ζ; E T ) as n → ∞.
Problem 4. Let E S = R + \∪ g j=1 (a j , b j ). Let E (E S ) be the collection of entire functions F (z) of order 1/2, of exponential type at most and bounded in absolute value by 1 on E S , that is,
Define A (z; E S ) = sup{|F (z)| : F ∈ E (E S ), F (z) = 0}, z ∈ C \ E S . Find asymptotics for A (z; E S ) as → ∞.
We point out that, in fact, the mentioned Widom Theorem 8.3. [31] required extremal properties of multivalued H ∞ -functions in D (but with a single-valued absolute value). That is, to rewrite his result in terms of reproducing kernels one has to slightly generalize Problem 1, for the exact setting see Problem 5, as well as to find a counterpart of Garabedian's theorem, which was done later by Abrahamse [1] . All these, including a proper definition of the Szegö kernels are given in the preliminary section. Now, let us formulate our solution of Problems 2, 3, and 4 for simply connected domains (it seems, this is already quite essential). 
where
and
Remark 1.1. Two remarks concerning Theorem 1.1: (i) Universality. While the first exponential term in the asymptotics depends on the setting of the problem, the second term Υ(λ) is a conformally invariant value. Note that generally in Problems 2, 3, 4 all three domains D = C \ E, where E = E J , E T , E S , (with a suitable choice of parameters) are conformally equivalent.
In the same time they have certain features, in particular, they are related to different, quite famous in the spectral theory, classes of operators: the so-called finite gap Jacobi, CMV matrices and 1-D Schrödinger operators. Recently we added to this family GMP matrices [33] , which are related to approximation by rational functions with a prescribed system of poles. There is no doubt that after a suitable choice of the exponential factor the limit of the minimal deviation in such a rational approximation would lead to the same function Υ(λ), see [8] , where such universality was demonstrated for the Chebyshev extremal problem. (ii) Hilbert space structure. log-subharmonicity is a general property of upper envelopes of families of analytic functions [16, Lecture 7] , see also [8] . This explains why the following matrix formed by partial derivatives should be nonnegative
But the limit value Υ(λ) represents the diagonal of a certain reproducing kernel
Thus, for some reason we have an infinite number of inequalities of this sort: all of the following matrices are nonnegative
We cannot comment appearance of this structure in the given context and leave this as an open problem. We point out that k(λ, λ) is collinear to the Szegö kernel only on the real axis, Υ(λ) =
Now we outline the structure of the paper and comment its other results. The preliminary section contains statements, which are known at least on a folklore level. To work with multivalued functions in a multi-connected domain D, we prefer to use a universal covering, D C + /Γ, where Γ is a discrete subgroup of SL 2 (R). We introduce multivalued complex Green and Martin functions, define their characters and make a connection with conformal mappings on so-called comb-domains.
The prime form is a standard object in the algebraic approach to the theory of reproducing kernels on Riemann surfaces [11, Chap. II], [21, Chap. IIIb]. The language of Hilbert spaces of automorphic forms A 2 1 (Γ, α) is probably much easier for specialists in analysis. In this way we define the Szegö kernel k α Sz (λ, λ 0 ), Definition 2. In fact, it is not that much important whether one works with Hardy spaces of character automorphic functions or forms. But the relation between the character β ∈ Γ * in the character automorphic Ahlfors Problem 5 and its solution, Theorem 2.2, looks particularly simple in the second version, α 2 = β. Note that the extremal character α here is defined up to a half period j, j 2 = 1 Γ * . We demonstrate that Garabedian's case of the trivial character, β = 1 Γ * , in which the extremal character does not depend on λ 0 , Theorem 2.3, is an exception. In fact, in general the half period varies with λ 0 , j = j(λ 0 ).
An interrelation of the Ahlfors and Abel-Jacobi inversion problems was noted in [12] . While the theory for orthogonal polynomials [2] , or the related to it spectral theory for finite gap Jacobi matrices leads to the classical Abel-Jacobi inversion problem in the proper sense [21], the character automorphic H ∞ -extremal problem requires a certain modification, Proposition 2.3. We clarify this in the last preliminary subsection 2.3.
Our asymptotic relation for A n (z; E J ) for a real z, Theorem 3.3, is the Widom Theorem 11.5 [31] with a specific weight, see also [6] . But asymptotics A n (ζ; E T ), ζ ∈ T, would require a certain varying weight in such a reduction. Instead, in this symmetric case we solve all Problems 2, 3, and 4 in a unified way: using Chebyshev alternation theorem we represent extremal functions in terms of corresponding comb functions, after that we use a simple relation (3.10) between Martin/Green functions of the given domains and its /n-regular restriction. Thus, in this case Conjecture 1 gets its confirmation with the Szegö character automorphic reproducing kernel.
Finally, using the Kolmogorov theorem, we show how to move z 0 in the complex plane. We get a reduction of the extremal problem to a generalization of the modified AbelJacobi problem, see Problem 6. As it was already mentioned, the value Υ(z 0 , β), which is responsible for the asymptotics, is universal, but is not collinear to the Szegö reproducing kernel as soon as Im z 0 = 0, Theorem 4.2, see also Remark 4.4.
Preliminaries
2.1. Comb-domains and elements of potential theory. The following comb-domains are standard objects in the spectral theory of reflectionless operators [19] , see also [10, 7] .
Let, see Fig. 1 ,
In the first case ω j ∈ (0, π) in the second one ω 0 = 0 and ω j ∈ (0, 2π) for j = 1, ..., g. We map conformally C + on one of the corresponding combs making normalizations
Note that in the second case we get automatically τ T (z + 2π) = τ (z) + 2π [7] , that is, e iτ T is well defined as a function of ζ = e iz ∈ D. In the first and third case we get the gaps (a j , b j ) as preimages of the corresponding vertical slits, j = 1, ..., g. In the same way, in the second case we get a system of arcs {ζ = e iz : z ∈ (a j , b j )} g j=0 , which form the complement of E T . 
where G(z, z 0 ) denotes the Green function w.r.t. z 0 in the corresponding domain and M (z) stands for the Martin function w.r.t. infinity. The function e iτ (z) can be extended to D by the symmetry principle as a multivalued function. Such functions become single-valued on a universal covering. Let us fix D in the form C \ E S . Recall that for an arbitraryC \ E T orC \ E J we always can find a suitable conformally equivalent domain D of the above form. A universal covering z = z(λ), λ ∈ C + , also corresponds to a conformal mapping. For a given E S there exists a system of half discs D + j such that the conformal mapping
transforms the negative half axis into the imaginary half axis in the λ-plane and the gaps (a j , b j ) into the boundary of the half discs ∂D + j , see Fig. 1 . The inverse map z = z(λ) can be extended by a system of reflections to the whole upper half-plane. Indeed, let γ j , acting in the λ-plane corresponds to the double reflection w.r.t. the negative half axis and the gap (a j , b j ) in the z-plane. This is a linear fractional transform, which maps ∂D + j on −∂D + j and we have z(γ j (λ)) = z(λ). In this case, the system {γ j } g j=1 represents a generator of the Fuchsian group Γ and F = F + ∪ −F + ∪ iR + is a fundamental domain for the action of Γ on
Conformal mappings on comb-domains are partial cases of Schwarz-Christoffel transformations. Due to the classical formula, say,
where c j ∈ (a j , b j ) corresponds to the top ω j + ih j of the slit. Now we extend e iτ S (z) along the generatorγ j of the fundamental group in D, see Fig.  2 , which corresponds to the action of γ j on the universal covering. As result we obtain
This system of multipliers given on the generators forms an element α S (γ), γ ∈ Γ, of the group of characters Γ * . Similar relations generate characters α J and α T .
The function e iτ J (z(λ)) is called the complex Green function of the group Γ, and can be represented as the Blaschke product b ∞ (λ) = e iτ J (z(λ)) along the trajectory z −1 (∞). Generally, for z 0 = z(λ 0 ) we have
We point out that − log |b z 0 (λ)| = G(z(λ), z 0 ). The character generated by b z 0 is denoted by µ z 0 , in particular, µ ∞ = α J .
In the domain D =C \ E T we have, see (2.4),
That is,
Finally, we have to mention the well known relation between ω j 's and the harmonic measures. Let ω(z, F ) be the harmonic measure of the set F ⊂ E in the domain
, and
Relations of the Martin function in D with the complex Martin function of the group Γ we discuss in the next subsection.
2.2.
Szegö kernel on the universal covering and Ahlfors problem. Let H p be the standard Hardy space in C + ,
with a proper modification for p = ∞. For a fixed character α ∈ Γ * we introduce
Proof. In fact, if there is a measurable fundamental set E = ∂F ∩ R for the action of Γ on R and a positive automorphic function f ∈ L 1 , f • γ = f , non-vanishing almost everywhere, then
and we get (2.7).
For a reason that will be clear in a moment we consider Γ as a subgroup of SL 2 (R) (see Remark 2.1). The condition (2.7) guarantees that the following series converges in the upper half-plane
In other words the mass-point measure supported on the trajectory of infinity ξ γ = −
satisfies the condition
Thus, the corresponding function
is well defined, has positive imaginary part given by (2.8), moreover, Im M(γ(λ)) = Im M(λ). That is, e iM(λ) is the complex Martin function of the group Γ w.r.t. infinity,
The Blaschke product along the trajectories corresponding to the critical points
is called the Widom function. Note that convergence of this product is called Widom condition for the given group (domain). Such Fuchsian groups were studied by Pommerenke [23] . For a complement of a system of intervals the Widom condition holds obviously.
Theorem 2.1 (Pommerenke).
The function M (λ) is holomorphic in the upper halfplane with zeros at {z −1 (c j )} g j=1 , see (2.9). Moreover, it is of bounded characteristic in the upper half-plane such that
where is an outer function. Respectively, for its boundary values on the real axis, one has
For an analytic function in C + , γ ∈ Γ, we write
Let α W ∈ Γ * be the character of the Widom function W. Then, see (2.10),
where ν denotes a certain fixed root of the character α
Remark 2.1. Generally, a square root of a character is defined up to a half period, that is, up to a character j ∈ Γ * such that j 2 = 1 Γ * . Note that in the definition (2.12) it is essential that Γ is considered as a subgroup of SL 2 (R), but not as a Fuchsian group, where ±γ generates the same transform. In fact, such passage is also defined up to a choice of a half period. Indeed, any of the groups (2.14)
generates the same group of linear fractional transforms.
Recall that a function of bounded characteristic in C + is of Smirnov class, or of Nevanlinna class N + in another terminology [13, Chap. II Sect. 5], if it can be represented as a ratio of two functions from H ∞ with an outer denominator. Note that functions of this class obey a maximum principle of a high generality. For instance, if f ∈ N + and its boundary values satisfy f ∈ L 2 , then f ∈ H 2 . Definition 1. For α ∈ Γ * the space A 2 1 (Γ, α) is formed by those analytic functions f in C + that satisfy the following three conditions
Since f ∈ H 2 and is outer f ∈ N + . The property (ii) follows from (2.13). Conversely, if g ∈ A 2 1 (Γ, να), then f = g/ is in the standard L 2 and of Smirnov class. Thus, it belongs to H 2 . The ratio of two forms, see (ii), generates a function with character α.
The point evaluation functional is bounded in
Definition 2. The reproducing kernel of the space A 2 1 (Γ, α) we call the Szegö kernel (corresponding to the given group Γ and its character α),
We slightly generalize the Ahlfors problem 1.
Theorem 2.2. A solution of Problem 5 is given in terms of the Szegö kernels
If β = 1 Γ * the above minimum is assumed on the same half period j ∈ Γ * for all λ 0 ∈ C + , that is, see (2.14), the Garabedian formula holds
Generally, the extremal character α(λ 0 ), α(λ 0 ) 2 = β, depends on λ 0 .
Definition 3.
In what follows the choice of the group Γ ⊂ SL 2 (R) is assumed to match with the extremal half period in the Ahlfors problem, see Remark 2.1. That is, cf.
As it was mentioned in Garabedian's original paper [12] , Problem 1 is the easiest version of Nevanlinna-Pick kind problems for multi connected domains (Riemann surfaces). They were studied later by Abrahamse [1] and in many consequent papers, see e.g. [5, 15] . The statement below is an easy consequence of Abrahamse's theorem. Note that a similar statement can be founded in an essentially much more general situation in [30] .
Moreover, an extremal function w λ 0 ,β (λ) is a Blaschke product and
Note that one side of the statement deals with the trivial estimation
Also, due to the nature of formulas (2.18), (2.19), it does not matter to use Szegö kernels, or the reproducing kernels of character automorphic Hardy spaces.
Proof of (2.16) in Theorem 2.2. Let v be an extremal function for Problem 5. Then v = b z 0 w, where z 0 = z(λ 0 ) and w = w λ 0 ,βµ
, ∀α ∈ Γ * , due to which
Using |w(λ)| = 1 on R we get, simultaneously (2.19) and the dual representation
Generically, a solution of the problem is a unique Blaschke product of g complex Green functions, see Theorem 2.3 and [1, 15] , that is, α 0 = α −1 0 β −1 and for this character
.
By (2.21), we have
for an arbitrary α such that α 2 = β. Due to (2.18), we obtain (2.16) with α(λ 0 ) = α −1 0 . In degenerated cases the formula holds by continuity, although the choice for α 0 is not unique. Now we will essentially specify the second statement of Theorem 2.2 for finitely connected Denjoy domains. Note that the general formula for the analytic capacity in Denjoy domains is a well known result of Pommerenke [22] , see also [25, §8.8].
Respectively, the extremal Ahlfors function of Problem 1 is of the form
First we prove the following lemma.
Lemma 2.2. Let H 2 Ω be the space of Smirnov class functions F (z) in D with the scalar product
Then the reproducing kernel of this space is of the form
Proof. Note that Ω(x) = −Ω(x) if x ∈ E and Ω(z) = Ω(z) for z ∈ D. For F ∈ H 2 Ω we can apply the Cauchy theorem
Proof of Theorem 2.3. According to Proposition 2.1 the space A 2 1 (Γ) can be interpreted as the collection of functions f , where f ∈ H 2 (ν −1 ). In its turn, to f ∈ H 2 (ν −1 ) we associate a multivalued function F in D such that F (z(λ)) = f (λ). Note that |F (z)| is single valued in D, and the scalar product, by (2.11) and (2.15), has the form
Let φ Ω be the multivalued outer function in D given by
Note that
(at this point we fix the half period for Γ, see Definition 3, so that the function φ Ω and the form generate the mutually inverse characters). Since
By (2.10) and (2.27) we have
Thus (2.26) and (2.28) imply (2.24). It remains to explain the extremal property of the fixed half period. Consider the following family of functions
Similarly to Lemma 2.2, we have 2 g Hilbert spaces H 2 Ωε 1 ,...,εg with the reproducing kernels
We define collection of outer functions
whose characters (for the already fixed Γ) form all possible 2 g half periods on this group. In this case A
Thus, we have to compare the value
for all half periods j to choose the minimal one. We use the exponential representation
The minimal value in the last expression corresponds to the minimum between two extreme values min
For these two we have
Due to R Im zdx |x−z| 2 = π, we get sin(I + (z)) < sin(I − (z)). That is, the configuration ε k = 1, ∀k, corresponds to the global minimum.
Note that this extremal choice of ε k corresponds to the exceptional case when
Re Ω ε 1 ,...,εg (z) ≥ 0 in the upper half-plane and therefore for all z ∈ D. Therefore, Ω(z) − Ω(z 0 ) has g + 1, that is, the maximal possible number of zeros,
and we obtain (2.25).
To describe reproducing kernels in the general case we introduce the following notations and definitions, see [21, Chap. IIIa], see also [27] .
Definition 4. Let R denote the hyperelliptic Riemann surface
andR be its compactification. The upper sheet means the collection of points {P = (z, Ω) : Re Ω > 0} and we identify it with the domain D = C \ E S , where Ω = Ω(z) is well defined. Thus, for a generic point on R we can write (z, 1), z ∈ D, having in mind a point on the upper sheet and (z, −1), z ∈ D, for a point on the lower sheet. Note that (a j , ±1) (respectively (b j , ±1)) denotes the same point onR. The collection of points of the form
we call a divisor. Topologically, they form a g-dimensional torus D R . To the given D we associate a multivalued function in D (a generalization of (2.27))
which can be extended on R. In this case D corresponds to zeros of φ D . Note that poles correspond to the divisor {(c j , −1)} g j=1 . The character generated by this function is denoted by α D .
Let
has positive imaginary part in the upper half-plane of the upper sheet. Let 
Consequently, the reproducing kernel of the space A 2 1 (Γ, αν) is of the form 
It remains to prove the last statement of Theorem 2.2. Consider an elliptic case. By 
(the corresponding zero belongs to the lower sheet). Thus, in this range a change of the half period is required (an extremal function corresponds to another divisor D).
Ahlfors problem and Abel-Jacobi inversion.
Recall that Abelian differentials on the Riemann surface R, see Definition 4, form a g-dimensional linear space. We will fix a basis in this space in the form (2.32)
where δ k,j is the Kronecker symbol and integration is given along an interval on the upper sheet. Note that 2Re
as before ω(z, F ) denotes the harmonic measure in D, see (2.5), and E k = E S \ [0, a k ]. Generally the Abel-Jacobi theorem sets a one-to-one correspondence between the Jacobian variety Jac(R) and the complex g-dimensional torus C g /L R , where L R is the lattice generated by the matrix of periods of the Abelian integrals (2.32), see e.g. [20, Chap. II, §2]. Now, we are interested just in the real part of the Abel-Jacobi inversion problem. Note that it plays a crucial role in the theory of finite gap self-adjoint/unitary operators, see e.g. [2, 4, 24] . 
with the integration along the interval on the lower or upper sheet depending on ε j . This map is one-to-one.
Evidently, (2.33) can be rewritten as
In the context of the Chebyshev problematics, we have a quite similar, but actually different inversion problem. For a fixed β and x 0 < 0 the extremal function from Proposition 2.2 has the form of the Blaschke product (2.35)
and for its character we get (2.36)
Thus, the relation between β and the divisor {(x j , 1)} g j=1 can not be reduced exactly to the standard Abel-Jacobi inversion (Theorem 2.5). Indeed, directly from (2.36) we can only get
where 2α k = β k is still defined up to a half period. If one of the solutions {
• α k } is fixed, the whole collection is of the form {
On this way to find x j 's, we have to solve (2.33) for all 2 g possible collections {δ k } g k=1 and after that to choose among all 2 g solutions the divisor D = {(x j , ε j )} g j=1 with ε j = 1, see (2.34) . Therefore, in our context Theorem 2.5 has to be substituted by the following claim. 
Proof. We fix x 0 in the complementary gap and for the given β get an extremal Blaschke product w x 0 ,β in the form (2.35). Due to (2.36) we have existence in (2.37).
To get uniqueness, we note that any Blaschke product w β (λ) with the character β, of the form (2.35) represents an inner part of a reproducing kernel k
(Note in brackets, that the position of zeros of reproducing kernels deals precisely with the Abel-Jacobi inversion (2.33), see Theorem 2.4.) Since an outer part of a reproducing kernel is also a reproducing kernel we get
Due to the uniqueness of the extremal function (in the normalization w β (λ 0 ) > 0) we get uniqueness in (2.37) (up to an identification of the gap endpoints).
Asymptotics: real case
Definition 5. We say that the comb Π J (Π S ) is n-regular ( -regular) if
The Chebyshev alternation theorem and more general Markov's corrections method allow to reveal the structure of the extremal polynomial or entire function in the real case. After that, it can be represented in terms of a conformal mapping on a suitable regular comb domain, see survey [26] .
Theorem 3.1. Let x ∈ R \ E J (x ∈ R \ E S ). For a given n ( ) there exists an n-regular ( -regular) combΠ J,n,x (Π S, ,x ) such that the extremal function of Problem 2 (Problem 4) is given in terms of the corresponding conformal mapping
In this case, the setẼ J,n,x (Ẽ S, ,x ), which corresponds to the base of the regular comb, contains the initial set E J (E S ) and, on the other hand, the original set contains the preimage of at least one of possibly two different points of the form πk n ± 0 ( πk ± 0) on the base of the regular comb for all k = 0, . . . , n (k ∈ Z + ).
We will prove a counterpart of this theorem related to Problem 3. For the Pell equation approach see [18] . A comb Π T is called n-regular if n 2π ω j ∈ Z for all j, see Fig.  1 .
Theorem 3.2. Let e ix ∈ T \ E T . For a given n there exists an n-regular combΠ T,n,e ix such that the extremal function of Problem 3 is given in terms of the corresponding conformal mapping by P n,e ix (e iz ) = e iz n 2 cos n 2τ T,n,e ix (z) and A n (e ix , E T ) = |P n,e ix (e ix )|.
In this case, the setẼ T,n,e ix , which corresponds to the base of the regular comb, contains the initial set E T and, on the other hand, at least one of possibly two different points
T,n,e ix ( 2πk n ±0) belongs to E T for all k = 0, . . . , n − 1.
Proof. WLOG we assume that x = x 0 ∈ (a 0 , b 0 ). Let P (ζ) = P n,e ix 0 (ζ) be an extremal polynomial. We represent it in the form
clearly F (z) is a periodic entire function, F (z + 2π) = (−1) n F (z), and F (x 0 ) = 0. Since an extremal polynomial is given up to multiplication by a unimodular constant, we can assume that F (x 0 ) > 0. After that we can substitute F (z) by its symmetric part
We claim that F (z) has no complex zeros, or, equivalently P (ζ) does not have zeros in C \ T. Indeed, let F (z 0 ) = 0, Im z 0 > 0. Note that F (z 0 ) = 0. Consider
Note that Q(ζ) is a polynomial of degree n such that (3.3) Q(e ix 0 ) = 0 and Q (e ix 0 ) = P (e ix 0 ).
In the same time, for ζ ∈ T
That is, for a sufficiently small but positive δ we have
Thus P (ζ) was not an extremal polynomial.
In a similar way we prove that all zeros of F (z) are simple. Now we prove that between two (necessary real) consequent zeros of this function, say z 1 , z 2 , there is a point y ∈ (z 1 , z 2 ) such that |F (y)| = 1 and e iy ∈ E T . Assuming that on the contrary {e iy ; y ∈ (z 1 , z 2 )}∩E T = ∅, or that max y∈(z 1 ,z 2 )∩E T |F (y)| < 1, we define the polynomial
On the period we have to consider three regions: I 1 is a union of small vicinities of points z 1 and z 2 ; the interval I 2 = (z 1 + ε, z 2 − ε); and the remaining set I 3 . On I 1 , |G(z)| is strictly less than one if δ is small. In I 2 the factor in brackets is greater than one, but there is no restriction on |G(y)| if no one of the points e iy , y ∈ I 2 , belongs to E T . In the second case, max z∈I 2 |F (z)| is a fixed value, which is less than one. So, a small δ > 0 can be chosen such that the product |G(z)| is still less than one. On the remaining part I 3 , max |G(z)| < 1 due to the chosen correction factor. Since (3.3) and (3.4) hold, we get a contradiction. Note that the case z 1 = x 0 (z 2 = x 0 ) requires special, but basically the same consideration. We can refer to general theorems [19, 26] , or, having in mind periodicity of F (z), just to count the number of ±1 points (including multiplicity) on a period to conclude that all such points are real. Thus
is well defined in the upper half-plane. Making inspection of the boundary behaviour we conclude that this is a conformal mapping on a suitable combΠ T . Moreover, this comb is n-regular, according to our definition. Since |F (z)| ≤ 1 for e iz ∈ E T and generally |F (z)| ≤ 1 if and only ifτ T (z) ∈ R, we obtain that
Zeros of F (z) correspond to z k :τ T (z k ) = π+2πk n , k ∈ Z. Therefore, between each consequent pair (z k−1 , z k ) there is a point e iy ∈ E T such that F (y) = ±1. If the boundary of the domainΠ T contains a slit with the base atω k = 2πk n then y corresponds either to the left or right limit point. Otherwise, this y corresponds to a single pointω k on the boundary ofΠ T .
Conversely, if we have an n-regular combΠ T andτ T (z) is the comb function with the normalizationτ T (x 0 ) = π n , then
is an analytic function in the upper half-plane, and real-valued on the real axis. Being extended by the symmetry principle in the lower half-plane, it represents an entire function of exponential type n 2 . Also F (z + 2π) = (−1) n F (z). Thus P (ζ) of the form (3.2) is a polynomial of degree n. Every set, which contains one of possibly two different points e iτ −1 ( 2πk n ±0) for all k = 0, . . . , n −1, forms the so called maximal Chebyshev set of alternation, see e.g. [26] . Due to the Chebyshev theorem P (ζ) is an extremal polynomial on an arbitrary E T containing the given set of alternation.
Remark 3.1. The setẼ T =Ẽ T,n,e ix 0 represents an extension of the set E T ,
A simple analysis shows that there are the following three possibilities of a proper extension in the gap (a j , b j ): for a suitable k j ∈ Z (a) [u j , v j ] is an internal subinterval: there are two slits,h k j > 0,h k j +1 > 0, and
there is a slit,h k j +1 > 0, and
(c) the gap is completely closed u j = a j , v j = b j :
Due to (2.6) the harmonic measure in the origin of each additional arc {e iz : z ∈ [u j , v j ]} inD =C \Ẽ T is not more than 1 n . That is, the length of each additional arc tends to zero as n → ∞. Thus, (E T is fixed and x 0 ∈ (a 0 , b 0 )) for sufficiently big n the case (c) is not possible, and we always have case (a) for the chosen gap (a 0 , b 0 ), since x 0 ∈ [u 0 , v 0 ]. Now we can pass to the limit in n. Theorem 3.3. As soon as z 0 = z(λ 0 ) is real, solutions of Problems 2, 3, 4 are given by
where G(z, z 0 ), G(ζ, ζ 0 ) and M (z) are Green and Martin functions in the corresponding domains, and the characters are defined on the generators γ j ∈ Γ by
with ω j corresponding to the combs Π J , Π T , Π S respectively, see Fig. 1 .
Proof. We give a proof for entire functions, other cases are quite similar. Let F ,x 0 (z), > 0, x 0 < 0, be the extremal function, see Theorem 3.1. Using compactness of Γ * we choose a convergent sequence
Using compactness of the family
we choose an arbitrary subsequence of { k } (but keeping the same notation) so that the following limit exist
Now, consider the Martin functionM (z) =M ,x 0 (z) = Imτ S, ,x 0 of the domain C \Ẽ S, ,x 0 in the original domain D. It is harmonic in the complement to the additional intervals
It is continuous in the whole D, but its normal derivative has jumps on the union of these intervals. Recall thatτ (x) =τ S, ,x 0 (x) is real valued onẼ S, ,x 0 . By the Cauchy-Riemann equations we have
Thus, in terms of the Green function G(z, z 0 ) of D, we obtain
According to Remark 3.1, for a sufficiently large , each additional interval is of the form (a) or (b) and we have
Also recall that as → ∞ the -depending system of intervals [u
shrinks to the point x 0 . We again choose a subsequence, keeping the same notations, so that
for some x j ∈ [a j , b j ]. Since G(z, x) is continuous in x and G(z, a j ) = G(z, b j ) = 0, by (3.10) and (3.11), we obtain (3.12) lim
Now we go back to (3.9). For z = z(λ), by (3.1), we have
and β = g j=0 µ x j . Since {x j } with a suitable identifications, see Proposition 2.3, corresponds to the extremal function of Problem 5 for the given β, we conclude that
along the original sequence { k }. Since β is an arbitrary character of the form (3.8), we get (3.7).
To make it complex
To complement proofs given in the previous section, here we will discuss extremal polynomials P n (z) = P n,z 0 (z) of Problem 2. Obviously, e ic P n (z), c ∈ R, is also an extremal polynomial. So, a dual setting of the problem is the following: we fix an arbitrary non zero value of the derivative at z 0 and look for a polynomialP n (z) with the smallest maximum norm P n on E J . In this case, P n (z) =P 
be the decompositions of the corresponding polynomials into the real and imaginary parts. Then (4.1) is of the form
Due to the symmetry properties it is enough to solve Problem 2 for z 0 in the upper half-plane C + . Evidently in this case P n (z) has all zeros, except for z 0 , in the lower half-plane and
In other words − Ψn(z)
Φn(z) has positive imaginary part in the upper half-plane. Due to the well known property zeros of these two polynomials interlace.
Lemma 4.1. Assume that for two real polynomials with −Im Ψn(z) Φn(z) ≥ 0, z ∈ C + , the set X = {x ∈ E J : Φ n (x) 2 + Ψ n (x) 2 = 1} coincides with the collection of all zeros of
is an extremal polynomial of Problem 2 for an arbitrary zeroz 0 of the complex polynomial
Proof. In this case, due to the Kolmogorov criterion we have to check that
Assume that there exists Y(x), which violates this property. Since zeros of Φ n (z) and Ψ n (z) interlace, and Ψ n (x)Y(x) > 0 for all x ∈ X, the polynomial Y(z) has n − 1 zeros. That is, Y(z) is zero identically, and we get a contradiction.
LetẼ J,n be an n-regular extension for the given set E J andτ n be the corresponding comb-function. We define associated polynomials Φ n and Ψ n by
and note that their zeros interlace.
Theorem 4.1. Assume that for the given extensionẼ J,ñ
be the collection of points conjugated to the zeros of
is the Ahlfors polynomial with respect to z j ∈ Z n (ρ) for the given set E J .
Remark 4.1. To keep all zeros of p n (z, ρ) defined in (4.3) in the lower half-plane one has to choose ρ < 0 if u 0 > a 0 and ρ > 0 if v 0 < b 0 (note that the leading coefficient of Φ n (z) is positive, due to the standard choice of the square root at infinity in (4.2)).
Proof of Theorem 4.1. We have
for x ∈ E J . Therefore we can use Lemma 4.1.
Lemma 4.2. Assume that along a subsequence
Then for ρ 2 <ρ 2 , ρ(b 0 − x 0 ) > 0, and z = z(λ) we have
Proof. We use a counterpart of (3.12), z = z(λ),
Therefore, due to the definition (4.2),
By (4.4) and (4.7) we get (4.6).
Recall that any character is uniquely defined by its values on a system of free generators, β j = β(γ j ), j = 1, . . . , g, see Fig. 2 . Thus, β = g j=0 µ x j is equivalent to (2.5) , and ω(z, E k ) is the harmonic measure of E k in D w.r.t. z ∈ D, and according to Proposition 2.3 the set I and Γ * R g /Z g are homeomorphic. 
where {β, z 0 } ∈ V, β = lim k→∞ α n k J , is related to {x 0 , . . . , x g , ρ} by (4.8) and
Proof. We follow to the line of the proof of Theorem 3.3. According to Lemma 4.2, we fix a subsequence n k such that α n k J → β ∈ Γ * . Comparing characters in (4.6), we have (4.8). We say that x 0 > a 0 is regular for the given β if for a solution of the system (4.8) we have x j ∈ (a j , b j ). If so, we can choose an interval I around x 0 such that all points of this interval are regular (x j ∈ (a j , b j ) depends continuously on x 0 ). Moreover
Going back to (4.6), for a sufficiently small ρ 2 :ρ * < ρ < 0, we have a unique solution z 0 = z 0 (x 0 , ρ) of the equation (4.10),
To summarize: for an open set of characters β ∈ V 1 ⊂ Γ * equations (4.8) and (4.10) set a one-to-one correspondence z 0 = z 0 (x 0 , ρ) on an open setṼ 2 = I × (ρ * , 0). V 2 ⊂ C + is defined as the image ofṼ 2 .
Finally, we note that for an expression of the form Thus, to get (4.9), we use (4.6) and
Let us represent (4.10) in terms of potential theory. Proof. We will check that the Jacobian of the system (4.12)-(4.13) does not vanish. To the polynomial U X (z) we associate the polynomial V X (z) of the form does not vanish for all z ∈ C + and x j = x k for j = k.
By this definition
Proposition 4.2. In the elliptic case, g = 1, Problem 6 is globally solvable, but for some β a solution is not unique.
Proof. We map D to the complement of the system of two arcs E T such that z 0 → 0. Let E T = {ζ = e ix : x ∈ [0, 2π) \ (a 0 , b 0 , ) ∪ (a 1 , b 1 )}, 0 = a 0 < b 0 < a 1 < b 1 < 2π.
Since the harmonic measure ω C + (z 0 , F ) corresponds to the Lebesgue measure on T, (4.11) corresponds to (4.14)
x 0 + x 1 = b 0 + a 1 + b 1 2 := c.
WLOG we assume that b 0 > b 1 − a 1 . As soon as x 1 ∈ (a 1 , b 1 ), by (4.14) x 0 runs in the interval (ξ − , ξ + ), ξ + = c − a 1 , ξ − = c − b 1 , and we have ω e iξ + , E 2 ≤ ω(e ix 0 , E 2 ) + ω(e ix 1 , E 2 ) ≤ 1 + ω e iξ − , E 2 , E 2 = E T \ E 1 T .
Since ω e iξ + , E 2 < ω e iξ − , E 2 , (4.8) is solvable for all β ∈ R/Z, but in the range (ω e iξ + , E 2 , ω e iξ − , E 2 ) a solution is not unique. Numerical experiments show that already in the elliptic case a certain bifurcation in the shape of an extremal polynomial may occur. In Fig. 4 we have the system of two arcs on T, see Plot (a). Recall that ζ 0 = 0 in this case and the values e ix 0 and e ix 1 are shown in the gaps. We vary the parameter β, β = ω(e i(c−x 1 ) , E 2 ) + ω(e ix 1 , E 2 ) mod 1, (the vertical axis in Plot (b)) in the range, where a solution x 1 (on the horizontal axis) of Problem 6 is unique. At a certain moment the value ρ violates the condition ρ 2 ≤ρ 2 , see (4.5) and Plot (c), where we graph the function
, ζ ∈ E T (the horizontal line corresponds to the level −1/ρ 2 ).
Remark 4.4.
As it was demonstrated in the previous remark our function Y (z, β) describes asymptotics (4.9) for Problems 2, 3, 4 only in a certain vicinity of the real axis. Note, however, that an analytic reproducing kernel is uniquely defined by its diagonal (4.15) k(λ 1 , λ 2 ) = 1 n!m! (∂ n∂m k)(λ 0 , λ 0 )(λ 1 − λ 0 ) n (λ 2 −λ 0 ) m .
