The basic problems in digital image processing are image signal representation and modelling, enhancement, restoration, reconstructions from projections, analysis and coding. Image enhancement includes method for contrast enhancement, edge detection, sharpening, linear filtering and non-linear filtering, zooming and noise removal. In this paper, we have implemented two-dimensional Fast Fourier Transform (FFT) and Vedic algorithm based on Urdhva Tiryakbhyam sutra. The algorithm is presented using MATLAB program. The input image is divided into blocks and two-dimensional FFT is applied to enhance
Introduction
Image enhancement algorithms are used to emphasize specific image features to improve the quality of the image for visual perception or to aid in the analysis of image for feature extraction. An image is the two-dimensional signal whose intensity at any point is a function of two spatial variables. There has been research in the area of Very Large Scale Integration (VLSI) implementation, Block convolution, Field Programmable Gate Array (FPGA) implementation, Digital signal processing using Vedic algorithms. In [12] , FPGA implementation of overlap-add algorithm for high speed block convolution using Vedic multiplication was presented. This method is very efficient in terms area and speed as compared to conventional architectures. In [20] , using Vedic multiplication architecture new efficient method was presented for decomposing a perfect binary multiplication into smaller size which reduces the computation time and power consumption. In [13, 14] , efficient method of elliptic curve encryption was introduced using ancient Indian Vedic mathematics. In [1] , low power Arithmetic Logic Unit (ALU) design using Vedic multiplier was presented which has high speed, low power and consuming little area. In [23] , multiplier design based on Vedic mathematics was proposed. The FPGA implementation result shows the delay and the area required in proposed design is far less than the conventional, booth and array multiplier designs. In [2] , small area reconfigurable FFT design by Vedic mathematics was presented. The FFT design circuit provides the high performance, dynamic range and low power functionality. In [17] , VLSI implementation of Ronald Rivest -Shamir Adi -Adleman Lonard (RSA) algorithm using Vedic mathematics was proposed. The RSA circuit implemented with Vedic algorithm overlay high speed multiplier algorithm exhibits improved efficiency in terms of speed. In [9] , the implementation of Vedic algorithm in digital signal processing was presented. The algorithm implemented in 8085/8086 microprocessors clearly indicates the computational advantage as compared to the conventional methods. In [22] , high speed energy efficient ALU design using Vedic algorithm was introduced. An efficient Vedic multiplier which has high speed, less complexity and consuming less area was designed by using Multiply Accumulate (MAC) unit. In [21] , high speed Vedic multiplier for digital signal proce-ssors was proposed. The Vedic multiplier proves to be highly efficient in terms of speed. In [8] , FPGA architecture for two-dimensional Discrete Fourier Transform (DFT) for large input sizes based on a novel two-dimensional decomposition algorithm was implemented. The evaluation of this architecture shows significant performance enhancements over existing two-dimensional DFT applications. In [18] , the simulation of Vedic multiplier in two-dimensional DCT was implemented. The proposed two-dimensional DCT using Vedic algorithm and simulation with MATLAB shows significant performance as compared to the conventional DCT.
This paper proposes the implementation of two-dimensional FFT and Vedic algorithm using MATLAB. This paper is organized as follows. Section 2 describes Two-Dimensional DFT. Section 3 describes Two-Dimensional FFT. Section 4 focuses on Vedic mathematics. Section 5 describes Comparison between Vedic and conventional multiplier. Section 6 discusses Vedic multiplier and two-dimensional FFT. Section 7 shows the Two-Dimensional FFT results and discussion and finally the conclusion is given in Section 8. as the frequency rectangle [11] . Clearly, the frequency rectangle is of the same size as the input image. From the two-dimensional DFT Equation (1), we can show that the transformation property of DFT is given as when and , we obtain = Equation (2) shows that the Fourier spectrum can be shifted to the central point for better displaying by multiplying the original image by . The inverse DFT is given by the equation for and y . Thus, given , we can obtain back by means of inverse DFT. The value of in Equation (3) is referred as the Fourier coefficients of the expansion. In some formulations of the DFT, the (1/MN) term appears in front of the transform and in others it is used in front of inverse. The only difference between the direct and inverse Fourier transformations is the sign of exponent [16] . The principle for analyzing a transform visually is to compute spectrum. That is the magnitude of which is a real function and display it as an image [10] . Let and be the two functions represent the real and imaginary components of . Then the Fourier spectrum is defined as
Two-Dimensional Discrete Fourier Transform (DFT)
The phase angle of the transform is defined as
Two-Dimensional Fast Fourier Transform (FFT)
For efficient computation of DFT several algorithms have been developed based on divide and conquer methods. The algorithm developed by J.W.Cooley and J.W.Tukey [6, 7] in 1965 is the most efficient one and is called FFT. The FFT algorithm is used as an efficient means to compute the DFT and inverse DFT. The basic principle of FFT algorithm is to decompose DFT into successively smaller DFTs. Fast algorithms for computing the DFT commonly called the FFT algorithms is to decompose successively the N-point DFT computation into computations of smaller size DFTs and to take advantage of the periodicity and symmetry properties of the complex number . Such decompositions, if
properly carried out, can result in a significant savings in the computational complexity given by the total number of multiplications and the total number of additions needed to compute all N-point DFT samples [3, 5] . In direct computation of N-point DFT, the total number of complex additions are N (N -1) and the total number of complex multiplications are N 2 . In FFT, the total number of complex additions are reduced to N (log2N) and total number of complex multiplications are (N/2) (log2N).
Vedic Mathematics
The word 'Vedic' is derived from 'Veda' which means the store-house of all knowledge. Vedic mathematics was reconstructed from ancient Indian Vedas by Sri.Bharati Krsna Tirthaji [15] (1884-1960). Vedic mathematics is the name given to the ancient Indian system of mathematics based on simple rules and principles using which many mathematical problems can be solved [19] . Vedic formulae are claimed to be based on the natural principles on which the human mind works. This is very interesting field and presents some effective algorithms which can be applied to various branches of engineering such as computing, digital signal processing and digital image processing. Vedic mathematics is mainly based on sixteen sutras. In this paper, the proposed multiplier is based on Urdhva Tiryakbhyam Sutra. This is the general formula applicable to all cases of multiplication. It literally means "vertically and cross-wise". It is based on a novel concept through which the generation of all partial products can be done with the concurrent addition of these partial products. The parallelism in generation of partial products and their summation is obtained by using Urdhva Tiryakbhyam sutra for 4 4 bit multiplication. This algorithm can be generalised for the multiplication of a larger number N N. Multiplication is a fundamental operation in most signal processing applications. Fast multipliers are essential part of digital signal processing systems. The speed of multiplication operation is great importance in digital signal processing and image processing. The proposed Vedic multiplier significantly improves the computational speed involved in multiplication operations of the image processing [4] .
Comparison between Vedic and Conventional Multiplier
In binary system, only 0 and 1 are used hence in multiplication in Urdhva Tiryakbhyam formula is replaced by AND logic. Each AND will be a bit wide and these bits are added together to generate cross product. Rules for vertically crosswise multiplication remains the same as starting from most significant bit (MSB) of both multiplicands considered for cross product. The increasing one bit in each further calculation with cross product taken for bits of multiplicands till all bits used. Further dropping bits from MSB process of cross product is continued till only least significant bit (LSB) is used for cross product. In this system, the maximum width of cross product depends on width of multiplicands. For instance, in 8-bit multiplication maximum cross product width will be log28 + 1 = 4. In 16-bit, it will be 5.
Conventional multiplier of width N
N will generate N number of partial products with each product containing N bits with 0 to 7 zeros added to the end. The partial products are generated by bitwise AND one multiplier with another multiplier. Hence the N N bit multiplication uses 2N multiplication and N adders in the architecture of conventional multiplier. Vedic multiplier generates 2N -1 cross products of different widths which when combined forms (log2N + 1) partial products for N-bit multiplier. In case of number of partial products there is significant decrease in number for Vedic multiplier. But partial products generated in case of conventional multipliers are just by AND one multiplier by digits of another multiplier, whereas in case of Vedic, partial products are obtained after cross products are generated which requires some logic. Hence in Vedic multiplier delay in partial products is equal to adder delay. Critical path would consist of adders adding maximum number of bits in cross product. In all cases it will be the cross product in which all bits of multipliers will be considered. Different techniques are used to combine these partial products efficiently to reduce the total time required for multiplication. The multiplications and additions are significantly reduced in case of Vedic multiplier as compared to conventional multiplier. Table 1 gives the detail about the multiplication and addition in case of Vedic and conventional multiplier for 8 × 8 bit, 16 × 16 bit and 32 × 32 bit. Figure 1 . The Vedic multiplier is implemented along with the two-dimensional FFT. In practical applications, the Vedic multiplier must be implemented in hardware along with FFT for best efficiency. The multiplication used in the FFT algorithm is carried out using the Vedic multiplier instead of conventional multiplier as shown in flow chart in Figure 1 . The design flow chart of two-dimensional FFT is as shown in Figure 2 . The flow chart shows the computation of two-dimensional FFT of 8 × 8 blocks of input image. 
Vedic Multiplier and Two-Dimensional FFT

Two-Dimensional FFT Results and Discussion
The number of additions and multiplications using Vedic multiplier and conventional multiplier is given in Table 1 . For two-dimensional FFT algorithm: Number of additions = N (log2N)
Number of Multiplications = (N/2) (log2N) From Table 3 , we observe that the Vedic multiplier has a great advantage over the conventional multiplier when used with two-dimensional FFT for different block sizes. In the JPEG image, the input image is divided into 8 × 8 or 16 × 16 blocks, and the two-dimensional FFT is computed for each block and then putting the blocks back together into a single image. Equation (1) Figure 4 (b) by implementing two-dimensional FFT with Vedic algorithm using MATLAB. As shown in Figure 2 , first reading the input image and dividing the image matrix into the smaller matrices of size 8 × 8. Implement the two-dimensional FFT and the matrix of size 8 × 8 is transformed using FFT. The multiplication used in the FFT algorithm is carried out using the Vedic multiplier instead of conventional Arithmetic Logic Unit (ALU) multiplier. The original input gray scale image is newspaper print of a car. Performing twodimensional FFT, we obtain the real and imaginary parts of spectrum, log magnitude of spectrum, convolution matrix or kernel, phase spectrum of filtered image and filtered image.
Original grayscale image Real part of spectrum Imaginary part of spectrum Log magnitude of spectrum 
Conclusion
The frequency domain approach is an ideal tool for experimenting quickly and with full control over filter parameters. We have implemented two-dimensional FFT with Vedic algorithm using MATLAB program. We have taken an input original gray scale image of 'Newspaper print of a car' and obtained the enhanced or filtered image of Real part of the spectrum, Imaginary part of the spectrum, Log magnitude of spectrum, Kernel or Convolution matrix of an image, Phase spectrum of filtered image and an output of Filtered image. One can observe that the difference between the quality of input original gray scale image and the enhanced or filtered image visually as shown in Figure 3 (a) and Figure 4 (b). The proposed two-dimensional FFT using Vedic multiplication sutra called 'Urdhva Tiryakbyham' with MATLAB shows significant performance as compared to the conventional FFT.
