Abstract We show how termination of logic programs with delay declarations can be proven. Three features are distinctive of this work: (a) we assume that predicates can be used in several modes; (b) we show that block declarations, which are a very simple delay construct, are su cient; (c) we take the selection rule into account, assuming it to be as in most Prolog implementations. Our method is based on identifying the so-called robust predicates, for which the textual position of an atom using this predicate is irrelevant. The method can be used to verify existing programs, and to assist in writing new programs. As a byproduct, we also show how programs can be proven to be free from occur-check and oundering.
Introduction
Delay declarations are provided in several logic programming languages to allow for more user-de ned control 7, 8, 18] as opposed to the standard left-to-right selection rule. An atom in a query is selected for resolution only if its arguments are instantiated to a speci ed degree.
In this paper we present a method of ensuring termination of programs with delay declarations. As far as possible, we translate the problem to showing termination for a corresponding program with ordinary left-to-right execution. We assume that for the corresponding program, termination has been shown using some existing technique 1].
Three distinctive features of this work make its contribution: (a) it is assumed that procedures may run in more than one mode; (b) we concentrate on block declarations, which are a particularly simple and e cient delay construct; (c) the selection rule is taken into account.
(a) Apart from the test-and-generate paradigm (coroutining) 15], allowing procedures to run in more than one mode is probably the most important application of delay declarations. Although other authors have not explicitly assumed multiple modes, their theory and examples only become fully relevant under that assumption. Whether this is a better approach than generating multiple versions of each predicate 18] is an ongoing discussion 6].
(b) The block declarations declare that certain arguments of an atom must be non-variable before that atom can be selected. Insu ciently instantiated atoms are delayed. As demonstrated in SICStus 8], block declarations can be e ciently implemented; the test whether the arguments are non-variable has negligible impact on performance. Termination clearly depends on the instantiation of the arguments of the query. For example, the append predicate has in nitely many answers when called with uninstantiated arguments and therefore does not terminate, but it terminates when either the rst or the third argument is a list of bounded length. Although it cannot be tested in a single step which of these arguments is a list of bounded length, block declarations are still su cient.
(c) The property of termination may critically depend on the selection rule, that is the rule which determines, for a derivation, the order in which atoms are selected. We assume that derivations are left-based, which are derivations where (allowing for some exceptions, concerning the execution order of two literals woken up simultaneously) the left-most non-delayed atom is selected. This is intended to model derivations in the common implementations of Prolog with block declarations. Other authors have avoided the issue by abstracting from a particular selection rule 2, 10]; considering left-based selection rules on a heuristic basis 15]; or making the very restrictive assumption of local selection rules 11] .
Circular modes (when a predicate uses its own output as input) and speculative output bindings (bindings made before it is known that a solution exists) are known sources of loops 15]. We develop this explanation further by identifying predicates which have the undesirable property of looping when they are called with insu cient (that is, non-variable but still insu ciently instantiated) input. For instance, the query permute(A, 1|B]) loops, although the query permute(A, 1,2]) terminates. The idea of our method for proving termination is that, for such predicates, calls with insu cient input should never arise. This can be ensured by appropriate ordering of atoms in the clause bodies. This actually works in several modes, provided not too many predicates have this undesirable property. This paper is organised as follows. The next section de nes some essential concepts and notations. Sect. 3 introduces some concepts needed later, which are also useful for proving programs free from occur-check and oundering. Sect. 4 is about termination. Sect. 5 investigates related work. Sect. 6 concludes with a summary and a look at ongoing and future work.
Essential Concepts and Notations
We base the notation on 2, 9]. For the examples we use SICStus notation 8].
The set of variables in a syntactic object o is denoted by vars(o). A syntactic object is linear if every variable occurs in it at most once. A at term is a variable or a term f(x 1 ; : : : ; x n ), where n 0 and the x i are distinct variables.
The domain of a substitution is dom( ) = fx j x 6 = xg. 
Permutations and Modes
In 2], the concepts of nicely moded and well typed are introduced, assuming that each predicate has a single mode. They are used to show that the occur-check can safely be omitted and that derivations do not ounder. The idea is that in a query, every piece of data is produced (i.e. output) before it is consumed (i.e. input), and every piece of data is produced only once. Here \before" refers to the textual position in a query.
We generalise these concepts and results by considering a permutation of the atoms in each clause body in a program (and in each query), such that an LD-derivation for the reordered program is automatically delay-respecting, and thus, block declarations are e ectively unnecessary. These permutations are used to compare a program with the (theoretically) reordered program; it is not intended that the program is actually changed. Since the permutations are di erent in each mode, this would commit the program to a particular mode.
Permutation Nicely Moded Programs
In a nicely moded query, a variable occurring in an input position does not occur later in an output position, and each variable in an output position occurs only once. We generalise this to permutation nicely moded.
De nition 3.1 (permutation nicely moded). Let Q = p 1 (s 1 ; t 1 ); : : : ; p n (s n ; t n ) be a query and a permutation on f1; : : : ; ng. Q is -nicely moded if t 1 ; : : : ; t n is a linear vector of terms and for all i 2 f1; : : :; ng vars(s i ) \ (j) (i) vars(t j ) = ;:
The query 1 (Q) is a nicely moded query corresponding to Q. The clause C = p(t 0 ; s n+1 ) Q is -nicely moded if Q is -nicely moded and t 0 ; : : : ; t n is a linear vector of terms. The clause p(t 0 ; s n+1 ) (Q) is a nicely moded clause corresponding to C.
A query (clause) is permutation nicely moded if it is -nicely moded for some . A program P is permutation nicely moded if all of its clauses are. A nicely moded program corresponding to P is a program obtained from P by replacing every clause C in P with a nicely moded clause corresponding to C. Note that in the clause head, the letter t is used for input and s is used for output, whereas in the body atoms it is vice versa. 1 Given a sequence o1; : : : ; on, we write (o1; : : : ; on) for o ?1 (1) ; : : : ; o ?1 (n) , i.e. the sequence obtained by applying to o1; : : : ; on. Note that the problem of nding a mode for a program so that it is nicely moded is considered in 4]. We are not concerned with this here. We show that there is a persistence property for permutation nicely-modedness similar to that for nicely-modedness in 2].
Lemma 3.1. Every resolvent of a permutation nicely moded query Q and a permutation nicely moded clause C, where vars(Q) \ vars(C) = ;, is permutation nicely moded.
Proof. Let Q = a 1 ; : : : ; a n be a -nicely moded query and h b 1 ; : : : ; b m be a -nicely moded clause, and suppose for some k 2 f1; : : : ; ng, h and a k are uniable with uni er . By Def. 3.1, a ?1 (1) ; : : : ; a ?1 (n) and h b ?1 (1) ; : : : ; b ?1 (m) are nicely moded. Thus by 2, Lemma 11] is nicely moded. This implies that a 1 ; : : : ; a k?1 ; b 1 ; : : : ; b m ; a k+1 ; : : : ; a n is %-nicely moded, where %(i) is de ned as: Unlike 2], we included the condition that t0 is linear in Def. 3.1.
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Permutation Well Typed Programs
To show that derivations do not ounder, 2] de nes well-typedness, which is a generalisation of a simpler concept called well-modedness. The idea is that given a query H; a; F, if H is resolved away, then a becomes su ciently instantiated to be selected. As with the modes, we assume that the types are given. In the examples, they will be the obvious ones.
De nition 3.3 (permutation well typed). Let n 0 and be a permutation such that (i) = i whenever i = 2 f1; : : :; ng. Let 
Termination
So far we have introduced two useful concepts of \modedness" and \typedness". In this section, we will build on these to show termination.
We are interested in termination in the sense that all derivations of a query are nite. Therefore the clause order in a program is irrelevant. Furthermore, we are concerned with how delay declarations can a ect the termination of a program. Thus it is assumed that termination for the corresponding nicely moded and well typed programs has been shown by some existing method for LDderivations 1]. We rst give some examples to illustrate the issues. Moreover, the query nqueens (4, Sol) terminates. However, if in the rst clause, the atom order is changed by moving sequence(N,Seq) to the end, then nqueens(4,Sol) loops. This is because resolving sequence(4,Seq) with the second clause for sequence makes a (not speculative!) binding which triggers the call permute(Sol, 4|T]). This call results in a loop. Note that 4|T], although non-variable, is insu ciently instantiated for permute(Sol, 4|T]) to be correctly typed in its input position: permute is called with insu cient input. To ensure termination, atoms in a clause body that loop when called with insu cient input should be placed so that all atoms which produce the input for these atoms occur textually earlier.
In the following three subsections, we rst de ne permutation robustly typed, which is an elementary property a program must have for our method to be applicable. We then identify the robust predicates, which terminate for every delay-respecting selection rule. Finally, we show how predicates which are not robust must be placed in clause bodies to ensure termination.
Preventing Instantiation of Own Input
A prerequisite of our formalism is that no call arising in a derivation can ever instantiate its own input arguments. Consider the query delete(A,L,R), delete(B, 1,2],L). The second atom produces L, which is used by the rst atom as input. The query loops, since the second atom partially binds L, which wakes up the rst atom, which then instantiates L further (i.e. the call instantiates its own input), resulting in a recursive call to delete, and so forth. To prevent a call from instantiating its input, the block declarations must enforce that an atom is only selected if all input positions of non-variable type are non-variable. As the previous example shows, this is not enough. It also has to be ensured that each input argument in the clause head is at (which the clause head delete(X, U| H|T]], U|Z]) violates). The next example shows that even that is not enough.
Example 4.4. Consider the following program in mode p(I ; O). :-block p(-,?). p(g(Y),Y).
A call to p(g(X),3) instantiates X to 3, and thus instantiates its own input. The easiest solution seems to be to require that the output positions in a query are always lled by variables. In mode p(I ; O), the query p(g(X), 3) should not arise, since its output is already instantiated. This is considered in 2] (simplymodedness). However, it is often too restrictive. Example 4.5. The following is an excerpt from a version of quicksort. Looking at Def. 4.1, one is tempted to think that it is best to associate the label bound with all output positions, because that would make the de nition less restrictive. However, we require a program to have input selectability in each of its modes. Since input selectability is de ned with respect to atoms in permutation robustly typed queries, and permutation robustly typed queries are de ned with respect to given free and bound positions, it turns out that the choice of free and bound positions constrains the possible set of modes. For reasons of space, we cannot explain this in detail. Anyway, we have not encountered a case where a \natural" mode of a program was ruled out.
:-block qs(-,-). qs( ], ]
The following lemma shows a persistence property of permutation robustly typedness, and shows furthermore that a derivation step cannot instantiate the input arguments of the selected atom.
Lemma 4.1. Let P be a permutation robustly typed program with input selectability, Q = p 1 (s 1 ; t 1 ); : : : ; p n (s n ; t n ) be a permutation robustly typed query and C = p k (v 0 ; u m+1 ) q 1 (u 1 ; v 1 ); : : : ; q m (u m ; v m ) be a clause in P such that vars(Q) \vars(C) = ;. Suppose hQ; ;i; hR; i is a derivation step with clause C and selected atom p k (s k ; t k ).
Then R is permutation robustly typed, and dom( ) \ 
Robust Predicates
In this subsection, derivations are not required to be left-based. Therefore we do not need to consider arbitrary permutations and we can, without loss of generality, assume that the programs and queries are robustly typed (rather than permutation robustly typed). This simpli es the notation. In Subsect. 4.3, we go back to allowing for arbitrary permutations.
De nition 4.3 (robust).
A predicate p in a robustly typed program P is robust if, for each robustly typed query p(s; t), any delay-respecting derivation of P fp(s; t)g is nite. An atom is robust if its predicate is.
This means that for queries consisting of robust atoms, termination does not depend on left-based derivations. Thus the position of a robust atom in a clause body or query does not a ect termination. The following lemma says that a robust atom cannot proceed inde nitely unless it is repeatedly \fed" by some other atom. The following lemma is a simple consequence and states that the robust atoms in a query on their own cannot produce an in nite derivation. Lemma 4.3. Let P be a robustly typed program with input selectability and Q a robustly typed query. A delay-respecting derivation of P fQg can be in nite only if there are in nitely many steps where a non-robust atom is resolved. (Proof 17]) For LD-derivations, termination proofs usually rely on some norm to measure the size of a term or atom 1, 5] . For a query F; a; H, the query F is resolved away before a is resolved, and thus a is su ciently instantiated to be bounded with respect to the norm. In contrast, for arbitrary derivations, the decrease in argument size must be independent of the order in which atoms are selected. We assume a simple norm where a term is smaller than another term if it is a proper subterm. This method could be enhanced by considering other norms.
Example 4.8. Consider Ex. 4.2, where all arguments are input, and the type is fsafe(il); safe aux(il; int; int); no diag(int; int; int)g. All delay-respecting derivations of a permutation robustly typed query safe aux(l; n; m) terminate, because in the rst argument of safe_aux, there is a strict decrease with respect to the \subterm" norm.
The following de nition is adapted from 1].
De nition 4.4 (depends on). Let p; q be predicates in a program P. We say that p refers to q if there is a clause in P with p in its head and q in its body, and p depends on q (written p w q) if (p; q) is in the re exive, transitive closure of refers to. We write p = q if p w q and q 6 w p, and p q if p w q and q w p. 
Well Fed Programs
So far we have shown for some predicates that all delay-respecting derivations of queries with these predicates terminate. As permute(O ; I ) shows, this does not work for all predicates. In a program which uses such predicates, the selection rule must be taken into account. We assume left-based derivations. Consequently we now also give up the assumption, made to simplify the notation, that the clauses and query are robustly typed, rather than just permutation robustly typed. All statements from the previous subsection generalise in the obvious way.
A query is called well fed if each atom has been shown to be robust or occurs in such a position that all atoms which \feed" the atom occur earlier. Of course, since robustness is undecidable, we must assume a predicate to be non-robust if it has not been shown to be robust.
De nition 4.6 (well fed). Let P be a permutation robustly typed program. For a -robustly typed query p 1 (s 1 ; t 1 ); : : : ; p n (s n ; t n ), an atom p i (s i ; t i ) is well fed if it is robust, or (j) < (i) implies j < i for all j. A -robustly typed query (clause) is well fed if all of its (body) atoms are. P is well fed if all of its clauses are well fed and it has input selectability. Theorem 4.6. Let P and Q be a well fed program and query, and P 0 and Q 0 a robustly typed program and query corresponding to P and Q. If every LDderivation of P 0 fQ 0 g is nite, then every left-based derivation of P fQg is nite. (Proof 17]) Given that for the programs of Ex. 4.10, the corresponding robustly typed programs terminate for robustly typed queries, it follows from the above theorem that the former programs terminate for well fed queries.
Related Work
In using \modedness" and \typedness", we follow Apt and Luitjes 2], and also adopt their notation. Our results on occur-check freedom and non-oundering are straightforward variations of their results. For termination, they propose a method limited to deterministic programs.
Naish 15] gives excellent intuitive explanations why programs loop, which directed our own search for further ideas and their formalisation. To ensure termination, he proposes some heuristics, without any formal proof.
Predicates are assumed to have a single mode. Naish suggests that alternative modes should be achieved by multiple versions of a predicate. 5 However, under that assumption, why have delay declarations in the rst place? For instance, in the mentioned example permute, if we only consider permute(O ; I ), then Ex. 4.1 does not loop for the plain reason that no atom ever delays, and thus the program behaves as if there were no delay declarations. In this case, the interpretation that one should \put recursive calls last" is misleading. If we only consider permute(I ; O), then the version of Ex. 4.1 is much less e cient than Ex. 3.1. In short, the whole discussion on delay declarations makes little sense when only one mode is assumed. L uttringhaus-Kappel 10] proposes a method of generating control automatically, and has applied it successfully to many programs. However, rather than pursuing a formalisation of some intuitive understanding of why programs loop, and imposing appropriate restrictions on programs, he attempts a high degree of generality. This has certain disadvantages.
The method only nds acceptable delay declarations, ensuring that the most general selectable atoms have nite SLD-trees. What is required however are safe delay declarations, ensuring that instances of most general selectable atoms have nite SLD-trees. A safe program is a program for which every acceptable delay declaration is safe. No hint is given as to how it is shown that a program is safe. This is a missing link.
The delay declarations for some programs such as quicksort require an argument to be a nil-terminated list before an atom can be selected. As L uttringhausKappel points out himself, \in NU-Prolog or SICStus] it is not possible to express such conditions". We have shown here that, with a knowledge of modes and types, block declarations are su cient.
Floundering cannot be ruled out systematically, but only be avoided on a heuristic basis. Thus in principle, the method sometimes enforces termination by oundering. This lies in the nature of the weak assumptions made, and thus is sometimes unavoidable, but there is no way of knowing whether for a particular program, it was unavoidable or not.
Marchiori and Teusink 11] base termination on norms and the covering relation between subqueries of a query. This is loosely related to well-typedness. However, their results are not comparable to ours because they assume a local selection rule, that is a rule which always selects an atom which was introduced in the most recent step. We are not aware of an existing language that uses a local selection rule. The authors state that programs that do not use speculative bindings deserve further investigation, and that they expect any method for proving termination with full coroutining either to be very complex, or very restrictive in its applications.
Discussion and Future Work
We have presented a method of proving termination for programs with block declarations. This was both a re nement and a formalisation of the heuristics presented in 15].
We required programs to be permutation robustly typed, a property which ensured that no call instantiates its own input. In the next step, we identi ed when a predicate is robust, which means that every delay-respecting derivation for a query using the predicate terminates. Robust atoms could be placed in clause bodies arbitrarily. Non-robust atoms had to be placed such that their input is su cient when they are called.
The main purpose of this work is software development, and it is envisaged that an implementation should take the form of a program development tool. The programmer would provide mode and type information for the predicates in the program. The tool would then generate the block declarations and try to reorder the atoms in clause bodies so that the program is well fed with respect to these modes and types. Finding the free and bound positions, as well as the decreasing position used to prove robustness, should be done by the tool. As already indicated, these choices are very constrained anyway, which suggests that this should be feasible.
In 16] we discuss how to prevent errors related to built-ins, in particular arithmetic built-ins. Another interesting issue is how achieving multiple modes using block declarations a ects the e ciency of programs.
