ABSTRACT With the sustained development of social networks, increasing attention has been paid to social recommender systems. Current studies usually focus on indirect factors such as the similarity between users, but multiple direct interactions, such as mentions, reposts, and comments, are seldom considered. This paper addresses direct connections between users in social recommender systems. We analyze direct interactions to investigate the connection strength between users, and then, user preferences and item characteristics can be better described. Based on the analysis of social influence between users and users' influence over the whole social network, we propose a recommendation method with social influence, which makes full use of information among users in social networks and introduces the mechanisms of macroscopic and microscopic influences. Direct interactions between users are incorporated into a matrix factorization objective function. Real-world microblog data are applied to verify our model, and the results show that the proposed recommendation method outperforms other state-of-the-art recommendation algorithms.
I. INTRODUCTION
Recommender systems are drawing more attention these days, and the increasing popularity of social networks further accelerates this process, in particular in the big data age [1] . Mass information produced by online users creates new opportunities to help researchers and developers better understand user preferences and provide more accurate recommendations [2] .
The successful applications of recommender systems can be found in a number of commercial websites, e.g., Amazon and eBay. One emergent topic raised here is social recommender systems, with the hypothesis that popular items that are adopted by a user's trusted friends can be recommended to the user.
Current studies on social recommender systems focus on the improvement of the accuracy of recommendations, in which, based on user relationship networks, indirect or implicit user connections are emphasized rather than the direct connections between users [3] . Some other algorithms [4] , [5] use the trust links between users to improve the accuracy, while the algorithm with social dimensions [6] , [7] digs implicit links by detecting the communities, where users share similar interests. Despite tremendous efforts, some situations are still ignored in previous studies. For instance, direct interactions, such as mentions, reposts and comments, have a significant impact in the real world [8] . Furthermore, previous studies on social recommendation simply regard users with links or high similarities as friends, which may lead to a bias evaluation for user preferences.
To solve the problems above, this paper proposes a social recommendation method that restrains invalid links by assigning different weights to different links. Invalid links mean that users recently have no direct interaction with friends. Simultaneously, this paper presents two definitions of influence in social networks, i.e., microscopic social influence (MISI) and macroscopic social influence (MASI). MISI finds which link is valid and assigns high weights for valid links. MASI denotes the strength of a user's influence over the whole social network. The method aims to improve the accuracy of recommendation in those networks with direct user interactions, such as Facebook, Twitter and LinkedIn. In addition to these websites, our method can work well in the websites where users link their accounts to some other active social networks, and its extensions might also adapt to co-author networks or bibliometric networks in broader disciplines [9] . This paper verifies the proposed method by using a public dataset, i.e., KDD Cup 2012 [10] , in which there are many kinds of interaction data collected from Tencent microblog (a well-known microblog service in China). Our method generates MISI and MASI, and improves the performance of recommendations based on these two kinds of social influence. Considering this dataset only contains two recommendation results: ''1'' for acceptance and ''-1'' for rejection, we utilize the vector space similarity (VSS) [4] , [11] to measure the similarities between users. At the same time, we randomly extracted two datasets from Tencent microblog data with different time periods to evaluate our method, in which user interactions are independent.
The contributions of this paper include: (1) We investigate and present two kinds of social influence, i.e., MISI and MASI. (2) A social recommendation method is designed, which addresses direction connections between users, and incorporates macroscopic and microscopic influence. (3) We compare our method with two baseline approaches, i.e., average user rating (UserAvg) and average item rating (ItemAvg), and with several state-of-the-art social recommendation algorithms. The results indicate our method performs better than other algorithms on real-world datasets.
The rest of this paper is organized as follows. In Section II, an overview of recommender systems is provided. Section III analyzes the characteristics of social networks and original data. Section IV details our social recommendation method and proposes a way to extend our method for some other networks. Experimental results are presented in Section V, followed by the conclusion in Section VI.
II. RELATED WORK
Collaborative Filtering (CF) is an important branch of recommender systems in recent studies, which can be divided into two categories: memory-based CF and model-based CF [10] , [12] . Memory-based CF approaches [13] , [14] use statistical techniques to build neighbourhood relationships between users or items, and predict missing rating based on a weighted sum of ratings from similar users or items. Modelbased approaches [15] , [16] use user-item ratings to train a model first, and then make recommendations via the model instead of the similarity comparison.
Matrix factorization [17] is a representative of modelbased CF, which decomposes the m × n rating matrix R to a user factor matrix U ∈ R m×k and an item factor matrix V ∈ R n×k , shown in Eq. (1) .
where m and n are the number of users and items, and the product is used to construct a matrix approximation. In previous studies [18] , [19] , minimizing the sum-of-squared-errors objective function is the most popular method to solve recommendation problems. Moreover, to avoid overfitting issues, the regularization terms of matrix U and V are added into the object function as follows:
where I is a binary function standing for whether user i rates item j, λ 1 and λ 2 are the parameters of regularization terms, and ·
2
F denotes the Frobenius norm [20] . Based on matrix factorization, much influential information is incorporated into recommender systems, which can relieve the cold-start problem [21] - [23] . For example, user links that come from trust networks are utilized frequently. A number of recommender systems have already been proposed based on the characteristics of trust networks. One effective algorithm is the Recommendation with Social Trust Ensemble (RSTE) [24] , which is a method of probabilistic factor analysis utilizing the social trust ensemble term. RSTE is more realistic to model the real-world recommendation processes. Recently, trust-ware recommender systems focus on both online and offline trust [25] . A new trust-ware recommendation algorithm, named USBN [26] , synthesizes both online and offline social trust to reinforce the performance of personal recommendation. In addition, Bayesian network probabilistic inferences are also used to deduce trusted degree or accredited degree and obtain time sequences to track the changes of user interests [27] .
Social recommender systems have drawn increasing attention. Differing from trust networks, friendships in social networks are bidirectional, and the interests between friends can be different [28] . In addition, implicit interactions existing in social networks are emphasized. Some related work can be outlined: An efficient method of social recommender systems is SoReg [4] , which involves both average-based regularization and individual-based regularization. SoReg adds a regularization term generated by social links to a matrix factorization framework in the model. Community detection technology [6] is also used in social recommender systems, which improves the performance of recommendation because users in the same group have similar preferences. Further, some studies consider both local information and global information and explore recommendation methods in signed social networks [29] .
III. NETWORK AND DATA ANALYSIS
This paper aims to construct a recommender system approach based on user relationship networks. The characteristics of user relationships will be extracted as features to improve the performance of recommendation. To determine which feature is significant, the network and data characteristics are analyzed first.
A. NETWORK CHARACTERISTICS
Many kinds of relationships and interactions exist in realworld social networks [30] - [32] . For example, in a microblog network, a user can interact with others by three ways:
mentioning other users (@username), reposting others' posts and commenting on posts. One hypothesis here is: if a user does not interact with friends in a long time, they would hardly affect each other in making decisions. On the contrary, recent interactions with friends would have a significant impact. Therefore, we only use one-month data in the dataset and the number of mentions, comments and reposts are calculated.
In addition to the influence between individual users, a user may also affect the whole social network through information propagation. According to the result of the influence from heterogeneous social networks [33] , the number of posts and followers can determine a user's influence towards the whole social network. Those two features related to either posts or followers can represent the weight of a user's interest in the network. Here, we do not take timelines and the number of posts into consideration. (1) No matter when followers contact with a user, each post of the user will be pushed to its followers' homepages and the post can be read by followers. (2) Despite the fact that the number of posts can indicate the activity of a user in the social network, this feature is not precise enough, since users may remove some posts on purpose, which will result in the dynamics of the number of posts.
In summary, we select four user features, i.e., the number of mentions, the number of reposts, the number of comments and the number of followers, to generate social influence for enhancing the accuracy of recommendation.
B. DATA CHARACTERISTICS
The dataset collected in the recent month contains: recommendation logs (including user-item ratings), user profile data, user action data (e.g., the number of mentions, the number of reposts and the number of comments), and user SNS data (i.e., following relationships). Here, we use the whole Tencent microblog data in KDD Cup for analysis.
Firstly, we remove repeated recommendation logs and the users that do not have any action record. Based on useritem ratings, we calculate the interest similarities between friends by VSS. Although the interactions between friends are unidirectional, similarities are bidirectional. Therefore, the similarity between couples of friends only needs to be calculated once.
To some extent, the similarity between two users shows the strength of their connection. Therefore, comparing interaction data with similarities can be efficient in data analysis. There are three kinds of interactions in user action data, including the number of mentions, number of reposts and number of comments. The following scatter plots of these interactions versus similarities obviously reflect their characteristics.
As shown in Fig. 1 , the envelope of user similarity increases slower as the number of mentions increases. The envelope of scatters in Fig. 1 resembles a logarithm function. However, it is obvious that the curve of the generation function crosses the zero point, and has the maximal value of 1. Therefore, the logarithm function is not suitable to fit the envelope of the Fig. 1 and we intend to use a hyperbolic tangent function to instead it. Fig. 2 shows user similarity versus the number of comments. Similar to Fig. 1 , the envelope of the similarities in Fig. 2 is also like a hyperbolic tangent function. Moreover, less exceptional points are found in this figure, compared with Fig. 1 . Thus, the influence generated by the number of comments is more convincing than that of the number of mentions. Fig. 3 shows the relation between user similarity and the number of reposts. User similarity is distributed within a larger range. Compared with Fig. 1 and Fig. 2 , the envelope of similarities does not have a clear evolutionary trend. Therefore, this feature can be omitted when calculating the influence.
In addition to interpersonal influence, a global influential feature of social recommendation is to measure how a user's interest can influence the whole social network. This kind of influence is different from those features above. The global influential feature originates from information propagation, which may be affected by the number of followers and the number of users' posts. In a common sense, the number of followers is an effective feature to judge how a user's interest is to affect the whole social network. However, the number of users' posts may not be very appropriate. For instance, if a user does not publish posts in a long time, its neighbors in the social network may be influenced little by it. Therefore, we suggest using the number of followers as a global influential feature to calculate the user's global influence.
IV. THE PROPOSED RECOMMENDATION FRAMEWORK
Based on the results of the data analysis above, it is obvious that the number of mentions and the number of comments are effective to measure the influence between friends, and the number of followers contributes to generate the global influence of the whole social network. These two kinds of influence are essential for our recommendation method, which is given as follows.
A. SOCIAL INFLUENCE MODEL
Generally, different users will affect each other at different time. In majority cases, the influence between two users only takes effect in a microscopic scale [34] . We define this type of influence as microscopic social influence (MISI). In some other cases, the influence would reflect the impact on all users in social networks, which can be defined as macroscopic social influence (MASI).
1) MICROSCOPIC SOCIAL INFLUENCE
In social networks, MISI arises from a pair of user interactions, and it is often one-way influence. Given the circumstance, the impact of authoritative users is much stronger than normal users' impact. We have two features to characterize user interactions, i.e., the number of mentions and the number of comments, which are defined as NoA if and NoC if respectively. The variables reflect the MISI of a friend f on user i. The generation functions of MISI are listed as follows:
where 
where the parameters θ A and θ C are weights for generation functions. For convenience in following computation, we use θ A + θ C = 1 to limit MISI if in the range [0, 1]. One specific issue raised in real-world social networks is that some close-connected users may have completely opposite interests [35] . To alleviate this problem, the similarity between users is involved to improve the expression of MISI, shown in Eq. (6),
where Sim if is the VSS shown in Eq. (7),
where G i is the set of ratings from user i, and v j ∈ G i ∩ G f stands for the set of mutual ratings from user i and its friend f .
2) MACROSCOPIC SOCIAL INFLUENCE
MASI is concerned about a user's influence over the entire social network [36] . With different activities and participants, the influence of users on a network is heterogeneous, which would lead to diverse impacts to the preferences of others. As mentioned above, the feature to determine each user's MASI is the number of followers. We define NoF i as the number of followers of user i. Referring to the observations in [33] , the global influence increases rapidly at first, with the increase of the number of followers, but it then becomes relatively stable. Some users do not have any follower, but they can still participate in information propagation, and therefore, they can have the global influence as well. Therefore, when NoF i = 0, the MASI of user i is not 0. According to the above characteristics, the expression of MASI is represented in Eq. (8),
where α F is to control the nonlinearity degree of the generation function, b F is the offset to make the MASI stay above 0, and γ is to limit the maximal value of MASI below 1.
B. SoInfRec RECOMMENDATION APPROACH
With MISI and MASI defined above, a recommendation approach based on social influence (SoInfRec) is proposed. It merges two kinds of social influence to improve the performance of recommendation. Inspired by some previous studies [37] , [38] , minimizing the sum-of-squared-errors VOLUME 5, 2017 objective function can be used to deal with this recommendation task formulated as :
where I ij is the indicator function that is equal to 1 if user i rated item j and equal to 0 otherwise. F + (i) is the friend set that can influence user i. The Frobenius norm
is regarded as a social regularization term [4] , and we take advantage of MISI to improve it. β is the parameter of the social regularization term, which is used to control the impact of the MISI regularization on the object function. If a user has large MASI, it affects the preferences of more agents, and should be emphasized in the loss function. Therefore, we use the MASI as a weight for loss function, and it has a global effect in our model. U 2 F and V
2
F are quadratic regularization terms of two factor matrices, aiming to avoid overfitting issues. Stochastic gradient descent (SGD) is utilized to find the optimal latent vectors U i and V j , shown in Eqs. (10) and (11).
where F − (i) is the friend set that can be influenced by user i.
C. TRAINING AND PREDICTION
Four steps are designed to train our proposed model:
Step 1: To generate the MISI matrix with the dataset of user action data, in which MISI if is calculated using Eq. (5) . Note that if a user neither takes any action nor publishes any comment, the MISI if is set to 0. For the MASI matrix, the influence is based on the number of followers, which is given in Eq. (8).
Step 2: To calculate the similarities between pairs of friends.
Step 3: To generate the user-item rating matrix with the microblog data.
Step 4: To use SGD to find the optimal U and V of the objective function in Eq. (9) .
The whole algorithm is shown in Algorithm 1.
D. EXTENSION
The proposed social recommendation approach can be used in any social networks with multiple interactions among users, such as Facebook, Twitter, and LinkedIn. The results of recommendation in a majority of social networks are binary, Update U ← U − µ · ∂L/∂U Update V ← V − µ · ∂L/∂V end while including acceptance and rejection; however, in some networks users can assign 5-scale integer ratings (from 1 to 5) to items. For instance, a user in Epinion can give a rating to a product in a range from 1 to 5. At this stage, ratings may be affected by the rating habits of users and then lead to rating bias.
In the situation, the similarity function of VSS may not be accurate. To avoid the bias, the Pearson Correlation Coefficient (PCC) [39] is used to calculate user similarities. Comparing with VSS, PCC deducts the average rating given by each user while calculating similarities, which can avoid the impact of user rating habits.
Besides the similarity function, the generation function of MISI can be extended for different networks. User behaviors are heterogeneous, which indicate the difference of user interactions. Heterogeneous information can be used to generate the MISI as well.
V. EXPERIMENTAL ANALYSIS
In this section, we conducted experiments to compare the performance of SoInfRec with some baselines and several state-of-the-art social recommendation algorithms.
A. EXPERIMENTAL SETTINGS
We extracted two datasets over a period of time randomly from real Tencent microblog data in KDD Cup 2012 [10] . The extractive datasets have 4720 and 7834 users, respectively. Here, posts published by users in the microblog website are regarded as items. We converted user-item ratings to +1 and 0 to make all methods converge more rapidly. The rating 0 represents a user rejects the recommended item.
The basic statistics of the datasets are summarized in Table 1 . The density of ratings can be calculated by the number of ratings the number of users × the number of items
The densities of the user-item rating matrices for two datasets are 2.11%, and 3.29%, respectively. For two datasets, we randomly selected 65%, 75% and 85% data as training data, and treated the remaining data as test data to verify the methods. The random selection is carried out 5 times independently, and we report the average results. We used two metrics to evaluate the performance, i.e., Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), which are defined as
where T is the number of ratings in the test data andR is the predicted ratings. A smaller value of MAE or RMSE means the better recommendation accuracy.
B. COMPARISONS
To demonstrate the performance of SoInfRec, some representative recommendation methods are used for comparison. UserAvg is a baseline method, which uses the average rating given by each user as the rating of its uncollected items.
ItemAvg is another baseline method, which regards the average rating of each item as the prediction for users who have not collected the item.
MF [17] is a basic matrix factorization method which only uses the user-item matrix to make recommendations.
SocialMF [40] is model-based approach, which incorporates the mechanism of trust propagation into the model.
SoReg [4]
is based on matrix factorization, and social regularization is introduced to capture the trust links between users.
RSTE [24] is a probabilistic factor analysis framework with social trust ensemble, which naturally fuses the interests of users and their trusted friends together.
C. PARAMETER SETTINGS
The two datasets have different scales and data characteristics. Thus, different regularization parameters are needed for training. The optimal λ 1 and λ 2 for dataset 1 are 0.001, and those for dataset 2 are 0.0005. We empirically set the number of latent factors at k = 20. The number of iterations in each recommendation method is 100.
In SoInfRec, the social regularization parameter is β = 0.0002 in both datasets. For MISI, the influence from mentions and comments uses the hyperbolic tangent function as the generation function. Parameters in the generation function are set as α A = 100 and α C = 50 for both datasets. The normalization parameters θ A and θ C are 0.5. For MASI, parameters in the generation function are set as: α F = 2500, b F = 1, and γ = 0.5 for both datasets. The learning rate is µ = 9.5 × 10 −4 .
We also set the optimal parameters for the comparative methods. The learning rates are µ = 4.5×10 −4 and µ = 0.09 for MF and SocialMF, respectively. The social regularization parameter for SocialMF is 0.1. For RSTE, the learning rate is µ = 0.001 and the parameter α is 0.7. For SoReg, the learning rate is µ = 4.2×10 −4 and the social regularization parameter is β = 0.01. 
D. PERFORMANCE COMPARISON
We randomly selected 65%, 75% and 85% of two datasets as training data to verify our proposed method. Results are shown in Table 2 and Table 3 .
Based on the tables, two baseline approaches UserAvg and ItemAvg have similar performance, but MF cannot perform better in dataset 1. One possible reason is that the dataset from Tencent microblog has some noises, and MF cannot deal with these noises well. The noises also impact the performance of SocialMF and SoReg, and therefore, the MAE for the two methods in dataset 1 increases when the training data become denser. RSTE receives the best performance among the six comparative methods, which makes a better use of user links and enhances the recommendation with probabilistic factor analysis. According to the comparison, it is clear that SoInfRec works better than the six existing methods in both datasets. In particular, comparing to RSTE, when the proportion of training data is 85%, our method improves RMSE with 9.2% in the dataset 1, and improves RMSE with 4.6% in the dataset 2.
Aiming to compare the iteration process of the state-ofthe-art methods with SoInfRec, we reveal the convergence speeds of the methods. Since RSTE performs the best among the six comparative methods, we select RSTE to compare its convergence speed with SoInfRec in Figs. 4-7. According to those figures, SoInfRec always converges to a lower MAE and RMSE within a shorter time. MAE and RMSE for RSTE decrease relatively slow with the increase of the number of iterations. With more training data, small initial fluctuations may exist in the evolution of MAE and RMSE, but SoInfRec achieves a higher accuracy quickly.
VI. CONCLUSION
Direct interactions in social networks can result in social influence on the decision-making process of related friends, and such influence would be more significant in social networks with multiple social activities. However, previous studies on social recommendation simply regard users with links or high similarities as friends, which may lead to a bias evaluation for user preferences. This paper provides a solution to this issue by integrating direct interactions in recommender systems, and a social recommendation approach named SoInfRec is proposed, which uses multiple features in user interactions, such as the number of comments and the number of followers. We define the microscopic and macroscopic social influence to characterize the influence between users and the user's influence over the whole social network. We also introduce the microscopic and macroscopic social influence into matrix factorization to make better recommendations. The experiment results on real-world datasets demonstrate that SoInfRec actually improves the recommendation accuracy.
In future, we will continue our research on improving the performance and effectiveness of recommender systems via exploiting social relations and time information [41] . We hope this paper will inspire readers in this significant direction.
