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Abstract 
In this paper, a computational approach for solving the nonlinear dynamic 
estimation problem is proposed. Our aim is to estimate the nonlinear state 
dynamics. In our approach, the linear expectation model, which is added with the 
adjusted parameters, is introduced. On this basis, the differences between the 
original system and the model used can be measured repeatedly. Since the output 
is measureable from the original problem, it is fed back into the model, in turn, 
updates the estimation solution of the model used iteratively. As the convergence 
achieved, the model solution converges to the true solution of the original 
problem, in spite of model-reality differences. For illustration, an example is 
studied and the solution shows the efficiency of the approach proposed.  
Keywords: nonlinear dynamic estimation, iterative solution, model-reality 
differences, adjusted parameters, output measurement       
 
 
1 Introduction  
 
Estimating the state dynamics accurately from a nonlinear dynamical system 
that is disturbed by Gaussian white noise sequences is a challenging task. This 
estimation is due to the fluctuation behavior appeared in the dynamic system 
that gives an unpredictable response, and makes the dynamic system even 
more complex. In this point of view, the Kalman filtering theory, which 
consists of the measurement and time updates, is proposed to give the optimal 
state estimate for the linear stochastic dynamic systems [1, 2, 3].  
The idea of the Kalman filtering theory is then extended to nonlinear 
dynamical systems since most of engineering problems are nonlinear in nature, 
see for examples [4, 5, 6]. In implementation of the extended Kalman filter 
(EKF), the Jacobian matrices derived on the state and the measurement output 
equations are evaluated with the current predicted states. This linearization 
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would not give the optimal state estimate and the divergence could be 
happened towards the wrong estimated solution [7, 8].  
To improve the EKF, the unscented Kalman filter (UKF) is investigated [9]. 
In such study, the probability density is approximated by a deterministic 
sampling of points using the unscented transformation [10, 11]. The UKF is 
more robust and more accurate than the EKF for the estimation errors. 
However, the UKF does not perform well for the bad initial state and its 
robustness is less than the optimization based state estimators, for instance, the 
moving horizon estimator [12]. Practically, state estimation with the Kalman 
filtering theory has been widely applied in engineering and sciences, which 
covers target tracking [13], robotic manipulators [14], reservoir modeling [15], 
biomedical applications [16], sensor data [17], and control systems with 
model-reality differences [18, 19].  
In this paper, we propose an efficient computation approach, which is based 
on the association of the Kalman filtering theory and the principle of model-
reality differences, for solving nonlinear dynamic estimation problem of 
stochastic system. In our approach, the adjusted parameters are introduced into 
the linear dynamic system, both for state and output equations. During the 
computation procedure, the output, which is measured from the real plant, is 
fed back into the model used, in turn, updates the model trajectory iteratively. 
In this way, the differences between the real plant and the model used are 
calculated at each iteration step. Consequently, the optimal solution of the 
model used approaches to the true optimal solution of the original estimation 
problem in spite of model-reality differences. On this basis, an iterative 
algorithm is then established for the estimation problem of nonlinear stochastic 
dynamical systems.          
The rest of the paper is organized as follows. In Section 2, the estimation 
problem of a nonlinear stochastic dynamical system is described. For 
simplicity, a linear model-based estimation problem, which is added with the 
adjustable parameters, is formulated. In Section 3, an expanded estimation 
problem, which takes into account the differences between the real system and 
the model used, is introduced. The resulting iterative algorithm that is based on 
the Kalman filtering theory and the principle of model-reality differences is 
then derived for solving the nonlinear dynamics estimation problem. In Section 
4, an illustrative example is studied for the efficiency. Finally, some 
concluding remarks are made.         
 
2 Problem Statement 
 
Consider a general class of difference equations given below:  
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    ( 1) ( ( ), ) ( )x k f x k k G kω+ = +              (1a) 
        ( ) ( ( ), ) ( )y k h x k k kη= +                   (1b) 
 
where ( ) ,nx k ∈ℜ 0,1,..., ,k N= and ( ) ,py k ∈ℜ 0,1,..., ,k N= are, respectively, 
the state sequence and the output sequence. ( ) ,qkω ∈ℜ 0,1,..., 1,k N= −  and 
( ) ,pkη ∈ℜ 0,1,..., ,k N=  are stationary Gaussian white noise sequences with 
zero mean and their covariance matrices are, respectively, given by q qQω ×∈ℜ  
and ,p pRη
×∈ℜ which are positive definite matrices. n qG ×∈ℜ is the process 
coefficient matrix, nnf ℜ→ℜ×ℜ:  represents the plant dynamics and 
pnh ℜ→ℜ×ℜ:  is the output measurement channel.  
The initial state is  
 
0(0)x x=  
 
where 0
nx ∈ℜ  is a random vector with mean and covariance are, respectively, 
given by  
 
0 0[ ]E x x=  and T0 0 0 0 0[( )( ) ]E x x x x M− − = . 
 
Here, 0
n nM ×∈ℜ  is a positive definite matrix. It is assumed that initial state, 
process noise and measurement noise are statistically independent.   
Suppose the state mean propagation is given by  
   
( 1) ( ( ), )x k f x k k+ = ,       0(0)x x=       (2a) 
     ( ) ( ( ), )y k h x k k=        (2b) 
 
where ( ) ,nx k ∈ℜ 0,1,..., ,k N= and ( ) ,py k ∈ℜ 0,1,..., ,k N= are, respectively, 
the expected state sequence and the expected output sequence. Then, the aim is 
to find a sequence of the optimal state estimate ˆ( ) ,nx k ∈ℜ 0,1,..., ,k N=  such 
that the following weighted least squares error (WLSE) is minimized, 
   
   
T 1
0
1( ) (( ( ) ( )) ( ( )) ( ( ) ( ))
2
N
mse x
k
J x x k x k M k x k x k−
=
= − −∑  
      
T 1( ( ) ( )) ( ( )) ( ( ) ( )))yy k y k M k y k y k−+ − −       (3) 
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where ( ) ,n nxM k ×∈ℜ 0,1,..., ,k N= and ( ) ,p pyM k ×∈ℜ 0,1,..., ,k N= are, 
respectively, the state error covariance matrix and the output error covariance 
matrix. It is assumed that all functions in (1), (2) and (3) are continuously 
differentiable with respect to their respective arguments.    
This problem is regarded as the nonlinear dynamic estimation problem, and 
is referred to as Problem (P). Since the exact state trajectory of Problem (P) is 
impossible to be obtained, and solving Problem (P) by using the nonlinear 
filtering theory is computationally demanding. In view of these, a linear model, 
which is referred to as Problem (M), is simplified from Problem (P) as follows:  
 
       
T 1
( ) 0
1
min ( ) (( ( ) ( )) ( ( )) ( ( ) ( ))
2
N
mse x
x k k
J x x k x k M k x k x k−
=
= − −∑  
      
T 1( ( ) ( )) ( ( )) ( ( ) ( )))yy k y k M k y k y k−+ − −    
 subject to            (4) 
1( 1) ( ) ( )x k Ax k kα+ = + ,        0(0)x x=       
     2( ) ( ) ( )y k Cx k kα= +  
      
where 1( ) ,nkα ∈ℜ 0,1,..., 1,k N= − and 2 ( ) ,pkα ∈ℜ 0,1,..., ,k N= are the 
adjusted parameters, n nA ×∈ℜ and p nC ×∈ℜ are, respectively, the state 
transition matrix and the output coefficient matrix. Note that both of these 
matrices can be obtained from the linearization of the plant dynamics and the 
measurement channel, respectively, at the known initial state.      
Because of the different structure between these problems, only solving 
Problem (M) will not give the optimal solution of Problem (P). However, with 
adding the adjusted parameters into the model used, the differences between 
the original system and the model used can be calculated repeatedly once the 
solution of model used is obtained at each iteration step. On the other hand, the 
output, which is measurable from the real plant, is fed back into the model used 
in constructing the matching scheme, in turn, updates the model solution 
iteratively. In such a way, the repetitive solution converges to the true optimal 
solution of the original dynamic estimation problem, in spite of model-reality 
differences.    
 
3 A Model-Reality Differences Approach  
 
Now, let us define an expanded dynamic estimation problem, which is referred 
to as Problem (E), given by  
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T 1
( ) 0
1
min ( ) (( ( ) ( )) ( ( )) ( ( ) ( ))
2
N
mse x
x k k
J x x k x k M k x k x k−
=
= − −∑  
      
T 1( ( ) ( )) ( ( )) ( ( ) ( )))yy k y k M k y k y k−+ − −   
       
21
12 ( ) ( )r x k z k+ −    
 subject to            (5) 
   1( 1) ( ) ( )x k Ax k kα+ = + ,  0(0)x x=   
                   2( ) ( ) ( )y k Cx k kα= +  
     1( ) ( ) ( ( ), )Az k k f z k kα+ =  
     2( ) ( ) ( ( ), )Cz k k h z k kα+ =  
       ( ) ( )z k x k=   
 
where ( ) ,nz k ∈ℜ 0,1,..., ,k N= is introduced to separate the expected state 
estimate in the state estimation from the respective signal in the parameter 
estimation, and || ||⋅  denotes a usual Euclidean norm. The term of 
21
12 ( ) ( )r x k z k−   with 1r ∈ℜ  is introduced to improve the convexity and to 
facilitate the convergence of the resulting iterative algorithm. It is important to 
note that the algorithm is designed such that ( ) ( )z k x k=  is satisfied upon 
termination of the iterations, assuming that the convergence is achieved. The 
state estimate ( )z k  is used for the computation of parameter estimation and the 
matching scheme, while the corresponding state estimate ( )x k  will give the 
optimal state sequence for state estimation. Thus, the optimal state estimation 
and parameter estimation are mutually interactive.   
Then, we write the augmented cost function as 
  
1
T 1
0
1( ) (( ( ) ( )) ( ( )) ( ( ) ( ))
2
N
mse x
k
J x x k x k M k x k x k
−
−
=
′ = − −∑   
T 1( ( ) ( )) ( ( )) ( ( ) ( )))yy k y k M k y k y k−+ − −
 
21
12 ( ) ( )r x k z k+ −   
T
1( 1) ( ( ) ( ) ( ) ( 1))p k Ax k Bu k k x kα+ + + + − +  
T
2( ) ( ( ) ( ) ( ))q k Cx k k y kα+ + −  
T
1( ) ( ( ( ), ( ), ) ( ) ( ) ( ))k f z k v k k Az k Bv k kµ α+ − − −  
T
2( ) ( ( ( ), ) ( ) ( ))k h z k k Cz k kpi α+ − −    
T( ) ( ( ) ( ))k z k x kβ+ −                      (6) 
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where ( ) ,np k ∈ℜ ( ) ,pq k ∈ℜ ( ) ,nkµ ∈ℜ ( ) ,pkpi ∈ℜ  and ( ) nkβ ∈ℜ are the 
appropriate multipliers to be determined later.  
 
3.1 Optimal state estimate  
 
By taking the first-order necessary condition ( ) 0msedJ x′ =  for arbitrary 
( ),dx k the coefficients of ( )dx k  must vanish. After carrying out some algebraic 
manipulations, the optimal state estimate, which is based on the measurement 
update, is yielded by  
 
                      
ˆ( ) ( ) ( )( ( ) ( ))fx k x k K k y k y k= + −                             (7) 
 
and the optimal state estimate, which is based on the time update, is presented 
by    
           1ˆ( 1) ( ) ( )x k Ax k kα+ = + ,         0(0)x x=       (8) 
 
with the current output measurement, that is,  
     
   2( ) ( ) ( )y k Cx k kα= +         (9) 
where 
T 1( ) ( ) ( )f x yK k M k C M k −=       (10) 
  
1( ) ( ) ( ) ( ) ( )Tx x y xP k M k M k C M k CM k−= −     (11) 
      
T T( 1) ( )xM k AP k A GQ Gω+ = + ,  0)0( MM x =     (12) 
          
T( ) ( )y xM k CM k C Rη= +       (13) 
 
Here, ( ) n pfK k ×∈ℜ  is the filter gain matrix, ( ) ,p pyM k ×∈ℜ  ( ) n nP k ×∈ℜ  and 
nn
x kM
×ℜ∈)(  are positive definite matrices [7, 8, 20, 21]. Notice that by 
adding the adjusted parameters, the state information (7) gives the minimum 
output error. It also improves the trajectory of the expected state sequence (8) 
and the corresponding measured output sequence (9) in the estimation of the 
original state dynamics.  
In addition, the deterministic dynamic system, which is the combination of 
(7) and (8), is propagated to generate the following optimal state sequence and 
the corresponding measured output sequence,  
 
( 1) ( ) ( )( ( ) ( ))px k Ax k K k y k y k+ = + − 1( ),kα+       0(0)x x=        (14a) 
     ( ) ( )y k Cx k= 2 ( )kα+                       (14b) 
Proceedings of the International Conference on Mathematics, Statistics and Financial Mathematics 2014 (ICMSFM2014)
with IASC-ARS Sessions, Universiti Tunku Abdul Rahman, Kuala Lumpur, Malaysia 57
where  
( ) ( ),p fK k AK k=      0,1,..., 1k N= −               (15)   
 
is the predictor gain.  
As a result, the modified model-based dynamic estimation problem, which 
is referred to as Problem (MM) and satisfies the conditions (7), (8) and (9), is 
defined as follows:  
 
       
T 1
( ) 0
1
min ( ) (( ( ) ( )) ( ( )) ( ( ) ( ))
2
N
mse x
x k k
J x x k x k M k x k x k−
=
= − −∑  
      
T 1( ( ) ( )) ( ( )) ( ( ) ( )))yy k y k M k y k y k−+ − −   
       
21
12 ( ) ( )r x k z k+ −    
 subject to           (16) 
1( 1) ( ) ( )x k Ax k kα+ = + ,  0(0)x x=     
                                         2( ) ( ) ( )y k Cx k kα= +  
 
3.2 Parameter estimation  
 
Furthermore, the coefficients of ( )d kµ  and ( )d kpi  are vanished as the first-
order necessary condition ( ) 0msedJ x′ =  for arbitrary ( )d kµ  and ( ).d kpi That is, 
the adjusted parameters are computed from  
                             
                                           1( ) ( ( ), ) ( )k f z k k Az kα = −                                  (17a) 
                               2 ( ) ( ( ), ) ( )k h z k k Cz kα = −                        (17b)                                         
 
Hence, the differences between the real system and the model used are 
calculated.  
The matching scheme is then established based on the separable variable  
 
( ) ( )z k x k=  
 
where the optimal state estimate is employed to calculation of the adjusted 
parameters afterward. Notice that the following multipliers satisfy the first-
order necessary condition ( ) 0msedJ x′ = ,  
 
( ) ( 1) 0,k p kµ = + = ( ) ( ) 0,k q kpi = = 1( ) ( ( ) ( ))k r x k z kβ = −  
 
in which the calculus of variation is applied [20, 22, 23].  
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 3.3  Iterative algorithm  
 
From the discussion above, the result can be summarized as an iterative 
algorithm, which takes into account the model-reality differences during the 
computation procedure. Therefore, the following calculation steps in the 
iterative algorithm are presented: 
 
Iterative algorithm  
Step 0 Compute a nominal solution. Assume 1( ) 0,kα = 2 ( ) 0,kα = and 1 0,r =  
calculate ( ),fK k ( ),P k ( ),xM k ( )yM k  and ( )pK k  from (10), (11), (12), 
(13) and (15), respectively. Then, solve Problem (M) defined by (4) to 
obtain ( )x k  and ( ).y k  Set 0,i = 0 0( ) ( )z k x k=  and 0 0ˆ( ) ( ) .y k y k=    
Step 1 Compute the adjusted parameters 1( ) ,ikα 0,1,..., 1,k N= − and 2 ( ) ,ikα  
0,1,..., ,k N=  from (17). This step is called the parameter estimation 
step.     
Step 2 With the specific 1( ) ,ikα 2 ( ) ,ikα ( )iz k  and ˆ( ) ,iy k  solve Problem (MM) 
defined by (16). This step is called the state estimation step.  
3.1 Use (14a) to obtain the new optimal state estimate ( ) ,ix k  
0,1,..., .k N= . 
3.2 Use (14b) to obtain the new optimal output estimate ( ) ,iy k  
0,1,..., .k N=    
Step 3 Test the convergence and update the optimal state estimate of     
Problem (P). In order to provide a mechanism for regulating 
convergence, a simple relaxation method is employed:  
 
    
1( ) ( ) ( ( ) ( ) )i i i izz k z k k x k z k+ = + −               (18a) 
            
1
ˆ ˆ ˆ( ) ( ) ( ( ) ( ) )i i i iyy k y k k y k y k+ = + −              (18b) 
 
where , (0,  1]z yk k ∈ are scalar gains. If 1( ) ( ) ,i iz k z k+ = 0,1,..., ,k N= and 
1
ˆ ˆ( ) ( ) ,i iy k y k+ = 0,1,..., ,k N=  within a given tolerance, stop; else set 
1i i= +  and repeat from Step 1.    
 
Remarks:  
(a) The off-line calculation is done, as stated in Step 0, to calculate 
( ),fK k ( ),P k ( ),xM k  ( )yM k and ( ).pK k  Then, these parameters are 
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used for solving Problem (M) in Step 0 and for solving Problem (MM) 
in Step 2, respectively.  
(b) The variables 1( )ikα  and 2 ( )ikα  are zero in Step 0. Their calculated 
values, as stated in Step 1, change from iteration to iteration.  
(c) Problem (P) is not necessary to be linear, and the WLSE is the 
quadratic cost function for both Problem (P) and Problem (M).  
(d)  The default value of the scalar gains ( , )z yk k  is 0.9, and this value can 
be chosen from 0.1 to 0.9 for an optimal number of iteration.  
(e) The convergence of ( )z k  and ˆ( )y k  in Step 3 is verified by comparing 
the following 2-norm with the given tolerance 
 
 
1 1 2
2
0
|| || || ( ) ( ) ||
N
i i i i
k
z z z k z k+ +
=
− = −∑             (19a) 
 
1 1 2
2
0
ˆ ˆ ˆ ˆ|| || || ( ) ( ) ||
N
i i i i
k
y y y k y k+ +
=
− = −∑             (19b) 
 
4 Illustration 
  
Consider a nonlinear dynamical system [24] in Problem (P) given below:  
  
           1 1 2( 1) 0.99 ( ) 0.2 ( )x k x k x k+ = +  
2
2 1 2
2
0.5 ( )( 1) 0.1 ( ) ( )
1 ( ( ))
x k
x k x k k
x k
ω+ = − + +
+
 
                                    1 2( ) ( ) 3 ( ) ( )y k x k x k kη= − +  
 
where the initial condition 0(0)x x=  is a random vector with mean and 
covariance are, respectively, given by   
 
0
1.0
0.8
x
 
=  
 
 and 
0 0
0 1
M
 
=  
 
. 
 
The stationary Gaussian white noise sequences are ( )kω  and ( )kη  with zero 
mean and their respective covariance matrices are given by  
 
0 0
0 1
Qω
 
=  
 
   and   1Rη = . 
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 The simplified model in Problem (M) is given below:  
 
       1 1 2 11( 1) 0.99 ( ) 0.2 ( ) ( )x k x k x k kα+ = + +  
2 1 2 12( 1) 0.1 ( ) 0.95 ( ) ( )x k x k x k kα+ = − + +  
1 2 2( ) ( ) 3 ( ) ( )y k x k x k kα= − +  
 
with the initial condition  
 
1(0) 1.0x = , 2 (0) 0.8x = ,  0,1,..., 20k =  
 
and the adjusted parameters T1 11 12( ) ( ( ) ( ))k k kα α α=  and 2 ( )kα .  
Table 1 shows the simulation result, where there is a 46 percent of the error 
reduction done by the algorithm proposed. Here, the final WLSE, which is 
0.2863, is preferred since this value is smaller than the mean square error 
(MSE) of the EKF that is 0.4468. In Figure 1, the dynamics of the plant and 
state estimate are shown, where the state estimate tracks the plant dynamics 
slightly. In Figure 2, the behavior for the model output is similar equivalently 
to the original output, which shows the effectiveness of the algorithm proposed.  
  
Table 1. Simulation Result 
 
Number of iteration Elapsed time Initial WLSE Final WLSE 
37 0.032799 0.5293 0.2863 
 
 
 
 
Fig. 1. State Trajectories 
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Fig. 2. Output Trajectories  
 
5 Concluding Remarks 
 
The efficient computation approach for solving the nonlinear dynamic 
estimation problem was discussed in this paper. To solve this problem, the 
simplified linear model-based estimation problem with adding the adjusted 
parameters is introduced. During the computation procedure, the differences 
between the real system and the model used could be taken into account. The 
real output, which is measured from the real plant, is fed back into the model 
used in order to update the optimal solution of the model. This is done 
iteratively. As a result, the iterative solution converges to the true optimal 
solution of the original estimation problem despite model-reality differences 
when the convergence is achieved. For illustration, an example was studied and 
the results showed the efficiency of the algorithm proposed. In conclusion, the 
applicable of the algorithm proposed to nonlinear dynamic estimation problem 
is highly recommended.   
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