Abstract-This correspondence studies the received signal strengthbased localization problem when the transmit power or path-loss exponent is unknown. The corresponding maximum-likelihood estimator (MLE) poses a difficult nonconvex optimization problem. To avoid the difficulty in solving the MLE, we use suitable approximations and formulate the localization problem as a general trust region subproblem, which can be solved exactly under mild conditions. Simulation results show a promising performance for the proposed methods, which also have reasonable complexities compared to existing approaches.
techniques based on eliminating the common term [15] , [16] . A joint estimation technique based on the SDR and the LLS was proposed in [17] , [18] , which shows good performance compared to recently suggested approaches. Although the proposed approaches show good performance in some scenarios, it is still required to improve the performance of the estimators when channel parameters are unknown.
In this study, we consider the RSS-based localization problem when the channel parameters, i.e., the transmit power or path-loss exponent, are unknown. Different from [19] , we model the unknown transmit power and path-loss exponent as fixed nuisance unknown parameters. Similar to our previous work [17] using suitable approximations, we obtain a nonlinear least squares objective function, which is smoother than the original MLE objective function but still is nonconvex. We, then, formulate the localization problem as a general trust region subproblem. In fact in this step, instead of relaxing the problem to a convex problem, which has been done, e.g., in [17] , [18] when the transmit power is unknown, we transform the problem to a quadratic program and employ a technique developed in the numerical optimization literature for solving such a problem [20] , [21] . Under mild conditions, the proposed approach will attain the optimal solution of the considered problem. In this paper, we first propose techniques to solve the localization problem when either the transmit power or the path-loss exponent is unknown. We, then, extend the proposed techniques to a general case when both channel parameters are unknown. Simulation results show that the proposed approach outperforms previous techniques and demonstrate that the suggested techniques are very close to Cramér-Rao lower bound (CRLB) in some scenarios.
II. SYSTEM MODEL
Let us consider a 2D network consisting of a target node at unknown position, , and reference nodes at known locations, . We assume that the target node transmits a signal and the reference nodes are able to measure the power of the received signal from the target node. The received power (in dBm) of the signal transmitted by the target node at the th reference node, , under the log-normal shadowing model, is given by [4] , [6] , [22] , [23] (1) where (in dBm) is the reference power at distance from the target node, is the path-loss exponent, is the Euclidean distance between the target node and the reference node, and are the log-normal shadowing terms modeled as independent and identically distributed zero-mean Gaussian random variables with standard deviation , i.e., . Without loss of generality, we assume that . We assume that and are fixed unknown parameters during the localization process. Assuming the transmit power, , or path-loss exponent, , as an unknown parameter, the MLE to estimate the location of the target based on the model in (1) is obtained by the following nonconvex optimization problem [24] : (2) where , , or and the set defines a set in which the unknown parameters belong, e.g., if
, then . As it is observed, the MLE is highly nonconvex and difficult to solve, especially when is unknown. In the next section, we propose suboptimal techniques to solve the problem.
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III. SUBOPTIMAL ALGORITHMS
We first study the localization problem when either or is unknown. Then, we extend the results to a general case when both and are unknown. We formulate different cases as general trust region subproblems. For details of solving the trust region subproblem, we refer the reader to, e.g., [20] , [25] , [26] .
Note that in the localization literature a fixed transmission power and path-loss exponent are usually assumed for different links, e.g., see [6] , [22] , [23] , [27] , [28] and references therein.
A. Unknown Transmit Power
This section describes the procedure of approximating the MLE of (2) for the case when is known (i.e., when ) into a nonlinear least squares (NLS) problem. We divide both sides of (1) by and reformulate Equation (1) as where , , and . Taking the power of 10 on both sides yields
For sufficiently small noise, the right hand side of (3) can be approximated using the first-order Taylor series expansion as 1 (4) Equation (4) can be, alternatively, written as (5) where is a zero-mean Gaussian random variable with variance . In this step, we apply the nonlinear least squares criterion to the model in (5) to estimate the unknown parameters. The corresponding NLS estimator of the unknown parameters in (5) is [24, Ch. 8], (6) The cost function (6) is still nonlinear and noncovex, but it is much smoother than the MLE objective function in (2) [17] . Let us write the problem (6) as (7) Now, we express the problem in (7) where the operator diag denotes a diagonal matrix. The problem in (8) minimizes a quadratic function over a quadratic constraint. This type of problem is called a generalized trust region subproblem [20] . It is known that the general trust region subproblem has no duality gap and the optimal solution can be extracted from the dual solution [20] , [26] , [29] . A necessary and sufficient condition for to be optimal in (9) is that [26] 
The last expression in (9) means that is a positive semidefinite matrix. Under conditions considered in (9) , the solution to the problem of (8) is given by (10) In such a situation to find , we simply replace (10) into constraint , i.e.,
where the interval consists of all such that . The interval of is given by [21] with representing the largest eigenvalue of [20] . In summary, the solution to (7) is obtained as follows:
• Use a bisection search to find a root of , say . Note that is a strictly decreasing function with respect to [20] .
• Replace in (10) to obtain . • Estimate the unknown parameters as , with denoting the th to the th elements of vector . Note that when , which is called hard case [25] , can be suitably handled using techniques introduced in the literature [21] , [25] . However, this case occurs rarely in practical situations; we have never observed it any of our numerous simulations. That the hard case is rare has also been noted in other studies, e.g., in [21] .
B. Unknown Path-Loss Exponent
In this section, we assume that the transmit power is known, but the path-loss exponent is unknown. We propose a two-step estimator to find estimates of the location and path-loss exponent. We first jointly estimate the path-loss exponent and the location of the target node. Then, we update the estimate of both parameters. We assume that belongs to an interval . In practice the path-loss exponent varies normally from 2 (free space) to 6 (e.g., in an indoor scenario). We express (1) (assuming ) as . Similar to (4), we can write (12) Now, we write the path-loss exponent as , where is chosen such that is as small as possible. Note that is unknown and is a tuning parameter chosen by designer. We will see in the simulation section that how different values of can affect the performance of the algorithm. Let for any . Hence, , and A Taylor series expansion around and assuming that is small leads to the approximations and (13) where . The model in (13) is still nonlinear and difficult to solve. To obtain a linear model based on the unknown parameters, we make yet another simplifying assumption. Considering a Taylor series expansion of around , and assuming that is small, yields the approximation , which in turn allows us to further approximate as (14) The approximation in (14) is valid as long as is small. For example, if is extremely small, which means is very close to , the expression in (14) is a valid approximation. Otherwise, we can investigate for which networks the approximation in (14) is valid. In the shadow-free case, we have Hence, the condition is equivalent to Thus, given a certain , i.e., quality of our guess of , we will have both a lower and an upper bound on .
To find an optimal value of , we assume that the path-loss exponent has some distribution over an interval and we choose a value for (numerically) such that the location estimation error is minimized. For example, in the simulations, we will assume that the path-loss exponent is uniformly distributed over the interval and we will see that there is an optimal minimizing the root-mean-square error of the estimation. The two-step estimator is implemented as follows.
1) First
Step: In this step, we apply the least squares criterion to the model in (14) to estimate both location and . Similar to the previous section, we can express (14) (15) . Therefore, we obtain an estimate of the target location and the path-loss exponent as (16) where is the optimal solution of (15).
2) Second
Step: In this step, we refine the estimates derived in the first step. Note that it is possible to estimate the path-loss exponent from the first step as , but as we have observed, through simulations, that in the first step, the location is more accurately estimated compared to the path-loss exponent. Therefore in this step, we first update the path-loss exponent using a simple estimator based on the estimate of the location of the target obtained in (16) . From (1) using the method of moment [24] , we estimate the path-loss exponent as (17) Note that since the true distance is not available, we instead used the approximate distance in (17), where is the estimate of the target location obtained in the first step, i.e., (16) . With an estimate of the path-loss exponent in (17), we back to (12) and write (18) Now, we apply a weighted least squares criterion to (18) and express the problem as a general trust region subproblem as (19) where and matrices , , and and vectors and are defined as
where the operator diag denotes a diagonal matrix. Again, we employ a similar technique as used before to solve (19) . The target location now is estimated as where is the optimal solution of (19).
C. Unknown Path-Loss Exponent and Transmit Power
In this section, we consider a general case when both channel parameters, and , are unknown and we investigate a two-step estimator to solve the localization problem.
1) First
Step: We first assume that belongs to an interval . Let us pick one point in this interval, say , and using a similar technique as used before, we can express (1) as (20) where . Suppose that is small. Similar to (14) , we can express (20) as (21) where . Therefore, we can obtain a linear model as (22) with and . Similar to the previous section, we apply a nonlinear least squares criterion and then transform the corresponding NLS to a general trust region subproblem as (23) with matrices and , and vectors and defined as . . . . . . . . . . . .
We apply a similar procedure as used before to solve the problem in (23) and obtain an estimate of the target location as (24) where is the optimal solution of (23).
2) Second
Step: In this step, we first obtain new estimates of the transmit power and path-loss exponent as follows. From the model in (1), we write (25) where with given in (24) . Now, we apply a linear least squares technique 2 to find an estimate of the transmit power and path-loss exponent for the linear model of (25) . Therefore, (26) where . . . . . .
Based on the estimate in (26) and from the model in (1), we can write
Therefore, we obtain a similar model as (18) except and are respectively replaced with and (given in Equation (26)). Again, we employ a weighted least squares technique and then transform the problem to a general trust region subproblem similar to (19) . The only difference is that the weighting matrix is replaced with the following matrix: (29) Thus, an estimate of the target location now is obtained by solving the trust region subproblem (19) in which the weighting matrix is replaced with . Therefore, (30) where is the optimal solution of (19) by replacing with . 
IV. COMPLEXITY ANALYSIS
We compare the complexity of the MLE, the LLS, the SDR, the proposed method in Section III-A. To compute the complexity of the MLE, we assume that a good initial point is available, and an iterative algorithm such as Gauss-Newton (GN) method is used to find the global minimum after a number of iterations, say . It can be verified that the complexity of the MLE is the order of for every Newton step. Then the total cost can be computed as . The worst-case complexity of the SDP can be computed as , where the number of iterations is commonly approximated by [31] and is an accuracy tolerance. The complexity of the LLS can be computed as for this problem. For the proposed approach, we need to use a bisection search to solve (10) , which is the most complex part of the algorithm. We first decompose using the singular value decomposition technique, i.e.,
, where is an orthogonal matrix and is a diagonal matrix. Therefore, can be computed as . Hence, in every bisection step, we need to compute the inverse of the diagonal matrix . Suppose that the bisection search takes steps, then the total cost of the proposed approach can be approximated as . In the simulation, we have observed that the bisection search algorithm usually takes 20 to 30 iterations to find the optimal value of . Table I summarizes the complexity of the different approaches.
We have also measured the average running time of different algorithms for a network consisting of 5 reference nodes as considered in Section V. The algorithms have been implemented in Matlab 2012 on a MacBook Pro (Processor 2.3 GHz Intel Core i7, Memory 8 GB 1600 MHz DDR3). To implement the MLE, we use the Matlab function lsqnonlin [32] initialized with the estimate of the proposed estimator. To implement the SDP, we use the CVX toolbox [33] . We have run the algorithms for 500 realizations of the network and computed the average running time in ms as shown in Table I . It is observed that the proposed approach has a reasonable complexity compared to other approaches.
V. SIMULATION RESULTS
A 20 m by 20 m area was considered for the simulation. Five reference nodes were placed at fixed positions and , all in meters. A target node is randomly placed inside the area. In the simulations for every realization, the transmit power, , and the path-loss exponent, , are randomly drawn from and from , respectively. In the simulations, we examine different scenarios.
A. Unknown Transmit Power
In this section, we compare the proposed method with the corresponding CRLB computed in Appendix A, the SDR, and the LLS (the least squares followed by a correction technique [34] ). Fig. 1(a) shows the root-mean-square-error (RMSE) of the location estimate for different approaches versus the variances of the shadowing. As the figure shows, the proposed method outperforms other approaches and is very close to the CRLB. Fig. 1(b) illustrates the RMSE of the transmit power estimation for different approaches. As can be observed, both proposed approach and the LLS outperform the SDR and are close to the CRLB.
To study the robustness of the algorithm against the perturbation in transmission power, we model the transmit power as a Gaussian random variable with mean and standard deviation , i.e., . Then, the algorithm tries to jointly estimate the mean power and the location. Fig. 2 illustrates the RMSE of the location and transmission power estimates for different values of standard deviation of perturbation. It is observed that the perturbation in power transmission can be absorbed in the showing terms, especially for low standard deviation of perturbation, and the behavior of estimates remains the same. It is observed when the variance of the shadowing is small, the performance is mainly affected by the perturbation noise.
B. Unknown Path-Loss Exponent
In the next simulations, we assume that the transmit power is known and we estimate both the path-loss exponent and the location of the target node. Fig. 3(a) shows the CRLB and the RMSE of the location estimation for the proposed technique. In this simulation, we set , that is, . As can be observed, the proposed approach is close to the CRLB. The gap between the CRLB and the proposed method is mainly because of the approximations used in different steps. Fig. 3(b) shows the RMSE of the path-loss exponent estimation for the proposed method and the corresponding CRLB. Although there is a gap between the CRLB and the proposed method, the performance of the proposed method seems to be acceptable. We have further implemented the MLE using lsqnonlin [32] initialized with the estimate given by the proposed algorithm or with true values of the target location and path-loss exponent for comparison. As it is observed from Fig. 3(b) , the estimate can be considerably improved. It is observed that there is a gap between the MLE and the CRLB. The reason is that the MLE asymptotically attains the CRLB. That is, for low variances of noise or large number of measurements, the MLE is optimal. To study the effect of parameter , we first evaluate the validity of the approximation used in (14) . In Fig. 4 , we plot the cumulative distribution function (CDF) of for different values of . As can be seen, the value of considerably affects the validity of the approximation. For instance, seems a good choice in this scenario. In Figs. 5(a) and 5(b), we plot the RMSE of the location and path-loss exponent estimation versus for different variances . As it is seen, there is a critical value for such that the estimation errors for the location and the path-loss exponent are minimized. This phenomena is clearly seen in Fig. 5(b) . Considering the definition of , we see that both small and large values of make be large. Therefore, the approximation in (14) may not be valid. In the next simulation, we compare the performance of the proposed approach in this study with the one proposed in [35] . Note that in [35] , the authors assume different path-loss exponents for every link and propose an iterative approach to solve the problem. That is, they first obtain an estimate of the location and then update the path-loss exponent. In the simulation, we assume that the path-loss is fixed for different links, resulting a single unknown parameter in optimization problem in [35] .
We iterate the procedure suggested in [35] three times. Note that it is needed to have a reasonable interval for the path-loss and an initial estimate of the path-loss at the beginning. We set both the initial value and equal to 5. Fig. 6 shows the RMSE of the location and path-loss exponent estimates for different approaches when the path-loss exponent is uniformly distributed over an interval, noted in the title of figures. It is observed that the proposed approach outperforms the method in [35] , especially for the location estimate.
C. Unknown Transmit Power and Path-Loss Exponent
In this section, we consider the previous network except we add one more reference node at location . In this simulation, we set and . Fig. 7 shows the RMSE of the location estimate of the first and the second steps and the corresponding CRLB derived in Appendix A. It is seen that the second step improves the accuracy of the estimation compared to the first step for medium to high variaces of shadowing. In fact, for a low , the joint estimation works well and the second step may deteriorate the accuracy of the estimation. Then, for low s the first step is preferred and for high s the two-step estimator is more efficient than the first-step estimator. Similar to the previous section, we have implemented the MLE using lsqnonlin with the initial estimate from the second step of the proposed estimator. As the figure shows the performance is considerably improved, especially for when the noise variances are low. 
VI. CONCLUSIONS
In this paper, we have studied the localization problem based on RSS measurements when the transmit power or path-loss exponent is unknown. The maximum likelihood estimator (MLE) is highly nonconvex and difficult to solve. Using approximations, we have changed the MLE objective function to an approximate MLE. We have, then, formulated the problem as a general trust region subproblem, which can be solved exactly under mild conditions. Simulation results show that the proposed methods outperform recently proposed techniques with reasonable complexities. Generalizing the RSS model in which the path-loss or transmission power is different for every link is worth to investigate in future studies.
APPENDIX CRAMÉR-RAO LOWER BOUND
In this section, we compute the CRLB for the location estimate and unknown nuisance parameters ( or ). For the Gaussian distribution, the Fisher information matrix can be computed as [24, Ch. 3] where with as the by identity matrix, with , , , or
, and the derivative is given as (31) where , . The CRLB, then, can be computed as (32)
