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Abstract—Manifold learning now plays a very important role in machine learning and many relevant applications. Although its superior
performance in dealing with nonlinear data distribution, data sparsity is always a thorny knot. There are few researches to well handle it
in manifold learning. In this paper, we propose Hierarchic Neighbors Embedding (HNE), which enhance local connection by the
hierarchic combination of neighbors. After further analyzing topological connection and reconstruction performance, three different
versions of HNE are given. The experimental results show that our methods work well on both synthetic data and high-dimensional
real-world tasks. HNE develops the outstanding advantages in dealing with general data. Furthermore, comparing with other popular
manifold learning methods, the performance on sparse samples and weak-connected manifolds is better for HNE.
Index Terms—Manifold Learning, Data Sparsity, Hierarchic Neighbors, Topological Connection
F
1 INTRODUCTION
D IMENSIONALITY reduction is good at solving problemswith numerous features, such as digital photographs
and speech signals. The goal of dimensionality reduction
is to transform the high-dimensional data into a specific
lower-dimensional space, which corresponds to the intrinsic
dimensionality of high-dimensional data. Now dimension-
ality reduction is active in data science, in particular, the pre-
processing stage in machine learning. It has embodiments
on many applications such as visualization [1], [2], [3],
signal processing [4], biological science [3], [5] and financial
markets [6] or even combines with deep learning on Face
Recognition [7] and some other tasks. In addition to this,
some hot fields recently in machine learning like Graph
Convolutional Networks [8], [9] and Network Embedding
[10], [11] also reflect the ideas in dimensionality reduction.
It is clear that some traditional dimensionality reduction
techniques such as Principal Component Analysis (PCA)
[12] and Multi-Dimensional Scaling (MDS) [13] are all well-
known methods. They are widely used in dealing with
linear samples [12] or even become basis of other nonlin-
ear techniques [14], [15]. However, most real-world tasks
show their nonlinear characteristics so that linear techniques
may be unsatisfactory. To this end, many nonlinear dimen-
sionality reduction techniques such as Isometric Mapping
(ISOMAP) [15], Locally Linear Embedding (LLE) [16] and
Laplacian Eigenmaps (LE) [17] are proposed one after an-
other. To some extent, they achieve super performance and
also provide fundamental theories for some other nonlinear
tasks [18], [19].
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In principle, data sparsity is always a gordian knot [20]
for existing nonlinear dimensionality reduction techniques
[2]. One approach for handling sparse problem is to generate
virtual examples by interpolation [21]. Nevertheless, virtual
points are meaningless in practice so that the rationality
is difficult to explain. Furthermore, inappropriate interpo-
lations will bring outliers, and its real performance is still
dissatisfactory. For the purpose of dealing with this prob-
lem, we propose Hierarchic Neighbors Embedding (HNE)
algorithm based on LLE. HNE takes some advantages of
LLE and better preserves the local geometry and global
topological structure on sparse and weak-connected sam-
ples. The experimental results show better performance
and robustness comparing with other popular correlative
algorithms.
The remainder of this paper is organized as follows. We
first analyze popular manifold learning techniques and the
mathematical background of our algorithm in Section 2.
Section 3 expounds our motivation and key idea of this
paper. We introduce the framework of hierarchic neigh-
bors embedding including both high-dimensional and low-
dimensional structure in Section 4. Section 5 shows three
different realization versions based on our idea in detail.
The experimental results including both synthetic and real-
world datasets are revealed in Section 6 and the conclusion
is summarized in Section 7.
2 RELATED WORK
Manifold learning, which assumes an underlying smooth
manifold distribution of data points [22], gets varieties of
successes now in dealing with complex nonlinear data.
The aim of manifold learning is to maintain the local
relationships between samples when the low-dimensional
coordinates are determined. Over the past decades, some
researchers do lots of works to improve the applicability of
manifold learning.
2.1 Development in Manifold Learning
LLE is one of the most historical algorithms in manifold
learning and it still has relatively strong vitality in many
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applications with different situations. Despite its ground-
breaking contribution to this field, there also exist some
drawbacks. From the appearance of LLE and ISOMAP,
many improved manifold learning algorithms are proposed.
For instance, earlier relevant methods such as Hessian Lo-
cally Linear Embedding (HLLE) [23] firstly tries to maintain
the local quadratic relationship of Hessian matrices rather
than local linearity of data points. Ham et al. propose a
notion of ”self-correspondence” and apply it in LLE al-
gorithm (CLLE) [24]. CLLE improves the performance on
small datasets and provides a good idea. Besides, Locally
Linear Coordination (LLC) [25], which aims to construct a
local model and realize global coordination, can be seen as
a bridge between LLE and Local Tangent Space Alignment
(LTSA) [26]. As a representative in fundamental manifold
learning techniques, global low-dimensional coordinates
with LTSA are finally determined through arranging local
patches. These local geometries are represented before in
tangent spaces of each data point. Furthermore, more re-
cent techniques like Modified Locally Linear Embedding
(MLLE) [27], takes advantages of multiple weight vectors
and starts analyzing features of local subspace to realize the
multiple weights version of LLE. Thus, MLLE overcomes
the geometric deformation and keep the good structure
of LTSA. In particular, HLLE and MLLE both overcome a
limitation that the Gram Matrix of original LLE is singular or
nearly singular when the incoming dimensions D is greater
than number of neighbors k. Afterwards, Improved Locally
Linear Embedding (ILLE) [19] analyzes the connections and
differences between LLE and LTSA by giving their regres-
sion reformulations on neighborhoods.
Another genre of manifold structure preserving is graph-
based embedding. Classical methods are still representative
such as LE [17] and its linear version LPP called Local-
ity Preserving Projections [28]. More related algorithms
include Neighborhood Preserving Embedding (NPE) [29],
Orthogonal Neighborhood Preserving Projections (ONPP)
[30], etc. Graph method produces a far-reaching influence
on machine learning and related fields. For instance, graph
is introduced into semi-supervised learning in LE, and LLE
is also a kind of neighbor graph. Moreover, L-1 graph-
based methods such as Sparsity preserving Projections (SPP)
[31] and its supervised extension [32] occurs with the wide
application of sparse methods.
2.2 Mathematical Background
As we mentioned before, HNE refers and develops some
basic ideas of LLE to expands its availability. Subsequently,
we briefly introduce some relevant points below.
Given a high-dimensional dataset X = {x1, . . . ,xn}
⊂ RD approximately lying on a smooth d-dimensional
manifold, LLE tries to preserve local structures from high-
dimensional space to lower-dimensional manifold subspace.
Based on the assumption of local linearity, each high-
dimensional data point xi can firstly be linearly expressed
by the combination of its k-nearest neighbors in N(i).
Here N(i) denotes the neighborhood of xi and N(i) =
{xi1 , . . . ,xik}. Then the reconstruction weights matrix W
can be determined by minimizing total reconstruction error
ε1 of all data points.
ε1(W) =
n∑
i=1
∥∥∥∥∥xi −
k∑
l=1
wilxil
∥∥∥∥∥
2
2
(1)
where wil is the lth weight corresponding to xil in the
reconstruction of xi and ‖ · ‖ stands for the Euclidean
distance. To keep the invariance to transformations of local
structures, it further enforces each weight vector ~wi to a
sum-to-one constraint:
∑
l wil = 1.
In order to ensure the same or nearly same local recon-
struction relationships, high-dimensional coordinates will
be mapped to lower-dimensional space with respect to the
same reconstruction weights. LetY = {y1, . . . ,yn} ⊂ Rd be
the corresponding dataset in low dimensions. The optimal
cost function ε2 is similar to the previous one.
ε2(Y) =
n∑
i=1
∥∥∥∥∥yi −
k∑
l=1
wilyil
∥∥∥∥∥
2
2
(2)
where {yil}kl=1 is the k-nearest neighbors of yi. Under a
constraint of YYT = I, low-dimensional coordinates are
determined by solving this least-square problem.
Affine preserving. Actually global mapping from high-
dimensional space to low-dimensional subspace in LLE
consists of several kinds of transformations including trans-
lations, scalings and rotations. But LLE introduces affine
combinations [33] to form affine spaces:
∑
l wilxil with∑
l wil = 1. Thus, data points can be independent of the
choice of coordinate systems. That is, local structures of each
neighborhood in high dimensions can be well mapped into
embedding space. It also reflects the propose of manifold
learning: learn the intrinsic properties of manifold structure
rather than their relationships to coordinate systems.
3 MOTIVATION AND BASIC IDEA
For many manifold learning techniques, one common pre-
condition is that the distribution of samples is densely ad-
jacent. On the contrary, most methods show poor capability
on sparse sampling data and there is not much work now to
deal with it. The shortcomings of data sparsity in manifold
learning are listed as follows:
1) Large span among data points and nonuniform dis-
tribution may cause trouble. It’s difficult to satisfy
local linear hypothesis in practice.
2) Neighbor graph lacks mutual information among
different local parts because of weak connectivities
of neighborhoods. The topological structure of in-
trinsic manifold can not be well preserved.
3) The neighborhood size k is no longer easy to select
with KNN. In general, a larger k will cause ”short
circuit” phenomenon in manifold learning, while
less k can not obtain enough local geometric fea-
tures. Fig.1 (a) shows the wrong neighbor selection.
HNE needs to overcome all the above drawbacks to learn
a relatively correct neighborhood preserving embedding. In
theory, we design HNE as a LLE-based method. It aims
to better maintain topological and geometric structure on
the basis of taking advantages of original LLE. From the
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(a) (b) (c) (d)
Fig. 1. Comparisons on Swiss-Roll with n = 300 between LLE and HNE. (a) The neighbor connections in high-dimensional space for LLE with
k = 6. (b) The low-dimensional distribution and neighbor connections for LLE with k = 6. (c) The low-dimensional distribution and neighbor
connections for HNE with k = 5. (d) The neighbor connections in high-dimensional space for HNE with k = 5.
aspect of LLE, it takes effects on densely sampled datasets
by realizing two main points: 1) well reconstructing local
geometry. 2) keeping local and global manifold structures
simultaneously.
The former is ensured by minimizing reconstruction
error in both high-dimensional and low-dimensional spaces.
Even though the reconstruction error is amplified by adding
a small regularization term when the Gram matrix is singu-
lar [34], the effect is still affirmative. Further analysis of it
will be given in the next section. Beyond that, the right scope
choosing of locality is also an element to be reckoned with.
As for the latter point, it should owe to the affine invariance
preserving. The sum-to-one constraint, which is called affine
combinations [16], [33], [34] in mathematics, plays a vital
role before mapping the embedding to lower-dimensional
space globally. Solutions with this constraint will form a
affine space, while a vector space is produced without it.
For sparse sampled situations, Fig.1 (a) and (b) show
the drawbacks of LLE. Improper k leads to the wrong
neighbor selections (see Fig.1(a)) and sparse data weak-
ens the relationships among neighborhoods so that low-
dimensional geometry may be worse (see Fig.1(b)). In this
regard, intensifying overlaps of different neighborhoods is
the key point besides well reconstructing data structures
of general distribution. Hence from a macro perspective,
we consider several points to get proper low-dimensional
manifold:
1) Enough small neighbor coefficient k.
2) High reconstruction accuracy.
3) Well affine preserving.
4) Larger-scale overlaps among neighborhoods.
Here Point 1 is a precondition for a LLE-based method.
It primarily avoids wrong neighbor selection (see Fig.1(d))
at source and realizes possibility for getting right results
(see Fig.1(c)). This point is also verified on experimental
results. Based on Point 1, HNE aims at Point 4 combined
all the points together and tries to find a balance between
Point 2 and Point 3. Fig.1 (b) and (c) respectively show the
distributions with neighbor selections for LLE (k = 6) and
HNE (k = 5). From the neighbor connections, we can see
that HNE achieves stronger relationships among different
neighborhoods than LLE. Meanwhile, the topological and
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Fig. 2. The basic idea of HNE. Red point in the center represents the
point xi to be reconstructed. Its k-nearest neighbors xil in neighbor-
hood N(i) are marked brown, which are surrounded by the inner orange
dotted line. Here we set k = 3 to limit neighborhood size. Each outer
cyan area surrounded by the same colored dotted lines defines the
neighborhood N(il) of xil and the corresponding points surrounded
are k-nearest neighbors of xil .
geometric structures for HNE in low-dimensions is obvi-
ously better. These statements and figures all prove that
by limiting the value of k, HNE avoids wrong neighbor
selecting but it can still keep more neighborhood overlaps.
The basic idea naturally follows these principles.
For getting strong neighborhood connections, HNE in-
troduces hierarchic neighbor combination (double layer’s
actually) in this paper. The basic visual expression is shown
as Fig.2. Neighborhood reconstructing on step one with
original LLE is also named the first layer or the inner
layer. The process of neighbor selecting is corresponding
to the orange dotted line in Fig.2. Now the relationships of
neighborhood overlaps are not enough to keep structures
well. HNE further chooses neighbors of neighbors as the
second layer, which is limited by cyan dotted lines. (In fact,
increasing k directly as the green point in Fig.2 may get
better reconstruction error, but the topological relationships
will be poor.) Assume that we measure friends’ familiarity
using Euclidean distance, so a metaphor goes like this. HNE
aims to take advantage of ”two degree” friends’ influence
by finding friends of friends, that is, friends of friends are
still friends. When using k-nearest neighbors to determine
the range of neighborhoods, there are at most k2 more
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neighbors available for each data points to establish rela-
tionships than the original. Note that these extra neighbors
may repeat with each other and even be partly the same
as the point to be reconstructed or its k-nearest neighbors
of the first layer. But the reconstruction effects are not be
destroyed. The details will be further explained in the next
section. By hierarchic high-dimensional reconstructing, we
then get (k+k2) weights in total, where k represents the first
layer’s while k2 the second one’s. We can see that instead of
reconstructing each local structure directly with all (k + k2)
relevant points, HNE separates inner and outer layers. The
inner builds the basic structure with respect to original LLE,
and the outer reinforce the connected relationships between
different neighborhoods. And that is also a explanation for
the theory of hierarchic neighbors embedding. Here the
process to determine neighbors the outer ring is also the
embodiment of geodesic line [15].
4 HIERARCHIC NEIGHBORS FRAMEWORK
Given a D-dimensional input X lying on a smooth nonlin-
ear manifold as we mentioned in Section 2.2, HNE consists
of two main parts in the mass. The first is to establish hierar-
chic neighbors connection graph in high-dimensional space.
After well reconstructing local structures, global embedding
will be mapped into low-dimensional space. We then give
the framework for HNE in this section based on the basic
idea.
4.1 Hierarchic Neighbors Graph
As our statements in Section 3, LLE still retain some good
characteristics on the basis of right neighbor selections.
Thus, in the process of reconstruction in high dimensions,
HNE primarily acknowledges the validity of LLE. The first
step in common is to fit local hyperplanes with KNN in each
neighborhood N(i) and then high-dimensional data points
are approximatively expressed as combinations of inner
neighbors. This optimal function ε is the same as simple
LLE. We also enforce a sum-to-one constraint (
∑
l wil = 1)
just like LLE for reconstruction weights. Thus, Eq.1 can be
rewritten as Eq.3. By minimizing Eq.3, the first layer’s n× k
reconstruction weightswil are determined. In the meantime,
inner neighborhood structure is fixed.
ε3(W) =
n∑
i=1
∥∥∥Xˆi~wi∥∥∥2
2
(3)
where Xˆi = {xi − xi1 , . . . ,xi − xik} and ~wi is the vector
form of reconstruction weights — ~wi = [wi1 , . . . , wik ]
T .
Balance of weights. As Saul et al. mentioned, the imbal-
ance between k and D may bring troubles. One is the Gram
matrix XˆTi Xˆi will be singular or nearly singular [34]. The
common approach to solve it is to add a small multiple of
identity matrix, which play the role of L-2 regularization
term in the optimal function. The final equivalent optimiza-
tion can be expressed as Eq.4.
ε3(W) =
n∑
i=1
(‖Xˆi~wi‖22 + σ‖~wi‖22) (4)
It combines all the conditions to realize good effects.
1) The first term ‖Xˆi~wi‖22 in Eq.4 provides the optimal
object and direction. Gram matrix is the basis and
main body for the solution.
2) The second term σ‖~wi‖22 can be seen as a penalty.
From the aspect of mathematics, it balances each
weights and avoids the extremeness of weights dis-
tributions. If only consider it, the optimum solution
is to make all weights equal. In addition, it improves
the local structures in reconstruction influenced by
the weights balance.
3) The sum-to-one constraint makes each xi and its
neighbors coexist in a affine space. Hence each
locality are not destroyed by translation, scaling and
rotation in the transformation [16].
Hierarchic neighbors combination. Here the reconstruc-
tion error may be unsatisfactory and we would like to fur-
ther reduce it. Then combining with the basic idea of getting
stronger neighborhood connections, we attempt to excavate
the second layers’ neighborhoods as Fig.2. HNE establishes
relationships between xi and each N(il) through hierarchic
connections, where N(il) = {x(1)il , . . . ,x
(k)
il
} consists of k-
nearest neighbors of xil and xil is one of N(i). By extending
the neighbor selection, we design HNE to achieve higher
reconstructing ability that inner k points can be adjustable
with those k2 extra points selected. Then contributors in
inner layer can be adjusted to better accommodate objective
point to be constructed by outer corresponding points.
These linear combinations in each outer neighborhood of
points in N(i) determine the ranges alternative. To distin-
guish the weights of outer layer from the inner layer’s, the
reconstruction weight is marked as w(j)il . After replacing
each xil formally, the former objective ε3 is rewritten as εD .
εD(W˜) =
n∑
i=1
∥∥∥∥∥∥xi −
k∑
l=1
wil
k∑
j=1
w
(j)
il
x
(j)
il
∥∥∥∥∥∥
2
2
(5)
where W˜ is the weight matrix of outer weights. The new
objective realizes that linear combinations of extra outer
neighbors form a adjustment to original single xil . Thus
each variable w(j)il will contribute to the final reconstruction
performance. After reconstruction of double layers, weights
wilw
(j)
il
with l, j = 1, . . . , k for neighbors of outer layer is
naturally lower than those of inner layer. This also con-
form to a truth that points far from the objective point is
corresponding to a lower weight. Then HNE shows such
a guideline: The inner layer provides a basic connection
frame while the outer achieves modifications on it. Finally
the combination of both inner and outer layers strengthens
relationships of neighborhood connections.
4.2 Low-Dimensional Global Embedding
Local relationships including both the inner and outer lay-
ers’ are finally determined through high-dimensional recon-
structing. Based on the assumption of manifold relying for
data, HNE aims to find a optimal embedding to preserve
intrinsic manifold geometry. Global mapping from original
high-dimensional space into low-dimensional subspace is
the kernel now. By design, HNE aims to preserve local
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topological structure for each yi in d dimensions according
to all the weights wil and w
(j)
il
the same as in D dimensions.
σ
(1)
i = yi −
k∑
l=1
wilyil
σ
(2)
i = yi −
k∑
l=1
wil
k∑
j=1
w
(j)
il
y
(j)
il
Similarly, the objective is to combine all the hierarchic
reconstruction errors in low-dimensional observation.
εd(Y) = γ
n∑
i=1
‖σ(1)i ‖22 +
n∑
i=1
‖σ(2)i ‖22 (6)
where y(j)il is one of the k-nearest neighbors of yil . Here
the cost function εd consists of two main parts, which
corresponding to the two steps of reconstruction in high-
dimensional space.
1) The former item aims at the inner topological rela-
tions and provide the basis for the hierarchic rela-
tionships between the inner and outer.
2) The latter item gives the total relationships but it
pays more attention to the outer structures.
Both these two parts are indispensable to find a better low-
dimensional embedding. Coefficient γ ∈ [0, 1] ahead of
term.1 in εd declares a proportion to determine to which the
greater importance belongs between the former and latter
items. In our experiments, we use γ = 1.
Local alignment. Denote that Yi = [yi,yi1 , . . . ,yik ] ∈
Rd×(1+k) consists of yi and its inner k-nearest neighbors
{yil}kl=1, and Y˜i = [yi,y(1)il , . . . ,y
(k)
il
, . . . ,y
(1)
ik
, . . . ,y
(k)
ik
] ∈
Rd×(1+k
2) consists of yi and its k-nearest neighbors of k-
nearest neighbors {y(j)il }kl,j=1. We express Yi = YSi and
Y˜i = YS˜i, where Si and S˜i are column selection matrices
[35] of size n × (1 + k) and n × (1 + k2). Based on these
definitions, σ(1)i and σ
(2)
i can be written as follows:
σ
(1)
i = −[yi,yi1 , . . . ,yik ]
[−1
~wi
]
= −YSi
[−1
~wi
]
σ
(2)
i = −[yi,y(1)il , . . . ,y
(k)
ik
]

−1
wi1 ~wi1
...
wik ~wik
 = −YS˜i

−1
wi1 ~wi1
...
wik ~wik

where the mark shaped like ~wil represents the outer weight
vector and ~wil = [w
(1)
il
, · · · , w(k)il ]T . In order to get uniform
statements, we mark
Mi =
[−1
~wi
] [−1 ~wTi ] = [ 1 −~wTi−~wi ~wi~wTi
]
M˜i =

−1
wi1 ~wi1
...
wik ~wik
 [−1 wi1 ~wTi1 · · · wik ~wTik]
=

1 −wi1 ~wTi1 · · · −wik ~wTik−wi1 ~wi1 w2i1 ~wi1 ~wTi1 · · · wi1wik ~wi1 ~wTik
...
...
. . .
...
−wik ~wik wikwi1 ~wik ~wTi1 · · · w2ik ~wik ~wTik

Then the alignment matrices can be expressed as
L =
n∑
i=1
SiMiS
T
i , L˜ =
n∑
i=1
S˜iM˜iS˜
T
i (7)
corresponding to the two items, respectively. Combine them
as G = γL + L˜ and then the final optimization will be
reformulated as
εd = tr(YGY
T ) (8)
where tr(·) represents the trace of a square matrix. In order
to make it well expressed, we add a constraint YYT = I
on it. Translational and rotational degrees of freedom are re-
moved under this constraint so that a unique solution can be
ensured. After setting γ = 1, low-dimensional observations
Y with uncorrelated coordinates between different axises
can be determined by decomposing matrix G. Because the
eigenvector that corresponding to the smallest eigenvalue 0
is e = [1, 1, · · · , 1]T , the final solutions are formed by the
bottom 2 ∼ d + 1 eigenvectors (those corresponding to the
2 ∼ d+ 1 smallest eigenvalues).
5 HIERARCHIC NEIGHBORS EMBEDDING
Based on Section.4 combining with basic ideas, we aims to
weigh the importance of invariance preserving and recon-
struction. Actually, reconstruction is error oriented while
affine invariance aims at keeping structure. In this section,
HNE are realized with three different approaches and each
of them achieves superiority.
5.1 Invariance-Prioritizing HNE (IHNE)
The process of embedding from original space to low-
dimensional subspace includes many kinds of transfor-
mations including translation, scaling and rotation as we
mentioned before. The meaning of affine preserving is that
local structure will not be changed by the influence of these
transformations. It is realized practically by enforcing sum-
to-one constraints to build affine combinations in place.
In principle, IHNE aims to keep invariance of all neigh-
borhoods, which consists of one central point and its k-
nearest neighbors. That is, neighbor weight vectors of outer
layers are imposed an independent constraint
∑
j w
(j)
il
= 1
the same as the inner ring. Hence, both inner and outer
topological structures are more likely well preserved.
Let Xˆil = {xi − x(1)il , · · · ,xi − x
(k)
il
}, we rewrite Eq.5 as
εinvD (W˜) =
n∑
i=1
∥∥∥∥∥
k∑
l=1
wilXˆil ~wil
∥∥∥∥∥
2
2
(9)
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(a) (b) (c) (d) (e)
Fig. 3. Experiments of HNE on Swiss-Roll and Swiss-Hole datasets. (a) The Swiss-Roll dataset with n = 1000. (b) The low-dimensional results with
IHNE on Swiss-Roll (up) and Swiss-Hole (down). (c) The low-dimensional results with RHNE on Swiss-Roll (up) and Swiss-Hole (down). (d) The
low-dimensional results with BHNE on Swiss-Roll (up) and Swiss-Hole (down). (e) The Swiss-Hole dataset with n = 1000.
It is hard to get direct solutions for ~w. Thus, we change
the focus to find a suboptimal solution by rewriting this
equation. Based on the triangle inequality for norms, we
give a scaling as
εinvD (W˜) =
n∑
i=1
∥∥∥∥∥
k∑
l=1
wilXˆil ~wil
∥∥∥∥∥
2
2
≤
n∑
i=1
(
k∑
l=1
∥∥∥wilXˆil ~wil∥∥∥
2
)2 (10)
To minimize the total reconstruction error is approxi-
mately equal to minimize each εinvil = ‖wilXˆil ~wil‖22 with
i = 1, · · · , n and l = 1, · · · , k. For unconstrained optimiza-
tion, note that minimizing ‖wilXˆil ~wil‖22 is equivalent to
minimizing ‖wilXˆil ~wil‖22 because of the monotone trans-
form for squaring the norm. But for constrained optimiza-
tion, the equivalency may not hold. Although we can not get
a optimum solution for IHNE constrained by
∑
j w
(j)
il
= 1,
a suboptimal solution can be determined by minimizing
εinvD (W˜) =
n∑
i=1
k∑
l=1
∥∥∥wilXˆil ~wil∥∥∥2
2
(11)
Then each ~wil can be determined by minimize ε
inv
il
=
‖wilXˆil ~wil‖22 with i = 1, · · · , n and l = 1, · · · , k. The
special process in detail is shown in Algorithm 1.
For IHNE, reconstruction error is magnified by using
inequality approach and approximate solutions. But it still
has some advantages:
1) Extension of hierarchic neighbors increases the over-
laps for contiguous localities and strengthens the
relationships among neighborhoods.
2) The independent constraint
∑
j w
(j)
il
= 1 ensures
affine structures and can better preserve the topo-
logical relationships.
3) When number of neighbors k is less than high
dimension D, there is a high possibility for a unique
solution in determining ~wil .
5.2 Reconstruction-Prioritizing HNE (RHNE)
To overcome the shortcomings of suboptimal solutions in
IHNE, RHNE aims to reduce reconstruction error by cal-
culating weights without inequality and transformations.
Algorithm 1 IHNE Algorithm
Input:
n high-dimensional data points in X ⊂ RD;
number of nearest neighbors k;
low dimensionality d;
Output:
n low-dimensional expressions of inputs: Y ⊂ Rd;
1: Calculate inner layer’s weight matrix W with LLE.
2: for each data point xi, i = 1, . . . , n do
3: Identity k-nearest neighbors N(il) = {x(1)il , · · · ,x
(k)
il
}
of inner layer’s neighbors.
4: for l = 1 : k do
5: ~wil ← arg min ‖wilXˆil ~wil‖22
6: end for
7: Calculate Mi and M˜i with ~wi and ~wil (l = 1, . . . , k)
8: end for
9: G← λ
n∑
i=1
SiMiS
T
i +
n∑
i=1
S˜iM˜iS˜
T
i
10: Solve Y with opt = min tr(YGYT )
It is proposed for more convenient solving, which is a
difference, to some extent. Fig.5 shows the schematic for
RHNE algorithm, where the figure on the left represents
the inner reconstruction while the right one shows the
outer reconstruction process. The later show the difference
between RHNE and IHNE. After the inner reconstruction,
RHNE continues to find all the outer k-nearest neighbors of
inner k-nearest neighbors for each xi and further use all the
outer points to reconstruct xi directly. Rather than to pre-
serve the affine structure between inner neighbor points xil
and outer neighbor points x(j)il like IHNE, RHNE chooses
to enforce the topological relationships between xi and
outer neighbor points x(j)il . The implementation in practice
for outer reconstruction is to impose
∑
l wil
∑
j w
(j)
il
= 1,
instead of the constraint of
∑
j w
(j)
il
= 1. Let X˜i be a
combination related to all the xi’s k × k neighbors and
denote that X˜i = {Xˆi1 , . . . , Xˆik}. The optimal function can
be reformulated as a total least-squares problem:
εrecD (W˜) =
n∑
i=1
∥∥∥X˜i ~˜wi∥∥∥2
2
(12)
where ~˜wi is a k2-dimensional weight vector including k2
joint reconstruction weights, and it is denoted as the prod-
ucts of inner weights and corresponding outer real ones:
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Fig. 4. Comparison of performance for HNE and other popular local-neighbor-based methods on sparse sampled Swiss-Roll dataset with n = 300.
(a) The sparse sampled Swiss-Roll dataset. (b) The results arranged as LLE (A), HLLE (B), LLC (C), LTSA (D), MLLE (E) and our methods: IHNE
(F), RHNE (G) and BHNE (H).
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Fig. 5. The schematic for RHNE including processes of inner and outer
reconstructions. Figure on the left represents the inner reconstruction
with respect to Eq.3 while the right shows the outer reconstruction
according to Eq.12. Other notations marked in figure are the same as
Fig.2.
~˜wi = {wi1w(1)i1 , . . . , wi1w
(k)
i1
, . . . , wikw
(1)
ik
, . . . , wikw
(k)
ik
}. Ac-
tually the optimal function for IHNE can be expressed as a
similar form just like Eq.12, but to solve the joint weights
directly is very hard. The algorithm flowchart is shown as
Algorithm 2.
Combining with the inner and outer reconstruction in
Fig.5, Eq.12 shows that all the (k + k2) weights establish
direct contacts with xi. The most direct way to get the outer
k2 weights is to divide the joint weight by inner one so that
all the weights finally form the outer weights matrix W˜.
In this way, the decomposed matrix to determine each ~˜wi
is changed to X˜Ti X˜i and the rank is at most k
2, actually.
Comparing with IHNE, the rank of RHNE marked k˜ is
equal or greater than the rank of IHNE. Considering from
this aspect, RHNE seems to have more advantages on high-
dimensional situations. That is, when the dimensionality
of original data is much greater than k˜, the possibility of
getting good solutions is higher. The advantages of RHNE
can be summarized as:
1) RHNE avoids approximation and scaling by adding
direct relationships between the point to be recon-
structed and the neighbors of outer layer. The solv-
ing process are more convenient and the reconstruc-
tion error is lower when comparing with IHNE.
2) The joint constraint
∑
l wil
∑
j w
(j)
il
= 1 ensures the
affine relationships between xi and its correspond-
ing outer neighbors while
∑
l wil = 1 provides
the basic structure. It is more appropriate for high-
dimensional data and low-curvature manifolds.
Algorithm 2 RHNE Algorithm
Input:
n high-dimensional data points in X ⊂ RD;
number of nearest neighbors k;
low dimensionality d;
Output:
n low-dimensional expressions of inputs: Y ⊂ Rd;
1: Calculate inner layer’s weight matrix W with LLE.
2: for each data point xi, i = 1, . . . , n do
3: Identity k-nearest neighbors N(il) = {x(1)il , · · · ,x
(k)
il
}
of inner layer’s neighbors.
4: ~˜wi ← arg min ‖X˜i ~˜wi‖22
5: for l = 1 : k do
6: Calculate ~wil with ~wi and ~˜wi
7: end for
8: Calculate Mi and M˜i with ~wi and ~wil (l = 1, . . . , k)
9: end for
10: G← λ
n∑
i=1
SiMiS
T
i +
n∑
i=1
S˜iM˜iS˜
T
i
11: Solve Y with opt = min tr(YGYT )
From the view of optimization problem solving, enforc-
ing a joint constraint instead of a independent one on outer
layer is easier to solve. But as a matter of fact, isolated
constraints between inner and outer layers expressed as∑
l wil = 1 and
∑
j w
(j)
il
= 1 become a sufficient condition
for the joint one expressed as
∑
l wil
∑
j w
(j)
il
= 1 rather
than a necessary and sufficient one. For IHNE, it satisfies
the first two items so that the last item naturally holds.
But the second item
∑
j w
(j)
il
= 1 for RHNE is no more
satisfied. Thus, the affine relationships between the inner
neighbors and their corresponding outer neighbors will not
be ensured. This is also a drawback, which promotes a
balanced version for HNE.
5.3 Balanced HNE (BHNE)
As we discussed in Section 3, HNE attempts to find a
balance between high reconstruction accuracy and well
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Fig. 6. Comparison of performance for HNE and other popular local-neighbor-based methods on 3D-Cluster dataset with n = 300. (a) The 3D-
Cluster dataset with 5 data clusters. (b) The results are arranged as LLE (A), CLLE (B), LLC (C), LTSA (D) and our methods: IHNE (E), RHNE (F)
and BHNE (G).
affine preserving. In the former sections, we introduced two
different versions for HNE, which respectively show special
superiorities but both have drawbacks. IHNE tends to get
better affine preserving but brings higher reconstruction er-
ror. And RHNE has more interests in improving reconstruc-
tion accuracy but gives up the better topological preserving
between the inner and outer layers. After absorbing both
the above versions, we finally propose BHNE, which can be
seen as a combination of IHNE and RHNE.
Algorithm 3 BHNE Algorithm
Input:
n high-dimensional data points in X ⊂ RD;
nearest neighbor coefficient k;
low dimensionality d;
rotation times of iteration E.
Output:
n low-dimensional expressions of inputs: Y ⊂ Rd;
1: Calculate inner layer’s weight matrix W with LLE.
2: for each data point xi, i = 1, . . . , n do
3: Identity k-nearest neighbors N(il) = {x(1)il , . . . ,x
(k)
il
}
of inner layer’s neighbors.
4: for l = 1 : k do
5: for e = 1 : E + 1 do
6: if e = 1 then
7: x˜il = xi −
∑
m6=l
wimxim
8: end if
9: if e > 1 then
10: x˜il = xi −
∑
m6=l
wim
k∑
j=1
w
(j)
im
x
(j)
im
11: end if
12: ~wil ← argmin ‖x˜il − wil
k∑
j=1
w
(j)
il
x
(j)
il
‖22.
13: Update ~wil in W˜.
14: end for
15: end for
16: Calculate Mi and M˜i with ~wi and ~wil (l = 1, . . . , k)
17: end for
18: G← λ
n∑
i=1
SiMiS
T
i +
n∑
i=1
S˜iM˜iS˜
T
i
19: Solve Y with opt = min tr(YGYT )
In Section 5.1, Eq.9 shows that it is troublesome to
solve directly. BHNE tries to blend iterative arithmetic with
the basic ideas on weights solving and it is also the ker-
nel. To get assurances about keeping reconstructing effects
and topological structures, BHNE firstly enforces the outer
layer’s weight constraint
∑
j w
(j)
il
= 1. It splits the solving
process into two parts. One is determination of approximate
weights, and the other optimizes weights by minimizing a
iterative method. The basis is to determine W by minimize
Eq.3. And then the iteration takes effects.
Fix W and Initialize ~wil . To overcome the problem of
Eq.9, we consider a rotation for solving each w(j)il in W˜.
Here the rotation means a cycle among the outer layer
by traversing all the corresponding weights. Based on the
solving process of LLE, we get all the inner weights wil . For
each variable l = 1, . . . , k and m = 1, . . . , k, denote that
x˜il = xi −
∑
m6=l
wimxim is an approximation of xil . Hence
each step to determine ~wil can be expressed as Eq.13.
εil(~wil) =
∥∥∥∥∥∥x˜il − wil
k∑
j=1
w
(j)
il
x
(j)
il
∥∥∥∥∥∥
2
2
(13)
Note that wil is already determined before. Then for each
i = 1, . . . , n and each l = 1, . . . , k, we can determine
the weight vector ~wil . Finishing the initialization of outer
weights, we preliminarily get all the needed weights that
belong to both the inner and outer layers. However, we need
to further optimize these initial outer weights.
Fix W, {~wim}m 6=l and Update ~wil . For higher accu-
racy in weights determination and better reconstruction
effects, the outer weights will be updated by iterations.
The apparent difference is x˜il . We now have the initialized
outer weights to update each other. Specially, the approx-
imate expression of xil is replaced by the expression of
x˜il = xi −
∑
m 6=l
wim
k∑
j=1
w
(j)
im
x
(j)
im
. That is, weights calculated
now will be directly updated in W˜ and further used in next
weight update. Similarly, the optimization can be expressed
as Eq.13. Note that the specific iterations times can be
adjustable. All the n× k outer weight vectors ~wil constitute
matrix W˜ and W˜ will be updated serially once a new ~wil
is determined. The sequential process of BHNE is listed as
Algorithm 3.
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Fig. 7. Comparison of performance for HNE and other popular local-neighbor-based methods on 2-Surfaces dataset with n = 150. (a) The 2-
Surfaces dataset. (b) The results are arranged as LLE (A), HLLE (B), CLLE (C), LLC (D), LTSA (E) and our methods: IHNE (F), RHNE (G) and
BHNE (H).
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Fig. 8. Comparison of the embedded distributions with HNE and several popular methods in manifold learning. Each column is corresponding to
the embedded results of different methods.
5.4 Neighbors Selection
As the original intention, HNE introduces hierarchic neigh-
bor combinations to realize a stronger structure. As usual,
neighbors selection in HNE will be determined through
comparing the Euclidean distances, and each data point will
select the k-nearest data points to be the neighbors for it. But
in the implementation process to extend the relationships
between one data point and more points, it is unavoidable
to select repetitive data points or even be back to itself,
just as we mentioned in Section 3. To be specific, HNE
extends neighbor connections from single layer to double
layers, and all the situations of repetitions are listed as: 1)
Different data points xil in the inner layer may select the
same outer neighbors x(j)il once or more. 2) Several data
points, which are already selected in the inner layer, will
be selected again in the outer layer. 3) For the central data
point xi to be reconstructed, it could be selected again in
the outer layer and take effects on the reconstruction for
itself. All the three items superficially seem to be poten-
tial problems, which could bring bad influences for the
results of dimensionality reduction. But HNE well takes
advantages of realization in practice to avoid the adverse
effects. Actually, these three enumerations have few conflicts
with our objects. HNE builds many affine subspaces for the
whole dataset and each neighborhood achieve independent
affine combination. Different constraints including the inner
(
∑
l wil = 1) and the outer (
∑
j w
(j)
il
= 1) are the key to
ensure the affine relationships. Specifically, for the three
versions of the implementations of HNE, they have their
respective approaches to reach the effects.
For IHNE and BHNE, both the inner and outer lay-
ers have independent constraints. The inner neighborhood
which consists of xi and its k-nearest neighbors marked
xil forms the inner set of affine combination while the
outer neighborhoods which consists of the inner neighbors
xil of xi and their corresponding outer neighbors x
(j)
il
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Fig. 9. Performance of reconstructing on a random selection of statue faces with several methods. The vertical axis represents error of reconstructing
and the horizontal axis is arranged as different methods. The height of bars represents error.
finally form k outer sets of affine combinations. For each
combination, data points in the same neighborhood coex-
ist in the same affine space, and different neighborhoods
form different affine spaces. The repetitive points selection
will not influence the weights determination. For RHNE,
the joint weights constraint
∑
l wil
∑
j w
(j)
il
= 1 makes xi
and all the outer neighbors x(j)il coexist in the same affine
space. The repetitive outer neighbors come from different
directions of neighbor extension. All the outer neighbors
are gathered to reconstruct xi and they have no conflicts.
In addition, weights balance with Eq.4 also works for this
problem. The balance of weights determination avoids the
partial situation especially for item 1. When it happens and
xi selects itself to be one of its outer neighbor, it will not be
too many attentions for itself in the reconstruction using the
outer neighbors. And then the bad influences are reduced at
the same time.
6 EXPERIMENTAL RESULT
In order to verify the effectiveness and superiority of our
algorithm, we apply HNE on both synthetic and real-world
datasets and conduct extensive experiments.
6.1 Synthetic Datasets
Firstly we perform experiments on general datasets to ver-
ify the validities on general data distributions. Swiss-Roll
and Swiss-Hole are two typical basic datasets in manifold
learning. Fig.3 shows the experimental results on these two
datasets by setting number of data points n = 1000 and
number of neighbors k = 5. Fig.3 (b), (c) and (d) are respec-
tively corresponding to three different versions of HNE. It
is clear that all the three versions get good low-dimensional
embeddings. Generally speaking, most popular manifold
learning algorithms such as HLLE, LTSA and MLLE can
also get similar results. In principle, we can get right neigh-
borhoods in LLE by setting a roughly small k, although
that may not produce an outstanding embedded structure.
Yet the appropriate neighbors selection also proves that
HNE develops and reproduces the good characteristics of
proposed methods like LLE.
Aiming at the drawback of sparse sampling in manifold
learning that we mentioned in previous section, we delib-
erately increase the difficulty of original data distributions
to testify the effectiveness of HNE. By evenly reducing the
number of data points to n = 300 on Swiss-Roll dataset,
we perform experiments on sparse-sampled data. Actually,
as a LLE-based method, HNE reflects some characteristics
of neighborhood selecting. Hence we compare the perfor-
mance for HNE with other several popular local neighbor-
based methods such as LLE, HLLE, LLC, LTSA and MLLE.
Fig.4 is a representative of the experimental results in which
LLE loses efficacy when facing sparse-sampled data, and
some other methods show the overlap phenomenons. Re-
sults of F, G and H in Fig.4 show that our HNEs of all three
different versions get better performance than other meth-
ods. We set k = 5 for HNE in the experiments. Generally
speaking, HNE will take effect on both general and sparse-
sampled data with an appropriate k roughly ranging from
4 to 8 rather than a large range.
Weak-connected data like Fig.6 and Fig.7 represents an-
other exceptional situation in manifold learning. We also
extend HNE on several weak-connected manifolds to test
its versatility. One difficulty is that the embedded manifolds
overlap together with a high probability. The first dataset is
3D-Cluster (Fig.6(a)), which include 5 clusters and 9 points
between every two adjacent clusters for connection. The
related results is shown as Fig.6(b). MLLE is not available on
weak-connected tasks so that we do not list the contrast. LLE
and CLLE get bad results according to A and B in Fig.6(b).
LLC and LTSA perform well, by constrast, our HNEs show
better performance for intersection and dispersion within
cluster. Moreover, we conduct experiments on a 2-Surfaces
dataset with both data sparsity and weak connection. The
total number of points is set as n = 150 with 9 extra
points for connection between the two surfaces. Fig.7(a) and
(b) show the 2-Surfaces dataset and the embedded results,
respectively. It can be seen that HNEs have better low-
dimensional embeddings together with HLLE and LTSA.
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Fig. 10. Distributions on embedded space with HNE (k = 2) of three different versions on Teapot images. The three figure are respectively
corresponding to IHNE (left), RHNE (middle) and BHNE (right).
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Fig. 11. Comparison of the embedded distributions on Teapot dataset with HNE and several popular methods in manifold learning. Each column
is corresponding to the embedded results of different methods. The first row is the results with n = 100 and k = 4 while the second row is
corresponding to n = 200 and k = 6.
It’s worth noting that HNE especially Rec-HNE show spe-
cial robustness on this dataset no matter the number of
points is less or more.
6.2 Real-World Datasets
Real-world data is more similar to real tasks comparing with
synthetic data so that it is a good approach to test algo-
rithms. We then conduct experiments on pose estimation
tasks, which is a representative in dimensionality reduction.
6.2.1 Experiments on Statue-Face Dataset
Statue-Face dataset [36], which is a common dataset to
verify the effectiveness in manifold learning, consists of 698
images with 64 × 64 = 4096 pixels. Samples in Statue-
Face dataset lie on a smooth underlying manifold [15]. We
conduct experiments using HNE and other several popular
methods to give comparisons. Fig.8 shows the embedded
results with setting k = 5, 6, 8 separately. In order to
show the correspondent relationships between embedded
coordinates and statue poses, we marked part of points and
show it in the figures. In each small figure, the vertical axis
is the up-down pose of statues and the horizontal areas
represent the left-right views. HNE gets good distributions
from the up-down and left-right poses from the last three
columns in Fig.8. Results for LTSA, MLLE and our HNEs
perform better than LLE and LLC. Especially, MLLE lose
its effectiveness when k is 4 or even smaller while HNEs
always show good performance from k = 5 to k = 8. This
is because HNE preserve better structures topologically by
strengthening relationships between neighborhoods when k
is small. Actually, as we mentioned before, an appropriate k
for HNE ranging from 4 to 8 is available to get good results.
We calculate the weight matrix in high-dimensional
space and further determine the reconstructed points using
these weights. After analyzing some error of reconstructing
for a random selection in Statue-Face dataset, the perfor-
mance of reconstructing is given in Fig.9. Each face pose se-
lected is reconstructed by five methods and the histograms
show the levels of error corresponding to different methods.
In the experiments, k = 6 is used to select neighbors and
these poses are selected randomly. Comparing with LLE and
MLLE, the reconstruction performance of our HNE is better
from the error value or effects on images. Furthermore,
we compute the average reconstruction error for different
methods with different k in Table 1. Results show that
the error value for HNE is significantly lower than LLE
and MLLE. Note that we directly use the high-dimensional
reconstruction weights for all the methods including MLLE.
With a increasing k in Table 1, it can be seen that HNEs
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Fig. 12. Comparison of the embedded distributions on Teapot dataset with HNE and several popular methods in manifold learning. Each column
is corresponding to the embedded results of different methods. The first row is the results with n = 100 and k = 4 while the second row is
corresponding to n = 200 and k = 6.
TABLE 1
The average reconstruction error on Statue-Face dataset
Methods Statue-Face Dataset with 698 images
k=4 k=6 k=8 k=10 k=12
LLE 3.0342 2.7045 2.5117 2.3844 2.3011
MLLE 3.0350 2.7084 2.5199 2.3988 2.3237
IHNE 1.1309 0.9391 0.8445 0.7450 0.7180
RHNE 0.0753 0.0391 0.0424 0.0586 0.0760
BHNE 1.3072 1.2344 1.1486 1.0611 0.9734
TABLE 2
The average reconstruction error on Teapot dataset
Methods Teapot Dataset with 400 images
k=4 k=5 k=6 k=7 k=8
LLE 1.2078 1.1750 1.1472 1.1401 1.1332
MLLE 1.2089 1.1823 1.1664 1.1756 1.1872
IHNE 0.0120 0.0756 0.0094 0.0512 0.0187
RHNE 0.0181 0.0294 0.0383 0.0543 0.0624
BHNE 0.6780 0.8739 1.0357 0.8784 0.6527
always have advantages on reconstruction error for k from
4 to 12.
6.2.2 Experiments on Teapot Dataset
Teapot dataset, which is a set of 400 teapot images in total,
is another popular dataset from [37] in manifold learn-
ing. Each image in Teapot dataset can be seen as a high-
dimensional vector consisting of 76 × 101 RGB pixels. All
the images form a rotation from 0◦ to 360◦ for a teapot. We
utilize our HNE and other popular algorithms in manifold
learning on teapot images and aim to get the 2-D results.
Firstly, we select 100 images at regular intervals from the
teapot dataset and conduct experiments on them. Because
MLLE can not run when k is set to 2, we only give the
distribution of IHNE, RHNE and BHNE at first. Fig.10 show
the results corresponding to IHNE (left), RHNE (middle),
BHNE (right). We can see that all the three versions of
HNE achieve good distributions. Furthermore, we change
k and n and conduct more experiments so that we get
the comparisons between HNE and other algorithms. Fig.11
shows several selected results. The first row is the results
of setting n = 100 and k = 4 and the second row is
corresponding to n = 200 and k = 6. When k is small
such as the first row in Fig.11, HNEs show an advantage.
In more experiments not shown here, HNEs perform well
with k = 2 when the number of selected Teapot images
is 200, 100 or even 50. From the visualization of results of
dimensionality reduction, IHNE, RHNE and BHNE show
their effectiveness as a whole on this dataset.
Similarly, we utilize the reconstruction weights in high-
dimensional space to reconstruct original teapot images. We
conduct experiments on the complete dataset with n = 400
and set k = 4. Poses of Teapot images shown in Fig.12 is
randomly selected. Concretely speaking, for each pose se-
lected, we use five methods to get the reconstruction results
(Images in Fig.12) and the histograms show the error levels
for different methods. Both the images and error values
show that three versions of HNE get better reconstruction
effects. We further collect the total reconstruction error for
different k. Change the value of k from 4 to 8, we conduct
more experiments and get the error values for different
methods. The last three rows in Table.2 are corresponding
to the three versions of HNE and all the results show better
reconstruction effects.
7 CONCLUSION
In this paper, we proposed a new method for dimensionality
reduction named hierarchic neighbors embedding (HNE).
Aiming at better dealing with sparse data, we follow four
principles including neighborhood size, reconstruction ac-
curacy, affine preserving and neighborhood overlaps. Based
on them, we introduce hierarchic neighbors combination
theory and further give the framework. In order to weigh
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the importance of invariance preserving and reconstruc-
tion error, which are the two key points in our algorithm,
we give three different specific realizations — Invariance-
prioritizing HNE (IHNE), Reconstruction-prioritizing HNE
(RHNE) and Balanced HNE (BHNE). These three versions
of HNE produce progressive relationships and are mutually
complementary in thoughts.
According to the experiments, we list part of represen-
tative results on both synthetic data and real-world data.
Results show that our HNE achieves effectiveness on data
of general distribution and also has superiorities on sparse
sampled data. As a LLE-based method, HNE inherits the
advantages of original LLE, and further extends its scope of
applicability and effects.
APPENDIX A
CONSIDERATION ON LOW-DIMENSIONAL OBSERVA-
TION
Here we will give a proof and further explanations about the
problem of the smallest eigenvalue mentioned in Section 4.2.
According to the expressions for all the three versions
of HNE including IHNE, RHNE and BHNE, we enforce
different constraints on them. For IHNE and BHNE, the
constraints are
∑
l wil = 1 and
∑
j w
(j)
il
= 1. They natu-
rally satisfy
∑
l wil
∑
j w
(j)
il
= 1. As for RHNE, it follows∑
l wil = 1 and the joint one
∑
l wil
∑
j w
(j)
il
= 1. We mark
that ~e(m) represents a m-dimensional vector with all one:
~e(m) = [1, 1, . . . , 1]
T ∈ Rm. In summary, we reformulate the
inner and the joint one as
~wTi ~e(k) = 1
~˜wTi ~e(k2) = 1
(14)
In principle, we want to minimize Eq.8 and the final
low-dimensional observations can be formed by several
eigenvectors related to those smallest eigenvalues except 0.
Definitions in the several former sections point that
~eT(n)Si = ~e
T
(k+1)
~eT(n)S˜i = ~e
T
(k2+1)
(15)
Then we will give a proof that the smallest eigenvalue of
the decomposed matrix G is 0. Similarly, denote that ~0(m)
represents a m-dimensional vector with all zero: ~0(m) =
[0, 0, . . . , 0]T ∈ Rm.
Mi~e(k+1) =
[−1
~wi
] [−1 ~wTi ]~e(k+1) = ~0(k+1)
M˜i~e(k2+1) =
[−1
~˜wi
] [
−1 ~˜wTi
]
~e(k2+1) = ~0(k2+1)
(16)
Thus, for the decomposed matrix G
G~e(n) =
(
γ
n∑
i=1
SiMiS
T
i +
n∑
i=1
S˜iM˜iS˜
T
i
)
~e(n)
= γ
n∑
i=1
SiMi~e(k+1) +
n∑
i=1
S˜iM˜i~e(k2+1)
= γ
n∑
i=1
Si~0(k+1) +
n∑
i=1
S˜i~0(k2+1)
= 0 · ~e(n)
(17)
We can see that the smallest eigenvalue of G is 0 corre-
sponding to eigenvector ~e(n).
ACKNOWLEDGMENTS
The authors would like to thank...
REFERENCES
[1] Y. Jia, Y. Zheng, L. Gu, A. Subpa-Asa, A. Lam, Y. Sato, and I. Sato,
“From rgb to spectrum for natural scenes via manifold-based
mapping,” in Proceedings of the IEEE International Conference on
Computer Vision, 2017, pp. 4705–4713.
[2] H. Xu and H. Zha, “Manifold based face synthesis from sparse
samples,” in Proceedings of the IEEE International Conference on
Computer Vision, 2013, pp. 2208–2215.
[3] E. Becht, L. McInnes, J. Healy, C.-A. Dutertre, I. W. Kwok, L. G.
Ng, F. Ginhoux, and E. W. Newell, “Dimensionality reduction
for visualizing single-cell data using umap,” Nature biotechnology,
vol. 37, no. 1, p. 38, 2019.
[4] R. Talmon, S. Mallat, H. Zaveri, and R. R. Coifman, “Manifold
learning for latent variable inference in dynamical systems,” IEEE
Transactions on Signal Processing, vol. 63, no. 15, pp. 3843–3856,
2015.
[5] K. R. Moon, J. S. Stanley III, D. Burkhardt, D. van Dijk, G. Wolf,
and S. Krishnaswamy, “Manifold learning-based methods for ana-
lyzing single-cell rna-sequencing data,” Current Opinion in Systems
Biology, vol. 7, pp. 36–46, 2018.
[6] Y. Huang, G. Kou, and Y. Peng, “Nonlinear manifold learning for
early warnings in financial markets,” European Journal of Opera-
tional Research, vol. 258, no. 2, pp. 692–702, 2017.
[7] Z. Dong, S. Jia, C. Zhang, M. Pei, and Y. Wu, “Deep manifold
learning of symmetric positive definite matrices with application
to face recognition,” in Thirty-First AAAI Conference on Artificial
Intelligence, 2017.
[8] R. Liao, Z. Zhao, R. Urtasun, and R. S. Zemel, “Lanczosnet:
Multi-scale deep graph convolutional networks,” arXiv preprint
arXiv:1901.01484, 2019.
[9] K. Thakkar and P. Narayanan, “Part-based graph convolutional
network for action recognition,” arXiv preprint arXiv:1809.04983,
2018.
[10] J. Tang, M. Qu, M. Wang, M. Zhang, J. Yan, and Q. Mei, “Line:
Large-scale information network embedding,” in Proceedings of the
24th international conference on world wide web. International World
Wide Web Conferences Steering Committee, 2015, pp. 1067–1077.
[11] D. Wang, P. Cui, and W. Zhu, “Structural deep network em-
bedding,” in Proceedings of the 22nd ACM SIGKDD international
conference on Knowledge discovery and data mining. ACM, 2016, pp.
1225–1234.
[12] B. Moore, “Principal component analysis in linear systems: Con-
trollability, observability, and model reduction,” IEEE transactions
on automatic control, vol. 26, no. 1, pp. 17–32, 1981.
[13] J. B. Kruskal and M. Wish, Multidimensional scaling. Sage, 1978,
vol. 11.
[14] B. Scho¨lkopf, A. Smola, and K.-R. Mu¨ller, “Kernel principal
component analysis,” in International conference on artificial neural
networks. Springer, 1997, pp. 583–588.
[15] J. B. Tenenbaum, V. De Silva, and J. C. Langford, “A global
geometric framework for nonlinear dimensionality reduction,”
science, vol. 290, no. 5500, pp. 2319–2323, 2000.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 14
[16] S. T. Roweis and L. K. Saul, “Nonlinear dimensionality reduction
by locally linear embedding,” science, vol. 290, no. 5500, pp. 2323–
2326, 2000.
[17] M. Belkin and P. Niyogi, “Laplacian eigenmaps for dimensionality
reduction and data representation,” Neural Computation, vol. 15,
pp. 1373–1396, 2002.
[18] A. Najafi, A. Joudaki, and E. Fatemizadeh, “Nonlinear dimension-
ality reduction via path-based isometric mapping,” IEEE transac-
tions on pattern analysis and machine intelligence, vol. 38, no. 7, pp.
1452–1464, 2015.
[19] S. Xiang, F. Nie, C. Pan, and C. Zhang, “Regression reformulations
of lle and ltsa with locally linear transformation,” IEEE Transactions
on Systems, Man, and Cybernetics, Part B (Cybernetics), vol. 41, no. 5,
pp. 1250–1262, 2011.
[20] S. Wold, K. Esbensen, and P. Geladi, “Principal component analy-
sis,” Chemometrics and intelligent laboratory systems, vol. 2, no. 1-3,
pp. 37–52, 1987.
[21] D.-C. Zhan and Z.-H. Zhou, “Neighbor line-based locally linear
embedding,” in Pacific-Asia Conference on Knowledge Discovery and
Data Mining. Springer, 2006, pp. 806–815.
[22] R. G. Baraniuk and M. B. Wakin, “Random projections of smooth
manifolds,” Foundations of computational mathematics, vol. 9, no. 1,
pp. 51–77, 2009.
[23] D. L. Donoho and C. Grimes, “Hessian eigenmaps: Locally linear
embedding techniques for high-dimensional data,” Proceedings of
the National Academy of Sciences, vol. 100, no. 10, pp. 5591–5596,
2003.
[24] J. H. Ham, D. D. Lee, and L. K. Saul, “Learning high dimensional
correspondences from low dimensional manifolds,” 2003.
[25] S. T. Roweis, L. K. Saul, and G. E. Hinton, “Global coordination
of local linear models,” in Advances in neural information processing
systems, 2002, pp. 889–896.
[26] Z. Zhang and H. Zha, “Principal manifolds and nonlinear dimen-
sionality reduction via tangent space alignment,” SIAM journal on
scientific computing, vol. 26, no. 1, pp. 313–338, 2004.
[27] Z. Zhang and J. Wang, “Mlle: Modified locally linear embedding
using multiple weights,” in Advances in neural information process-
ing systems, 2007, pp. 1593–1600.
[28] X. He and P. Niyogi, “Locality preserving projections,” in Advances
in neural information processing systems, 2004, pp. 153–160.
[29] X. He, D. Cai, S. Yan, and H.-J. Zhang, “Neighborhood preserving
embedding,” in Tenth IEEE International Conference on Computer
Vision (ICCV’05) Volume 1, vol. 2. IEEE, 2005, pp. 1208–1213.
[30] E. Kokiopoulou and Y. Saad, “Orthogonal neighborhood preserv-
ing projections,” in Fifth IEEE International Conference on Data
Mining (ICDM’05). IEEE, 2005, pp. 8–pp.
[31] L. Qiao, S. Chen, and X. Tan, “Sparsity preserving projections with
applications to face recognition,” Pattern Recognition, vol. 43, no. 1,
pp. 331–341, 2010.
[32] J. Gui, Z. Sun, W. Jia, R. Hu, Y. Lei, and S. Ji, “Discriminant sparse
neighborhood preserving embedding for face recognition,” Pattern
Recognition, vol. 45, no. 8, pp. 2884–2893, 2012.
[33] R. Goldman, “The ambient spaces of computer graphics and
geometric modeling,” IEEE Computer Graphics and Applications,
vol. 20, no. 2, pp. 76–84, 2000.
[34] L. K. Saul and S. T. Roweis, “Think globally, fit locally: unsuper-
vised learning of low dimensional manifolds,” Journal of machine
learning research, vol. 4, no. Jun, pp. 119–155, 2003.
[35] D. Zhao, “Formulating lle using alignment technique,” Pattern
Recognition, vol. 39, no. 11, pp. 2233–2235, 2006.
[36] [Online], Available:http://isomap.stanford.edu/datasets.html.
[37] K. Q. Weinberger and L. K. Saul, “An introduction to nonlinear
dimensionality reduction by maximum variance unfolding,” in
AAAI, vol. 6, 2006, pp. 1683–1686.
