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Abstract
We study Auslander correspondence from the viewpoint of higher-dimensional analogue of Auslander–
Reiten theory [O. Iyama, Higher dimensional Auslander–Reiten theory on maximal orthogonal subcate-
gories, Adv. Math. 210 (1) (2007) 22–50 (this issue)] on maximal orthogonal subcategories. We give
homological characterizations of higher dimensional analogue of Auslander algebras in terms of global
dimension, Auslander-type conditions and so on. Especially we give an answer to a question of M. Artin
[M. Artin, Maximal orders of global dimension and Krull dimension two, Invent. Math. 84 (1) (1986)
195–222]. They are also closely related to Auslander’s representation dimension of Artin algebras [M. Aus-
lander, Representation dimension of Artin algebras, in: Lecture Notes, Queen Mary College, London, 1971]
and Van den Bergh’s non-commutative crepant resolutions of Gorenstein singularities [M. Van den Bergh,
Non-commutative crepant resolutions, in: The Legacy of Niels Henrik Abel, Springer, Berlin, 2004,
pp. 749–770].
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Let us recall M. Auslander’s classical theorem [4] below, which introduced a completely new
insight to the representation theory of algebras.
0.1. Theorem (Auslander correspondence). There exists a bijection between the set of Morita-
equivalence classes of representation-finite finite-dimensional algebras Λ and that of finite-
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52 O. Iyama / Advances in Mathematics 210 (2007) 51–82dimensional algebras Γ with gl.dimΓ  2 and dom.dimΓ  2 (3.3). It is given by Λ → Γ :=
EndΛ(M) for an additive generator M of modΛ.
In this really surprising theorem, the representation theory of Λ is encoded in the structure
of the homologically nice algebra Γ called an Auslander algebra. Since the category modΓ
is equivalent to the functor category on modΛ, Auslander correspondence gave us a prototype
of the use of functor categories in representation theory. In this sense, Auslander correspon-
dence was a starting point of later Auslander–Reiten theory [17] historically. Theoretically,
Auslander correspondence gives a direct connection between two completely different concepts,
i.e. a representation theoretic property ‘representation-finiteness’ and a homological property
‘gl.dimΓ  2 and dom.dimΓ  2.’ It is a quite interesting project to find such correspondence
between representation theoretic properties and homological properties. For example, algebras
Γ with gl.dimΓ  2 were studied in [42,43] from this viewpoint.
The aim of this paper is to give a higher-dimensional version of Auslander correspondence.
Recently, it was pointed out in [45] that Auslander–Reiten theory is ‘2-dimensional-like’ theory,
and the concept of maximal (n − 1)-orthogonal subcategories was introduced as a domain of
‘(n + 1)-dimensional’ Auslander–Reiten theory. Thus it would be natural to study ‘(n + 1)-
dimensional’ Auslander correspondence from the viewpoint of maximal (n − 1)-orthogonal
subcategories. One of our main results is the theorem below, which is a special case of 4.2.2.
We call an additive category finite if it has an additive generator.
0.2. Theorem ((n + 1)-dimensional Auslander correspondence). For any n  1, there exists a
bijection between the set of equivalence classes of finite maximal (n − 1)-orthogonal subcate-
gories C of modΛ for finite-dimensional algebras Λ, and the set of Morita-equivalence classes
of finite-dimensional algebras Γ with gl.dimΓ  n + 1 and dom.dimΓ  n + 1. It is given by
C → Γ := EndΛ(M) for an additive generator M of C.
Putting n = 1 in this theorem, we obtain Theorem 0.1 because modΛ has a unique maximal
0-orthogonal subcategory modΛ.
We study not only a higher global-dimensional version of 0.1 but also its higher Krull-
dimensional version. Auslander–Reiten theory plays a crucial role also in the study of the
category CMΛ of Cohen–Macaulay modules over Cohen–Macaulay rings and orders Λ (3.1)
of Krull-dimension d [5–7,10,64]. A version of 0.1 for the case d = 1 and 2 was given by
Auslander–Roggenkamp [14,42] and Auslander [1,56] respectively. But it seems that any version
of 0.1 for the case d > 2 is unknown. Especially, M. Artin raised a question in [1] to character-
ize homologically the endomorphism rings EndΛ(M) of an additive generator M of CMΛ for
representation-finite orders Λ with d > 2. In 4.2.3, we give an answer to this question.
Since the category CMΛ over an R-order Λ is the orthogonal category ⊥T for T :=
HomR(Λ,R), we study the orthogonal category B := ⊥T for cotilting Λ-modules T with
idΛT = m (3.2) in general. The category B seems to be still ‘2-dimensional-like’ even if m> 2
from the viewpoint of [45], and we study ‘(n + 1)-dimensional’ Auslander–Reiten theory on
maximal (n− 1)-orthogonal subcategories C of B in Section 2. We call the endomorphism ring
EndΛ(M) of an additive generator M of C an Auslander algebra of type (d,m,n), and give
homological characterizations in Section 4. We see in 4.2.2 that Auslander correspondence of
type (d,m,n) can be stated in terms of the (m + 1, n + 1)-condition (3.3) which was intro-
duced in [40,42] as a bridge between Auslander’s n-Gorenstein condition [12,18,22,29] and the
dominant dimension [37,60]. Since ‘higher-dimensional’ Auslander–Reiten theory for the case
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homological characterizations in 4.7, especially (3) is closely related to Artin–Schelter regular
ring of dimension d . We observe in 4.7.1 that the (n + 1, n + 1)-condition means the existence
of n-almost split sequence homologically.
Recently, in representation theory and non-commutative algebraic geometry, it seems that the
study of ‘nice’ subcategories becomes more and more important besides our maximal (n − 1)-
orthogonal subcategories. Especially, Van den Bergh introduced the concept of non-commutative
crepant resolutions [61,62] to study the Bondal–Orlov conjecture [20] on derived categories of
resolutions of a Gorenstein singularity. We see in 5.2.1 that non-commutative crepant resolutions
are almost equivalent concept as our maximal (d −1)-orthogonal subcategories, and in 5.3.3 that
all maximal 1-orthogonal subcategories are derived equivalent, which supports Van den Bergh’s
generalization [62] of the Bondal–Orlov conjecture. As was pointed out by Leuschke [48], we
see in 5.4 that the concept of non-commutative crepant resolutions is also closely related to the
concept of Auslander’s representation dimension [4], which measures how far an algebra is from
being representation-finite. A lot of recent results on the representation dimension (see references
in 5.4.4(1)) show that it is a really interesting and useful concept. Although the representation
dimension is always finite for d  1 [39,41,44], we see in 5.4.3 that this is not the case for d  2.
We give in 5.5 a boundedness conjecture for 1-orthogonal subcategories, and prove it for algebras
with the representation dimension at most three.
In Section 6, we give three remarkable examples. In 6.1, we observe a higher-dimensional
version of Auslander’s theorem on McKay correspondence [7]. In 6.2, we see that the work of
Geiss–Leclerc–Schröer [31,32] on rigid modules on preprojective algebras is closely related to
our study. In 6.3, we see that the work of Buan–Marsh–Reineke–Reiten–Todorov [21] on cluster
categories is also closely related to our study.
1. Preliminaries on functor categories
1.1. Let A be an additive category and C a subcategory of A.
(1) We denote by A(X,Y ) the set of morphisms from X to Y , and by fg ∈ A(X,Z) the
composition of f ∈A(X,Y ) and g ∈A(Y,Z). We denote by JA the Jacobson radical of A, and
by indA the set of isoclasses of indecomposable objects in A. An A-module is a contravariant
additive functor from A to the category of abelian groups. We denote by ModA the abelian cate-
gory of A-modules. We call an A-module F finitely presented (respectively finitely generated) if
there exists an exact sequence A( ,X) ·f−→A( , Y ) → F → 0 (respectively A( , Y ) → F → 0).
We denote by modA the category of finitely presented A-modules [9]. We call f ∈ JA(X,Y )
a sink map in A if A( ,X) ·f−→ JA( , Y ) → 0 is exact and f has no direct summand of the form
Z → 0 (Z = 0), and a source map in A if A(Y, ) f ·−→ JA(X, ) → 0 is exact and f has no direct
summand of the form 0 →Z (Z = 0).
We call C contravariantly (respectively covariantly) finite in A if A( ,X)|C (respectively
A(X, )|C ) is a finitely generated C-module for any X ∈ A [15]. We call C functorially finite
if it is contravariantly and covariantly finite. We call a complex · · · f2−→ C1 f1−→ C0 f0−→ X a
right C-resolution of X ∈ A if Ci ∈ C and · · · ·f2−−→ A( ,C1) ·f1−−→ A( ,C0) ·f0−−→ A( ,X) → 0
is exact on C. We write C-dimX  n if X has a right C-resolution with Cn+1 = 0. Put
C-dimA := supX∈A C-dimX. Define a left C-resolution, Cop-dimX and Cop-dimAop dually. We
denote by [C] the ideal of A consisting of morphisms which factor through C.
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A is an R-category such that A(X,Y ) is an R-module of finite length for any X,Y ∈ A. For
any F ∈ ModA and X ∈A, F(X) has an R-module structure naturally. Thus we have a functor
D : ModA ↔ ModAop by composing with D. We call A a dualizing R-variety if D induces
a duality modA↔ modAop [9]. If A is a dualizing R-variety, it is easily checked that modA
(respectively modAop) is an abelian subcategory of ModA (respectively ModAop) which is
closed under kernels, cokernels and extensions [4, 2.1]. In particular, A has pseudo-kernels and
pseudo-cokernels.
1.2. The following version of a theorem of Auslander–Smalo [15, 2.3] gives a relationship
between dualizing R-varieties and functorially finite subcategories.
Proposition. Let A be a dualizing R-variety. Then any functorially finite subcategory C of A is
a dualizing R-variety.
Proof. (i) We will show that F |C ∈ modC holds for any F ∈ modA.
Since modC is closed under cokernels in general, we only have to show that A( ,X)|C ∈
modC holds for any X ∈ A. Let f ∈ A(C0,X) be a right C-resolution, g ∈ A(X1,C0) a
pseudo-kernel of f , and h ∈ A(C1,X1) a right C-resolution. Then A( ,C1) ·hg−−→ A( ,C0) ·f−→
A( ,X)→ 0 is exact on C.
(ii) For any F ∈ modC, take an exact sequence C( , Y ) ·f−→ C( ,X) → F → 0. Define F ′ ∈
modA by an exact sequence A( , Y ) ·f−→A( ,X) → F ′ → 0. Since A is a dualizing R-variety,
DF ′ ∈ modAop holds. Thus DF = (DF ′)|C ∈ modCop holds by (i). A dual argument shows that
DG ∈ modC holds for any G ∈ modCop. 
2. Higher-dimensional Auslander–Reiten theory for dualizing R-varieties
In Auslander–Reiten theory, there are two approaches to showing the existence theorem of
almost split sequences. One is based on an explicit calculation of extension groups [17], and
higher-dimensional Auslander–Reiten theory in [45] was developed in this direction. Another is
more general and suggestive but less concrete, and based on the concept of dualizing R-varieties
[9,15]. In this section, we will study higher-dimensional Auslander–Reiten theory in the latter
direction. This will enable us to treat the orthogonal category ⊥T for a cotilting Λ-module T in
Section 3.
2.1. Throughout this section, assume that R is a commutative local ring and A is an abelian
R-category with enough projectives. For X,Y ∈A, we write X ⊥n Y if ExtiA(X,Y ) = 0 holds
for any i (0 < i  n). Put C⊥n := {X ∈A | C ⊥n X} and ⊥nC = {X ∈A | X ⊥n C}. Put ⊥:=⊥∞.
Let P = P(A) := ⊥A be the category of projective objects in A. Let A :=A/[P] be the stable
category (1.1), and Ω :A→A the syzygy functor. One can easily check the facts below for any
X ∈ ⊥nP and Y ∈A.
(1) Ωn :A(X,Y ) →A(ΩnX,ΩnY ) is bijective.
(2) We have a functorial isomorphism A(ΩnX,Y ) = ExtnA(X,Y ).
2.2. In the rest of this section, we assume that B is a resolving subcategory of A, i.e. P ⊆ B
and B is closed under extensions and kernels of surjections [11]. Thus Ω induces the syzygy
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in B. Moreover, we assume that B is enough injectives, i.e. for any X ∈ B, there exists an exact
sequence 0 →X → I → Y → 0 with Y ∈ B and I ∈ I . Let B := B/[I] be the costable category,
and Ω− : B→ B the cosyzygy functor. For a subcategory C of B, we denote by C (respectively C)
the corresponding subcategory of B (respectively B). It is not difficult to check the proposition
below (cf. [9]).
2.2.1. Proposition. Let 0 → X2 g−→ X1 f−→X0 → 0 be an exact sequence in A with Xi ∈ B. Then
we have the two long exact sequences below.
· · · → B( ,ΩX2) ·Ωg−−→ B( ,ΩX1) ·Ωf−−→ B( ,ΩX0) → B( ,X2) ·g−→ B( ,X1) ·f−→ B( ,X0)
→ Ext1A( ,X2) ·g−→ Ext1A( ,X1) ·f−→ Ext1A( ,X0) → Ext2A( ,X2) ·g−→ Ext2A( ,X1) ·f−→ · · · ,
· · · → B(Ω−X0, ) Ω
−f ·−−−→ B(Ω−X1, ) Ω
−g·−−−→ B(Ω−X2, ) → B(X0, ) f ·−→ B(X1, ) g·−→ B(X2, )
→ Ext1A(X0, )
f ·−→ Ext1A(X1, )
g·−→ Ext1A(X2, ) → Ext2A(X0, )
f ·−→ Ext2A(X1, )
g·−→ · · · .
2.2.2. The following fundamental theorem is a version of [9].
Theorem.
(1) modB is enough injectives, and X → Ext1A( ,X) gives an equivalence from B to the cate-
gory I(modB) of finitely presented injective B-modules.
(2) modBop is enough injectives, and X → Ext1A(X, ) gives an equivalence from Bop to the
category I(modBop) of finitely presented injective Bop-modules.
Proof. We only prove (1) since (2) is proved dually. Fix X,Y ∈ B. Let 0 →X g−→ I f−→ Ω−X →
0 be an injective resolution. Then A :B( , I ) ·f−→ B( ,Ω−X)→ Ext1A( ,X)→ 0 is exact by 2.2.1.
Thus Ext1A( ,X) ∈ modB. We have an exact sequence
Hom
(
A,Ext1A( , Y )
)
: 0 → Hom(Ext1A( ,X),Ext1A( , Y ))→ Ext1A(Ω−X,Y) f ·−→ Ext1A(I, Y )
by Yoneda’s lemma. Since 0 → B(X,Y ) → Ext1A(Ω−X,Y)
f ·−→ Ext1A(I, Y ) is exact by 2.2.1,
we have a bijection B(X,Y ) → Hom(Ext1A( ,X),Ext1A( , Y )). Thus the functor B → modB
given by X → Ext1A( ,X) is full and faithful.
For any F ∈ modB, take an exact sequence B( , Y1) ·f−→ B( , Y0) → F → 0. Then f is an
epimorphism in A since F(P) = 0. Let 0 → Y2 g−→ Y1 f−→ Y0 → 0 be an exact sequence in A.
Then Y2 ∈ B (be careful in the proof of (2)). By 2.2.1, P :B( , Y2) ·g−→ B( , Y1) ·f−→ B( , Y0) →
F → 0 gives a projective resolution of F . We have an exact sequence
Hom
(
P,Ext1A( ,X)
)
: Ext1A(Y0,X)
f ·−→ Ext1A(Y1,X) g·−→ Ext1A(Y2,X)
by Yoneda’s lemma and 2.2.1. Thus Ext1(F,Ext1A( ,X)) = 0 holds, and Ext1A( ,X) is injective.
Since we have an exact sequence 0 → F → Ext1A( , Y2) by 2.2.1, modB is enough injectives. 
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theorem of Auslander–Reiten [13, 2.2] are satisfied.
Proposition. Assume that Ext1A(X,Y ) is an R-module of finite length for any X,Y ∈ B. Then
the following conditions are equivalent.
(1) B is a dualizing R-variety.
(2) B is a dualizing R-variety.
(3) There exists an equivalence τ :B→ B with a quasi-inverse τ− and a functorial isomorphism
B(Y, τX)D Ext1A(X,Y )  B(τ−Y,X) for any X,Y ∈ B.
Proof. (2) ⇒ (3). By Yoneda’s lemma, X → B( ,X) gives an equivalence F :B → P(modB).
By (2) and 2.2.2, X → D Ext1A(X, ) gives an equivalence G : B → P(modB). Let F− be a
quasi-inverse of F, τ := F− ◦ G and τ− a quasi-inverse of τ . Then the assertion follows. A dual
argument shows (1) ⇒ (3).
(3) ⇒ (1) ∧ (2). Fix F ∈ modB. By 2.2.1, we can take an exact sequence 0 → F →
Ext1A( ,X2)
·g−→ Ext1A( ,X1), which is induced by an exact sequence 0 → X2
g−→ X1 f−→X0 → 0
in B. Applying D, we have an exact sequence
B(τ−X1, ) τ
−g·−−−→ B(τ−X2, ) →DF → 0
by (3). Thus DF ∈ modBop holds. Dually, DG ∈ modB holds for any G ∈ modBop. Since we
have equivalences τ : modB→ modB and τ : modBop → modBop which commute with D, we
obtain (1) and (2). 
2.3. For n 1, we define functors τn and τ−n by
τn := τ ◦Ωn−1 : B→ B and τ−n := τ− ◦Ω−(n−1) : B→ B,
where Ω :B→ B is the syzygy functor and Ω− : B→ B is the cosyzygy functor. Put
Xn−1 := ⊥n−1P ∩B and Yn−1 := I⊥n−1 ∩B.
Let us give a version of [45, 1.4, 1.5] for our situation.
2.3.1. Theorem.
(1) There exist functorial isomorphisms B(Y, τnX)  D ExtnA(X,Y )  B(τ−n Y,X) for any
X,Y ∈ B. Thus τn :B→ B is a right adjoint of τ−n :B→ B.
(2) For any i (0 < i < n), there exist functorial isomorphisms for any X ∈Xn−1, Y ∈ Yn−1 and
Z ∈ B:
D ExtnA(X,Z)  B(Z, τnX), D Extn−iA (X,Z)  ExtiA(Z, τnX),
DB(X,Z)  ExtnA(Z, τnX),
D ExtnA(Z,Y )  B(τ−n Y,Z), D Extn−iA (Z,Y )  ExtiA(τ−n Y,Z),
DB(Z,Y )  ExtnA(τ−n Y,Z).
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B(Y, τnX)
2.2.3(3) D Ext1A
(
Ωn−1X,Y
)D ExtnA(X,Y ).
The isomorphism for τ−n is given dually.
(2) The left isomorphisms are given in (1). For i > 0, we have functorial isomorphisms
ExtiA(Z, τnX) Ext1A
(
Ωi−1Z,τnX
) 2.2.3(3) DB(Ωn−1X,Ωi−1Z) 2.1(1) DB(Ωn−iX,Z),
which is
2.1(2) D Extn−iA (X,Z) if n > i. The isomorphisms for τ−n are given dually. 
2.3.2. Corollary. τn and τ−n give mutually quasi-inverse equivalences τn :X n−1 → Yn−1 and
τ−n :Yn−1 →X n−1.
Proof. For any X ∈ X n−1, ExtiA(I, τnX)
2.3.1 D Extn−iA (X,I) = 0 holds for any i (0 < i < n).
Thus τn gives a functor X n−1 → Yn−1. Dually, τ−n gives a full and faithful functor Yn−1 →
X n−1. Since
B(X, ) 2.3.1 D ExtnA( , τnX)
2.3.1 B(τ−n ◦ τnX, )
holds, τ−n ◦ τn is isomorphic to the identity functor. Dually, τn ◦ τ−n is isomorphic to the identity
functor. 
2.4. Let C be a functorially finite subcategory of B, and l  0. We call C an l-orthogonal sub-
category of B if C ⊥l C holds, and a maximal l-orthogonal subcategory of B if C = C⊥l ∩ B =⊥lC ∩ B holds. We call M ∈ B maximal l-orthogonal (respectively l-orthogonal) if so is addM .
Any maximal l-orthogonal subcategory C of B satisfies P ∪ I ⊆ C ⊆ Xl ∩ Yl . Since C and C
are functorially finite subcategories of B and B respectively, C and C are dualizing R-varieties
by 1.2. Thus modC, modCop, modC and modCop are closed under kernels, cokernels and ex-
tensions by 1.1. We have the following characterizations of maximal l-orthogonal subcategories
[45, 2.2.2].
2.4.1. Proposition. Let C be a functorially finite subcategory of B. Then conditions (1), (2-i) and
(3-i) are equivalent for any i (0 i  l).
(1) C is a maximal l-orthogonal subcategory of B.
(2-0) C-dimB  l, C ⊥l C and P ∪ I ⊆ C.
(2-i) C-dim(C⊥i ∩B) l − i, C ⊥l C and P ∪ I ⊆ C.
(2-l) C = C⊥l ∩B and P ⊆ C.
(3-0) Cop-dimBop  l, C ⊥l C and P ∪ I ⊆ C.
(3-i) Cop-dim(⊥iC ∩B)op  l − i, C ⊥l C and P ∪ I ⊆ C.
(3-l) C = ⊥lC ∩B and I ⊆ C.
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(n 1). Assume that C is Krull–Schmidt, i.e. any object of C is isomorphic to a finite direct sum
of objects whose endomorphism rings are local.
2.5.1. The following fundamental theorem follows from previous results in 2.3 and 2.4
(cf. [45, 2.3, 2.3.1, 2.2.3, 3.5.2]).
Theorem.
(1) (n-Auslander–Reiten translation) For any X ∈ C, τnX ∈ C and τ−n X ∈ C hold. Thus
τn :C → C and τ−n : C → C are mutually quasi-inverse equivalences.
(2) (n-Auslander–Reiten duality) There exist functorial isomorphisms
C(Y, τnX)D ExtnA(X,Y )  C(τ−n Y,X) for any X,Y ∈ C.
(3) C-dimB  n− 1 and Cop-dimBop  n− 1 hold.
(4) X → ExtnA( ,X) gives an equivalence C → I(modC), and X → ExtnA(X, ) gives an equiv-
alence Cop → I(modCop).
2.5.2. For any F ∈ modC, take a projective resolution C( , Y ) ·f−→ C( ,X)→ F → 0. Define
αF ∈ modCop by the exact sequence 0 → αF → C(X, ) f ·−→ C(Y, ). Then α gives a left exact
functor α : modC → modCop. Define α : modCop → modC dually. We denote by Rnα : modC ↔
modCop the nth derived functor of α [29]. Then we have the following theorem (see [45, 3.6.1]).
Theorem. Let C be a maximal (n− 1)-orthogonal subcategory of B (n 1).
(1) Any 0 = F ∈ modC satisfies pd CF = n+1 and RiαF = 0 (i = n+1). Any 0 =G ∈ modCop
satisfies pd CopG = n+ 1 and RiαG= 0 (i = n+ 1).
(2) Rn+1α gives a duality modC ↔ modCop, and the equivalence DRn+1α : modC ↔ modC
coincides with the equivalence induced by τn :C → C.
2.5.3. We can show the theorem below (see [45, 3.3.1]). Notice that f0 (respectively fn)
below is a sink map (respectively source map) in C (1.1).
Theorem (n-almost split sequence). Let C be a maximal (n − 1)-orthogonal subcategory of B
(n 1). Fix any non-projective X ∈ indC (respectively non-injective Y ∈ indC).
(1) There exists an exact sequence A : 0 → Y fn−→ Cn−1 fn−1−−−→ · · · f1−→ C0 f0−→ X → 0 with terms
in C such that fi ∈ JC and the following sequences are exact:
0 → C( , Y ) ·fn−−→ C( ,Cn−1) ·fn−1−−−→ · · · ·f1−−→ C( ,C0) ·f0−−→ JC( ,X)→ 0,
0 → C(X, ) f0·−−→ C(C0, ) f1·−−→ · · · fn−1·−−−→ C(Cn−1, ) fn·−−→ JC(Y, ) → 0.
Such A is unique up to isomorphisms of complexes, and satisfies Y  τnX and X  τ−n Y .
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RiαF = 0 = RiαG (i = n+ 1), F = Rn+1αG and G= Rn+1αF .
2.6. In the rest of this section, we fix m 0 and impose the conditions below on B.
Proposition. For m 0, the following conditions for B are equivalent.
(1) ΩmX ∈ B holds for any X ∈A.
(2) B is a contravariantly finite subcategory of A with B-dimAm.
(3) If 0 → Y → Bm−1 → ·· · → B0 → X → 0 is an exact sequence in A with Bi ∈ B, then
Y ∈ B holds.
Proof. (3) ⇒ (1) is obvious. We will show (2) ⇒ (3). Take the following commutative diagram
of exact sequences, where the upper sequence is a right B-resolution of X:
0 Cm Cm−1 Cm−2 · · · C0 X 0
0 Y Bm−1 Bm−2 · · · B0 X 0.
Taking mapping cone, we have an exact sequence 0 → Y → Cm ⊕ Bm−1 → ·· · → C1 ⊕ B0 →
C0 → 0. Since B is a resolving subcategory of A, we obtain Y ∈ B.
(1) ⇒ (2). Fix any X ∈ A. By Auslander–Buchweitz approximation theory [8, 1.1], there
exists an exact sequence 0 → Im → ·· · → I1 → B0 → X → 0 with Ii ∈ I and B0 ∈ B. It is
easily checked that this is a right B-resolution of X. 
2.6.1. We can show the following theorem by a similar argument to [45, 3.6.2].
Theorem. Any maximal (n−1)-orthogonal subcategory C (n 1) of B satisfies gl.dim(modC)
max{n+ 1,m}.
2.6.2. We end this section by pointing out the interesting result below, which realizes the
category C⊥i ∩B as the category of syzygies.
Theorem. Let C = addM be an (n − 1)-orthogonal subcategory of B. Assume P ∪ I ⊆ C and
that Γ := EndC(M) is a noetherian ring. For any i (0  i  n − 1), we have full and faithful
functors F := B(M, ) :C⊥i ∩B→ Ωi+2(modΓ ) and G := B( ,M) : ⊥iC∩B→Ωi+2(modΓ op)
such that F = ( )∗ ◦ G and G = ( )∗ ◦ F for ( )∗ = HomΓ ( ,Γ ). If m− 2 i, then F and G are
equivalences.
Proof. We only show the assertion for F. For any X ∈ B, take a right C-resolution C1 → C0 →
X → 0, which is exact by P ⊆ C. We have exact sequences 0 → B(X, ) → B(C0, ) → B(C1, )
and 0 → Γ (FX,F( )) → Γ (FC0,F( )) → Γ (FC1,F( )) on B. Since B(Ci, ) = Γ (FCi,F( ))
holds on B, F is full and faithful and G = ( )∗ ◦ F holds. For any X ∈ C⊥i ∩ B, take an injective
resolution I : 0 → X → I0 → ·· · → Ii+1 in B. Since C ⊥i X holds, FI : 0 → FX → FI0 →
·· · → FIi+1 is an exact sequence with FIj ∈ addΓ Γ . Thus FX ∈Ωi+2(modΓ ) holds.
Assume m− 2 i. For any Y ∈ Ωi+2(modΓ ), take an exact sequence P : 0 → Y → Pi+1 →
·· · → P0 with Pj ∈ addΓ Γ . Since F gives an equivalence C → addΓ Γ , we can take a complex
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fi+1−−→ · · · f1−→ C0 with Cj ∈ C such that FC is isomorphic to P. Since P ⊆ C and P
is exact, C is also exact. Put Xj := Kerfj−1. Inductively, we can easily show that C ⊥j Xj+2
holds for any j by using exactness of FC. In particular, Xi+2 ∈ C⊥i ∩B holds by m− 2 i, and
FXi+2 = Y holds. 
3. Orders, cotilting modules and Auslander-type conditions
The aim of this section is to define a pair (A,B) to which we will apply our results in Sec-
tion 2, and to give preliminary facts which we will use in preceding sections.
3.1. Throughout this section, let R be a complete regular local ring of dimension d and Λ
a module-finite R-algebra. We call Λ an isolated singularity [6] if gl.dimΛ⊗R Rp = htp holds
for any non-maximal prime ideal p of R. We call a left Λ-module M Cohen–Macaulay if it
is a projective R-module. We denote by CMΛ the category of Cohen–Macaulay Λ-modules.
Then Dd := HomR( ,R) gives a duality CMΛ ↔ CMΛop. We call Λ an R-order (or Cohen–
Macaulay R-algebra) if Λ ∈ CMΛ [5,6]. A typical example of an order is a commutative
complete local Cohen–Macaulay ring Λ containing a field since such Λ contains a complete
regular local subring R [49, 29.4]. Let E : 0 → R → E0 → ·· · → Ed → 0 be a minimal in-
jective resolution of the R-module R. We denote by D := HomR( ,Ed) the Matlis dual. Put
( )∗ := HomΛ( ,Λ) and denote by νΛ :=Dd ◦ ( )∗ the Nakayama functor and by ν−Λ := ( )∗ ◦Dd
the inverse Nakayama functor. If Λ is an R-order, then νΛ and ν−Λ give mutually inverse equiva-
lences addΛΛ↔ addΛ(DdΛ). The following observation in [45, 2.5.1] is useful.
3.1.1. Proposition. Let Λ be an R-order which is an isolated singularity, X,Y ∈ CMΛ and
2 n d . Then depthR HomΛ(X,Y ) n if and only if X ⊥n−2 Y .
3.1.2. Let Λ be a module-finite R-algebra which is an isolated singularity and M ∈ CMΛ.
Let us recall the method of Goto and Nishida [33] to construct a minimal injective resolution
of M from a minimal projective resolution P : · · · → P1 → P0 → DdM → 0 of DdM . We have
exact sequences M ⊗R E : 0 → M → M ⊗R E0 → ·· · → M ⊗R Ed−1 → M ⊗R Ed → 0 and
DP : 0 → M ⊗R Ed → DP0 → DP1 → ·· · . Connecting them, we obtain a minimal injective
resolution
0 → M → M ⊗R E0 → ·· · → M ⊗R Ed−1 → DP0 → DP1 → ·· ·
of M in modΛ. Thus idΛM = pd(DdM)Λ + d holds. In particular, if gl.dimΛ = d , then
CMΛ ⊆ addΛΛ holds.
3.2. Let Λ be an R-order. For m  d , we call T ∈ CMΛ an m-cotilting module [11,53] if
T ⊥ T (2.1) and there exist exact sequences 0 → T → I0 → ·· · → Im−d → 0 and 0 → Tm−d →
·· · → T0 → DdΛ → 0 with Ii ∈ addΛ(DdΛ) and Ti ∈ addΛT . It is easy to check the facts
below by 3.1.2.
(1) idΛT m and ⊥T ⊆ ⊥(DdΛ) = CMΛ hold, and EndΛ(T ) is an R-order.
(2) T ∈ CMΛ is a d-cotilting module if and only if addΛT = addΛ(DdΛ).
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Proposition. Let T be an m-cotilting Λ-module and Λ′ := EndΛ(T )op. Then T is an m-cotilting
Λ′-module. We have mutually quasi-inverse equivalences HomΛ( ,T ) : ⊥(ΛT ) → ⊥(Λ′T ) and
HomΛ′( , T ) : ⊥(Λ′T )→ ⊥(ΛT ) which preserve Exti for any i  0.
3.2.2. We can apply our results in Section 2 to (A,B) := (modΛ,⊥T ) by the following
version of a theorem of Auslander–Reiten [11].
Proposition. Let Λ be an R-order which is an isolated singularity, T an m-cotilting Λ-module,
A := modΛ and B := ⊥T . Then the following assertions hold.
(1) B is a enough injective resolving subcategory of A with I(B) = addT .
(2) B is a functorially finite subcategory of A with B-dimAm.
(3) B and B are dualizing R-varieties.
Proof. (1) It is easily checked that B is resolving with T ∈ I . For any X ∈ B, take an injec-
tion X a−→ (DdΛ)l in CMΛ by 3.2(1). Take an exact sequence 0 → T lm−d → ·· · → T l0 b−→
(DdΛ)
l → 0 in 3.2. Then a factors through b by X ⊥ T . Thus X is a submodule of T l0 . We
can take an exact sequence 0 → X c−→ T ′ → Y → 0 such that c is a left (addT )-resolution of X.
Applying Λ( ,T ), we obtain Y ∈ ⊥T = B. Thus B is enough injectives with I = addT .
(2) Since ΩmA⊆ B holds by idΛT m, B is a contravariantly finite subcategory of A with
B-dimA  m by 2.6. We will show that B is a covariantly finite subcategory of A. Put Λ′ :=
EndΛ(T )op and B′ := ⊥(Λ′T ) ⊆ A′ := modΛ′. Since T is an m-cotilting Λ′-module by 3.2.1,
B′ is a contravariantly finite subcategory of A′. Fix X ∈ A. Let B ′ a−→ Λ(X,T ) be a right B′-
resolution. It is easily checked that the composition X → Λ′(Λ(X,T ), T ) a·−→ Λ′(B ′, T ) is a left
B-resolution of X.
(3) Put B0 := CMΛ. Since Λ is an isolated singularity, it is well known that B0 satisfies the
conditions in 2.2.3 (e.g. [5, 8.7], [13, 2.4]). Since B is a functorially finite subcategory of B0
by (2), it is easily checked that B is that of B0. Thus B is a dualizing R-variety by 1.2, and so is
B by 2.2.3. 
3.2.3. Let us recall the theorem [45, 3.4.4] below, which tells us that higher-dimensional
Auslander–Reiten theory for the case d = m = n + 1 is quite peculiar. It means that C has
analogous sequences to n-almost split sequences in 2.5.3 which have projective right terms and
injective left terms. We notice that f0 below is not surjective in general.
Theorem (n-fundamental sequence). Let B be in 3.2.2 and C a maximal (n − 1)-orthogonal
subcategory of B. Assume d =m= n+ 1. Fix any X ∈ C (respectively Y ∈ C).
(1) There exists an exact sequence A : 0 → Y fn−→ Cn−1 fn−1−−−→ · · · f1−→ C0 f0−→ X with terms in C
such that fi ∈ JC and the following sequences are exact:
0 → C( , Y ) ·fn−−→ C( ,Cn−1) ·fn−1−−−→ · · · ·f1−−→ C( ,C0) ·f0−−→ JC( ,X)→ 0,
0 → C(X, ) f0·−−→ C(C0, ) f1·−−→ · · · fn−1·−−−→ C(Cn−1, ) fn·−−→ JC(Y, )→ 0.
Such A is unique up to isomorphisms of complexes, and satisfies Y  νΛX and X  ν−ΛY .
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3.3. Definition. Let us introduce certain Auslander-type conditions on self-injective resolutions,
which will play a crucial role in this paper (see 4.2). Let Γ be a noetherian ring and 0 → Γ →
I0 → I1 → ·· · a minimal injective resolution of the Γ -module Γ . We say that Γ satisfies the
(m,n)-condition if fdΓ Ii < m holds for any i (i < n) [40,42]. We can state many well-known
homological conditions in terms of our (m,n)-conditions. For example, the dominant dimension
dom.dimΓ := inf{i  0 | fdΓ Ii = 0} [37,60] of Γ is the maximal number n such that Γ satisfies
the (1, n)-condition. Moreover, recall that Γ is called n-Gorenstein if fdΓ Ii  i holds for any
i (0  i < n) [12,18,22,29]. This is equivalent to that Γ satisfies the (i, i)-condition for any i
(0 < i  n). We notice that our (m,n)-condition itself is not left-right symmetric. We say that Γ
satisfies the two-sided (m,n)-condition if Γ and Γ op satisfies the (m,n)-condition.
3.3.1. Proposition. Let Γ be an R-order which is an isolated singularity, and 0 → Γ → I0 →
I1 → ·· · a minimal injective resolution in CMΓ . Then the following assertions hold:
(1) Γ is d-Gorenstein.
(2) Γ satisfies the (m,n)-condition if and only if pdΓ Ii < m− d for any i (i < n− d).
(3) If I ∈ add(DdΓ ) satisfies pdΓ I  n, then I ∈ add(⊕ni=0 Ii) holds.
Proof. (1) and (2) follow by 3.1.2 since fdΓ (M ⊗R Ei) = i (i < d) and fdΓ (Ii ⊗R Ed) =
pdΓ Ii + d (i  0) hold by [33]. Miyachi’s theorem [51] implies (3). 
3.4. Let us introduce m-extension pairs, which will be used in 4.4. As we will see in 3.4.3,
they are closely related to m-cotilting modules.
3.4.1. Proposition. Let Γ be a module-finite R-algebra, and e and f idempotents of Γ such that
Γf ∈ CMΓ and eΓ ∈ CMΓ op. Put P := Γf and I := Dd(eΓ ). Conditions (1) and (2) below
are equivalent.
(1) Put Γ := Γ/Γ eΓ and Γ := Γ/ΓfΓ . For any i  0, ExtiΓ ( ,Γ ) gives functors modΓ →
modΓ op and modΓ op → modΓ .
(2) There exist exact sequences 0 → P → I0 → I1 → ·· · and · · · → P1 → P0 → I → 0 with
Ii ∈ add I and Pi ∈ addP .
If the conditions above and idΓ P  m and idΓ (DdI)  m are satisfied, we call (P, I ) an
m-extension pair. Then we can assume Im−d+1 = 0 = Pm−d+1 in (2).
Proof. Notice that Y ∈ modΓ op is contained in modΓ op if and only if Y ⊗Γ P = 0.
(1) ⇒ (2). Let · · · → P ′1 → P ′0 → DdP → 0 be a minimal projective resolution. By 3.1.2,
we have a minimal injective resolution 0 → P → P ⊗R E0 → ·· · → P ⊗R Ed−1 → DP ′0 →
DP ′1 → ·· · . Fix any simple S ∈ modΓ . Since ExtiΓ (S,Γ ) ∈ modΓ op holds for any i, we obtain
D
(
P ′i ⊗Γ S
)= Γ (S,DP ′i )= Exti+dΓ (S,P ) = Exti+dΓ (S,Γ )⊗Γ P = 0
by Exti+dΓ (S,Γ ) ∈ modΓ op. Thus P ′ ⊗Γ S = 0 holds, and P ′ ∈ add(eΓ )Γ for any i.i i
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0 for any j . Thus ExtjΓ (X,Γ ) ∈ modΓ op. 
3.4.2. Lemma. Let Γ be a module-finite R-algebra, and e an idempotent of Γ such that eΓ ∈
CMΓ op. Put Γ := Γ/Γ eΓ and I := Dd(eΓ ). Then ExtiΓ (X, I ⊗R Y ) = 0 holds for any i  0,
X ∈ modΓ and Y ∈ ModR.
Proof. Put Q := Γ e and Q := HomΓ (Q, ). We have a functorial isomorphism Γ ( , I ⊗R Y ) =
R(Q
∗⊗Γ ,Y ) = R(Q( ), Y ). Let A : · · · → P1 → P0 → X → 0 be a projective resolution of
X ∈ modΓ . We have an exact sequence QA : · · · → QP1 → QP0 → 0. Since QPi ∈ CMR holds
for any i, the complex QA splits as a complex of R-modules. Thus we obtain an exact sequence
R(QA, Y ) : 0 → R(QP0, Y ) → R(QP1, Y ) → ·· · . By the remark above, Γ (A, I ⊗R Y ) : 0 →
Γ (P0, I ⊗R Y ) → Γ (P1, I ⊗R Y ) → ·· · is exact. Thus ExtiΓ (X, I ⊗R Y ) = 0. 
3.4.3. Proposition.
(1) Let Λ be an R-order, T an m-cotilting Λ-module, M ∈ ⊥T and Λ ⊕ T ∈ addΛM . Put
Γ := EndΛ(M), P := HomΛ(M,T ) and I := DdM . Then (P, I ) is an m-extension pair of
Γ -modules.
(2) Let Γ be an module-finite R-algebra and (P, I ) an m-extension pair. Put Q := ν−Γ I , Λ :=
EndΓ (Q), M := HomΓ (Q,Γ ) = DdI and T := HomΓ (Q,P ). Then Λ is an R-order, T is
an m-cotilting Λ-module, M ∈ ⊥T and Λ⊕ T ∈ addΛM .
Proof. (1) Take exact sequences I : 0 → T → I0 → ·· · → Im−d → 0 and T : 0 → Tm−d →
·· · → T0 → DdΛ → 0 in 3.2. Since M ∈ ⊥T , we obtain exact sequences Λ(M, I) : 0 → P →
Λ(M,I0)→ ·· · →Λ(M,Im−d)→0 with Λ(M,Ii) ∈ addΓ I and Λ(M,T) : 0→Λ(M,Tm−d)→
·· · → Λ(M,T0) → I → 0 with Λ(M,Ti) ∈ addΓ P . Thus (P, I ) is an m-extension pair.
(2) By our assumption, M =DdI ∈ CMR holds and Λ is an R-order. Put Q := HomΓ (Q, ).
Then QI = DdΛ and Λ(M,QI ) = DdM = I hold. Take exact sequences I : 0 → P → I0 →
·· · → Im−d → 0 and P : 0 → Pm−d → ·· · → P0 → I → 0 with Ii ∈ addΓ I and Pi ∈ addΓ P .
We have an exact sequence QI : 0 → T → QI0 → ·· · → QIm−d → 0 with QIi ∈ addΛ(DdΛ),
which gives an injective resolution of T . Thus idΛT m holds. Since Λ(M,QI) is isomorphic
to the exact sequence I by the remark above, M ∈ ⊥T holds. On the other hand, we have an
exact sequence QP : 0 → QPm−d → ·· · → QP0 → DdΛ → 0 with QPi ∈ addΛT . Thus T is
an m-cotilting Λ-module. Since Q⊕ P ∈ addΓ Γ , we obtain Λ⊕ T ∈ addΛM . 
3.5. Let us introduce n-superprojective modules, which will be used in 4.4.
3.5.1. Proposition. Let Γ be a module-finite R-algebra, and e an idempotent of Γ such that
eΓ ∈ CMΓ op. Put Q := Γ e, I := Dd(eΓ ) and Γ := Γ/Γ eΓ . For n  1, conditions (1)–(3)
below are equivalent.
(1) gradeΓ X  n+ 1 holds for any X ∈ modΓ .
(2) There exists an exact sequence 0 → Γ → I0 → ·· · → In with Ii ∈ addΓ I .
(3) Put Λ := EndΓ (Q). Then the functor Q := HomΓ (Q, ) : addΓ Γ → modΛ is full and faith-
ful and QΓ ∈ modΛ is (n− 1)-orthogonal.
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an isolated singularity, then condition (4) below is also equivalent.
(4) Γ is an R-order with an injective resolution 0 → Γ → I0 → ·· · → In−d in CMΓ with
Ii ∈ addΓ I .
3.5.2. For the proof, we need the following easy lemma.
Lemma. Let P :Pn+1 → Pn → ·· · → P0 → 0 be a complex with Pi ∈ addΓ Γ , and Hi the
homology of P at Pi . If gradeΓ Hi > n − i holds for any i (0  i  n), then P∗ : 0 → P ∗0 →·· · → P ∗n → P ∗n+1 is exact for ( )∗ = HomΓ ( ,Γ ).
3.5.3. Proof of 3.5.1
By our assumption, Λ is an R-order and Q gives a functor Q = HomΓ (Q, ) : addΓ Γ →
CMΛ.
(2) ⇒ (1). By 3.4.2, ExtjΓ (X, Ii) = 0 holds for any i, j  0. Since we have an exact sequence
0 → Γ → I0 → ·· · → In, ExtjΓ (X,Γ ) = 0 holds for any j (j  n).
(1) ⇒ (3). Let Q :Qn → ·· · → Q0 → Γ be a right (addΓ Q)-resolution of Γ and Hi the
homology of Q at Qi . Since QHi = 0 holds, we obtain gradeΓ Hi > n for any i. By 3.5.2,
Q∗ : 0 → Γ → Q∗0 → ·· · → Q∗n is exact. On the other hand, we have a projective resolu-
tion QQ :QQn → ·· · → QQ0 → QΓ → 0 of QΓ ∈ modΛ. Thus we have an exact se-
quence Λ(QQ,QΓ ) : 0 → Λ(QΓ,QΓ ) → Λ(QQ0,QΓ ) → ·· · → Λ(QQn,QΓ ) with a homol-
ogy ExtiΛ(QΓ,QΓ ) at Λ(QQi,QΓ ) for any i > 0. Since we have the following commutative
diagram of complexes, Q is full and faithful and QΓ is (n− 1)-orthogonal.
Q∗ : 0 Γ Q∗0 Q∗1 · · · Q∗n
Λ(QQ,QΓ ) : 0 Λ(QΓ,QΓ ) Λ(QQ0,QΓ ) Λ(QQ1,QΓ ) · · · Λ(QQn,QΓ )
(3) ⇒ (2). Since Λ is an R-order, we can take an injective resolution A : 0 → QΓ → I ′0 →·· · → I ′n in CMΛ. Since QΓ is (n − 1)-orthogonal, Λ(QΓ,A) is exact with Λ(QΓ, I ′i ) ∈
addΓ (DdQΓ )= addΓ I . Thus Λ(QΓ,A) gives the desired sequence.
We will show the assertion for (4). Obviously (2) ⇒ (4) holds. We will show (4) ⇒ (1).
Let E : 0 → R f0−→ E0 f1−→ · · · fd−→ Ed → 0 be a minimal injective resolution of the R-module
R and Fi := Cokfi−1 for i  d . By 3.4.2, ExtjΓ (X, I ⊗R Fi) = 0 holds for any j  0. Since
we have an exact sequence 0 → Γ ⊗R Fi → I0 ⊗R Fi → ·· · → In−d ⊗R Fi with Ii ∈ addΓ I ,
ExtjΓ (X,Γ ⊗R Fi) = 0 holds for any j (j  n − d). Since the ith cosyzygy of Γ in modΓ is
Γ ⊗R Fi (i  d) by 3.1.2, we obtain Exti+jΓ (X,Γ ) = ExtjΓ (X,Γ ⊗R Fi) = 0 for any i (i  d)
and j (j  n− d). Thus gradeΓ X > n holds. 
4. Higher-dimensional Auslander algebras
Throughout this section, fix a complete regular local ring R of dimension d  0.
4.1. Definition. Let m d and n 1. An Auslander (respectively quasi-Auslander) triple of type
(d,m,n) is a triple (Λ,M,T ) which satisfies (1)–(3) (respectively (1), (2) and (3′)) below.
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(2) T is an m-cotilting Λ-module.
(3) addΛM is a maximal (n− 1)-orthogonal subcategory of ⊥T .
(3′) addΛM is an (n− 1)-orthogonal subcategory of ⊥T and contains Λ and T .
Notice that P(⊥T ) = addΛΛ and I(⊥T ) = addΛT hold by 3.2.2. Thus (3) implies (3′). We
call an R-algebra Γ an Auslander (respectively quasi-Auslander) algebra of type (d,m,n) if
there exists an Auslander (respectively quasi-Auslander) triple (Λ,M,T ) of type (d,m,n) such
that Γ = EndΛ(M).
4.1.1. (1) We will consider triples (Λ,M1,M2) of a noetherian ring Λ and Mi ∈ modΛ.
We say that two triples (Λi,Mi1,M
i
2) (i = 1,2) are equivalent if there exists an equivalence
modΛ1 → modΛ2 which induces equivalences addΛ1M1j → addΛ2M2j for j = 1,2.
(2) For m d and n 1, we denote by Am,n (respectively Aqm,n) the set of equivalence classes
of Auslander (respectively quasi-Auslander) triples of type (d,m,n). Then Aqm,n ⊇ Am,n ⊇ Am′,n
and Aqm,n ⊇ Aqm′,n′ hold for any mm′ and n n′. For any element of Am,n (respectively Aqm,n),
its associated Auslander (respectively quasi-Auslander) algebra is uniquely determined up to
Morita-equivalence.
4.2. Main results
We collect our main results which will be proved in 4.6.
4.2.1. For the case m n, we can give the homological characterization of (quasi-)Auslander
algebras of type (d,m,n) below by using Auslander-type condition in 3.3. The case (d,m,n) =
(0,0,1) is given by Auslander [4] and Auslander–Solberg [16], the case (d,m,n) = (1,1,1) is
given by Auslander–Roggenkamp [14], and the case (d,m,n) = (0,1,1) is given by the author
[43].
Theorem. Let Γ be an R-algebra. If m  n, then Γ is an Auslander (respectively quasi-
Auslander) algebra of type (d,m,n) if and only if Γ is an R-order which is an isolated sin-
gularity and satisfies the two-sided (m+ 1, n+ 1)-condition and gl.dimΓ  n+ 1 (respectively
the two-sided (m+ 1, n+ 1)-condition).
4.2.2. A more explicit result is given by Auslander correspondence below for the case m n.
A more general result for arbitrary case will be given in 4.4.1.
Theorem (Auslander correspondence of type (d,m,n)). Assume m  n. Then the map
(Λ,M,T ) → EndΛ(M) gives a bijection from Am,n (respectively Aqm,n) to the set of Morita-
equivalence classes of R-orders Γ which are isolated singularities and satisfy the two-sided
(m + 1, n + 1)-condition and gl.dimΓ  n + 1 (respectively the two-sided (m + 1, n + 1)-
condition). In particular, two triples (Λi,Mi, Ti) ∈ Aqm,n (i = 1,2) are equivalent if and only if
two categories addΛiMi (i = 1,2) are equivalent.
4.2.3. Let us study the case d = m> n. Then addΛT = addΛ(DdΛ) and ⊥T = CMΛ hold
by 3.2(2). In this case, we can give the homological characterization of Auslander algebras below.
In particular, putting n := 1, we obtain an answer to M. Artin’s question [1] to give a homolog-
ical characterization of endomorphism rings EndΛ(M) of additive generators M of CMΛ for
representation-finite orders Λ.
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and only if conditions (1) and (2) below hold.
(1) Γ is a module-finite R-algebra which is an isolated singularity with gl.dimΓ = d and
depthRΓ  n+ 1.
(2) There exists an idempotent e of Γ such that eΓ ∈ CMΓ op, Γ := Γ/Γ eΓ is artinian, and
pdΓ (Γ /JΓ ) n+ 1 holds for any X ∈ modΓ .
4.2.4. For the arbitrary case, we can give a homological characterization of Auslander al-
gebras in the theorem below. These conditions strongly reflect properties of maximal (n − 1)-
orthogonal subcategories studied in Section 2.
Theorem. Let Γ be an R-algebra, m  d and n  1. Then Γ is an Auslander algebra of type
(d,m,n) if and only if conditions (1)–(4) below hold.
(1) Γ is a module-finite R-algebra which is an isolated singularity with gl.dimΓ  max{n +
1,m}.
(2) There exist idempotents e and f of Γ such that eΓ ∈ CMΓ op, id(eΓ )Γ m, Γf ∈ CMΓ
and idΓ (Γf )m.
(3) Put Γ := Γ/Γ eΓ and Γ := Γ/ΓfΓ . Any 0 = X ∈ modΓ satisfies pdΓ X = gradeΓ X =
n+ 1, and any 0 = Y ∈ modΓ op satisfies pdYΓ = gradeYΓ = n+ 1.
(4) Extn+1Γ ( ,Γ ) gives a duality modΓ ↔ modΓ op.
4.3. Let us start with collecting properties of (quasi-)Auslander algebras.
(1) If (Λ,M,T ) ∈ Am,n (respectively Aqm,n), then (EndΛ(T )op,HomΛ(M,T ),T ) ∈ Am,n (re-
spectively Aqm,n) and EndEndΛ(T )op(HomΛ(M,T )) = EndΛ(M)op hold by 3.2.1. Consequently,
Γ is an Auslander (respectively quasi-Auslander) algebra of type (d,m,n) if and only if so
is Γ op.
(2) Assume m := gl.dimΛ<∞. Then Λ is an m-cotilting Λ-module with ⊥Λ = addΛ. Since
(Λ,Λ,Λ) ∈ Am,n holds for any n 1, Λ is an Auslander algebra of type (d,m,n). We call the
equivalence class of such a triple trivial.
4.3.1. Proposition. Let (Λ,M,T ) ∈ Aqm,n and Γ := EndΛ(M). Then (1)–(6) below hold. If
(Λ,M,T ) ∈ Am,n, then (7)–(9) below hold.
(1) Γ is a module-finite R-algebra which is an isolated singularity.
(2) We have mutually inverse equivalences M := HomΛ(M, ) : addΛM → addΓ Γ and Q :=
HomΓ (Q, ) : addΓ Γ → addΛM for Q := MΛ.
(3) M ∈ CMΓ op ∩ addΓΓ and P := HomΛ(M,T ) ∈ CMΓ ∩ addΓ Γ . For I := DdM , (P, I )
is an m-extension pair (3.4.1) and Q := ν−Γ I (= MΛ) is n-superprojective (3.5.1).
(4) A left (addΓ P )-resolution 0 → Γ → P0 → ·· · → Pn of Γ Γ and a left (add(DdI)Γ )-
resolution 0 → Γ → P ′0 → ·· · → P ′n of ΓΓ are exact.
(5) Γ satisfies depthRΓ min{n+ 1, d} and the two-sided (m+ 1, n+ 1)-condition.
(6) Take idempotents e and f of Γ such that addΓ I = addΓ Dd(eΓ ) and addΓ P = addΓ (Γf ).
Then Γ := Γ/Γ eΓ and Γ := Γ/ΓfΓ are Artin algebras with the following commutative
diagram for C := addM , C := C/[addΛΛ] and C := C/[addΛT ]:
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(7) gl.dimΓ = max{n + 1, idΛT } if (Λ,M,T ) is non-trivial (4.3(2)), and gl.dimΓ = idΛT
otherwise.
(8) Any 0 =X ∈ modΓ satisfies pdΓ X = gradeΓ X = n+1, and any 0 = Y ∈ modΓ op satisfies
pdYΓ = gradeYΓ = n+ 1.
(9) Extn+1Γ ( ,Γ ) gives a duality modΓ ↔ modΓ op.
Proof. (1) Obviously Γ is a finitely generated R-module. For any non-maximal prime ideal p
of R, Mp is a progenerator of Λp (e.g. [55, 3.5]). Thus Γp = EndΛp(Mp) is Morita-equivalent
to Λp. This implies that Γ is an isolated singularity.
(2) Obviously M is an equivalence. Moreover, Q ◦ M = Γ (Q,Λ (M, )) = Λ(M ⊗Γ Q, ) =
Λ(M ⊗Γ HomΛ(M,Λ), )= Λ(Λ, ) = 1 holds.
(3) (P, I ) is an m-extension pair by 3.4.3(1), and Q is n-superprojective by 3.5.1(3).
(4) Take exact sequences T : 0 → M → T0 → ·· · → Tn and P :Pn → ·· · → P0 → M → 0
with Ti ∈ addT and Pi ∈ addΛ. Then Λ(M,T) and Λ(P,M) are exact by M ⊥n−1 M . They are
left (addΓ P ) and (add(DdI)Γ )-resolutions by (2).
(5) The former assertion follows by (4). Take an exact sequence 0 → Γ → I0 → ·· · → In
with Ii ∈ add I in 3.5.1(2). By 3.1.2, 0 → I → I ⊗R E0 → ·· · → I ⊗R Ed → 0 gives a minimal
injective resolution of I . Since pdΓ I m−d holds, fdΓ I ⊗R Ei m holds. The mapping cone
gives an injective resolution of Γ , which shows that Γ satisfies the (m + 1, n + 1)-condition.
By 4.3(1), Γ op satisfies the (m+ 1, n+ 1)-condition.
(6) We have an equivalence modC → modΓ given by F → F(M), which makes our diagram
commutative. Since Λ is an isolated singularity, Γ and Γ are Artin algebras.
(7) The latter assertion is obvious. We will show the former one. We have gl.dimΓ 
max{n+1, idΛT } by 2.6.1. Since (Λ,M,T ) is non-trivial, there exists non-projective X ∈ indC.
Then the Γ -module F := C/JC(M,X) satisfies pdΓ F = n + 1 by 2.5.2. Let 0 → Cl →
·· · → C1 → JΛ → 0 be a minimal right C-resolution of JΛ with Cl = 0. Then the Γ -module
G := C/JC(M,Λ) satisfies pdΓ G = l. Since we have an exact sequence 0 → Cl → ·· · → C1 →
Λ →Λ/JΛ → 0 with Ci ⊕Λ ⊥ T , we have l  d and Extl+1Λ (Λ/JΛ,T )= 0. By 3.1.2, idΛT  l
holds. Thus gl.dimΓ max{n+ 1, idΛT }.
(8) follows by 2.5.2(1), and (9) follows by 2.5.2(2). 
4.4. Definition. To prove the theorems in 4.2, it is convenient to introduce Bm,n as follows. We
denote by Bm,n (respectively Bqm,n) the set of equivalence classes (4.1.1(1)) of triples (Γ,P, I )
which satisfies conditions (1)–(3) (respectively (1) and (2)) below.
(1) Γ is a module-finite R-algebra which is an isolated singularity.
(2) (P, I ) is an m-extension pair (3.4.1) and Q := ν−Γ I is n-superprojective (3.5.1).
(3) gl.dimΓ max{n+ 1,m} and any X ∈ modΓ (3.4.1) satisfies pdΓ X  n+ 1.
We will show in 4.4.4 that the sets Bm,n and Bqm,n are ‘left-right symmetric.’
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(1) There exists a bijection α :Aqm,n → Bqm,n for any m  d and n  1. It is given by
α(Λ,M,T ) := (EndΛ(M),HomΛ(M,T ),DdM), and the converse is given by
α−1(Γ,P, I ) := (EndΓ (Q),HomΓ (Q,Γ ),HomΓ (Q,P )) for Q := ν−Γ I.
(2) α gives a bijection α :Am,n → Bm,n for any m d and n 1.
(3) Γ is an Auslander (respectively quasi-Auslander) algebra of type (d,m,n) if and only if
(Γ,P, I ) ∈ Bm,n (respectively Bqm,n) holds for some (P, I ).
Λ,
HomΛ(M, )
M, T , DdΛ
Q, Γ, P, I
HomΓ (Q, )
4.4.2. Lemma.
(1) For any (Λ,M,T ) ∈ Aqm,n, put Γ := EndΛ(M), P := HomΛ(M,T ), I := DdM and Q :=
HomΛ(M,Λ). Then (Γ,P, I ) ∈ Bqm,n. Moreover, Λ = EndΓ (Q), M = HomΓ (Q,Γ ) and
T = HomΓ (Q,P ) hold.
(2) For any (Γ,P, I ) ∈ Bqm,n, put Q := ν−Γ I ∈ addΓ Γ , Λ := EndΓ (Q), M := HomΓ (Q,Γ ) =
DdI and T := HomΓ (Q,P ). Then (Λ,M,T ) ∈ Aqm,n. Moreover, Γ = EndΛ(M), P =
HomΛ(M,T ) and I = HomΛ(M,DdΛ) hold.
Proof. (1) (P, I ) is an m-extension pair by 3.4.3(1). The latter assertion follows by 4.3.1(2).
Thus Q : addΓ Γ → modΛ is full and faithful and M = QΓ is (n − 1)-orthogonal. Hence Q is
n-superprojective, and (Γ,P, I ) ∈ Bqm,n holds.
(2) By 3.5.1(3), Q : addΓ Γ → modΛ is full and faithful and M = QΓ is (n− 1)-orthogonal.
Thus the former assertion holds by 3.4.3(2). Since Λ(M,Q( )) = Λ(QΓ,Q( )) = Γ (Γ, ) = 1
holds on addΓ Γ , the latter assertion follows. 
4.4.3. Proof of 4.4.1
(1) follows by 4.4.2. We will show (2). Fix (Λ,M,T ) ∈ Aqm,n and the corresponding
(Γ,P, I ) ∈ Bqm,n. If (Λ,M,T ) ∈ Am,n, then 4.4(3) holds by 4.3.1(7),(8), so (Γ,P, I ) ∈ Bm,n
holds. We will show that (Γ,P, I ) ∈ Bm,n implies (Λ,M,T ) ∈ Am,n, i.e. C := addΛM is
a maximal (n − 1)-orthogonal subcategory of ⊥T . By 2.4.1, we only have to show that any
X ∈ C⊥n−1 ∩ ⊥T satisfies X ∈ C. Put g := max{n + 1,m} and M := Λ(M, ). Take an exact
sequence T : 0 → X f0−→ T0 f1−→ · · · fg−1−−−→ Tg−1 with Ti ∈ addΛT . Applying M, we obtain a
complex MT : 0 → MX → MT0 → ·· · → MTg−1 with MTi ∈ addΓ P . Let Hi be the homol-
ogy of MT at MTi . Since Γ (Q,M( )) is the identity functor, Γ (Q,Hi) = 0 holds for any i.
By 4.4(3), pdΓ Hi  n + 1 holds for any i. Put X0 := X and Xi := Cokfi−1 for i > 0. Induc-
tively, we will show that pdΓ MXi  i holds for any i (n − 1  i  g). This is true for i = g
by gl.dimΓ  g. Assume that pdΓ MXi  i holds for some i (n  i  g). We have an exact
sequence 0 → MXi−1 → MTi−1 → MXi gi−→ Hi → 0. Since pdΓ MXi  i and pdΓ Hi  n+ 1
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ular, pdΓ MXn−1  n − 1 holds. Since M is (n − 1)-orthogonal, Hi = 0 for any i (0 i < n).
Thus MX is an (n − 1)st syzygy of MXn−1, and MX ∈ addΓ Γ holds. Thus we obtain
X = Γ (Q,MX) ∈ C. 
4.4.4. Corollary. Let m  d and n  1. If (Γ,P, I ) ∈ Bm,n (respectively Bqm,n), then
(Γ op,DdI,DdP ) ∈ Bm,n (respectively Bqm,n).
Proof. Put (Λ,M,T ) := α−1(Γ,P, I ) ∈ Am,n (respectively Aqm,n) and Λ′ := EndΛ(T )op.
Then (Λ′,P ,T ) = (EndΛ(T )op,Λ(M,T ),T ) ∈ Am,n (respectively Aqm,n) and EndΛ′(P ) = Γ op
hold by 4.3(1). Since Λ′(P,T ) = M = DdI holds by 3.2.1, we obtain (Γ,DdI,DdP ) =
α(Λ′,P ,T ) ∈ Bm,n (respectively Bqm,n). 
4.5. The following proposition connects 4.2.2 and 4.4.1.
Proposition. If m  n, then the map (Γ,P, I ) → Γ gives a bijection from Bm,n (respectively
B
q
m,n) to the set of Morita-equivalence classes of R-orders Γ which are isolated singularities
and satisfy the two-sided (m + 1, n + 1)-condition and gl.dimΓ  n + 1 (respectively the two-
sided (m+ 1, n+ 1)-condition).
Proof. We only have to show the assertion for Bqm,n.
(i) Fix (Γ,P, I ) ∈ Bqm,n. Applying 4.3.1(5) to (Λ,M,T ) := α−1(Γ,P, I ) ∈ Aqm,n, Γ is an
R-order and satisfies the two-sided (m+ 1, n+ 1)-condition.
(ii) Fix an R-order Γ satisfying the two-sided (m+1, n+1)-condition. Take minimal injective
resolutions 0 → Γ → I0 → ·· · → In−d in CMΓ and 0 → Γ → J0 → ·· · → Jn−d in CMΓ op.
Put I :=⊕n−di=0 Ii , Q := ν−Γ I , J :=⊕n−di=0 Ji and P :=DdJ . By 3.5.1(4), Q is n-superprojective.
Since Γ satisfies the two-sided (m + 1, n + 1)-condition, 3.3.1(2) implies pdΓ I  m − d and
pdJΓ m− d . Thus (P, I ) is an m-extension pair by m n. Thus (Γ,P, I ) ∈ Bqm,n.
We will show that any (Γ,P ′, I ′) ∈ Bqm,n is equivalent to (Γ,P, I ). Since there exists
an injective resolution 0 → Γ → I ′0 → ·· · → I ′n−d in CMΓ with I ′i ∈ addΓ I ′ by 3.5.1(4),
I ∈ addΓ I ′ holds. Since pdΓ I ′ m− d  n− d holds by 3.4.1, I ′ ∈ addΓ I holds by 3.3.1(3).
Thus addΓ I ′ = addΓ I . A dual argument shows addΓ P ′ = addΓ P . 
4.6. Proof of main results
4.2.2 follows immediately by 4.4.1 and 4.5, and 4.2.1 follows by 4.2.2. We will show 4.2.4.
The ‘only if’ part follows by 4.3.1, and ‘if’ part follows by 4.4.1(3) since (Γ,Γf,Dd(eΓ )) ∈ Bm,n
holds by 3.4.1(1) and 3.5.1(1).
We will show 4.2.3. The ‘only if’ part follows by 4.3.1. We will show the ‘if’ part. Put I :=
Dd(eΓ ). Since I ∈ CMΓ and gl.dimΓ = d hold by (2), I ∈ addΓ Γ holds by 3.1.2. Take an
idempotent f of Γ such that addΓ I = addΓ P holds for P := Γf . Then (P, I ) is a d-extension
pair by idΓ P = d and id(DdI)Γ = d . Since any X ∈ modΓ has finite length by (2), we obtain
gradeΓ X  n+1 by depthRΓ  n+1 in (1). Thus Q is n-superprojective, and (Γ,P, I ) ∈ Bd,n
holds. The assertion follows by 4.4.1(3). 
4.7. Recall that higher-dimensional Auslander–Reiten theory for the case d = m = n + 1 is
quite peculiar (3.2.3). Correspondingly, Auslander algebras of type (d, d, d −1) have a very nice
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local and non-graded version of) Artin–Schelter regular ring of dimension d [2]. The symmetry
of projective resolutions of simple modules over Artin–Schelter regular rings corresponds to the
self-duality of (d − 1)-almost split sequences and (d − 1)-fundamental sequences. See 5.2.2 and
6.1 for examples. The equivalence of (1) and (2) for d = 2 is a theorem of Auslander [1,56].
Theorem. For a module-finite R-algebra Γ , the conditions below are equivalent.
(1) Γ is an Auslander algebra of type (d, d, d − 1).
(2) Γ is an R-order with gl.dimΓ = d .
(3) gl.dimΓ = d holds, and any simple Γ -module S satisfies ExtiΓ (S,Γ ) = 0 (i = d) and
ExtdΓ (S,Γ ) is a simple Γ op-module.
(4) Opposite side version of (3).
Proof. (1) ⇒ (3). Immediate from 4.3.1(7) and 3.2.3.
(3) ⇒ (2). Immediate from depthRΓ = inf{i  0 | ExtiΓ (Γ/JΓ ,Γ ) = 0} [34, 3.2].
(2) ⇒ (1). Since CMΓ = addΓ Γ holds by 3.1.2, Γ ∈ CMΓ is maximal (d − 1)-
orthogonal. 
4.7.1. Let us recall the proposition below [42, 6.3]. An important example of such Γ is
an Auslander algebra of type (d,n,n), which satisfies (1) and (2) below by 4.2.1 and 2.5.3
respectively. In this sense, the two-sided (n+1, n+1)-condition means the existence of n-almost
split sequences homologically.
Proposition. For a noetherian ring Γ with gl.dimΓ = n + 1, the conditions below are equiva-
lent.
(1) Γ satisfies the two-sided (n+ 1, n+ 1)-condition.
(2) Any simple Γ -module (respectively Γ op-module) S with pdS = n+1 satisfies ExtiΓ (S,Γ ) = 0
(i = n+ 1) and Extn+1Γ (S,Γ ) is a simple Γ op-module (respectively Γ -module).
4.8. Let us study how to get all quasi-Auslander triples with a fixed quasi-Auslander alge-
bra. For any automorphism φ ∈ Aut(Λ), we have the induced auto-equivalence φ : modΛ →
modΛ. Then any quasi-Auslander triple (Λ,M,T ) gives another quasi-Auslander triple
(Λ,φ(M),φ(T )) with the same quasi-Auslander algebra. Since φ(X) is isomorphic to X for
any φ ∈ Inn(Λ) and X ∈ modΛ, this action of Aut(Λ) factors through Out(Λ). By the proposi-
tion below, Out(Λ) is sufficient for our purpose if m n. We call a triple (Λ,M,T ) basic if all
algebras Λ, EndΛ(M) and EndΛ(T ) are basic.
Proposition. Let (Λ,Mi,Ti) be a basic quasi-Auslander triple of type (d,m,n) (i = 1,2). As-
sume m n. Then EndΛ(M1) is isomorphic to EndΛ(M2) if and only if there exists φ ∈ Out(Λ)
such that φ(M1) and φ(T1) are isomorphic to M2 and T2 respectively.
Proof. By 4.2.2 and our definition of Aqm,n in 4.1.1, there exists an auto-equivalence F : modΛ →
modΛ which induces equivalences addM1 → addM2 and addT1 → addT2. By Morita the-
ory, there exists a progenerator P ∈ modΛ such that F is isomorphic to HomΛ(P, ) and
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tomorphism φ: Λ = EndΛ(Λ) → EndΛ(P )  Λ. It is easily checked that F is isomorphic to φ.
Since Mi and Ti are basic, we obtain the assertion. 
5. Non-commutative crepant resolution and representation dimension
Throughout this section, fix a complete regular local ring R of dimension d  0, an R-order Λ
which is an isolated singularity, and an m-cotilting Λ-module T . Put A := modΛ and B := ⊥T
as in 3.2.2.
5.1. Let us start with studying properties of a Λ-module M in terms of EndΛ(M).
Theorem. Let M ∈ B, Γ := EndΛ(M) and n 1. Assume Λ⊕ T ∈ addM .
(1) Assume n < d . Then M is (n− 1)-orthogonal if and only if depthRΓ  n+ 1.
(2) Assume that M is (m−1)-orthogonal. Then M is (n−1)-orthogonal if and only if Γ satisfies
the two-sided (m+ 1, n+ 1)-condition.
(3) Assume that M is (n − 1)-orthogonal. If M ∈ B is maximal (n − 1)-orthogonal, then
gl.dimΓ max{m,n+ 1} holds, and the converse holds if m n+ 1.
Proof. (1) follows by 3.1.1. By 4.4, Bm,n ⊆ {(Γ,P, I ) ∈ Bqm,n | gl.dimΓ  max{n + 1,m}}
holds, and the equality holds if m  n + 1. Thus (3) follows by 4.4.1. We will show (2). The
‘only if’ part follows by 4.3.1(5). To show the ‘if’ part, we can assume m n. For (Λ,M,T ) ∈
A
q
m,m, put (Γ,P, I ) := α(Λ,M,T ) ∈ Bqm,m. Since Γ is an R-order and satisfies the two-sided
(m + 1, n + 1)-condition, 4.5 implies (Γ,P, I ) ∈ Bqm,n. Thus (Λ,M,T ) ∈ Aqm,n holds, and we
obtain M ⊥n−1 M . 
5.2. Definition. Let us generalize the concept of Van den Bergh’s non-commutative crepant res-
olution [61,62] of commutative normal Gorenstein domains to our situation.
Again let Λ be an R-order which is an isolated singularity. We say that M ∈ CMΛ gives a
Cohen–Macaulay non-commutative crepant resolution (CM NCCR for short) Γ := EndΛ(M) of
Λ if Λ⊕DdΛ ∈ addM and Γ is an R-order with gl.dimΓ = d .
Our definition is slightly stronger than original non-commutative crepant resolutions in [62]
where M is assumed to be reflexive (not Cohen–Macaulay) and Λ ⊕ DdΛ ∈ addM is not as-
sumed. But all examples of non-commutative crepant resolutions in [61,62] satisfy our condition.
For the case d  2, we have the remarkable relationship below between CM NCCR and maximal
(d − 2)-orthogonal subcategories. In this case, Γ is an Auslander algebra of type (d, d, d − 1)
and has remarkable properties (see 3.2.3 and 4.7).
5.2.1. Theorem. Let d  2. Then M ∈ CMΛ gives a CM NCCR of Λ if and only if M ∈ CMΛ
is maximal (d − 2)-orthogonal.
Proof. Λ⊕DdΛ ∈ addM holds. Put m := d and n := d − 1 in 5.1(1) and (3). 
5.2.2. Example. Let k be a field of characteristic zero, G a finite subgroup of GLd(k) with d  2,
Ω := k[[x1, . . . , xd ]] and Λ := ΩG the invariant subring. Assume that G does not contain any
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that C := addΛΩ is a maximal (d − 2)-orthogonal subcategory of CMΛ. Since EndΛ(Ω) is the
skew group ring Ω ∗ G [7] (see also [64, 10.8]), Ω gives a CM NCCR Ω ∗ G of Λ (see [62,
1.1]), and Ω ∗G is an Auslander algebra of type (d, d, d − 1). We will study this example in 6.1.
5.3. Conjecture. Fix a pair (A,B) in 3.2.2 again, and l  1. It is interesting to study the relation-
ship among all maximal l-orthogonal objects in B. Especially, we conjecture that their endomor-
phism rings are derived equivalent. This is inspired by Van den Bergh’s generalization [62] of the
Bondal–Orlov conjecture [20], which asserts that all (commutative or non-commutative) crepant
resolutions of a normal Gorenstein domain have the same derived category. Since maximal l-
orthogonal subcategories are analogs of modules giving non-commutative crepant resolutions
from the viewpoint of 5.2.1, our conjecture is analogous to the Bondal–Orlov–Van den Bergh
conjecture. We will show in 5.3.3 that it is true for the case l = 1.
5.3.1. Lemma. Let Mi ∈ B and t  1. Assume (addM1)-dimM2  t , M2 ⊥t M2, M1 ⊥t−1 M2
and that M1 is a generator. Put Γi := EndΛ(Mi) and U := HomΛ(M1,M2). Then U satisfies
pdΓ1U  t , (Γ1U) ⊥ (Γ1U) and EndΓ1(U) = Γ2.
Proof. Take a right (addM1)-resolution X : 0 → Xt → ·· · → X0 → M2 → 0 of M2, which is
exact since M1 is a generator. Then Λ(M1,X) : 0 → Λ(M1,Xt ) → ·· · → Λ(M1,X0) → U → 0
gives a projective resolution of the Γ1-module U . Thus pdΓ1 U  t holds. By M2 ⊥t M2
and M1 ⊥t−1 M2, we have an exact sequence Λ(X,M2) : 0 → EndΛ(M2) → Λ(X0,M2) →
·· · → Λ(Xt ,M2) → 0. Since Γ1(Λ(M1, ),Λ(M1,M2)) = Λ( ,M2) holds on addM1, the com-
plex Γ (Λ(M1,X),U) is isomorphic to the exact sequence Λ(X,M2). Thus (Γ1U) ⊥ (Γ1U) and
EndΓ1(U) = Γ2 hold. 
5.3.2. Theorem. Let Mi ∈ B be maximal l-orthogonal (i = 1,2) and k  l  2k + 1. Assume
M1 ⊥k M2. Put Γi := EndΛ(Mi) and U := HomΛ(M1,M2). Then U is a tilting (Γ1,Γ2)-module
with pdΓ1 U  l − k [52]. Thus Γ1 and Γ2 are derived equivalent.
Proof. Put t := l − k. By M1 ⊥k M2 and 2.4.1, (addM1)-dimM2  t and (addM2)op-dimM1 
t hold. We have Mi ⊥t Mi and M1 ⊥t−1 M2. By 5.3.1, pdΓ1U  t , (Γ1U) ⊥ (Γ1U) and
EndΓ1(U) = Γ2 hold. Take a left (addM2)-resolution Y : 0 → M1 → Y0 → ·· · → Yt → 0 of M1.
By M1 ⊥t M1 and M1 ⊥t−1 M2, Λ(M1,Y) : 0 → Γ1 → Λ(M1, Y0) → ·· · → Λ(M1, Yt ) → 0 is
exact with Λ(M1, Yi) ∈ addΓ1U . Thus U is a tilting (Γ1,Γ2)-module, and Γ1 and Γ2 are derived
equivalent by a result of Happel [36]. 
5.3.3. Corollary.
(1) Let Ci = addMi be a maximal 1-orthogonal subcategory of B and Γi := EndΛ(Mi) (i =
1,2). Then Γ1 and Γ2 are derived equivalent. In particular, # indC1 = # indC2 holds.
(2) If d  3, then all CM NCCR of Λ have the same derived category.
Proof. (1) We only have to put l := 1 and k := 0 in 5.3.2. Since a derived equivalence preserves
Grothendieck groups [36], the latter assertion follows.
(2) If d = 3, then the assertion follows by (1) and 5.2.1. If d = 2, then any M giving
a CM NCCR satisfies CMΛ = addM by 5.2.1. Thus EndΛ(M) is unique up to Morita-
O. Iyama / Advances in Mathematics 210 (2007) 51–82 73equivalences. Assume d  1. It is well known that, if an R-order Γ satisfies gl.dimΓ = d ,
then gl.dim EndΓ (P ) = d holds for any P ∈ addΓ Γ [24]. Thus Λ has a CM NCCR if and only
if gl.dimΛ = d . In this case, any CM NCCR is Morita-equivalent to Λ. 
5.3.4. We obtain the corollary below by 2.6.2, 5.3.1 and 5.3.2. For the case m = 0, Γ sat-
isfies gl.dimΓ  3 and dom.dimΓ  3 by 4.2.1. Then Miyachi’s theorem [51] implies that
Ω2(modΓ ) coincides with the category of Γ -modules X with pdΓ X  1. Thus our corollary
gives the (independent) result of Geiss–Leclerc–Schroër [32].
Corollary. Let M ∈ B be maximal 1-orthogonal and Γ := EndΛ(M). Assume m  2. Then
we have equivalences F := B(M, ) :B → Ω2(modΓ ) and G := B( ,M) :B → Ω2(modΓ op),
which send maximal 1-orthogonal (respectively 1-orthogonal) objects in B to tilting (respectively
partial tilting) Γ and Γ op-modules respectively and satisfy F = ( )∗ ◦ G and G = ( )∗ ◦ F for
( )∗ = HomΓ ( ,Γ ).
5.4. Definition. Let us generalize the concept of Auslander’s representation dimension [4] to
relate it to non-commutative crepant resolutions. For n 1, define the nth representation dimen-
sion rep.dimn Λ of an R-order Λ which is an isolated singularity by
rep.dimn Λ := inf
{
gl.dim EndΛ(M) |M ∈ CMΛ, Λ⊕DdΛ ∈ addM, M ⊥n−1 M
}
.
In other words, we consider all (Λ,M,DdΛ) ∈ Aqd,n, and rep.dimn Λ is the infimum of global
dimension of corresponding quasi-Auslander algebras EndΛ(M) of type (d, d,n). Obviously
d  rep.dimn Λ rep.dimn′ Λ holds for any n n′ [55, 3.2]. Notice that rep.dim1 Λ coincides
with the representation dimension defined in [4,44].
5.4.1. We call Λ representation-finite if # ind(CMΛ) < ∞. In the sense of (1) below,
rep.dim1 Λ measures how far Λ is from being representation-finite (cf. [4,44]).
Theorem.
(1) If Λ is representation-finite, then rep.dim1 Λ  max{2, d} holds, and the converse holds if
d  2. If d > 2, then the converse does not necessarily hold.
(2) Λ has a CM NCCR if and only if rep.diml Λ = d holds for l := max{1, d − 1}.
(3) Let n 1. If CMΛ has a maximal (n− 1)-orthogonal subcategory C with # indC <∞, then
rep.dimn Λmax{n+ 1, d} holds, and the converse holds if d  n+ 1.
Proof. (3) The assertion follows immediately by 5.1(3).
(2) If d  2, then the assertion follows by (3) and 5.2.1. For the case d < 2, Λ has a CM
NCCR if and only if gl.dimΛ = d if and only if rep.dim1 Λ = d by the argument in the proof of
5.3.3(2).
(1) We obtain the assertion by putting n := 1 in (3). Let us give a counter-example for d > 2.
Take Λ in 5.2.2, which has a CM NCCR. Thus rep.dim1 Λ = rep.dimd−1 Λ = d by (2). But Λ is
representation-infinite except the case d = 3 and G = 〈diag(−1,−1,−1)〉 [10]. 
5.4.2. It is an interesting problem raised by Auslander [4] to calculate the value of
rep.dimn Λ. In particular, when rep.dimn Λ is finite? For the case n = 1 and d  1, we have
the finiteness result below obtained by the author [39,41,44] recently (see also [48]).
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5.4.3. If d  2, then rep.dim1 Λ < ∞ does not necessarily hold. For example, if d = 2 and
Λ is representation-infinite commutative Gorenstein, then rep.dim1 Λ = ∞ holds by (3) below,
which we will prove by the argument of Van den Bergh in [62, 4.2]. We call a module-finite
R-algebra Λ symmetric if DdΛ is isomorphic to Λ as a (Λ,Λ)-module. Any symmetric order
is Gorenstein (i.e. DdΛ is isomorphic to Λ as a Λ-module), and the converse holds if it is
commutative.
Proposition. Assume d  2 and that Λ is a symmetric R-order.
(1) EndΛ(M) is a symmetric R-algebra for any M ∈ CMΛ.
(2) rep.dimd−1 Λ is either d or ∞.
(3) If d = 2, then rep.dim1 Λ<∞ if and only if Λ is representation-finite.
Proof. (1) Put Γ := EndΛ(M). Since Λ is symmetric, M∗ := Λ(M,Λ) is isomorphic to DdM
as a (Γ,Λ)-module. We have a natural map f :M∗ ⊗Λ M → Γ . Since Λ is assumed to be an
isolated singularity, fp is an isomorphism for any p ∈ SpecR with htp = 1. Now consider a
(Γ,Γ )-homomorphism
DdΓ
Ddf−−−→ Dd
(
M∗ ⊗Λ M
)Dd(DdM ⊗Λ M) = Λ(M,DdDdM) = Γ.
Since Ddf is a map between reflexive R-modules such that (Ddf )p is an isomorphism for any
p ∈ SpecR with htp = 1, it is an isomorphism.
(2) Take M ∈ CMΛ with M ⊥d−2 M . Then Γ := EndΛ(M) is an R-order by 5.1(1). Since Γ
is Gorenstein by (1), idΓ Γ = d holds by 3.1.2. Thus gl.dimΓ = d or ∞.
(3) The assertion follows by (2) and 5.4.1(1). 
5.4.4. We end this subsection by giving a few remarks on the value of rep.dimn Λ.
(1) Assume d = 0. Thus rep.dim1 Λ < ∞ holds by 5.4.2, and rep.dim1 Λ  2 if and only
if Λ is representation-finite by 5.4.1. Dugas [25] and Guo [35] independently proved that
rep.dim1 Λ is preserved by stable equivalences. Recently, many results are obtained on algebras
with rep.dim1 Λ  3, for example, they satisfy the famous finitistic dimension conjecture [46].
Many classes of algebras are known to satisfy rep.dim1 Λ 3, e.g. hereditary algebras [4], tilted
algebras [3], algebras with radical square zero [4], special biserial algebras [26] and so on. See
also [19,23,38,63].
On the other hand, Rouquier showed that rep.dim1 Λ = l + 1 holds for the exterior algebra
Λ = ∧(kl) of the l-dimensional vector space by applying his concept of the dimension of trian-
gulated categories [58,59] (see also [47]). In general, it seems to be difficult to know the precise
value of rep.dimΛ when this is larger than 3.
(2) Assume d = 2. Then rep.dim1 Λ = 2 if and only if Λ has a CM NCCR if and only if Λ
is representation-finite by 5.4.1. If Λ is commutative and contains its residue field C, then it is
equivalent to be a quotient singularity [7].
(3) A trivial example of an order Λ with rep.dimn Λ = ∞ is an order which does not sat-
isfy DdΛ ⊥n−1 Λ. Let us give a non-trivial Gorenstein example. Let Λ := k[[x, y, z, t]]/(x2 +
y2 + z2 + t2b+1) be a simple singularity. Van den Bergh proved that Λ does not have a non-
commutative crepant resolution [61, A.1]. On the other hand, it is well known [64] that CMΛ
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N  τN and Ext1
Λ′(N,N) = 0. Consequently, any non-free M ∈ CMΛ satisfies Ext1Λ(M,M) =
0. Since Λ is not regular, rep.dim2 Λ = ∞ holds.
5.5. Conjecture. For l  1 and B in 3.2.2, it seems that no example of a maximal l-orthogonal
subcategory C of B with # indC = ∞ is known. This suggests us to study
o(B) := sup
C⊆B,C⊥1C
# indC.
We conjecture that o(B) is always finite. For example, if Λ is a preprojective algebra of Dynkin
type Δ, then Geiss–Schröer [30] proved that o(modΛ) equals the number of positive roots of Δ
(see also 6.2.1). It would be interesting to find an interpretation of o(B) for more general B.
5.5.1. For some classes of B, one can calculate o(B) by using the theorem below. Especially,
(1) seems to be interesting in connection with known results in 5.4.4(1).
Theorem.
(1) rep.dim1 Λ 3 implies o(CMΛ) <∞.
(2) If B has a maximal 1-orthogonal subcategory C, then o(B)= # indC.
(3) If B has a subcategory C such that Λ ∈ C and C-dimB  1, then o(B) # indC.
Proof. We will show (3). We can assume C = addΛM1. For any 1-orthogonal M2 ∈ B and t := 1,
we apply 5.3.1. Consequently, U is a partial tilting module. Since any partial tilting module
is a direct summand of a tilting module [36], we obtain # ind(addΛM2) = # ind(addΓ1U) 
# ind(addΓ1Γ1) = # indC. Thus o(B) # indC holds. In particular, (2) follows. We will show (1).
Take M ∈ CMΛ such that Λ⊕DdΛ ∈ addM and gl.dim EndΛ(M) 3. It is easily shown that
(addM)-dim (CMΛ) 1 holds (e.g. [26, 2.1]). By (3), o(CMΛ) # ind(addM) holds. 
5.5.2. Concerning our conjecture, let us recall the well-known proposition below which fol-
lows by a geometric argument due to Voigt [54, 4.2]. It is interesting to ask whether it is true
without the restriction on R. If it is true, then any 1-orthogonal subcategory of B is ‘discrete,’
and our conjecture asserts that it is finite. It is interesting to study the discrete structure of
1-orthogonal objects in B and the relationship to the whole structure of B.
Proposition. Assume d = 0 and that R is an algebraically closed field. For any n > 0, there are
only finitely many isoclasses of 1-orthogonal Λ-modules X with dimR X = n.
6. Applications and examples
6.1. Let us recall Auslander’s contribution to McKay correspondence [50]. He proved in [7]
(see also [64]) that the McKay quiver of a finite subgroup G of GL2(k) coincides with the
Auslander–Reiten quiver of the invariant subring k[[x, y]]G. The aim of this section is to give a
higher dimensional generalization 6.1.4 of this result.
6.1.1. Definition. Let (A,B) be a pair in 3.2.2 and C a maximal (n− 1)-orthogonal subcategory
of B. We will define the Auslander–Reiten quiver A(C) of C. For simplicity, we assume that the
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we denote by dXY the multiplicity of X in C for the sink map C → Y (1.1, 2.5.3), which equals
to the multiplicity of Y in C′ for the source map X → C′. Draw dXY arrows from X to Y . Draw
a dotted arrow from non-projective X ∈ indC to non-injective τnX ∈ indC. If C = addM , then
A(C) coincides with the Gabriel quiver of EndΛ(M) since dXY = dimk JC/J 2C (X,Y ) holds.
6.1.2. Definition. Let k be a field of characteristic zero and G a finite subgroup of GLd(k) with
d  2. Recall that the McKay quiver M(G) of G [50] is defined as follows: The set of vertices
is the set irrG of isoclasses of irreducible representations of G. Let V be the representation of
G acting on kd through GLd(k). For X,Y ∈ irrG, we denote by dXY the multiplicity of X in
V ⊗k Y , and draw dXY arrows from X to Y . Let S = ∧dV be the 1-dimensional representation
of G given by the determinant. Draw a dotted arrow from X ∈ irrG to νX := S ⊗k X ∈ irrG.
6.1.3. Let G be in 6.1.2, Ω := k[[x1, . . . , xd ]], Λ := ΩG the invariant subring and Γ :=
Ω ∗ G the skew group ring. Assume that G does not contain any pseudo-reflection except the
identity, and that Λ is an isolated singularity. Then C := addΛΩ forms a maximal (d − 2)-
orthogonal subcategory of CMΛ and EndΛ(Ω) = Γ holds by 5.2.2. Let us compare A(C) and
M(G) by applying the argument in [7] (see also [64]) to arbitrary d  2.
The functor F := Ω ⊗k : modkG → modΓ induces a bijection irrG → ind(addΓ Γ ) [7] (see
also [64, 10.1]). Define a functor G : modΓ → modΛ by G(X) := XG and G(f ) := f |XG for
X,Y ∈ modΓ and f ∈ HomΓ (X,Y ). Since EndΛ(Ω) = Γ holds, G restricts to the equivalence
G : addΓ Γ → addΛΩ = C. Composing F and G, we obtain a functor H := G◦F : modkG→ C,
which gives a bijection H : irrG → indC. Let
K : 0 → Ω ⊗k ∧dV → ·· · → Ω ⊗k ∧2V →Ω ⊗k V → Ω → k → 0
be the Koszul complex of Ω . Then K forms an exact sequence of Γ -modules. For any X ∈ irrG,
K ⊗k X : 0 → F
(∧dV ⊗k X)→ ·· · → F(∧2V ⊗k X)
→ F(V ⊗k X)→ F(X) →X → 0
gives a minimal projective resolution of the Γ -modules X. Taking G, we obtain an exact se-
quence
G(K ⊗k X) : 0 → H
(∧dV ⊗k X) fd−1−−−→ · · · f2−→ H(∧2V ⊗k X) f1−→ H(V ⊗k X) f0−→ H(X)
→ G(X) → 0
with fi ∈ JC for any i. Now G(X) =X holds if X is a trivial G-module, and G(X) = 0 otherwise.
Since G : addΓ Γ → C was an equivalence,
0 → C( ,H(∧dV ⊗k X)) ·fd−1−−−→ · · · ·f1−−→ C( ,H(V ⊗k X)) ·f0−−→ JC( ,H(X))→ 0
is exact. Consequently, G(K ⊗k X) is a (d − 1)-fundamental sequence (3.2.3) if X is trivial, and
a (d − 1)-almost split sequence (2.5.3) otherwise. Thus we obtain the theorem below.
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quiver M(G) of G. Precisely speaking, the bijection H : irrG → indC satisfies H ◦ ν = νΛ ◦ H
and dXY = dH(X),H(Y ) for any X,Y ∈ irrG.
6.2. Geiss–Leclerc–Schröer [31,32] applied 1-orthogonal (= rigid in their papers) modules
to study semicanonical basis of the quantum enveloping algebra. Their work is closely related to
our study in this paper. Let Λ be a preprojective algebra of type An over an algebraically closed
field k. Thus Λ is defined by the following quiver with relations a1b1 = 0, ai+1bi+1 = biai
(1 i  n− 2) and bn−1an−1 = 0.
e1•
a1
e2•
b1
a2
e3•
b2
a3
· · ·
b3
an−1
en•
bn−1
We denote by ι the automorphism of Λ defined by ι(ei) := en+1−i , ι(ai) = bn−i and ι(bi) = an−i
for any i. Let us collect results on 1-orthogonal subcategories of modΛ. Especially, (4) below
answers a question raised by Schröer.
6.2.1. Theorem. Let Λ be a preprojective algebra of type An over an algebraically closed field k.
(1) (Geiss–Leclerc–Schröer) Any 1-orthogonal subcategory of modΛ is contained in a maximal
1-orthogonal subcategory of modΛ.
(2) Any maximal 1-orthogonal subcategory C of modΛ satisfies # indC = n(n+ 1)/2.
(3) Let M ∈ modΛ be a generator and Γ := EndΛ(M). Then M is (maximal) 1-orthogonal if
and only if dom.dimΓ  3 (and gl.dimΓ  3).
(4) Let M and M ′ ∈ modΛ be basic 1-orthogonal generators. Then EndΛ(M) is isomorphic to
EndΛ(M ′) if and only if M is isomorphic to M ′ or ι(M ′).
Proof. Geiss–Leclerc–Schröer proved (1) in [32]. They constructed maximal 1-orthogonal M ∈
modΛ with # ind(addM) = n(n+ 1)/2. Thus (2) follows by 5.3.3(1). (3) follows by 5.1(2),(3).
We will show (4) in the rest of this section. 
6.2.2. Let us start with calculating the group Aut(Λ) of k-algebra automorphisms.
Proposition. Put H := {g ∈ Aut(Λ) | g fixes any ei and ai}. Then Aut(Λ) = (Inn(Λ) 〈ι〉)H
and H  Aut(k[x]/(xl+1)) hold, where l is the maximal integer which does not exceed n/2.
Proof. (i) Let {f1, . . . , fn} be any complete set of orthogonal primitive idempotents of Λ. We
will show that there exist λ ∈Λ× and σ ∈ Sn such that eiλ= λfσ(i) for any i.
Since
⊕n
i=1 Λei = Λ =
⊕n
i=1 Λfi holds, Krull–Schmidt theorem implies that there ex-
ists σ ∈ Sn such that Λei  Λfσ(i) holds for any i. Since HomΛ(Λei,Λfσ(i)) (respectively
HomΛ(Λfσ(i),Λei)) can be identified with eiΛfσ(i) (respectively fσ(i)Λei ), there exist λi ∈
eiΛfσ(i) and γi ∈ fσ(i)Λei such that λiγi = ei and γiλi = fσ(i). Put λ :=∑ni=1 λi ∈ Λ and
γ :=∑ni=1 γi ∈ Λ. Then λγ = 1 = γ λ holds by λ ∈Λ×, and eiλ= λi = λfσ(i) holds.
(ii) We will show that Aut(Λ) is generated by Inn(Λ), ι and H .
Put G := {g ∈ Aut(Λ) | g fixes any ei} and fix g ∈ Aut(Λ). By (i), there exist h ∈ Inn(Λ)
and σ ∈ Sn such that hg(ei) = eσ(i) for any i. It is easily shown that σ is either identity or
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the latter case. Now we only have to show that G is generated by Inn(Λ) and H . Again fix
g ∈ G. Inductively, we can take λi ∈ (eiΛei)× such that λ1 := e1 and λig(ai) = aiλi+1 for any i,
since eiΛei+1 is generated by ai as an (ei+1Λei+1)op-module. Put λ :=∑ni=1 λi ∈ Λ×. Then
λeiλ
−1 = ei and λg(ai)λ−1 = ai hold for any i. Thus (λ · λ−1)g ∈H holds.
(iii) We will show the latter equality. Fix g ∈ Aut(k[x]/(xl+1)). Then there exist s1 ∈ k× and
sj ∈ k (1 < j  l) such that g(x) =∑lj=1 sj xj . Define φ(g) ∈H by
φ(g)(bi) :=
l∑
j=1
sj (biai)
j−1bi for any i.
Thus we have a map φ : Aut(k[x]/(xl+1)) → H , which is easily checked to be an injective
homomorphism. We will show that φ is surjective. Fix h ∈ H . By the relation ai+1h(bi+1) =
h(bi)ai , it is easily checked that there exist s1 ∈ k× and sj ∈ k (1 < j  l) such that
h(bi) =
l∑
j=1
sj (biai)
j−1bi for any i.
Define g ∈ Aut(k[x]/(xl+1)) by g(x) =∑lj=1 sj xj . Then φ(g) = h holds.
(iv) We will show the former equality. We can assume n > 1. Take g ∈ Inn(Λ) ∩ H and
put g = (λ · λ−1) for λ ∈ Λ×. Since λei = eiλ holds for any i, we can put λ =∑ni=1 λi with
λi ∈ (eiΛei)×. Since λiai = aiλi+1 holds for any i, we can easily check that λ ∈ CenΛ and
g = 1 hold. Take g ∈ Inn(Λ)ι ∩ H and put g = (λ · λ−1)ι for λ ∈ Λ×. Then λen+1−i = eiλ
holds for any i. Thus e1λe1 = 0 holds by n > 1, a contradiction to e1(Λ×)e1 = (e1Λe1)×.
Consequently, Inn(Λ) ∩ 〈ι〉 = 1 and (Inn(Λ)  〈ι〉) ∩ H = 1 hold. We only have to check that
Inn(Λ)  〈ι〉 is normalized by H . We will show that h−1ιhι ∈ Inn(Λ) holds for any h ∈ H . The
isomorphism φ in (iii) shows that there exists c ∈ (CenΛ)× such that h(bi) = bic for any i. Put
d := h−1(c) ∈ (CenΛ)×. Since ι acts trivially on CenΛ and h−1(bi)= bid−1 holds for any i, we
have h−1ιhι(ai)= aid and h−1ιhι(bi) = bid−1 for any i. It is easily checked that λ :=∑ni=1 eidi
satisfies h−1ιhι = (λ · λ−1) ∈ Inn(Λ). 
6.2.3. Lemma. Let Λ be a finite-dimensional k-algebra and d > 0. Put F := {g ∈ Aut(Λ) | g(X)
is isomorphic to X for any 1-orthogonal Λ-module X with dimk X = d}. Then F forms a Zariski-
closed subgroup of Aut(Λ) of finite index.
Proof. Fix a k-basis {x1, . . . , xn} of Λ. We denote by modd Λ the set of Λ-module structure on
the k-vector space kd . Denoting the action of xi on kd by
Xi ∈ Md(k)  Ad2k ,
we regard modd Λ as a closed subset of Ad
2n
k . Thus GLd(k) acts on modd Λ by
g(X1, . . . ,Xn) :=
(
gX1g
−1, . . . , gXng−1
)
,
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subgroup Aut(Λ) of GLn(k) acts on modd Λ by
a(X1, . . . ,Xn) :=
(
n∑
j=1
a1jXj , . . . ,
n∑
j=1
anjXj
)
for a = (aij )1i,jn.
Put E := {X ∈ modd Λ | Ext1Λ(X,X) = 0}. By Voigt’s lemma, there are only finitely many
GLd(k)-orbits C1, . . . ,Ct in E, and each Ci forms a connected component of E. Since the action
of GLd(k) and Aut(Λ) on modd Λ commute, Aut(Λ) acts on the set of orbits S := {C1, . . . ,Ct }.
Since F is the kernel of this action, our assertions follow. 
6.2.4. Proof of 6.2.1(4)
Fix a basic 1-orthogonal generator X. By 4.8, we only have to show that g(X) is isomorphic
to X or ι(X) for any g ∈ Aut(Λ). Put F ′ := {g ∈ Aut(Λ) | g(X) is isomorphic to X or ι(X)}.
Then F ′ contains Inn(Λ) 〈ι〉. By 6.2.3, F ′ forms a closed subgroup of Aut(Λ) of finite index.
By 6.2.2, Aut(Λ)/(Inn(Λ) 〈ι〉) =H  Aut(k[x]/(xl+1)) = k× ×Alk is connected. Hence F ′ =
Aut(Λ) holds. 
6.3. Let Λ be a representation-finite self-injective algebra. It is well known that the stable
Auslander–Reiten quiver of Λ has the form A(modΛ) = ZΔ/G for a Dynkin diagram Δ and
an automorphism group G of ZΔ [57]. In [45], maximal 1-orthogonal subcategories of modΛ
are characterized combinatorially in terms of ZΔ. Let us study them from a little bit different
viewpoint.
Let H be a hereditary k-algebra of Dynkin type Δ, D := Db(modH) the bounded derived
category and F := τ−1 ◦ [1] the auto-equivalence of D. We put Ext1D(X,Y ) := HomD(X,Y [1])
for X,Y ∈ D. Buan–Marsh–Reineke–Reiten–Todorov [21] introduced the cluster category
CH := D/F and showed that CH is closely related to cluster algebras of Fomin–Zelevinsky
[27,28]. A key concept was an Ext-configuration, which is a subset T of indD satisfying
T = {X ∈ indD | Ext1D(T ,X) = 0}. Since this definition is essentially similar to our maximal
1-orthogonal subcategories in 2.4, we can regard Ext-configurations as ‘maximal 1-orthogonal
subcategories of triangulated categories.’
6.3.1. It is well known [36] that the bounded derived category Db(modH) is equivalent to
the mesh category k(ZΔ) [57]. We identify Db(modH) with k(ZΔ).
Theorem. Let Δ be a Dynkin diagram and Λ a standard self-injective algebra with a covering
functor P : k(ZΔ) → k(ZΔ)/G = modΛ (G ⊂ Aut(k(ZΔ))) which is a triangle functor.
(1) The following diagrams are commutative:
Db(modH)
P
[1]
Db(modH)
P
Db(modH)
F
P
Db(modH)
P
modΛ Ω
−
modΛ, modΛ
τ−2
modΛ.
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(i) C is a maximal 1-orthogonal subcategory of modΛ.
(ii) P−1(indC) is an Ext-configuration.
Proof. (1) Since P is a triangle functor and Ω− : modΛ → modΛ and [1] :Db(modH) →
Db(modH) are shift functors, the left diagram is commutative. Since P commutes with τ , we
obtain τ−2 ◦ P = τ−1 ◦Ω− ◦ P = P ◦ τ−1 ◦ [1] = P ◦ F .
(2) We can take an automorphism group G of ZΔ such that D/G = k(ZΔ)/G  modΛ.
We have an isomorphism Ext1Λ(PX,PY) 
∐
g∈G Ext1D(gX,Y ) for any X,Y ∈ D by (1). Thus
PX ⊥1 PY if and only if GX ⊥1 Y if and only if GX ⊥1 GY . This implies P−1(C⊥1) =
(P−1C)⊥1 . Thus the assertion follows. 
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