Abstract. We consider a model for the evolution of an interface in a heterogeneous environment governed by a parabolic equation. The heterogeneity is introduced as obstacles exerting a localized dry friction. Our main result establishes the emergence of a rate-independent hysteresis for suitable randomly distributed obstacles, i.e., interfaces are pinned by the obstacles until a certain critical applied driving force is exceeded. The treatment of such a model in the context of pinning and depinning requires a comparison principle. We prove this property and hence the existence of viscosity solutions. Moreover, under reasonable assumptions, we show that viscosity solutions are equivalent to weak solutions.
Introduction
The question of whether interfaces, like phase-or domain boundaries, become stuck (are pinned) or propagate freely in environments where obstacles, e.g., stemming from impurities in the medium, are present, is relevant for understanding the behavior of a large number of physical systems. Examples in this direction can be found in ferroelectricity, dislocation dynamics, solid-liquid phase change, and martensitic transformations, just to mention a few.
In this article, we consider a model for interface evolution in a heterogeneous medium of the form (1.1) u t − ∆u + ϕ(x, u(x))∂R(u t ) ∋ f (x, t).
In this model, the graph of the function u : R n × [0, ∞) → R, n ≥ 1 represents an interface in the domain, e.g., a phase boundary. This phase boundary propagates in R n+1 according to a local driving force, which is comprised of a regularizing term (in this case the Laplacian as the linearization of a line tension) and a given driving force f (which may come from, e.g., an external applied electric field in the case of a ferroelectric phase boundary). Additionally, the effect of the heterogeneities in the medium is modeled by the dry-friction term −ϕ(x, u(x))∂R(u t ), with a space-and state-dependent weight ϕ ≥ 0. The regions where ϕ > 0 correspond to obstacles in the medium and activate a friction force. This is specified via the corresponding (pseudo)-potential of dissipation R(·) = | · | and we indicate by ∂ its set-valued subdifferential, namely ∂R(x) = x/|x| for x = 0 and ∂R(0) = [−1, 1].
In [8] an earlier, semilinear version of this model was discussed. In particular, the equation (1.2) u t − ∆u + ϕ(x, u(x)) = f is addressed, see [8] for further references regarding modeling. For this last class of models, the case of periodic heterogeneities was considered in [9, 7, 11] . For the random case, see for example [8, 5, 12, 13, 14, 3, 10] where various aspects of the problem, including questions of pinning, depinning, and ballistic propagation of the interfaces, were considered and more references to the physics and engineering literature can be found. In the case where ϕ represents localized, according to a Poisson point process randomly distributed obstacles, it was shown [8] -barring some degeneracies and dependencies-that a stationary supersolution to equation (1.2) exists. The form of ϕ in this case is
where f k (ω) ≥ 0 are random obstacle strengths and (x k , y k ) is an n + 1-dimensional Poisson point process. The obstacle shape is then given by the function ϕ 0 ≥ 0, ϕ 0 ∈ C ∞ c (R n+1 ). The setting of (1.2) is however questionable from the modeling viewpoint, for the effect of obstacles is directional: they exert a driving force on the interface by pushing it downward. This is consistent with the case of an increasing u only. It leads to the necessity of introducing some unnatural assumptions, e.g., in order to prove that a stationary solution exists one has to exclude the presence of obstacles crossing the line u = 0. Otherwise, the force given by the function ϕ may push the interface towards −∞. Of course, this is not a physically reasonable situation.
In order to amend such physical inconsistency, we focus here on the localized dryfriction dynamic of (1.1). This provides a sounder description of the interaction of obstacles and interfaces, which is in particular independent on the direction at which defects are traversed. In fact, the friction force −ϕ(x, u(x))∂R(u t ) is aligned with −u t , so that the corresponding contribution ϕ(x, u(x))∂R(u t )u t = ϕ(x, u(x))R(u t ) ≥ 0 to energy dissipation is always non negative, regardless of the sign of u t [31] .
Dry-friction effects are ubiquitous in mechanics and have attracted attention since the pioneering observations by Coulomb. The reader is referred to the monographs [15, 17, 25, 33] for a mathematically-oriented collection of classical materials on dry-friction modeling and analysis. In the context of dislocations dynamics, a localized dry-friction assumption similar to (1.1) is advanced by Koslowski, Cuitiño, and Ortiz [24] .
In the purely rate-independent case, i.e., when u t is omitted in (1.1) and ϕ is taken to be constant, existence of strong solutions to (1.1) is readily checked by time discretization. The reader is referred to the monograph by Mielke and Roubíček [30] for a thorough presentation of existence and approximation theories for rate-independent systems. In absence of the viscous term u t and for uniformly positive weights ϕ, equation (1.1) would fall into the class of rate-independent systems with state-dependent dissipation, which admit a well-posedness theory [2, 26, 27] .
The case of (1.1) is more involved, for mixed rate-independent and rate-dependent dynamics occur. Existence for such mixed systems is also available. The reader is referred to the series of contributions by Mielke, Rossi, and Savaré [28, 29, 32] on these topics. The available theory seems however not to cover the specific case of (1.1), where the switching between purely viscous and mixed dynamics is driven by the state itself.
In order to treat the model in (1.1) in the context of pinning and depinning of interfaces, some technical hurdles have to be overcome. In particular, we abstain from following the by-now classical path of the variational theory of rate-independent processes [30] , or the theory of balanced viscosity solutions [22, 23, 16] , and focus instead on solvability in the viscosity sense [6] . It should be noted that viscosity solutions and balanced viscosity solutions (BV-solutions) are two different concepts. The theory of viscosity solutions is instrumental for establishing comparison tools which are crucial in order to give meaning to the eventually constructed super-and subsolutions. The existence of viscosity solutions and the comparison principle are proved in Section 2 for some more general problem including (1.1).
We then return to our specific choice (1.1) in Section 3. In Section 3.1 we examine the relation of viscosity solutions to the already well known weak solutions for (1.1) on the flat torus. The pinning result is then presented in Section 3.2. In the same setting of randomly distributed, localized obstacles as treated in [8] , we show existence of stationary super-and subsolutions for −F * ≤ f ≤ F * for some deterministic F * > 0. This fully establishes the emergence of rate independent hysteresis in such a system when considering (quasistatic) time-dependent loading with changing sign. In particular, we see that the localized dry friction may be used like an additional driving force with the appropriate sign (i.e., negative when constructing a supersolution, positive when constructing a subsolution). A precise statement of our main result is given in Theorem 3.7.
Viscosity Solutions for Problems with Rate-Independent Dissipation
In order to treat the differential inclusion (1.1) (referred to as equation in the following) we are going to resort to the notion of viscosity solutions (see for instance [6] ). In fact we will focus our attention on the following more general equation
with Ω ⊂ R n open and connected, I := (0, T ) for some final reference time T > 0,
, where Sym(n) is the set of all symmetric n × n matrices, and P(R) is the power set of R. The specific case of equation (1.1) is recovered by choosing
In particular, recall that one has S(0) = [−1, 1] and S(a) = −a/|a| if a = 0.
We denote the parabolic superjet (subjet) of the function u : Ω × I → R at the point (x, t) ∈ Ω × (0, T ) by P 2,+ u(x, t), P 2,− u(x, t), respectively, see [6, Section 8] for a rigorous definition, we introduce the following definition.
Definition 2.1 (Viscosity Solutions
). An upper-semicontinuous function u ∈ USC(Ω × I) is a viscosity subsolution of (2.1) if for all (x, t) ∈ Ω × I and for all (a, p, X) ∈ P 2,+ u(x, t) there exists µ ∈ S(a) such that a + F (x, t, u(x, t), p, X) ≤ µG(x, t, u(x, t), p).
A lower-semicontinuous function v ∈ LSC(Ω × I) is a viscosity supersolution of (2.1) if for all (y, s) ∈ Ω × I and for all (b, q, Y ) ∈ P 2,− v(y, s) there exists ν ∈ S(b) such that
A viscosity solution of (2.1) is a function that is both viscosity sub-and supersolution.
This notion generalizes the definition of viscosity solutions from [6] to the class of differential inclusions we are interested in. In order to prove that this generalization is indeed appropriate let us now check that, under rather general assumptions, uniform limits of viscosity solutions in the sense of [6] are viscosity solutions in the sense of Definition 2.1. Proposition 2.2. Let u ǫ ∈ USC(Ω × I) be a sequence of viscosity subsolutions (in the sense of [6] ) of the regularized problem
Assume that u ǫ → u, F ǫ → F , and G ǫ → G locally uniformly and that whenever a ǫ → a there exists a not relabeled convergent subsequence S ǫ (a ǫ ) → µ ∈ S(a). Then, u is a viscosity subsolution of (2.1) in the sense of Definition 2.1.
Proof. The local uniform convergence of u ǫ → u standardly implies that, for every (x, t) ∈ Ω × I and every (a, p, X) ∈ P 2,+ u(x, t), we may find a sequence (
as ǫ → 0 [6, Proposition 4.3] . By passing to a subsequence, our assumptions provide us with a µ ∈ S(a) such that
As u ǫ are viscosity subsolutions in the sense of [6] , it holds
Using the local uniform convergence of F ǫ , G ǫ , we can pass to the limit and obtain
and u is a viscosity subsolution (2.1) in the sense of Definition 2.1. Let us start by listing assumptions on the nonlinearities F , G, and S in (2.1). We ask the following:
The function F : Ω × I × R × R n × Sym(n) → R is continuous and it holds F1) F (x, t, r, p, X) ≤ F (x, t, s, p, X) for all r, s ∈ R with r ≤ s , F2) There exists a modulus of continuity ω F such that
whenever x, y ∈ Ω, t ∈ I, r ∈ R, α ∈ R ≥0 and
There exists a modulus of continuity ω G such that
The set-valued function S : R → P(R) \ ∅ is such that S1) −S is maximal monotone [1] , namely sup S(a) ≤ inf S(b) for all a, b ∈ R with a > b, and the graph of −S cannot be properly extended (in the sense of graph inclusion) by a monotone graph, S2) the range S(R) = ∪ a∈R S(a) is bounded, i.e., S(R) ⊂ [−S max , S max ] for some S max > 0.
Note that all assumptions are fulfilled in the specific case of (1.1).
Theorem 2.3 (Comparison Principle I).
Let Ω ⊂ R n be bounded. Assume F1), F2), G1), G2), and S1), S2), and let u be a viscosity subsolution and v be a viscosity supersolution of (2.1) with u ≤ v on the parabolic boundary ∂ P (Ω × I), i.e., on
Proof. Comparison principles usually hinge on the monotonicity of the nonlinear terms in the equation. As G is not necessarily monotone in u, we start by performing an exponential rescaling, i.e., we let λ > 0 and define U (x, t) := e −λt u(x, t) and V (x, t) := e −λt v(x, t). It is easy to see that U and V are sub-and supersolution to
andG (x, t, r, p) := e −λt G(x, t, e λt r, e λt p).
The functionsF andG satisfy F1), F2), and G1), G2), respectively, with the same constants by rescaling the moduli by e −λt .
Let us check the comparison for U and V . Assume by contradiction that comparison does not hold, i.e., sup x∈Ω t∈I {U (x, t) − V (x, t)} =: δ > 0 and define
We have M α,γ > δ/2 for γ small enough. Since the domain is bounded, the supremum is achieved at a point (
We will now show that the triplet (x,ŷ,t) is in the interior of the parabolic domain if α is large enough. Assume first thatt = 0 then
We now check that, if α is chosen to be large enough,x andŷ necessarily belong to Ω. Assume the contrary, namely there exists a subsequence α n → ∞ withx n ∈ ∂Ω realizing the sup. Then, we also haveŷ n →ŷ ∞ ∈ ∂Ω and therefore
where we used again that u ≤ v on ∂ P (Ω × I) and reached a contradiction. Therefore, we have proved that (x,ŷ,t) ∈ Ω × Ω × (0, T ), at least if α is large enough. Hence, we have [6, Theorem 8 
which implies that X ≤ Y . As U is a subsolution and V is a supersolution, we can find µ ∈ S(e λt (a + λU )) and ν ∈ S(e λt (b + λV )) such that
By subtracting (2.2) from (2.3), we obtain
Adding and subtracting terms, we get
Where the second inequality follows from F1), F2) and G1), G2) by noticing that, U > V , X ≤ Y , and a > b. In particular, we have e λt (a + λU ) > e λt (b + λV ) and S1) implies that µ − ν ≤ 0. As G ≥ 0, it follows that the last term above is negative. Eventually, by means of S2) we get
By choosing λ ≥ S max L G the first term becomes negative and hence
By taking α → ∞, we have α|x −ŷ| 2 → 0 which implies |x −ŷ| → 0. Therefore, the right-hand side above goes to 0, leading to a contradiction.
Corollary 2.4 (Comparison Principle II).
Let Ω ⊂ R n be bounded. Assume F2), G1), G2), and S1), S2). Instead of F1), F is asked to satisfy
Let u be a viscosity subsolution and v be a viscosity supersolution of (2.1) with
Proof. The result follows from the first comparison principle and an exponential scaling. Proceeding as in the proof of Theorem 2.3, we let λ > 0 and define U (x, t) := e −λt u(x, t) and V (x, t) := e −λt v(x, t). Recall that U and V are sub-and supersolution to
withG(x, t, r, p) := e −λt G(x, t, e λt r, e λt p). The functionG satisfies G1) and G2) with the same constant by rescaling the modulus by e −λt . On the other hand, the functionF (x, t, r, p, X) := λr + e −λt F (x, t, e λt r, e λt p, e λt X) clearly satisfies F2). Let r ≤ s and computẽ 
which shows that, choosing λ ≥ L F ,F fulfills F1) as well. We can now apply Theorem 2.3 and obtain that U ≤ V , hence u ≤ v.
Remark 2.5. The comparison principles proved above would also hold on the flat torus T n , the main difference being that the parabolic boundary ∂ P (T n × I) = T n × {0}, i.e., we only have to specify an initial condition. To see that comparison holds just note that we can assume
In the proof of the comparison principle a maximum of M α,γ will always be achieved in the interior of some larger domain say [−2, 2] n , letting condition
As it is usual in the treatment of viscosity solutions, assumptions on F and G have to be strengthened in order to be able to prove comparison results on the whole space R n . We hence replace F2) and G2) by the following conditions:
FU) The function F can be written as F (x, t, r, p, X) = F 1 (x, t, r) + F 2 (t, p, X) with F 1 and F 2 continuous. Moreover, there are C F1 > 0, K F > 0, and moduli of continuity ω F1 and ω F2 , such that for all x, y ∈ R n , t ∈ I, r ∈ R, a, b ∈ R n , p, q ∈ R n , and X, Y ∈ Sym(n), the following conditions hold:
GU) The function G can be written as G(x, t, r, p) = G 1 (x, t, r) + G 2 (t, p) with G 1 and G 2 continuous. Moreover, there are C G1 > 0, K G > 0, and a modulus of continuity ω G1 , such that for all x, y ∈ R n , t ∈ I, r ∈ R, and p, q ∈ R n , the following conditions hold:
, and S1), S2) on R n , and let u be a viscosity subsolution and v be a viscosity supersolution of (2.1) with
Proof. We will again start by an exponential rescaling, i.e., take λ > 0 and define U (x, t) := e −λt u(x, t) and V (x, t) := e −λt v(x, t). In this case, U and V are sub-and supersolutions to the equation
with appropriately redefined F and G (see the proof of Theorem 2.3). We now proceed in steps.
Step 1: Growth estimate. The first step of the proof consists in proving that the difference U − V satisfies the growth estimate (2.5) sup
where
where C > 0 is a positive constant. A suitable choice would be a radially symmetric cutoff function, namely β R = 1 on B R (0) := {r ∈ R : |r| < R} and β R = 0 on B 2R (0) c . Let us now define the function
L|x| if |x| > r(R). Moreover by (2.4), we obtain for |x|, |y| > r(R) the estimate
Hence, the function has to attain its supremum in a compact subset of R n × R n × I. Let (x,ŷ,t) be this maximum. First we consider the case Φ(x,ŷ,t) ≤ 0. We then have for R big enough
where the right-hand side can be chosen independently of R. Therefore, the asserted inequality (2.5) holds. Secondly assume the other case, i.e., Φ(x,ŷ,t) > 0, which implies that
In caset = 0 then we would get
which is a contradiction. Hence, the maximum (x,ŷ,t) lies inside R n × R n × (0, T ), yielding
This implies that one can find µ ∈ S(e λt (a + λU )) and ν ∈ S(e λt (b + λV )) such that
As V ≤ U and b ≤ a, we have µ ≤ ν and we can estimate the last term in the right-hand side above by 0. To treat other terms we use condition F1), FU), G1), and GU). As F 2 and G 2 are continuous there is
As p, X are bounded by K and Dβ R and D 2 β R are bounded independently of R we will introduce a constant C(λ) > 0 which is independent of R and obtain
As U ≥ V at the maximum point, we can choose λ > C F2 + C G2 + 1, fixing the constant C(λ), to obtain with (2.6)
By sending R → ∞ we obtain
Step 2: Comparison principle. We proceed by contradiction: Let us assume that {U (x, t) − V (x, t)} =: δ > 0 and define
By (2.5), M α,ǫ,γ is bounded and we have M α,ǫ,γ > δ/2 for γ, ǫ small enough. Furthermore, we see that M α,ǫ,γ is attained at (x,ŷ,t) satisfying
Hence, the maximum is achieved at some (x,ŷ,t) ∈ R n × R n × (0, T ) and we can again apply the Jensen-Ishii Lemma to obtain that (a, α(x −ŷ) + 2ǫx, X + 2ǫ Id) ∈ P 2,+ U (x,t),
This implies that X ≤ Y . As U is a subsolution and V is a supersolution, we can find µ ∈ S(e λt (a + λU )) and ν ∈ S(e λt (b + λV )) such that
By subtracting (2.10) from (2.11), we obtain
− νG(ŷ,t, V, α(x −ŷ) − 2ǫŷ) + µG(x,t, U, α(x −ŷ) + 2ǫx).
By adding and subtracting terms and indicatingp := α(x −ŷ) one has that
In the second inequality we used F1) and G1), along with U > V , X ≤ Y , and a ≥ b. As e λt (a + λU ) > e λt (b + λV ), S1) implies that µ − ν ≤ 0 and by the positivity of G it follows that the last term is negative.
To treat the other terms in (2.12) we use FU), GU), and S2) to obtain,
As equation (2.9) implies that α|x−ŷ| 2 is bounded independently of ǫ, and therefore also p, q, X, and Y , we can take the limit inferior as ǫ → 0 of the above inequality and obtain
Note that we used the continuity of F 2 and of G. Finally, by choosing λ ≥ S max L G we can use FU) to reach a contradiction as follows
Hence, U ≤ V and therefore u ≤ v.
Existence of solutions:
Perron's Method. Now that we have the comparison principles at hand, we can construct solutions by the Perron method [19] . We will make use of some properties of the set-valued mapping S which we record in the following proposition for later reference.
Proposition 2.7 (Properties of S). Let S : R → P(R) fulfill S1) and S2). We have the following:
C1) If a n → a then any sequence µ n ∈ S(a n ) has a subsequence µ n k such that µ n k → µ ∈ S(a); C2) For all a ∈ R and for each ǫ > 0 there is a δ > 0 such that for all b ∈ R with |a − b| < δ there are µ ∈ S(a) and ν ∈ S(b) with |µ − ν| < ǫ; C3) For all a ∈ R the set S(a) is compact.
Proof. Ad C1): Let a n → a, µ n ∈ S(a). Since the range of S is bounded by S2) we can extract a not relabeled subsequence µ n such that µ n → µ. Take anyμ ∈ S(â) and compute (µ −μ)(a −â) = lim n→∞ (µ n −μ)(a n −â) ≤ 0.
If µ ∈ S(a), preserving monotonicity one could properly extend the graph of −S(a) by adding the point (a, −µ) to it. This contradicts the maximality of −S.
Ad C2): Assume by contradiction that there exist a ∈ R and ǫ > 0 such that for all δ > 0 there exists b ∈ R with |a − b| < δ such that for all µ ∈ S(a) and ν ∈ S(b) one has (2.13) |µ − ν| ≥ ǫ.
Let δ = 1/n and denote by b n ∈ R a point fulfilling the above property. One can hence extract a monotone, not relabeled subsequence b n → a. Note that b n = a definitely, otherwise one could choose µ = ν contradicting (2.13). Let us assume that b n ր a (the case b n ց a is analogous). Then (2.13) ensures that
This in turn implies that (inf S(a) − ǫ, inf S(a)) ∩ S(R) = ∅, contradicting the maximality of −S. Indeed, one could then properly extend the graph of −S by adding the segment {a} × (− inf S(a), − inf S(a) + ǫ) and preserving monotonicity.
Ad C3): As S(a) is bounded by S2), one has to check closedness. Assume µ n ∈ S(a) with µ n → µ. By arguing as in the proof of C1) we have that maximality −S implies that µ ∈ S(a).
The following arguments are an adaptation of the theory from [6, to the specific form of equation (2.1).
Lemma 2.8 (USC envelopes of subsolutions)
. Let F be a non-empty set of subsolutions of (2.1) and define w(x, t) := sup u∈F u(x, t).
If w(x, t) < ∞ then the upper-semicontinuous envelope w
* of w, is also a subsolution of (2.1).
Proof. Let (x, t) ∈ Ω × I and (a, p, X) ∈ P 2,+ w * (x, t). By definition of the uppersemicontinuous envelope one can find a sequence (x n , t n , u n ) ∈ Ω × I × F such that u n (x n , t n ) → w * (x, t) and for any other sequence (x
. This implies that there is a sequence (x n ,t n ) ∈ Ω × I and a sequence (a n , p n , X n ) ∈ P 2,+ u n (x n ,t n ) such that (x n ,t n , u n (x n ,t n ), a n , p n , X n ) → (x, t, w * (x, t), a, p, X), see [6, Proposition 4.3] . As u n ∈ F is a subsolution there is a µ n ∈ S(a n ) such that
Passing to a subsequence, by C1) we have µ n k → µ ∈ S(a) and the last inequality still holds for this subsequence. Letting k → ∞ implies that a + F (x, t, w * (x, t), p, X) ≤ µG(x, t, w * (x, t), p).
We proved that for all (x, t) ∈ Ω × I and all (a, p, X) ∈ P 2,+ w * (x, t) there is a µ ∈ S(a) such that the above inequality holds. This shows that w * is a subsolution of (2.1).
Lemma 2.9. Let u be a subsolution of (2.1). Assume that u * is not a supersolution at some point (x,t), i.e., there exist (a, p, X) ∈ P 2,− u * (x,t) such that for all µ ∈ S(a) we have (2.14)
a + F (x,t, u * (x,t), p, X) < µG(x,t, u * (x,t), p).
In this case, for any ǫ > 0 there exists a subsolution u ǫ : Ω × I → R satisfying
Proof. Let (x,t) and (a, p, X) ∈ P 2,− u(x,t) be such that inequality (2.14) holds. As S(a) is compact, see C3), one can find α > 0 such that a + F (x,t, u * (x,t), p, X) − µG(x,t, u * (x,t), p) ≤ −α for all µ ∈ S(a). Let us define
As F is continuous we have for |(x, t) − (x,t)| → 0,
Analogously, for G we have
As ∂ t u δ,γ (x, t) = a−γ(t−t), condition C2) implies that there are µ γ ∈ S(∂ t u δ,γ (x, t)) with γ small enough such that µ γ = µ + o(1). Hence we conclude that if δ, γ, r are small enough then is u δ,γ a subsolution of (2.1) in B r (x,t). Moreover, since
we can choose δ = c(γ, r) to obtain u(x, t) > u δ,γ (x, t) for (x, t) ∈ B r (x,t)\B r 2 (x,t). Therefore the function
is a subsolution by Lemma 2.8. It is clear that u γ (x, t) ≥ u(x, t) and that in a neighborhood of (x,t) we have u γ (x, t) > u(x, t). For ǫ given, by choosing r, γ < ǫ we have that u γ satisfies all the required properties.
Theorem 2.10 (Perron's Method). Assume that comparison holds for (2.1), let u be a subsolution and v be a supersolution of (2.1) with u * ≤ v * on ∂ P (Ω × I). Then the function W (x, t) := sup{w(x, t) | w is a subsolution with u ≤ w ≤ v} is a viscosity solution of (2.1)
Proof. The standard theory of upper-and lower-semicontinuous envelopes provides
which in particular entails that u * ≤ W ≤ v * on ∂ P (Ω × I). We use Lemma 2.8 to conclude that W * is a also a subsolution and hence W * ≤ v by comparison. This however implies that W = W * and in particular W is a subsolution. Now assume that W * fails to be a supersolution at some point (x,t). Then Lemma 2.9 provides us with subsolutions W ǫ that satisfy W ≤ W ǫ and u ≤ W ǫ ≤ v on ∂ P (Ω × I) by choosing ǫ small enough. Moreover, we have u ≤ W ǫ and by comparison also W ǫ ≤ v. By the maximality of W this implies that W ≥ W ǫ . Still, there are points where W ǫ > W which is a contradiction. Therefore, W * is a supersolution and by comparison we have W ≤ W * and hence W * = W * = W . We conclude that W is a viscosity solution.
2.3. Continuous dependence and regularity on the torus. In this section we will prove continuous dependence and some regularity of viscosity solutions on the flat torus. In the following, we say that u is a viscosity subsolution (supersolution) of equation E (F 1 , S 1 , G 1 ) if u is a subsolution (supersolution) to (2.1) with F = F 1 , S = S 1 , and
Let L G1 , L G2 be the Lipschitz-constants from G1) corresponding to equation E 1 and E 2 respectively, S max the supremum of S as in S2). We will call
the minimal exponential scaling factor of these two equations and the scaled difference between the data is
Theorem 2.11 (Continuous dependence on data). Let u be a subsolution of
Assume that a comparison principle and F1) hold for E 2 . Moreover, let S2), S1), and G1) be satisfied by both equations. We then have for all
Proof. Set
and defineũ := u(x, t) − Λ(t). We will show thatũ is also a subsolution to E 2 . In order to check this, we formally computẽ
where we used F1) in the first inequality. Note that, as u is a viscosity subsolution, there exists µ ∈ S(u t ) such that
Using S1), we find aμ ∈ S(ũ t ) withμ ≥ µ. Hence, the positivity of G, G1), and S2) givẽ
This shows thatũ is a viscosity subsolution of E(F 2 , S, G 2 ). Moreover, we have for
which allows us to use the comparison principle to conclude thatũ ≤ v on Ω × I, and the statement follows.
Lemma 2.12 (Hölder-Continuity on the Torus). Let u be a viscosity solution to (2.1), i.e., to E = E(F, S, G), on T n × I. Assume that comparison holds and F1), S2), S1), and G1) are satisfied. Moreover, assume that F and G are α-Hölder-continuous for α ∈ (0, 1] in the (x, t)-variables, i.e., there are H F , H G > 0 such that
is α-Hölder-continuous with constant H 0 > 0 and u has α-growth, i.e., there exists M > 0 such that for all (x, t) ∈ T n × I, we have
then u is α-Hölder-continuous, i.e., for all x, y ∈ T n , t, s ∈ I it holds
Proof. Let h > 0 and define v(x, t) := u(x + e, t + h). Then, v is a viscosity solution of
We will call this shifted equation E e,h := E(F e,h , S, G e,h ) and apply Theorem 2.11 to u(x, t) and v(x, t) in order to obtain
and finally
Combining these information we obtain
Application to the pinning problem
In this section, we leave the general setting of (2.1) and return to the specific case of equation (1.1). 3.1. Equivalence of viscosity solutions and weak solutions on the torus. Establishing an energy equality for solutions of (1.1) in R n asks for a control on the decay at infinity, which cannot be assumed in general. In the particular case when ϕ represents periodically distributed obstacles an energetic formulation (on the torus instead of on R n ) makes sense. In this case we prove that viscosity solutions are weak solutions which implies that they satisfy an energy equality. This suggests that viscosity solutions are an appropriate solution concept to treat the equation in the whole space.
The equivalence of weak and viscosity solutions was first studied by Ishii in [20] . We are going to use similar methods to prove regularity of viscosity solutions. This will eventually lead us to the equivalence result.
Let us start by an approximation of the problem. For ǫ > 0, we consider the equation
, and I = (0, T ).
We refer to (3.1) as the approximate problem and start by proving that it obeys a comparison principle and that one can find unique viscosity solutions. 
Moreover, it admits a unique viscosity solution
Finally, the Lipschitz-constant of u ǫ does not depend on ǫ.
Proof. We can rewrite the approximate problem as
with F (x, t, X) := − tr(X)−f (x, t), S ǫ (a) := −ξ ǫ (a), and G(x, r) := ϕ(x, r). Hence, F , G and S ǫ satisfy all assumptions of Theorem 2.3 (see also Remark 2.5), i.e., comparison holds.
In order to construct a solution by Perron's method, we have prove that a suband supersolution exist that satisfy the boundary condition in a strong sense. To this aim, define u(x, t) := −t (||f || ∞ + ||ϕ|| ∞ ) and u(x, t) := t (||f || ∞ + ||ϕ|| ∞ ). These functions are sub-and supersolutions respectively and, by comparison, (3.2) holds for the Perron solution u ǫ (see Theorem 2.10).
As the unique solution u ǫ satisfies the growth condition (3.2), we can use Lemma 2.12 with α = 1 and check that u ǫ is indeed Lipschitz-continuous and the Lipschitzconstant L u ǫ is independent of ǫ. In fact L u ǫ depends only on ||f || W 1,∞ , ||ϕ|| W 1,∞ , and ||ξ ǫ || ∞ . Theorem 3.2 (Improved regularity for the approximate problem). Let u ǫ be the unique viscosity solution of the approximate problem. Then, for almost every t ∈ I,
Proof. From Theorem 3.1 we know that u ǫ is Lipschitz-continuous with a constant which does not depend on the Lipschitz-constant of ξ ǫ . We will now prove that u ǫ has improved space regularity. To simplify notation we will write u = u ǫ for the rest of this proof. We introduce the sup-and inf-convolutions of u, i.e.,
.
As these functions are semi-convex and semi-concave, respectively, we can apply Alexandroff's theorem to conclude that for almost every pair (x, t) ∈ T n × I, we have
Furthermore, the Lipschitz-continuity of u is carried over to the convolutions with the same constant. The Lipschitz-constant bounds the absolute value of the first order jet elements of the convolutions. Moreover, by the magic property of sup-, inf-convolutions (see for instance [21, Chapter 4, Theorem 7] ), it follows that if (a, p, X) ∈ P 2,+ u ρ (x, t) then (a, p, X) ∈ P 2,+ u(x + ρp, t + ρa). Hence, we can compute, that
with Ψ ρ uniformly bounded and Ψ ρ → 0 in C 0 loc (T n ×I). In this series of inequalities we also used the aforementioned Lipschitz-continuity of the convolution and the bounds on the jet elements. We obtain a similar inequality for the inf-convolutions by changing ≤ by ≥ and Ψ ρ by a Ψ ρ which has the same uniform bound and also converges to zero. We hence proved that the sup-, inf-convolutions satisfy
in the viscosity sense and due to Alexandroff's theorem also almost everywhere. Therefore, we can take a function ψ ∈ C ∞ c (T n × I) with ψ ≥ 0, multiply the equations and integrate to obtain
As the first weak derivative of u exists and u ρ → u locally uniformly, it is easy to show that u
⇀ η with |η| ≤ 1. Sending ρ → 0 we conclude that
Analogously for the inf-convolutions, we can find anη ∈ L ∞ (T n × I) such that
Combining both inequalities, we see that for all ψ ∈ C ∞ c (T n × I), ψ ≥ 0 we have
, ψ 2 ≥ 0 and letting ψ n 1 → δ t0 in distribution, we have that for almost every t ∈ I the following inequality holds
. This shows us that the weak Laplacian of u(·, t) is a linear and continuous functional from (W 1,2 (T n ), || · || L 1 ) to R. By extension, the weak Laplacian is an element of (L 1 (T n )) ′ and therefore we have that −∆u(·, t) ∈ L ∞ (T n ) with
At this point standard regularity theory applies. As the torus is a compact manifold, we have for almost every t ∈ I that u( ǫ (x, t)) − ∆u ǫ (x, t) = f (x, t) (3.3)
for almost every (x, t) ∈ T n × (0, T ). Such strong solution is unique.
Proof. By Theorem 3.2 for almost every t ∈ I we have u ǫ (·, t) ∈ W 2,p (T n ) ∩ C 1,α (T n ) for every p ∈ [1, ∞), α ∈ [0, 1) and in particular the derivative of u ǫ (·, t) is absolutely continuous. As an absolutely continuous function ∇u ǫ (·, t) is differentiable almost everywhere. Furthermore, u ǫ is also Lipschitz-continuous and by Rademacher's theorem u ǫ t exists for almost every (x, t) ∈ T n × I. Combining these information we see that at almost every point in (x, t) ∈ T n × I the functions u ǫ t , ∇u ǫ , and D 2 u ǫ exist. Hence, (u ǫ t (x, t), ∇u ǫ (x, t), D 2 u ǫ (x, t)) ∈ P 2,+ u ǫ (x, t) ∩ P 2,− u ǫ (x, t) almost everywhere. Therefore, (3.3) follows. Uniqueness can be checked by a standard Gronwall-Lemma argument. Proof. For ǫ > 0 given consider the unique viscosity and strong solution u ǫ of the approximate problem. This is Lipschitz-continuous with a Lipschitz-constant that is independent of ǫ, see Theorem 3.1. Therefore, we can extract a converging subsequence using Arzelà-Ascoli's Theorem. The limit u ∈ C 0 (T n × I) is a viscosity solution of (1.1) by Theorem 2.2 with u(·, 0) = 0. As comparison also holds for the limit equation, this limit is the unique viscosity solution.
On the other hand, for some not relabeled subsequences we also have u ǫ → u strongly in C 0 (I, W 1,2 (T n )), Theorem 3.7 (Pinning). Assume that the z k are given by a n + 1-dimensional Poisson point process with intensity λ > 0. Then, there exists a deterministic F * > 0 such that for ||f || L ∞ ≤ F * and u 0 bounded there exist random stationary sub-and supersolutions u : R n → R, u : R n → R such that any viscosity solution u of (3.4) satisfies u(x) ≤ u(x, t) ≤ u(x).
Proof. By translation of the construction in [8] by sup u 0 we obtain a stationary supersolution noting that 1 ∈ ∂|s| at s = 0. A subsolution is found analogously, by using the fact that −1 ∈ ∂|s| at s = 0 as well.
Remark 3.8. We note that, by [18, Theorem 2] , we see that the sub-and supersolutions can be chosen such that they are of bounded expectation at every point x. In fact, they even have a finite exponential moment.
Before closing this discussion, let us note that the original pinning result in [8] uses a slightly different model for the obstacles, including for example a random strength as well as the possibility of stacking obstacles for nearby points in the Poisson point process in an additive fashion. Due to issues with the requirement of global Lipschitz continuity of ϕ, we have chosen an a-priori truncated obstacle field. We argue that the model used here is in fact reasonable for many physical situations, e.g., when considering precipitate hardening as for example discussed in [4] .
