Abstract: Optimal designs for nonlinear model with random block effects are systematically studied. For a large class of nonlinear models, we prove that any optimal design can be based on some simple structures. We further derive the corresponding general equivalence theorem.
INTRODUCTION
tion pharmacokinetics model with random effects. Keifer and Wynn, (1981) discussed optimal balanced block and Latin square designs for linear model with various correlation structures. Kunert et al. (2010) and Cutler (1993) considered optimal design for comparing treatment and control effects under autoregressive correlation structure. Atkinson (2008) gave some examples applying equivalence theorem for D-optimal in constructing optimal design for nonlinear model with correlated observations. Uciňski and Atkinson (2004) studied design for nonlinear timedependent models. Dette & Kunert (2014) studied optimal design for Michaelis-Menten model and Holland- Letz et al. (2012) proposed an algorithm approach of deriving optimal design based on linear approximation.
With random block effects, Cheng (1995) and Atkins & Cheng (1999) studied optimal design under linear models. Recently, Huang and Cheng (2016) extended their results to quadratic regression with block size two. In this manuscript, we consider a class of nonlinear models with arbitrary block size. We prove that any optimal design can be based on a simple structure.
We further derive the corresponding general equivalence theorem under the correlated errors structure. This result allows us to propose an efficient algorithm of deriving specific optimal designs. Our approach works for all general non-linear models and provides a strategy of searching specific optimal designs.
For the layout of the remainder of this paper, in Section 2, we shall introduce the model and the information matrix. In Section 3, we shall show that searching for optimal designs can be restricted to those with identical groups and demonstrate a "complete class" result for several specific nonlinear models. This result allows us to focus on a specific structure when we derive any optimal design. In Section 4, we derive the corresponding general equivalence theorem and propose an efficient algorithm for deriving D-optimal and A-optimal designs. It is understood that the algorithm can be extended to other optimality readily. Some numerical examples are given to demonstrate the results in Section 5. Saturated D-optimal design and Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
In this section, we try to find the complete class, that is a subclass of designs containing the optimal designs under various design criteria simultaneously. Meanwhile, the designs in the derived complete class have very few (mostly minimum) number of supporting points, which tremendously facilitates the numerical search of specific optimal designs. As compared to existing results on complete class, Model (2.5) imposes additional challenges here. There are two layers of approximate designs as represented by (2.4) and (2.6). Moreover, the information matrix in (2.4) does not possess the desirable additivity property as in most studies. We shall establish complete classes separately for the two layers.
Complete Class of Between-Group Designs
By (2.4), the within-group information matrix under a design, say ξ, can be represented by
The concavity of M (ξ) as shown by Lemma 3.1 is substantial for the proofs of two main results of the paper below, i.e. Theorem 3.2 and 4.2.
by Loewner's ordering.
This theorem is a direct result of Lemma 3.1 through Jensen's Inequality. This result is similar to Schmelter (2007) , where the mixed effects model with uncorrelated error terms was studied. Theorem 3.2 indicates that we can focus on the class of designs which have identical design in each group. This greatly simplifies the procedure of deriving approximate optimal designs, or say we only need to consider one group design.
Complete Class of Within-Group Designs
Even though the within-group information matrix does not share the desirable property of additivity as in traditional design problems, surprisingly it is still possible to identify complete class by the same way as in Theorem 1 in Yang (2010) . This theorem shows that only a small number of support points are necessary to achieve optimal design under Model (2.5). We first provide the rationale of Theorem 3.3. Note that there exists a p × p nonsingular transformation matrix P (θ), such that the (3.1) can be written as
where Φ2(Cj) = (φ01(Cj), . . . , φ0p(Cj)) T ,
Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) P (θ) is a function of θ only and does not depend on xj or Cj. Cj may depend on θ, and is a one-to-one map from xj ∈ X to [A, B] . Thus, it is equivalent to write ξ as ξ = {(Ci, wi), i = 1, . . . , m}.
Under locally optimal design context, for any two given designs ξ = {(Ci, wi), i = 1, . . . , m} and ξ * = {(Ci,wi), i = 1, . . . , m * }, to show that M ξ ≤ M ξ * , it suffices to show that the following equations and inequality hold 6) for all l = 0, 1, ...p, t = 1, ...p except for one l = t the following inequality hold
(3.7)
Now we provide a tool for establishing (3.6) and (3.7).
Theorem 3.3. Suppose for non-linear model (2.5), there exists a matrix P (θ) s.t. its information matrix can be written in the form of (3.5). Let {φ1, ..., φn} be the set of distinct functions from {φ01, ..., φpp} in (3.5), which are defined on [A, B], and
where
For any given design ξ = {(Cj, wj), j = 1, ..., N }, there always exists a designξ = {(Cj,wj)} such that
with respect to Loewner ordering. Remark 1. In Theorems 3.2 and 3.3, we consider optimality with respect to Loewner's ordering, which is stronger than most commonly used optimal criteria, like A-, D-and E-optimality.
The proof is skipped because it is a direct application of Theorem 1 in Yang (2010) .
Theorem 3.3 allows us to restrict the search of optimal within-group designs to a small subclass, where designs typically have minimum number of distinct support points. This greatly reduces the computational burden.
Numerical Search of Optimal Design
While Theorems 3.2 and 3.3 has tremendously reduce the design space in the search of optimal designs, it remains a challenge to find a specific optimal design for a given model and optimality criterion. For the example of exponential model in Section 5, by Theorems 3.2 and 3.3, we can focus on the class of designs with at most three points, one of which is the upped bound.
To determine the optimal design, we need to further find the remaining two design points and their weights. General grid search is not feasible if we are looking for some decent solutions.
An efficient algorithm is needed for solving a specific optimality problem. The classical general equivalence theorem (GET) is a powerful device for verifying the optimality of a candidate design. However, existing results on GET are all based on the assumption that the observations are independent, which is not true here. In this section, a new version of GET under Model (2.5) is derived and an efficient algorithm is proposed. We focus on two popular criteria (A Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
NUMERICAL SEARCH OF OPTIMAL DESIGN
and D) for the algorithm with the understanding that the algorithm can be readily extended to other optimality criterion.
The General Equivalence Theorem
There are many different ways to maximize the information matrix M (ξ). For example, an
A-optimal design minimizes average (or sum) of variances of the parameter estimators, i.e.
. A D-optimal design minimizes volume of confidence region of the estima- (Fedorov and Hackl 1997, sec. 2.2) . This together with Lemma 3.1 leads to Lemma 4.1, which allows us to establish Theorem 4.2, the GET for Φp-optimal design under model (2.1).
and L(ξ), G(ξ) defined as in (3.2) and (3.3). Moreover, all supporting points of ξ satisfying the equality in (4.1).
Proof. By direct calculation we have
By Lemma 4.1, ξ is Φp-optimal if and only if
for any design ν. Let νx be a degenerated design supported on only one point x, then we have
Due to (4.4) and ψ(ν, ξ)ξ(dx) = ψ(ξ, ξ), we have
The theorem is completed in view of (4.5)-(4.7).
Remark 2. For commonly used
respectively. It can be shown Condition (4.1) is equivalent to maxx∈χ d(ξ) ≤ 0, where
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Optimal weights for given support points
In this section, we propose an algorithm based on the same strategy of the optimal weights exchange algorithm (OWEA) proposed by Yang, Biedermann, and Tang (2013) . The OWEA can be viewed as an extension of the Fedorov-Wynn algorithm (Wynn, 1970 , Fedorov, 1972 by adding an optimization step for the weights. However this step in the OWEA is for the model with independent observation at each design point. Notice that the D-and A-optimality criteria are equivalent to minimizẽ
Let ξ = {(xi, wi), i = 1, . . . , n} be the within-group design. Define w = (w1, w2, ..., wn) Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
Implementation of the Algorithm
When the design space is continuous, for computational convenience we shall restrict the design space to Xn, which is the collection of n evenly spaced points in X . If X is discrete, let Xn = X .
Based on Theorem 4.2, we propose the following algorithm.
1. Initialization. Set S (0) to be the set of m + 1 design points uniformly distributed in χn,
where m is the parameter in Theorem 3.3. Derive the optimal design ξ0 for the given initial support points with the initial weights being uniform.
2. Update. At iteration t ≥ 1, derive the new set of supporting points 10) and d(ξ, x) is defined as in (4.8). Derive ξt which is the optimal design on the supporting set S (t) . The weight in ξt−1 will be the initial solution in deriving the weights in ξt.
Points with zero weight in ξt shall be removed from S (t) .
3. Stopping rule. If maxx∈χ n d(ξt, x) ≤ 0, for some pre-specified value of 0, stop and output ξt as the optimal design. Otherwise, go back to the updating step.
We shall give more details for deriving the optimal weight in the update step of the algorithm. It is a modification of the classical Newton-Raphson method. Let w (t) 0 be the initial candidate value of the weight for ξt, w (t) j its value at the jth iteration. Below is the algorithm from jth to (j + 1)th iteration.
(a) w (c) If ||w
j || < , where > 0 is a pre-specified small positive value as threshold for convergence, output w (t) as the optimal weight. Otherwise, go back to (a). An important property of an algorithm is convergence. The next theorem shows that the proposed algorithm does hold such property.
Theorem 4.5. Suppose M ξ S (0) is nonsingular, the sequence of designs {ξ S (t) : ∀t ≥ 0} will converge to the optimal design ξ * that minimize Φp(ξ).
Examples

Michaelis-Menten model
The Michaelis-Menten model is a nonlinear model that is widely used in the biological sciences.
The model can be written in the form of (2.5) with
So we have
EXAMPLES
Under approximate design δ with identical within-group {(xi, wi), i = 1, . . . , m}, the information matrix can be written as
. Then we have
where Cj = xj/(θ2 +xj). Let φ1(C) = C, φ2(C) = C 2 , φ3(C) = C 3 , and φ4(C) = C 4 . Applying Theorem 3.3 with n = 4, we can verify that Γ(C) = 24 > 0. Thus we can focus on the class of within-group designs with at most three support points, including upper and lower bounds of Cj. Second, the number of support points tend to increase when ρ or block size k increase. This is not surprising. From (2.4), I ξ is proportional to
When there is no correlation within a block, the information matrix is first part of (5.1) and optimal design are based on two support points (Example 14.6, Biedermann and Yang, 2015 ) .
When c2/c1 is small, optimal designs mainly depend on the first part. As it increases, second part becomes more dominant. On the other hand,
is a increasing function of ρ and k.
Third, the saturated D-optimal design always has equal weights. This phenomena has been well known in the independent observation case. The numerical results shows it also holds for the correlated data. Now we confirm this by Theorem 5.1. Cheng (1995) showed similar result for linear model with same correlation structure under setup of exact design. Here we show it is also true for non-linear model under approximate design.
Theorem 5.1. For any model in the form of (2.5), when θ = (θ1, ...θp), if ξ = {(xj, wj)} supported on m points is D-optimal design when ρ = 0, then ξ is also saturated D-optimal design when ρ = 0. Furthermore, ξ has equal weights at all support points.
Proof. In M ξ = σ −2 F T V −1 F , F is always square matrix when ξ is saturated design, thus we Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
have
By (5.2), it is obvious that for any {wj|j = 1, ...m}, |M ξ | is maximized when |F T F | -D-optimal function for uncorrletated model -is maximized, for all ρ ∈ [0, 1], and for any fixed F , |M ξ | achieves maximum when w1 = ... = wm = 1/m.
Remark 3. Since D-optimal design for the Michaelis-Menten model with independent errors is based on two points, the proof of Theorem 5.1 also shows that a two-points D-optimal design when ρ = 0 must be the D-optimal design for independent case. Since the block size k is irrelevant to optimal design when observations are independent, it is not surprised, for (θ1, θ2) = (5, 6), the two D-optimal designs when (ρ, k) = (0.1, 3) and (ρ, k) = (0.4, 10) are identical with the understanding the slight difference is due to computing errors. The next two examples also show the similar patterns.
Exponential Model
EXAMPLES
Under approximate design δ with identical within-group {(xi, wi), i = 1, . . . , m}, we have
where Cj = xj/θ2 and
φ4(C) = Ce 2C , and φ5(C) = C 2 e 2C . Applying Theorem 3.3 with n = 5, we can verify that Γ(C) = 4e 2C > 0, for any C. Thus, we can focus on within-group designs supported by at most three distinct points including the upper bound of C. 
where θ0, θ1 > 0 and θ2 = 0. Under approximate design δ with identical within-group {(xi, wi), i = 1, . . . , m}, we have
where Cj = θ1x 
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ROBUSTNESS OF LOCALLY OPTIMAL DESIGNS
Robustness of locally optimal designs
Optimal designs discussed in previous sections are computed based on the pre-specified value of ρ, which is usually unknown in practice. Under this case, design efficiency with wrongly specified ρ should be considered. The D-and A-efficiencies of a given design, say ξ, are defined We generated a design when ρ is specified as 0 and measured its efficiencies when the true value of ρ takes other values as in Table 4 . When true value of ρ, and hence c2/c1, is small, the optimal design will be identical to the case where ρ = c2/c1 = 0. In such cases, the designs under the wrongly specified ρ is still optimal. We can find that when true ρ ≤ 0.5, corresponding design efficiencies are close to or higher than 95%. However, when ρ is further away from the wrongly misspecified value 0, design efficiencies will decrease. This is also true when ρ are wrongly specified to values other than 0.
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ROBUSTNESS OF LOCALLY OPTIMAL DESIGNS
Locally optimal designs also depend on pre-specified θ. Under D-optimal criteria, saturated optimal design always have 100% efficiency. Under both D-and A-optimal criteria, design efficiency decreases as specified θ diverges from its true value. Table 5 provides the efficiencies of a design based on the setting of ρ = 0.5 and θ = (5, 6) at various true values of θ.
We noticed that even θ is far away from the pre-specified value, design efficiencies are mostly higher than 90%.
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DISCUSSION
To sum up, Tables 4 and 4 indicate that optimal designs are quite robust with respect to misspecified values of θ and ρ under Michaelis-Menten model. Simulations with other examples yields similar conclusions. They are omitted here due to space limit.
Discussion
Although nonlinear models with correlated responses are not uncommon in practice, little optimality work has been done. The main challenge is that the information matrix does not have the "additive" property, where most available powerful tools are applied to.
For the nonlinear models with random block effects, the variance-covariance matrix for the observations within a block is compound symmetric. Because of this structure, we are able to characterize the format of optimal designs and derive the corresponding general equivalence theorem. Unlike nonlinear models with independent observations, in which optimal designs are often based on saturated design, optimal designs for nonlinear models with random block effects are not longer this case. The number of support points depends on how strong the correlation ρ is. When ρ is close to 0, it is often equal to minimum number of support points, just like that of independent case. When ρ is close to 1, optimal designs are often based on one more point than that of saturated designs.
For nonlinear models with other correlation structures, the information matrix becomes more complicated. The method employed in this manuscript is unlikely applicable. Specifically, it is not clear whether the general equivalence theorem still holds. Given the importance of nonlinear models with correlated responses, more research in this direction is certainly needed.
Proof of Theorem 4.3, Theorem 4.4,and 4.5 could be found in the on-line supplement material.
