Let F (x, y) be an irreducible polynomial over Q, satisfying F (0, 0) = 0. Skolem (1929) proved that the integral solutions of F (x, y) = 0 with xed gcd are bounded and Walsh (1992) gave an explicit bound in terms of d = gcd(x, y) and F . Assuming that (0, 0) is a non-singular point of the plane curve F (x, y) = 0, we extend this result to algebraic solution, and obtain an asymptotic equality instead of inequality. We show that for any algebraic solution (α, β), the quotient h(α)/ log d is approximatively equal to deg y F and the quotient h(β)/ log d to deg x F ; here h(·) is the absolute logarithmic height and d is the (properly dened) greatest common divisor of α and β. Still, Skolem's approach, when it applies, has an important advantage. While the argument of Siegel is ineective, that is, it does not imply any explicit bound for the solutions of our equation, the method of Skolem allows one, in principle, to bound the solutions with gcd(x, y) = d explicitly in terms of the polynomial F and the number d. F ) , but we obtain a sort of asymptotic equality when h(α) tends to innity. For instance, our Theorem 1.3 implies that in the particular case x, y ∈ Z we have log |x| approximately equal to n log d and log |y| to m log d.
Introduction
In 1929, Skolem [13] (see also [12, page 90]) proved, using a method of Runge that if F (x, y) is an irreducible polynomial with integral coecients satisfying F (0, 0) = 0, the equation F (x, y) = 0 has only nitely many solutions (x, y) ∈ Z with bounded gcd(x, y). Unfortunately, Skolem's result was overshadowed by the seminal theorem of Siegel [11] , proved the same year: the equation
F (x, y) = 0 has only nitely many solutions unless the plane curve dened by this equation is rational.
Still, Skolem's approach, when it applies, has an important advantage. While the argument of Siegel is ineective, that is, it does not imply any explicit bound for the solutions of our equation, the method of Skolem allows one, in principle, to bound the solutions with gcd(x, y) = d explicitly in terms of the polynomial F and the number d.
Indeed, in 1992, P. G. Walsh [16, Theorem 2, p . 159] gave an explicit version of Skolem's result.
He proved that if F is a polynomial as above, then the solutions of F (x, y) = 0 with gcd(x, y) = d satisfy |x| (m 6 n 6 (m + 1)
and similarly for y. Here m and n are the degrees of F in x and y, respectively, and H is the maximum of absolute values of the coecients of F . In the special case when F denes a plane curve of genus 0 and (0, 0) is a non-singular point of this curve, D. Poulakis [9] slightly rened the estimate of Walsh, proving that the solutions were bounded by c(m, n)d 2n H Second, we not only estimate x and y in terms of d (and F ), but we obtain a sort of asymptotic equality when h(α) tends to innity. For instance, our Theorem 1.3 implies that in the particular case x, y ∈ Z we have log |x| approximately equal to n log d and log |y| to m log d.
We do not make any restriction on the genus of the curve given by F but, to simplify some arguments, we assume that (0, 0) is a non-singular point of our curve. But this assumption is purely technical: a suitable renement of our method allows one to drop it, see the end of Subsection 1.2.
Skolem and Walsh used the methods of Runge. Poulakis used a rational parametrization of the genus 0 curve. Our argument is based on the method of Sprindzhuk [14, 15] in the simplied form due to Bilu and Masser [1] .
Denitions
To state our results, we need some denitions. For a number eld K we denote by M K the set of valuations of K, normalized to extend the standard valuations of Q. That is, if v ∈ M K is an innite valuation corresponding to a real embedding σ or to a pair of complex conjugate embeddings σ, σ, then |α| v = |σ(α)| for α ∈ K, while if v is a nite valuation extending the padic valuation of Q, then |p| v = 1/p. With this normalization, we have, for α ∈ K * , the product
where K v is the completion of K in the v-metric. We will also denote by M ∞ K the set of innite valuations of K and we will denote by M 0 K the set of nite valuations of K. Recall the denition of the Weil height of an algebraic number. Let α be an algebraic number, and let K be a number eld containing α. We dene the Weil height of α by
A standard verication shows that h(α) does not depend on the choice of the eld K. Also, the product formula implies that for any α ∈ K * we have
For every v ∈ M K we dene the local height h v (α) by
for α ∈ K * . We can also dene the local height of α associated to a subset S of M K by
Next, we want to extend to arbitrary algebraic numbers the notion of the greatest common divisor. Let α and β be algebraic numbers, and let K be a number eld containing them both. We dene the logarithmic gcd of α and β by
An easy verication shows that lgcd(α, β) does not depend on the choice of the eld K, and that, in the case when α and β are non zero rational integers, it is equal to the logarithm of the usual greatest common divisor:
To state our main result, we also need the notion of the Weil height of a polynomial. Let F (x, y) be a polynomial with algebraic coecients, and let K be a number eld containing these coecients. We dene the Weil height of F by
where |F | v is the maximum of v-absolute values of the coecients of F . Again, h(F ) is independent of the choice of the eld K.
The main theorems
Our main result is the following theorem.
Theorem 1.1 Let F (x, y) ∈ Q[x, y] be an absolutely irreducible polynomial with m = deg x F and n = deg y F . Assume that
Let ε satisfy 0 < ε 1. Then for all (α, β) ∈ Q * × Q such that F (α, β) = 0 we have either
Let F (x, y) ∈ Q[x, y] be an absolutely irreducible polynomial and let (α k , β k ) be a sequence of algebraic points on the plane curve F (x, y) = 0. It is well known that, when h(α k ) tends to innity, we have an asymptotic equality mh(α k ) ∼ nh(β k ). This property is called the quasiequivalence of heights. As a consequence of Theorem 1.1 we obtain a quantitative version of this property. Corollary 1.2 Let F (x, y) ∈ Q[x, y] be an absolutely irreducible polynomial and let m, n and ε be as in Theorem 1.1. Then for any couple (α, β) ∈ Q 2 such that F (α, β) = 0, we have either
where M = max{m, n}.
Habegger [5] recently suggested another explicit version of quasi-equivalence of heights on a
curve.
An obvious disadvantage of Theorem 1.1 is that it is non-symmetric in x and y. Using Corollary 1.2, we obtain the following symmetric statement. 
we have either (4) holds or (6) where ∆ = lgcd(α, β) and M = max{m, n}.
Remark that by specifying the parameter ε, one can obtain the familiar square root form for the error term in the asymptotic estimates (3), (5) and (6 
h(α)(h(F ) + log(2m + 2n)).
One can do similarly for Corollary 1.2 and Theorem 1.3.
We remark in conclusion that the non-singularity assumption can be dropped. In this case |h(α) − nlgcd(α, β)| and |h(β) − mlgcd(α, β)| should be replaced by |rh(α) − nlgcd(α, β)| and |rh(β) − mlgcd(α, β)| where
Here the sum extends to the algebraic points P of the plain curve F (x, y) = 0 with x(P ) = y(P ) = 0.
(We have r = 1 if and only if (0, 0) is a non-singular point.) We plan to pursue this in a forthcoming article.
In Section 2, we recall some classical properties for heights, and some auxiliary results that we will use in the several proofs. In Section 3 we prove Theorem 1.1, and in nale Section 4 we we show how Theorem 1.1 implies a quantitative version of quasi-equivalence of heights (Corollary 1. 2) and we obtain a symmetric version of Theorem 1.1 (Theorem 1.3).
Auxiliary facts
In this section we state several facts, to be used in the proof of the main theorem.
Estimates for heights
We begin with the classical property of polynomials, known as Gauss lemma in the nite case and
Gelfond's inequality in the innite case.
Proposition 2.1 Let f 1 (x), . . . , f r (x) be polynomials with coecients in a number eld K. Then for any nite valuation v ∈ M K we have
and for any innite v ∈ M K we have
where
r).
Proof The case of nite v is classical; see, for instance, [8, III, Section 2]. For the innite v, the left-hand side of (7) is the inequality ( * ) in the proof of Proposition B.7.3 of [6] with m = 1 (note that integers d i in [6] are not exactly the d i of our proposition). The right-hand side is Proposition B.7.4 (a) in [6] with n = 1. 2
An easy consequence of Proposition 2.1 is the following estimate for the height of the product of polynomials.
Proposition 2.2 Let f 1 (x), . . . , f r (x) be polynomials with algebraic coecients. Then
Proof Taking the logarithm, summing up over all the valuations of K, and using the identity
we obtain the result. In this paper, we will also need to estimate the height of the resultant of two polynomials.
Proposition 2.4 Let F 1 (x, y) and F 2 (x, y) be polynomials with algebraic coecients, and let R(x) be their resultant with respect to the variable y. Put
Proof Let K be a number eld containing the coecients of F 1 and of F 2 , and write
. The determinant representation of the resultant (see [7, Chapter IV, Section 8]) implies that R(x) can be written as a sum of (n 1 + n 2 )! polynomials in x, each being either 0 or ± product of n 2 polynomials taken among a 1k (x) and n 1 polynomials taken among a 2k (x). If, say, u(x) is one such term then Proposition 2.1 implies that
for an innite v ∈ M K . Taking the logarithm and summing up over v ∈ M K , we get
be a polynomial with m = deg x F and n = deg y F and let α, β be two algebraic numbers.
Proof Below, we let K be a number eld containing the coecients of F , as well as the numbers α and β.
if v is nite, and
Taking the logarithm and summing up over M K , we obtain the result.
This implies that h(f ) h(F ) + mh(α) + log(m + 1). Since β is a root of f , the result follows by Proposition 2.3.
3. Expanding the polynomial F 1 , we get
where (a ij ) are the coecients of F . Then
Taking the log and summing over all the places of K, the result follows.
Eisenstein's theorem
Let K be a number eld, and let F (x, y) ∈ K[x, y] be a polynomial satisfying
By the Theorem of Puiseux, there exists a single power series
The coecients of this series can be estimated using modern numerical versions of Eisenstein's theorem (see, for instance [4] ). However, in our special case, much sharper estimates hold than those from [4] . The following statement is the case a = 0 of [6, Proposition E.9.1].
Theorem 2.6 Let K be a number eld, and let F (x, y) ∈ K[x, y] be a polynomial satisfying (8) .
In the set-up of Theorem 2.6, put
|F |v |∂yF (0,0)|v 2 otherwise, so that according to Theorem 2.6 for all k 0 and for all valuation v in M K we have
Notice that A v = 1 for all place outside of a nite set and that A v ≥ 1 for all v ∈ M K (because ∂ y F (0, 0) is one of the coecients of F ). Also,
+ 11 log(2m + 2n) =2h(F ) + 11 log(2m + 2n). (11) (The second sum vanishes due to the product formula.) We shall frequently use this relation in the present article, sometimes without special reference. Proposition 2.7 Let K be a number eld and let Y (x) = k 0 a k x k be a series with coecients 
Proof We prove this by induction in r. For r = 1 this is clear. Assume that (12) is true for some r ∈ Z 1 . Then
Then for any nite valuation v we have
and for any innite valuation v we have
which is (12) for r + 1. 2
Absolute Siegel's lemma
We shall also need the Absolute Siegel's lemma, due to Roy and Thunder [10] . The following is an adaptation of Theorem 2.2 from [10] .
and 
2 A more precise version of this absolute Siegel's lemma can be deduced from a result of Zhang (see [3, Lemma 4.7.]) but using it would not imply any substantial renement of our result. Proposition 3.1 Let N be a positive integer, and let δ be a real number satisfying 0 < δ ≤ 1. Then there exists a non-zero polynomial G(x, y) ∈ Q with deg x G N and deg y G n − 1 satisfying the following properties:
h(G) 2nN δ −1 h(F ) + 15nN δ −1 log(2m + 2n).
Here Y (x) is the Puiseux expansion dened in Section 2.2. 
r−i being those dened in Proposition 2.7. We view L r as linear forms in variables G ij with algebraic coecients. Condition (14) can be stated as
We wish to apply Theorem 2.8 to this system of linear equations in c. Using Proposition 2.7, we nd that for any nite valuation v, we have
and for any innite valuation v, we have
so that by (11) we have h(L r ) 2nN h(F ) + 13nN log(2m + 2n), for all 0 r nN (1 − δ) − 1. Applying Theorem 2.8, we nd a non-zero solution c of (16) satisfying
This proves the proposition. 
v-adic convergence and partial height
Let K be a number eld containing all the algebraic numbers of the problem and M K the set of all the places of K.
Recall that according to Theorem 2.6 we have |a k | v A k v for all v ∈ M K and for all k 1. Let S be the subset of M K dened by
By (10) , for each v ∈ S the series a k α k converges for the v-metric. We will denote by Y v (α) its sum and set T = {v ∈ S, Y v (α) = β}.
Lemma 3.2 We have
h S (α) h(α) h S (α) + 2h(F ) + 12 log(2m + 2n).
Proof By inclusion the rst inequality is clear. For the second one, an explicit calculus of
or
Proof Let N be a positive integer satisfying N max{m, n} and let δ satisfy 0 < δ 1, both N and δ to be specied latter. Let G(x, y) be the auxiliary polynomial constructed in Proposition 3.1. By extending the eld K we may assume that it contains the coecients of G. The rest of the proof split into two cases.
The case G(α, β) = 0. Since F (α, β) = 0 as well, the polynomials F (α, y) and G(α, y) have a common root β. Then α is a root of the resultant R(x) = Res y (F (x, y) , G(x, y)) and by Propositions 2.3 and 2.4 we have
(We used the condition N m for (19)).
The case G(α, β) = γ = 0. In this case Proposition 2.5 implies that
On the other side, write
By Proposition 2.7, for any nite valuation v of K we have 
and for any innite valuation v, while N n we have
for all k nN (1 − δ). A short computation shows that for any positive integers n and k n we
By the denition of the set S, for any innite v ∈ S we have A v |α| v 1/2. Hence the series b k α k converges in the v-metric and its sum Z v (α) satises
Furthermore, for v in the set T dened in Section 3.2, we have
Combining this with (20), we get
log(2m + 2n).
We can now choose N and δ in order to get the expected bounds. First we choose δ = ε/3 so that δ < 1/3 and 1 − δ 2/3. Secondly, to have
On the other hand, if G(α, β) = 0, choosing N mn/δ gives us
Note that an integer satisfying the bounds for N is N = mn/δ and that it gives the announced bound for nh T (α). 2 Proposition 3.4 Either (2) holds or we have
Proof Let ρ(x) be the resultant Res y (F (x, y), ∂ y F (x, y)). If ρ(α) = 0, then by Propositions 2.3 et 2.4, we have h(α) n(h(F ) + h(∂ y F )) + 2mn log 2. But h(∂ y F ) h(F ) + log n, so that h(α) 2nh(F ) + n log n which is better than (2). We can now assume that ρ(α) is nonzero and we can enlarge the eld K so tha the polynomial F (α, y) splits into linear factors. Let us put
We can now apply Proposition 3.3 with ε/n instead of ε: let β = β 1 and for i from 1 to n, we put
If (2) is not true then Proposition 3.3 gives
so that by Lemma 3.2 we have
which gives us the wanted bound. Proposition 3.5 Either (2) holds or we have
3.4 A bound for |lgcd(α, β) − h T (α)|
In this subsection, we prove the following proposition: Proposition 3.6 Let F be a polynomial with algebraic coecients, and let K, m, and n be as in Theorem 1.1. Let also be S and T the subsets of M K dened at the begining of Subsection 3.2.
Then |lgcd(α, β) − h T (α)| 7h(F ) + 33n log(2m + 2n). 
and
if v is nite. In particular, for any place v in T , we have
Then for any v in T , we have
Let us put ∆ = lgcd(α, β). We have
This gives us a lower bound for ∆ − h T (α):
The upper bound is more advanced. It relies in the following statement.
Proposition 3.7 In the set-up of Proposition 3.6, there is a partition S = T U V such that
To prove this proposition, we need the following lemma.
Lemma 3.8 Let K be a eld with a valuation v and let f (y) ∈ K[y] be a polynomial of degree n.
1. For any root β of f , we have
2. Let β and γ be two distinct roots of f . Then
where c v (n) = 1 (n + 1)2 n+2 if v is innite, and c v (n) = 1 if v is nite. 
Let us assume that v is innite. By (26), we get
Applying the rst part of the lemma to polynomial g we get
Similarly, is v is nite, we have 
Proof of Proposition 3.7 . We rst dene U as the union of two subsets U 1 and
Then for any innite valuation v in U 1 , we have 
Taking the log and summing up over all the places of U 2 we get
Similarly, for any place
which proves Proposition 3.7.
2
Now we are ready to complete the proof of Proposition 3.6. Using the partition S = T U V , we get:
h T (α) + 7h(F ) + 33n log(2m + 2n),
Recall that h M K \S (α) was estimated in lemma 3.2. Combined with (25) we get |∆ − h T (α)| 7h(F ) + 33n log(2m + 2n).
This proves Proposition 3.6.
Proof of Theorem 1.1. Combining Propositions 3.5 and 3.6, we obtain that if (2) Let F be as above. We need a small solution (α 0 , β 0 ) of F (x, y) = 0: let ρ y (x) and ρ x (y) be respectively the resultants Res y (F, ∂ y F ) and Res x (F, ∂ x F ). An algebraic number γ will be called bad either if it is a root of ρ y (x) or if ρ x (y) and F (γ, y) have a common root. There are at most m(2mn + n + 1) bad algebraic numbers so that we can choose a good rational integer α 0 with h(α 0 ) log(m(2mn + n + 1)/2 + 1) 2 log(2m + 2n).
Let β 0 ∈ Q be a root of F (α 0 , y). Then by Proposition 2.5, we have h(β 0 ) h(F ) + mh(α 0 ) + n + log(m + 1).
Now put F 1 (x, y) = F (x + α 0 , y + β 0 ). By Proposition 2.5, we have h(F 1 ) h(F ) + mh(α 0 ) + nh(β 0 ) + m + n + log(m + 1) + log(n + 1) 2nh(F ) + 9mn 2 log(2m + 2n). 
h(β − β 0 ) 27m 5 nε −2 h(F 1 ) + 171m 5 nε −2 log(2m + 2n) 54m 5 n 2 ε −2 h(F ) + 414m 6 n 3 ε −2 log(2m + 2n),
or we have |h(α − α 0 ) − n∆ 0 | εh(α − α 0 ) + 41n 3 ε −1 h(F 1 ) + 275n 3 ε −1 log(2m + 2n) |h(β − β 0 ) − m∆ 0 | εh(β − β 0 ) + 41m 3 ε −1 h(F 1 ) + 275m 3 ε −1 log(2m + 2n),
where ∆ 0 = lgcd(α − α 0 , β − β 0 ).
But if (32) is true, then by (28), (29) and (30), we get h(β) h(β − β 0 ) + h(β 0 ) + 1 55m 5 n 2 ε −2 h(F ) + 418m 6 n 3 ε −2 log(2m + 2n)
and by Proposition 2.5, we have h(α) h(F ) + nh(β) + m + log(n + 1) 56m 5 n 3 ε −2 h(F ) + 420m 6 n 4 ε −2 log(2m + 2n).
We use the same arguments if (31) holds, in which case the resulting estimates are even slightly better. Thus if one of (31) and (32) holds, then max{h(α), h(β)} 56M 8 ε −2 h(F ) + 420M 10 ε −2 log(4M ),
