Motivated by Internet advertising applications, online allocation problems have been studied extensively in various adversarial and stochastic models. While the adversarial arrival models are too pessimistic, many of the stochastic (such as i.i.d or random-order) arrival models do not realistically capture uncertainty in predictions. A significant cause for such uncertainty is the presence of unpredictable traffic spikes, often due to breaking news or similar events. To address this issue, a simultaneous approximation framework has been proposed to develop algorithms that work well both in the adversarial and stochastic models; however, this framework does not enable algorithms that make good use of partially accurate forecasts when making online decisions. In this paper, we propose a robust online stochastic model that captures the nature of traffic spikes in online advertising. In our model, in addition to the stochastic input for which we have good forecasting, an unknown number of impressions arrive that are adversarially chosen. We design algorithms that combine an stochastic algorithm with an online algorithm that adaptively reacts to inaccurate predictions. We provide provable bounds for our new algorithms in this framework. We accompany our positive results with a set of hardness results showing that that our algorithms are not far from optimal in this framework. As a byproduct of our results, we also present improved online algorithms for a slight variant of the simultaneous approximation framework.
INTRODUCTION
In the past decade, online budgeted allocation problems have been studied extensively due to their important applications in Internet Advertising. In such problems, we are given a bipartite graph G = (X, Y, E) with a set of fixed nodes (also known as agents, or advertisers) Y , a set of online nodes (corresponding to items or impressions) X, and a set E of edges between them. Each agent / fixed node j ∈ Y is associated with a total weighted capacity (or budget) c j ; in the context of Internet advertising, each agent corresponds to an advertiser with a fixed budget to spend on showing their ad to users. The items / online nodes i ∈ X arrive one at a time, along with their incident edges (i, j) ∈ E(G) and the weights w i,j on these edges. These online nodes correspond to search queries, page-views, or in general, impressions of ads by users. Upon the arrival of an item i ∈ X, the algorithm can assign i to at most one agent j ∈ Y where (i, j) ∈ E(G) and the total weight of nodes assigned to j does not exceed c j . The goal is to maximize the total weight of the allocation.
This problem is known as the Budgeted Allocation or AdWords problem, and it has been studied under the assumption that maxi,j wi,j minj cj have been studied, and techniques to solve the budgeted allocation problem have been generalized to solve those problems. Traditionally, results have been developed for a worst-case arrival model in which the algorithm does not have any prior on the arrival model of online nodes. Under this most basic online model, known as the adversarial model, the online algorithm does not know anything about the items or E(G) beforehand. In this model, the seminal result of Karp, Vazirani and Vazirani [Karp et al. 1990] gives an optimal online 1 − 1 ecompetitive algorithm to maximize the size of the matching for unweighted graphs where w ij = 1 for each (i, j) ∈ E(G). For weighted graphs, Mehta et al. [Mehta et al. 2007; Buchbinder et al. 2007 ] presented the first 1 − 1 e -approximation algorithm to maximize the total weight of the allocation for the AdWords problem.
In practical settings motivated by placement of Internet ads, the incoming traffic of page-views may be predicted with a reasonable precision using a vast amount of historical data. Motivated by this ability to forecast traffic patterns, various stochastic online arrival models have been introduced. Such models include (i) the i.i.d. stochastic arrival model in which there is a (known or unknown) distribution over the types of items, and each item that arrives is drawn i.i.d. from this distribution [Feldman et al. 2009b; Vee et al. 2010] , or (ii) the random order model [Devanur and Hayes 2009; Feldman et al. 2010; Agrawal et al. 2009 ], which makes the weaker assumption that individual items and edge weights can be selected by an adversary, but that they arrive in a random order. Several techniques have been developed to design asymptotically optimal online allocation algorithms for these stochastic arrival models (For example, these algorithms include a set of dual-based algorithms [Devanur and Hayes 2009; Feldman et al. 2010] , and a set of primal-based algorithms discussed later).
These algorithms for the stochastic models are useful mainly if the incoming traffic of items (i.e. online impressions) can be predicted with high precision. In other words, such algorithms tend to rely heavily on a precise forecast of the online traffic patterns (or if the forecast is not explicitly provided in advance, that the pattern 'learnt' by the algorithm is accurate), and hence these algorithms may not react quickly to sudden changes in traffic. In fact, the slow reaction to such traffic spikes imposes a serious limitation in the real-world use of stochastic algorithms for online advertising, and more generally, this is a common issue in applying stochastic optimization techniques to online resource allocation problems (see e.g., [Wang et al. 2006] ). To the best of our knowledge, no large Internet advertising systems deploy such stochastic allocation algorithms 'as-is' without modifications to deal with situations where the forecasts are inaccurate. Various techniques such as robust or control-based stochastic optimization have been described in the literature [Ben-Tal and Nemirovski 2002; Bertsimas et al. 2004; Wang et al. 2006; Tan and Srikant 2011] to deal with this shortcoming, but they do not provide theoretical guarantees when the input is near-adversarial.
One recent theoretical result in this direction is the simultaneous adversarial and stochastic framework . The main question of this recent work is whether there exists an algorithm which simultaneously achieves optimal approximation ratios in both the adversarial and random-order settings. More specifically, does there exist an algorithm achieving a 1 − ε approximation for the random-order model, and at the same time achieving a 1 − 1 e -approximation for the adversarial model? Mirrokni et al. [2011] showed that the answer to this question is positive for unweighted bipartite graphs, but it is negative for the general budgeted allocation problem. Further, they show that the best 1 − 1 e -competitive algorithm for the adversarial model achieves a 0.76-approximation in the random-order model. Though this shows that the adversarial algorithm has an improved competitive ratio in stochastic settings, it does not use forecast information explicitly, and hence it can be quite far from optimal even when the forecast is perfectly accurate. Moreover, the simultaneous approximation framework is still trying to design an algorithm that is guaranteed to work well in extreme situations (where the input follows the forecast perfectly, or is completely adversarial). What if the forecast is mostly, but not entirely accurate? For instance, suppose traffic to a website largely follows the prediction, but there is a sudden spike due to a breaking news event? Treating this as entirely adversarial input is too pessimistic.
Our Model and Results. In this paper, we propose a model of online stochastic budgeted allocation with traffic spikes, referred to as Robust Budgeted Allocation, that goes beyond the worst-case analysis in the adversarial model, and develop algorithms that explicitly use the stochastic information available for arrival pattern. In our model, in addition to the stochastic input for which we have good forecasting, an unknown number of impressions arrive that are adversarially chosen. This model is motivated by the patterns of traffic spikes in online advertising in which part of the incoming traffic of users may be the result of a new event that we did not predict, corresponding to a new traffic pattern. We design an algorithm that adaptively checks if the traffic forecast is accurate, and reacts to flaws in traffic forecasting due to traffic spikes. We measure the accuracy of the forecast in terms of a parameter λ which, roughly speaking, captures the fraction of the value of an optimal solution that can be obtained from the stochastic input (as opposed to the adversarially chosen impressions). In general, the competitive ratio of the algorithm will naturally increase with λ. Furthermore, we accompany our results with a set of hardness results showing that our provable approximation guarantees are not far from the optimal achievable bounds. Interestingly, our techniques also result in new approaches for the simultaneous approximation framework of ; though the models are slightly different (i.i.d. vs. random order, as well as the fact that we require a possibly inaccurate forecast of traffic), our algorithm gives improved performance for the weighted case under uncertain input compared to what was achieved in that paper. Section 2 describes the model precisely, allowing us to formally state our results.
Our technique is based on defining a notion of ε-closeness in distributions, and then understanding the behaviour of an online algorithm over sequences that are ε-close to a given distribution. Most notably, we can show how to modify any online stochastic algorithm to work for online adversarial input sequences that are ε-close to a known distribution. This technique is summarized in the next section. We then combine such a modified stochastic algorithm with an adversarial algorithm to guarantee robustness. Converting this idea to provable algorithms for the robust online allocation problem requires applying several combinatorial lemmas and proving invariants that can be converted to a factor-revealing mathematical program, which can then be analyzed numerically and analytically to prove desirable competitive ratios.
Other Related Work. Online Stochastic Allocation. Two general techniques have been applied to get improved approximation algorithms for online stochastic allocation problems: primal-based and dual-based techniques. The dual-based technique is based on solving a dual linear program on a sample instance, and using this dual solution in the online decisions. This method was pioneered by Devanur and Hayes [Devanur and Hayes 2009] for the AdWords problem and extended to more general problems [Feldman et al. 2010; Agrawal et al. 2009; Vee et al. 2010 ]. It gives a 1 − ε-approximations for the random order model if the number of items m is known to the algorithm in advance, and OP T wij ≥ O( m log n ε 3 ), where n := |Y | is the number of agents. The primal-based technique is based on solving an offline primal instance, and applying this solution in an online manner. This method applies the idea of power-of-two choices, and gives improved approximation algorithms for the iid model with known distributions. This technique was initiated by [Feldman et al. 2009b] for the online (unweighted) matching problem and has been improved [Bahmani and Kapralov 2010; Menshadi et al. 2011; Haeupler et al. 2011; Jaillet and Lu 2013] . All the above algorithms heavily rely on an accurate forecast of the traffic. An alternative technique that has been applied to online stochastic allocation problems is based on optimizing a potential function at each stage of the algorithm [Devanur et al. 2011 [Devanur et al. , 2012 . This technique has been analyzed and proved to produce asymptotically optimal results under the i.i.d. model with unknown distributions. Although this technique does not rely on the accurate predictions as much, it does not combine stochastic and adversarial models, and the analysis techniques used are not applicable to our robust online allocation model. For unweighted graphs, it has been recently observed that the Karp-Vazirani-Vazirani 1− 1 e -competitive algorithm for the adversarial model also achieves an improved approximation ratio of 0.70 in the random arrival model [Karande et al. 2011; Mahdian and Yan 2011] . This holds even without the assumption of large degrees. It is known that without this assumption, one cannot achieve an approximation factor better than 0.82 for this problem (even in the case of i.i.d. draws from a known distribution) [Menshadi et al. 2011 ]. All the above results rely on stochastic assumptions and apply only to the random-order or the iid stochastic models. Robust stochastic optimization. Dealing with traffic spikes and inaccuracy in forecasting the traffic patterns is a central issue in operations research and stochastic optimization. Methods including robust or control-based stochastic optimization [Ben-Tal and Nemirovski 2002; Bertsimas et al. 2004; Wang et al. 2006; Tan and Srikant 2011] have been proposed. These techniques either try to deal with a larger family of stochastic models at once [Ben-Tal and Nemirovski 2002; Bertsimas et al. 2004; Wang et al. 2006 ], try to handle a large class of demand matrices at the same time [Wang et al. 2006; Applegate and Cohen 2006; Azar et al. 2003 ], or aim to design asymptotically optimal algorithms that react more adaptively to traffic spikes [Tan and Srikant 2011] . These methods have been applied in particular for traffic engineering [Wang et al. 2006 ] and inter-domain routing [Applegate and Cohen 2006; Azar et al. 2003 ]. Although dealing with similar issues, our approach and results are quite different from the approaches taken in these papers. For example, none of these previous models give theoretical guarantees in the adversarial model while preserving an improved approximation ratio for the stochastic model. Finally, an interesting related model for combining stochastic and online solutions for the Adwords problem is considered in [Mahdian et al. 2007 ], however their approach does not give an improved approximation algorithm for the i.i.d. model.
Note: Due to space constraints, several proofs have been deferred to the full version. In particular, the proof of Lemma 3.4 for the unweighted case appears only in the full version, but we include the similar proof for the more general weighted case here.
PRELIMINARIES AND TECHNIQUES

Model
Let I denote a set of item 'types'; in the Internet advertising applications, these represent queries / ad impressions with different properties that are relevant to advertiser targeting and bidding. A forecast F = (D, f ) has two components: A distribution D over I, together with a number f ; this is interpreted as a prediction that f items will arrive, each of which is drawn independently from D.
In the Stochastic Budgeted Allocation problem, the input known to the algorithm in advance is a forecast F = (D, f ), and a set of agents Y , with a capacity c j for agent j. A sequence of f items is drawn from the distribution D and sent to the algorithm one at a time; the algorithm must allocate these items as they appear online. The total weight of items allocated to agent j must not exceed c j , and the objective is to maximize the weight of the allocation. As discussed above, there has been considerable work on near-optimal algorithms for Stochastic Budgeted Allocation [Devanur and Hayes 2009; Feldman et al. 2010; Agrawal et al. 2009; Vee et al. 2010; Alaei et al. 2012] .
In this paper, we define the new Robust Budgeted Allocation problem, for which our input model is the following: The adversary can create in advance an arbitrary forecast F = (D, f ), and a collection of agents Y . Further, at each time step, the adversary can either create a new arbitrary item (together with its incident edges and weights) and send it to the algorithm, or choose to send an item drawn from D. After at least f items have been drawn from D, the adversary can either send additional (arbitrary) items, or choose to terminate the input. The online algorithm knows in advance only the forecast F and the agents Y , and so it knows that it will receive f items corresponding to i.i.d. draws from D; it does not know anything about the items created by the adversary, where in the sequence they arrive, or the total number m of items that will arrive. As usual, the competitive ratio of the algorithm is measured by the worst-case ratio (over all inputs) of the value of its allocation to the value of the optimal allocation on the sequence that arrives.
With the preceding description of the model, no algorithm can have a competitive ratio better than 1 − 1/e, for the simple reason that we could set f = 0, allowing the adversary to control the entire input. (Or even for larger f , the edge weights for the adversarial items could be considerably larger than the weights for the forecast items in I.) We have not quantified the accuracy of the forecast, or meaningfully limited the power of the adversary. Our goal is to design algorithms with a competitive ratio that improves with the accuracy of the forecast. We quantify this accuracy as follows:
Definition 2.1. For an instance I of the Robust Budgeted Allocation problem with forecast (D, f ), let S(I) denote the set of f 'stochastic' items drawn from distribution D. Let A(I) denote the set of n − f 'adversarial' items. When I is clear from context, we simply use S and A to denote the stochastic and adversarial items respectively. We mildly abuse notation and, when clear from context, also use I to refer to the sequence of items in an instance. For a solution Sol to an instance I, let Val S (Sol) denote the value obtained by Sol from allocating the items of S to agents, and Val A (Sol) denote the value obtained by Sol from allocating the items of A.
is the set of all optimal solutions of I.
Note that when the forecast is completely accurate (there are no adversarial items), the instance is 1-stochastic, and when f = 0 (all items are adversarial), the input is 0-stochastic. Though λ is unknown to the algorithm, our goal is to design algorithms which, when restricted to λ-stochastic instances, have good competitive ratio (ideally, increasing in λ).
Algorithms for Working with Forecasts
In this section, we consider how to solve the Stochastic Budgeted Allocation problem. Similar problems have been applied before (see e.g. [Alaei et al. 2012] ), but we describe a specific approach below that will be a useful tool for the Robust Budgeted Allocation problem. Further, our argument implies that this approach performs well even for an adversarial input sequence if it is sufficiently 'close' to the forecast.
Roughly speaking, given a forecast F = (D, f ), if the number of items f is sufficiently large, then we can work with an 'expected instance'. In the expected instance, the set of items is created by assuming each type t ∈ I arrives in proportion to P D=t . We then run any (offline) algorithm Alg on the expected instance; when an item arrives in the real online instance, we assign it according to the allocation given by Alg on the expected instance. If the number of items f is sufficiently large, then only a small error is induced because we assign according to the expected instance instead of the random realization of the forecast.
We begin by defining the notion of a sequence being ε-close to a distribution. Indeed, we show that with high probability a 'long' sequence of draws from a distribution is ε-close to that distribution, where ε is an arbitrary small constant. We next prove that if we ignore inputs which are not ε-close to the input distribution, we lose only 1 m in the competitive ratio. Finally, we show that we can modify any online stochastic algorithm, or more strongly any offline algorithm for Budgeted Allocation to work for online adversarial input sequences which are guaranteed to be ε-close to a known distribution. Interestingly, this reduction loses only 4ε on the competitive ratio.
Definition 2.3. Let S = s 1 , s 2 , ..., s m be a sequence of items and let D be a distribution over a set of item types I. For a type t ∈ I, let P D=t be the probability that a draw from D is t. We say S is ε-close to distribution D, if for any continuous sub-sequence
Consider that (k − i + 1)P D=t is the expected number of items of type t in a set of k − i + 1 draws from D. When k − i + 1 is large, using the Chernoff bound we can show that the number of items of type t is close to the expectation. On the other hand, when k − i + 1 is small, the term εm dominates k − i + 1, and thus the number of items of type t is in the range (k − i + 1 ± εm)P D=t . Lemma 2.5 formalizes this intuition, showing that with high probability a sequence of drawn items from a distribution D is ε-close to D.
Definition 2.4. Given a distribution D, a sequence of f items is said to satisfy the
LEMMA 2.5. Let S be a sequence of m items drawn from a distribution D. Assuming the long input condition, the probability that S is ε-far from D is at most 1 m 2 . In the rest of this section, we use the monotonicity and subadditivity properties of Budgeted Allocation, stated in Lemma 2.6 and Lemma 2.7 respectively. LEMMA 2.6 (MONOTONICITY). Budgeted Allocation is monotone: Fixing the set of agents and their capacities, for any sequence of items S and any sequence T ⊆ S, we have Opt(T ) ≤ Opt(S) where Opt(S) and Opt(T ) are the values of the optimum solutions when the items that arrive are S and T respectively.
LEMMA 2.7 (SUBADDITIVITY). Budgeted Allocation is subadditive: Fixing the set of agents and their capacities, for any sequence of items S and any sequence of items T , we have Opt(S ∪ T ) ≤ Opt(S) + Opt(T ) where Opt(X) indicates the size of the optimum solution when the sequence of items that arrive is X.
Lemma 2.5 says that w.h.p, a sequence of items drawn from a distribution D is εclose to D. That is, inputs which are ε-far from the input distribution are rare, but this does not immediately imply that the total value of such rare ε-far inputs is small as well. Lemma 2.8 says that we may ignore all inputs which are ε-far from the input distribution and only lose a small fraction in the competitive ratio.
LEMMA 2.8. Let S be a sequence of m items drawn from a distribution D, satisfying the long input condition. Let Alg be an α-competitive algorithm for Stochastic Budgeted Allocation with forecast (D, m). Let Alg close be an algorithm that has the same outcome as Alg when the input is ε-close to D and 0 otherwise. Alg close is (α − 1 m )-competitive. Note that any algorithm Alg for Budgeted Allocation has a random outcome when the items are drawn from a forecast, simply due to the randomness in the sequence of items. We now define a derandomization of such algorithms: Given an algorithm Alg, a forecast F = (D, f ) and a constant ε, algorithm DeRand F ε (Alg) is defined as follows: Let S be a sequence of (1 − ε)f impressions, with (1 − ε)f · P D=t impressions of type t, for each type t. Run algorithm Alg on sequence S . Let Alg(S , t, i) be the agent to which Alg assigns the ith impression of type t in S . Note that any sequence of f items which is ε-close to D contains at least (1 − ε)f · P D=t impressions of each type t. We can now describe how DeRand F ε (Alg) allocates items of a sequence S. For each type t, Algorithm DeRand F ε (Alg) allocates the first (1 − ε)f · P D=t impressions of type t in S in the same manner as Alg allocated S . That is, we assign the ith impression of type t in S to Alg(S , t, i). After the first (1 − ε)f P D=t impressions of type t have been allocated, we do not allocate any more items of this type. Finally, if at any time during the algorithm, we observe that the input sequence (so far) is not ε-close to distribution D, the algorithm stops and returns false. Otherwise, it returns true.
When it is clear from the context, we drop F and ε from the notation of DeRand F ε (Alg). Remark 2.9. Note that for any forecast F = (D, f ) and constant ε, the outcome of DeRand F ε (Alg) on any item sequence of length f that is ε-close to D is a function purely of D and ε, but not the actual impressions in the sequence. THEOREM 2.10. Let F = (D, f ) be a distribution, and let A be an adversarial input with length f such that A satisfies the long input condition and A is ε-close to D. Let Alg be an α-competitive algorithm for Stochastic Budgeted Allocation. Though A is not explicitly drawn from D, DeRand F ε (Alg) is α − 2ε competitive on sequence A. Consider an α-competitive online algorithm (or α-approximate offline algorithm), Alg, for Budgeted Allocation with stochastic input. By Theorem 2.10, for inputs which are ε-close to D, DeRand F ε (Alg) has a competitive ratio that is only 2ε worse than that of Alg. Moreover, Lemma 2.8 says that if we ignore all inputs which are ε-far from the input distribution, we lose only 1 m on the competitive ratio. Together with the assumption that ε ≥ 1 m , we obtain the following corollary. COROLLARY 2.11. Let Alg be an α-competitive algorithm for Stochastic Budgeted Allocation (or α-approximate offline algorithm for Budgeted Allocation). For any small constant ε and any forecast F , DeRand F ε (Alg) is an (α − 3ε)-competitive algorithm for Stochastic Budgeted Allocation.
ROBUST ONLINE BUDGETED ALLOCATION
In this section, we consider the Robust Budgeted Allocation problem. As described above, the algorithm knows in advance the set of agents Y , together with a capacity c j for each agent j ∈ Y . Further, it knows the forecast F = (D, f ), but not how many additional items will be sent by the adversary, nor how they are intermixed with the f items drawn from D.
Recall that a λ-stochastic instance is one where the 'stochastic items' (those drawn from D) provide λ-fraction of the value of an optimal solution. (Also, note that λ is not Fig. 1 . Summary of results, parametrized by λ. The blue curve denotes the upper bound on the competitive ratio of any algorithm, the green curve is our algorithm for the unweighted case, and the red curve is our algorithm for the weighted case.
known to the algorithm.) As λ increases (corresponding to an increase in the accuracy of our forecast, or a smaller traffic spike), we expect the performance of our algorithms to improve. However, we wish our algorithms to be robust, obtaining good performance compared to an optimal offline solution even when λ is close to 0 (corresponding to a very large traffic spike, when the typical 'forecast' traffic is only a small fraction of the total). First, in Section 3.1, we consider the unweighted Robust Budgeted Allocation problem, in which w ij is the same for all (i, j) ∈ E. As desired, we obtain an algorithm with competitive ratio tending to 1 as λ tends to 1, and 1 − 1/e when λ tends to 0. Then, in Section 3.2, we consider the general weighted Robust Budgeted Allocation problem, and finally, in Section 3.3, we give upper bounds on the competitive ratio of any algorithm. All our competitive ratios are parametrized by λ, and they are summarized in Figure 1 .
For simplicity, throughout this section, we assume that the capacity of all the agents are the same (normalized to 1). This assumption can be removed by dividing agents with large capacities into multiple dummy agents.
Unweighted Robust Budgeted Allocation
Our general approach will be to simulate the following idea: Suppose we first receive the f stochastic items drawn from D. We could allocate these items optimally (assuming they are the entire input). If this uses up most of the budgets of the agents, we automatically have a good solution, even if we do not allocate any of the adversarial items. If some fraction of the budgets remain unused, use this remaining capacity to allocate any adversarial items that arrive. If there is a way to allocate these adversarial items using the remaining capacities, we obtain 1 − 1/e fraction of this value.
Unfortunately, in the real Robust Budgeted Allocation model, we do not know which items are stochastic and which are adversarial, so we cannot perform this clean separation perfectly. Still, we can approximate this separation as follows: Let A be an algorithm for Stochastic Budgeted Allocation. We have two algorithms running simultaneously. The first is a slight variant of DeRand F ε (A), and the second is Balance [Kalyana-sundaram and Pruhs 2000]. More precisely, we send each item to DeRand F ε (A); recall that this algorithm first checks if the input seen so far is ε-close to D. If it is, it allocates this item according to A; otherwise, it returns false. Now, instead of returning false, we assume that this item must have been sent by the adversary. As such, we erase this item from the history of DeRand F ε (A), and try to allocate it using Balance. That is, we 'guess' that all items that are matched by DeRand F ε (A) are stochastic items and all other items are adversarial.
Note that DeRand F ε (A) does not match more than (1 − ε)f items, (1 − ε)f P D=t from each type t. From Lemmas 2.5 and 2.8, we know that w.h.p., the sequence of stochastic items is ε-close to D; by ignoring the case when it is ε-far from D, we lose at most 1 m in the competitive ratio. Given the long input assumption, 1/m < ε, and hence by losing ε in the competitive ratio, we assume that the stochastic items are always ε-close to D. Since the sequence of stochastic items is ε-close to D, we have at least (1 − ε)f P D=t items of type t. Therefore, the items that DeRand F ε (A) leaves unallocated are a superset of all the adversarial items. (More precisely, there may be an adversarial item of type t that we guess is stochastic, but there must be a corresponding stochastic item of type t that we treat as adverarial instead.)
We now complete the description of our combined algorithm: Given an allocation, let x j denote the fraction of agent j's budget used in this allocation. Let Alg S be a (1 − ε)competitive algorithm for Stochastic Budgeted Allocation with the further property that it minimizes n j=1 x 2 j . (In other words, Alg S reproduces an optimal offline solution such that each item is allocated to an eligible agent with the lowest x j .) We run DeRand F ε (Alg S ) as the first of our two algorithms. Recall from Remark 2.9 we know the exact allocation of DeRand F ε (Alg S ), which is independent of the random draws. If x j denotes the fraction of agent j's capacity used by this allocation, for items unallocated by DeRand F ε (Alg S ), we run the Balance algorithm on the instance of Budgeted Allocation with the adversarial items, and in which the capacity of agent j is 1 − x j .
How does this combined algorithm perform? We use S to denote the stochastic items, and A the adversarial items. From Corollary 2.11 we know that DeRand F ε (Alg S ) is 1 − O(ε) competitive against Opt(S). We will prove in Lemma 3.5 that the optimum solution on the items of A using the remaining capacities 1 − x j is at least (1 − λ − O(ε))(Opt(A ∪ S) − Opt(S)). Since Balance is a (1 − 1/e)-competitive algorithm, the value we derive from Balance is at least (1 − 1 e )(1 − λ − O(ε)) · (Opt(A ∪ S) − Opt(S)). Therefore, the competitive ratio of the combined algorithm is at least:
where the first equality uses the definition of λ-stochastic to replace Opt(S) with λOpt(S ∪ A). This proves the following theorem. In order to prove the key Lemma 3.5, we first write Mathematical Program 2, and show in Lemma 3.3 that this lower bounds the ratio of the optimum allocation of n j=1 (y j − z j ) n j=1 y j Subject to: the adversarial items on the remaining capacities to the overall optimum. Next, in Lemma 3.4, we show that the solution of this mathematical program is at least 1 − λ. Lemma 3.5 is an immediate result of combining these two lemmas.
We now show that there exists an optimum allocation of all items such that the contribution of stochastic items in this allocation is exactly Opt(S). We will need this for Lemma 3.3. LEMMA 3.2. For any disjoint sets of items A and S, there exist an optimum allocation of S ∪ A such that the contribution of items of S in this allocation is exactly Opt(S).
PROOF. We prove this lemma by contradiction. Assume that in all optimum allocations of S ∪ A, the contribution of items of S is less than Opt(S). Consider an optimum allocation Opt (S ∪ A) of S ∪ A such that the items of S have the maximum contribution to the allocation. Denote the allocation of items of S in Opt (S ∪ A) by A (S). By definition, A (S) is not an optimum allocation of S. Thus, there exists an augmenting path in A (S) which can increase the number of assigned items to one of the agents by exactly one, and keep the number of assigned items to all other agents the same. This change increases the number of assigned items in A (S) by one, and may decrease the number of assigned items from A by at most one. Therefore, it is an optimal solution of S ∪ A in which items from S have more contribution, and hence gives a contradiction. PROOF. Let x j be the fraction of the capacity of the agent j which is filled by Alg S . Without loss of generality, assume that x j s are in increasing order. That is, for all 1 ≤ j ≤ n − 1, we have x j ≤ x j+1 , which is the third constraint in Mathematical Program 2.
Consider the optimum solution of S ∪ A from Lemma 3.2. Let y j be the fraction of the capacity of the agent j that is filled by the adversarial items in this solution. One can see that the fourth constraint says that the contribution of the stochastic items is at most λ fraction of the total value. (From Lemma 3.2, we could have equality in the fourth constraint, but for simplicity of analysis, we maintain the inequality.)
Note that we want to compare the optimum solution of the adversarial items on the remaining capacities 1 − x j with the total value n j=1 y j of the adversarial items in the optimum solution of S ∪ A. For some agent j, if we have y j + x j ≤ 1, we can assign the same adversarial items to the agent j as in the optimum allocation. On the other hand, if y j + x j ≥ 1, we can only use 1 − x j fraction of the capacity of agent j for the adversarial items. Thus, we can always assign y j − max(0, x j + y j − 1) fraction of the capacity of agent i to the adversarial items. This quantity is denoted by z j in the first constraint.
By assigning adversarial items as in the optimum solution of S ∪A using the remaining capacities, we can obtain at least n j=1 y j − z j . The objective function of Mathematical Program 2 compares this to what the optimum solution of S ∪ A can get from adversarial items.
Finally, fix an index j such that x j < x j+1 and look at all agents with index greater than j. All stochastic items that we match to agents with index greater than j have no edge to the agents with index less than or equal to j. (By definition of Alg S , which assigns items to the eligible agent with lowest value of x j .) Thus, in any optimum solution of S, they cover at least n k=j+1 x k of the agents with index greater than j. Thus, this optimum solution of S ∪ A covers n k=j+1 (x k + y k ) of the agents with index greater than j. Consider that we have n−j such agents, we get n k=j+1 (x k +y k ) ≤ n−j. This is the second constraint in Mathematical program 2.
LEMMA 3.4. For any small number δ, the solution of the mathematical program 2 is at least 1 − λ − O(δ).
The following lemma is an immediate result of combining Lemma 3.3 and Lemma 3.4.
LEMMA 3.5. The optimum allocation of adversarial items on the remaining capacities is at least (1 − λ − O(δ))(Opt(S ∪ A) − Opt(S)).
Weighted Robust Budgeted Allocation
We can now describe our algorithm for general weighted case of Budgeted Allocation. As in the unweighted case, we combine the allocations of two algorithms: One that runs on the (stochastic) items that we guess are drawn from the forecast, and one on the items that we guess are constructed by the adversary.
For the stochastic items, we start with a base algorithm for Stochastic Budgeted Allocation that is not necessarily optimal. Instead of maximizing the weight of the allocation from the stochastic items, we start with an algorithm Alg pot that maximizes the potential of the allocation, as defined below.
Definition 3.6. Let X = (x 1 , x 2 , . . . , x n ) be a vector of numbers, such that for all 1 ≤ j ≤ n, we have 0 ≤ x j ≤ 1. We define the potential of x j , P ot(x j ) to be x j − e (xj −1) . We define the potential of the vector X, P ot(X) to be n j=1 P ot(x j ). Let x j denote the fraction of capacity c j used by the potential-maximizing allocation of Alg pot . Similarly to the unweighted case, when items arrive, we send them to DeRand(Alg pot ); for those items that are unmatched, by DeRand(Alg pot ), we send them to the Balance algorithm using the remaining capacities 1 − x j . Exactly the same argument that we provide for the unweighted case works here to show that by losing O(ε) on the competitive ratio, we can assume that we match all stochastic items using DeRand(Alg pot ) and all adversarial items using the Balance algorithm. We use Alg to denote this combined algorithm. In order to analyze our algorithm Alg, we need to define another potential function based on P ot(X). Definition 3.7. Let X = (x 1 , x 2 , . . . , x n ) and Y = (y 1 , y 2 , . . . , y n ) be two vectors of numbers between 0 and 1. For each 1 ≤ j ≤ n, we define P ot X (y j ) as follow. If x j ≤ y j , we have P ot X (y j ) = P ot(y j ). Otherwise, we have P ot X (y j ) = P ot(x j )+(y j −x j )P ot (x j ), where P ot (.) is the first derivative of P ot(.). Thus, for x j < y j we have:
We define P ot X (Y ) to be n j=1 P ot X (y j ). Note that the second derivative of P ot(x j ) is −e xj −1 which is always negative. Thus, P ot(x j ) is a concave function. Therefore, for a fixed x j , P ot X (y j ) is concave in the range [0, x j ]. Moreover, P ot X (y j ) is linear in the range (x j , 1] and thus, P ot X (y j ) is a concave function.
Consider that, in the range (x j , 1], the function P ot X (y j ) is the degree 2 Taylor series of P ot(y j ) at point x j . In addition, the second derivative of P ot(y j ) in the range [0, 1] is lower-bounded by −1, yielding the following lemma.
LEMMA 3.8. For any constant ε and any vector of positive numbers X and any y j such that 0 ≤ y j ≤ x j + ε ≤ 1 we have |P ot X (y j ) − P ot(y j )| ≤ ε 2 .
We now have the tools to analyze Alg via means of a mathematical program: First, in Lemma 3.10, we show that the competitive ratio of our algorithm is lower bounded by the solution of the Mathematical program 4. Next, in Lemma 3.11, we lower bound the solution of the mathematical program; this lower bound is shown in Figure 3 . Together, these lemmas allow us to prove the following theorem: THEOREM 3.9. There exists an algorithm for λ-stochastic weighted budgeted allocation with competitive ratio presented in Figure 3 . . For each agent j, let t j and y j respectively denote the expected fraction Minimize: of c j used by stochastic items and adversarial items in Opt λ . Therefore, the expected fraction of c j used in Opt λ is t j + y j , which is upper-bounded by 1. This gives us the Inequality 4. By definition of λ, the contribution of the stochastic items to Opt λ is λ fraction of the total value; equality 5 captures this fact.
For any agent j, if we have y j ≤ 1 − x j , an offline algorithm can allocate all the same adversarial items to agent j as Opt λ did by using the remaining 1 − x j fraction of c j . On the other hand, if we have y j > 1 − x j , the offline algorithm can use the entire remaining capacitity 1 − x j of agent j. Thus, an offline algorithm that assigns all the adversarial items using the 1 − x j fraction of capacities that remain (after allocating the stochastic items according to Alg pot ) only loses at most max(0, x j + y j − 1) from agent j when compared to the allocation of adverarial items by Opt λ . We denote max(0, x j + y j − 1) by z j , as shown in Inequality 2.
One can see that the numerator of the objective function lower-bounds the expected outcome of Alg and the denominator is the expected outcome of Opt λ . Thus, the objective function is a lower bound on the competitive ratio of Alg., It remains only to verify inequality 3. By definition of Alg pot as an algorithm maximizing potential, we know that P ot(T ) ≤ P ot(X). However, this does not imply the inequality directly. We will show that if the inequality does not hold, we will be able to construct a new allocation with a larger potential, contradicting the definition of X. Suppose by way of contradiction that there exists some T , and some positive number δ such that P ot X (T ) − P ot(X) ≥ δ. For some arbitrary small constant η, consider the vector ηT + (1 − η)X, which allocates η fraction of each stochastic item according to T and 1 − η fraction of each stochastic item according to X. By concavity of P ot X (.) we have
Together with the assumption that P ot X (T ) − P ot(X) ≥ δ, this gives P ot X (ηT + (1 − η)X) ≥ P ot(x) + ηδ. On the other hand, Lemma 3.8 implies that P ot X (ηT + (1 − η)X) ≤ P ot(x) + nη 2 . By setting η to be smaller than δ n , we obtain a contradiction. Thus, for any solution T we have P ot X (T ) ≤ P ot(X) which is the inequality 3.
LEMMA 3.11. The solution of Mathematical Program 4 is lower-bounded by the curve in Figure 3 .
PROOF. Again, as in the unweighted case, given any solution to Mathematical program 4, we find a new solution with a restricted structure that only increases the objective function by O(δ). Eventually, we lower bound the objective value of this new solution; this provides a lower bound on the original competitive ratio.
Our restricted solution will satisfy properties 3.12, 3.13, 3.14 and 3.15 below. Similar to the unweighted case, we can replace each variable with with O(1/δ) copies with the same value in order to satisfy Property 3.12, which implies that if we change a constant number of the y j and / or t j variables, it changes the objective function by at most O(δ).
PROPERTY 3.12. For any positive number δ, we can create an equivalent solution such that 1 n j=1 yj ≤ δ and 1 n j=1 tj ≤ δ. Again as in the unweighted section, we call an agent j with positive z j a harmful agent. We say that an agent j is a source if both z j and t j are zero. If an agent is neither harmful nor a source, we call it a sink.
PROPERTY 3.13. All y j s and t j s are either 0 or 1.
To satisfy this property, we add some new extra agents with x . = 0, y . = 0, z . = 0, t . = 0 initially. (Note that this requires slightly modifying the mathematical program to add constraints for the new agents, and including them in the summations. However, it is easy to see that this does not change the objective or feasibility of any constraint.)
Now, for any original agent j with positive y j and such that j is either a sink or a source, we decrease y j to 0 and increase y k by the same amount for some newly added agent k. It is easy to see that this does not affect the sum of the y variables (and hence the objective function or the feasibility of any constraint), and that this can be done so that only a single agent has a fractional value of y.
Let Γ be an integer such that the sum of t j s for all sinks is in the range [Γ, Γ + 1). (Note that sources have t j = 0.) We redistribute the t j values to be 1 on the Γ sources and sinks with the maximum x j s, leaving at most one sink with fractional t j . Using the concavity of P ot X (T ), this change only decreases P ot X (T ). Since all sources and sinks now have y j = 0, we still have t j + y j ≤ 1 for each agent j. (Note that some agents may change status from source to sink or vice versa during this process.)
Now, y j and t j are either 0 or 1 for all except the harmful agents. (Further, y j is 1 only on newly added agents, and t j is 1 only on sink agents.)
For the harmful agents, let Y H and T H denote the sum of their y j and t j values respectively. From constraint (4), we know that Y H + T H is less than the total number of harmful agents. We redistribute the y j and t j values as follows: Set y j = 1 on the Y H harmful agents with the smallest values of x j , and 0 otherwise; similarly, set t j = 1 on the T H harmful agents with the largest values of x j , and 0 otherwise. In this process, we lose the fractional y j and t j values of at most one agent, possibly increasing the competitive ratio by O(δ). Further, note that this process leaves some of these agents harmful (those with y j = 1), while the others (all but Y H of them) are no longer harmful; T H of them now become sinks. There are two further effects of this move: First, as argued above for the sinks, by setting t j = 1 on the agents with highest x j , P ot X (T ) only decreases. Second, the redistribution of y j values affects the z j values. To satisfy constraint (2), we must decrease z j to 0 on each agent which is no longer harmful. However, we can increase the z j values on the the Y H agents which are still harmful, and it is easy to see that this only decreases the objective function (because the increase in these z j values exceeds the decrease on the agents which are no longer harmful).
Therefore, we satisfy Property 3.13 while increasing the objective by at most O(δ).
For each harmful vertex i, Inequality (2) says that z j ≤ x j (since y j = 1). Increasing z j to x j only decreases the objective function. Thus, in the rest of the proof, for any harmful vertex j we assume z j = x j . Changing x j of a harmful vertex j implicitly affects z j as well. PROPERTY 3.14. All harmful agents have the same x j , denoted by α 1 . All sink agents have the same x j , denoted by α 2 .
We replace the x j of all harmful agents with their average. By concavity of the potential function, this does not decrease P ot(X). (Note that all harmful agents j have t j = 0.) It also does not change n j=1 x j and n j=1 z j , and thus, keeps all the constraints feasible.
We also replace the x j of sinks with their average. One can rewrite Inequality 3 as n j=1 (P ot X (t j ) − P ot(x j )) ≤ 0. The left term for sink j is P ot(x j ) + (1 − x j )(1 − e xj −1 ) − P ot(x j ) = (1 − x j )(1 − e xj −1 ). Thus, for each sink, the left term is a convex function. This means that this change does not increase the left hand side of n j=1 (P ot X (t j ) − P ot(x j )) ≤ 0. This change also does not affect n j=1 x j and n j=1 z j , and hence keeps all the constraints feasible.
We use β 1 to denote the number of agents j with y j = 1; this includes harmful agents and newly added agents. We use β 2 and β 3 to denote the number of sinks and sources respectively. We use γ to denote j x j for sources. PROPERTY 3.15.
i is source P ot(x i ) is bounded by (1 − 1 e )γ − 1 e β 3 This follows from the fact that P ot(x) is always less than (1 − 1 e )x − 1 e . Now, using Properties 3.13, 3.14 and 3.15, one can show that the objective function is lower bounded by
(This is a lower bound because in the numerator, we have ( y j − z j ), which is 1 for the newly added agents included in β 1 , and (1 − α 1 ) for the harmful agents.) We can write Equality (5) as
and write Inequality (3) as
One can drop the terms β 2 (α 2 − e α2−1 ) and β 3 (0 − e −1 ) from both sides of the inequality, and rearrange as follows:
We replace γ in the objective function (Equation 7 with the max of zero and left hand side of the inequality. Then, we replace β 1 with 1−λ λ β 2 using Equality (8). Now we can cancel out β 2 and simplify the objective function as follows.
α
Unfortunately, it is hard to solve this analytically to obtain a closed-form experssion for the competitive ratio as a function of λ. When λ ≥ 0.6882, we can lower bound the competitive ratio by the line 0.3714 + 0.4362λ. However, this is not necessarily tight. Numerically solving, the curve lower bounding the competitive ratio as a function of λ can be seen in Figure 3 3.3. Hardness of Robust Budgeted Allocation THEOREM 3.16. No online algorithm for Robust Budgeted Allocation (even in the unweighted case) has competitive ratio better than 1 − 1−λ e 1−λ for λ-stochastic inputs. Proof Sketch: We describe the instance that shows the desired hardness. For a full proof, please refer to the full version of the paper. Consider the following instance: We have n agents and n items. Initially, all of the agents are unmarked. Each item is connected to all agents which are unmarked upon its arrival. The first λn items are connected to all agents. After the arrival of the first λn items, we mark the λn agents with minimum [expected] load. Subsequently, after assigning each item we mark the agent with the minimum load among all unmarked agents.
Note that all of the first λn items are adjacent to all agents, and there is no uncertainty about them. Thus, one can consider the first λn items as being part of the forecast F = (D, λn), where the distribution D has a single type (items adjacent to all agents). The last (1 − λ)n vertices as adversarially chosen items. Let v j denote the jth agent that we mark. An optimum algorithm that knows the whole graph in advance can match the jth item to the jth agent and obtain a matching of size n. One can verify that no algorithm can obtain a competitive ratio better than 1 − 1−λ e 1−λ on this instance.
APPROXIMATING ADVERSARIAL AND STOCHASTIC BUDGETED ALLOCATION
In this section, we study a class of algorithms for Budgeted Allocation problem that provide good approximation ratios in both stochastic and adversarial settings. We say an algorithm is (α, β)-competitive if it is α-competitive in the adversarial setting and β-competitive in the stochastic setting. The best algorithms for the stochastic setting have a competitive ratio of 1 − ε when the input is stochastic. However, these algorithms may have a competitive ratio close to zero when the input is adversarial. On the other hand, the Balance algorithm has the best possible competitive ratio of 1 − 1 e when the input is adversarial, but, under some mild assumption, is 0.76-competitive for stochastic inputs . Indeed, this result holds when, 1) the capacities are large i.e. max i,j wi,j cj ≤ ε 3 , and 2) the optimum solution is large i.e. ε −6 j max i:opt(i)=j w i,j ≤ Opt, where Opt(i) is the agent the optimum matches to node i, and ε is a vanishingly small number. In this section, we refer to max i,j wi,j cj ≤ ε 3 as the large capacities condition, and refer to max ε −6 j max i:opt(i)=j w i,j , ε 1/3 m · max i,j w i,j ≤ Opt as the large optimum condition.
Of course, one can design algorithms with 'intermediate' performance: Simply use the stochastic algorithm with probability p and Balance with probability 1 − p; this yields an algorithm with competitive ratios of ((1−p)(1− 1 e ) and (p+(1−p)×0.76)−O(ε)) in the adversarial and stochastic settings respectively. These competitive ratios for different values of p lie on the straight line with endpoints (1 − 1 e , 0.76) and (0, 1 − ε). In this section, we use the tools that we developed in Section 2 to obtain competitive ratios those are 'above' this straight line.
We devise a mixed algorithm for this setting as follows: Divide the capacity of each agent / offline vertex into two parts. The first part has 1 − p fraction of the capacity, and the second part has the remaining p fraction of the capacity. Given a forecast F = (D, f ), at the beginning, run the Balance algorithm on 1−p fraction of the forecast input (that is, on the first (1−p)·f items, using the first (1−p) fraction of the capacities. Then, for any 1 − ε-competitive stochastic algorithm Alg, run Alg on the rest of the forecast input (that is, the next pf items), using the remaining p fraction of the capacities. If at any time during the algorithm, we observe that the input sequence is ε-far from D, or the length of the input is more than f , we can detect that (w.h.p.) we are in the adversarial setting. We therefore flush out the items we assigned to the second part (the p fraction) of the capacities, if any, and return to the Balance algorithm. However, we now run two independent copies of Balance: The first using 1 − p fraction of the capacities (with some items previously allocated by Balance), and the second using the remaining p fraction of the capacities (beginning with an empty allocation of items to this part of the capacities). For each item arriving online, with probability 1−p we send it to the Balance algorithm on the first part of the capacities, and with probability p we send it to the Balance algorithm on the second part of the capacities.
In the next two lemmas, we bound the competitive ratios of our mixed algorithm when the input is stochastic and adversarial respectively. LEMMA 4.1. Assuming the long input, the large capacities and the large optimum conditions, if the input is stochastic, the mixed algorithm has a competitive ratio of (1 − p) * β + p − O(ε), where β is 0.76.
PROOF. From Theorem 2.10, we know that by ignoring the inputs which are ε-far from the distribution, we lose only O(ε) fraction in the competitive ratio. We use 1 − p fraction of the input sequence on the first 1 − p fraction of the capacities. Therefore, the Balance algorithm gets (1 − p) * β fraction of the optimal solution from this part of the input, where β = 0.76 is the competitive ratio for Balance on stochastic inputs ]. On the other hand, we use p fraction of the input on the remaining p fraction of the capacities. Since we use a 1 − ε competitive stochastic algorithm, we get p − O(ε) fraction of the optimal solution from this part of the input sequence. 
