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Testing multiobjective evolutionary algorithms with benchmark functions improves
the knowledge about algorithms and allows a standardized comparison. In the fol-
lowing, an alphabetically ordered and updated list of multiobjective test functions
is given (based on [7]). The graphs of the Pareto fronts and Pareto sets are dis-
played. Additionally, a short characterization of the Pareto front and Pareto set is
given. Especially for benchmarking new algorithms, it can be very helpful to have
an intuitive knowledge about the properties of the test functions. Often Pareto sets
are neglected although it is generally advisable to have a look at the solution sets.
The graphs are generated by simple grid scanning of the decision space. In
contrast to random scanning (see [8]), the equidistant grid scanning generates a
neighborhood relation that increases the ability to interpret the solution structures
graphically. The transform of all scanned points of the decision space is plotted in
the objective space using small dots. The Pareto fronts are filtered by an effective
scanner which uses a fast selection scheme that is based on Borwein’s Theorem (see
[11]). The Pareto front is indicated by stars in the graphs in the decision space.
The corresponding Pareto sets are plotted in the decision space also using stars. All
functions and the scanner are written in standard C++. The plots were generated
with Matlab.
The functions are titled as commonly found in the literature. Short descriptions
of the type of the Pareto front PFtrue and the Pareto set Ptrue are given in the
corresponding columns of the tables. In general the functions have been cited
as published in the original papers. In special cases parameter ranges have been
adapted for a better understanding of the idea behind the functions. A list of
references is given at the end of this paper.
2 Functions and Graphs
name of problem /
authors
definition and restrictions characteristics
Belegundu [1]
A. D. Belegundu,
D. V. Murthy, R.
R. Salagame, E. W.
Constanst.
F = (f1(x, y), f2(x, y)), with
f1(x, y) = −2x+ y,
f2(x, y) = 2x+ y
restrictions: 0 ≤ x ≤ 5, 0 ≤ y ≤ 3,
0 ≥ −x+ y − 1,

































name of problem /
authors
definition and restrictions characteristics
Binh (1) [4]
T.T. Binh, U. Korn.
F = (f1(x, y), f2(x, y)), where
f1(x, y) = x
2 + y2,
f2(x, y) = (x− 5)2 + (y − 5)2


































name of problem /
authors
definition and restrictions characteristics
Binh (2) [5]
T.T. Binh, U. Korn.
F = (f1(x, y), f2(x, y)), where
f1(x, y) = 4x
2 + 4y2,
f2(x, y) = (x− 5)2 + (y − 5)2
restrictions: 0 ≤ x ≤ 5, 0 ≤ y ≤ 3,
0 ≥ (x− 5)2 + y2 − 25,








































name of problem /
authors
definition and restrictions characteristics
Binh (3) [6, 7, 3]
T.T. Binh, U. Korn.
F = (f1(x, y), f2(x, y), f3(x, y)), where
f1(x, y) = x− 106,
f2(x, y) = y − 2 ∗ 10−6,
f3(x, y) = xy − 2













































Binh (3) Pareto set
step size: 1.1 (factor)










name of problem /
authors
definition and restrictions characteristics
Binh (4) [2]
T.T. Binh, U. Korn.
F = (f1(x, y), f2(x, y)), where
f1(x, y) = x+ y,
f2(x, y) = 1− exp(−4x)sin4(5pix)
restrictions: −10 ≤ x, y ≤ 10
PFtrue is a curve;









































name of problem /
authors
definition and restrictions characteristics
Deb (3) [8]
K. Deb
Minimize F = (f1(x), f2(x)), where
f1(x) = f(x),
f2(x) = g(y) · h(f, g)
and
f(x) = 4 · x,
g(y) =
{
4− 3 · exp(−(y−0.20.02 )2) 0 ≤ y ≤ 0.4





α) if f ≤ β · g
0 else
with α = 0.25 + 3.75 · (g(y)− 1) and β = 1













































name of problem /
authors
definition and restrictions characteristics
Deb (5) [8]
K. Deb
Minimize F = (f1(x), f2(x)), where
f1(x) = f(x),
f2(x) = g(y) · h(f, g)
and
f(x) = x
g(y) = 1 + 10 · y










· sin(2pi · q · f)
with: q defined the number
of lags in the interval [0,1]
α = 2 is a typical choice






































name of problem /
authors
definition and restrictions characteristics
Deb (7) [8]
K. Deb
Minimize F = (f1(x), f2(x)), where
f1(x) = f(x),
f2(x) = g(y) · h(f, g)
and
f(x) = x



























































name of problem /
authors
definition and restrictions characteristics
Deb (8) [8]
K. Deb
Minimize F = (f1(x), f2(x)), where
f1(x) = −f(x),
f2(x) = −g(y) · h(f, g)
and
f(x) = 1− exp(−4 · x) · sin4(5pi · x)











































name of problem /
authors
definition and restrictions characteristics
DTLZ (1) [10]
K. Deb, L. Thiele,
M. Laumanns, E.
Zitzler.

















(1− x1)(1 + g(xM ))
g(xM ) = 100(|xM |+
∑
xi∈xM
((xi − 0.5)2 −
cos(20pi(xi − 0.5))))
restrictions: 0 ≤ xi ≤ 1 for i = 1, 2, ..., n.
∀ g ≥ 0: g(xM ) assumes |xM | = k variables. Total
number of variables is n =M + k − 1.
after scheme from
[10]






























name of problem /
authors
definition and restrictions characteristics
DTLZ (2) [10]
K. Deb, L. Thiele,
M. Laumanns, E.
Zitzler.
Minimize F = (f1(x), f2(x), ..., fM (x)), where
f1(x) = (1 + g(xM )) cos(x1pi/2) · · · cos(xM−2pi/2)
cos(xM−1pi/2),
f2(x) = (1 + g(xM )) cos(x1pi/2) · · · cos(xM−2pi/2)
sin(xM−1pi/2),
f3(x) = (1 + g(xM )) cos(x1pi/2) · · · sin(xM−2pi/2),
...












name of problem /
authors
definition and restrictions characteristics
DTLZ (3) [10]
K. Deb, L. Thiele,
M. Laumanns, E.
Zitzler.
Minimize F = (f1(x), f2(x), ..., fM (x)), where
f1(x) = (1 + g(xM )) cos(x1pi/2) · · · cos(xM−2pi/2)
cos(xM−1pi/2),
f2(x) = (1 + g(xM )) cos(x1pi/2) · · · cos(xM−2pi/2)
sin(xM−1pi/2),
f3(x) = (1 + g(xM )) cos(x1pi/2) · · · sin(xM−2pi/2),
...
fM (x) = (1 + g(xM )) sin(x1pi/2),
mit






− cos(20pi(xi − 0.5)))
)





















DTLZ (3) Pareto front





name of problem /
authors
definition and restrictions characteristics
DTLZ (4) [10]
K. Deb, L. Thiele,
M. Laumanns, E.
Zitzler.
Minimize F = (f1(x), f2(x), ..., fM (x)), where
f1(x) = (1 + g(x)) cos(x
α
1pi/2) · · · cos(xαM−2pi/2)
cos(xαM−1pi/2),
f2(x) = (1 + g(x)) cos(x
α
1pi/2) · · · cos(xαM−2pi/2)
sin(xαM−1pi/2),
f3(x) = (1 + g(x)) cos(x
α
1pi/2) · · · sin(xαM−2pi/2)
...







(xi − 0.5)2 and e.g. α = 1.0






name of problem /
authors
definition and restrictions characteristics
DTLZ (5) [10]
K. Deb, L. Thiele,
M. Laumanns, E.
Zitzler.
Minimize F = (f1(x), f2(x), ..., fM (x)), where
f1(x) = (1 + g(xM )) cos(θ1pi/2) · · · cos(θM−2pi/2)
cos(θM−1pi/2),
f2(x) = (1 + g(xM )) cos(θ1pi/2) · · · cos(θM−2pi/2)
sin(θM−1pi/2),
f3(x) = (1 + g(xM )) cos(θ1pi/2) · · · sin(θM−2pi/2),
...






r = 1 + 2g(xi−1)






restrictions: 0 ≤ xi ≤ 1 for all i = 1, 2, ..., n,






name of problem /
authors
definition and restrictions characteristics
DTLZ (6) [10]
K. Deb, L. Thiele,
M. Laumanns, E.
Zitzler.




fM (x) = (1 + g(xM ))h(f1, f2, ..., fM−1, g),
mit














restrictions: 0 ≤ xi ≤ 1 for i = 1, 2, ..., n.
g(xM ) assumes |xM | = k variables and the total























name of problem /
authors
definition and restrictions characteristics
DTLZ (7) [10]
K. Deb, L. Thiele,
M. Laumanns, E.
Zitzler.












xi, j = 1, 2, ...,M
gj(x) = fM (x) + 4fj(x)− 1 ≥ 0,
j = 1, ..., (M − 1) mit
g(xM ) = 2fM (x)
+minM−1i,j=1, i6=j [fi(x) + fj(x)]− 1 ≥ 0







K. Deb, L. Thiele,
M. Laumanns, E.
Zitzler.








x0.1i , j = 1, 2, ...,M
gj(x) = f
2
M (x) + f
2
j (x)− 1 ≥ 0
for j = 1, 2, ..., (M − 1)
restrictions: 0 ≤ xi ≤ 1 for i = 1, 2, ..., n with e. g.




f1 = f2 =
. . . fM−1
name of problem /
authors













, G(t) = sin(0.5pit),






τ is a generation counter and τT the number of
generations, for which t is constant.
xI = (x1)
T , x1 ∈ [0, 1],xII = (x2, . . . , xn)T ,
x2, . . . , xn ∈ [−1, 1]
dynamic fitness
function; Typ
I: PFtrue is sta-
tic and convex
Pareto front






































name of problem /
authors






















f2 = g ∗ h(f1, g)
τ is a generation counter and τT the number of
generations, for which t is constant.
xI = (x1)
T , x1 ∈ [0, 1],xII ∈ [−1, 1]r2 ,
xIII ∈ [−1, 1]r3 , 1 + r2 + r3 = n
e. g. r2 = r3 = 15 (dimensions)































name of problem /
authors
definition and restrictions characteristics
FDA2modi:
J. Mehnen, T. Wag-
ner
f1(xI) = x1








h(f1, g) = 1− (f1g )H(t)





f2 = g ∗ h(f1, g)
τ is a generation counter and τT the number of
generations, for which t is constant.
xI = (x1)
T , x1 ∈ [0, 1],xII ∈ [−1, 1]r2 ,
xIII ∈ [−1, 1]r3 , 1 + r2 + r3 = n
e. g. r2 = r3 = 15 (dimensions)












































name of problem /
authors

























f2 = g ∗ h(f1, g)
τ is a generationen counter and τT the number of
generations, for which t is constant.
xI = (x1)
T , x1 ∈ [0, 1]r1 ,xII ∈ [−1, 1]r2 ,
r1 + r2 = n
e. g. r1 = 5, r2 = 25 (dimensions)
xI,xII in disjoint spaces
dynamic fitness
function; Typ II,















































name of problem /
authors





minx f1(x) = (1 + g(xII))
∏m−1
i=1 cos(xipi/2)




sin(xm−k+1 pi/2), k = 2, . . . ,m− 1
minx fm(x) = (1 + g(xII))sin(x1pi/2)





G(t) = |sin(0.5pit)|,xII = (xm, . . . , xn),






τ is a generation counter and τT is the number of
















































name of problem /
authors
definition and restrictions characteristics
FDA5: [12]
M. Farina and
K. Deb and P. Am-
ato
minx f1(x) = (1 + g(xII))
∏m−1
i=1 cos(yipi/2)




sin(ym−k+1 pi/2), k = 2, . . . ,m− 1
minx fm(x) = (1 + g(xII))sin(y1pi/2)






i , G(t) = |sin(0.5pit)|,
F (t) = 1 + 100sin4(0.5pit),






τ is a generation counter and

















































name of problem /
authors




Minimize F = (f1(x, y), f2(x, y)), where
f1(x, y) = 1− exp
(−(x− 1)2 − (y + 1)2) ,
f2(x, y) = 1− exp








































name of problem /
authors




Minimize F = (f1(
−→x ), f2(−→x ), where
f1(

































































name of problem /
authors








f2(x) = 0.04 (x− 8)2 + 0.3































name of problem /
authors
definition and restrictions characteristics
Hanne (1) [8]
Th. Hanne
Minimize F = (f1(x), f2(x)), where
f1(x) = x,
f2(x) = y
































name of problem /
authors
definition and restrictions characteristics
Hanne (2) [8]
Th. Hanne









































name of problem /
authors
definition and restrictions characteristics
Hanne (3) [8]
Th. Hanne







































name of problem /
authors
definition and restrictions characteristics
Hanne (4) [8]
Th. Hanne
Minimize F = (f1(x), f2(x)), where
f1(x) = x,
f2(x) = y
restrictions: y − 5 + 0.5 · x · sin(4 · x) ≥ 0 and









































name of problem /
authors
definition and restrictions characteristics
Hanne (5) [8]
Th. Hanne
Minimize F = (f1(x), f2(x)), where
f1(x) = int(x) + 0.5 + (x− int(x)) ·
sin(2pi · (y − int(y))
f2(x) = int(y) + 0.5 + (x− int(x)) ·
cos(2pi · (y − int(y))
with: int(x) integer part of x







































name of problem /
authors
definition and restrictions characteristics
Hiller [16]
C. Hillermeier












[ac + a1 · sin(2pix1) + a2 · sin(2pix2)]
f2(x) = 1 + d · cos(2pix1)
with: ac, a1, a2 and d constants









































name of problem /
authors
definition and restrictions characteristics
Jimenez [17]
F. Jime´nez, J. L.
Verdegay.
Maximize F = (f1(x, y), f2(x, y)), where
f1(x, y) = 5x+ 3y,
f2(x, y) = 2x+ 8y
restrictions: x, y ≥ 0,
0 ≥ x+ 4y − 100,
0 ≥ 3x+ 2y − 150,
0 ≥ 200− 5x− 3y,





























name of problem /
authors
definition and restrictions characteristics
Kita [18]
H. Kita, Y. Yabu-
moto, N. Mori, Y.
Nishikawa.
Maximize F = (f1(x, y), f2(x, y)), where




x+ y + 1
restrictions: x, y ≥ 0,
0 ≥ 16x+ y − 132 ,
0 ≥ 12x+ y − 152 ,



































name of problem /
authors



























































name of problem /
authors





Minimize: F = (f1(x, y), f2(x, y)), where
f1(x, y) = x
2 + y2,
f2(x, y) = (x+ 2)
2 + y2




































name of problem /
authors
definition and restrictions characteristics
Lis [21]
J. Lis, A. E. Eiben.








(x− 0.5)2 + (y − 0.5)2































name of problem /
authors




Minimize F = (f1(x, y), f2(x, y)), where
f1(x, y) = 2
√
x,
f2(x, y) = x(1− y) + 5








































name of problem /
authors
definition and restrictions characteristics
Obayashi [23]
S. Obayashi.
Maximize F = (f1(x, y), f2(x, y)), where
f1(x, y) = x,
f2(x, y) = y







































name of problem /
authors




Minimize F = (f1(x, y), f2(x, y)), where
f1(x, y) = x+ y
2,
f2(x, y) = x
2 + y
restrictions: 2 ≤ x ≤ 7, 5 ≤ y ≤ 10,
0 ≤ 12− x− y,
0 ≤ x2 + 10x− y2 + 16y − 80
PFtrue connected
line; Ptrue curve




































name of problem /
authors




Minimize: F = (f1(x), f2(x)), where
f1(x) = −25(x1 − 2)2 + (x2 − 2)2 + (x3 − 1)2















0 ≤ x1, x2, x6 ≤ 10, 1 ≤ x3, x5 ≤ 5, 0 ≤ x4 ≤ 6,
0 ≤ x1 + x2 − 2,
0 ≤ 6− x1 − x2,
0 ≤ 2− x2 + x1,
0 ≤ 2− x1 + 3x2,
0 ≤ 4− (x3 − 3)2 − x4,
































name of problem /
authors





Maximize: F = (f1(x, y), f2(x, y)), where
f1(x, y) = −[1 + (A1 −B1)2 + (A2 −B2)2],
f2(x, y) = −[(x+ 3)2 + (y + 1)2]
restrictions: −pi ≤ x, y ≤ pi,
A1 = 0.5 sin 1 + 2 cos 1 + sin 2− 1.5 cos 2,
A2 = 1.5 sin 1− cos 1 + 2 sin 2− 0.5 cos 2,
B1 = 0.5 sinx− 2 cosx+ sin y − 1.5 cos y,


































name of problem /
authors




Minimize F = (f1(

















i )− 10 cos[2pi(xi)] + 10],
A2 =
∑n
i=1[(xi − 1.5)2 − 10 cos[2pi(xi − 1.5)] + 10]








































name of problem /
authors





Minimize F = (f1(x, y), f2(x, y)), where
f1(x, y) =
1
x2 + y2 + 1
,
f2(x, y) = x
2 + 3y2 + 1


































name of problem /
authors





Minimize F = (f1(x, y), f2(x, y)), where
f1(x, y) = x+ y + 1,
f2(x, y) = x
2 + 2y − 1































name of problem /
authors
definition and restrictions characteristics
Schaffer [27]
J. D. Schaffer.
Minimize F = (f1(x), f2(x)), where
f1(x) = x
2,







































name of problem /
authors
definition and restrictions characteristics
Schaffer (2) [28]
J. D. Schaffer.
Minimize F = (f1(x), f2(x)), where
f1(x) = −x, if x ≤ 1,
= −2 + x, if 1 ≤ x ≤ 3,
= 4− x, if 3 ≤ x ≤ 4,
= −4 + x, if x ≥ 4,
f2(x) = (x− 5)2
































name of problem /
authors
definition and restrictions characteristics
Srinivas [29]
N. Srinivas, K. Deb.
Minimize F = (f1(x, y), f2(x, y)), where
f1(x, y) = (x− 2)2 + (y − 1)2 + 2,
f2(x, y) = 9x− (y − 1)2
restrictions: −20 ≤ x, y ≤ 20,
0 ≥ x2 + y2 − 225,



































name of problem /
authors
definition and restrictions characteristics
Tamaki [30]
H. Tamaki, H. Kita,
S. Kobayashi.
Maximize F = (f1(x, y, z), f2(x, y, z), f3(x, y, z)),
where
f1(x, y, z) = x,
f2(x, y, z) = y,
f3(x, y, z) = z
restrictions: 0 ≤ x, y, z,

























































name of problem /
authors





Maximize F = (f1(x, y), f2(x, y)), where
f1(x, y) = x,
f2(x, y) = y
restrictions: 0 ≤ x, y ≤ pi,





































name of problem /
authors





























restrictions: 0 ≤ Hi, H ′i ≤ 1,
−10 ≤ x, xi, x′i, y, yi, y′i ≤ 10, K=20
1.5 ≤ σi, σ′i ≤ 2.5
(e.g.
xi = 0,−0.5,−9.5, x′i = 0,−0.5,−9.5,
yi = 0,−0.35,−6.65, y′i = 0, 0.4688, 8.9072,
Hi = −1.2,−0.1,−3.1, H ′i = 1.4, 0.1, 3.3,











































name of problem /
authors




Minimize: F = (f1(x, y), f2(x, y), f3(x, y)), where
f1(x, y) = x
2 + (y − 1)2,
f2(x, y) = x
2 + (y + 1)2 + 1,
f3(x, y) = (x− 1)2 + y2 + 2











































name of problem /
authors













(x+ y − 3)2
36
+























































name of problem /
authors




Minimize F = (f1(x, y), f2(x, y), f3(x, y)), where
f1(x, y) = 0.5 ∗ (x2 + y2) + sin (x2 + y2),
f2(x, y) =
(3x− 2y + 4)2
8
+





(x2 + y2 + 1)
− 1.1e(−x2−y2)











































name of problem /
authors




















(3x− 2y + 4)2
8
+
(x− y + 1)2
27
+ 15
restrictions: −4 ≤ x, y ≤ 4,
y < −4x+ 4,
x > −1,












































name of problem /
authors
definition and restrictions characteristics
ZDT (1) [9, 35]
E. Zitzler, K. Deb, L.
Thiele.
Minimize F = (f1(x), f2(x)), where
f1(x) = x1,
f2(x) = g(x)h(f1, g),































































ZDT (1) Pareto set
step size: 0.05
x1 valuesx2 values
name of problem /
authors
definition and restrictions characteristics
ZDT (2) [35]
E. Zitzler, K. Deb, L.
Thiele.
Minimize F = (f1(x), f2(x)), where
f1(x) = x1,
f2(x) = g(x)h(f1, g),




























































ZDT (2) Pareto set
step size: 0.05
x1 valuesx2 values
name of problem /
authors
definition and restrictions characteristics
ZDT (3) [35]
E. Zitzler, K. Deb, L.
Thiele.
Minimize F = (f1(x), f2(x)), where
f1(x) = x1,
f2(x) = g(x)h(f1, g),






























































ZDT (3) Pareto set
step size: 0.02
x1 valuesx2 values
name of problem /
authors
definition and restrictions characteristics
ZDT (4) [35]
E. Zitzler, K. Deb, L.
Thiele.
Minimize F = (f1(x), f2(x)), where
f1(x) = x1,
f2(x) = g(x)h(f1, g),
g(x) = 1 + 10(n− 1) +
n∑
i=2
(x2i − 10 cos(4pixi)),













































ZDT (4) Pareto set
step size: 0.1
x1 valuesx2 values
name of problem /
authors
definition and restrictions characteristics
ZDT (5) [35]
E. Zitzler, K. Deb, L.
Thiele.
Minimiere F = (f1(x), f2(x)), wo
f1(x) = 1 + u(x1),










2 + u(xi) if u(xi) ≤ 5,
1 if u(xi) = 5
u(xi) is the number of ones in a string that are
needed to describe the variable xi.
restrictions: x1 is a 30-bit string,
x2, ..., x11 sind 5-Bit Strings
following the
scheme of [35]
PFtrue is a convex
curve; irritating
problem, because
the true front is
g(x) = 10, and
the best irritating
front is reached

























ZDT (5) pareto set
step size: 1.0
x1 valuesx2 values
name of problem /
authors
definition and restrictions characteristics
ZDT (6) [35]
E. Zitzler, K. Deb, L.
Thiele.
Minimize F = (f1(x), f2(x)), where
f1(x) = 1− exp(−4x1) sin6(6pix1),
f2(x) = g(x)h(f1, g),
































































Many thanks to M. Spinczyk. He has transferred the formulas into C-Code and plotted a lot of graphs.
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