Watershed runoff in areas with heavy seasonal snow cover is usually estimated using physically based conceptual hydrologic models. Such simulation models normally require a snowmelt algorithm consisting of a surface energy balance and some accounting of internal snowpack processes to be part of the modeling system. On the other hand, artificial neural networks are flexible mathematical structures that are capable of identifying such complex nonlinear relationships between input and output datasets from historical precipitation, temperature and streamflow records. This paper presents the findings of a study on using a form of time-delayed neural network, namely time-lagged feedforward neural network (TLFN), that implicitly accounts for snow accumulation and snowmelt processes through the use of logical values and tapped delay lines. The logical values (in the form of symbolic inputs) are used to implicitly include seasonal information in the TLFN model. The proposed method has been successfully applied for improved precipitation-runoff modeling of both the Chute-du-Diable reservoir inflows and the Serpent River flows in northeastern Canada where river flows and reservoir inflows are highly influenced by seasonal snowmelt effects. The study demonstrates that the TLFN with logical values is capable of modeling the precipitation -runoff process in a cold and snowy climate by relying on 'logical input values' and tapped delay lines to implicitly recognize the temporal inputoutput patterns in the historical data. The study results also show that, once the appropriate input patterns are identified, the time-lagged neural network based models performed quite well, especially for spring peak flows, and demonstrated comparable performance in simulating the precipitation-runoff processes to that of a physically based hydrological model, namely HBV.
INTRODUCTION
Seasonal snowpacks account for the major source of stream flow in most watersheds with a cold and snowy climate. In most regions in Canada, and especially in the province of Quebec, snowmelt runoff is responsible for the high flows in the spring season as well as about 40% of the annual flow volume (Coulibaly et al. 2000) . Therefore, identifying the relationship between total precipitation falling on such watersheds and the corresponding runoff in the rivers and streams is a very important task for most hydrologic engineering design and management purposes. The precipitation-runoff relationship is known to be highly nonlinear and describing such relationships becomes even more complex when dealing with the hydrology of regions with cold and snowy climates. Watershed runoff in areas with seasonal snow cover is usually estimated using physically based snowmelt -runoff models. Such simulation models normally require a snowmelt algorithm to be part of the modeling system. Most snowmelt algorithms consist of a doi: 10.2166/hydro.2008.049 surface energy balance and some accounting of internal snowpack processes. The more detailed surface energy balance models require inputs such as air temperature and radiation data, relative humidity, wind speed, as well as other data such as area -elevation curve and ratio of the snow-covered area to the total area of the basin (Melloh 1999) . Many models have been developed around the world over the last four decades or so to describe snowmelt runoff.
The World Meteorological Organization (1986) lists and summarizes 18 different snowmelt -runoff models. Some of the most widely used snowmelt models rely on empirical equations combining the degree -day method and the energy contribution of rain as described by Linsley et al. (1982) . For example, Martinec et al. (1994) proposed a model where the water produced from rainfall and snowmelt is computed, superimposed on the calculated recession flow and transformed into daily discharge from the basin.
However, in addition to the large amount of basin information that has to be collected to use such models, they also have a number of parameters whose values have to be determined through calibration based on actual observations. Moreover, natural watersheds are characterized by a large degree of heterogeneity in the important properties controlling snow accumulation, snowmelt and runoff processes. Therefore, more research is still needed to fully understand the hydrology of snow-covered areas in order to develop a distributed physically based hydrological model which accounts for the snow accumulation and snowmelt processes even better (Melloh 1999) . At the same time, estimation of surface energy balance and internal snowpack processes may be of little concern for operational hydrologic modeling. Rather, most operational hydrologists are concerned in accurate, site-specific estimation of river flows and reservoir inflows. Recent studies have shown the potential of ANN-based models for rainfall -runoff modeling (see, for example, Coulibaly et al. (1999) , ASCE Task Committee (2000), Maier & Dandy (2000) , Dawson & Wilby (2001) for various reviews). Therefore, it would be appropriate to further explore the data-driven modeling paradigms, such as temporal neural networks, for the modeling of precipitation -runoff processes in watersheds with cold and snowy climates.
Artificial neural networks (ANNs) are flexible mathematical structures that are capable of identifying complex nonlinear relationships between input and output datasets of observed historical records without trying to explicitly represent the different components of the hydrological processes. A number of researchers have investigated the potential of neural networks in modeling watershed runoff based on rainfall inputs and a lot more ANN-based rainfall -runoff models have also been proposed for stream flow forecasting (Minns & Hall 1996; Campolo et al. 1999; Zealand et al. 1999 Zhang & Govindaraju (2003) proposed geomorphology based neural networks for estimation of direct runoff over watersheds. How successful ANNs have been in dealing with hydrologic problems is discussed extensively in the review paper by the ASCE Task Committee (2000). However, not that many researches have been focused on finding an appropriate way to account for snowmelt processes within the ANN modeling framework. Applying ANNs to simulate watershed runoff in cold and snowy areas requires special attention in data preparation because of the delay between the snowfall (solid precipitation) and the corresponding snowmelt reaching the river system. Moreover, since the runoff from a watershed is a function of not only the concurrent precipitation but also the antecedent values, time-lagged neural networks with internal memory through time delay lines are more appropriate to capture the time history of the inputs. Fuhrman & Minns (2000) investigated the selection of input data for the hydrologic The temperature in the area ranges between þ308C and 2408C, with the mean annual temperature being of the order of þ 18C. A detailed description of the study area is provided by . Two experiments of precipitation-runoff modeling are considered in this paper.
The first one is the simulation of the total daily inflows into 
METHODS

Artificial neural networks (ANNs)
A neural network can be, in general, characterized by its architecture, which is represented by the pattern of connections between the nodes, its method of determining the connection weights and the activation functions that it employs. As a result, ANNs constitute a diverse family of networks whereby the functionality of each type of network is determined by the network topology, the individual neural characteristics and the learning or training strategy employed. Within the last decade, the study of artificial neural networks has experienced a huge resurgence due to the development of more sophisticated algorithms and the emergence of powerful computational tools (ASCE Task Committee 2000). Multi-layer perceptrons (MLPs), which constitute probably the most widely used network architecture, are composed of a hierarchy of processing units where information flow in the network is restricted to a flow, layer by layer, from the input to the output, hence also called a feedforward network. While MLPs are popular in many application areas, they are not well suited to temporal sequence processing due to the lack of time lagged and/or feedback connections necessary to provide a dynamic model (Coulibaly et al. 2001b) .
In temporal problems, the neural network must have access to the time dimension in order to exploit the signal time structure of the input data. Since natural systems are mostly causal, the search is restricted to the past of the signal. The analysis in this paper concerns the time-lagged neural networks that can be easily trained for practical application.
Time-lagged feedforward networks (TLFN)
A neural network can be formulated by replacing the neurons of an MLP with a memory structure, which is sometimes called a tap delay line. If the memory structure is incorporated only with the input neurons, then it is called a focused time-lagged feedforward neural network (TLFN).
The size of the memory layer (the tap delay) depends on the number of past samples that are needed to describe the input characteristics in time and it has to be determined on a case-by-case basis. TLFN uses delay-line processing elements (PE) which implements memory by delay, that is, by simply holding past samples of the input signal as shown in Figure 2 . The output of such a network with one hidden layer is given by
where m is the size of the hidden layer, y j is the output from the jth hidden node, w j and w jl are the connection weights, An interesting feature of the TLFN is that the tap delay line at the input does not have any free parameters; therefore the network can still be trained with the classical backpropagation algorithm. The TLFN topology has been successfully used in nonlinear system identification, time series prediction (e.g. Coulibaly et al. 2001b ) and temporal pattern recognition (Principe et al. 2000) . A particular feature of the TLFN is that the memory structure is focused on the input layer; this makes it different from the general time delay neural network which uses additional internal delays at each hidden neuron. A major advantage of the TLFN is that it is less complex than the conventional time delay and recurrent networks, and has the same temporal patterns processing capability (Dibike et al. 1999; Coulibaly et al. 2001b ).
Identifying optimal input patterns for TLFNs
While the precipitation is the main driving factor for the proposed TLFN-based hydrological model, the temperature data provides information on the state of the precipitation (rain or snow) and the available potential for evapotranspiration. Therefore, the daily total precipitation and the mean daily temperature at each of the stations in the watershed are provided as input to the neural networks. input columns have been included for 12 months: for example, if the computation is in January then the logical input will be 1 for that month, and 0 for the other 11 months. Subsequently, if the computation is in February, then the logical input will be 1 for that month and 0 for the other 11 months, and so on. Although this approach introduces a discontinuity at monthly boundaries because of considering 31 January to be the same as 1 January, and similarly 1 February to be the same as 28 February, and so In order to identify the contribution of each type of input representation to the success of the TLFN model, four cases of each experiment are designed (see Table 1 ) with increasing degree of information in the input pattern as follows:
Case 1: No long-term memory and no symbolic input (or logical input values). 
RESULTS AND DISCUSSION
For each case of TLFN modeling described previously, the tangent hyperbolic and the linear transfer functions are used in the hidden and output layers, respectively. The 
Performance of TLFN models
The input patterns of the best performing networks in each of the four experimental cases of Chute-du-Diable reservoir inflow and Serpent River flow simulation are presented in Table 1 . The optimum input patterns identified in Table 1 suggest that the length of optimum long-term memory To further assess the model simulation performance in general, the scatter plots between observed and simulated reservoir inflows are presented for each of the four cases Institute, and has been applied to a wide range of applications including the analysis of extreme floods (Harlin & Kung 1992) , the assessment of the effects of land-use change (Arheimer & Brandt 1998) To substantiate the model validation statistics shown in Table 3 , the simulation outputs of the two models for the validation period are also plotted in Figure 5 
SUMMARY AND CONCLUSIONS
Most physical systems in the real world can be represented by models to different degrees of accuracy with different forms of representation. The more conventional way to Moreover, the TLFN model simulates the high flows resulting from spring snowmelt very well, confirming its ability to implicitly account for the snowmelt processes in the precipitation -runoff modeling in a cold and snowy climate.
