Abstract-In industry and academia, researchers have given more and more attention to Cognitive Radio (CR). The key idea of CR is to make it possible for a wireless system to find the vacant spectrum and transfer data without interfering with licensed users (LUs). Then, OFDM is proposed as a candidate signaling technology for such applications. However, the sidelobe interference of subcarriers has become a problem. In this letter, a method for sidelobe suppressing in OFDM systems is proposed and investigated. The proposed method is based on sampling in optimal locations with optimal weights in Active Interference Cancellation (AIC). By means of this technique, the maximum interference of the target spectrum is minimized. The proposed method can be used to minimize the maximum interference to licensed users in OFDM-based cognitive radio systems. Additionally, this method can be combined with other algorithms, such as Cancellation Carriers (CCs) and Subcarrier Weighting (SW), to enhance their performance under the minimax criterion.
I. INTRODUCTION
Recently, Cognitive Radio (CR) [1, 2] has drawn more and more attention from researchers, both in industry and academia. CR can increase the efficient use of frequency resources. Meanwhile, it is a good solution to the spectral crowd problem. The key idea of CR is to make it possible for a wireless system to find the vacant spectrum and transfer data without interfering with licensed users (LUs). OFDM has been proposed as a candidate signaling technology for such applications. Turning off the subcarriers of the LUs band is a generally-used method. However, the sidelobe of other used subcarriers still exists. Turning off these subcarriers could only limit the interference of the LUs band to about -10dB, which may not be sufficient to avoid interference to LUs. Many algorithms have been proposed to reduce the interference of LUs bands, and some algorithms based on least squares have been deeply investigated. These algorithms include subcarrier weighting [3] , cancellation carriers [4] , and active interference cancellation (AIC) [5] constellation methods. Subcarrier Weighting (SW) can enhance the notch performance by weighting all subcarriers. The idea of AIC and Cancellation Carrier (CC) are similar. Both of them can get high performance at the cost of high computation. The algorithms mentioned above aim at lowering total interference to a minimum, which may lead to an undesirable situation. The situation is that some other parts of the band are experiencing severe interference, although total interference is at its least possible levels.
In this letter, a new method to optimize the samples in AIC technique is proposed and analyzed to make the maximum interference minimum. This technique, referred to as optimal-sampling active interference cancellation (OS-AIC), is based on finding the optimal locations and optimal weights in AIC by using Lawson's algorithm and simplex method.
II. SIGNAL MODEL AND AIC TECHNIQUE
In this letter, an OFDM system with a total number of s N subcarriers is employed. The input bits are symbolmapped applying QPSK. The data in frequency domain is given by:
Then the data in time domain is given by:
To figure out the sidelobe of the data subcarriers, we adopt up N times up-sampling in time domain.
where 0,1, , 1
N matrix and ( , ) P l k is the value of the K-th sample of the L-th subcarrier. It's assumed that the LU band is located from the N1-th subcarrier to the N2-th subcarrier. P s is a subset of P corresponding to g, which is the vector of subcarriers carrying data. Let h be the AIC tones vector. P n is a subset of P corresponding to h. In AIC, the aim is to find h, which minimizes the residual interference: 
which is the continuous sidelobe of the Kth subcarrier in the LU band. Since the LU band is assumed from the N1-th subcarrier, then Z =N1, which can be cancelled in (4):
In AIC, we generally adopt 4-times uniformly sampling. In other words, there are 4 samples distributed in one subcarrier and these samples are located in where . In AIC, the interference on these samples is minimized and in this way suppresses the total interference of the LU band. If the number of samples is so great that the distance between two samples approaches zero, we can find that 2 || ||
is the total power of the LU band. Then the total power of the LU band is minimized. So in AIC, more samples mean that higher performance and higher computation are needed, but the optimization cannot be maintained forever. Hence, we cannot set infinite sampling points.
For the convenience of this paper, we define some variables as follows:
N up is the times used to up sample. N np is the number of samples. N null is the number of subcarriers in the LU band. It's assumed that the AIC tones on the left side and right side of the LU band are the same. If either side has Naic/2 AIC tones, then the total AIC tones are Naic. 
In [6] , an algorithm (MAIC) is proposed to achieve the best performance by weighting all the samples. The aim is to approach the solution of the following equation:
Equation (7) can minimize the maximum power of samples. But it is difficult to guarantee that the samples will be set in the right place where the interference is largest in the LU band. So the solution of (7) is generally not the solution of (6) . Only when samples are set everywhere throughout the band, can we get the solution of (6) . However, that is impossible to achieve. Combining (7) and (8), we find that if samples can be set on the place where the interference is largest, the solution to (7) is also the solution to (6) .
The method of iteration weights (Lawson's algorithm) [7] can be used to get the solution to (6):
The idea of Lawson's algorithm is that iteration will give the samples of larger power in larger weights, and samples of smaller power in smaller weights. The equation of iteration is as follows:
where e is the values of samples, w is the weights of samples and  controls the speed to converge.
According to the above analysis, if a sample should not be set somewhere, then the weight of this sample should be zero when the optimal performance is achieved. In Lawson's algorithm, we get the solution of (10),
This means that some elements of 01 () l P g P g  are equal to each other or larger than the others when the algorithm converges to the optimal solution. Besides, only the weights of these maximum elements have nonzero weight and the others' weights are zero. The samples with zero weights can then be deleted. This property will help reduce the number of the samples.
We can't obtain the locations of the optimal samples by analytic calculation. The locations of the optimal samples are always at the places that have the maximal power; however, these maximal power places vary with changing weights. Then the location is relevant to the weights of samples, and the weights are also relevant to the location. Therefore the optimization of the samples includes two parts. What's more, we have to get the two optimizations at the same time. When we iterate the weights, we have to iterate the locations. To find the locations of the optimal samples, the simplex method [8] can be used. Because the samples should be set on the maximal places, we can approach the maximal place using the following equation: x  changes during the iteration of weights. To guarantee that every maximal point has at least one sample, the number of the samples should not be less than that of the maximal points. The choice of the value of  and  will influence the speed and the stability of convergence. The speed of convergence increases and the stability degrades with larger  ,  and vice versa.
B. The Algorithm (OS-AIC) to Find Optimal Samples
Firstly, we sample uniformly on the LU band at a certain time. Then the weights are distributed uniformly among these samples. Next, the location of samples and weights are iterated until the x meets the condition to stop. To make our algorithm more effective, we delete the samples with zero weights during the iteration. In addition, when the nulling tones are large, for many subcarriers, only one maximal place exists. Then in these subcarriers, we only need to sample once.
According to the above analysis, we design our algorithm to find optimal samples (OS-AIC) as shown in Fig.  1 . In AIC and MAIC, 4 times sampling is adopted. In Fig.  1 , the nulling tones vary from 3 to 25. From Fig. 1 , it is known that OS-AIC performs best among them. 2 shows the LU band after MAIC and OS-AIC are applied separately. In Fig. 2 , the number of AIC tones is 8, and the number of nulling tones is 10. MAIC adopts 4 times upsampling. We can find no existing samples in the maximal power of the LU band, where there is serious interference. In OS-AIC, samples only stay in the maximal power points, so this could minimize the maximal power of the band. Besides, the weight of the majority of samples is zero in MAIC, which can be deleted without degrading the performance. If not, they will bring extra complexity. Fig. 3 shows that the number of AIC (MAIC) samples with 4 times sampling and that of OS-AIC under different AIC tones. In this situation, the nulling tones vary from 3 to 25 and AIC tones vary from 2 to 10. From the figure, it is concluded that the number of AIC samples is much more than that of OS-AIC. We can conclude that only a small number of samples is needed to achieve the optimization under the minimax criterion. According to Ref. [9] , the lower number of samples will decrease the computation and memory space linearly. In this letter, we have proposed a novel scheme to find the optimal locations and weights of samples in AIC, which can bring optimal performance under the minimax criterion. In the view of performance, compared to AIC and MAIC, this method can completely overcome the problem which would be seriously interfered in some sections even if the total energy in the LU band maintained a low level. In addition, when the optimal samples are obtained, it is found that its number is very small, and the amount of total samples doesn't increase with the wider LU band. Besides, ensemble average methods are used to calculate the optimal samples off line, and using this method, the proposed algorithm won't bring extra computations on line. Thus, the proposed OS-AIC is promising to candidates for the sidelobe suppression in CR-OFDM system. Though the algorithm is proposed for AIC techniques in this letter, it is suitable to some other sidelobe suppression algorithms based on least squares, such as SW and CCs.
