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Quantum computing has attracted a lot of attention in different research fields, such as
mathematics, physics and computer science. Quantum algorithms can solve certain prob-
lems significantly faster than classical algorithms. There are many numerical problems,
especially those arising from quantum systems, which are notoriously difficult to solve us-
ing classical computers, since the computational time required often scales exponentially
with the size of the problem. However, quantum computers have the potential to solve
these problems efficiently, which is also one of the founding ideas of the field of quantum
computing.
In this thesis, we explore five different computational problems, designing innovative
quantum algorithms and studying their computational complexity.
First, we design an adiabatic quantum algorithm for the counting problem, i.e., ap-
proximating the proportion α, of the marked items in a given database. As the quantum
system undergoes a designed cyclic adiabatic evolution, it acquires a Berry phase 2piα. By
estimating the Berry phase, we can approximate α, and solve the problem. For an error
bound ε, the algorithm can solve the problem with cost of order ε−3/2, which is not as good
as the optimal algorithm in the quantum circuit model, but better than the classical random
algorithm. Moreover, since the Berry phase is a purely geometric feature, the result should
be robust to decoherence and resilient to certain kinds of noise. Since the counting problem
is the foundation of many other numerical problems, such as high-dimensional integration
and path integration, our adiabatic algorithms can be directly generalized to these kinds of
problems.
In addition, we study the quantum PAC learning model, offering an improved lower
bound on the query complexity. For a concept class with d-VC dimension, the lower bound
is Ω(ε−1(d1−η + log(1/δ))), where ε is the required error bound, δ is the maximal failure
possibility and η can be an arbitrarily small positive number. The lower bound is close
to the best lower bound on query complexity known for the classical PAC learning model,
which is Ω(ε−1(d+ log(1/δ))).
We also study the algorithms and the cost of simulating a system evolving with Hamilto-
nian H =
∑m
j=1Hj , where the evolution of Hj can be implemented efficiently. We consider
high order splitting methods that are particularly applicable in quantum simulation and
obtain bounds on the number of exponentials required to approximate e−iHt with error ε.
Moreover, we derive the optimal order of convergence, given ε and the cost of the resulting
algorithm. We compare our complexity estimates to previously known ones and show the
resulting speedup.
Furthermore, we consider randomized algorithms for simulating the evolution of Hamil-
tonian H. The evolution is simulated by a product of exponentials of Hj in a random
sequence and random evolution times. Hence the final state of the system is approximated
by a mixed quantum state. First we provide a scheme to bound the error of the final quan-
tum state in a randomized algorithm. Then we obtain randomized algorithms which have
the same efficiency as certain deterministic algorithms but which are simpler to implement.
Finally we provide a lower bound on the number of exponentials for both deterministic and
randomized algorithms, when the evolution time is required to be positive.
We also apply the improved upper bound of Hamiltonian simulation in estimating the
ground state energy of a multiparticle system with relative error ε, which is also known
as the multivariate Sturm-Liouville eigenvalue problem. Since the cost of this problem
grows exponentially with the number of particles using deterministic classical algorithms,
it suffers from the curse of dimensionality. Quantum computers can vanquish the curse,
and we exhibit a quantum algorithm that achieves relative error ε using O(d log ε−1) qubits
with total cost (number of quantum queries and other quantum operations) O(d ε−(3+δ)),
where δ > 0 is arbitrarily small. Thus, the number of qubits and the total cost are linear
in the number of particles.
The main result of Chapter 2 is based on the paper [127], published in Quantum Infor-
mation Proceeding. The result of Chapter 3 is the same as that of the paper [126], published
in Information Processing Letters. The results of Chapter 4 and Chapter 6 have been sub-
mitted, and can be found in [88] and [84] separately. Chapter 5 from a talk in the 9th
International Conference on Monte Carlo and Quasi-Monte Carlo Methods in Scientific
Computing, has also been submitted and can be found in [125].
Table of Contents
1 Introduction 1
1.1 Overview of the Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Information-Based Complexity . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Counting Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Sturm-Liouville eigenvalue problem . . . . . . . . . . . . . . . . . . . 4
1.3 Quantum Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Quantum Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Adiabatic Computation and Berry Phase . . . . . . . . . . . . . . . . . . . 12
1.6 Quantum PAC Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.7 Hamiltonian Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Adiabatic Counting with Geometric Phase 20
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 The adiabatic algorithm for the counting problem . . . . . . . . . . . . . . . 21
2.3 Running Time of the Adiabatic Algorithm . . . . . . . . . . . . . . . . . . . 25
2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3 Query Complexity for Quantum PAC Learning 30
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 A Simple Example for Improving Former Results . . . . . . . . . . . . . . . 32
3.3 Lower bounds for query complexity in PAC learning model . . . . . . . . . 36
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
i
4 Efficiency of Hamiltonian Simulation 41
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Splitting methods for simulating the sum of two Hamiltonians . . . . . . . . 44
4.3 Splitting methods for simulating the sum of many Hamiltonians . . . . . . . 51
4.4 Speedup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5 Randomized Hamiltonian Simulation 57
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 The Randomized Model for Hamiltonian Simulation . . . . . . . . . . . . . 58
5.3 Examples of Randomized Algorithms . . . . . . . . . . . . . . . . . . . . . . 60
5.4 Lower Bounds for Positive Hamiltonian Simulation . . . . . . . . . . . . . . 66
5.5 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6 Ground State Energy Estimation 71
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Preliminary Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.3 Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.4 Quantum algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.5 Cost of our Quantum Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 77
6.6 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7 Conclusion and Future work 83
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Bibliography 86
A Appendix of Adiabatic Counting 98
B Appendix of Hamiltonian Simulation 103
ii
Acknowledgments
First of all, I would like to thank my PhD advisors Anargyros Papageorgiou and Joseph
F. Traub. It has been a great experience for me to work with them. With their guidance I
have learned many things not only about theory but also about how to be a researcher.
I also would like to express my gratitude to Alfred V. Aho, Arthur G. Werschulz, Henryk
Woz´niakowski, my thesis committee members, who devoted their time and energy to this
research.
I would like to thank Anargyros Papageorgiou for his efforts in our joint papers. By
working with him, I gained a lot of experience in research and study. I also would like to
thank Rocco Servedio, for his great advice and helpful discussions.
I am grateful to my colleagues from Department of Computer Science at Columbia
University, for sharing academic experiences and many social activities.
iii
CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
In the early 1980s, Richard Feynman observed that computers built from quantum mechani-
cal components would be ideally suited for simulating quantum mechanics. The perspective
of quantum systems as information processing devices subsequently led to identification of
concrete tasks, for which quantum computers have a quantifiable advantage. Numerical
problems play a key role in science and engineering applications. By studying quantum
algorithms and complexity for these problems, we try to exploit the superiority of quantum
computers. In this thesis, we provide quantum algorithms that can significantly improve
our ability in solving practical problems, such as the counting problem, PAC learning,
simulation of composite systems and ground energy estimation.
In Chapter 2, we study adiabatic computing and provide an adiabatic algorithm for
the counting problem. We can use this algorithm to solve other numerical problems, such
as high-dimensional integrals and path integrals. In Chapter 3, we show that quantum
computers cannot significantly reduce the required number of queries in the PAC learning
model. In Chapter 4 and Chapter 5, we study the number of exponentials in Hamiltonian
simulation, and provide several randomized algorithms for simulating the evolution of quan-
tum systems. In Chapter 6, we work on how to apply Hamiltonian simulation to estimate
the ground state energy of multiparticle systems.
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1.1 Overview of the Introduction
Most continuous mathematical problems arising in science and engineering can only be
solved numerically and therefore approximately. In this thesis, we often measure the “hard-
ness” of these numerical problems using the tools of information-based complexity (IBC),
a complexity theory that has been very successful in proving upper and lower bounds for
numerous problems in scientific computing. We give an overview of the basic concepts of
IBC in Section 1.2.
Quantum computing is a novel research field, studying algorithm design and analyzing
complexity based on quantum computers, devices for computation that make direct use
of quantum mechanical phenomena, such as superposition and entanglement, to perform
operations on data. In Section 1.3, we introduce preliminaries of quantum mechanics, as
the foundation of quantum computing.
Quantum computing takes advantage of the inherent parallelism, entanglement, inter-
ference and the analog nature of quantum mechanics. There are many quantum algorithms
which can solve certain problems significantly faster than classical algorithms. We will give
a brief introduction of quantum computing in Section 1.4.
Adiabatic computing is a model of quantum computing, which differs from the quantum
circuit model. It is based on the adiabatic theorem in quantum mechanics. It is believed
that the adiabatic model enjoys inherent robustness against decoherence. Because of this,
adiabatic computing has attracted considerable attention. We introduce this model in
Section 1.5.
Quantum algorithms also have wide applications in learning theory, which we will in-
troduce in Section 1.6, particulary the PAC (Probably Approximately Correct) learning
model.
In Section 1.7, we describe the problem of Hamiltonian simulation, and in Section 1.2.2,
we describe the ground energy problem. They play key roles in quantum mechanics, and
very difficult to solve by using classical computers. In this thesis, we show quantum algo-
rithms which can efficiently solve these problems.
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1.2 Information-Based Complexity
Information-based complexity (IBC) provides a comprehensive tool for analyzing the cost
of solving continuous problems. Overviews of information-based complexity may be found
in [81; 108; 109; 110].
In IBC a problem is given by a class of functions F = {f : D → K}, a solution operator
S : F → G and norms on F and G. Our goal is to approximate S(f), i.e., we want to
compute an approximation S˜(f) whose accuracy is given by ‖S(f)− S˜(f)‖, and is required
within ε. The problem will be completely specified once we have fixed the domain and the
range of S, as well as an error criterion for the approximation to the solution.
In order to analyze the complexity of the problem, we break it into two parts. First,
we study the information complexity of approximating S(f). We assume that the input f
is given to us as a black box. We can evaluate f at points x ∈ D and obtain f(x). The
information complexity represents how many evaluations we need such that an algorithm is
at least in principle able to give an ε-accurate answer, even though the actual construction of
the answer might still require a large number of computational steps. Secondly, we consider
the total number of computational steps (including the evaluations of f). Obviously the
information complexity gives a lower bound for the complexity. When the information cost
dominates the computational cost of the algorithm (which happens often), the information
cost also gives a good upper bound.
There are many important scientific, engineering and financial problems having con-
tinuous formulations, including high-dimensional integration [54; 55; 58; 59], path integra-
tion [85; 111], eigenvalue approximation [62; 83; 86], partial differential equations [30;
56; 57] and continuous optimization. In this thesis, we mainly focus on two continuous
problems: the counting problem [22; 78] and the Sturm-Liouville eigenvalue problem [83;
86].
1.2.1 Counting Problem
The goal of the counting problem is to approximate the proportion α of marked items in an
N -item database. In classical computation, the counting problem needs O(N) evaluations
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in the worst case setting, and O(ε−2) in the randomized setting, for error ε, by using the
Monte Carlo methods [75]. There exists a quantum algorithm solving the problem in O(ε−1)
evaluations [22]. Moreover, Nayak and Wu [78] showed that the quantum algorithm given
in [22] is optimal in the quantum circuit model.
The counting problem is also central for many other continuous problems, such as high
dimensional integration, path integration and eigenvalue approximation [54; 59].





where f ∈ Fd, Fd =
{
f : [0, 1]d → R | continuous and |f(x)| ≤ 1, x ∈ [0, 1]d}. Furthermore,
assume that integrand class has smoothness r [110]. The query complexity in the worst case
setting is
n(ε) = Θ(ε−d/r),
which leads to the curse of dimensionality. The curse can be broken by the Monte Carlo




In the quantum setting, the Monte Carlo algorithm can be replaced by the quantum counting




For more details see [85].
In this thesis, we consider an adiabatic algorithm for solving the counting problem. The
cost of the algorithm is not as good as the optimal quantum algorithm in the circuit model,
but is better than the cost of the best classical algorithm known. It will be discussed in
Chapter 2.
1.2.2 Sturm-Liouville eigenvalue problem
The goal of the Sturm-Liouville eigenvalue problem is to approximate the smallest eigenvalue
of −∆ + q with homogeneous Dirichlet boundary conditions on the d-dimensional unit
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cube, where ∆ is the Laplacian, and q is nonnegative and has continuous first order partial
derivatives. We are interested in the minimal number n(ε) of function evaluations or queries
that are necessary to compute an ε-approximation to the smallest eigenvalue. This problem
has been extensively studied both in classical settings and quantum settings [83; 86; 87].
Let Id = [0, 1]
d and consider the class of functions
Q =
{
q : Id → [0, 1]|q,Djq := ∂q
∂xj
∈ C(Id), ‖Djq‖∞ ≤ 1, ‖q‖∞ ≤ 1
}
,
where ‖ · ‖∞ denotes the supremum norm. For q ∈ Q, define Lq := −∆ + q, where ∆ =∑d
j=1 ∂
2/∂x2j is the Laplacian, and consider the eigenvalue problem
Lqu = λu, x ∈ (0, 1)d,
u(x) = 0, x ∈ ∂Id.











For the eigenvalue problem, there is a perturbation formula relating the eigenvalues λ(q)
and λ(q¯) for two functions q and q¯, [83]. In particular,
λ(q) = λ(q¯) +
∫
Id
(q(x)− q¯(x))u2q¯(x)dx+O(‖q − q¯‖2), (1.1)
where uq¯ is the eigenfuction that corresponds to λ(q¯). This equation relates the eigenvalue
problems to the integration problems.
When d = 1, this is the classical univariate Sturm-Liouville eigenvalue problem. For
univariate Sturm-Liouville eigenvalue problems, recall that n(ε) denotes the number of
queries needed to obtain an ε-approximation. It is known that
n(ε) = Θ(ε−1/2)
in the (deterministic) worst case setting, and
n(ε) = Θ(ε−2/5)
in the randomized setting; see [86]. In the quantum setting, there are two kinds of queries.
One is called the bit query, which is similar to the oracle calls used in Grover’s algorithm [52].
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The other is the power query, which is used for a number of problems including phase
estimation [86]. They are obtained by considering the propagator of the discretized system




M , where M is an n× n matrix obtained from the standard discretization of the
Sturm-Liouville differential operator. How to use bit queries to implement power queries is
one of the topics in this thesis. To compute an ε-approximation with probability 34 requires
n(ε) = Θ(ε−1/3)
bit queries, or
n(ε) = Θ(log ε−1)
power queries [19].
For multivariate Sturm-Liouville eigenvalue problems, Papageorgiou [83] derived lower
bounds for n(ε) using known lower bounds for the information complexity of integration,
which are
n(ε) = Ω(ε−d)








in the quantum bit query setting.
By discretizing the continuous problem and solving the resulting matrix eigenvalue prob-
lem, there is an optimal deterministic algorithm, whose information complexity is
n(ε) = O(ε−d),
and whose computational complexity is
comp(ε) = O(c ε−d + ε−d log ε−1),
where c denotes the cost of one function evaluation. The best randomized algorithm known
applies the perturbation formula, i.e., first approximate q by a function q¯, then approximate
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the first terms in the right hand side of Eq.1.1. The eigenvalue λ(q¯) is approximated by
using matrix discretization, and the weighted integration is approximated by using the
Monte Carlo method. The information complexity is
n(ε) = O(ε−max(2/3,d/2)),
and the computational complexity is
comp(ε) = O(c ε−max(2/3,d/2) + ε−d log ε−1).
The randomized algorithm is only known to be optimal when d ≤ 2; it is an open problem
whether it is still optimal in the randomized setting for d > 2.
The multivariate eigenvalue problems can be solved with any constant probability ar-
bitrarily close to 1 and relative error ε by a quantum algorithm based on the perturbation
formula and quantum integration [55], which uses O(ε−d/2) bit queries andO(ε−d/2) classical
function evaluations, plus O(d2 log2 ε−1) quantum operations and O(ε−2d log ε−1) classical
arithmetic operations. However, a better algorithm can be obtained by phase estimation,
which uses
O(ε−6 log2 ε−1)
bit queries and O(d ε−6 log4 ε−1) other quantum operations. The quantum algorithm is
derived from the algorithm using power queries, which has O(log ε−1) power queries and
O(log2 ε−1 + d log ε−1) quantum operations.
In this thesis, we provide a better quantum algorithm for estimating the ground state
energy, using O(d ε−(3+δ)) quantum operations, where δ > 0 is arbitrarily small.
1.3 Quantum Mechanics
In this section we give a brief overview of quantum mechanics, for more details see [68; 80;
97]. A quantum mechanical system is a complex vector space with inner product (i.e. a
Hilbert space) known as the state space of the system. The system is completely described
by its state, a time-dependent function |ψ〉, which is normalized by the condition 〈ψ|ψ〉 = 1.
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A qubit is the fundamental building block of quantum computers [80]. Its state space is







 = c0|0〉+ c1|1〉,
where |0〉 and |1〉 are basis vectors in the usual Dirac notation and c0, c1 are complex
numbers for which |c0|2 + |c1|2 = 1.





|ψ(t)〉 = H(t)|ψ(t)〉, (1.2)
where H(t) is a Hermitian operator called the Hamiltonian. An example is a particle of
mass m in a scalar time-independent potential V . If we denote the Laplacian operator
by ∆, i.e., ∆ =
∑
j ∂
2/∂x2j , then H is a differential operator








ψ(x, t) = − ~
2
2m
∆ψ(x, t) + V (x)ψ(x, t),
where x = (x1, · · · , xn) ∈ Ω ⊂ Rn.
Because the Hamiltonian is Hermitian, the time evolved state |ψ(t)〉 and the initial state
|ψ(0)〉 are related by a unitary transformation Ut,0
|ψ(t)〉 = Ut,0|ψ(0)〉.





When an experimentalist observes a quantum system, it is described by a quantum mea-
surement [80]. Quantum measurements are described by a collection {Mm} of measurement
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operators, which are acting on the state space of the system being measured. The index m
refers to the measurement outcomes that may occur in the experiment. If the state of the
quantum system is |ψ〉 before the measurement, then the probability that result m occurs
is given by
p(m) = 〈ψ|M †mMm|ψ〉,




The measurement operators satisfy the completeness equation,
∑
m
M †mMm = I.
For some applications the post-measurement state is not of interest. Then, there is a
mathematical tool known as the POVM (Positive Operator Valued Measure), which is
represented by a set of positive self-adjoint operators {Πm}, where
∑
mΠm = I, and the
probability that result m occurs is
p(m) = 〈ψ|Πm|ψ〉.
Quantum systems whose state is not completely known are described by mixed quantum
states. More precisely, suppose a quantum system is in one of a number of states |ψi〉, with













piU |ψi〉〈ψi|U † = UρU †.
In a POVM measurement {Πm}, the probability of obtaining result m for a mixed quantum
state ρ is
p(m) = Tr(Πmρ).
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1.4 Quantum Computing
Quantum Computing is a new computing paradigm which is based on “quantum comput-
ers” i.e., computing devices based on the principles of quantum mechanics. The concept of
quantum computers was first proposed by Feynman for simulating quantum systems [44],
which are extremely hard to carry out on classical computers. Interest in quantum compu-
tation grew enormously when Shor provided a quantum algorithm to solve the problem of
factorization and discrete logarithm [101; 102] in polynomial running time in 1994, while
all known classical algorithms take exponential time. In 1996 Grover discovered a quantum
algorithm for searching unstructured database [51; 52]. The quantum algorithm can find
an item in a database of size N with O(
√
N) queries, while any classical algorithm has
to use Ω(N) queries. By now, there are three main applications of quantum algorithms:
the hidden subgroup problem [2; 53; 69; 102], with Shor’s factorization algorithm [102]
one important example; search problems [23; 52; 54; 78; 82], including problems based
on quantum walk [7; 41; 91; 95]; and simulation of quantum systems [14; 17; 64; 76; 89;
124].
Most quantum algorithms are formulated in the quantum circuit model [16; 35; 121]. In
the quantum circuit model, the final state |ψf 〉 is obtained from the initial state |ψ0〉 through
a sequence of unitary operations, which are comprised of certain elementary quantum gates
- unitary operators acting on a small number of qubits. The most commonly used gates [80]






 , S =
1 0
0 i









 , Y =
0 −i
i 0




which are known as the Hadamard, phase, pi/8, and Pauli X, Y , Z gates, respectively.
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Together with the controlled-NOT gate,
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

(which acts on two qubits), they constitute a universal set for quantum computation. That
is, any unitary operation can be approximated to arbitrary accuracy by a quantum circuit
involving only these gates [37]. The computational cost of a quantum algorithm in the
circuit model is defined as the number of elementary gates the algorithm uses.
For numerical problems, a quantum algorithm can be described as a sequence of unitary
operations, i.e.,
|ψf 〉 := UTQfUT−1Qf · · ·U1QfU0|ψ0〉. (1.3)
The unitary matrix Qf is called a quantum query and is used to provide information to
the algorithm about a function f . Qf depends on n function evaluations f(t1), . . . , f(tn),
at deterministically chosen points, with n ≤ 2ν , where ν is the number of qubits used in
the algorithm. The unitary operations U0, U1, . . . , UT are unitary operations that do not
depend on f . The integer T denotes the number of quantum queries [85]. Woz´niakowski also
consider quantum algorithms with randomized queries, where Qf depends on randomized
function evaluations [120].
For algorithms solving discrete problems, such as Grover’s algorithm for the search of
an unordered database [52], the input f is considered to be a Boolean function. The most
commonly studied quantum query is the bit query. For a Boolean function
f : {0, . . . , 2m − 1} → {0, 1},
the bit query is defined by
Qf |j〉|k〉 = |j〉|k ⊕ f(j)〉. (1.4)
where ⊕ denoting addition modulo 2. For a real function f , the query is constructed by
taking the most significant bits of the function f evaluated at some points tj. More precisely,
as in [55], the bit query for f has the form
Qf |j〉|k〉 = |j〉|k ⊕ β(f(τ(j)))〉, (1.5)
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where the functions β and τ are used to discretize the domain D and the range R of f ,
respectively.
At the end of the quantum algorithm, the final state |ψf 〉 is measured. The measurement
produces one of M outcomes. Outcome j ∈ {0, 1, . . . ,M −1} occurs with probability pf (j),
which depends on j and the input f . Knowing the outcome j, we classically compute an
approximation S˜(j) to the solution S(f). If for all f the probability to get an ε-estimate
to S(f) is ∑
j:‖S(f)−S˜(j)‖<ε
pf (j) ≥ 34 ,
then we say that the algorithm solves the problem with accuracy ε and probability 3/4
in T queries. The probability 3/4 is arbitrary; any number greater than 1/2 would do. The
success probability can then be boosted to become arbitrarily close to one. We are interested
in the smallest number of queries such that a quantum algorithm solves the problem for
all f with error at most ε.
Besides the quantum circuit model, there are several different quantum computing mod-
els, such as measurement-based quantum computation [6; 33; 90], and adiabatic quantum
computation. The adiabatic quantum computation will be introduced in Section 1.5.
1.5 Adiabatic Computation and Berry Phase
One main obstacle to realize quantum algorithms is the decoherence induced by the coupling
environment. To overcome the obstacle a novel quantum computation model, quantum
adiabatic computation [3; 10; 26; 43; 73; 92; 93; 96], is a promising candidate. The model is
believed to enjoy inherent robustness against the impact of decoherence [26; 73; 93]. Even
though not all researchers share this view [10; 96], adiabatic quantum computation still
attracts considerable attention.
Adiabatic computation is based on the adiabatic theorem. Consider a quantum system
in a state |ψ(t)〉, (0 ≤ t ≤ T ), which evolves according to the Schrodinger equation (1.2). If
the system is initially in its ground state, and the Hamiltonian varies slowly enough, it will
remain close to the ground state of H(t), at time t. Let |E0(t)〉 be the ground state of the
Hamiltonian, and let E0(t) be the corresponding eigenvalue. If H(T ) = H(0), then |ψ(T )〉
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is close to |ψ(0)〉, with the exception of a global phase. The phase can be divided into two












The Berry phase depends only on the path taken, not on how fast the path is traversed.
Hence, if we design a cyclic path of Hamiltonians, the Berry phase is totally determined [5;
18; 94; 103].
The quantum adiabatic theorem suggests a natural approach for optimization. The basic
idea is to encode the solution of the problem in the ground state of a Hamiltonian and to
adiabatically evolve into this ground state, starting from a known ground state. According
to the adiabatic theorem, the probability of finding a solution will be high provided the
evolution is sufficiently slow. From the adiabatic theorem, the running time of an adiabatic
algorithm depends crucially on the gap ∆(s) between the ground and first excited state
of H(s).
Quantum adiabatic computation has been proved to be polynomially equivalent to the
quantum circuit model [3]. There are also adiabatic algorithms that are as good as the
quantum algorithms in the circuit model. An important example is the unstructured search
problem. For a database with size N , the problem can be solved in time O(
√
N) by Grover’s
algorithm [52], but has classical query complexity Ω(N). There is an adiabatic algorithm
that can also solve this problem with running time proportional to
√
N [92].
In this thesis, we provide an adiabatic algorithm for the counting problem described in
Section 1.2.1. This adiabatic algorithm is different from other adiabatic algorithms, such
that the solution is encoded in the Berry phase of the final state, rather than the ground
state of the final Hamiltonian. The final information is then obtained by estimating the
relative phase, rather than by the usual quantum measurement.
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1.6 Quantum PAC Learning
The PAC (Probably Approximately Correct) model of concept learning was introduced by
Valiant [112] and has been extensively studied [21; 40; 66]. In the model, the learning
algorithm has access to an example oracle EX (c,D) where c ∈ C is the unknown target
concept, C is a known concept class and D is an unknown distribution over {0, 1}n. The
oracle EX (c,D) takes no inputs; when invoked, it generates a labeled example (x, c(x))
according to the distribution D. The goal of the learning algorithm is to provide a hy-
pothesis h : {0, 1}n → {0, 1}, which is an ε-approximation for c under the distribution D,
i.e., a hypothesis h such that Prx∈D[h(x) 6= c(x)] ≤ ε. An algorithm A is a PAC learning
algorithm for C if the following condition holds: given 0 < ε, δ < 1, for all c ∈ C and
all distributions D over {0, 1}n, with probability at least 1 − δ, the algorithm A outputs
a hypothesis h, which is an ε-approximation to c under D. In the literature, ε is usually
known as accuracy and 1− δ is known as confidence. The query complexity of the learning
algorithm A for C is the maximum number of queries to EX (c,D) algorithm A invokes for
any c ∈ C and any distribution D over {0, 1}n.
The quantum PAC learning model is a generalization of the classical PAC learning
model to the quantum computing model [12; 24; 49; 50]. In the quantum PAC learning
model, the algorithm has access to a quantum example oracle QEX (c,D), which generates
a superposition of all labeled examples, where each labeled example (x, c(x)) appears in the
superposition with amplitude proportional to the square root of D(x). More precisely, for
a distribution D over {0, 1}n, the quantum example oracle QEX (c,D) is a quantum gate






The QEX (c,D) is only defined on the initial state |0n, 0〉, and it is required that a quantum
learning algorithm only invokes the QEX (c,D) oracle on the basis state |0n, 0〉. A quan-
tum learning algorithm is a quantum PAC learning algorithm for C if it has the following
property: given 0 < ε, δ < 1, for all c ∈ C and all distributions D over {0, 1}n, with
probability 1 − δ the algorithm outputs a representation of a hypothesis h, which is an ε-
approximation to c under the distribution D. Similar to the classical PAC learning model,
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ε is usually considered as accuracy and 1 − δ is considered as confidence. The quantum
query complexity of a quantum PAC learning algorithm is the maximum number of queries
to QEX (c,D) for any c ∈ C and any distribution D over {0, 1}n.
Because of the specialization of quantum circuits used in the quantum PAC learning
model, they can be simplified as follows. First, since all the information used for computa-
tion comes from the oracle calls, the initial state of the quantum register can be assumed
as |0n, 0〉. Secondly, since QEX (c,D) is required to be invoked only on the state |0n, 0〉,
without loss of generality, all QEX (c,D) calls in the quantum learning algorithm can be
assumed to occur at the beginning of the algorithm. Finally, after a set of invocations to
QEX (c,D), the algorithm performs a sequence of unitary transformations and one measure-
ment. Since we are chiefly interested in query complexity and not the circuit size, they can
be replaced by a POVM measurement, which is represented by a set of positive self-adjoint
operators {Πh}, where
∑






A quantum learning algorithm with query complexity T can be represented as a POVM
measurement {Πh} for |ψc〉⊗T . If the algorithm is a quantum PAC learning algorithm with
accuracy ε and confidence 1− δ for the concept class C, for any c ∈ C, then∑
h∈Hc
〈ψc|⊗TΠh|ψc〉⊗T > 1− δ. (1.8)
where Hc is the set of hypothesis h, such that h is an ε-approximation to c.
In the PAC learning model, the Vapnik-Chervonenkis (VC) dimension plays a key role
for measuring the complexity of a concept class [21; 113]. For S ⊆ {0, 1}n, we write ΠC(S)
to denote {c ∩ S : c ∈ C}, so |ΠC(S)| is the number of different dichotomies which the
concepts in C induce on the points in S. A subset S ⊆ {0, 1}n is said to be shattered by C if
|ΠC(S)| = 2|S|, i.e., if C induces every possible dichotomy on the points in S. For a concept
class C, its VC-dimension is the cardinality d of the largest set S shattered by C [66]. In
the classical PAC learning model, an algorithm with ε accuracy and 1− δ confidence, for a
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is given in [21]. Since a quantum PAC learning algorithm can be directly transferred to
a classical PAC learning algorithm [80], the upper bound in the classical PAC learning
model is also an upper bound in the quantum PAC learning model. On the other hand,
in the quantum PAC learning model, the best known lower bound is given by Atici and























for any η > 0. Hence, we show that the lower bounds of query complexity are almost the
same in both quantum and classical PAC learning model.
1.7 Hamiltonian Simulation
It is very hard to simulate a quantum system using classical computers, since the computa-
tional cost of simulating many particle quantum systems typically grows exponentially with
the number of particles. However, Feynman [44] proposed that computers based on quantum
mechanical principles could provide the most powerful technology for simulating quantum
systems, which is also one of the founding ideas of the field of quantum computation.
In addition to predicting the behavior of physics systems [17; 44; 64; 76; 124], Hamil-
tonian simulation also has algorithmic applications. For example, the implementation of
power queries by using bit queries in the Sturm-Liouville eigenvalue problem is based on a
Hamiltonian simulation problem [83]. Other examples include adiabatic optimization [42],
quantum walks [91], and the NAND tree evaluation algorithms [41].
In a Hamiltonian simulation problem, our goal is to simulate the unitary operator e−iHt
for a given Hamiltonian H and evolution time t. The accuracy of the simulation is measured
by the trace distance [80] of the simulated final state and the desired final state, which is
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noted by ε. The cost of a quantum algorithm is measured by the number of elementary
gates in the quantum circuit, as stated in section 1.4. If it is poly(n, t, 1/ε), the Hamiltonian
H is said to be efficiently simulated for any t > 0, for an error bound ε.
There are a few cases where a Hamiltonian can obviously be simulated efficiently. For
example, this is the case if H only acts nontrivially on a constant number of qubits, because
any unitary evolution on a constant number of qubits can be approximated using a constant
number of elementary gates [37].
Note that since we require a simulation for an arbitrary time t (with poly(t) gates), we
can rescale the evolution by any polynomial factor: if H can be efficiently simulated, then
so can cH for any c = poly(n). This holds even if c < 0, since any efficient simulation is
expressed in terms of quantum gates, and can simply be run in reverse [80].
Another example is as follows. Suppose H is diagonal in the computational basis, and
any diagonal element d(a) = 〈a|H|a〉 can be computed efficiently. Suppose for simplicity
that the diagonal element d(a) is expressed as a binary number with k bits of precision.
Then H can be simulated efficiently as follows: For any input computational basis state |a〉,
together with a k-qubit ancilla state initialized to |0〉,




For instance, the discretization of a bounded potential V (x) on a mesh with size h =
1/(N + 1) can be efficiently simulated, assuming that the evaluations V (xi) is efficiently
computable. Then, the query complexity is 2, and the ancilla computation is O(log(N)).
In addition, we can rotate the basis in which a Hamiltonian is applied using any unitary
transformation with an efficient decomposition into basic gates. In other words, if H can
be efficiently simulated and the unitary transformation U can be efficiently implemented,
then UHU † can be efficiently simulated. This follows from the simple identity
e−iUHU
†t = Ue−iHtU †.
For instance, consider the discretization of the negative Laplacian −∆h = SΛS†, where
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Λ is a diagonal matrix. S is the sine transform of size N ×N , which can be implemented
with O(log2N) quantum operations [69; 80]. Any diagonal element of Λ can also be calcu-
lated efficiently. Hence, −∆h can be implemented efficiently.
For a Hamiltonian H =
∑m
j=1Hj, where Hj can be simulated efficiently, there are vari-
ous algorithms for simulating e−iHt. Obviously, if the Hj commute with each other, e−iHt =∏m
j=1 e
−iHjt. Hence, in this thesis, we assume Hj do not commute. Without loss of gener-
ality, we also assume ‖H1‖ ≥ ‖H2‖ ≥ · · · ≥ ‖Hm‖. Let τ = ‖H1‖t, such that the evolution
e−iHt = e−iHτ/‖H1‖, which is equivalent to the evolution of a bounded Hamiltonian with
time τ .
Various algorithms have been studied in the literature. One of the simplest and widely




For an error bound ε, the algorithm based on Trotter formula has O(τ2/ε) exponentials. A







The algorithm derived from Strang’s formula has O(τ3/2/ε1/2) exponentials. Based on









S2k(∆t) = [S2k−2(pk∆t)]2S2k−2((1 − 4pk)∆t)[S2k−2(pk∆t)]2, k = 2, 3, . . . ,
where pk = (4 − 41/(2k−1))−1, there is a sequence of simulation algorithms. From∥∥e−iPmj=1 Hj∆t − S2k(∆t)∥∥ = O(|∆t|2k+1), (1.9)
a set of upper bounds for the number of exponentials in simulating e−iHt is derived
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for k = 1, 2, · · · [17].
From the algorithms given above, a Hamiltonian H can be simulated efficiently if it is
sparse, i,e., it has poly(logN) nonzero entries in each row, and if there is an efficient means
of computing the indices and the matrix elements of the nonzero entries in any given row.
A simple algorithm is based on Vizing’s theorem [29], which says that a graph of maximum
degree d has an edge coloring with at most d + 1 colors. By using only local information
about the graph, there is a polynomial overhead in the number of colors used. That is, given
an undirected graph G with N vertices and maximum degree d, and that the neighbors of
any given vertex can be efficiently computed. There is an efficiently computable function
c(a, b) = c(b, a) taking O(d2 log2N) values such that for all a, c(a, b) = c(a, b′) implies
b = b′. Hence, a sparse Hamiltonian can be written as the sum of polynomially many local
Hamiltonians. From [17], the best upper bound known of query complexity for estimating















Although the simulation of any Hamiltonian may be performed arbitrarily close to linear
in the evolution time, however the scaling cannot be sublinear [17].
In this thesis, we obtain a series of upper bounds on the number of exponentials required
to approximate e−iHt with error ε, which are more accurate than those in [17]. Moreover, we
derive the order of the splitting method that optimizes the cost of the resulting algorithm.
We show significant speedups relative to previously known results.
We also consider a new model of Hamiltonian simulation, which is based on randomized
algorithms. Such algorithms simulate the evolution of a Hamiltonian H =
∑m
j=1Hj for
time t, by a product of exponentials of Hj in a random sequence, and random evolution
times. Hence the final state of the system is approximated by a mixed quantum state.





Quantum adiabatic computation is a novel quantum computing model as introduced in Sec-
tion 1.5. The model has been proved to be polynomially equivalent to the quantum circuit
model [3; 43]. For instance, in the adiabatic model, searching an unordered database re-
quires time of the same order of magnitude as Grover’s algorithm [52; 92], but few adiabatic
algorithms are known that have performance similar to that of the corresponding algorithm
in the quantum circuit model. In this chapter, we show an adiabatic algorithm for the
counting problem. The task of the counting problem is to approximate the proportion α of
marked items in an N -item database. The counting problem plays a key role in numerical
problems, as described in Section 1.2.1.
Our algorithm for the counting problem is based on the Berry phase acquired in the
adiabatic evolution. When a quantum system undergoes a cyclic adiabatic evolution, it
acquires a geometric phase, which is known as geometric phase or the Berry phase [18].
The phase depends only on the path taken, not on how fast that path is traversed, as long
as it satisfies the adiabatic condition. The phenomenon was first observed by Berry [18],
and then extensively studied [8; 47; 99; 122]. The Berry phase is a purely geometric feature,
and resilient to certain small errors [20; 61; 79], so various methods are proposed to use it
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when building quantum gates [39; 63; 128].
In our algorithm, we design an adiabatic evolution such that the resulting Berry phases
encode the solution of the problem. Then we can solve the problem by estimating the Berry
phase after the adiabatic evolution. Since Berry phases are global phases and cannot be
measured directly, we let two parts of a superposition undergo the same cyclic adiabatic
evolution in different directions. After the adiabatic evolution, the dynamic phases of the
two parts cancel out, and the Berry phases are ±2piα. Then, by estimating the relative
phase between the two parts of the superposition, we can estimate α. The algorithm has
a runtime of order ε−3/2, which beats the optimal classical algorithm in the randomized
setting. Usually, in adiabatic algorithms it is the final state that encodes the solution of
the problem, while in our algorithm it is the Berry phase. Since the Berry phase is a purely
geometric feature, i.e., it only depends on the path of evolution, and is independent of
details of how the evolution is executed, the result is resilient to certain small errors. The
details of adiabatic algorithms and the Berry phase are introduced in Section 1.5.
The remainder of the current chapter is organized as follows. In Section 2.2, we provide
the basic adiabatic evolution used in the algorithm, which can encode the solution to a
Berry phase of a quantum system. Then we give the adiabatic algorithm for the counting
problem. In Section 2.3, we will show the relationship between the accuracy of the algorithm
and the time it used. In Appendix A, we show the detailed derivation of the difference of
real relative phase and the Berry phase in our algorithm.
2.2 The adiabatic algorithm for the counting problem
In this section, we will show how to encode the solution to the Berry phases. We use a
function f : {0, · · · , N − 1} → {0, 1} to denote whether an item is marked, i.e.,
f(s) =

1, if the s-th item is marked,
0, otherwise.
For an error bound ε, the algorithm has m = log(1/ε) adiabatic evolutions. In each evolu-
tion, we use n + 1 qubits, where n = log2N . The quantum state can be divided into two
systems: the control system, which has 1 qubit, and the computing system, which has n
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qubits. The computing system is in an N -dimensional Hilbert space, whose basis states are






as the initial state in the computing system and use 1√
2
(|0〉+ |1〉) as the initial state in the
control system. Hence, the initial state of the whole system is
|ψ(0)〉 = 1√
2
(|0〉 + |1〉)⊗ |ψ0〉. (2.2)
In each evolution, the initial Hamiltonian of the computing system is
H0 = I − |ψ0〉〈ψ0|. (2.3)
Typically, in quantum algorithms, the fundamental oracle used is
|x〉|y〉 → |x〉|y ⊕ f(x)〉. (2.4)
In our algorithm, we modify the oracle to
|x〉|y〉|z〉 → |x〉|y ⊕ f(x)〉|z ⊕ (y · f(x))〉. (2.5)
We use a 2-qubit auxiliary state
1√
2
(|0〉+ i|1〉) ⊗ 1√
2
(|0〉 − |1〉)
for quantum state |k〉, then the oracle works as follows,
|k〉 ⊗ 1√
2





(|00〉 + i|10〉 − |01〉 − i|11〉)
7→1
2
|k〉(|f(k)〉|0〉 + i|f(k)⊕ 1〉|f(k)〉 − |f(k)〉|1〉 − i|f(k)⊕ 1〉|1 ⊕ f(k)〉).
When f(k) = 0, the result is
1
2
|k〉 ⊗ (|00〉 + i|10〉 − |01〉 − i|11〉) = |0〉 ⊗ 1√
2
(|0〉 + i|1〉) ⊗ 1√
2
(|0〉 − |1〉),
and when f(k) = 1, the result is
1
2
|k〉 ⊗ (|10〉 + i|01〉 − |11〉 − i|00〉) = −i|0〉 ⊗ 1√
2
(|0〉 + i|1〉) ⊗ 1√
2
(|0〉 − |1〉).
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Discarding the auxiliary qubits, we obtain |k〉 7→ (−i)f(k)|k〉. Hence, the operation of the






































In the adiabatic algorithm, we define four Hamiltonian oracles as
Hk = I − |ψk〉〈ψk|, (2.9)







sk(t) = 1, for any 0 ≤ t ≤ T .















where θj is a function from [0, T ] to [0, 2
jpi], satisfying θj(0) = 0 and θj(T ) = 2
jpi. Since
the Berry phase only depends on the path of the evolution of the Hamiltonian, the choice
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of the function θ(t) does not affect our result. Combining (2.9) and (2.11), the Hamiltonian
of the j-th evolution is
H(θj) =I − 1
2














and θj ∈ [0, 2jpi]. Clearly, the ground state of H(θj) is |ψ(θj)〉. We set the Hamiltonian of
the whole system in the j-th adiabatic evolution as
|0〉〈0| ⊗H(θj) + |1〉〈1| ⊗H(−θj). (2.14)









αdθ = 2jpiα. (2.15)
Since the dynamic phase is the same in both parts, the final state is
|ψj(T )〉 = 1√
2
(eiγj |0〉+ e−iγj |1〉) ⊗ |ψ0〉. (2.16)
Hence, at the end of the evolution, the relative phase of the first qubit is Γj = 2γj = 2pi(2
jα).
In this way, we successfully encode the solution to the relative phases of a set of quantum
states.
In the algorithm, we do not use the phase estimation procedure in [80] to estimate α
from the Berry phases, in order to avoid unnecessary entanglement. We use Kitaev’s equiv-
alent procedure instead [68]. As described above, in the j-th adiabatic evolution of the
algorithm, we prepare a quantum state whose relative phase is 2pi(2jα), for j = 1, · · · ,m.
A measurement for the first qubit in |+〉 = 1√
2
(|0〉+ |1〉) and |−〉 = 1√
2
(|0〉− |1〉) basis gives
the result |+〉 with probability
p = cos2(γ) = cos2(2jpiα). (2.17)
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Hence, if we apply the process several times, we can approximate the probability. More
precisely, let q = r/R be the ratio between the number of r of results |+〉 and the number R
of measurements. Then Chernoff’s bound [77]
Pr(|p− q| ≥ δ) ≤ 2e−2δ2R (2.18)
shows that for a fixed δ, the error is smaller than ε for only O(log(1/ε)) number of mea-
surements. In this application, we only need an error that is smaller than pi/8, which will









−jαj. For j = 1, · · · ,m, we replace the known approximate value of 2jα
by ηj , the closest number from the set {0, 1/8, 2/8, · · · , 7/8}. Hence, we have
|2jα− ηj |1 < 1/16 + 1/16 = 1/8. (2.20)
Since if |y − 2α|1 < δ < 1/2, then |y′0 − α|1 < δ/2 or |y′1 − α|1 < δ/2, where y′1, y′2 are the
solutions to the equation 2y′ ≡ y(mod1), we can start from 2mα and increase the precision
in the following way: Set ηm = .αmαm+1αm+2 = ηm and proceed by iteration:
αj =

0 if|.0αj+1αj+2 − ηj |1 < 1/4,
1 if|.1αj+1αj+2 − ηj |1 < 1/4,
(2.21)
for j = m − 1, · · · , 1. By a simple induction, .α1α2 · · ·αm can estimate α with error less
than 2−m = ε.
2.3 Running Time of the Adiabatic Algorithm
In this section, we consider the accuracy of the evolutions and the running time of the
algorithm. It is easy to see that under the Hamiltonian given in (2.12) the actual state |ϕ(θ)〉
in the computing system always stays in the subspace spanned by {|0ˆ〉, |1ˆ〉}. Then H(θ)
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in the subspace. Assume ω = dθ/dt is constant, and ω  1. Let |ϕ(t)〉 be the t-time state in
the system which is initially in |ψ0〉, and evolving under H(ωt). By solving the Schro¨dinger
equation (1.2), we attain










(1− ω)2 − α(1− 3ω) + (β − ω)E




α(1 + ω)− αE




(1 + ω)2 − β(1 + 3ω)− (α+ ω)E




β(1− ω) + βE






(1− ω)2 + 4αω, see Appendix A. On the other hand, denote the quantum
state evolving under the Hamiltonian H(−θ) = H(−ωt) by |ϕ′(t)〉, which can be obtained
from |ϕ〉 by exchanging all ω by −ω, i.e.,










(1 + ω)2 − α(1 + 3ω) + (β + ω)E′









(1− ω)2 − β(1− 3ω)− (α− ω)E′




β(1 + ω) + βE′






(1 + ω)2 − 4αω.
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Then the final state of the j-th evolution is
|ψj(T )〉 = 1√
2
(|0〉|ϕ(T )〉 + |1〉|ϕ′(T )〉), (2.29)
where T = 2jpi/ω, which is the time of the j-th evolution, for j = 1, · · · ,m. As indicated
before, we will measure the relative phase of the first qubit, and use it as an approximation
of 2pi(2jα). Let |ϕ⊥〉 be a state in the span space of |0ˆ〉 and |1ˆ〉, which is orthogonal to |ϕ〉
by (2.29), so that
|ψj(T )〉 = 1√
2
(|0〉+ 〈ϕ(T )|ϕ′(T )〉|1〉)|ϕ〉 + 1√
2
(〈ϕ⊥(T )|ϕ′(T )〉)|1〉|ϕ⊥(T )〉. (2.30)
Hence, with probability
ps =
1 + |〈ϕ(T )|ϕ′(T )〉|2
2
, (2.31)
the relative phase will be the argument of 〈ϕ(T )|ϕ′(T )〉. It can be checked that








(1− ω)2 + 4αω −
√






(1− ω)2 + 4αω +
√
(1 + ω)2 − 4αω)T
(2.33)
From the assumption ω  1, we have
AA′ +DD′ = 1− 3αβω2 +O(ω3),
BB′ + CC ′ = −αβω2 +O(ω3),
AB′ + C ′D = 2αβω2 +O(ω3),




1 + |〈ϕ(T )|ϕ′(T )〉|2
2
≥ 1− 8αβω2, (2.35)
and
|ang(〈ϕ(T )|ϕ′(T )〉) − µ1| ≤ 8αβω2. (2.36)
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Moreover,
µ1 = 2αωT + 2αβ(β − α)ω3T +O(ω5T )
= 2pi(2jα)(1 + β(β − α)ω2 +O(ω3)),
(2.37)
in the j-th evolution. Hence, the difference between the expected relative phase and 2pi(2jα)
is
∆ ≤ 2pi(1− ps) + |ang(〈ϕ+(T )|ϕ−(T )〉) − µ1|+ |µ1 − 2pi(2jα)| = O(2jω2). (2.38)
To estimate 2jα modulo 1 with error less than 1/16, it is enough to make ∆ < 2pi/32,
and then estimate the relative phase to its expected value within error 2pi/32. To satisfy
the first condition, in the j-th evolution we set




in (2.38). When estimating the relative phase, we can boost the success probability using
repetitions. In our case, O(m − j) repetitions yield overall success probability greater




















Therefore, the adiabatic algorithm has an O(ε−3/2) running time. As we know the
optimal quantum algorithm has a running time O(1/ε), our adiabatic algorithm is not as
good as the quantum algorithm given in the circuit model. However, it is better than the
best classical algorithm, which needs O(ε−2) running time.
2.4 Discussion
In conclusion, we have proposed an adiabatic algorithm for the quantum counting prob-
lem. The key idea of the algorithm is to construct Berry phases which equal 2pi(2jα),
for j = 1, · · · ,m, where α is the proportion of marked items in the database, m = log(1/ε).
The algorithm has a running time of O(ε−3/2), which beats the optimal classical random
algorithm. Since the counting problem is the foundation of many numerical problems, such
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as high-dimensional integration, path integration, and eigenvalue estimation, our algorithm
provides a robust and efficient strategy to improve our ability to solve these problems.
There are some special characteristics of our algorithm. In particular, the solution of the
problem is encoded in the phase difference of the final state, rather than the ground state
of the final Hamiltonian. The final information is obtained by the phase estimation routine,
rather than by the usual quantum measurement. In contrast to usual adiabatic algorithms,
such as in [92], we use several Hamiltonians as oracles to construct the evolution path.
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Chapter 3
Query Complexity for Quantum
PAC Learning
3.1 Introduction
Some quantum algorithms are closely related to the field of learning theory. One example
given by one of the earliest quantum algorithms, the Deutsch-Jozsa algorithm [36], which
decides whether a boolean function over the domain {0, 1}n is constant or balanced. To
exactly decide the problem requires Θ(2n) queries in the classical setting, but only Θ(1)
queries in the quantum setting. Another example is the Bernstein-Vazirani algorithm [16],
where the purpose is to learn a concept among the concept class of boolean functions cs(x) =
x · s mod 2, where x, s ∈ {0, 1}n. The problem has a query complexity of Ω(n) in the
classical setting, while it can be solved using only 1 quantum query.
To systematically study learning problems in the quantum setting, Bshouty and Jack-
son [24] defined the quantum PAC learning model as a generalization of the standard PAC
learning model. They also offered a polynomial-time algorithm for learning DNF in the
quantum PAC learning model, while there is no polynomial-time algorithm known in the
classical PAC learning model. The details about classical and quantum PAC models have
been introduced in Section 1.6. The relationship between the number of quantum exam-
ples versus classical examples required for PAC learning was first studied by Servedio and
Gortler [50], and then improved by Atici and Servedio [12]. In this chapter, I improve the
CHAPTER 3. QUERY COMPLEXITY FOR QUANTUM PAC LEARNING 31
lower bound given in [12], offering a new quantum lower bound that is extremely close to
the lower bound in the classical PAC learning model.
Before offering our main conclusion, we first review the lower bounds offered in [12].
Lemma 1. Let C be any concept class with VC dimension d+ 1. Any quantum algorithm
with a QEX (c,D) oracle to learn a concept belonging to C with ε accuracy and 1 − δ










To prove Lemma 1, the authors in [12] consider two concepts c0, c1 such that c0(x0) =
c1(x0) = 0, while c0(x1) = 0, c1(x1) = 1. Assuming the distribution D satisfies that
D(x0) = 1 − 3ε and D(x1) = 3ε. The states of the system after T queries of QEX (c,D),
which are denoted by |ψ(0)〉 for c0 and |ψ(1)〉 for c1, satisfy
〈ψ(0)|ψ(1)〉 = (1− 3ε)T .
From [100], if (1 − 3ε)T > 2
√
δ(1 − δ), there is some output hypothesis which occurs with
probability greater than δ, whether the target is c0 or c1; but this cannot be the case for








Lemma 2. Let C be any concept class with VC dimension d + 1. Any quantum algo-
rithm with a QEX (c,D) oracle to learn a concept belonging to C with ε accuracy and 4/5









To prove Lemma 2, in [12], the authors used the following strategy. First, they designed
a set of concepts, such that under a given distribution, the difference of each two concepts
is no less than 2ε. Hence, the quantum states generated from such concepts, |ψ1〉, · · · , |ψN 〉,
should be distinguished with confidence 4/5, where N is the number of concepts. Then, by
constructing corresponding quantum states |φi〉 that are close to the quantum states |ψi〉t,
for i = 1, · · · , N , where t will be decided later, such that if |ψi〉Tt can be distinguished,
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then so can |φi〉T . In this chapter, we use the notation |ψ〉t to denote |ψ〉⊗t. At the same
time, from the polynomial-based argument [15], there is a lower bound for the copies of |φi〉
needed to distinguish each other. Hence from the lower bound for |φi〉 and the condition




The remainder of the current chapter is organized as follows. In Section 3.2, by offering
a simple example about how to improve the lower bound given in [12], we show our main
idea in proving the general conclusion, while avoiding complicated notation and formulas.
In Section 3.3, we provide our main conclusion, showing that the lower bound for query
complexity in the quantum PAC learning model is almost the same as that in the classical
PAC learning model.
3.2 A Simple Example for Improving Former Results
We find that if we change the quantum states |φi〉 to be closer to |ψi〉t, for i = 1, · · · ,N , we
can derive improved lower bounds compared to the one in [12]. In this section, we will show
how to derive a lower bound Ω(ε−1(d/ ln d)2/3), as a simple example. In the next section,
we will go on proving that for an arbitrarily small η > 0, there is a lower bound Ω(ε−1d1−η)
for the query complexity.
To start the proof, we begin with the Gilbert-Varshamov bound [74], which is well known
in coding theory.
Lemma 3. There exists a set {z1, · · · , zN} of d-bit binary strings such that for all i 6= j










) ≥ 2d(1−H(1/4)) > 2d/6,
where H(p) = −p log p− (1− p) log(1− p) is the binary entropy function.
Theorem 1. Let C be any concept class with VC dimension d + 1. Any quantum algo-
rithm with a QEX (c,D) oracle to learn a concept belonging to C with ε accuracy and 4/5
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Proof. Let {x0, x1, · · · , xd} be a set of inputs which can be shattered by C. As in [12], we
consider the same distribution D, that is






for i = 1, · · · , d.
From Lemma 3, there are N strings, z1, · · · , zN , whose length is d, whose pairwise
Hamming distance is at least d/4, where N > 2d/6. Here, the Hamming distance between
two strings of equal length is the number of positions at which the corresponding symbols
are different. For i = 1, · · · , N , let ci be a concept, such that ci(x0) = 0 for any i, and ci(xj)
equals to the j-th element in string zi. Since for any i 6= j, we have





the quantum PAC learning algorithm should distinguish each quantum state with the con-
fidence 4/5. The quantum states generated from QEX (c,D) are
|ψi〉 =
√



















for i = 1, · · · , N . Note that |α〉 and |βi〉 are all normalized.
Before we approximate |ψi〉⊗t, we define a series of non-normalized quantum states,
which are not normalized. Let





|µk−1(i, n − 1− j)〉 ⊗ |βi〉 ⊗ |α〉j .
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Note that |µk(i, n)〉 has a direct physical meaning, the sum of all n-composed quantum
states such that k of the subsystems are in the state |βi〉, the others being in the state |α〉.
For example,
|µ1(i, t)〉 = |α〉t−1|βi〉+ |α〉t−2|βi〉|α〉 + · · ·+ |βi〉|α〉t−1.
and
|µ2(i, t)〉 =|α〉t−2|βi〉2 + |α〉t−3|βi〉|α〉|βi〉+ · · ·+ |βi〉|α〉t−2|βi〉
+ |α〉t−3|βi〉2|α〉+ |α〉t−4|βi〉|α〉|βi〉|α〉 + · · · + |βi〉|α〉t−3|βi〉|α〉
+ · · ·+ |βi〉2|α〉t−2.
From its physical meaning, it is easy to know that










(1− 8ε)(t−k)/2(8ε)k/2|µk(i, t)〉. (3.3)
In the proof in [12], the authors define |φi〉 as the first two terms in (3.3) with an
additional orthogonal term, while in the current proof we define it from the first three
terms in (3.3), i.e.,




2 (8ε)|µ2(i, t)〉+ |z〉, (3.4)
for i = 1, · · · , N , where |z〉 is an orthogonal term that normalizes |φi〉.
Note that |φi〉 is an approximation to |ψi〉t with












(8ε)2 − t(t− 1)(t− 2)
2
(8ε)3
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Since








We see that |µk(i, t)〉 is a superposition where each amplitude is a d-variate polynomial
whose degree is at most k. Hence, the amplitudes of |φi〉 are d-variate polynomial with
degree at most 2. So, for any measurement of |φi〉T , there exist a set of d-variate 4T -degree
polynomials Pi, for i = 1, · · · , N , such that Pi(zj) equals to the probability of attaining |φi〉,
while the real quantum state is |φj〉, where zj = (cj(x1), cj(x2), · · · , cj(xd)).
Consider the scenario in which |φi〉 can be distinguished with confidence 2/3 by T copies.
Consider an N ×N matrix L, whose (i, j) element Li,j = Pi(zj). Since




we see that L is a strictly diagonally dominant matrix. From the Levy-Desplanques theo-
rem [60], it is known that any strictly diagonally dominant matrix must be of full rank, so
the rank of L is N . All the d-variate 4T -degree polynomials are in the linear space spanned
by monic multilinear monomials over d variables of degree at most 2T . For instance, if



















Since each Pi is in an NT -dimensional space, so are the rows of L, which are
(Pi(z1), Pi(z2), · · · , Pi(zN )).




 ≥ N ≥ 2d/6. (3.6)
If T < 14d, then d+ 4T
4T
 ≤ (d+ 4T )4T ≤ (2d)4T .
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Consequently, (2d)4T ≥ 2d/6, and so that
T ≥ ln 2
24
d






for d ≥ 2. On the other hand, if T ≥ d/4, T is also greater than ln 2/48 · d/ ln d. Hence, to








〈φi|⊗T |ψi〉⊗tT ≥ 5
6
,
and |ψi〉⊗tT can be distinguished with confidence 4/5, then |φi〉T can be distinguished with










































In the analysis above, the lower bound for query complexity is improved by approxi-
mating |ψi〉t with more terms from (3.3). This idea offers us a strategy to further improve
the lower bound by using more and more terms from (3.3) to construct |φi〉, we show in the
next section.
3.3 Lower bounds for query complexity in PAC learning model
We start this section with a lemma about the tails of the binomial distribution [31], which
will be used in the proof of the main result of this chapter.
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Lemma 4. Consider a sequence of n Bernoulli trials, where success occurs with prob-
ability p. Let X be the random variable denoting the total number of successes. Then
for 0 ≤ k ≤ n, the probability of at least k successes is














Proof. For S ⊆ {1, 2, · · · , n}, we let Ns denote the event that the i-th trial is a success for
every i ∈ S. Clearly Pr{Ns} = pk if |S| = k. We have













Then, we begin to prove the main result of this chapter.
Theorem 2. Let C be any concept class of VC dimension d+1. Any quantum algorithm with
a QEX (c,D) oracle to learn a concept belonging to C with ε accuracy and 4/5 confidence;








for an arbitrarily small constant η > 0.
Proof. Similarly to the proof of Theorem 1, let {x0, x1, · · · , xd} be a set of inputs which can
be shattered by C. We consider the same distribution D, and the same concepts c1, · · · , cN
given in the proof of Theorem 1, where N > 2d/6, then
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Hence, the quantum PAC learning algorithm should successfully distinguish between any
two concepts ci and cj with confidence 4/5, i.e., it can distinguish each quantum state










As in the proof of Theorem 1, we will construct some quantum state |φi〉 which is close
to |ψi〉t such that if |ψi〉Tt can be distinguished, so can |φi〉T , where t will be decided later.
Then, by providing a lower bound for the copies of |φi〉 needed to distinguish each other,
we can derive the lower bound for the copies of |ψi〉.




(1− 8ε) t−k2 (8ε)k2 |µk(i, t)〉. (3.10)
for i = 1, · · · , N , where µk(i, t) has the same definition as in the above section. Then we




(1− 8ε) t−k2 (8ε)k2 |µk(i, t)〉, (3.11)






















Consider the scenario that |φi〉 can be distinguished with confidence 2/3 by T copies.
Since each amplitude in |µk(i, t)〉 is a d-variate polynomial whose degree is at most k, the am-
plitude of |φi〉 are d-variate polynomials with degree at most s. Hence there exists d-variate
2sT -degree polynomials Pi for i = 1, · · · ,N , such that Pi(zj) equals to the probability of
attaining |φi〉 when the real quantum state is |φj〉, where zj = (cj(x1), cj(x2), · · · , cj(xd)).
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Through similar analysis to that given in the proof of Theorem 1, we know that if |φi〉 can




 ≥ N ≥ 2d/6,
where NT is the dimension of the linear space spanned by d-variate 2sT -degree polynomials.
So,






〈φi|⊗T |ψi〉⊗tT ≥ 5
6
, (3.14)
and |ψi〉 can be distinguished with confidence 4/5 by tT copies, |φi〉⊗T can be distinguished































Since s = 2/η, then the number of quantum queries is at least Tt ≥ Ω(ε−1 d1−e).
From Lemma 1, there is another lower bound for the number of queries of quantum








Combining it with Theorem 2, we have the following theorem.
Theorem 3. Let C be any concept class of VC dimension d+ 1. Any quantum algorithm
with a QEX (c,D) oracle to learn a concept belonging to C with ε accuracy and 1 − δ











for an arbitrarily small constant η > 0.
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3.4 Discussion
In this chapter, we have improved the lower bound of query complexity in quantum PAC
learning model. The lower bound is quite close to the best lower bound known in the
classical PAC learning model. In this sense, we seem to have almost optimally solved the
problem.
Although the lower bounds of query complexity are almost the same in both the classical
PAC learning model and the quantum PAC learning model, quantum computing still has
its superiority in learning theory field considering computational complexity. Under the
assumption that factoring is computationally hard for classical computers, polynomial-time
quantum learning is provably more powerful than polynomial-time classical learning [49].
This follows directly from the observation that Shor’s quantum factoring algorithm enables
quantum algorithms to efficiently learn concept classes whose classical learnability is directly
related to the hardness of factoring [9; 66; 102]. Moreover, if any one-way function exists,
then there is a concept class C that is polynomial-time learnable from quantum membership
queries but is not polynomial-time learnable from classical membership queries [98]. Here, a
one-way function is a function that is easy to compute on every input, but hard to invert [48].
There are also other learning problems, such as learning DNF [24] and learning jun-
tas [11], for which quantum learning algorithms beat classical learning algorithms observ-
ably. Here, juntas are Boolean functions which depend only on an unknown set out of the
input variables.





In the Hamiltonian simulation problem one is given a Hamiltonian H, t ∈ R and an accuracy
demand ε and the goal is to derive an algorithm approximating the unitary operator e−iHt
with error at most ε. The size of the quantum circuit realizing the algorithm is its cost.
Assuming thatH is a matrix of size 2q×2q the algorithm is efficient if its cost is a polynomial
in q, t and ε−1.
Lloyd [76] showed that local Hamiltonians can be simulated efficiently on a quantum
computer. About the same time, Zalka [123; 124] showed that many-particle systems can be
simulated efficiently on a quantum computer. Later, Aharonov and Ta-Shma [4] generalized
Lloyd’s results to sparse Hamiltonians. Berry et al. [17] extended the complexity results
of [4] for sparse Hamiltonians.







have been extensively used in quantum simulation. From this we have a second order
approximation
e−i(H1+H2)∆t = e−iH1∆te−iH2∆t +O(|∆t|2).
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A third order approximation is given by the Strang splitting
e−i(H1+H2)∆t = e−iH1∆t/2e−iH2∆te−iH1∆t/2 +O(|∆t|3).
Suzuki [105; 106] uses recursive modifications of this approximation to derive formulas
of order 2k + 1, for k = 1, 2, . . . . In the splitting methods, the unitary evolution e−iHt
is simulated by a product of exponentials of Hjs for some sequence of js and intervals
ts, i.e., Uˆ =
∏N
s=1 e
−iHjs ts , where H =
∑m
j=1Hj, js ∈ {1, 2, · · · ,m} and assuming the
Hamiltonians Hj do not commute. It is further assumed that the Hj can be implemented
efficiently. Throughout this chapter we assume that the Hj are either Hermitian matrices
or bounded Hermitian operators, so that ‖Hj‖ <∞ for j = 1, . . . ,m.
In Section 1.7, we introduce Suzuki’s high order splitting methods. A recent paper [17]
shows that these methods can be used to derive upper bounds for the number N of expo-
nentials, assuming the Hj are local Hamiltonians. These bounds are expressed in terms of
the evolution time t, the norm ‖H‖ of the Hamiltonian H, the order of the splitting method
2k + 1, the number of Hamiltonians m, and the error ε in the approximation of e−iHt. In
this chapter we will show how these bounds can be significantly improved.
Consider the Hamiltonians indexed with respect to the magnitude of their norms ‖H1‖ ≥
‖H2‖ ≥ · · · ≥ ‖Hm‖. Then the number of necessary exponentials N generally depends
on H1, but it must also depend explicitly on H2 since only one exponential should suffice
for the simulation if ‖H2‖ → 0. This observation is particularly important for the simu-
lation of systems in physics and chemistry. To see this, suppose m = 2 and that H1 is
a discretization of the negative Laplacian −∆, while H2 is a discretization of a uniformly
bounded potential. Then e−iH1t1 and e−iH2t2 can be implemented efficiently for any t1, t2,
and ‖H2‖  ‖H1‖. We will see that, not only in this case but in general, the number of
exponentials is proportional to both ‖H1‖ and ‖H2‖; i.e., the Hamiltonian of the second
largest norm plays an important role.
Let ε be sufficiently small. The previously known bound for the number of exponentials,
according to [17], is
N ≤ Nprev := 2m52k(m‖H‖t)1+
1
2k ε−1/(2k). (4.1)
This bound does not properly reflect the dependence on H2.
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Performing a more detailed analysis of the approximation error by high order splitting
formulas, it is possible to improve the bounds for N substantially. The new estimates lead
to optimal splitting methods of significantly lower order which greatly reduces the cost of
the algorithms.
The remainder of the current chapter is organized as follows. In Section 4.2, we consider
the number of exponentials needed in simulating the sum of two Hamiltonians, illustrating
the main idea of our approach. In Section 4.3, we provide a new bound for the number of
exponentials N , given by
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4.2 Splitting methods for simulating the sum of two Hamil-
tonians
We begin this section by discussing the simulation of
e−i(H1+H2)t,
where H1,H2 are given Hamiltonians. Restricting the analysis to m = 2 will allow us to
illustrate the main idea in our approach while avoiding the rather complicated notation
needed in the general case for m ≥ 2. The simulation of the Schro¨dinger equation of a p-
particle system, where H1 is obtained from the Laplacian operator and H2 is the potential,
requires one to consider an evolution operator that has the form above; see [64].
In the next section we deal with the more general simulation problem involving a sum
of m Hamiltonians, H1, . . . ,Hm, as Berry et al. [17] did, and we will show how to improve
their complexity results.
Suzuki proposed methods for decomposing exponential operators in a number of pa-
pers [105; 106]. For sufficiently small ∆t, starting from the formula
S2(H1,H2,∆t) = e
−iH1∆t/2e−iH2∆te−iH1∆t/2,
and proceeding recursively, Suzuki defines
S2k(H1,H2,∆t) = [S2k−2(H1,H2, pk∆t)]2S2k−2(H1,H2, (1−4pk)∆t)[S2k−2(H1,H2, pk∆t)]2,
for k = 2, 3, · · · , where pk = (4− 41/(2k−1))−1, and then proves that
∥∥e−i(H1+H2)∆t − S2k(H1,H2,∆t)∥∥ = O(|∆t|2k+1). (4.2)
Suzuki was particularly interested in the order of his method, which is 2k + 1, and did not
address the size of the implied asymptotic factors in the big-O notation. However, these
factors depend on the norms of H1 and H2 and can be very large, when H1 and H2 do
not commute. For instance, when H1 is obtained from the discretization of the Laplacian
operator with mesh size h, ‖H1‖ grows as h−2. Since h = ε, we get ‖H1‖ = O(ε−2). Hence,
for fine discretizations ‖H1‖ is huge, which severely affects the error bound above.
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Suppose ‖H1‖ ≥ ‖H2‖. Since
e−i(H1+H2)t = e−i(H1+H2)‖H1‖t,
where Hj = Hj/‖H1‖, for j = 1, 2, we can consider the simulation problem for H1 + H2
with an evolution time τ = ‖H1‖t.











where K = 5k−1 and each z` is defined according to the recursive scheme, ` = 1, . . . ,K. In
particular, z1 = zK =
∏k
r=2 pr, and for the intermediate values of ` the z` is a product of




r∈I1(1 − 4pr), where the products are over
the index sets I0, I1 defined by traversing the corresponding to the ` path of the recursion
tree.
Let qr = max{pr, 4pr−1}, r ≥ 2. Then {qr} is a decreasing sequence of positive numbers












for all ` = 1, . . . ,K. (4.4)
Equation (4.3) can be expressed in the more compact form, which we use to simplify
the notation, namely,
S2k(H1,H2,∆t) = e−iH1s0∆te−iH2z1∆te−iH1s1∆t · · · e−iH2zK∆te−iH1sK∆t, (4.5)
where s0 = z1/2, sj = (zj + zj+1)/2, j = 1, . . . ,K − 1, and sK = zK/2. Observe that∑K
j=0 sj = 1,
∑K
j=1 zj = 1.




j=1 |zj | from above. From Eq.(4.4) we have
K∑
j=1




















=: ck for k ≥ 1. (4.6)
(The inequality 4.6 trivially holds for k = 1.)
Expanding each exponential in Eq.(4.5) we obtain
S2k(H1,H2,∆t) =(I +H1s0(−i∆t) + 1
2
H21s20(−i∆t)2 + · · ·+
1
k!
Hk1sk0(−i∆t)k + · · · )
(I +H2z1(−i∆t) + 1
2
H22z21(−i∆t)2 + · · · +
1
k!
Hk2zk1 (−i∆t)k + · · · )
(I +H1s1(−i∆t) + 1
2
H21s21(−i∆t)2 + · · ·+
1
k!
Hk1sk1(−i∆t)k + · · · )
...
(I +H2zK(−i∆t) + 1
2
H22z2K(−i∆t)2 + · · · +
1
k!
Hk2zkK(−i∆t)k + · · · )
(I +H1sK(−i∆t) + 1
2
H21s2K(−i∆t)2 + · · ·+
1
k!
Hk1skK(−i∆t)k + · · · ).
(4.7)
After carrying out the multiplications we see that S2k is a sum of terms that has the form
sα00 s
α1
1 · · · sαKK zβ11 · · · zβKK
α0!α1! · · ·αK !β1! · · · βK !H
α0




j=1 βj , (4.8)
where the α0, α1, · · · , αK and the β1, · · · , βK are obtained by multiplying the denominators
in the expansion of the exponentials.





1 · · · sαKK






























On the other hand, consider
e−i(H1+H2)∆t = I + (−i(H1 +H2)∆t) + · · ·+ 1
k!
(−i(H1 +H2)∆t)k + · · · . (4.10)





Hk1(−i∆t)k = e−iH1∆t. (4.11)
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Let us now consider the bound in (4.2). Clearly the terms that do not contain H2
cancel out. Therefore, the error is proportional to ‖H2‖|∆t|2k+1, i.e., it depends on the
ratio ‖H2‖/‖H1‖ of the norms of the original Hamiltonians. This fact will be used to
improve the error and complexity results of Berry et al. [17]
Lemma 5. For k ∈ N, ck|∆t| ≤ k + 1 (see, Eq.(4.6)) and ‖H2‖ ≤ ‖H1‖ = 1 we have
‖ exp(−i(H1 +H2)∆t)− S2k(H1,H2,∆t)‖ ≤ 4‖H2‖
(2k + 1)!
(ck|∆t|)2k+1. (4.12)
Proof. For notational convenience we use S2k(∆t) to denote S2k(H1,H2,∆t). Consider







whereRl(∆t) is the sum of all terms in exp(−i(H1+H2)∆t) corresponding to ∆tl and Tl(∆t)
is the sum of all terms in S2k(∆t) corresponding to ∆t
l. We know that the terms with only
H1 cancel out. Hence, we can ignore the terms in Tl(∆t) and Rl(∆t) that contain only H1











since there are 2l − 1 terms, and they are bounded by 1l!‖H2‖|∆t|l.










1 · · · sαKK zβ11 · · · zβKK
α0!α1! · · ·αK !β1! · · · βK !H
α0




i=1 βi 6= 0 holds because there are no terms containing H1 alone.







|sα00 sα11 · · · sαKK zβ11 · · · zβKK |
α0!α1! · · ·αK !β1! · · · βK ! ‖H2‖|∆t|
l. (4.17)
Note that we relaxed the condition
∑K
i=1 βi 6= 0 since it does not affect the inequality.
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To calculate the sum ∑ |sα00 sα11 · · · sαKK zβ11 · · · zβKK |





i=1 βi = l, we first consider the equation









































|sα00 sα11 · · · sαKK zβ11 · · · zβKK |

















α0!α1!···αK !β1!···βK ! is the coefficient of |∆t|l in the equation above.
Similarly,















Recall that the bound for σk given in Eq.(4.6). Thus the coefficient of |∆t|l is bounded from





CHAPTER 4. EFFICIENCY OF HAMILTONIAN SIMULATION 49
We combine (4.15) and (4.20) to obtain

























where the last two inequalities follow from the assumption ck|∆t| ≤ k + 1 and an estimate
of the tail of the Poisson distribution; see, e.g., [70].
Theorem 4. Suppose that ‖H2‖ ≤ ‖H1‖. Let 0 < ε ≤ 1 be such that ε ≤ 8et‖H2‖. The
number N of exponentials for the simulation of e−i(H1+H2)t with accuracy ε is bounded by













for any k ∈ N.
Proof. Let M = |∆t|−1. Then using Lemma 5 and the fact that Hj = Hj/‖H1‖, j = 1, 2,














Using Stirling’s formula [1] for the factorial function, we have
(2k + 1)! =
√
2pi(2k + 1)(2k+1)+1/2e−(2k+1)+θ/(12(2k+1)), 0 < θ < 1,
which yields
[(2k + 1)!]−1/(2k) ≤ e1+1/(2k)/(2k + 1). (4.22)
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)1/(2k) 2 e ck
2k + 1
.








It is easy to check that
2e
2k + 1
(k + 1) ≥ e,
which, along with the condition 8et‖H2‖ ≥ ε, yields M(k + 1) ≥ ck. This shows the
assumptions of Lemma 5 are satisfied with this value of M .
From the recurrence relation, the number of required exponentials to implement S2k in
one subinterval is no more than 3 ·5k−1. We need to consider two cases concerningM‖H1‖t.
If M‖H1‖t ≥ 1, then the number of subintervals is dM‖H1‖te, i.e., we partition the entire
time interval into an integer number of subintervals, each of length at most M−1. The total
number of required exponentials is bounded by 3 · 5k−1dM‖H1‖te. Substituting the values
of M and ck, we obtain the bound for N . In particular, we have













If M‖H1‖t < 1, then Lemma 5 can be used with ∆t = ‖H1‖t, since ‖H1‖t ≤ M−1 and












where the last inequality holds by definition of M . In this case the total number of expo-
nentials is simply
N ≤ 3 · 5k−1. (4.24)
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Combining (4.23) and (4.24) we obtain













This completes the proof.
Lemma 5 and Theorem 4 indicate that when ‖H2‖t ε, the number of exponentials N
can be further improved. In this case it can be shown that high order splitting methods
may lose their advantage. We do not pursue this direction in this chapter, since we assume
that the Hj, j = 1, . . . ,m, are fixed and study N as ε→ 0.
4.3 Splitting methods for simulating the sum of many Hamil-
tonians




where H1, · · · ,Hm are given non-commuting Hamiltonians. The analysis and the conclu-
sions are similar to those of the previous section where m = 2, but the proofs are much
more complicated and certainly tedious.
We use Suzuki’s recursive construction once more [106]. In particular, for








S2k(H1, . . . ,Hm,∆t) = [S2k−2(pk∆t)]2S2k−2((1 − 4pk)∆t)[S2k−2(pk∆t)]2, k = 2, 3, . . . ,
where for notational convenience we have used S2k−2(∆t) to denote S2k−2(H1, · · · ,Hm,∆t),
and pk = (4− 41/(2k−1))−1, we have that∥∥e−iPmj=1 Hj∆t − S2k(H1, . . . ,Hm,∆t)∥∥ = O(|∆t|2k+1). (4.25)
Assuming again that ‖H1‖ ≥ ‖H2‖ ≥ · · · ≥ ‖Hm‖ we normalize the Hamiltonians by
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where τ = ‖H1‖t. Proceeding similarly to the previous section we derive the following
lemma, whose proof can be found in the Appendix B.
Lemma 6. For k ∈ N, dk|∆t| ≤ k + 1, dk = m(4/3)k(5/3)k−1 and ‖Hm‖ ≤ · · · ≤ ‖H2‖ ≤




Hj∆t)− S2k(H1, . . . ,Hm,∆t)‖ ≤ 4‖H2‖
(2k + 1)!
(dk|∆t|)2k+1. (4.26)
From Lemma 6, we have the following theorem.
Theorem 5. Let 1 ≥ ε > 0 be such that 4met‖H2‖ ≥ ε. The number N of exponentials for
the simulation of e−i(H1+···+Hm)t with accuracy ε is bounded by













for any k ∈ N, where ‖Hm‖ ≤ · · · ≤ ‖H2‖ ≤ ‖H1‖.
Proof. The proof is similar to that of Theorem 4. Let M = |∆t|−1. Then using Lemma 6
and Hj = Hj/‖H1‖, j = 1, . . . ,m, we obtain
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As in the proof of Theorem 4, it is straightforward to verify that M(k+1) ≥ dk. Therefore,
the assumptions of Lemma 6 are satisfied for this value of M .
From the recurrence relation, we see that the number of required exponentials to im-
plement S2k in one subinterval is no more than (2m − 1) · 5k−1. Again we distinguish two
cases for M‖H1‖t. We deal with the case M‖H1‖t < 1 in the same way we did in the proof
of Theorem 4, to conclude that
N ≤ (2m− 1) · 5k−1.
If M‖H1‖t ≥ 1, then the total number of required exponentials is
N ≤ (2m− 1) · 5k−1dM‖H1‖te.
Substituting the values of M and dk, we obtain













This completes the proof.
The reader may wish to recall Remark 1 that applies in the case too.
Corollary 1. If in addition to the assumptions of Theorem 5 either of the following two
conditions holds:
1. 4met‖H1‖ ≥ 3











then the number of exponentials, N , for the simulation of e−i(H1+···+Hm)t with accuracy ε
is bounded by










for any k ∈ N.
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Proof. From the assumption of Theorem 5 we have 4emt‖H2‖/ε ≥ 1. The argument of the
ceiling function in the bound of Theorem 5 is greater than or equal to 1, if 4met‖H1‖ ≥ 3.























the polynomial is positive for all k. Hence, that argument of the ceiling function in the
bound of Theorem 5 is greater than 1, for all k ≥ 1.
In either case, we use dxe ≤ 2x, for x ≥ 1, to estimate N from above.
4.4 Speedup
Let us now deal with the cost for simulating the evolution e−i(
Pm
j=1 Hj)t. Berry et al. [17]
show upper and lower bounds for the number of required exponentials. We concentrate on
upper bounds and improve the estimates of [17].
We are interested in the number of exponentials required by the splitting formula that
approximates the evolution with accuracy ε. From the results of the previous section we
have that










exponentials suffice for error ε. The corresponding previously known estimate [17] is
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So for large k we have an improvement in the estimate of the cost of the algorithm. On
the other hand, if ‖H2‖  ‖H1‖ we have an improvement in the estimate of the cost the
algorithm, not just for large k but for all k. This is particularly significant when k is small.
For instance, k = 1 for the Strang splitting S2, which is frequently used in the literature.
Let us now consider the optimal k, i.e., the one minimizing Nnew, for a given accuracy ε.









































which minimizes Npre. For k
∗



























Hence, there is an important difference between the previously derived optimal k and the
one derived in the present chapter. In [17], the optimal k depends on ‖H1‖. More precisely,
we show that the optimal k depends on ‖H2‖, the second largest norm of the Hamiltonians
comprising H, which can be considerably smaller than ‖H1‖.
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4.5 Discussion
Hamiltonian simulation plays an important role in scientific and engineering research. In
this chapter, we have studied the splitting method, providing an improved upper bounds
for the number of exponentials needed in the simulation of composite systems.
The advantage of our analysis is that we consider the influence of the second greatest
Hamiltonian norm, ‖H2‖, on the computational complexity. In Chapter 6, we will use
these results to design quantum algorithms that solve the ground state energy problem in
multi-particle systems. Since the system is usually unbalanced, which means that the norm
of one Hamiltonian is quite greater than that of the other, our conclusion improves the
performance of the quantum algorithm significantly.
On the other hand, our study of Hamiltonian simulation focuses on deterministic split-
ting methods in this chapter. We also propose randomized algorithms for Hamiltonian
simulation, which will be described in the next chapter.





Recall that, in a Hamiltonian simulation problem, the goal is to simulate the unitary opera-
tor e−iHt, for some given time-independent Hamiltonian H and evolution time t. Often the
accuracy ε of the simulation is measured by the trace distance [80] between the simulated
final state and the desired final state. Various deterministic algorithms for this problem
have been proposed as described in the previous chapter. However, as far as we know only
deterministic algorithms have been considered.
In this chapter, we consider randomized algorithms for Hamiltonian simulation. By
randomized we mean algorithms simulating U = e−iHt by Uˆω =
∏Nω
s=1 e
−iHjs,ω ts,ω for random
sequences of js,ω and intervals of ts,ω, occurring with probability pω. Consequently, the final
state is approximated by a mixed quantum state.
This chapter is organized as follows. In Section 5.2, we provide an method to analyze the
error bound of randomized algorithms in Hamiltonian simulation. Consider a randomized
algorithm, where the unitary operator U is simulated by Uˆω with probability pω. Let the
initial and final states for U be ρinit and ρfinal, and the initial and final state of the simulation
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process be ρ˜init and ρ˜final, respectively. Let D(·) be the trace distance. Then
D(ρfinal, ρ˜final) ≤ D(ρinit, ρ˜init) + 2‖E(Uˆω)− U‖+ E(‖Uˆω − U‖2)
where E(·) denotes the expectation. In Section 5.3, we provide three randomized algorithms
which are easier to implement than deterministic algorithms having the same accuracy. In
Section 5.4, we prove that for positive evolution time, t > 0 any deterministic or randomized
algorithm simulating e−iHt with error ε must use Ω(t3/2ε−1/2) exponentials.
5.2 The Randomized Model for Hamiltonian Simulation
In the randomized model, the sequence of unitary operators is selected randomly according
to a certain probability distribution. The distribution can be realized either by “coin-
flips” or by “control qubits”. As a result, the algorithm is a product of a random se-
quence of unitary operators Uˆω =
∏Nω
s=1 e
−iHjs,ω ts,ω selected with probability pω. Hence,
for initial state ρinit = |ψ0〉〈ψ0|, the final state of the quantum algorithm is a mixed state∑
ω pωUˆωρinitUˆ
†
ω. For more general cases, where the initial state of the simulation is not







We now obtain an upper bound for the trace distance between the desired state and the
one computed by a randomized algorithm.
Theorem 6. Let U be the unitary operator being simulated by a set of random unitary
operators {Uˆω} with probability distribution {pω}. Assume the initial state for U is ρinit,
and the final state is ρfinal = UρinitU
†. Let ρ˜init and ρ˜final respectively denote the initial and
final states. Then the trace distance between ρfinal and ρ˜final is bounded from above by
D(ρfinal, ρ˜final) ≤ D(ρinit, ρ˜init) + 2‖E(Uˆω)− U‖+E(‖Uˆω − U‖2), (5.1)
where D(·) denotes the trace distance, E(·) denotes the expectation, and ‖ · ‖ is the 2-norm.
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Proof. First, we calculate the difference between ρfinal and ρ˜final, which is







































pω(Uˆω − U)ρ˜init(Uˆω − U)† + U(ρ˜init − ρinit)U †.
Hence,


















pω‖Uˆω − U‖2 +D(ρ˜init, ρinit)
=D(ρ˜init, ρinit) + 2‖E(Uˆω)− U‖+ E(‖Uˆω − U‖2).
Similarly to deterministic splitting algorithms, in a randomized algorithm the evolution
time t is divided into K small intervals of size ∆t = t/K, where K is decided later. The
algorithm is comprised of K stages, and in each stage it approximates e−iH∆t by a product
of unitary operators selected randomly according to a ceratin probability distribution. More
precisely, in the k-th stage, the initial state is ρ˜k−1, and the algorithm selects a product
of exponentials randomly according to a certain probability distribution {pω} from {Uˆω =∏nω
s=1 e
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Obviously, ρ˜init = ρinit = |ψ(0)〉〈ψ(0)|. The final state ρ˜K of the algorithm is used to
approximate ρfinal = |ψ(t)〉〈ψ(t)|. Then by choosing different unitary operator sets {Uˆω}
and corresponding distributions {pω}, we can provide different randomized algorithms with
different efficiencies.
From Theorem 6, in each stage the increase of the trace distance is bounded from above
by ‖E(Uˆω) − U‖ and E(‖Uˆω − U‖2), modulo a constant. If both of these two terms are
bounded from above by O(∆tr+1) for some integer r, then the randomized algorithm yields
a total error scaling as O(tr+1/Kr). Hence, the value of K required to achieve a given error
bound ε scales as O(t1+1/r/ε1/r). When the number of exponentials in each stage can be
considered constant, the number of exponentials equals
N = O(K) = O(t1+1/r/ε1/r).
We have the following corollary.
Corollary 2. Consider a randomized algorithm for e−iHt, where the evolution time t is
divided into K small intervals of length ∆t, and the evolution in each interval is simulated
by the randomly selected Uˆω with probability pω. If
max{‖E(Uˆω)− e−iH∆t‖, E(‖Uˆω − e−iH∆t‖2)} = O(∆tr+1)
for some integer r, then the total number of exponentials of the algorithm approximat-
ing e−iHt is
O(t1+1/r/ε1/r).
5.3 Examples of Randomized Algorithms
In this section, we give several examples of randomized algorithms and use the lemma





1. Divide the total evolution time t into K equal small segments of size ∆t, where K will
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be defined later. The algorithm is comprised of K stages, and in the k-th stage, the initial
state ρ˜init is denoted as ρ˜k−1 and the final state ρ˜final is denoted as ρ˜k, for k = 1, · · · ,K.
2. Let ρ˜0 = ρ0 = |ψ0〉〈ψ0| be the initial state of the first stage of the algorithm.
3. In the k-th stage of the algorithm, there are m substages. In the l-th substage, the
initial state is ρ˜k,l, and of course ρ˜k,0 = ρ˜k−1.
3.1 In each substage, the algorithm chooses uniformly and independently at random
an operator from {e−iH1∆t, . . . , e−iHm∆t}, i.e., in the l-th substage, the operator would be
Uˆωl = e
−iHωl∆t with probability pωl = 1/m for ωl = 1, · · · .m. Taking into account all the







3.2 The final state of the k-th stage is ρ˜k = ρ˜k,m.
4. The final result of the algorithm is ρ˜K , which is used to approximate the final quantum
state.
In each stage of the algorithm, the operator U0 = e
−iH∆t is simulated by the product
of random operators Uˆωl , for l = 1, · · · ,m in m consecutive substages. Let U˜ω =
∏m
l=1 Uˆωl ,
then due to Theorem 6, the error of the algorithm in each stage is decided by two ele-
ments, ‖E(U˜ω)−U0‖ and E(‖U˜ω−U0‖2). Since the selection of each operator is independent












‖E(U˜ω)− U0‖ = O(∆t2).
Furthermore, for any ω, U˜ω = I +O(∆t). Then
E(‖U˜ω − U0‖2) = O(∆t2).
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Thus the total error is ε = O(K∆t2) and the total number of exponentials used in the
algorithm is
N = mK = O(t2/ε).
We remark that this is equal modulo a constant to the cost of the deterministic algo-




Algorithm 1 has a certain advantage over this deterministic algorithm. In each stage,
the deterministic algorithm has a product of m exponentials in a precise sequence, hence it
has to store the current index j of e−iHj∆t, for j = 1, · · · ,m. However, in Algorithm 1,
the exponentials are random and independent of each other, hence the algorithm can be
considered to be “memoryless”.
Algorithm 2:
1. Divide the total evolution time t into K equal small segments of size ∆t. The
algorithm is comprised of K stages, and in the k-th stage, the initial state ρ˜init is denoted
as ρ˜k−1 and the final state ρ˜final is denoted as ρ˜k, for k = 1, · · · ,K.
2. Let ρ˜0 = |ψ0〉〈ψ0| be the initial state of the first stage of the algorithm.
3. In the k-th stage of the algorithm where the initial state is ρ˜k−1, k = 1, . . . ,K. The





−iHj∆t}, i.e., in the k-th stage the operator would be Uˆω with
probability pω = 1/2, for ω = 1, 2. Taking into account all the alternatives, the final state












4. The final state of the algorithm is ρ˜K and is used to approximate the final quantum
state.
In each stage, the algorithm simulates U0 = e
−iH∆t by Uˆ1 or Uˆ2 with equal probabil-











































we see that ‖Uˆω − U0‖ = O(∆t2), for ω = 1, 2, hence
E(‖Uˆω − U0‖2) = O(∆t4).
Moreover, since E(Uˆω) = I − iH∆t− 12H2∆t2 +O(∆t3), we have
‖E(Uˆω)− U0‖ = O(∆t3).
Due to Theorem 6, the error of this algorithm simulating e−iH∆t in each stage is O(∆t3).
Hence, for a given accuracy ε, the total number of exponentials in Algorithm 2 is
N = mK = O(t3/2/ε1/2).
We remark that this equals to the cost of a deterministic algorithm modulo a constant. The















As a result, in each stage, the deterministic algorithm has 2m− 1 exponentials, but Algo-
rithm 2 only has m exponentials.
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for simulating e−iH∆t, where s = 1/(2− 3√2). The algorithm yields an error O(∆t4) in each
stage. From Corollary 2, it has O(t4/3/ε1/3) exponentials. However, it requires irrational
evolution times, which may be difficult to implement. We present a randomized algorithm
with the same performance, but using fewer and simpler exponentials in each stage.
Algorithm 3:
1. Divide the total evolution time t into K equal small segments of size ∆t. The
algorithm is comprised of K stages, and in the k-th stage, the initial state ρ˜init is denoted
as ρ˜k−1 and the final state ρ˜final is denoted as ρ˜k, for k = 1, · · · ,K.
2. Let ρ˜0 = |ψ0〉〈ψ0| be the initial state of the first stage of the algorithm.


































































i.e., the operator in the k-th stage is Uˆω with pω for ω = 1, 2, 3, 4. Taking into account all





4. The final result of the algorithm is ρ˜K and is used to approximate the final quantum
state.
In each stage, the algorithm simulates U0 = e
−iH∆t with Uω by pω, for ω = 1, 2, 3, 4. It
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is easy to check, for any x,
e−ixH1∆te−i(1−x)H2∆te−i(1−x)H1∆te−ixH2∆t
























































































+ x(1− x)2H2H1H2 + x(1− x)2H1H2H1}∆t3 +O(∆t4).
(5.4)
Therefore, ‖Uˆω − U0‖ = O(∆t2), for ω = 1, · · · , 4, and
E(‖Uˆω − U‖2) = O(∆t4).
Furthermore, from (5.3) and (5.4),










− E(x(1 − x)2))(H1H22 +H2H21 +H21H2 +H22H1)
+ E(x(1 − x)2)(H1H2H1 +H2H1H2)]∆t3 +O(∆t4),
where

















‖E(Uˆω)− U0‖ = O(∆t4).
From Theorem 6, the error in each stage is bounded by O(∆t4), and the total number of
exponentials used is N = 4K = O(t4/3/ε1/3).
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Note that Algorithm 3 is not the only randomized algorithm that has O(t4/3/ε1/3)
exponentials. In fact, if in each stage the algorithm selects
Uˆω = e
−ixωH1∆te−i(1−xω)H2∆te−i(1−xω)H1∆te−ixωH2∆t
with probability 12pω and
Vˆω = e
−ixωH2∆te−i(1−xω)H1∆te−i(1−xω)H2∆te−ixωH1∆t
with the same probability 12pω, as long as E(xω(1 − xω)2) =
∑
ω pωxω(1 − xω)2 = 16 , then
the algorithm also has O(t4/3/ε1/3) exponentials.
Compared to the deterministic algorithm that uses seven exponentials in each stage,
Algorithm 3 uses only four exponentials. Moreover, the exponentials in the deterministic
algorithm have irrational factors in their evolution time, which certainly bring difficulties in
implementation. However, all of the exponentials used in Algorithm 3 have very simple
factors in the evolution time. From [105], it is known that it requires at least six exponentials
in each stage to simulate e−iH∆t within error bound O(∆t4) for deterministic algorithms.
For the same efficiency, we have presented a randomized algorithm, i.e., Algorithm 3,
which uses only four exponentials in each stage.
5.4 Lower Bounds for Positive Hamiltonian Simulation
Algorithms simulating e−iHt by
∏N
s=1 e
−iHjs ts often require some of the ts to be negative.
Indeed, in splitting methods with order of convergence greater than or equal to three, some
of the evolution times {ts} must be negative [106]. This may limit their applicability. For
instance, such methods cannot be used for the simulation of diffusion operators, because
there exists no inverse exponential diffusion operator, as noted by Suzuki [105].
In this section, we consider deterministic and randomized quantum algorithms simu-
lating e−iHt using only positive {ts}. We call such a simulation a “positive Hamiltonian
simulation”. We provide a lower bound for the number of exponentials needed in positive
Hamiltonian simulation as stated in the following theorem.
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Theorem 7. Any deterministic (randomized) algorithm simulating e−iHt by
∏N
s=1 e




−iHjs,ω ts,ω , ts,ω > 0), with error ε, uses a number of exponentials bounded from
below by Ω(t3/2ε−1/2).
Before proving the theorem, we start with the following lemma.
Lemma 7. Let
∑N
i=1 xi = 2, where 0 ≤ xi ≤ 1 for i = 1, · · · ,N . Let S be the sum of all
elements in {xixjxk : i < j < k, 2|k − i, 2 - j − i}. Then S < 1/3.
Proof. For N = 3, it is easy to check S ≤ (2/3)3 < 1/3. Assume that, for N < M , the
conclusion holds.
For the case N = M , the global minimum of S will be achieved at a local minimum
or the boundary. Moreover, if the global minimum is obtained at the boundary, it means
some xi = 0 or 1, and the problem reduces to the case N < M . Thus we only consider its
local minimum and assume xi 6= 0 for each i.
By using the Lagrange multiplier method, let f(x) = S − λ(∑Ni xi − 2). In any local





































xjxk − λ = 0.


















From the assumption, xi+1 6= 0, we have
· · ·+ xi−3 + xi−1 + xi+2 + xi+4 + · · · = · · ·+ xi−2 + xi + xi+3 + xi+5 + · · · .
Then, we consider ∂f/∂xi+1 = 0 and ∂f/∂xi+3 = 0, which yields
· · ·+ xi−1 + xi+1 + xi+4 + xi+5 + · · · = · · ·+ xi−2 + xi + xi+3 + xi+5 + · · · .
CHAPTER 5. RANDOMIZED HAMILTONIAN SIMULATION 68
Combine them together, we have xi+1 = xi+2. Therefore, x2 = x3 = · · · = xN−1. Then, by
considering ∂f/∂x1 = ∂f/∂x2 and ∂f/∂xN = ∂f/∂xN−1, we have x1 = 0 when N is even;
and x1 = x2 = · · · = xN when N is odd. Since the first case contradicts our assumption,
we need only consider the case N is odd. Let N = 2K + 1, then each term in S is (2/N)3,




















Hence, for any N the conclusion holds.
From the previous Lemma, we have the following theorem.
Theorem 8. In each stage of deterministic or randomized algorithms, let e−iH∆t be sim-
ulated by a product of exponentials of Hj with positive evolution time, where j = 1, · · · ,m
and H =
∑m
j=1Hj. Then, the trace distance in each stage increases no less than Ω(∆t
3).
Proof. Since deterministic algorithms are special cases of randomized algorithms, it is
enough to consider randomized algorithms. Assume e−iH∆t is simulated by Uω with prob-
ability pω. Consider the evolutions of Hamiltonians H1 and H2 in Uω. Let α1∆t, α2∆t,
· · · , αK∆t be the overall evolution time of H1 between two consecutive evolutions of H2,





then α1 = λ1, α2 = λ5 + λ7 and β1 = λ2 + λ4.
Due to the alternation of the Hamiltonians in the algorithm, we have |K−K ′| ≤ 1. From
Theorem 1, the difference of trace distance depends on E(‖Uω − U0‖2) and ‖E(Uω)− U0‖.
If
∑K
j=1 αj 6= 1 or
∑K ′
j=1 βj 6= 1 for some ω, ‖Uω − U0‖2 = Ω(∆t2), which follows by
expanding the exponentials in the tower series. Thus, E(‖Uω − U0‖2) = Ω(∆t2). Hence,
we only need to consider the situation
∑K
j=1 αj = 1 and
∑K ′
j=1 βj = 1. Let us focus on
the terms iH1H2H1∆t
3 and iH2H1H2∆t
3, in e−iH∆t, each of which has coefficients 1/6. If
the simulation has an error less than O(∆t3), their coefficients in E(Uω) must also be 1/6,
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therefore their sum should be 1/3. However, we will show in every Uω, the sum of these two
coefficients is less than 1/3. Without loss of generality, assume K ≥ K ′, let x2j−1 = αj ,
for j = 1, · · · ,K, and x2j = βj , for j = 1, · · · ,K ′. Then the coefficient of iH1H2H1∆t3
is the sum of xjxkxl, for j < k < l where j, l are odd and k is even, while the coefficient
of iH2H1H2∆t
3 is the sum of xjxkxl, for j < k < l where j, l are even and k is odd.





j=1 βj = 2. Since there always exists Θ(∆t
3) terms in any simulation, the
error of any simulation is no less than Ω(∆t3).
We are ready to prove Theorem 7.
Proof of Theorem 7. Assume the simulation is comprised of K stages, and in the j-th stage,
constant exponentials are used to simulate e−iHtj , where
∑N
j=1 tj = t. From the previous




j ), the minimum of which is Ω(t
3/K2). Hence, to
guarantee the final error is bounded by ε, we must have K = Ω(t3/2ε−1/2). Therefore, N =
Ω(K) = Ω(t3/2ε−1/2).
It is straightforward to obtain the following two Corollaries.
Corollary 3. The deterministic algorithm based on the Strang splitting is asymptotically
optimal for strict Hamiltonian simulation.
Corollary 4. The randomized algorithm Algorithm 2 is asymptotically optimal for strict
Hamiltonian simulation.
5.5 Future Work
In this chapter, we have proposed a new model for Hamiltonian simulation. By selecting the
local Hamiltonians randomly, we can design algorithms more easily, meanwhile maintaining
the efficiency and accuracy.
For randomized Hamiltonian simulation, several questions remain open and should be
addressed in future work. As we know, there exist deterministic algorithms based on
Suzuki’s decomposition that can simulate the evolution of a Hamiltonian withO(t1+1/kε−1/k)
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exponentials, where k can be any small positive integer. However the implementation of this
algorithm has two drawbacks: First, almost all of the factors in the algorithm are irrational.
Second, there exists a huge constant term in the big-O, which is exponential in k. The huge
constant arises from the number of exponentials used in each stage, which is Θ(5k).
By givingAlgorithm 3, we show that randomized algorithms may have the potential to
overcome these two problems. Algorithm 3 uses only rational factors to achieve O(∆t4)
error bound in each stage, while all previous known deterministic algorithms must use
irrational factors. Moreover, in each stage Algorithm 3 uses only four exponentials, while
deterministic algorithm with the same efficiency requires at least six exponentials. Hence,
an interesting problem is to determine whether we can derive randomized algorithms, which
achieve O(∆tk) error bound in each stage, use fewer exponentials in each stage, and keep
all the factors rational, for any k > 0.
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Chapter 6
Ground State Energy Estimation
6.1 Introduction
In this chapter, we study the problem of estimating the ground state energy of a time-
independent Hamiltonian corresponding to a multiparticle system. The cost of solving such
problems on a classical computer in the worst case setting is exponential in the number
of particles. In particular, the number of state variables d is proportional to the number
of particles and the cost to solve the problem with relative accuracy ε may grow as ε−d.
For these reasons researchers have been experimenting with quantum computers to solve
eigenvalue problems in quantum chemistry with very encouraging results [38; 71]. See
also [64; 65] and the references therein.
The eigenvalue problem considered in this chapter is called the time-independent Schro¨dinger
equation in the physics literature and the Sturm-Liouville eigenvalue problem in the mathe-
matics literature. It is described in Section 1.2.2. For convenience, we redefine the problem
as follows. For a multiparticle system, if the potential is a function of only state variables
then the ground state energy is given by the smallest eigenvalue E1 of the equation
(−12∆+ V )Ψ1(x) = E1Ψ1(x) for all x ∈ Id := (0, 1)d,




2/∂x2j is the Laplacian, ∂Id denotes the boundary of the unit cube and Ψ1
is a normalized eigenfunction. Moreover, V and its first order partial derivatives ∂V/∂xj ,
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for j = 1, · · · , d, are continuous and uniformly bounded by 1.
We will exhibit a quantum algorithm that achieves relative error ε with cost Cdε−(3+δ),
where δ > 0 is an arbitrarily small positive number. The cost includes the number of queries
plus all other quantum operations. The algorithm uses C ′d log ε−1 qubits. The constants C
and C ′, as well as all constants in our estimates throughout this chapter, are independent
of d and ε.
The remainder of the chapter is organized as follows. In Section 6.2, we introduce the
background knowledge about the ground state eigenvalue problem. In Section 6.3, we show
how to transfer this problem from a continuous problem to a discrete problem, and the error
introduced in the transfer. In Section 6.4, we provide our algorithm, and in Section 6.5, we
analyze the cost of our algorithm.
6.2 Preliminary Analysis
The properties of the eigenvalues and eigenvectors of the problem are discussed extensively
in [13; 32; 34; 46; 107], where it is shown that the eigenfunctions are continuous and have
continuous partial derivatives of the first order, including the boundary of Id.
The operator LV = −12∆+ V is symmetric with real eigenvalues and eigenvectors. The
eigenvalues are positive, they can be indexed in nondecreasing order
0 < E1(V ) ≤ E2(V ) ≤ · · · ≤ Ek(V ) ≤ · · ·
and the sequence of eigenvalues tends to infinity. We denote the corresponding eigenvectors
by Ψk(·;V ), for k = 1, 2, · · · .
The smallest eigenvalue E1(V ) is simple, the corresponding eigenspace has dimension
one, and the eigenvector Ψ1(·;V ) is uniquely determined up to its sign. It is convenient to
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for k = 1, 2, · · · . Thus they form a complete orthonormal system. Then




















+ V (x)Ψ21(x;V )dx
(6.1)










It is also known that the eigenvalues of LV are nondecreasing functions of V [32], i.e.
if V (x) ≤ V¯ (x) for all x ∈ [0, 1]d, then Ek(x;V ) ≤ Ek(x; V¯ ) for all x and k. Thus
1
2
dpi2 = E1(0) ≤ E1(V ) ≤ E1(1) = 1
2
dpi2 + 1
For d > 1, the eigenvalues of LV are generally not all simple. However, as in the case d = 1,
the smallest eigenvalue E1(V ) is simple and is well separated from the remaining eigenvalues.
This is because of the nondecreasing property of the eigenvalues of LV with respect to V
and the fact that the second smallest eigenvalue of L0 is equal to E2(0) =
1
2 (d + 3)pi
2.
Therefore, using E1(V ) ≤ 12dpi2 + 1, we obtain
Ek(V )− E1(V ) ≥ E2(V )− E1(V ) ≥ 3
2
pi2 − 1, (6.2)
for any k. From this fact, there is an estimate for the smallest eigenvalue by considering a
perturbation of V .
Consider a potential function V and let V¯ be a perturbation of V . Then the eigen-
value E1(V ) and E1(V¯ ) are related according to the formula
E1(V ) = E1(V¯ ) +
∫
Id
(V (x)− V¯ (x))Ψ21(x; V¯ ) dx+O
(‖V − V¯ ‖2∞).
This implies that approximating E1 is at least as hard as approximating a multivariate in-
tegral in the worst case. As a result, any classical deterministic algorithm for the eigenvalue
problem with accuracy ε must use a number of function evaluations of V that grows as
ε−d; see [83] for details. For convenience, in the remainder of this chapter we use E1 to
denote E1(V ).
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6.3 Discretization
Finite differences are often used for approximating E1. The discretization of the opera-
tor −12∆ + V with mesh size h = (m + 1)−1 yields an md × md matrix Mh := Mh(V ) =
−12∆h + Vh. Then one solves the corresponding matrix eigenvalue problem Mhzh,1 =
Eh,1zh,1. Note that ∆h denotes the discretization of the Laplacian and Vh is a diagonal
matrix whose entries are evaluations of the potential V at the md grid points. The reader
may assume that ∆h is obtained using a 2d+ 1 stencil for the Laplacian; see, e.g., [72].


































The matrix Mh is symmetric positive definite and sparse and has been extensively





· 4dh−2 sin2(pih/2) = c+ 2dh−2 sin2(pih/2)
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and the ground eigenvector is |ψ1〉⊗d, where the coordinates of |ψ1〉 are
ψ1j =
√
2h sin(jpih), j = 1, . . . ,m, (6.3)
and |ψ1〉⊗d has unit length [34].
For V that has bounded first order partial derivatives, we use the results of [115; 116]
to conclude that
|E1 − Eh,1| ≤ c1dh. (6.4)
If Eˆh,1 is such that |Eh,1 − Eˆh,1| ≤ c2dh, we have relative error
|1− Eˆh,1/E1| ≤ c′h,
where c′ is a constant. The inequality follows by observing that 2E1 is bounded from below
by the smallest eigenvalue 4dh−2 sin2(pih/2) of the discretized Laplacian.
Such a discretization approach for a multiparticle system is not new; see e.g. [28]. The
problem is that the size of the resulting matrix is exponential in d, and so is the cost of
classical algorithms approximating its ground state eigenvalue.
6.4 Quantum algorithm
In this section, we describe our quantum algorithm in general terms. The key observation
is that the discretization we outlined above and the estimation of the smallest eigenvalue of
the resulting matrix can be implemented on a quantum computer with cost that does not
grow exponentially with d. This is accomplished by modifying quantum phase estimation,
a well known quantum algorithm for approximating an eigenvalue of a unitary matrix W ,
see e.g., [80]. First we provide the sketch of the algorithm.
Sketch of the algorithm
1. Consider the discretization Mh = −12∆h + Vh of −12∆+ V and let h ≤ ε, where ε is
the desired accuracy. The matrix
W = eiMh/(2d),
is unitary since Mh is Hermitian.
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2. For W use phase estimation to approximate the phase corresponding to eiEh,1/(2d)
with the following modifications:
(a) Use the approximate eigenvector
|0〉⊗b|ψ1〉⊗d
as an initial state, where |ψ1〉⊗d is the ground state eigenvector of −∆h.
(b) ReplaceW 2
t
, t = 0, . . . , b−1, that are required in phase estimation, using approx-
imations given by high order splitting formulas that deal with the exponentials
of −12∆h and Vh separately,
Next we discuss the details of our algorithm. Assume h is the largest mesh size satisfy-
ing h ≤ min(ε, 1/4). This leads to the desired accuracy while ensuring the discretization is
not trivial. The eigenvalue of W that corresponds to Eh,1 is e
iEh,1/(2d) = e2piiϕ1 , where
ϕ1 = Eh,1/(4pid)
is the phase and belongs to the interval [0, 1) since Eh,1 ≤ 2dh−2 sin2(pih/2)+1 ≤ dpi2/2+1.
Quantum phase estimation approximates the phase ϕ1 with b-bit accuracy, where b =
dlog2 h−1e. The output of the algorithm is an index j ∈ [0, 2b−1] such that |ϕ1−j 2−b| ≤ 2−b.
The algorithm approximates the ground state eigenvalue E1 by
Eˆh,1 := 4pidj 2
−b.
The initial state of our algorithm is
|0〉⊗b|ψ1〉⊗d, (6.5)
where |ψ1〉⊗d is the ground state eigenvector of the discretized Laplacian −∆h as described
in (6.3). The quantum state |ψ1〉 can be prepared by the quantum cosine transform [69].
The matrix exponentials W 2
t
is approximated by a high-order splitting formula in
Hamiltonian simulation. We simulate the evolution of a quantum system with Hamil-
tonian H = Mh/(2d) for time 2
t, where t = 0, 1, . . . , b − 1. Let H = H1 + H2 where
H1 = −∆h/(4d) and H2 = Vh/(2d). Recall that h is the largest mesh size satisfying
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h ≤ min(ε, 1/4). The eigenvalues and eigenvectors of the discretized Laplacian are known
and the evolution of a system with Hamiltonian H1 can be implemented with d ·O(log2 ε−1)
quantum operations using the Fourier transform in each dimension. The evolution of a
system with Hamiltonian H2 can be implemented using two quantum queries and phase
kickback. The details can be found in Section 1.2.2. The queries are similar to those in
Grover’s algorithm [80] and return function evaluations of V truncated to O(log ε−1) bits.









where j` ∈ {1, 2} and suitable z` that depend on t and k as described in chapter 4.
6.5 Cost of our Quantum Algorithm
In quantum phase estimation, since b = dlog2 h−1e, we have
|Eh,1 − 4pidj 2−b| ≤ c2dh. (6.7)
Combining (6.4)) and (6.7)) we conclude that
|E1 − 4pidj 2−b| ≤ c1dε+ c2dε = cdε. (6.8)
This estimate holds with probability at least 8/pi2 [23] assuming that
• The initial state of the algorithm is |0〉⊗b|zh,1〉, where |zh,1〉 is the eigenvector of Mh
that corresponds to Eh,1.
• We are given the matrix exponentials W 2t , t = 0, . . . , b− 1.
In our case, however, we do not know |zh,1〉 and we use an approximation |ψ1〉⊗d.
Similarly, we use approximations of the W 2
t
, for t = 0, . . . , b− 1, to simulate the evolution
of the quantum system that evolves with Hamiltonian H = Mh/(2d). We will compute
the cost to implement these approximations so that (6.8) holds. All these approximations
affect the estimate 8/pi2 of the success probability of phase estimation, but only by a small
amount.
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In our algorithm, the initial state |0〉⊗b|ψ1〉⊗d is prepared by quantum cosine transform.
Since h is proportional to ε, the matrix Mh has size m
d×md, with m = Θ(ε−1). Therefore,
|ψ1〉⊗d ∈ Cmd and can be represented using log2md = O(d log2 ε−1) qubits and can be
implemented with d ·O(log2 ε−1) quantum operations [69; 117]. We point out that here and
elsewhere the implied constants in the big-O and Θ notation are independent of d and ε.





The approximate initial state reduces the success probability of phase estimation by a
factor equal to the square of the magnitude of the projection of |ψ1〉⊗d onto |zh,1〉, to
become 8|d1|2/pi2; see, e.g., [2; 62].
We will see that |d1|2 > pi2/10. Indeed, we estimate |d1| using the approach in [119],
which is based on the separation of the eigenvalues of Mh. In particular, we have
1 ≥ (Eh,2 − Eh,1)2(1− |d1|2),
where Eh,1 and Eh,2 are the smallest and second smallest eigenvalues of Mh. We esti-
mate Eh,2 − Eh,1 from below using the two smallest eigenvalues of −∆h to obtain
Eh,2 − Eh,1 ≥ 2h−2(sin2(pih)− sin2(pih/2)) − 1.
This yields that the success probability of phase estimation with the approximate ground











since h ≤ 1/4.
Now let us turn to the cost of approximating the matrix exponentials by Hamiltonian
simulation. From Chapter 4, the number of exponentials needed to approximate W 2
t
by a









CHAPTER 6. GROUND STATE ENERGY ESTIMATION 79
for any k ≥ 1. The total number of exponentials required for the approximation of all
the W 2
t































for t = 0, . . . , b − 1. It is easy to check that ∑b−1t=0 εt ≤ 1/20. Thus the success probability
of phase estimation can be reduced by twice this amount [80]. Using (6.9) we conclude our












Since ‖H1‖ ≤ 4dh−2/(4d) ≤ ε−2 and ‖H2‖ ≤ 1/(2d), the number N of exponentials of





















for any k > 0, where C˜ is a constant.
The optimal k∗, i.e., the one minimizing the upper bound for N in (6.10), is obtained






















as dε→ 0. (6.11)
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We remark that of the N∗ matrix exponentials half involve H1 and the other half
involve H2; see the detailed definition of the high order splitting formula in chapter 4.








Hence the number of quantum operations, excluding queries, to implement the initial
state, the matrix exponentials involving H1 and the inverse Fourier transform yielding the
final state of phase estimation is
N∗ ·O(d log2 ε−1). (6.12)
For the computational complexity, the depth of the quantum circuit realizing the algo-
rithm grows as N∗ which is given in (6.11). Clearly, ε−3e
√
ln 1/dε ≤ ε−3e
√
ln 1/ε, for any d.
Thus N∗ is bounded from above by a quantity independent of d. Recall that N∗ is the total
number of matrix exponentials the algorithm uses. Half of these exponentials involve the
discretized Laplacian ∆h and the other half involve the discretized potential Vh.
Each of the matrix exponentials involving ∆h in d dimensions is implemented efficiently
with cost proportional to d log2 ε−1 using the quantum Fourier transform. Hence the cost
of all matrix exponentials involving ∆h is linear in d.
For the matrix exponentials involving Vh, each can be implemented with two quantum
queries. The cost of each query is constant. Hence the cost of all matrix exponentials
involving Vh is 2N
∗ times the cost of a quantum query.
Equations (6.10), (6.11) and (6.12) yield that the total cost of the algorithm, including
the number of queries and the number of all other quantum operations, is
Cdε−(3+δ),
where δ > 0 is arbitrarily small and C is a constant.
Summarizing our results we see that both the number of qubits and the cost depend
linearly on d. The algorithm uses phase estimation to approximate an eigenvalue of a matrix
whose size is proportional to ε−d × ε−d. The number of coordinates in the corresponding
eigenvector is proportional to ε−d, and is therefore represented using a number of qubits
proportional to d log2 ε
−1.
Therefore, we obtain the following theorem.
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Theorem 9. Phase estimation with an approximate initial state and approximate powers
of W with probability at least 23 yields an estimate of E1 with relative error ε and total cost
Cdε−(3+δ)
for any δ > 0, using C ′d log ε−1 qubits, where C and C ′ are constants.
This cost analysis reveals that the computational effort spent on solving the ground
state eigenvalue problem unobscured by the cost of evaluating V (i.e., the the cost of a
quantum query). It is not limited in any way, since for any particular choice of V when the
actual cost of a query is known, it suffices to multiply it by the number of queries and add
the product to (6.12) to obtain an aggregate cost estimate.
For multiparticle systems studied in physics and chemistry the number of dimensions d
is directly proportional to the number of particles p. For instance, p particles in three
dimensions yield d = 3p. Thus the number of qubits and the cost of the algorithm depends
linearly on p. Nevertheless, we should point out that since d  ε−1 in the interesting
cases, precision plays the key role in the cost of approximating the ground state energy on
a quantum computer.
6.6 Future Work
In this chapter, we have provided a quantum algorithm to estimate the ground state energy
of a time-independent Hamiltonian corresponding to a multiparticle system. We assume
that the potential V and its first order partial derivatives ∂V/∂xj , j = 1, · · · , d, are con-
tinuous and uniformly bounded by 1. In our case we are able to efficiently obtain a rough
but very useful approximation of the ground state eigenvector. Consequently, the cost of
implementing and simulating the evolution of the Hamiltonian for the amount of time pre-
scribed by the accuracy demand is polynomial in d and ε, which determines that we can
approximate the ground state eigenvalue efficiently.
Observe that, an arbitrary potential ground state estimation problem is a QMA(Quantum
Merlin Arthur)-complete problem [67], which is the quantum analog of the complexity class
NP-complete problem or the probabilistic complexity class MA(Merlin Arthur)-complete
problem [114].
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On the other hand, there is still room for us to improve our algorithm. In the current
version, the algorithm prepares the initial quantum state by |0〉⊗b|ψ1〉⊗d, where |ψ1〉⊗d is
the ground state eigenvector of −∆h. It is possible to further reduce the cost of the initial
state using the algorithm in [62] but we do not pursue this alternative in this chapter since
the analysis of the algorithm becomes more involved. Another potential alternative is to
prepare the initial state by adiabatic evolution introduced in Section 1.5. It is an interesting
open problem to find the range of potentials in which quantum computers can substantially
speedup the ground state eigenvalue problem relative to classical computers.
Moreover, in our algorithm the approximation of the matrix exponentials is simulated
by high-order splitting methods. Quantum walk is an alternative way to simulate the
evolution Hamiltonians, and in certain cases, the number of exponentials in the algorithm
grows linearly with the Hamiltonian norm and the evolution time. It is an open question
whether we can improve our algorithm by using the techniques of quantum walk.
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Chapter 7
Conclusion and Future work
7.1 Conclusion
In this thesis, we studied five problems, including counting problem, quantum PAC learning,
deterministic Hamiltonian simulation, randomized Hamiltonian simulation and ground state
energy estimation.
Chapter 2 is about an application of adiabatic quantum algorithms to the counting
problem. Adiabatic computation is a model of quantum computation different from the
quantum circuit model. It applies adiabatic evolutions to find the solution of problems. We
designed an adiabatic algorithm based on geometric phases to approximate the proportion
of the marked items in a given database. The geometric phases depend only on the path
of the evolution, not on how fast the path is traversed. Hence, the computation is robust
to decoherence and resilient to certain kinds of noise. Since the counting problem is the
foundation of many other numerical problems, such as high-dimensional integration and
path integration, our adiabatic algorithms can be directly generalized to these kinds of
problems.
Chapter 3 is about the query complexity of the quantum PAC learning model. For a
concept class with d-VC dimension, we provide lower bound for query complexity, which
is Ω(ε−1(d1−η + log(1/δ))), where ε is the required error bound, δ is the maximal failure
possibility and η can be an arbitrarily small positive number. Since the best lower bound
known in classical PAC learning model is Ω(ε−1(d + log(1/δ))), we have almost optimally
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solved this problem.
Chapter 4 is about Hamiltonian simulation, i.e., simulating the evolution of a quantum
system under a given Hamiltonian. We focus on high-order splitting methods. For a given
Hamiltonian H, where H =
∑m
j=1Hj, we simulate the unitary operator e
−iHt by a product
of exponentials of Hj. The efficiency of the simulation is measured by the number of expo-
nentials. By providing an upper bound for the efficiency which depends explicitly on the
second largest norm of the Hamiltonians comprising H, we significantly improved the previ-
ously known conclusions. We also point out that the optimal order of the splitting methods
is decided by the second largest norm rather than the largest norm of the Hamiltonians.
In Chapter 5 we proposed the randomized model of Hamiltonian simulation. In a ran-
domized algorithm, the evolution of Hamiltonian H =
∑m
j=1Hj is simulated by a product
of exponentials of Hj in a random sequence and random evolution times. Hence the final
state of the system is approximated by a mixed quantum state. In classical computation,
the error is measured by different standards in deterministic algorithms and randomized
algorithms. However, in Hamiltonian simulation the error is measured by the trace dis-
tance of the output quantum state and the desired state, in both deterministic algorithms
and randomized algorithms. We provide an upper bound for the error in randomized al-
gorithms, and then showed some randomized algorithms which have the same efficiency as
certain deterministic algorithms but which are simpler to implement.
In Chapter 6 we showed an application of Hamiltonian simulation to the estimation of
the ground state energy of a multiparticle system, which is also known as the multivariate
Sturm-Liouville eigenvalue problem. The problem suffers from the curse of dimensionality
in classical computation. We exhibited a quantum algorithm that achieves relative error ε
using O(d log ε−1) qubits with total cost (number of quantum queries and other quantum
operations) O(d ε−(3+δ)), where δ > 0 is arbitrarily small. Thus, the number of qubits and
the total cost are linear in the number of particles. The quantum algorithm is based on
quantum phase estimation, and we use Hamiltonian simulation to implement the queries
needed in phase estimation.
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7.2 Future work
In Chapter 4, we studied splitting methods in Hamiltonian simulation and provided upper
bounds for the number of exponentials. Our research focus is on the case where the Hamil-
tonian is time-independent. It would be an interesting research direction to generalize our
results to the case where the Hamiltonian varies during the evolution time. In Chapter 4,
we considered the problem of simulating the evolution of a Hamiltonian H =
∑m
j=1Hj
with the exponentials of Hj, for j = 1, · · · ,m. But we didn’t study how to decompose
any given Hamiltonian H to the Hamiltonians which can be implemented efficiently. In
[17], the author provide a method to decompose a sparse Hamiltonian to the sum of local
Hamiltonians. However, for some Hamiltonians, it is not efficient to decompose it to local
Hamiltonians. For instance, in Chapter 6, the Hamiltonian is decomposed as the sum of
the Laplacian operator and a diagonal Hamiltonian, which improves the efficiency signifi-
cantly compared to decomposing it to local Hamiltonians. Hence, an important problem in
Hamiltonian simulation is to consider how to decompose a given Hamiltonian to make the
simulation more efficient by applying the intrinsic characteristic of the Hamiltonian.
In Chapter 5, we proposed the model for randomized algorithms in Hamiltonian simula-
tion. We provide some randomized algorithms to show the potential superiority of this new
model. There are deterministic algorithms that can simulate the evolution of a Hamiltonian
with O(t1+1/kε−1/k) exponentials, where k can be any small positive integer. However the
implementation of this algorithm has two drawbacks: First, almost all of the factors in the
algorithm are irrational. Second, there exists a huge constant term in the big-O, which
is exponential in k. The huge constant arises from the number of exponentials used in
each stage, which is Θ(5k). We provide a randomized algorithm, which uses only rational
factors to achieve O(∆t4) error bound in each stage, while all previous known deterministic
algorithms must use irrational factors. Moreover, in each stage the algorithm uses only
fewer exponentials than any deterministic algorithm with the same efficiency. Hence, an
interesting problem is to determine whether we can derive randomized algorithms, which
achieve O(∆tk) error bound in each stage, use fewer exponentials in each stage, and keep
all the factors rational, for any k > 0.
In Chapter 6, we provided a quantum algorithm to estimate the ground state energy of
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a time-independent Hamiltonian corresponding to a multiparticle system. We assume that
the potential V and its first order partial derivatives ∂V/∂xj , j = 1, · · · , d, are continuous
and uniformly bounded by 1. It is known that for certain potentials, the ground state
energy estimation problem is a QMA(Quantum Merlin Arthur)-complete problem [67]. It
is an interesting open problem to find the range of potentials for which quantum computers
can substantially speedup the ground state energy problem relative to classical computers.
Of particular interest is the Coulomb potential, which plays a key role in many scientific
applications. Moreover, we consider the ground state energy for a multiparticle system
where the masses of the particles are the same. A natural generalization is to estimate the
ground state energy of the multiparticle system where the particles have different masses.
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Appendix A
Appendix of Adiabatic Counting
In this Appendix, we show the details of how to derive the quantum state under the Hamil-












Let |ϕ(t)〉 be the t-time quantum state in the system. Then the Schrodinger equation (1.2)
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Substituting (A.5) into (A.4), we obtain
d2x
dt2
+ i(1 − ω)dx
dt
+ αωx = 0. (A.6)
Similarly, we can derive
d2y
dt2
+ i(1 + ω)
dy
dt
− βωy = 0. (A.7)
































(β − α− ω) +
√
(1− ω)2 + 4αω . (A.11)









(1− ω)2 − α(1− 3ω) + (β − ω)E









α(1 + ω)− αE








(1 + ω)2 − β(1 + 3ω)− (α+ ω)E











β(1− ω) + βE






(1− ω)2 + 4αω. On the other hand, denote the quantum state evolving under
the Hamiltonian H(−θ) = H(−ωt) by |ϕ′(t)〉, and it can be derived from |ϕ〉 by exchanging
all ω by −ω.
Then, the final state of the j-th evolution is
|ψj(T )〉 = 1√
2
(|0〉|ϕ(T )〉 + |1〉|ϕ′(T )〉), (A.13)
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where T = 2jpi/ω, for j = 1, · · · ,m. Let |ϕ⊥〉 be a state in the span space of |0ˆ〉 and |1ˆ〉,
that is orthogonal to |ϕ〉. From (A.13), we find that
|ψj(T )〉 = 1√
2
(|0〉+ 〈ϕ(T )|ϕ′(T )〉|1〉)|ϕ〉 + 1√
2
〈ϕ⊥(T )|ϕ′(T )〉|1〉|ϕ⊥(T )〉. (A.14)
Hence, with probability
ps =
1 + |〈ϕ(T )|ϕ′(T )〉|2
2
, (A.15)
the relative phase will be the argument of 〈ϕ(T )|ϕ′(T )〉. We know that
〈ϕ(T )|ϕ′(T )〉 = (AA′+DD′)eiµ1+(BB′+CC ′)e−iµ1+(AB′+C ′D)eiµ2+(A′B+CD′)e−iµ2 ,
(A.16)






(1− ω)2 + 4αω −
√






(1− ω)2 + 4αω +
√
(1 + ω)2 − 4αω)T
(A.17)
From the assumption ω  1, the relative phase can be estimated by 〈ϕ(T )|ϕ′(T )〉, from
AA′ +DD′, BB′+CC ′, AB′+C ′D and A′B +CD′. Since the four terms above share the
same denominator, we can first calculate the denominator F , then calculate their numerators
separately. The denominator is
F =
(
(1− ω)2 + 4αω + (1− 2α− ω)
√




(1 + ω)2 − 4αω + (1− 2α+ ω)
√




(1− ω)2 + 4αω) · ((1 + ω)2 − 4αω)
+
(
(1 + ω)2 − 4αω) (1− 2α− ω)(1− (1− 2α)ω + 2αβω2)
+
(
(1− ω)2 + 4αω) (1− 2α+ ω)(1 + (1− 2α)ω + 2αβω2)
+
(
(1− 2α)2 − ω2) (1− (1− 2α)ω + 2αβω2)(1 + (1− 2α)ω + 2αβω2) +O(ω3)
=1− 2(1 − 8αβ)ω2 + 2(1− 2α) (1− 2(1− 5αβ)ω2)
+ (1− 2α)2 − ω2 − (1− 2α)2(1− 8αβ)ω2 +O(ω3)
=4β2(1− 2β(1 − 4α)ω2) +O(ω3).
(A.18)





(1− ω)2 − α(1− 3ω) + (1− α− ω)
√




(1 + ω)2 − α(1 + 3ω) + (1− α+ ω)
√










(1 + ω) +
√




(1− ω2)2 − 2α(1− 5ω2) + α2(1− 9ω2) + αβ(1− ω2))
+ β
(
β + β(2β − 1)ω + (2α− 1)ω2) (1− (1− 2α)ω + 2αβω2)
+ β
(
β − β(2β − 1)ω + (2α− 1)ω2) (1 + (1− 2α)ω + 2αβω2)
+ β(β − ω2)(2α − 1)ω2(1− (1− 2α)ω + 2αβω2)(1 + (1− 2α)ω + 2αβω2) +O(ω3)




4β2(1− β(2− 5α)ω2) +O(ω3)
4β2(1− 2β(1 − 4α)ω2) +O(ω3) = 1− 3αβω
2 +O(ω3). (A.20)
(BB′ + CC ′)F
=α2β(1 + ω −
√
(1− ω)2 + 4αω)(1 − ω −
√
(1 + ω)2 − 4αω)
+ α
(
(1 + ω)2 − β(1 + 3ω)− (α+ ω)
√




(1− ω)2 − β(1− 3ω)− (α− ω)
√




α+ (9αβ + β2 − 2)ω2)
+
(
α+ (1− 2α)αω + (1− 2α)ω2) (1− (1− 2α)ω + 2αβω2)
+
(
α− (1− 2α)αω + (1− 2α)ω2) (1 + (1− 2α)ω + 2αβω2)




BB′ + CC ′ =
−4αβ3 +O(ω3)
4β2(1− 2β(1 − 4α)ω2) +O(ω3) = −αβω
2 +O(ω3). (A.22)
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Moreover,
(AB′ + C ′D)F
=αβ
(
(1− ω)2 − α(1 − 3ω) + (β − ω)
√
(1− ω)2 + 4αω
)
· (1− ω −
√
(1 + ω)2 − 4αω)
+ αβ
(
(1− ω)2 − β(1 − 3ω) + (α− ω)
√
(1 + ω)2 − 4αω
)
· (1− ω +
√
(1 − ω)2 + 4αω)
=αβ(1 − ω)(1− ω + 2ω2)
+ αβ(1− (3− 2β)ω + 2ω2)(1− (1− 2α)ω + 2αβω2)
− αβ(1 + (3− 2β)ω + 2ω2)(1 + (1− 2α)ω + 2αβω2)




AB′ +C ′D =
8αβ3ω3 +O(ω3)
4β2(1− 2β(1 − 4α)ω2) +O(ω3) = 2αβω
2 +O(ω3). (A.24)
Since A′B +CD′ = (AB′ + C ′D)′,
A′B + CD′ = 2αβω2 +O(ω3). (A.25)
Hence,
〈ϕ(T )|ϕ′(T )〉 =(1− 3αβω2)eiµ1 − αβω2e−iµ1





1 + |〈ϕ(T )|ϕ′(T )〉|2
2
≥ 1− 8αβω2, (A.27)
and













Proof of Lemma 6. Unwinding the recurrence for S2k we see that
S2k(H1, . . . ,Hm,∆t) =
K∏
`=1










where K = 5k−1 and each z` is defined according to the recursive scheme, ` = 1, . . . ,K. For
the details, see the part of the text that follows (4.3). The bound (4.4), namely,
|z`| ≤ 4k
3k
for all ` = 1, . . . ,K,
holds independently of m, because it depends on the k− 1st levels of the recursion tree and
not on the leaf, S2((H1, . . . ,Hm, z`∆t), which ends the path corresponding to `.
In the expression of S2((H1, . . . ,Hm, z`∆t) the sum of the magnitudes of the factors
multiplying the Hamiltonials in the exponents is m|z`| · |∆t|, for all ` = 1, . . . ,K. Thus
in the expression of S2k above, the sum of the magnitudes of all factors multiplying the
Hamiltonians in the exponents is
K∑
`=1












k ≥ 1. (B.1)
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Equivalently, one can view the expression for S2k above as a product of exponentials of
the form eHjrj,n∆t, where
∑Nj
n=1 rj,n = 1, j = 1, · · · ,m, and Nj is the number of occurrences
of Hj in S2k. Recall that for m = 2 we used sn to denote r1,n and zn to denote r2,n. With
this notation and using (B.1) we have
∑
j,n
|rj,n| ≤ dk. (B.2)
(Recall the derivation of (4.6).)
Expanding the factors of S2k in a power series individually, and then carrying out the
multiplications amongst them, we conclude that S2k is given by an infinite sum whose terms




Hγj,nj [−i rj,n∆t]γj,n . (B.3)
The factors of these products are specified by the Hamiltonians Hj and the order of their
occurrences after unwinding the recurrence for S2k, where j = 1, . . . ,m and γj,n = 0, 1, 2, . . . ,
for all n = 1, . . . , Nj .
Consider the terms that contain only H1 and, therefore, have γj,n = 0, for n = 1, . . . ,Nj
and j = 2, . . . ,m. The sum of these terms is∑





























n r1,nH1∆t = e−iH1∆t.
(B.4)
On the other hand,
e−i
Pm









k + · · · , (B.5)





Hk1(−i∆t)k = e−iH1∆t. (B.6)
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Let us now consider the error bound in (4.25). The sum of the terms with only H1 in
S2k+1 and exp(
∑m
j=1Hj∆t) is the same and cancels out when we subtract one from the
other. Moreover, in exp(−i∑mj=1Hj∆t) − S2k(∆t) we know that the terms of order up
to 2k also cancel out, see (4.25). From this we conclude that the error is proportional to
‖H2‖|∆t|2k+1.
Consider







where Rl(∆t) is the sum of all terms in exp(−i(H1 + · · · + Hm)∆t) corresponding to ∆tl
and Tl(∆t) is the sum of all terms in S2k corresponding to ∆t
l. We can ignore the terms in
















because there are ml − 1 terms in Rl and each norm is at most ‖H2‖|∆t|l/l!.
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where the last two inequalities follow from the assumption dk|∆t| ≤ k + 1 and an estimate
of the tail of the Poisson distribution; see, e.g., [70].
