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Abstract. For a set A of non-negative integers, let RA(n) denote the number of solutions to the
equation n = a+ a′ with a, a′ ∈ A. Denote by χA(n) the characteristic function of A. Let bn > 0 be
a sequence satisfying lim supn→∞ bn < 1. In this paper, we prove some Erdo˝s–Fuchs-type theorems
about the error terms appearing in approximation formulæ for RA(n) =
∑n
k=0 χA(k)χA(n − k) and∑N
n=0RA(n) having principal terms
∑n
k=0 bkbn−k and
∑N
n=0
∑n
k=0 bkbn−k, respectively.
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1 Introduction
Let N be the set of non-negative integers. For a subset A ⊆ N, we define the representation function
RA(n) of A as the number of solutions to n = a+ a
′ with a, a′ ∈ A. Let us denote the characteristic
function of A by χA(n); that is, χA(n) = 1 for n ∈ A, and χA(n) = 0 for n /∈ A. Clearly, we have
RA(n) =
∑n
k=0 χA(k)χA(n − k). Given now a sequence bn of real numbers with 0 ≤ bn ≤ 1, we
may be interested in comparing RA(n) and the accumulated representation function
∑N
n=0RA(n) to
the discrete convolution
∑n
k=0 bkbn−k and the sum
∑N
n=0
∑n
k=0 bkbn−k, respectively. A question that
naturally arises is then: what can be said about the (asymptotic) error terms appearing? To address
this question, let us begin by recalling the celebrated Erdo˝s–Fuchs theorem, shown in [2].
∗csandor@math.bme.hu. The author was supported by the NKFIH Grant No. K129335 and by the Lendu¨let
program of the Hungarian Academy of Sciences (MTA).
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Theorem 1.1 (Erdo˝s–Fuchs, 1956). For any c1 > 0, there is no subset A ⊆ N for which the relation
N∑
n=0
RA(n) = c1N + o(N
1/4 log−1/2N)
is satisfied.
In [1], Bateman extended this theorem as follows.
Theorem 1.2 (Bateman, 1977). Let G(n) be a real-valued function on the non-negative integers that
meets the following assumptions.
1. G(n)→∞ as n→∞.
2. ∆2G(n) := G(n)− 2G(n− 1) +G(n− 2) ≥ 0 for n sufficiently large.
3.
G(2n)
G(n)
< C for some C and for n sufficiently large.
4. G(n) = o
(
n2
log2 n
)
Then, there does not exist any subset A ⊆ N for which the relation
N∑
n=0
RA(n) = G(N) + o(G(N)
1/4 log−1/2N)
is satisfied.
We may now formulate our first result, which is another extension of the Erdo˝s–Fuchs Theorem.
Theorem 1.3. Let bn, en be sequences of real numbers subject to the following conditions.
1. bn > 0 for n sufficiently large.
2.
∑2n
k=0 bk∑n
k=0 bk
< C for some C and for n sufficiently large.
3. lim sup
n→∞
bn < 1
4. lim
n→∞
(
∑n
k=0 b
2
k)(
∑n
k=0 e
2
k)
(
∑n
k=0 bk)
3
= 0
Then, there does not exist any subset A ⊆ N for which the relation
N∑
n=0
RA(n) =
N∑
n=0
n∑
k=0
bkbn−k + eN
is satisfied.
Let us explore two particular cases of Theorem 1.3.
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First, with c > 0, set bn =
√
c
(2nn )
4n
and en = o
(
n1/4√
logn
)
. Since bn ∼
√
c√
pi
√
n
, we then have
∑n
k=0 b
2
k =
O(logn) and
∑n
k=0 bk ≫
√
n. Also,
∑n
k=0 e
2
k = o(
n3/2
logn
). All the conditions in the theorem, including
lim
n→∞
(
∑n
k=0 b
2
k)(
∑n
k=0 e
2
k)
(
∑n
k=0 bk)
3
= 0,
are hence met. Now, it is known that for |z| < 1, we have 1
(1−z)1/2 =
∑∞
n=0
(2nn )
4n
zn; thus, we can write
∞∑
n=0
czn =
( √
c
(1− z)1/2
)2
=
∞∑
n=0
( n∑
k=0
bkbn−k
)
zn.
It follows that N∑
n=0
n∑
k=0
bkbn−k = c(N + 1),
and so Theorem 1.3 implies the Erdo˝s–Fuchs Theorem, indeed.
To see another interesting case, with 0 < c2 < 0.5, set b0 =
√
2c0 +
c1−3c2√
2c2
, bn =
√
2c2 for n ≥ 1
and en = o(
√
n). Again, all the conditions in Theorem 1.3, including
lim
n→∞
(
∑n
k=0 b
2
k)(
∑n
k=0 e
2
k)
(
∑n
k=0 bk)
3
= 0,
are met. Note that this time we have
N∑
n=0
n∑
k=0
bkbn−k = c2N2 + c1N +O(1),
allowing us to conclude the following.
Theorem 1.4. Picking 0 < c2 < 0.5, there does not exist any subset A ⊆ N for which the relation
N∑
n=0
RA(n) = c2N
2 + c1N + o(
√
N)
is satisfied.
In [7], Ruzsa shows that the error term appearing in the Erdo˝s–Fuchs Theorem is almost sharp.
Theorem 1.5 (Ruzsa, 1997). There exists a subset A ⊆ N such that the relation
N∑
n=0
RA(n) =
pi
4
N +O(N1/4 logN)
is satisfied.
We will prove that the error term appearing in Theorem 1.4 is almost sharp as well.
Theorem 1.6. Picking integers 0 < p < q, there exists a subset A ⊆ N such that
N∑
n=0
RA(n) = 0.5
p2
q2
N2 + 1.5
p2
q2
N +O(
√
N log1/2N).
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Note that with A = N, we have
N∑
n=0
RN(n) = 0.5N
2 + 1.5N + 1.
This then shows that the assumption c2 < 0.5 in Theorem 1.4 cannot be relaxed.
Let us continue by recalling a result of Erdo˝s and Sa´rko¨zy shown in [3].
Theorem 1.7 (Erdo˝s, Sa´rko¨zy, 1986). Let F (n) be an arithmetic function such that F (n) → ∞ as
n→∞, F (n) ≤ F (n+ 1) for n ≥ n0 and such that F (n) = o
(
n
log2 n
)
. Then,
max
0≤n≤N
|F (n)−RA(n)| = o
(√
F (N)
)
cannot hold for any subset A ⊆ N.
The same authors show in [4] that the error term above is almost sharp.
Theorem 1.8 (Erdo˝s, Sa´rko¨zy, 1986). Let F (n) be an arithmetic function satisfying F (n) > 36 logn
for n > n0. Picking an integer n1, let g(x) be a real-valued function defined on the (open) interval
(0,∞) and x0 be a real number subject to the following conditions.
1. g′(x) exists and is continuous on (0,∞).
2. g′(x) ≤ 0 for x ≥ x0.
3. 0 < g(x) < 1 for x ≥ x0.
4.
∣∣∣∣∣F (n)− 2
∫ n/2
0
g(x)g(n− x)dx
∣∣∣∣∣ < (F (n) logn)1/2 for n > n1.
Then, there exists a subset A ⊆ N such that |RA(n)− F (n)| < 8(F (n) logn)1/2 for n ≥ n2.
We will prove some analogous theorems.
Theorem 1.9. Consider a sequence bn of real numbers subject to the following conditions.
1. 0 ≤ bn ≤ 1
2. lim supn→∞ bn < 1
3.
∑n
k=0 bkbn−k →∞ as n→∞.
Then, there does not exist any subset A ⊆ N for which the relation
RA(n) =
n∑
k=0
bkbn−k + o
(( n∑
k=0
bkbn−k
)1/2)
is satisfied.
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Letting bn =
√
c with 0 < c < 1 yields the following result.
Theorem 1.10. Picking 0 < c < 1, there does not exist any subset A ⊆ N for which the relation
RA(n) = cn + o
(√
n
)
is satisfied.
Note that Theorem 1.4 follows as a simple corollary to Theorem 1.10.
In the vein of Theorem 1.8, we will conclude by demonstrating that the error term appearing in
Theorem 1.9 is almost sharp as well. The proof will be based on a probabilistic argument.
Theorem 1.11. Let bn be a sequence of real numbers with 0 ≤ bn ≤ 1 such that
∑n
k=0 bkbn−k > 3 logn
for n ≥ n3. Then, there exists a subset A ⊆ N such that we have∣∣∣∣∣RA(n)−
n∑
k=0
bkbn−k
∣∣∣∣∣ < 5
(
log n
n∑
k=0
bkbn−k
)1/2
for n ≥ n4.
As above, by letting bn =
√
c with 0 < c < 1, we may state the following consequence.
Theorem 1.12. Picking 0 < c < 1, there exists a subset A ⊆ N such that
RA(n) = cn+O(
√
n log1/2 n).
2 Proofs
Proof of Theorem 1.3 . We prove by contradiction. Let bn, en be sequences of real numbers as in
the theorem. Suppose that there exists a subset A ⊆ N for which
N∑
n=0
RA(n) =
N∑
n=0
n∑
k=0
bkbn−k + eN .
Consider the generating function A(z) of A; that is, write A(z) =
∑
a∈A z
a. For |z| = r < 1, we have
A2(z) =
∑∞
n=0RA(n)z
n and 1
1−zA
2(z) =
∑∞
N=0(
∑N
n=0RA(n))z
N . Defining now f(z) =
∑∞
n=0 bnz
n,
we can write f 2(z) =
∑∞
n=0(
∑n
k=0 bkbn−k)z
n and 1
1−zf
2(z) =
∑∞
N=0(
∑N
n=0(
∑n
k=0 bkbn−k))z
N , yielding
1
1− zA
2(z) =
∞∑
N=0
( N∑
n=0
RA(n)
)
zN =
∞∑
N=0
( N∑
n=0
n∑
k=0
bkbn−k + eN
)
zN =
1
1− z f
2(z) +
∞∑
n=0
enz
n.
Multiplying both sides by 1− z, we get
A2(z) = f 2(z) + (1− z)
∞∑
n=0
enz
n. (2.1)
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For 0 < r < 1, substitution then yields
A2(r) = f 2(r) + (1− r)
∞∑
n=0
enr
n = (1− r)
(
1
1− rf
2(r) +
∞∑
n=0
enr
n
)
= (1− r)
( ∞∑
N=0
(( N∑
n=0
n∑
k=0
bkbn−k
)
+ eN
)
rN
)
.
Let us show that
eN = o
( N∑
n=0
n∑
k=0
bkbn−k
)
.
By way of contradiction, suppose there is a constant c > 0 such that for infinitely many N , we have
|eN | > c
( N∑
n=0
n∑
k=0
bkbn−k
)
.
Note that the sequence en necessarily has a non-zero term. Indeed, should en ≡ 0, we have A2(z) =∑∞
n=0RA(n)z
n =
∑∞
n=0(
∑n
k=0 bkbn−k)z
n = f 2(z) and so A(z) =
∑∞
n=0 χA(n)z
n =
∑∞
n=0 bnz
n = f(z).
It would then follow that bn = χA(n) for n ∈ N, violating conditions 1 and 3. In particular, we see
that condition 4 implies
∑N
n=0 bn →∞ as N →∞. Recall that by condition 1, there should exist an
integer n5 such that bn > 0 for n ≥ n5. Making use of condition 2 as well, this now allows us to write
N∑
n=0
n∑
k=0
bkbn−k ≥ 1
2
(bn0 + bn0+1 + · · ·+ b⌊N
2
⌋)
2 −
( n5−1∑
k=0
|bk|
)( n∑
k=0
|bk|
)
≥ 1
3C2
(b0 + b1 + · · ·+ bN )2
for N large enough. It then follows that
e2N >
c2
9C4
( N∑
n=0
bn
)4
,
which, however, contradicts condition 4.
Having this shown, one can see that
A(r) = (1 + o(1))f(r) (2.2)
as r → 1−. Now, by condition 2,
( N∑
n=0
bn
)3
≤ C6
( ⌊N
3
⌋∑
n=0
bn
)3
≤ C6
( ∑
(i,j,k)
i+j+k≤N
bibjbk +
( ∑
n<n5
|bn|
)( ∑
n5≤n≤N
bn
)2
+
(∑
n<n5
|bn|
)2( ∑
n0≤n≤N
bn
))
≤ C6
∑
(i,j,k)
i+j+k≤N
bibjbk + o
(( N∑
n=0
bn
)3)
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as N →∞, and so
1
2C6
( N∑
n=0
bn
)3
≤
∑
(i,j,k)
i+j+k≤N
bibjbk
for N large enough. Clearly, we have
( N∑
n=0
e2n
)( N∑
n=0
b2n
)
≥
∑
(i,j)
i+j≤N
e2i b
2
j .
It then follows from condition 4 that
lim
N→∞
∑
(i,j)
i+j≤N
e2i b
2
j∑
(i,j,k)
i+j+k≤N
bibjbk
= 0,
and hence (see [6] p. 21, Exercise 88)
lim
r→1−
(
∑∞
n=0 b
2
nr
2n)(
∑∞
n=0 e
2
nr
2n)
(
∑∞
n=0 bnr
2n)3
= 0. (2.3)
Write S(z) = 1 + z + z2 + · · ·+ zM−1. Multiplying S(z)2 by the expression for A2(z) in (2.1), we get
A2(z)S2(z) = f(z)2S(z)2 + (1− zM )S(z)
∞∑
n=0
enz
n,
yielding
|A(z)S(z)|2 ≤ M2|f(z)|2 + 2|S(z)|
∣∣∣∣
∞∑
n=0
enz
n
∣∣∣∣.
Integrating both sides of the above inequality with respect to ϕ in z = reiϕ leads to the inequality
∫ 2pi
0
|A(reiϕ)S(reiϕ)|2dϕ ≤M2
∫ 2pi
0
|f(reiϕ)|2dϕ+ 2
∫ 2pi
0
|S(reiϕ)|
∣∣∣∣
∞∑
n=0
enr
neinϕ
∣∣∣∣dϕ. (2.4)
Write now A(z)S(z) =
∑∞
n=0 cnz
n for some cn ∈ N. With cn being an integer, cn ≤ c2n. By Parseval’s
theorem and equation (2.2), we then get
∫ 2pi
0
|A(reiϕ)S(reiϕ)|2dϕ = 2pi
∞∑
n=0
c2nr
2n
≥ 2pi
∞∑
n=0
cnr
2n = A(r2)S(r2) = 2pi(1 + o(1))(1 + r2 + r4 + · · ·+ r2M−2)
∞∑
n=0
bnr
2n
for 0 < r < 1. A repeated application of Parseval’s theorem yields
∫ 2pi
0
|f(reiϕ)|2dϕ = 2pi
∞∑
n=0
b2nr
2n.
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By the Cauchy–Schwarz inequality and using Parseval’s theorem once again, we can write
∫ 2pi
0
|S(reiϕ)|
∣∣∣∣
∞∑
n=0
enr
neinϕ
∣∣∣∣dϕ ≤
(∫ 2pi
0
|S(reiϕ)|2dϕ
∫ 2pi
0
∣∣∣∣
∞∑
n=0
enr
neinϕ
∣∣∣∣
2
dϕ
)1/2
=
(
2pi
M−1∑
n=0
r2n · 2pi
∞∑
n=0
e2nr
2n
)1/2
≤ 2pi
(
M
∞∑
n=0
e2nr
2n
)1/2
.
It then follows from (2.3) and (2.4) that
2pi(1 + o(1))(1 + r2 + r4 + · · ·+ r2M−2)
∞∑
n=0
bnr
2n ≤ 2piM2
∞∑
n=0
b2nr
2n + 2pi
(
M
∞∑
n=0
e2nr
2n
)1/2
≤ 2piM2
∞∑
n=0
b2nr
2n + 2pi
(
o(1)M
(
∑∞
n=0 bnr
2n)3∑∞
n=0 b
2
nr
2n
)1/2
,
and hence
(1 + o(1))(1 + r2 + r4 + · · ·+ r2M−2)
∞∑
n=0
bnr
2n ≤M2
∞∑
n=0
b2nr
2n + o


(
M
(
∑∞
n=0 bnr
2n)3∑∞
n=0 b
2
nr
2n
)1/2 (2.5)
as r → 1−. This leaves us with two cases to inspect.
Case 1. If lim supr→1−
∑
∞
n=0 bnr
2n
∑
∞
n=0 b
2
nr
2n =∞, then there must exist a strictly increasing sequence rk < 1
such that limk→∞ rk = 1 and limk→∞
∑
∞
n=0 bnr
2n
k∑
∞
n=0 b
2
nr
2n
k
=∞. We claim that
lim
k→∞
∑∞
n=0 bnr
2n
k∑∞
n=0 b
2
nr
2n
k
= o
(
1
1− rk
)
. (2.6)
Indeed, if
∑∞
n=0 b
2
n = ∞, then limk→∞
∑∞
n=0 b
2
nr
2n
k = ∞ and
∑∞
n=0 bnr
2n
k = O(
∑∞
n=0 r
2n
k ) = O
(
1
1−rk
)
,
from which (2.6) follows. If
∑∞
n=0 b
2
n <∞, then by the Cauchy–Schwarz inequality, for every positive
integer N , we can write∣∣∣∣
N∑
n=0
bnr
2n
k
∣∣∣∣ ≤
(( N∑
n=0
b2n
)( N∑
n=0
r2nk
))1/2
= O

( 1
1− rk
)1/2 = o( 1
1− rk
)
,
and the same conclusion can be drawn. Define now
M = Mk = 0.5
⌊∑∞
n=0 bnr
2n
k∑∞
n=0 b
2
nr
2n
k
⌋
= o
(
1
1− rk
)
so that we have
1 + r2k + r
4
k + · · ·+ r2M−2k = (1 + o(1))M
as k →∞. By (2.5), we get
(
1
2
+ o(1)
)∑∞
n=0 bnr
2n
k∑∞
n=0 b
2
nr
2n
k
∞∑
n=0
bnr
2n
k ≤
1
4
(∑∞
n=0 bnr
2n
k∑∞
n=0 b
2
nr
2n
k
)2 ∞∑
n=0
b2nr
2n
k +o

(∑∞n=0 bnr2nk∑∞
n=0 b
2
nr
2n
k
(
∑∞
n=0 bnr
2n
k )
3∑∞
n=0 b
2
nr
2n
k
)1/2
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as k →∞, a contradiction.
Case 2. If lim supr→1−
∑
∞
n=0 bnr
n
∑
∞
n=0 b
2
nr
n <∞, then setting M = 1 in equation (2.5) yields
(1 + o(1))
∞∑
n=0
bnr
2n ≤
∞∑
n=0
b2nr
2n + o

((∑∞n=0 bnr2n)3∑∞
n=0 b
2
nr
2n
)1/2 .
Note that
o

((∑∞n=0 bnr2n)3∑∞
n=0 b
2
nr
2n
)1/2 = o( ∞∑
n=0
bnr
2n
)
,
so we get
(1 + o(1))
∞∑
n=0
bnr
2n ≤
∞∑
n=0
b2nr
2n
as r → 1−, a contradiction again as limr→1−
∑∞
n=0 bnr
2n =∞ and lim supn→∞ bn < 1.
Proof of Theorem 1.6. For each n ∈ N, consider a simple random sample Xn of size |Xn| = p
with members drawn (uniformly and independently) from the set {nq, nq + 1, . . . , nq + q − 1}. Let
A =
⋃∞
n=0Xn ⊆ N. Our goal is to prove that
∑N
n=0RA(n) = 0.5
p2
q2
N2 + 1.5p
2
q2
N + O(
√
N log1/2N)
holds with probability 1.
To this end, define Yu,v for (u, v) ∈ N×N as the number of pairs (a, a′) with a, a′ ∈ A that satisfy
uq ≤ a ≤ uq + q − 1, vq ≤ a′ ≤ vq + q − 1 and a+ a′ ≤ N.
On the one hand, note that if the inequalities
u+ v ≤
⌊
N
q
⌋
− 2, uq ≤ a ≤ uq + q − 1 and vq ≤ a′ ≤ vq + q − 1
hold, then a + a′ ≤ N . On the other hand, if
u+ v >
⌊
N
q
⌋
, uq ≤ a ≤ uq + q − 1 and vq ≤ a′ ≤ vq + q − 1
hold, then a + a′ > N . Now, as per the definition of RA(n), we have
N∑
n=0
RA(n) =
⌊N
q
⌋−2∑
M=0
M∑
m=0
Ym,M−m +
⌊N
q
⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m +
⌊N
q
⌋∑
m=0
Ym,⌊N
q
⌋−m
=
⌊N
q
⌋−2∑
M=0
M∑
m=0
p2 +
⌊N
q
⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m +
⌊N
q
⌋∑
m=0
Ym,⌊N
q
⌋−m,
(2.7)
and hence the expected value E(
∑N
n=0RA(n)) may be calculated as
E
( N∑
n=0
RA(n)
)
=
⌊N
q
⌋−2∑
M=0
M∑
m=0
p2 + E
( ⌊N
q
⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m
)
+ E
( ⌊N
q
⌋∑
m=0
Ym,⌊N
q
⌋−m
)
. (2.8)
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Let us introduce the sets Ru,v = {(x, y) ∈ N × N | uq ≤ x ≤ uq + q − 1, vq ≤ y ≤ vq + q − 1} and
SN = {(x, y) ∈ N×N | x+ y ≤ N}. It is easy to see that P(k ∈ A) = pq for all k ∈ N, so for all pairs
(k, l) ∈ N× N, we may conclude the following.
E(k ∈ A, l ∈ A) =


p2
q2
if iq ≤ k ≤ iq + q − 1 and jq ≤ k ≤ jq + q − 1 with i 6= j
(q−2p−2)
(qp)
= p(p−1)
q(q−1) if iq ≤ k, l ≤ iq + q − 1 with k 6= l
Except for when u = v =
⌊
N
2q
⌋
, this then tells us that E(Yu,v) =
p2
q2
|Ru,v ∩ SN |, and hence
E
( N∑
n=0
RA(n)
)
=
∑
(u,v)
E(Yu,v) = O(1) +
∑
(u,v)
p2
q2
|Ru,v ∩ SN |
= O(1) +
p2
q2
|SN |
= O(1) +
p2
q2
(N + 1)(N + 2)
2
.
It now follows from (2.7) and (2.8) that
∣∣∣∣
N∑
n=0
RA(n)−
(
0.5
p2
q2
N2 + 1.5
p2
q2
N
)∣∣∣∣ = O(1) +
∣∣∣∣
N∑
n=0
RA(n)−E
( N∑
n=0
RA(n)
)∣∣∣∣
= O(1) +
∣∣∣∣
⌊N
q
⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m +
⌊N
q
⌋∑
m=0
Ym,⌊N
q
⌋−m −
(
E
( ⌊Nq ⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m
)
+ E
( ⌊Nq ⌋∑
m=0
Ym,⌊N
q
⌋−m
))∣∣∣∣
≤ O(1) +
∣∣∣∣
⌊N
q
⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m − E
( ⌊Nq ⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m
)∣∣∣∣+
∣∣∣∣
⌊N
q
⌋∑
m=0
(
Ym,⌊N
q
⌋−m −E
( ⌊Nq ⌋∑
m=0
Ym,⌊N
q
⌋−m
))∣∣∣∣.
At this point, we are to make use of Hoeffding’s inequality (see for example [5]).
Lemma 2.1 (Hoeffding’s inequality). Let ξ1, ξ2, . . . , ξk be independent random variables bounded by
the intervals [a1, b1], . . . , [ak, bk], respectively; that is, ai ≤ ξi ≤ bi. Let
∑k
i=1(bi−ai)2 ≤ D2, and write
η =
∑k
i=1 ξi. Then, for all y ≥ 0, the inequality P(|η − E(η)| ≥ yD) ≤ exp(−2y2) holds.
Applying Hoeffding’s inequality to the random variables Y0,⌊N
q
⌋−1, Y1,⌊N
q
⌋−2, . . . , Y⌊N
q
⌋−1,0 and to
Y0,⌊N
q
⌋, Y1,⌊N
q
⌋−1, . . . , Y⌊N
q
⌋,0 with 0 ≤ Yu,v ≤ p2 and D2 = p2N , we get the upper bounds
pN = P
(∣∣∣∣
⌊N
q
⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m −E
( ⌊Nq ⌋−1∑
m=0
Ym,⌊N
q
⌋−1−m
)∣∣∣∣ >√p2N√logN
)
≤ 1
N2
and
p′N = P
(∣∣∣∣
⌊N
q
⌋∑
m=0
Ym,⌊N
q
⌋−m −E
( ⌊Nq ⌋∑
m=0
Ym,⌊N
q
⌋−m
)∣∣∣∣ >√p2N√logN
)
≤ 1
N2
.
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Both pN , p
′
N having a finite sum over N ∈ N, the Borel–Cantelli lemma tells us that with probability
1, only finitely many of the corresponding events occur. Putting all this together, finally, we see that
N∑
n=0
RA(n) = 0.5
p2
q2
N2 + 1.5
p2
q2
N +O(
√
N log1/2N)
holds with probability 1, and so the proof is complete.
Proof of Theorem 1.9. By contradiction, let bn be a sequence of real numbers subject to the
conditions stated, and suppose that we have RA(n) =
∑n
k=0 bkbn−k + en with en = o(
√∑n
k=0 bkbn−k).
With notation as in the proof of Theorem 1.3, we can write
A2(z) =
∞∑
n=0
RA(n)z
n =
∞∑
n=0
( n∑
k=0
bkbn−k + en
)
zn = f 2(r) +
∞∑
n=0
enz
n,
and since
∑n
k=0 bkbn−k →∞ as n→∞ and en = o(
∑n
k=0 bkbn−k), one can also see that
A(r) = (1 + o(1))f(r) (2.9)
as r → 1−. Integrating now both sides of the (triangle) inequality
|A(z)|2 ≤ |f(z)|2 +
∣∣∣∣
∞∑
n=0
enz
n
∣∣∣∣
with respect to ϕ in z = reiϕ, for 0 < r < 1, we get the inequality∫ 2pi
0
|A(reiϕ)|2dϕ ≤
∫ 2pi
0
|f(reiϕ)|2dϕ+
∫ 2pi
0
∣∣∣∣
∞∑
n=0
enr
neinϕ
∣∣∣∣dϕ. (2.10)
Parseval’s theorem and equation 2.9 then show that∫ 2pi
0
|A(reiϕ)|2dϕ = 2piA(r2) = 2pi(1 + o(1))f(r2) = (1 + o(1))2pi
∞∑
n=0
bnr
2n
and
∫ 2pi
0
|f(reiϕ)|2dϕ = 2pi
∞∑
n=0
b2nr
2n
as r → 1−, so by the Cauchy–Schwarz inequality and applying Parseval’s theorem once again, we get
∫ 2pi
0
∣∣∣∣
∞∑
n=0
enr
ne2iϕn
∣∣∣∣dϕ ≤
((∫ 2pi
0
1dϕ
)(∫ 2pi
0
∣∣∣∣
∞∑
n=0
enr
neiϕn
∣∣∣∣
2
dϕ
))1/2
=
(
2pi · 2pi
∞∑
n=0
e2nr
2n
)1/2
=
(
2pi · o
( ∞∑
n=0
(∑
k≤n
bkbn−k
)
r2n
))1/2
= o(
√
f 2(r2)) = o
( ∞∑
n=0
bnr
2n
)
as r → 1−. Note, however, that the above inequality and equation (2.10) now yield
(1 + o(1))2pi
∞∑
n=0
bnr
2n ≤ 2pi
∞∑
n=0
b2nr
2n
11
as r → 1−, a contradiction as lim supr→1−
∑∞
n=0 bnr
2n =∞ and lim supn→∞ bn < 1.
Proof of Theorem 1.11. Consider a random subset A ⊆ N with P(n ∈ A) = bn for n ∈ N. We
are to show that ∣∣∣∣RA(n)−
n∑
k=0
bkbn−k
∣∣∣∣ < 8
(
log n
n∑
k=0
bkbn−k
)1/2
holds for n large enough with probability 1.
To this end, note that we can write
E(RA(n)) = 2
⌈n
2
⌉−1∑
i=0
E(i ∈ A, n− i ∈ A) +
∑
⌈n
2
⌉−1<i<n−(⌈n
2
⌉−1)
E(i ∈ A, n− i ∈ A) =
n∑
k=0
bkbn−k + en
with |en| ≤ 1. We now wish to deploy the following Chernoff bound variant (see Corollary 1.9 in [8]).
Lemma 2.2 (Chernoff bound). Let t1, . . . , tk be independent random variables taking boolean values.
Consider X = t1 + t2 + · · ·+ tk. Then, P(|X −E(X)| ≥ εE(X)) ≤ 2e−min(ε2/4, ε/2)E(X) for all ε > 0.
For 0 ≤ i ≤ ⌈n
2
⌉− 1, define ti as the indicator random variable of the event: i ∈ A and n− i ∈ A.
Clearly, we have
E
( ⌈n
2
⌉−1∑
i=0
ti
)
=
⌈n
2
⌉−1∑
i=0
bibn−i,
and it is also easy to check that the inequality
|RA(n)− E(RA(n))| ≥ 5
(
logn
n∑
k=0
bkbn−k
)1/2
implies ∣∣∣∣∣
⌈n
2
⌉−1∑
i=0
ti −
⌈n
2
⌉−1∑
i=0
bibn−i
∣∣∣∣∣ ≥
(
8 logn∑⌈n
2
⌉−1
k=0 bkbn−k
)1/2
·
⌈n
2
⌉−1∑
k=0
bkbn−k
for n large enough. By Lemma 2.2, setting ε =
( 8 logn∑⌈n
2
⌉−1
k=0 bkbn−k
)1/2
< 2, we get
pn = P
(
|RA(n)− E(RA(n))| ≥ 5
(
log n
n∑
k=0
bkbn−k
)1/2)
≤ P


∣∣∣∣∣
⌈n
2
⌉−1∑
i=0
ti −
⌈n
2
⌉−1∑
i=0
bibn−i
∣∣∣∣∣ ≥
(
8 logn∑⌈n
2
⌉−1
k=0 bkbn−k
)1/2
·
⌈n
2
⌉−1∑
k=0
bkbn−k


≤ exp
(
− 1
4
8 logn∑⌈n
2
⌉−1
k=0 bkbn−k
⌈n
2
⌉−1∑
k=0
bkbn−k
)
= e−2 logn =
1
n2
for n large enough. Since the probabilities pn have a finite sum over n ∈ N, the Borel–Cantelli lemma
tells us that with probability 1, only finitely many of the corresponding events occur. All in all,∣∣∣∣RA(n)−
n∑
k=0
bkbn−k
∣∣∣∣ < 8
(
log n
n∑
k=0
bkbn−k
)1/2
12
holds for n large enough with probability 1, which then concludes our argument.
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