Introduction
Let N k be the number of payments for claims arriving in an insurance portfolio in the year 0 and being executed in the year k #{0,1, . . .}. Moreover, let S k be the corresponding total amount of the payments executed in year k. If one has observed the counts N k , k00,. . .,j, for some j ]0, a major problem for an insurance company is to determine a reserve for the years j'1, j'2,. . .. This amounts to predicting the pairs (N j'l'1 , S j'l'1 ) for l 00,1, . . .. In this context natural estimators are given by the conditional expectations given the past values N 0 , . . .,N j , i.e. integrable random variables S which are measurable functions of N 0 ,. . .,N j , and a similar remark applies toN j'l'1 : Moreover, s0Ŝ j'l'1 minimizes the conditional mean square error E((S j'l'1 (s) 2 ½F j ) :
One of the popular procedures in this context was suggested by Mack (1993 Mack ( , 1994a Mack ( , 1994b and Mack et al. (2006) . In its simplest version, Mack's procedure declares the predictorsŜ j'l'1 andN j'l'1 to be linear functions of S 0 '×××'S j or N j 0N 0 '×××'N j , respectively. For example, N j'1 0(f j (1) (N 0 'Á Á Á'N j ); j 00; 1; . . . ;
(1:2)
for constants f j ]1. Assume that one observes the run-off triangle (N i;i'k ; S i;i'k ); i 01; . . . ; n; k 00; . . . ; n(i;
( 1:3) where ((N i,i'k , S i,i'k )) k00,. . .,nÁi are the payment numbers and total payments for claims arriving in year i and being executed in year i'k; one assumes that ((N i,i'k , S i,i'k )) k00,1,. . . are iid copies of ((N k , S k )) k00,1,. . . . Here n is the last year for which payments were observed. Mack's assumptions (1.2) give raise to constructing natural estimatorsf j of f j which are referred to as chain ladder estimators. Then, replacing the unknown parameters f j on the right-hand side of Eq. (1.2) by their estimatorsf j ; one obtains a predictor of N j'1 . In Section 5 we will introduce the chain ladder estimators and compare the performance of the corresponding predictors with those proposed in this paper.
Mack's procedure (1.2) does not determine the dynamics of a particular stochastic process (N j ) j00,1,. . . . For example, one cannot simulate this process from Eq. (1.2). Furthermore, it is not known for which natural classes of stochastic processes (N j ) j00,1,. . . the relation (1.2) holds. In fact, the very linearity of the predictor (1.2) is a simplification which is hard to reconcile with natural stochastic models for the count process.
In this paper, we consider a simple stochastic process model for the counts N j , j 00,1, . . ., and the corresponding payments S j , j 00,1, . . .. We emphasize that the model is simple, and some of its assumptions may look idealized. However, this is an honest and natural stochastic model, and the forecasting procedure we derive comes with all the advantages of a model-based procedure. Not the least among these advantages is the possibility of constructing justifiable prediction intervals. This is in contrast with the Mack procedure.
Our model is given by the following conditions which we assume throughout this paper.
The model
Let M be the number of claims arriving in a given year with distribution:
q m 0P(M 0m); m00; 1; . . . :
The mth claim causes a stream of K m payment years from the insurer to the insured through the next years. We assume that the kth of these payments is executed in the year Y mk . We further assume that (K m ) is an iid sequence of Poisson(m) distributed random variables and that (Y mk ) m,k01,2,. . . constitutes an iid family with common distribution:
p j 0P(Y 11 0j); j 00; 1; . . . :
(1:4)
Finally, assume that M, (K m ), and (Y mk ) are independent. Write,
I fY mk 0jg ; j 00; 1; . . . ;
i.e. N j is the number of payments for claims arriving in a given year and being executed in year j. Assume further that (X mk ) m,k01,2,. . . is an iid family of non-negative random variables independent of M, (K m ), and (Y mk ). We interpret X mk as the kth payment for the mth claim. Then,
X mk I fY mk 0jg ; j 00; 1; . . . ;
are the total payments for the claims arriving in year 0 and being executed in year j. Both processes (N j ) and (S j ) can easily be simulated. It is our aim to show that the predictors (1.1) and their errors can be calculated explicitly and are easily derived by numerical methods for certain special cases of the distribution of M. The expressions for the predictor of N j'1 are highly non-linear functions of N 0 '×××'N j , in contrast to Mack's procedure (1.2). However, under some condition on the distribution of M these predictors are asymptotically linear functions of N 0 '×××'N j if the latter quantity increases to infinity. In other situations, the predictors stay non-linear even in the limit.
We are fully aware of the fact that our model is based on rather simplistic assumptions but our aim is not to give a complicated model with too many unknown distributions and parameters. The possibility to simulate our model is perhaps its main advantage, and the assumptions of the model can be relaxed in rather different directions.
The assumption which deserves most criticism is that the distribution of the payments X mk does not depend on the payment period Y mk 0j. For example, there is evidence in data that the payments become the smaller the larger j. Small changes in the proofs below show that the complete analysis remains valid when we assume that the distribution of the payment X mk depends on the payment year Y mk 0j. However, in order to keep the analysis as simple as possible, we stick to the iid assumption on the X mk 's.
The paper is organized as follows. We start in Section 2 by giving the relevant formulas for the predictors of S j'l'1 , l00,1, . . . . Since S j 0N j if X mi 01 for all m, i, the prediction of N j'l'1 , l00,1, . . . , is a special case. We also determine the prediction errors. The predictors and conditional prediction errors involve certain derivatives of the LaplaceÁ Stieltjes transform of M. In general, these derivatives are difficult to obtain. However, in the (a, b) class of Panjer distributions, including the Poisson, binomial, and negative binomial distributions, there exist simple recursive algorithms for calculating these derivatives; see Section 3. In Section 4 we study the asymptotic behavior of the predictors as the number of the previously observed payments grows. In particular, we give conditions under which the predictorsŜ j'l'1 are asymptotically linear functions of N 0 ' ×××'N j . We also consider other situations, where different asymptotic patterns of the behavior of the predictors arise. An interesting feature is the staircase-like pattern discussed in that section. In Section 5 we apply our predictors to a non-life insurance data set. We compare the performance of these predictors with the corresponding ones based on chain ladder estimation.
The prediction problem
We intend to predict the future numbers of payments N j'l'1 and the corresponding total claim amounts S j'l'1 , l00,1, . . ., given the past payment numbers N 0 ,. . .,N j . This means we will calculate the predictorsŜ j'l'1 andN j'l'1 in Eq. (1.1) provided these quantities are well defined. Since we always assume the conditions of the model introduced in Section 1, the independence of (X mi ) and the rest of the random ingredients in the model imply that,
(2:1) l00,1, . . .. Therefore the prediction problem for S j'l'1 reduces to the one for N j'l'1 . Conversely, if X mi 01 a.s. for all m, i then N j 0S j , j 00,1, . . .. Therefore it suffices to study the prediction of S j'l'1 given N 0 ,. . .,N j . We will derive expressions for the predictors (2.1) and determine their errors. We start with the one-step ahead prediction problem, i.e. l00.
One-step ahead prediction
We introduce some notation to be used throughout the paper. We will need the LaplaceÁ Stieltjes transform of M, i.e.
L(g)0Ee
(gM 0 X m00 q m e (gm ; g]0;
and its derivatives
with the convention that L (0) 0L. Moreover, define
; g!0; l00; 1; . . . :
Finally, write
recall that m is the Poisson rate of the number of payments per claim, and (p k ) is the displacement probabilities in Eq. (1.4). Next we formulate our main result on the prediction of S j'1 . Recall that the corresponding result for N j'1 follows by setting X mi 01 a.s. for all m, i. (1) The predictorŜ j'1 of S j'1 given N 0 , . . .,N j has the form
(2:2) n 0 ,. . .,n j 00,1, . . ., j 00,1, . . ..
(2) Assume, in addition, that var(M) B and var(X 11 )B. Then the unconditional prediction error for S j'1 , j00,1, . . ., is given by
(3) Assume, in addition, that var(M) B and var(X 11 )B. Then the conditional prediction error for S j'1 given the past observations N 0 , . . .,N j , j00,1, . . ., is
(2:4) REMARK 2.2 Writing l j 0n 0 '×××'n j , j00,1, . . ., we observe by virtue of Eq. (2.2) that
or, alternatively,
By virtue of Eq. (2.2), the conditional expectation (2.5) is in general not a linear function of l j , in disagreement with Mack's procedure (1.2). In Section 4 we will give conditions on the distribution of M ensuring that Eq. (2.5) is asymptotically linear as l j 0.
REMARK 2.3 In Section 3 we will give a recursive algorithm for evaluating the quantities L (l) when the distribution of M belongs to the (a, b) class used for Panjer recursion.
Proof.
(1) By the splitting property of the Poisson process, the double array Z jl 0 a K l k01 I fY lk 0jg ; j 00,1, . . ., l 01,2, . . . consists of independent Poisson random variables. In particular, Z jl ÂPoisson(mp j ) and, conditionally on M0m, N j 0a m l01 Z jl ; j 00,1, . . ., constitutes a sequence of independent Poisson random variables. In particular, given M 0m, NjÂPoisson(mmp j ). Therefore, E(N j'1 ½N 0 ; . . . ; N j ; M)0Mmp j'1 ; j 00; 1; . . . ; (2:6) andŜ j'1 0EX 11 mp j'1 E(M½F j ); j 00; 1; . . . : (2:7)
Even more precisely, for any m, j 00,1, . . . and n 0 ,. . .,n j 00,1, . . .,
We conclude that for j ]0,
; m; n 0 ; . . . ; n j 00; 1; . . . : (2:9)
In particular,
We conclude, using Eq. (2.7), that Eq. (2.2) holds. Therefore, and in view of Eq. (2.6),
Finally, using Eq. (2.7), we see that the conditional prediction error can be written as,
Using Eq. (2.9), we can replace the conditional moments of M by the corresponding derivatives of L, leading to Eq. (2.4). Taking expectations in Eq. (2.11), we obtain the prediction error,
This finishes the proof. I REMARK 2.4 A simple upper bound of the unconditional prediction error (2.3) is given by
3) is complicated. Following the lines of the proof above, one can derive a more explicit expression for this term:
Applying Eq. (2.8), the right-hand double sum turns into
where U j is Poisson(u j ) distributed.
Multi-step ahead prediction
In this subsection we consider the prediction problem for l'1 periods ahead. This means we are interested in the quantitiesŜ j'l'1 ; l00,1, . . ., defined in Eq. (1.1), and the corresponding prediction errors.
THEOREM 2.5 Assume that EM B and EX 11 B.
(1) The predictorŜ j'l'1 of S j'l'1 given N 0 , . . .,N j has the form
(2) Assume, in addition, that var(M) B and var(X 11 )B. Then the unconditional prediction error for S j'l'1 , j, l00,1, . . ., is given by
(3) Assume, in addition, that var(M)B and var(X 11 )B. Then the conditional prediction error for S j'l'1 , j, l00,1, . . ., is given by
(1) We start by observing that for l ]0,
Hence, using Eq. (2.7), we obtain
Now use relation (2.10).
(2) & (3) For the conditional prediction error for S j'l'1 , we observe that by Eq. (2.11)
The conditional moments of M can, once again, be expressed using Eq. (2.9). Taking expectations, we obtain the unconditional prediction error
provided p j'1 !0. Moreover, if p j'l'1 00 thenŜ j'l'1 00.
Conditionally independent payments
In this subsection we consider a slightly more general model. As before, we assume that the sequences (X mk ) k01,2,. . . , m01,2, . . ., are iid and independent of the rest of random variables defining the model. We further assume that each sequence (X mk ) k01,2,. . . consists of conditionally iid random variables or, equivalently, that (X mk ) k01,2,. . . is exchangeable. This situation is similar to models in credibility theory, where the claim sizes occurring in an individual policy are assumed conditionally iid; see Mikosch (2004) , Chapters 5 and 6. Since the random variables (X mk ) m,k01,2,. . . and (Y mk ) m,k01,2,. . . are independent the form of the one-step ahead predictor is again given by Eq. (2.1) but the prediction error changes.
PROPOSITION 2.7 Assume var(M)B and var(X 11 ) B. Then the unconditional prediction error for S j'1 is given by
The conditional prediction error of S j'1 given N 0 ,. . .,N j , j00,1, . . ., has the form
A comparison of this result with Theorem 1 shows that the prediction error increases by the additional term with the factor cov(X 11 , X 12 ). It is non-negative as an application of the conditional Jensen inequality shows.
Proof. We start by calculating
We observe that
Here we used the fact that, by the exchangeability, E(X 11 X 12 ) 0E(X 1k X 1l ) for k"l. Overall, we obtain,
Therefore,
For the unconditional prediction error we have
In the previous sections we have learned that, for predicting the values N j'l'1 and S j'l'1 , l]0, given N 0 , . . .,N j , it is crucial to be able to evaluate the derivatives
. In this section we assume that the distribution of M belongs to the (a, b) class which is used in the Panjer recursive algorithm; see Mikosch (2004) , Section 3.3. This class is given by the recursive relation q 0 !0; q m 0(a'b=m) q m(1 ; m01; 2; . . . ; a; b # R:
Notice that necessarily a B1 and a'b !0; otherwise (q m ) m00,1,. . . would not constitute a probability distribution. This class contains exactly three non-degenerate distributions:
1. The Poisson(b) distribution with a00, b!0. 2. The Bin(n, p) distribution with aB0, a0(p/(1Áp), b0(a(n'1), and p #(0,1), n]1. 3. The negative binomial distribution with parameter (p, v):
where 0Ba01Áp, b 0(1Áp)(yÁ1). We will derive a recursion for the expressions
. Using the (a, b) structure and the binomial formula, we have for l ]1,
Hence,
Notice that these formulas are meaningful because a is always smaller than 1. Now we consider the three different classes of (a, b) distributions.
PROPOSITION 3.1 Assume that the distribution of M is in the (a, b) class.
(1) In the Poisson (b) case, a00, b!0, we have
(2) In the Bin(n, p) case, a0(p/(1Áp), b0p(n'1)/(1Áp), n01,2, . . . and p #(0,1), we have for l ]1,
(3) In the negative binomial case, a01Áp, b0(1Áp)(yÁ1), p #(0,1) and y!0, we have for l]1,
REMARK 3.2 In the Poisson case, one can also get a different recursion for L (k) . Introduce the polynomial H n of degree n by the recursion
Then calculation yields
In particular, R k (g) is a rational function of be (g for each k]0:
REMARK 3.3 Extensions of the (a, b) class were considered in Hess et al. (2002) . They introduced distributions (q m ) m00,1,. . . satisfying the (a, b) condition (3.1) with q 0 ,. . .,q k 00 for some k ]0 and q k'1 !0. The calculations leading to the recursion (3.2) for L (l) remain valid in this case as well.
REMARK 3.4
The quantities ((1) l L (l) (g) grow rapidly as a function of l and therefore standard software delivers the value even for moderately large values l. This numerical problem can be avoided by writing Eq. (3.2) in terms of the ratios R r (g) which are relevant for the prediction formulae considered in the previous sections:
The latter recursion for R l avoids the direct calculation of the large quantities ½L (l) (g)½.
4. The asymptotic behavior of the prediction 4.1. The behavior of R k (g) as k 0
In this subsection we study the asymptotic behavior of the predictors E(S j'1 ½N 0 0n 0 , . . .,N j 0n j ), j 00,1, . . ., when the number of payments N 0 '×××'N j 0n 0 '×××'n j 0k0.
The same discussion will apply equally to the multi-step predictors E(S j'l'1 )½N 0 0n 0 , . . ., N j 0n j ), j,l00,1, . . .. In view of the results in Theorem 1 one needs to study the asymptotic behavior of the ratios R k (g) as k0.
The interest in the asymptotic behavior of R k (g) as k0 is triggered, in particular, by a comparison with Mack's procedure (1.2). The latter declares the predictor of N j'l'1 given N 0 ,. . .,N j to be a linear function of k0N 0 '×××'N j . In our setting, this predictor is a multiple of R k (g) which has no reason to be linear. However, this observation does not exclude the case that the limit k
(1 R k (g) exists, is finite and positive. In such cases R k (g)
would be approximately linear for large k, as in Mack's procedure. The following result yields a sufficient condition for asymptotic linearity of R k (g). exists. Then,
We start by studying
Choose d #(0,o/(1'o)). For k large enough, which implies that m!k(1'o)/(g't) is large enough, we have in view of Eq. (4.1),
Combining these two bounds, we obtain
where we used the fact that d #(0,o/(1'o)). Therefore, using the summation formula for geometric series, we obtain for large k,
Further, for large k the index set in I 2 (o) contains the point [k/(g't)]. Therefore we obtain a lower bound, valid for large k:
A combination of Eqs. (4.3) and (4.4) yields
By virtue of Eq. (4.1), for small a #(0,1) and large k,
Furthermore, for large k and some positive constant c 1 ,
Finally,
Collecting the above bounds and choosing a such that
we obtain, for some positive constant c 2 ,
Hence I 3 (o) 0o(I 2 (o)) as k 0.
Next we turn to the estimation of I 1 (o We further decompose I 1 (o):
Trivially,
) we have by Eq. (4.5)
and, therefore,
if we choose d #(0,1) so small that (1Ád)/(1Áo) !1'd. Therefore for k large,
and an argument similar to the one above implies that I 12 (o)0o(I 2 (o)) as k0 for every o #(0,1). We conclude that for o #(0,1), as k0,
Here a k Âb k for any sequences (a k ) and (b k ) of non-zero real numbers means that lim k0 a k /b k 01. Hence, relation (4.2) is immediate. This concludes the proof. I In view of Lemma 4.1 and Theorem 2.1 we conclude that, under suitable conditions on the distribution of M, the predictor for S j'1 given N 0 , . . .,N j is asymptotically linear. COROLLARY 4.2 Assume that EX 11 B and that the distribution of M satisfies condition (4.1). Then, as n 0 '×××'n j 0,
In the rest of this subsection we study the behavior of R k (g) for large k for the distributions in the (a, b) class introduced in Section 3.
The negative binomial distribution
The negative binomial distribution is the only member of the (a, b) class satisfying the condition (4.1) with e (t 01Áp. Hence Corollary 4.2 applies. The asymptotically linear behavior of R k (g) is nicely illustrated in the right graph of Figure 1 .
The binomial distribution
Here we assume MÂBin(n,p). In this case, it is clear that, as k0,
The same result holds for any distribution (q m ) m00,. . .,n , n]1, with q n !0. In this case, if EX 11 B, then, as n 0 '×××'n j 0,
Hence, the ratio R k (g) is equal to the ratio of the moments E(M?)
Poisson random variable M? with a different mean, say, l. In the sequel we study, therefore, the asymptotic behavior, as k0, of such ratios. For simplicity, we use the The proof of the following lemma is similar to the proof of Lemma 4.1. We sketch the argument.
LEMMA 4.4 Let M be Poisson (l) distributed. Then, as k0,
Beginning with I 3 (o), it is straightforward to check, using Stirling's formula, that
Hence, as k0,
It is clear that for large k,
Therefore, as k0,
Since log(1'o)Bo, we conclude that for every o !0,
Similarly, as k0,
where m (;o + 0(1(o)m + ; from which it is easy to check that, as k 0,
Since (log(1Áo)!o for 0 Bo B1, we conclude that for every o !0,
That is, for every o !0,
as k 0 and, hence,
Hence the statement of the lemma. I
Taking into account Lemma 4.4 and the remark preceding it, we conclude that, if M is Poisson(b) distributed, then, as n 0 '×××'n j 0,
The asymptotic behavior of R k (g) prescribed by Eq. (4.6) is nicely illustrated in the left graph of Figure 1 .
The behavior of R k (g) for large g
When evaluating the ratio R k (g) numerically, one observes a rather unusual phenomenon for large values of g; R k (g) oscillates rather strongly for moderately large values of k, whereas this effect gradually disappears when k becomes even larger. For small values of g this behavior cannot be observed. A computer graph of R k (g) which exhibits this staircase-like behavior is illustrated in Figure 2 . Below we give a limit theorem explaining this phenomenon. Assume that g 0 ; k 0k(g) and k=g 0 t # (0; ): (4:7)
For t!0 we consider the strictly convex function h t (s)0s(t logs; s!0;
which reaches its minimum at s 0t. Therefore the sequence (h t (m)) m01,2,. . . reaches its minimum either at m0m Á (t)0t if m Á (t)]1 or at m 0m ' (t) 0t, and it is possible that the values of h t at m Á (t) and m ' (t) coincide. Let us assume that there exists a unique value m0m 1 (t) at which h t is minimized. We have for k ]1,
By virtue of Eq. (4.7),
The assumption that the minimum of h t (m) is unique for a given t implies that the minimum of h u (m) is also unique for u in a small neighborhood of t and achieved at m 1 (t): Hence, for u sufficiently close to t,
Therefore for g sufficiently large, X
It now follows from Eqs. (4.8)Á(4.10) that
provided q m + (t)"0; and, therefore, under assumption (4.7), (4.8) (4.9) (4.10)
Then a j Ba j'1 , and by relation (4.11) we obtain the following result.
PROPOSITION 4.6 For j 01,2, . . . let t #(a j , a j'1 ) be such that q m + (t)"0: If k and g grow according to Eq. (4.7), then
That is, if k and l are large, and k/l #(a j , a j'1 ) for j that is not very large, then R k (g) will be close to j. Once again, this staircase-like behavior is neatly visible in Figure 2 .
Prediction in a non-life insurance data set
In this section we consider a non-life insurance data set which was kindly provided to us by Alois Gisler. The business line is not known to us. Our aim is to study the performance of our predictors on this data set, given suitable assumptions on the distributions (q m ) and (p j ) and the Poisson parameter m. Moreover, we will compare our predictors with those prescribed by the chain ladder method under Mack's conditions; see Section 1. We will focus on the prediction of the numbers of payments. Our data contain claims that arrive in one year (1985) and the individual payment processes for each claim, including arrival date in 1985 and all dates and amounts of executed payments. Overall, 7302 claims were incurred which triggered 24,606 payments through more than 10 years. Since we want to compare our method with the chain ladder prediction in Mack's framework, one of the problems we are facing is as follows. The chain ladder method requires a run-off triangle of data from different years; see Eq. (1.3). These data are needed for the construction of the chain ladder estimators of the factors f j in Eq. (1.2):f j 0
( 5:1) where n is the number of years for which the run-off triangle is available. But we have only one year of claim arrivals at our disposal. We solve this problem by switching from years to months. Then we have n012 months of claim arrivals and the corresponding individual payment processes accounted for by months. Table 1 contains the monthly claim arrival numbers M j , j 01, . . .,12, showing a clear seasonality in the data. Table 2 contains the payment numbers in run-off triangle form. The ith row contains the payment numbers N ii , . . .,N i,12 for claims arriving in the ith month and whose payments are executed in month i'k #{i, . . .,12}. These numbers form the input to the chain ladder method under Mack's procedure. In this case, the data set contains also the actual 'future' monthly payment numbers N i,12'k , k ]1. We will try to predict these using both our method and the chain ladder method. We will construct both forecasts for each month of a whole year after the month i, i 01, . . .,12. The constraint on the prediction range is caused by the structure of the chain ladder method, but not of our procedure. Clearly, we do not predict the 'observed' numbers in Table 2 . The actual 'future' numbers N i,13 , . . .,N i,i'11 are in our data set, and they are presented in Table 3 . In our prediction procedure, we assume that the monthly claim numbers M j , j 0 1,. . .,12, are Poisson distributed. Since there is a clear seasonality in the data we do not assume the M j 's identically distributed. Instead, we simply take each M j as the substitute of its expectation EM j . Recall that this is the only parameter of the assumed Poisson distribution needed to compute the functions R and, hence, to run our procedure; see Theorem 2.5. Clearly, the Poisson assumption on the distribution of M j 's is rather ad hoc, but we have only one data set, which makes it impossible to estimate the distributions of the M j 's. In general, such estimation has to be done on historical data. On the other hand, the other ingredients needed for our procedure, the average Poisson number of payments per claim m and the 'displacement probabilities' p j in Eq. (1.4), can be easily estimated from our single data set. The estimate of the former is m03.37, and the estimated values of (p j ) are given in Table 4 . Recall that we only need the values of p j with j 512, which are presented in Table 4 . In particular, the entries in the table do not add up to 1.
In Table 5 we show the relative prediction error for our prediction procedure. The ith row in this table shows the relative error in our prediction procedure of the values N i,12'k , k01,. . .,iÁ1, based on the values N ii , . . .,N i,12 .
In the left column of Figure 3 we show the performance of our prediction procedure in two different situations. In the top graph we are in the situation of the 11th row of Tables  2 and 3 . We predict the payments numbers for claims arriving in the 11th month. Two payment numbers have already been observed from which the payment numbers for months 13Á22 get predicted (solid lines). The dots indicate the observed payment numbers and the bands around the predictions represent 91.96 times the square of the conditional prediction error given in Theorem 2.5. In the bottom graph we are in the situation of the seventh row in Tables 2 and 3 . We predict the payment numbers arising from claims arriving in the seventh month. Six payment numbers have already been observed, and the payment numbers for months 13Á18 are predicted.
Our predictions are compared with those prescribed by the chain ladder method under Mack's procedure (1.2). The multi-step prediction version of the latter is
and then one replaces the f factors by their chain ladderf estimators given in Eq. (5.1). In Table 6 we show the relative prediction error for the chain ladder predictor under Mack's procedure. Once again, the ith row in this table shows the relative error in predicting the values N i,12'k , k01,. . .,iÁ1, based on the values N ii , . . .,N i,12 .
Similarly, in the right column of Figure 3 we show the chain ladder prediction for the same situations as with our predictor in the left column. The error bands for the chain ladder method seem to be larger than for our method. Note that the bands around the predictions in the right column indicate 91.96 times the square of the conditional prediction error given in Mack (1999, p. 363) . These numbers are not model based and, consequently, their meaning is unclear.
It should be noted that, in practice, our procedure is likely to be used under far more favorable conditions than in the application presented in this section. A larger historical data set will allow for better estimation of the parameters required to run our forecasting procedure. Most importantly, in the present situation we were unable to estimate the distribution of the number M of the arriving claims, and had to postulate the Poisson distribution. Further, usage of months instead of years introduced seasonality in the data, which our procedure does not take into account. Even under these unfavorable conditions, the present study shows that our predictor performs not worse than the chain ladder prediction as regards closeness to the actual payment numbers and magnitude (as well as reliability) of the conditional prediction errors.
For the three distributions of the (a, b) class our prediction method is easily implemented by using standard software. When taking into account Remark 3.4, one gets quick numerical answers to the prediction problem. Notice that the distributions in the (a, b) class are the most frequently used ones in applications. Our model requires knowledge of the probabilities (q m ), (p j ), and the Poisson parameter m. Once again, these quantities are easy to estimate if historical data are available.
We conclude that our prediction approach, which is based on a well-defined stochastic model of claim arrivals and payment time distribution, works reasonably well in a 'difficult' situation. Our model can be easily simulated from. Recall that the chain ladder Table 6 . Relative prediction error in percentage (%) by the chain ladder method of the values in Table 3 using the  observations given in Table 2. estimator with Mack's procedure is not model based. Therefore, we consider it to be promising to use the suggested forecasting procedure under the dynamics in a non-life insurance portfolio. Tables 2 and 3 , the bottom ones to the seventh row. 
