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Introduction
In this paper we revisit the multinomial multiperiod Probit (MMP) model and discuss formal parameter identification and likelihood evaluation. The MMP model represents a flexible framework to analyze repeated discrete choices such as, e.g., the living arrangement of the elderly (Börsch-Supan et al., 1990) or the brand choice in successive purchase occasion (McCullock and Rossi, 1994) .
The standard dynamic specification commonly used in the literature assumes that the innovations to the utility differences w.r.t. the utility of the baseline decision follow a diagonal AR process, implicity treating the utility of the baseline decision as non-random -see, e.g., Börsch-Supan et al. (1990) , McCullock and Rossi (1994) , Geweke et al. (1997) . However, such a specification is not invariant w.r.t. the choice of the baseline decision. This implies that parameter estimates obtained under different baseline alternatives are not one-to-one transformations of one another and, thus, not directly comparable. Here we propose a dynamic specification of the MMP model which is invariant w.r.t. the chosen baseline alternative. Moreover, it identifies parameters of the stationary covariance matrix which are not identified under the standard specification. These formal identification results will be illustrated by MC experiments.
The main obstacle to the practical implementation of the MMP is the difficulty in computing the choice probabilities involving high-dimensional truncated integration of a multivariate normal distribution. Thus likelihood-based estimation of the MMP model typically relies upon Monte Carlo (MC) integration (see Geweke and Keane, 2001) . The most popular MC technique used for the computation of Gaussian choice probabilities is the GHK procedure developed by Geweke (1991) , Hajivassiliou (1990) , and Keane (1994) . It has been applied to the MMP model to obtain simulated ML estimates as well as estimates based on the method of simulated moments (see, e.g., Börsch-Supan et al., 1990 , Keane, 1994 , and Geweke et al., 1997 . In an extensive study of alternative MC-procedures for the evaluation of probabilities, Hajivassiliou et al. (1996) find that GHK is the numerically most reliable among the considered alternatives. However, as illustrated by the MC study of Geweke et al. (1997) , parameter estimates for the MMP model obtained by ML under GHK likelihood evaluation with the frequently used simulation sample size of 20 draws can be significantly biased, especially when the serial correlation in the innovations is strong.
As we shall argue further below the GHK procedure relies on importance sampling densities which ignore critical information relative to the underlying correlation structure of the model under consideration, leading to potentially significant numerical efficiency losses. In order to incorporate such information, we propose here to combine GHK with the Efficient Importance Sampling (EIS) methodology developed by Richard and Zhang (2007) . EIS represents a powerful and generic high-dimensional integration technique, which is based on simple Least-Square approximations designed to maximize the numerical efficiency of the probability MC approximations. As such the GHK-EIS is well suited to handle the correlation structure in the MMP model and, thereby, provides highly accurate likelihood approximations. This approach is illustrated through a set of MC experiments. We compare the sampling distribution and the numerical accuracy of the ML estimator for the MMP model using GHK-EIS with those based on standard GHK. Our most important result is that under a common simulation sample size for both procedures, GHK-EIS leads to substantial numerical efficiency gains relative to GHK. Furthermore, the large biases of the ML estimators for the MMP model under GHK become negligible under the GHK-EIS with only 20 draws.
The remainder of this paper is organized as follows. In the next section we discuss formal identification of the MMP model and propose a specification of the MMP which is invariant w.r.t. the selection of the baseline category. In Section 3 we describe the GHK-EIS procedure in the present context. The results of the MC experiments are discussed in Section 4 and conclusions are drawn in Section 5.
Parametrization and Identification
Identification of multinomial Probit models has been extensively discussed in the literature -see, e.g., Bunch (1991) , Keane (1992) , and Train (2003) . The static one-period model is well understood and is discussed below mainly for the purpose of introducing notation. The dynamic multi-period specification is revisited in greater details. We shall argue that the standard autoregressive model, as discussed, e.g., by Börsch-Supan et al. (1990) and Geweke et al. (1997) can be reinterpreted as a latent common factor model and, relatedly, is not invariant with respect to the selection of the baseline category. We shall propose an alternative specification which is invariant w.r.t. such selection and identifies coefficients which are not identified in the standard model.
Static Multinomial Probit
Let U = (U 1 , ...., U J+1 ) denote a (J + 1)-dimensional vector of normally distributed random utilities
where U j (j = 1, . . . , J + 1) denotes the utility of the jth alternative. Alternative
In most applications µ would be a linear function of observable exogenous variables but we shall treat it here as an unconstrained vector of unknown coefficients, focussing our attention on the (partial) identification of Σ . Actually, identification (whether formal or qualitative) of the coefficients of the exogenous variables has been extensively discussed elsewheresee, e.g., Bunch (1991) and Keane (1992) . Keane in particular shows that exclusive restrictions on the exogenous coefficients can significantly contribute to the qualitative identification of covariance parameters in Σ.
Observations consist solely of the indices of the selected alternatives, therefore, only depending upon utility differences. The standard approach consists of selecting a baseline alternative, say alternative J + 1 and expressing all other utilities in differences from U J+1 . This amounts to introducing the non-singular transformation of variables
where ∆ J is the J × (J + 1) matrix
ι (J) = (1, . . . , 1) and e (J+1) is the unit vector (0,. . . ,0,1). Let partition the covari-
It follows that Since
, and
, we introduce the following non singular transformation
where P j denotes the J × J non-singular matrix
with P
with b j = −e (j) + b P j . Note that Equation (8) remains valid for j = J + 1
are trivial one-to-one transformations of θ 1 and θ 2 , respectively. Whence, an approach which consists of leaving θ 2 unspecified is invariant with respect to the selection of the baseline alternative since the likelihood function depends solely on θ 1 , irrespective of the reference category.
Dynamic Multiperiod Multinomial Probit
In order to explore the implicit restrictions underlying the conventional approach, as presented, e.g., by Börsch-Supan et al. (1990) and Geweke et al. (1997) , we start by assuming first-order autocorrelation for the shocks to the individual utilities. In particular, let U t = (U 1t , . . . , U J+1t ) denote the vector of utilities in time period t which evolve according to
We apply the same baseline transformation as in the static case -see Equations (2) and (3). Thus we obtain
with
where Q J is defined in Equation (2) and 
The stationary covariance between * s and * t is given by
As in Equation (4), the non-observability of the baseline utility calls for parti-
Next, let j t represents the particular choice observed in period t and let * j t denote the transformation of * t associated with the observation j t . Following Equation (6), the J-dimensional vector * j t is given by *
As in the static case the probability that alternative j t is chosen in period t depends only on *
is characterized by a covariance matrix containing the following blocks:
where
According to these expressions we conclude the following: (i) As in the static case ∆ J µ and Ψ are identified up to a proportionality factor. (Note that here Ψ denotes the stationary covariance matrix of ∆ J t .) (ii) Identification of (R, b) requires that the transformation of (R,
Since there are at most J(J + 1) distinct elements in (R, b) , the moments in (17) imply over-
and ML estimation as discussed further below has to account for these implied restrictions. But we have also to account for the possibility that (R, b) might be under-identified.
Standard Multinomial Multiperiod Probit
In the present paper we restrict our attention to two particular MMP specifications of R. The first one is the one commonly discussed in the literature (see, e.g., Börsch-Supan et al., 1990 and Geweke et al., 1997 ) whereby the differences ∆ J t are assumed to follow a diagonal AR(1) process. This implies that the first J rows of R * are of the form
where Γ denotes a diagonal matrix with elements {ρ j } J j=1 . It immediately follows that the ρ j s are identified but that, as for the static case, b is not. It is instructive to examine more closely the implications of this specification in terms of the initial R matrix in Equation (9). One verifies that Equation (19) requires that R be of the following form
with r ∈ R J+1 unrestricted (except for stationarity constraints).
This MMP specification calls for three qualifications. First, it is obviously not invariant with respect to the baseline alternative except in the special case where R = ρI (J+1) . Next, the implied form of the matrix R given by Equation (20) suggests that r t−1 can be interpreted as a latent common factor to all J + 1 components of t . It only differs from J+1t by an innovation and is eliminated by differencing w.r.t. U J+1t . Finally, R includes additional restrictions which implies that after differencing it simplifies into an diagonal AR(1) in the differences. Under such interpretation it would be natural to model U J+1t exclusively in terms of exogenous variables which are constant across alternatives. Moreover, interpreting U J+1t as a latent common factor rather than a baseline alternative leads to considering that there are only J actual alternatives. An alternative interpretation to this specification suggested by Geweke et al. (1997) is that the baseline utility U J+1t is non random with J+1t = 0 for all t (and r = 0).
Invariant Multinomial Multiperiod Probit
Short of the above justifications, one might prefer dynamic MMP specifications which are invariant with respect to the choice of the baseline alternative as for the static case. One such specification which we discuss next is that where R is diagonal with diagonal elements {ρ j }
J+1
j=1 . In such a case the elements of R * t−s in Equation (18) are given by
Invariance obtains as the result of the following theorem together with the fact that the stationary covariance matrix in Equation (17) can be rewritten as
where P j is defined in Equation (7). 
Proof. The proof is similar for all values of t − s ≥ 1 and is given here only for t − s = 1. In view of Equation (7), we have the following five combinations to consider:
Next, we discuss the identification of (ρ 1 , . . . , ρ J+1 ) and b. We first note that for J + 1 = 2, R * t−s reduces to a scalar and, furthermore, that
with 
for t − s = 1, 2, . . .. As for the case where J + 1 = 2 in Equation (23), we only need to consider permutations between (ρ i , b i ) for i = 1 and/or 2 and (ρ J+1 , b J+1 ).
But any such permutation is excluded by the off-diagonal elements of the leading block.
Theorem 2 implies that the invariant specification of the MMP with diagonal R identifies coefficients of the stationary covariance matrix which are not identified in the standard specification used, e.g., by Börsch-Supan et al. (1990) and Geweke et al. (1997) . These identification results for J + 1 ≥ 2 will be illustrated in section 4.3 below. Finally, we note that the standard specification in Equation (20) and the invariant specification with diagonal R are non-nested within one another.
GHK and GHK-EIS Algorithm
The presentation of the generic GHK and GHK-EIS is fairly straightforward as it relies upon standard Gaussian algebra. Moreover, GHK turns out to be a special case of the GHK-EIS so that only the latter needs to be presented in full.
In section 3.1 we present the GHK-EIS algorithm under streamlined notation ignoring individual and time indices. Its application to the static model and to the multiperiod models introduced above are presented in Section 3.2 and 3.3, respectively.
GHK-EIS baseline algorithm
The probabilities to be computed are those associated with events of the form
latent random vector with mean µ and covariance matrix V . Let L denote the lower triangular Cholesky decomposition of V so that V = LL . It follows that y is given by
We aim at computing efficiently the probability that y ∈ D, where D = {y;
Let τ denote the τ th (lower triangular) row of L, partitioned as
with γ τ ∈ R τ −1 and δ τ > 0. The τ th component of y is given by
and η (0) = ∅. The probability to be computed is given by
where I denotes the indicator function and φ the standardized normal density function. Both GHK and GHK-EIS are MC Importance Sampling (IS) techniques which aim at constructing auxiliary parametric sequential samplers of the form
and {η
, a τ ). For a preassigned class of auxiliary samplers M = {m(η; a); a ∈ A} whose selection is discussed below, the objective of EIS is that of selectingâ ∈ A which (approximately) minimizes the MC sampling variance ofP S (D; a). The EIS algorithm is briefly presented next in order to establish notation. See Richard and Zhang (2007) for details.
Note that the integral of ϕ τ (η (τ ) ) with respect to η τ is a function of η (τ −1) .
Whence, we cannot approximate it directly by a proper density m τ (η τ |η (τ −1) , a τ ) which integrates to one w.r.t. η τ by definition. Instead we shall approximate
The integral in Equation (28) is then rewritten as
with χ M +1 (·) ≡ 1. EIS aims at selecting values of a τ which minimizes the MC sampling variances of the ratios ϕ τ χ τ +1 /k τ . As described in greater details in Richard and Zhang (2007) , near optimal values {â τ ; τ = 1, . . . , M } obtain as solutions of the following backward recursive sequence of fixed point auxiliary Gaussian density, as it is the case below, the LS problems in Equation (34) 
where Φ denotes the standardized normal c.d.f. and χ * τ +1 the Gaussian den-sity kernel
(ii) k τ (η (τ ) ; a τ ) is defined as the following product of Gaussian density kernels
where ln k * τ denotes an EIS quadratic approximation to ln Φ of the form
τ , r * τ ) obtained as described in the proof which follows.
Proof. The proof follows from a sequence of standard algebraic operations on Gaussian kernels.
Step 1: Recombine the three kernels in Equation (37) into a single one of the
with the symbol . = momentarily accounting for the omission of the indicator function in Equation (29) and
with e (τ ) = (0, . . . , 0, 1)
Step 2 (for τ > 1): Partition P τ and q τ conformably with
Next, factorize k τ into the product of a Gaussian kernel for η τ |η (τ −1) and one for
Step 3: Integrate the η τ Gaussian kernel over the support associated with ϕ τ (η (τ ) ) as defined by Equation (29) -accounting for the the indicator
Finally, the log of the multiplicative constant in Equation (47) 
Note that for τ = 1 with η 1 |η (0) = η 1 , we skip step 2 and delete all subsequent terms with a subscript 0.
The simplicity of the GHK-EIS auxiliary regression follows from the fact that the first two factors in k τ as defined in Equation (37) are also included in the product ϕ τ χ τ +1 , where χ τ +1 was defined in Equation (35). Whence, these two factors cancel out in the auxiliary regression of ln(ϕ τ χ τ +1 ) on ln k τ which simplifies into a trivial bivariate OLS regression of ln Φ(ω τ ) on ω 2 τ and ω τ and a constant as defined in Equation (38), with ω τ = c τ +1 − d τ +1 η (τ ) . Additional implementation details for the static and multiperiod models are discussed in the next two subsections.
Note also that theorem 3 covers standard GHK as special case withα τ = β τ =κ τ = 0 such that the GHK sampling densities have the form
It trivially follows that GHK is numerically less efficient than GHK-EIS. Note in particular that the GHK density m τ incorporates the constraints that (y 1 , ..., y τ ) < 0, but neglects the correlated information (y τ +1 , ..., y M ) < 0. This implies that draws form m τ ignore potentially critical information, which would allow to adjust the region of importance for η τ , leading to potential efficiency losses of the MC-GHK estimate for the probability P (D) (see also Stern, 1997) . Accordingly, the GHK density m τ can be interpreted as a filtering density incorporating the constraints on y only up to element τ . In contrast, EIS-GHK produces by its back-recursive transfer of the integrating constants χ t -implemented by the back-recursive LS-problems (34) -sequential sampling densities for η τ , which are conditional on the entire set of constraints on y.
GHK-EIS implementation for the static model
The application of GHK-EIS to the static model introduced in section 2.1 is straightforward. Under the assumption that observations are independent of one another the likelihood function for a particular observation is an integral of the form given in Equations (28) and (29) with M = J. Let j i denote the index of the alternative chosen by observation i. According to Equation (8), Equation (25) is rewritten as
where L j i denotes the Cholesky decomposition of the the covariance matrix
Note that since there are only J + 1 alternatives, we have at most J + 1 Cholesky decompositions to compute.
GHK-EIS implementation for the multiperiod models
Under autocorrelation in the MMP model discussed in section 2.2 , the likelihood function for a particular individual has to properly account for time dependence across T successive observations. For moderate time dimensions, the simplest way to evaluate the likelihood for an individual amounts to express it as a single M = J · T dimensional integral of the form given by Equations (25) to (29) with with the choice j t . The integration factor χ 1 (a 1t ) in Equation (31) would then depend on * −1 and would have to be transferred back into the period t − 1 integral. This would imply that, except for period T for which χ M +1 (·) remains set to one, all other period integrals include an initial carry-over term of the form χ 1t+1 ( * j t ; a 1t+1 ). The principle of such a sequence of J-dimensional integrals is conceptually straightforward but tedious to implement.
A second alternative consists of constructing the (J +1)·T dimensional covariance matrix of ( * t , ..., * T ) instead of that of ( * j 1
, ..., * j T
). While doing so increases the dimension of the relevant covariance matrix by T , it also replaces the rectangular transformation in Equation (16) by the square transformation
with Q −1 jt = Q jt . The Cholesky decomposition of the joint covariance matrix of ( j 1 , ..., j T ) can be efficiently computed by application of lemma A1 in the Appendix and is based upon individual Cholesky decomposition of (at most J +1) matrices of the form Q j t Φ * Q j t . Note that the T additional integrals with respect to the (J + 1)-th element of j t are un-truncated and produce a probability Φ(·) equal to one in Equation (35). Theorem 3 still applies with (α J+1 ,β J+1 ,κ J+1 ) all set equal to zero in Equation (38).
Monte Carlo Results

Simulated Choice Probabilities for a Static Multinomial Probit
In order to evaluate the relative numerical accuracy of GHK-EIS and standard GHK for the static multinomial Probit, we consider the four simple examples used by Stern (1992) and Börsch-Supan and Hajivassiliou (1993) . In these studies, choice probabilities according to Equation (5) iterations is set equal to three. One GHK-EIS probability evaluation requires 0.0060 s on a Intel Core 2 CPU notebook with 2 GHz for a code written in GAUSS and a GHK evaluation takes 0.0017 s. The true probability values are computed using iterated applications of product Gauss formulas (see Atkinson, 1978) .
Our results for the standard GHK given in Table 1 are essentially the same as those reported by Börsch-Supan and Hajivassiliou (1993) . Furthermore, we note that in all four cases the MC standard deviations of GHK-EIS are smaller than their GHK counterparts indicating that GHK-EIS is, as expected, numerically more accurate than GHK. We also notice that in the examples 1, 2, and 4 the improvement of GHK-EIS relative to GHK is substantially larger than in example 3. In fact, while in example 3 the GHK-EIS standard deviation is only 1.6 times smaller than the GHK counterpart, the GHK-EIS standard deviations in the remaining cases are between 19 (example 4) and 70 times (example 1) smaller.
An obvious explanation for the comparably small efficiency gain of GHK-EIS relative to GHK in example 3 is found in the fact that in this case only the first and second element and the third and fourth element of ∆ J U are correlated.
Accordingly, the integrating factor χ 3 to be transferred into the approximation problem in η (2) (see Equation, 34) does not depend on η (2) . Hence, the GHK-EIS and the GHK sampling density for η 2 are equivalent (in addition to that for the last element, η 4 , which obtains by construction for all GHK-EIS applications).
Finally, we note that while GHK-EIS requires about three times the computing time of GHK, the payoff is very substantial, at least for the non pathological examples 1, 2, and 4, as GHK would require between 360 and 4,900 times as many draws as GHK-EIS to reach the same accuracy.
Standard Multinomial Multiperiod Probit
In order to analyze the sampling distribution and numerical accuracy of the ML estimator based upon GHK and GHK-EIS for the MMP model, we use the same design of as Geweke et al. (1997) . They consider a three alternative (J + 1 = 3)
probit model with T = 10 periods and N = 500 individuals based on the noninvariant normalization rule discussed in section 2.2.1. In particular, they use the following data generating process (DGP) for the utility differences of individual i:
where Γ is a diagonal matrix with elements (ρ 1 , ρ 2 ). The regressors X it and Z itj (j = 1, 2) are constructed as follows:
with |φ| < 1 and ζ i , ω it , τ ij and ξ itj being i.i.d. standard normal random variables which are independent among each other.
We use this DGP to construct 20 artificial data sets to obtain the sampling distribution of the ML-GHK and ML-GHK-EIS estimator. In order to make our results directly comparable to those of Geweke et al. (1997) , we estimated the MMP for each simulated data set under a different set of CRNs. The resulting sampling distribution compounds the statistical and numerical variation of the simulation based estimators. As discussed in Richard and Zhang (2007) , the analysis of the conventional statistical properties of the estimators would actually require to obtain estimates for the different data set under a fixed set of CRNs.
However, since in the present case the numerical variation of the estimates is dominated by the statistical variation, the compound sampling distribution of the estimators provides a very close approximation to their statistical distribution.
In a second experiment we focus our attention on the numerical properties of ML-GHK and ML-GHK-EIS estimates as MC approximations for the unfeasible exact ML estimate, by repeating the estimation 20 times under different CRNs for the first of the simulated data sets.
In our MC study, we consider three out of the 12 different sets of parameter values used by Geweke et al. (1997) . The three sets considered here are given by Our results for the statistical distribution of the ML-GHK estimator under different data sets are essentially the same as those reported by Geweke et al. (1997) . They indicate that the biases of the estimates for the mean parameters (π 10 , π 11 , π 02 , π 12 ) are typically very small, while, in contrast, the ML-GHK estimates for the covariance parameters (ρ 1 , ρ 2 , ω 12 , ω 22 ) are often severely biased.
In fact, the t-statistic constructed for the difference between the true parameter value and the mean point estimates indicate highly significant biases for ρ 1 and ρ 2 under parameter set 1 and 3 (see Table 2 and 4) and for all covariance parameters under set 2 (see Table 3 ).
Next, the results obtained for GHK-EIS under different data sets indicate that for the mean parameters the mean point estimates, standard deviations and RMSEs are nearly the same as their GHK counterparts for all three data structure.
However, the mean of the GHK-EIS estimates for all covariance parameters are very close to the data generating values with biases which are not statistically significant. Thus, in contrast to the standard GHK, a simulation sample size of S = 20 seems to be sufficient for GHK-EIS to produce nearly unbiased parameter estimates for the standard MMP model. As illustrated by Geweke et al. (1997) , a much larger size than S = 20 is typically necessary in order to eliminate the biases of ML-GHK for the covariance parameters. For example, under the sec-ond parameter set, a simulation size of at least S = 1280 is needed to reduce the biases of GHK to the same level as those of GHK-EIS with S = 20. In fact, for ρ 1 , ρ 2 , ω 12 , and ω 22 Geweke et al. (1997, Table 16 ) report RMSEs for GHK with S = 1280 of 0.072, 0.079, 0.013, and 0.029 while those for GHK-EIS with S = 20 are according to Table 2 given by 0.066, 0.058, 0.014, and 0.021, respectively.
The results obtained for the repeated parameter estimates under different sets of CRNs indicate substantial numerical efficiency gains of ML-GHK-EIS relative to the ML-GHK for all three data structures. For example, the (numerical) standard deviations for GHK-EIS are between 8 (ω 12 ) and 18 times (ρ 1 ) smaller than their GHK counterpart under the first parameter set (see Table 2 ). Furthermore, the mean GHK-EIS estimates are very close to the pseudo-true ML values under all three data structures and for all parameters. GHK, on the other hand, while producing estimates close to the pseudo-true values for the mean parameters, exhibits relatively large numerical biases for the covariance parameters. Thus, the significant statistical biases of the ML-GHK estimates (as estimates for the parameters) found for the covariance parameters are largely driven by numerical biases of the ML-GHK estimates (as MC estimates of the unfeasible true ML estimate). This is consistent with Geweke et al.'s result showing that the statistical biases of ML-GHK disappear if the simulation size for GHK is (substantially)
increased, leading to a reduction of the numerical biases.
In order to illustrate how the numerical accuracy of the probability estimates of GHK and GHK-EIS affects that of the corresponding ML parameter estimates, Figure 1 plots the GHK and EIS-GHK MC estimates of the sectional log-likelihood functions for the mean parameter ψ and the covariance parameter ρ 1 obtained under 20 different sets of CRNs and a fixed data set. The data are generated under parameter set 2 and the sectional functions for ψ and ρ 1 are obtained by setting the remaining parameters equal to their pseudo-true value given in Table 2 . Note that the GHK MC estimates of the sectional log-likelihood function exhibit a substantially larger variation than their GHK-EIS counterparts leading to a much broader range of parameter values maximizing the single GHK MC estimates of the sectional log-likelihood. Moreover, notice that the GHK estimates of the log-likelihood appear to be significantly downward biased.
Invariant Multinomial Multiperiod Probit
In order to illustrate the results on formal identification discussed in Section 2.2.2, we fitted the invariant MMP model with J + 1 = 3 alternatives to simulated samples of size N = 500 and T = 10.
In particular, we consider the following specification for the utility differences (w.r.t. to the utility of the third alternative as the baseline utility):
where R is a diagonal matrix with elements (ρ 1 , ρ 2 , ρ 3 ). The regressor Z itj is constructed according to Equation (57) with φ = 0. From the specification of it given in Equations (60) and (61), we obtain the stationary distribution of * We consider the following values for the original parameters in Equations (58)- (61): up to a scaling factor for Ψ. For complete identification, we fix the square root of the first diagonal element of Ψ given by l 11 to its true value. Alternatively, one could set l 11 equal to one, which amounts to dividing the parameter true values and their estimates for (π 01 , π 02 , ψ, l 11 , l 12 , l 22 ) by 1.757.
As above, we estimated this invariant MMP specification for 20 artificial data sets by ML-GHK-EIS and ML-GHK both with a simulation sample size of S = 20, and repeated the estimation for the first data set 20 times under different CRNs.
The results are summarized in Table 5 . As for the previous MC experiments, we report the mean of the point estimates, standard deviation and RMSE across the 20 different data sets as well as across the 20 different sets of CRNs. Additionally, Table 5 producing parameters estimates which are very far from the average estimate.
Conclusion
We have proposed to combine the GHK probability simulator with Efficient Importance Sampling (EIS) in order to obtain simulated ML estimates of multinomial multiperiod probit (MMP) models. The proposed GHK-EIS procedure uses simple linear Least-Squares approximations designed to maximize the numerical accuracy of Monte Carlo (MC) estimates for Gaussian probabilities of rectangular domains within a parametric class of importance sampling densities.
The implementation of GHK-EIS is straightforward and allows for numerically very accurate and reliable ML estimates of MMP models as illustrated by the MC results we have reported. In particular, GHK-EIS significantly reduces the biases of ML estimates obtained under GHK with the commonly used simulation sample size of 20 draws.
We have also proposed a MMP specification which is invariant w.r.t. the selection of the baseline category and identifies parameters which are not identified under the standard approach (such as the parameters governing the dynamics of the utility for the reference category). The formal identification of the proposed invariant MMP specification has been illustrated by MC experiments.
Appendix 1: Efficient Cholesky decomposition
According to Equations (14) and (52), the (J + 1) · T -dimensional stationary covariance matrix V of ( j 1 , ..., j T ) is partitioned into (J + 1) dimensional blocks of the form 
and the off-diagonal blocks by the products
Proof. The proof follows by recursion over the sequence (((t, s), t = s, ..., T ), s = 1, ..., T ). Equation (A-2) trivially follows from the (block) lower-triangular form of L. Then for s = 1 and t > 1 we have
(under the usual summation convention that for s = 2 the middle summation is omitted). Whence
which, together with (A-3), completes the proof.
Note that the proof critically relies on the fact that Q t is square non-singular with Q −1 t = Q t . It does not generalize to the rectangular transformation (16) which is why this efficient Cholesky decomposition requires extending * j t into j t . NOTE: Reported statistics are obtained from 1,000 independent replications of the MC estimation of the probabilities. The GHK and GHK-EIS MC-estimates are based upon a simulation sample size of S = 100. The true value is calculated using the ISML subroutine DQAND with a relative accuracy of at least 1e − 6. 
NOTE:
The reported numbers for ML-GHK and ML-GHK-EIS are mean, standard deviation (in parentheses) and RMSE (in brackets) obtained for S = 20. For the experiment with different data sets (fixed data set and different CRNs) RMSE is computed around the true (pseudo-true) value. The pseudo-true values are the ML-GHK-EIS estimates based on S = 1000. 
The reported numbers for ML-GHK and ML-GHK-EIS are mean, standard deviation (in parentheses) and RMSE (in brackets) obtained for S = 20. For the experiment with different data sets (fixed data set and different CRNs) RMSE is computed around the true (pseudo-true) value. The pseudo-true values are the ML-GHK-EIS estimates based on S = 1000. Table 3 ). The vertical lines indicate the range of the parameter values which maximize the individual simulated sectional log-likelihood functions.
