We present a quantum-classical methodology for propagating the density matrix of a system coupled to a polyatomic (large molecular or solvent) environment. The system is treated via a full path integral, while the dynamics of the environment is approximated in terms of classical trajectories. We obtain quantum-classical path integral (QCPI) expressions in which the trajectories can undergo transitions to other quantum states at regular time intervals, but the cumulative probability of these transitions is governed by the local strength of the state-to-state coupling as well as the magnitude of the solvent reorganization energy. If quantum effects in the coordinates of the environment are relatively weak, an inexpensive random hop approximation leads to accurate descriptions of the dynamics. We describe a systematic iterative scheme for including quantum mechanical corrections for the solvent by gradually accounting for nonlocal "quantum memory" effects. As the length of the included memory approaches the decoherence time of the environment, the iterative QCPI procedure converges to the full QCPI result. The methodology is illustrated with application to dissipative symmetric and asymmetric two-level systems.
I. INTRODUCTION
Classical mechanics provides an efficient and often sufficiently accurate tool for simulating the dynamics of complex systems with thousands or atoms. The major shortcoming of classical treatments is the neglect of quantum mechanical effects, which can be significant for light atoms such as hydrogen at low temperatures, and absolutely crucial to the description of electron transfer processes and photochemical reactions that evolve on coupled Born-Oppenheimer potential surfaces. The desire to include important quantum mechanical effects in the description of select degrees of freedom, while maintaining a computationally efficient classical treatment of the majority of atoms, has motivated the development of quantum-classical approximations (see, for example, Refs. 1-21 of Ref. 1) .
In the preceding paper 1 (Paper I), we explored the feasibility of rigorous quantum-classical path integral (QCPI) calculations. In general, evaluation of the real-time path integral 2 presents an extremely difficult task because it involves a multidimensional integral of a highly oscillatory function, a situation that cannot be handled successfully by Monte Carlo methods. 3 In Paper I, we analyzed the influence of a nearly classical environment on a quantum system. This analysis led to much optimism for the development of efficient QCPI algorithms. The main idea derives from the observation 4 that the effects on the quantum system from a purely classical (infinite temperature) bath amount to an action that is local in time, allowing efficient iterative evaluation of the path integral. Deviations of the environment from the strict classical limit introduce nonlocal interactions that seem to require a full evaluation of the path sum. However, the relatively minor role of these nonlocal quantum effects invites a variety of efficient treatments, which may range from simple approximate schemes to elaborate numerically exact algorithms. The present paper aims at laying the groundwork for the development of such methods.
We begin by describing in Sec. II a computationally optimal QCPI formulation. We derive expressions that allow the use of different time steps for the quantum and classical degrees of freedom and which maximize the path integral time step by avoiding to the extent possible the Trotter splitting of terms that involve the quantum system. Further, we adopt energy truncated propagators 5, 6 in discrete variable representations (DVR) of the path integral, 7 which lead to pathdependent weights that effectively eliminate the majority of paths. Classical trajectories incur transitions to other quantum states at regular time intervals, but these transitions are costly, thus their number is effectively limited. In particular, our treatment leads to trajectory-dependent propagators, such that the cost of a quantum transition depends on the strength of the state-to-state coupling and the required amount of solvent reorganization. As described in Sec. III, these features minimize the number of paths that must be included in the QCPI expression.
Still, many processes require long-time simulation, which requires the evaluation of very large numbers of terms. Taking advantage of the decoherence properties of condensed phase environments as in the case of a system coupled to a dissipative bath, [8] [9] [10] [11] [12] [13] [14] we develop in Sec. IV an iterative methodology for decomposing the path sum into a series of operations that involve path segments of length determined by the quantum nonlocality. By varying the length of these paths until convergence is reached, one obtains the full QCPI result with effort that scales linearly with the total propagation time. In Sec. V, we illustrate the methodology with numerical examples on symmetric and biased two-level systems (TLS) interacting with dissipative baths, for which accurate results are available. We conclude in Sec. VI with a summary and outlook.
II. DISCRETIZED QUANTUM-CLASSICAL PATH INTEGRAL
We use the notation of Paper I, where the quantum mechanical degrees of freedom are described collectively by the coordinate s and momentum p s , and x describes the coordinates of the bath or solvent particle(s) with mass m b , which are to be treated via classical trajectories. In the spirit of the BornOppenheimer approximation, we begin by separating out the kinetic energy T b of the classical degree(s) of freedom, writing the total Hamiltonian aŝ
Here, H qu is the Hamiltonian describing the quantum subsystem (whose internal dynamics is given by H 0 ) and its potential interaction V with the classical particle(s). Our goal is to calculate the reduced density matrix of the quantum subsystem at the time t = N t,
is the full density matrix, the trace in Eq. (2.3) is with respect to the bath and t is the time step to be used in the path integral discretization of the forward and reverse evolution operators. Using the identity e ±iHN t/¯= (e ±iH t/¯)N and inserting complete sets of system coordinate states between each pair of exponentials, one obtains the following discretized path integral 2 form of the density matrix, 5) which is equivalent to the following iterative hierarchy:
Note that no approximations have been introduced up to this point, so Eqs. (2.5) and (2.6) are exact for any value of the time step t.
One would like to evaluate the path integral expression using a classical trajectory approximation to reduce the multidimensional integral for the classical particles to an integral with respect to initial conditions. There are several ways to proceed in order to introduce classical mechanical approximations to the bath degrees of freedom. The most obvious starting point is the semiclassical form of the coordinate propagators for the bath (whose Hamiltonian is parametrically dependent on the system path, thus effectively timedependent). Since the starting points of these trajectories are constrained only by the initial density matrix, the forward and backward trajectories in such a double semiclassical 15 expression are allowed to differ substantially, even if the corresponding system-induced forces are the same. Thus, a double semiclassical treatment allows the inclusion of quantum interference for the bath particles, which is impractical and unwarranted given the assumed near-classical nature of these particles. A more practical treatment arises by implementing a forward-backward semiclassical dynamics 16, 17 (FBSD) approximation, which imposes trajectory continuity at the endpoint. In this treatment, the forward and backward trajectories of the classical particles are identical if the corresponding system paths are the same, but are otherwise distinct and in fact may differ substantially. An even simpler treatment arises if one constrains the deviations between forward and backward trajectories, or equivalently the initial phase space coordinates. The resulting linearized semiclassical initial value representation 18 (LS-IVR) or linearized path integral 19, 20 (LPI) treatment (also known as the Wigner model 21 ) gives rise to forward and backward trajectories that are always identical and which are propagated subject to the average of the forces exerted by the system along its forward and backward paths. Thus, the LS-IVR/LPI and FBSD treatments, which are very similar when applied to all degrees of freedom, 22 are quite different when implemented in the path integral context to approximate the influence functional from a bath coupled to the quantum system. While the FBSD treatment should offer a better description of the system-bath interaction in such cases, it is likely that the LPI approximation is also quite adequate in many situations. In this paper, we are not concerned with the relative accuracy of these approximate treatments. Our goal is to present the general framework for devising a rigorous and practical quantum-classical methodology that employs a full path integral description of the quantum system and a classical trajectory description of the bath. For simplicity, we focus mostly on the LPI approach, but it should be clear that the approach described in Sec. IV may be used in conjunction with a trajectory treatment of the bath at any (classical or semiclassical) level. Below we derive discretized QCPI expressions, taking particular care to utilize separate time steps for the quantum and classical paths and to obtain an expression where multiple quantum transitions are costly, thus highly improbable. These features of our formulation can easily be applied to the quantum-semiclassical formulation as well, and are essential for computational efficiency.
It is useful to define the Wigner transform 21 of the initial density matrix with respect to the classical coordinates,
are sum and difference coordinates for the classical particle. From Eq. (2.7) one obtains the inverse relation
To arrive at a classical trajectory approximation for the bath, it is necessary to separate the bath kinetic energy from the rest of the Hamiltonian in the time evolution operators. This procedure is valid for a small time step, which we denote as δt. Factoring the time evolution operator according to the Hamiltonian partitioning of Eq. (2.1), the propagator becomes
Here,Ĥ qu (x) is the Hamiltonian for the quantum system evaluated at the coordinate x of the classical particle. To proceed, we switch to sum/difference coordinates. In these coordinates, the product of kinetic energy propagators is given by the expression
Next, we note that the density matrix of the near-classical bath should be peaked about x + 0 x − 0 . Based on this, we linearize the Hamiltonian operator for the quantum system about the average position of the classical particle,
Since δt (and also x k ) has a small magnitude, we factor the half-step evolution operators in Eq. (2.10)
(2.14)
Substituting Eqs. (2.9)-(2.11) and (2.14) in Eq. (2.6), the first step in the path integral expression becomes
is the (negative of the) average force exerted on the classical particle by the quantum system. Integrating with respect to the difference variable we arrive at the result
The delta function in this expression vanishes unless
i.e., the average valuex 1 of the endpoint coordinates of the classical particle must be equal to the value predicted by the initializing step in the classical velocity Verlet algorithm 23 for the initial conditionx 0 ,p 0 and subject to a constant force given by Eq. (2.16). Next, consider the second time step in the propagation of the density matrix. Multiplying Eq. (2.17) by forward and backward propagators and repeating the previous steps, we find According to the delta function in this expression, the average coordinate of the classical particle is given bȳ
SinceV 1 /m b is the acceleration at the time δt, Eq. (2.20) is the Störmer-Verlet formula for the classical coordinatex 2 at the time 2δt. Repeating the last step, one obtains the following expression for the density matrix at the time nδt:
which (dropping the bars to simplify the notation) leads to the reduced density matrix ρ red (s ± n ; n t) = dx 0 dp 0 ds
where {x k } is the coordinate of a classical trajectory propagated from x 0 , p 0 subject to the force given by Eq. (2.16).
The propagators in Eq. (2.22) may be further manipulated to produce the LPI result. 19 By factoring the propagator according to the system and interaction components of Eq. (2.2),
The last factor is recognized as the trapezoid rule-discretized form of the action integral in the LPI expression. Equations (2.22) or (2.24) may be used as they stand. However, they are rather inefficient, because they require a number of path integral time slices equal to the number of elementary trajectory time steps. In many situations, one expects the path integral time step to be significantly larger than that required in the Verlet integrator. This is so because the system propagators (and in the case of Eq. (2.22) the propagators for the system and the system-bath coupling) are to be evaluated exactly. 5 We thus wish to obtain a QCPI expression where the classical and quantum degrees of freedom are subject to different time steps. To this end, we revisit Eq. (2.14), noting again that the near-classical nature of the bath implies that x k are small. This permits us to move the force operator past the second exponential in order to evaluate it at the ket coordinate. This procedure may be repeated, replacing V (s = dx 0 dp 0 W (s
(2.25)
Choosing t = 2nδt and relabeling the path integral variables, we arrive at the following expression for the reduced density matrix: 26) where the classical trajectory is integrated subject to a force given byV (s
t, etc. Factoring the exponential operators into system and interaction potential components and taking the limit δt → 0, Eq. (2.26) reverts to the phase form, 27) where t = N t and the force dependence is given above. Often Eq. (2.27) will be adequate, but Eq. (2.26) can lead to higher efficiency for two reasons: First, the magnitude of the path integral time step t is constrained in Eq. (2.26) by the commutator between V x k and H 0 , and thus can be substantially larger than the time step allowed by Eq. (2.27), where the entire potential V was split from H 0 . Second, the dependence of the time evolution operators on trajectories in Eq. (2.26) effectively eliminates contributions from the majority of system paths whose weight is negligible because they correspond to large solvent reorganization energy. This point is discussed in more detail in Sec. III. Note that the trajectory dependence on the system path is symmetric in both expressions, i.e., a trajectory experiences the force from each system endpoint over half of the time step.
III. STATE SWITCHING PENALTY AND SOLVENT REORGANIZATION
For a given time step, the number of paths in a discretized path integral calculation can be effectively reduced if certain paths can be neglected because of their vanishing probability. For a general Hamiltonian in continuous coordinates, the first step in this direction is to use energy filtering procedures (e.g., discrete variable representations 7 constructed in terms of truncated eigenstate expansions 5, 6 ) rather than phase forms (e.g., Trotter-type 24 expressions) to construct system propagators with coordinate-dependent weights. Such energy-filtered propagators decay to zero as the distance of the two endpoints increases. 25 Thus, the system propagator product in the integrand of Eq. (2.27) has a small magnitude if the path s + 0 , . . . , s + N is very jagged. In the language of electronic transitions, the weight of a configuration that changes electronic state many times is very small. According to Eq. (2.27), this weight reflects simply the "penalty" associated with quantum transitions and is independent of the spatial location of a trajectory at these transition instants.
On the other hand, Eq. (2.26) uses propagators whose weights depend on the position of the classical particle. This dependence is beneficial in two ways: First, the coupling between quantum states (e.g., diabatic surfaces) usually decays rapidly away from (avoided) crossing configurations. Equation (2.26) insures that no quantum transitions will be allowed in regions of negligible coupling, thus eliminating large numbers of unnecessary paths. Second, Eq. (2.26) discourages transitions accompanied by costly solvent reorganization. These features allow elimination of the vast majority of system paths, thus resulting in a dramatic decrease of computational cost. The phase form of the LPI expression, Eq. (2.27), cannot take advantage of such dynamic path elimination.
Systematic procedures for filtering through the vast space of paths have been described in detail in the context of path integral calculations augmented by the Feynman-Vernon influence functional. 11, [26] [27] [28] It is straightforward to adapt these schemes to the present situation. Consider, for example, a trajectory that starts at the coordinate x(0) in quantum state 1. At the end of the first path integral time step, the trajectory position has the value x( t). Suppose the given path attempts to switch to state 2. If the potential energy at x( t) if very high in this state, the propagator element will have a magnitude below the acceptable threshold, forbidding the transition. If, on the other hand, the potential value at the instantaneous trajectory location is not prohibitively large, the trajectory will switch to state 2 and continue to move subject to that potential, reaching the value x(2 t) at the end of the second path integral time step. After a few weight-permitted transitions between the two states, the product of propagator weights will drop below the acceptable weight threshold. Once this happens the trajectory must remain on the same state for the remainder of the propagation, and the quantum path stops branching. When the coupling between system and solvent is strong, the vast majority of attempted path configurations are rejected within a few time steps, such that the number of retained paths eventually grows slowly (rather than exponentially) with the number of path integral slices.
Further, the form of Eq. (2.26) is amenable to iterative Monte Carlo [29] [30] [31] [32] (IMC) algorithms. If the quantum system consists of several degrees of freedom, the use of the complete space of DVR coordinates as possible coordinates of the quantum paths should be wasteful. In its simplest form, IMC can be employed simply to preselect statistically important system coordinates from which quantum paths can be constructed as described above. A full implementation of IMC will incorporate importance sampling in system path space into the QCPI approach, extending its feasibility to systems with several quantum particles.
IV. ITERATIVE EVALUATION OF THE QUANTUM-CLASSICAL PATH INTEGRAL
We now discuss various procedures for the numerical evaluation of QCPI expressions. The ideas presented in this section can be adapted to any of several path integral formulations involving classical trajectories. We assume that the phase space density of the classical particles is available.
The QCPI expression (Eq. (2.26) or (2.27) in the case of the LPI approximation with a Wigner weight or its fully classical bath variant, or a coherent state quasiclassical or FBSD approximation) has the form ρ red (s ± N ; N t) = dx 0 dp 0 P (x 0 , p 0 )Q(s ± N , x 0 , p 0 ; N t), (4.1) where Q(s ± N , x 0 , p 0 ; N t) is the quantum influence function, i.e., the sum with respect to system paths, which also depends on the classical dynamics of the bath from the given initial condition x 0 , p 0 . For notational convenience, we assume a factorizable initial condition, such that
For concreteness, we describe the iterative QCPI methodology for the phase version of the LPI expression, Eq. (2.27). The procedure that follows is straightforwardly adapted to the solvent-dependent propagator expression, Eq. (2.26), and to any other QCPI formulation.
As explained in detail in Paper I and seen from Eq. (2.26) or (2.27), every initial condition gives rise to a trajectory along each system path s
2N trajectories if the system is represented in terms of M states/sites. If M is small, as in the case of electron transfer dynamics involving two or three states, and the quantity of interest requires propagation for a relatively small number of time steps (N ∼ 10), direct summation (possibly with path filtering) probably is the most efficient way to proceed. If, however, the information sought requires long time propagation, one needs to resort to an iterative approach. Below we describe the adaptation of the iterative tensor propagator formulation of the path integral [8] [9] [10] [11] [12] [13] [14] to the calculation of the quantum influence function within the QCPI framework.
In the limit of a truly classical (infinite temperature) bath, each trajectory is practically unperturbed by the interaction with the quantum subsystem. In this limit, the classical path approximation is excellent. Because in this limit the classical trajectory is independent of the system path, there is a single trajectory from each initial condition and the classical phase in Eq. (2.27) is a function of x 0 , p 0 . It is then straightforward to evaluate the path sum via the following iterative procedure:
For each trajectory, Eq. (4.3) requires the same effort as the bare quantum system, i.e., the storage of M 2 values for each trajectory. Since the solvent is assumed to behave classically at the given temperature, one may replace the Wigner function by its classical limit, i.e., the classical Boltzmann factor.
If the solvent deviates from fully classical behavior, one must take into account the "back reaction," i.e., the influence of the quantum system on the solvent trajectory.
The dependence of the bath trajectory on the system path leads to the proliferation of trajectories, whose number (from each initial condition) generally equals the number of system paths. (Of course certain symmetry considerations may reduce somewhat the number of distinct trajectories.) This trajectory proliferation, which appears to obviate the iterative decomposition of the path integral, is the quantum-classical manifestation of solvent-induced memory, a concept familiar in system-bath dynamics. 33 Our goal is to develop an iterative procedure for propagating the quantum influence function, exploiting the decoherence properties of the solvent. The coordinates of a solvent trajectory depend on the entire history of the force exerted by the quantum particle. The time-integrated potential along such a trajectory augments the quantum mechanical amplitude along the particular system path. Our analysis of the influence functional in Paper I showed that in the case of a dissipative bath, the sum of these phase factors with respect to all trajectories makes a contribution that involves only the path's recent history. This means that the details of the system force in the distant past, while altering the coordinates of an individual bath trajectory and thus changing the value of the quantum influence function, will vanish in the ensemble average and thus will not affect the value of the system's reduced density matrix. As a result, we may ignore the dependence of a trajectory on each system path, except for a segment of the path (of length equal to the memory or decoherence time) immediately preceding the time of interest.
Suppose the memory (or decoherence) time is τ mem = m t. Starting with a pair of solvent phase space coordinates x 0 , p 0 , which are selected via a Monte Carlo procedure with the sampling function P, we generate all trajectories that result from the system force along the M 2(m + 1) path segments s
(Note that we also need to specify the coordinates of s ± m to fully specify a trajectory that reaches the time m t because the force acting on a trajectory is obtained from the system values at both interval endpoints.) We define the rank-2m tensor
(Note that by relabeling each realization of system path coordinates as a path i , this tensor can be stored as a vector.) We construct the propagator tensor of rank 2(m + 1)
This propagator is used to propagate forward by one time step according to the matrix-vector multiplication
(We continue to use integral notation for the system coordinate for convenience. Since the system is represented in terms of discrete coordinates which represent electronic states or DVRs, each such integral is a sum with respect to M 2 forward/backward values, which can be thought of as a quadrature approximation to the integral.) To continue, the trajectories need to be propagated by an additional time step with the forces corresponding to the coordinates s 
leads to the following propagated result:
Repeating the operations of the last step one can propagate the array of paths forward by any number of time steps. Note that the number of trajectories remains equal to M 2(m + 1) . At each step in the propagation the quantum influence function is extracted from the sum
which is stored. Once the desired propagation time is reached, the iteration is repeated for a new x 0 , p 0 pair. The Monte Carlo average of the quantum influence functions gives the reduced density matrix
In practice, the memory length m is determined by convergence.
The simplest version of the iterative QCPI scheme corresponds to m = 1. This case involves the calculation and storage of M 4 trajectories from the forces corresponding to the forward-backward coordinates of each pair of adjacent time points. In this case, the tensors R k have rank 2 and the propagator tensors T k have rank 4. In this case, the storage and operations of the iterative propagation is the same as in the propagation of the bare system or the system under the driving of the free solvent trajectory (the classical path QCPI approximation) and the only additional cost compared to the classical path model is the computation of M 4 classical trajectories. For m > 1, the iterative QCPI method utilizes tensors of higher rank.
An even less expensive variant of the m = 1 procedure is the random hop QCPI model discussed in Paper I. This proceeds by propagating a single trajectory, chosen randomly out of the M 4 possible trajectories that arise from two system coordinates at two adjacent time points. This procedure provides a crude correction to the classical path approximation by allowing the solvent trajectory to depend on the system path. Finally, if the solvent trajectory is assumed independent of the system coordinates, the method reduces to the classical path QCPI approximation, Eq. (4.3) .
If the solvent-induced memory spans many path integral time steps, the computational cost of the iterative QCPI methodology becomes rather high. It is possible to reduce dramatically the storage and required number of operations by taking advantage of path weights. As already discussed in Sec. III, a finite basis representation of the system Hamiltonian leads to propagators that decay to zero with increasing endpoint distance. This causes the weight of a path to be strongly dependent on the number of its kinks and the spatial regions in explores. These ideas have been described in detail in the context of the iterative path integral methodology developed by our group to propagate a system in the presence of the analytically available influence functional, 11, [26] [27] [28] and have also been exploited through the development of IMC methods. [29] [30] [31] [32] In the present case, there are two possibilities, corresponding to the formulations of Eqs. (2.26) and (2.27). The simpler "phase" QCPI procedure can benefit from trajectory-independent filtering, whereby a set of statistically significant path segments is constructed at the start of the calculation and stored for subsequent use. 28 The selection criterion in this case is simply the weight of a system propagator matrix element. A more sophisticated procedure 27 will be required if one implements trajectory-dependent criteria as dictated by Eq. (2.26). Such a procedure should eliminate a much larger number of system paths, reducing the storage requirements of the scheme and the number of trajectories to be integrated. However, the required filtering would need to be repeated for each trajectory initial condition. The calculations reported in Sec. V have been performed either by treating all path segments explicitly or by implementing simple trajectory-independent path filtering. 28 Last, we suspect that the iterative QCPI methodology can be made much more powerful by exploiting renormalization group ideas which allow the path integral time step to be increased when handling distant correlations between time points. 34 This prospect is particularly appealing in the case of the QCPI, because the classical part of the solvent effect on the system is entirely local in time, while the nonlocal quantum contributions tend to be small if the solvent is indeed nearly classical. These ideas will be pursued in future work to further increase the efficiency of the iterative QCPI scheme.
V. NUMERICAL EXAMPLES
We illustrate the iterative QCPI methodology with calculations on symmetric and asymmetric dissipative two-level systems (TLS). The quantum system is described by the Hamiltonian
where σ x and σ z are the standard 2 × 2 Pauli spin matrices. In the absence of an energy bias (ε = 0), the bare TLS is characterized by the tunneling splitting 2¯ . The TLS is coupled to a harmonic bath described by the Hamiltonian
We assume that the system is initially in state 1 and that the bath is at thermal equilibrium at the temperature k B T = β −1 . The bath frequencies and coupling coefficients are described collectively by the spectral density function
We chose the common Ohmic form,
where the dimensionless Kondo parameter ξ provides a measure of the dissipation strength (i.e., the magnitude of the system-bath coupling) and ω c gives the maximum of the spectral density. We discretized the bath into a sum of 60 oscillators whose frequencies and coupling coefficients are evaluated using a logarithmic discretization of the spectral density 35 with a maximum frequency given by ω max = 4ω c . The QCPI calculations employed a Monte Carlo sampling of 60 000 phase space points. We report the population of state 1 as a function of time within the classical path QCPI approximation, the simple random hop QCPI model, and the iterative evaluation of the QCPI expression which includes the nonlocal quantum mechanical contributions from the bath. To provide a challenge to the method, we choose parameters that correspond to a highly quantum mechanical bath and/or strong system-bath coupling, for which the classical path model does not provide a good approximation. The discrete bath QCPI results are compared to numerically exact results obtained using the iterative path integral methodology with the analytical Feynman-Vernon influence functional. 9, 10 For clarity, we do not show statistical error bars. The standard deviation of the QCPI results generally did not exceed the size of the markers used in the figures. The figures report the population of state 1, whose initial value is unity. Figure 1 reports results for a symmetric TLS (ε = 0) coupled to a bath with ω c = 2.5 at a temperature¯ β = 2.5. The Kondo parameter is ξ = 0.6. These conditions correspond to a moderately quantum mechanical bath coupled with significant strength to the TLS. As a result, the classical path approximation leads to rather poor results, exaggerating the TLS coherence. The path integral calculations were performed with the time step t = 0.25 −1 . As is seen in Fig. 1 , the random hop QCPI model captures some of the residual decoherence arising from the quantum mechanical bath, yield- ing results very similar to those obtained with the m = 1 version of the iterative procedure. With increasing memory length, the iterative QCPI method gradually includes these decoherence effects and converges with m = 6, yielding results indistinguishable from those obtained from the exact calculation with the analytical Feynman-Vernon influence functional.
No path filtering was necessary in this case. Next, we present results for an asymmetric TLS with ε =¯ . The first such calculation employs a weakly dissipative bath with parameters ω c = 7.5 , ξ = 0.1 at a low temperature corresponding to¯ β = 5. The path integral time step is t = 0.25 −1 . Since¯ω c β = 37.5, the majority of bath degrees of freedom are practically at zero temperature and thus quantum mechanical effects should be very pronounced. Indeed, Fig. 2 shows that the classical path approximation leads to a poor description of the dynamics, predicting incorrect populations at long times. The random hop model captures some of the quantum nonlocality, and the m = 1 version of the iterative QCPI methodology, which requires matrices of the same dimension as the bare TLS (but 16 times more trajectories than the random hop model) produces results that are halfway between those of the classical path approximation and the exact quantum mechanical results. The converged m = 5 QCPI results are indistinguishable from those of the exact calculation. Figure 3 shows results for the asymmetric TLS strongly coupled (ξ = 1.2) to a slower bath (ω c = 2.5 ) at an intermediate temperature (¯ β = 1). The quantum nonlocality is rather large and is crucial to the dynamics. The neglect of this strictly quantum mechanical effect in the classical path and random hop approximation often leads to incorrect populations that approach 1/2 at long times, failing to produce the correct equilibrium behavior. The inclusion of quantum nonlocality via the iterative QCPI scheme gradually corrects the evolution of the density matrix. The QCPI calculation converged with m = 10 using a path integral time step t = 0.125. Because of the somewhat long memory length, the QCPI calculation was performed with trajectoryindependent path filtering. This procedure retained about 1.25 × 10 5 system path segments out of a total of 2 20 ≈ 1.05 × 10 6 possible such segments. As discussed in other work, we expect the fraction of surviving paths to be much lower in longer memory calculations.
VI. CONCLUDING REMARKS
In this paper, we have presented a QCPI formulation suitable for numerical calculations. The derived QCPI expression uses a small time step δt for the dynamics of the classical particles, which is given by the velocity Verlet integrator, and a much larger step t in the path integral slicing. The trajectories experience a force from the quantum system that acts in a symmetric fashion, being given by the value of the nearest time point within each time interval. By using finite matrix representations of the system Hamiltonian, the quantum amplitude factor in the QCPI expression has a magnitude that is strongly dependent on the smoothness of the quantum path. This "hopping penalty" is both intuitively appealing and practically significant, virtually eliminating contributions from the vast majority of system paths which are very kinky. In addition to the standard phase version, where the interaction enters through a complex exponential involving the time-integrated system-bath potential, we obtained an expression in which the system propagators depend on the instantaneous values of the trajectory. This dependence implies that the probability of a given system path depends on the amount of solvent reorganization accompanying the required state changes. These features virtually eliminate the vast majority of system paths, which have negligible weight.
Under near-classical conditions, the main effect of the bath on the quantum system is captured by the free bath trajectory, which acts as a driving term for the system. This memory-free contribution is a classical decoherence mechanism for the system. We find that the classical path QCPI approximation, which becomes exact in the limit of a truly classical bath, yields semi-quantitative results when the bath is at relatively high temperatures and/or the system-bath coupling is weak. A very simple random hop QCPI approximation, in which trajectories experience the force from a randomly chosen state at each path integral time step, introduces some of the "back reaction" into the classical dynamics of the bath, improving the classical path QCPI approximation. Both of these approximate schemes are very inexpensive; the classical path approximation requires the calculation of a single trajectory from each initial condition, while the random hop model employs a separate (length t) classical trajectory for each system propagator element in the iteration.
Further improvements are possible via an iterative procedure for evaluating the QCPI expression, which accounts for the effects of memory (including quantum nonlocality) over m path integral time steps via a propagator tensor whose rank increases with m. At the m = 1 level, the propagator size is no larger than that required to propagate the bare quantum system, although it does require the calculation of more trajectories compared to the classical path or random hop approximations. As the memory length included in the calculation increases, the dimensions of the full propagator increase exponentially, but the propagator size can be decreased dramatically by filtering out statistically insignificant system paths. The iterative QCPI scheme converges to the full QCPI result. The QCPI methodology can be used in conjunction with a classical treatment of the solvent at any level, implying that semiclassical treatments are also possible and should in general offer higher accuracy.
Based on the physically appealing structure of the QCPI formulation and the encouraging numerical results presented in this work, we are optimistic about the feasibility of QCPI calculations of electron or proton transfer (and nonadiabatic processes in general) in solution and in biological molecules. The crucial question in this regard is whether the classical path QCPI result provides a reasonably accurate result that can be corrected with modest effort. Equilibrium quantum-classical path integral calculations suggest that a fully classical single-bead treatment of atoms with the mass of carbon or oxygen leads to quantitative results, and we hope that this behavior will also be observed in the time domain. Calculations on chemical systems will be required to answer these questions definitively. Work along these lines is in progress in our group.
