We consider the Cauchy-problem 
Introduction
In this paper we consider a class of scalar IVP's for linear dispersive equations with fast temporal and spatial scales subject to highly oscillating initial data. The Cauchy problem of the Schrödinger equation serves as a typical example
where ε ∼ (the scaled Planck's constant). The small parameter ε represents the fast space and time scales introduced in (1.1), as well as the typical wave length of oscillations of the initial data. We are interested in the high frequency limit of these equations, which is usually referred to as "geometrical-optics". In the special case of the Schrödinger equation with vanishing Planck's constant this is precisely the "(semi-)classical limit". It is well known that the considered equations propagate oscillations of wave lengths ε which inhibit ψ ε from converging strongly in a suitable sense. Thus the short-wavelength-asymptotics ε → 0 is by no means straightforward, in particular since the physical quantities of interest (observables) are quadratic in ψ ε . The usual way to tackle the problem is the geometrical optics -or WKBAnsatz (Wentzel-Kramers-Brillouin, see [Ke] ), which consists of representing the solution ψ ε in the form ψ ε (x, t) = A ε (x, t) exp i ε S(x, t) (1.3)
where A ε , S ∈ R, A ε ≥ 0 and in general A ε = A + εA 1 + ε 2 A 2 + . . . . Then after inserting the above representation into the equation and by considering, as a first approximation, only the lowest order terms, one finds that:
• the phase S is a solution of a nonlinear first order equation of Hamilton-Jacobi type
• the (zeroth order) amplitude satisfies a linear first order PDE (called transport equation) that can be brought into the form of a conservation law for the energy density n = A 2 .
A severe drawback of this method should be noted. The obtained nonlinear equations do not have global, i.e. for all t ∈ R, smooth solutions (except for some special initial data). In other words the system in general develops singularities in some finite time t c ("break time"). The formal expansion method clearly can only be justified for smooth, i.e. sufficiently often differentiable, functions S and A ε and thus the Ansatz (1.3) breaks down at points where the first singularities occur. These singularities are called focal points, or more generally caustics, since, as we will see, the energy of the wave becomes infinite there.
A natural alternative to the standard WKB-method is seeking multivalued phases corresponding to crossing waves. This means that in general for every fixed (x, t) ∈ R d × R, which is not on the caustic, one tries to construct a (maybe infinite) set of phase functions {S i (x, t)}, i ∈ I ⊆ N, each of which is a solution of the Hamilton-Jacobi equation in a neighborhood of (x, t). This set is referred to as the multivalued solution of the Hamilton-Jacobi equation and it induces the multivalued solution {n i (x, t)} of the conservation law for the energy density. Historically this problem was studied by P. Lax, D. Ludwig, V. Maslov, J. Duistermaat and others (see [Du] , [Kr] , [La] , [Lu] , [Mas1] ), who showed that Fourier-Integral operators and Lagrangian manifolds in phase space provide a uniform description of of the behavior of ψ ε . The qualitative study of the multivalued solution is accomplished using geometrical techniques of singularity theory and contact geometry (see e.g. [Ar] , [AVG] , [Du] ). A considerable amount of work has been done in recent years on constructing numerically the multivalued phase function (see, e.g., [Be1] , [Be2] , [BKM] , [Ru] ). We will not cover the arising numerical questions in this paper, instead we refer the interested reader to these references.
In the last decade the use of Wigner functions and Wigner measures has drawn increasing interest, in particular its application to the semiclassical limit of Schrödinger equations ( [LiPa] , [MaMa] , [MMP] , [MPP] ) and the homogenization of energy densities of dispersive equations (e.g. [BCKP] , [GaMa] , [Ge] , [GMMP] ), mostly by groups in Europe. Independently, groups in the US used Wigner functions, too, with some emphasis on waves in random media and applied problems, e.g. [BKPR] , [PR] . The Wigner transformation provides a phase space description of the equations of the problem, which is extremely useful for the asymptotics since it "unfolds" the caustics (de-projection in phase space). Another advantage is that the high frequency limit, using the Wigner functions, needs much lower regularity assumptions on A I and S I than the (generalized) WKB-method. This is not only of purely academic interest since very often in concrete physical models C ∞ 0 initial data are simply not available. The price paid for the analytical convenience lies in the doubling of the dimension, i.e. the Wigner function is defined on R 2d . This work studies the connection between the WKB-method and the Wigner transformation or, in other words, represents an alternative approach to WKB-asymptotics. It is organized as follows:
• Section 2 is devoted to the setting of the problem. There we also give a short review of the traditional WKB-method.
• In section 3 we present the main theorems on Wigner transforms and show how they can be used to obtain a semi-classical phasespace description.
• This limiting phase-space regime is analyzed in section 4, which is the most important part of this paper.
• Examples are studied in section 5 to illustrate the results of the foregoing section.
• In section 6 we comment on the "eigenvalue problem" and on the resulting fluid equations.
• Finally in the Appendix in section 7 we give an example with nonglobal Hamiltonian flow, sketch the Maslov canonical operator and the Fourier intergral operator approach and present the connection to the small dispersion limit of the QHD model.
2 Setting of the problem and the WKB-method
The model equation
We consider the following initial value problem (generalized linear dispersive model) for an anti-selfadjoint scalar pseudo-differential operator
subject to the highly oscillatory initial data
where 
Remarks.
• The convenience of the Weyl-calculus lies in the fact that a Weyloperator is formally selfadjoint iff it has a real-valued symbol. We have chosen this special form of pseudo differential-calculus in order to be consistent with the usual framework of the Wigner-functions introduced in [GMMP] , note however that in case H is a sum of separate terms in x and ξ, the "Weyl symbol" and the "left symbol"of the classical Fourier multiplier coincide.
• Further note that the time and spatial scales of (2.1) are "fast", since the small parameter ε multiplies the time and spatial derivatives.
We shall use in this text the following definition of the Fourier transform F : S −→ S:
with the usual extension, by duality, to a mapping from S ′ to S ′ . In (2.2) the amplitude is written in this particular form to match the following definition:
Definition 2.2. The energy-density of the solution of (2.1) is defined by
We assume on the Weyl operator H W and on its symbol H:
By abuse of notation, we denote the unique s.a. extension by iH W .
Remark. The hypothesis (A1)(i) means (see also [Ho] ) that for all α, β ∈ N 0 , there exists C α,β ≥ 0 , s.t. for all l, k ∈ {1..m} and for all ε ∈ (0, ε 0 ] it holds
In particular this implies that the Sobolev space H σ (R d ) lies in the domain of the operator H W . We further remark that the regularity assumptions on the symbol H are largely used for convenience and taken from [GMMP] in order to use certain results, which were established there. They can be significantly weakened, for example: If H = |ξ| 2 /2 + V (x) with V bounded below and V ∈ C 1,1 (cf [LiPa] ), all results using Wigner transforms remain valid (see [GaMa] ).
On the initial data we impose:
Note that due to the low regularity assumed in (A2) a traditional WKBexpansion method would not be possible here ! This is one of the advantages of the Wigner formalism. 
) of (2.1), and its energydensity satisfies
Proof. Having in mind (A1)(ii) the assertion is a simple consequence of Stone's famous theorem (see e.g. [ReSi] ).
Some particular examples for equation (2.1) are:
Examples:
(i) The Schrödinger equation
(ii) The 1-d Airy equation (or linearized KdV equation)
where H(x, ξ) = ξ 3 /3. Here ε denotes the "physical" dispersion-parameter.
(iii) The spinless Bethe-Salpeter equation (or "relativistic Schrödinger equation")
Again ε ∼ and we have H(x, ξ) = |ξ| 2 /2 + 1 + V (x). Note that in this example H W is a "true" pseudo-differential operator (i.e. the Weylsymbol is not polynomial in ξ).
(iv) Another example of a "true" pseudo-differential equation assumes Hamiltonians of the form H = a(x)|ξ|, i.e. we have (in Weyl-quantized form)
In the constant coefficient case a(x) ≡ 1, equations of this type can be traced back to the wave equation u ε tt − ∆u ε = 0 by noting that, the quantities
♦
We are now interested in the high-frequency limit ε → 0. For the sake of completeness we briefly review the traditional WKB-method in the next subsection.
The WKB-method
As stated in the introduction above we make the following ansatz
with A ε ≥ 0 assuming (for the moment) that the phase and the amplitude are sufficiently smooth, and we expand the amplitude in powers of ε:
We sketch the (formal) WKB-method for the case of a polynomial Weylsymbol H = H(x, ξ) with C ∞ -coefficients, i.e.
and thus the Weyl-operator reads
(2.14)
Substituting the representation (2.12) into (2.1) and collecting terms appropriately gives
where R k acts on A ε as a differential operator of order |k| ≤ m (with coefficients depending on derivatives of S, H), in particular
where here and in the sequel we denote by ∇ y the gradient w.r.t. the position variable, i.e. we consider y as a placeholder for the position variable x: S = S(y, t), H = H(y, ξ) etc.. The last term in the expression R 1 is obtained due to the fact that we use Weyl-quantized operators. Note that in the equations above all partial derivatives of the symbol H w.r.t. ξ are evaluated at ξ = ∇ x S. We also have
Plugging the above computations into (2.14), separating real and imaginary parts terms we obtain in the lowest orders
Note that the second equation is linear in A, it is called the transport equation for the amplitude. In terms of (n, S) ≡ (A 2 , S) we obtain the following compact form, in the sequel called WKB-system associated to equations of type (2.1)
(2.17) where the initial data are induced by the initial condition (2.2)
The first equation (2.16) is a conservation law for the energy-density, the second (2.17) a Hamilton-Jacobi equation for the phase. The WKBsystem can also be derived, using standard pseudo-differential calculus (see e.g. [Fed] , [Ho] ), for operators H W , which do not have polynomial symbols.
To illustrate the method, we derive the (lowest order) WKB-systems for some particular examples of (2.1).
Examples:
(i) WKB-system for the Schrödinger equation (2.8):
(ii) WKB-system for the 1-d Airy equation (2.9):
(iii) WKB-system for the (spinless) Bethe-Salpeter equation (2.10):
(iv) WKB-system for equations of type (2.11):
The equation (2.26) is the time-dependent eikonal equation of geometrical optics. Note that in one spatial dimension, i.e. d = 1, the above system de-couples and simplifies to:
In this case the WKB-approximation is exact if ∂ x S does not change sign, since then no terms ∼ O(ε 2 ) appear in the expansion when using
In general, solving the system (2.16), (2.17) allows an asymptotic description of the solution of (2.1) in the pre-breaking regime, more precisely (see e.g. [La] ): 
Proof. The formal derivation of the WKB-system above shows that ψ ε wkb is an approximate solution of (2.1), more precisely we have
where the term Q ε , which depends on derivatives of A and S, is bounded uniformly in
This is clear, since we assume that √ n I ∈ S(R d ) that S, as well as its derivatives, are bounded and that H ∈ S σ (inplying that A is in S(R d ) uniformly on compact subintervals of (t c1 , t c2 ). Thus we obtain for u ε := ψ ε − ψ ε wkb :
From a Gronwall lemma we obtain
since we have zero initial data for (2.31). This of course implies
which proves the claim.
• The proposition can be extended to (systems of ) pseudo-differential operators. Also much weaker conditions on n, S and H are sufficient to prove analoguous results (see e.g. [Fed] , [Mas1] , [Mas2] ).
• In the particular example of the Schrödinger equation (2.8) one
Generally one faces the following problem in this approach:
The solution S of the Hamilton-Jacobi equation (2.17) is obtained, at least locally, by the method of characteristics. This means that, for a fixed
, is reached by a unique integral curvê x(t, x), called ray, which can be found as described in the following. Let us definê
It is well known (see for example [Ev] ), that the curvesx(t, x),ξ(t, x)
Having solved this system we obtain the solution of (2.17) by integrating
For details see again [Ev] , [Fed] . As it is indicated above this theory is local, since it only gives the unique solution of (2.17) in a neighborhood U of the initial manifold R d x × {t = 0}. In other words, if we consider for every fixed t ∈ R the map
it is, in general, not one-to-one for large times t ∈ R, see e.g. the examples 1.2, 1.3 in section 5. Further it is known that the phase is discontinuous at caustics, i.e. points of intersection of rays, which in general will happen in finite times t = t c1 , t = t c2 , with t c1 < 0 < t c2 , called break-times. It is clear however that the formal WKB-expansion method can only be justified for t c1 < t < t c2 and thus a global, i.e. for all t ∈ R, asymptotic description can not be obtained from this method.
To overcome this deficiency, several generalizations of the method have been developed in the past decades. Most of them rely on the use of global Fourier-Integral operators (FIO) or the Maslov Canonical operator (MCO), which are now rather standard methods and covered in many books (see e.g. [Fed] , [Ho] , [Mas1] , [Mas2] ). In comparison to the Wigner measure approach the use of the MCO or FIO is rather complicated and subtle and it also assumes generically S I , n I ∈ C ∞ 0 (R d ), which is of course significantly stronger than our assumption (A2). In Appendix 2 we give a flavour of these methods. Here we only remark that in contrast to the classical WKB-Analysis the description in terms of oscillatory integrals remains valid for postbreaking times t > t c2 , t < t c1 resulting in the so called multivalued description of the phase S(x, t) = {S i (x, t)} the induced multivalued density n(x, t) = {n i (x, t)}, with some index i ∈ I, and a corresponding asymptotic form of ψ ε (x, t). We shall return to this in section 4.3.
The Wigner function approach
Definition 3.1. For given f, g ∈ S ′ (R d ) and given ε ∈ (0, ε 0 ] we define the Wigner-transform on the scale ε by
For fixed ε the phase space-valued function w ε is a continuous, bilinear mapping:
In the following we shall use the notation:
Remark. The Wigner-transform was originally introduced by E. Wigner in 1932 [Wi] in the context of semi-classical Quantum Mechanics. We remark that there are slightly different definitions of the Wigner transform in the literature depending essentially on the definition and normalization of the underlying Fourier transform.
For the sake of illustration we present some particular examples of the "Wignerized" evolution equation (2.1):
(i) The "Wignerized" Schrödinger equation (2.8) or Wigner equation (for details on this equation see e.g. [GaMa] , [MaMa] )
Note that if V (x) ≡ 0, then the Wigner equation becomes the free transport equation of classical statistical mechanics
Further note that in the case of potentials V which are quadratic in x the operator θ ε [V ] simplifies to the classical force term ∇ x V for all positive ε. The harmonic oscillator, V (x) = |x| 2 /2, is a typical example
(ii) The "Wignerized" 1-d Airy equation (2.9)
Note that, in contrast to the example above, that this is not a first order partial differential equation of transport type.
(iii) If the Hamiltonian is given by H = |ξ|, as for example in the constant coefficient case of equation (2.11), we obtain the evolution equation for the x-Fourier transformŵ ε (ν, ξ, t) := F x→ν w ε [ψ ε ] of the Wigner function (see [GMMP] )
i.e. the energy density, as defined in (2.5), is the zeroth moment of w ε w.r.t. the velocity variable ξ. More generally, an important feature of the Wigner transform is that it facilitates a "classical" computation of expectation values (mean values) of physical observables
Here we assume that the symbol A(x, ξ) is in S(R 2d ). In other words the real-valued function w ε acts as an equivalent of the phase-space distribution function, however in contrast to classical phase space distributions the Wigner transform is in general not point-wise positive! Indeed it has been proved for example in [LiPa] that w ε [ψ] ≥ 0 if and only if, either
Remark. It is well known (see e.g. [LiPa] , [MaMa] ) that averaging the Wigner function over phase space volumes large enough to fulfill the Heisenberg uncertainty principle yields a non-negative function.
A particular example of these so called Husimi functions (closely related to coherent states [LiPa] ) is obtained by convoluting the Wigner function in x and ξ with the Gaussian G ε
We now perform the ε → 0 limit associated to the dispersive equation (2.1) with initial data (2.2), assuming (A1), (A2).
The WKB-limit using Wigner transforms
One of the crucial properties (for a proof see [GMMP] ) of the Wigner transform is
uniformly for f, g ∈ B as ε → 0.
Thus, by compactness, there exists a sub-sequence ε k and a distribution
It is a consequence of (3.8) that this distribution w 0 is a non-negative, i.e. it is a positive Borel-measure w 0 ∈ M + (the cone of bounded positive Borel measures) and therefore can be interpreted indeed as a classical phase-space measure, called the Wigner measure of f εk (see [Ge] , [GMMP] for a proof). Actually it has been shown (for example in [LiPa] , [MaMa] ) that the limiting points of the Husimi function are also the limiting points of the Wigner function.
Remark. The Wigner measures are a version of L 2 defect measures, related to the H measures of L. Tartar [Ta] and P. Gérard [Ge] . For problems where a scale ε of oscillations is distinguished (like the problems dealt with WKB methods) the Wigner measures have proven to be a very precise tool.
Notation. For simplicity we now restrict the scale ε to a sub-sequence, such that the Wigner measure w 0 is unique, i.e. independent of the choise of the subsequence, and in the following we denote it by w = w 0 . We further denote from now on by {f, g} the d-dimensional Poissonbracket
In proposition 3.2 below we state the well known fact that the Wigner transform translates the action of an Weyl-operator asymptotically in zeroth order into a multiplication and in first order into a Poisson bracket.
(A proof can be found in the appendix of [GMMP] )
In view of (2.7) and proposition 3.1 one obtains the uniform bound-
Remark. It has been shown in [Ge] , [GMMP] , [LiPa] that the limiting process is actually locally uniform in t, i.e.
To derive an evolution equation for the limiting phase space distribution w we differentiate (using the product rule)
Now using equation (2.1) and proposition 3.2, having in mind that w ε and H(x, ξ) are real-valued, we obtain
which is a linear equation in w ε . Passing to the limit ε → 0 yields, in the sense of distributions, the classical Liouville equation
(3.14)
We calculate the corresponding initial data w I which is the limit of the Wigner transform of the WKB-initial data ψ ε I := √ n I e iSI /ε
Proof. The proof is a straightforward computation having in mind that the amplitude n I (x) and the phase S I (x) are by assumption ε-independent.
• This special type of initial phase space distributions (3.16) are called mono-kinetic initial data, i.e. for every x ∈ R d there is exactly one (characteristic) speed v I (x) := ∇S I (x). Note that we have chosen the scale of oscillations in the initial data to be equal to the small parameter ε in the equation (2.1). We further remark that in case S I (x) ∈ C ∞ the set {(x, ∇ x S I (x))} is a Lagrangian submanifold of phase-space R 2d , i.e. a manifold on which the symplectic form ω := dx ∧ dξ vanishes (for details see e.g. [Fed] , [Ho] ).
• The Wigner measure approach works for much more general initial data (cf [GMMP] , in this work we restrict to WKB data for the sake of comparison.
Further we have:
be the Wigner transform of the solution of (2.1) (calculated from (3.14), (3.16) ) and assume (A1), (A2), then the associated density n ε (x, t) given by (3.6) satisfies
where the convergence is locally uniform in t.
Proof. A proof can be found for example in [GaMa] , [GMMP] , [LiPa] . Note that the technical assumptions of "ε-oscillatory" and "compact at infinity" initial data, which are introduced in [Ge] , [GMMP] , are fulfilled if one imposes (A2).
Remark. One can show that the ε → 0 limit of other observables A W , or more general expressions which are quadratic in ψ ε with a specific growth in ξ, can be computed essentially in the same way, i.e. the limit is given by the right hand side of (3.7) with w ε replaced by w. For details see again [GaMa] , [GMMP] , [LiPa] .
Thus by using the Wigner transform we obtained a (semi-) classical phase-space description, which we shall analyse in the next section.
Analysis of the Wigner measure
This is the main part of the work, in which we will try to establish the precise relation between WKB-asymptotic solutions of (2.1) and the Wigner measure that has been obtained in the last section. We start with the following definition:
Definition 4.1. The Hamiltonian flow F t associated to (3.14) is given by
where (x,ξ) solve the initial value problem
Remark. The above ODE's are usually referred to as Hamilton's equations and the curves (x,ξ) are often called bicharacteristics.
For the sake of simplicity we shall assume in the sequel:
The Hamiltonian flow F t is a continuously differentiable globally defined map for every t ∈ R.
Remark. The global existence of F t is a priori not guaranteed for general H ∈ S σ , except for σ ≤ 1. (For more details see for example [Ar] , [ReSi] .) We further remark that well known situations for which (A3) is valid, like the case of α-elliptic Hamiltonians H ≥ C 1 |ξ| α − C 2 with C 1 , C 2 , α > 0 are covered by our theory. An illustrative example where the Hamiltonian flow is not global in time is given in Appendix 1.
A straightforward calculation shows that the Hamiltonian function H(x, ξ) is constant along the flow F t , i.e.
Also, by the classical Theorem of Liouville (see e.g. [Ar] ), we have that F t is volume preserving; i.e. its Jacobian satisfies
With the above definitions the method of characteristics guarantees that the unique (weak) solution of the Liouville equation (3.14) subject to the initial condition w(
. In other words the solution w of (3.14) remains constant along all bicharacteristic curves (x,ξ). Since (3.14) is a linear equation and (A3) is assumed we know that the above solution w exists for all t ∈ R. In contrast to the case of a nonlinear first order PDE we have global solutions for equation (3.14); i.e. no caustics appear in phase space! This is sometimes referred to as "unfolding" of caustics.
In the next subsection we connect the WKB-system (2.16), (2.17) with a special class of solutions to the Liouville-equation.
On mono-kinetic phase space distributions
Taking into account the monokinetic form of the initial data, we observe that identity (4.6) with the use of equation (3.16) reads
where the curves (x(t, x),ξ(t, x)) solve the IVP (2.34), (2.35). Note that, since the initial data are given by ξ = ∇ x S I (x), the curvesx(t, x) are the rays associated to the Hamilton-Jacobi equation (2.17)
The above reflects the fact that the (x,ξ)(t, x, ξ) bicharacteristics in phase space are projected down to raysx(t, x) in position space plus an additional curveξ(t, x), which is the gradient of the phase S along the rays. More precisely, we have (x,ξ)(t, x) = (x,ξ)(t, x, ∇ x S I (x)).
(4.8)
We shall use the following lemma for the proof of theorem 4.1.. 
for every real valued continuous and bounded from below function φ for which the right hand side of (4.9) is finite.
Proof. At first take φ ∈ C(R) bounded. Setting ϕ(x, ξ) = φ(H(x, ξ)) in (4.7) combined with the fact that H(x,ξ) is conserved proves the claim. For unbounded φ a density argument gives the result.
Remark. If the Hamiltonian is bounded from below and gauged such that H(x, ξ) ≥ 0 the above lemma states the energy conservation property of the Liouville equation, when setting φ(·) = id on R + .
Definition 4.2. We define the set Λ := {λ ∈ C(R; R + )} where the functions λ satisfy:
Now the following theorem holds:
The unique (weak) solution of (3.14)
if and only if the pair (n, v)(x, t), where 
The equation (4.12) is called a renormalized formulation of the system (4.14), (4.15). t c2 ) ), then the weak formulation of (3.14) reads:
Proof. Choose a test function
by inserting w given by (4.11) we obtain:
which is exactly the weak formulation of (4.12). Now let σ l ∈ D(R d ξ ) be a sequence of test functions satisfying the conditions stated in the theorem and converging a.e. to σ ∈ C 1 (R d ξ ) as l → ∞. Because the test functions σ l satisfy the conditions above (4.13), the dominated convergence theorem (with the use of lemma 4.1. and definition 4.2. implies the assertion (ii). Now we can choose successively σ ≡ 1 and σ ≡ v i , i = 1, ..., d in equation (4.12) to obtain the system (4.14), (4.15) .
Remark. Note that in case H is given by
where V is bounded from below we can choose λ(·) = id and the above system of fluid-type equations (4.14), (4.15) simplifies to the well known zero-temperature Euler-equations of rarefied gas dynamics
(4.20)
We now establish the precise connection between the WKB-system (2.16), (2.17) and the above theorem in the following corollary.
Corollary 4.1. Let (t c1 , t c2 ) be as above; (i) Further let S ∈ C 2 (R d ×(t c1 , t c2 )) be a smooth solution of the HamiltonJacobi equation (2.17)
Define v(x, t) := ∇ x S(x, t), and let n be the unique solution of (4.15), then (n, v) satisfies (4.14), (4.15) and is a renormalized solution.
(ii) Let (n, v) ∈ C 1 (R d × (t c1 , t c2 )) be a smooth solution of (4.14), (4.15) on the same time-interval.
If the initial velocity is given by
, then there exists a phase function S(x, t), unique up to a constant, which is a solution of (2.17). In particular the velocity v is a gradient field and the solution of (3.14) can be written in the form
Proof. (i) Differentiating (2.17) w.r.t. x i and using the chain rule (which is rigorous because we are in the regime of classical solutions) yields
and, with v i := ∂ ∂xi S we obtain
Again multiplying this equation by a regular solution n of the continuity equation (4.14) yields (4.12). Hence choosing appropriate test functions we have proved that (n, v) is a renormalized solution on (t c1 , t c2 ).
(ii) By eliminating n from equation (4.12) using (4.11) we obtain on (t c1 , t c2 )
One checks that the characteristic ODE system for this PDE is given by (2.34), (2.35). Thus we can identify v(x(t, x), t) =ξ(x, t) and since v I (x) = ∇ x S I (x) we conclude the existence of a unique (up to a constant) function S(x, t) such that v = ∇ x S. The rest of the proof is identical to the one of (i) read from bottom up. 
Remark. Note that the system (4.14), (4.15) is defined n(t)-a.e. and thus remains valid as long as the density is single-valued

Multiple phases
We will now show, under some more stringent assumptions, that away from the caustic we can locally extend w(t) beyond t c1,2 as a sum over mono-kinetic distributions, which will lead to a generalization of the asymptotic expression of the solution ψ ε (t) of (2.1).
Since the Wigner measure remains constant along the flow F t , we can write (formally) for
where ·, · denotes the duality bracket in the sense of measures and further we have used the following definition:
Remark. Above (x, t) are parameters of the function f x,t (·) as the notation indicates.
Definition 4.4. We denote the nullset of f x,t (·) by
and the corresponding functional determinant by
In general we cannot hope for f x,t (·) to be a diffeomorphism in the whole propagation domain, at least we can get local results if we impose:
Assumption (A4)
Let U ⊆ R d x × R t be such an open set and N ∈ N be such an integer that the nullset (4.24) can be written as
(4.26)
Remark. In a physical interpretation, this means that we only allow situations with a finite number N of (gradients of) phases at each point of the propagation domain. Of course w is well defined even if (A4) does not hold, however in general no upper bound N can be found, N = ∞ is possible! Indeed very little is known about this problem in general situations, so far the only well studied example is the one dimensional free motion case, i.e. H = H(ξ), ξ ∈ R. Under the additional assumption that H(ξ) is strictly convex, i.e. there exists c > 0 such that H ′′ (ξ) ≥ c, Tadmor and Tassa have shown in [TaTa] , that if H ′ (S ′ I (x)) has a finite number of inflection points, then the number number of "original" shocks, i.e. shocks that do not result from the interaction of other shocks, in the entropy solution to the corresponding conservation law is finite, which implies (A4). An example of an initial condition ∇S I which evolves, in the particular case of H = ξ 2 /2, into an a.e. C ∞ function with countably many original shocks can be found in [Sch] . 
where
As above we write
By the coarea formula (see [Ev] , [Fe] ) we have
which is well defined as long as Df x,t (ξ) = 0, even if f x,t (ξ) is not an isomorphism for all points ξ ∈ R d ! By the definition of the delta distribution the above is equal to
. By assumption (A4) we have that K(x, t) is a finite union of points v i (x, t), thus we can evaluate the integral in terms of
which in the sense of measures can be written in the form
The local differentiability of v i , i ∈ {1 . . . N }, is a direct consequence of the implicit function theorem. The existence of phase functions S i (x, t) such that v i = ∇ x S i can be concluded essentially in the same way as in Corollary 4.1, using
and thus
since by construction v i (x, t) ∈ K(x, t). Thus we obtain (4.27) by inserting (4.30) into (4.28).
In view of the above theorem we can now define define the caustic set C ⊂ R d x × R t by Definition 4.5.
This definition becomes more clear by the following lemma.
Lemma 4.2. Denote byx −1 (t, x) ⊆ R d the pre-image of the point (x, t) under the flowx(t, ·) (i.e. the set of all points z withx(t, z) = x) and byx(t, ·) the (locally defined) inverse map ofx(t, ·). Let
Thus the Jacobian J of the raysx(t, x) becomes zero at the caustics as theorem 4.2. shows. This property is usually used to define caustics in the WKB-framework (see e.g.
[BKM], [Fed] ).
Proof. The claim follows directly from identity (4.6), having in mind that if there exist only one v ∈ K(x, t) thenx(t, ·) is locally one-to-one and thus we can apply the transformation law of integrals (see [Fe] ) on the right hand side of (4.6), to obtain
Sincex(t, ·) in this case is, by assumption, invertible the basic calculus for determinants implies
Finally note thatx(t, x) =x(−t, x, v(x, t)) with v = ∇ x S(t, x) as long aŝ x(t, ·) is one-to-one. Thus the claim is proven.
We have obtained a multivalued description of the solution of the WKBsystem for all t ∈ R, locally away from caustics C, by representing the limiting phase space density w(t) as a sum over mono-kinetic terms, each of which can be associated to a single branch of the multivalued solution of the Hamilton-Jacobi equation (2.17).
Remark. Physically the multivaluedness can be interpreted as interference of the wave with itself, or in terms of classical mechanics, that faster particles overtake slower ones for times t ≤ t c1 , t ≥ t c2 .
Corollary 4.2. Assume (A1)-(A4). and let U ∩C = ∅, with C defined in (4.33). Define for all (x, t) ∈ U a generalized WKB-asymptotic solution by
where each branch of the energy density reads Proof. Having in mind lemma 3.1, the proof follows directly from the fact (see [Ge] ) that if f ε , g ε have Wigner measures w f , w g , which are mutually singular, i.e. there exist two disjoint Borel-sets A, B with w f (A c ) = 0, w g (B c ) = 0, then
Clearly this is true in our case, since each term in the expression (4.27) is a measure which is supported on {(x, ∇ x S i (x, t))}. By construction, we have ∇ x S i = ∇ x S j for i = j ∈ {1 . . . N }, which implies the assertion.
Remark. Observe that this asymptotic description Ψ ε wkb does not explicitly contain the so called " Maslov-phase shifts" ( [Fed] , [Ho] , [Mas2] ), due to the fact that each branch of the multivalued phase S i , obtained by our kinetic approach, is uniquely determined only up to a constant, which is not explicitly specified by the approach. In each region U the Maslov indices are such constants.
Concentration effects
We now describe the behavior of the density at focal points, which typically arise as the onset of caustics. We will be able to distinguish between two specific cases of energy concentrations. (The presented results are an improvement of lemma 3.4 in [GaMa] .) Theorem 4.3. Fix t = 0, y ∈ R d and let V ⊆ R d x × R t be a region (closed set), with (y, t) ∈ V, such that there exists only one v ∈ K(x, t) for all (x, t) ∈ V. Further assume that there exists r > 0 such that {(x, t) : |y − x| < r} ⊆ V. Then we have
where χ denotes the characteristic function and
Proof. Applying identity (4.6) to the monokinetic form of the initial data with ϕ(x, ξ) = γ(x) we obtain
Thus we can write
Now let γ(x(t, ·)) be supported in {x ∈ R d : |y − x| < r}. In the last term of the right hand side we obtain γ(y)
where ·, · denotes the duality bracket. In the first term on the right hand side the transformation law of integrals can be applied thus using lemma 4.2 we obtain the expression (4.40) which proves the claim.
If there is a nonzero amount of initial mass µ carried by rays into the point (y, t) the energy density n "concentrates" as the last term of (4.40) shows. This is also an explanation of the word "caustic", since its Greek origin means "which burns". We shall refer to these caustic points as "hot".
We deduce from the theorem above the following easy consequences:
In particular the density remains in
Proof. The claim follows from n I (A) = 0 iff w I (A × R d ξ ) = 0, where A is an arbitrary Borel set.
Remarks.
• Note that although some raysx(t, ·) may cross, the density, as the corollary shows, may still be in L 1 loc (R d ). This will be referred to as a "cool" caustic point, in contrast to a hot caustic where we obtain a concentration of the density. A particular case of such a cool caustic is given in example 1.3. in section 5 below. (See also [MPP] for a numerical study.) Another cool caustic is given by example 1 in [GaMa] .
• Clearly the above theorem and corollary can be extended to regions in which finitely many (gradients of) phases appear. This is in particularly true for points on the one dimensional cusp-caustic (see example 1.3), where within the caustic region we have 3 zeros v i (x, t) and outside there is only one. Thus we obtain cool focus points on each branch of the caustic, whereas the caustic-onset point, or focus point, is hot.
Case studies
We now illustrate the above analysis with examples.
Free motion
Although the generalized free motion case
is the most simple one, it nevertheless features a remarkable variety of interesting phenomena. The associated Hamiltonian flow is given by
The velocity remains constantξ(t, x, ξ) = ξ, ∀t ∈ R, x, ξ ∈ R d and thus the rays are straight lines, with slope ∇ ξ H(∇ x S I (x)), i.e. we havê
. In this particular case definition 4.2 reads
and its zeros v i (x, t) ∈ K(x, t) satisfy the implicit relation
This is the well known (multivalued) implicit solution formula of the conservation law
which holds as long as the determinant of the Jacobian is nonzero
where D 2 f denotes the Hessian of f . The multivalued phase S i (x, t) is obtained, locally in each region U in which N is constant, by using standard Hamilton-Jacobi theory, i.e. by integrating (2.36)
after insertingξ(t, x) = v i (x(t, x), t) and using v i (x, 0) = ∇ x S I (x, 0) to determine the initial condition. Finally, it follows from (4.27), that for all (x, t) ∈ U, (x, t) ∈ C, the density is given by
In the free motion examples 1.1.-1.3. below we restrict ourselves, for simplicity to the case of one spatial dimension, i.e. d = 1. We further assume that H(ξ) is equal to the classical kinetic energy
Then we analyse for t ≥ 0 the behavior of the WKB-system subject to different types of initial phases S I .
Here the raysx(t, x) never cross, instead they spread out, forming a so called rarefaction waveThe only element v(x, t) ∈ K(x, t) is given by
The solution of the Hamilton-Jacobi equation, which is single valued and smooth for all times t ≥ 0, reads S(x, t) = x 2 2(t + 1) (5.12) and the limiting density (5.8) simplifies to
. "Focusing at a point"
By simply changing the sign of the initial phase we obtain
which leads to the single focus case. All rays intersect at the hot focus point (x, t c ) = (0, 1) and spread afterwards , i.e. there is a.e. only one phase
The above theory does not tell us anything about the precise description of the phase S(x, t) at t = 1. With the use of the theorem 4.2 and equation (5.8) the density is given by
In this example there exists a renormalized solution (n, σ(v)) of (4.12) n(t)-a.e..
Example 1.3. "Caustic"
We choose
such that the initial data for the ODE-system of rays is "compressing":
The equation which characterizes the kernel K(x, t) cannot be solved explicitly, however a precise numerical study is given in [MPP] . We want to stress again that in this case no "hot" focus appears, i.e. the limiting density n ∈ L 1 loc (R) for all t ∈ R. An explicitly solvable example (see also [GaMa] ) which has a similar qualitative behavior (except that the focus is hot) is given by (5.20) where χ denotes the characteristic function. Note that the initial condition is only Lipschitz continuous, i.e. differentiable almost everywhere. Up to the time t = 1 the rays do not intersect, at t = 1 a focus point occurs at (x, t c ) = (1, 1) from which two caustics emanate, forming a cusp . By applying theorem 4.2, in a neighborhood of the focus, we obtain for the density
Here the amount of mass that gets concentrated at the point (1, 1) is given by µ := 1 0 n I (x)dx and Θ(x) denotes the Heaviside function. For t > 1 the solution of the Hamilton-Jacobi equation is triple-valued (as it is generic for the singularities in one dimension) within the region 1 < x ≤ t, since f x,t (·) has three zeros there
and thus we get for the density within the caustics
The corresponding phases are obtained by a simple integration using (2.36), for example
is the phase function that is transported from the left into the caustic region.
We now turn to an explicitly solvable case with x-dependent Hamiltonian H(x, ξ).
Harmonic Oscillator
Consider in the example of the harmonic oscillator (see also [GaMa] )
In this case the Hamiltonian flow F t is given bỹ x(t, x, ξ) = x cos t + ξ sin t ξ(t, x, ξ) = −x sin t + ξ cos t.
If we choose in particular
we obtain a constant initial velocity v I (x) = k > 0, such that all rays intersect at hot focal points given by
We obtain a.e. only one zero ξ = v(x, t) ∈ K(x, t) of f x,t (ξ), given by
and thus the solution of the Hamilton Jacobi equation is unique n(t)-a.e.
The density is given by
In this case again there exists a renormalized solution (n, σ(v)) of (4.12) n(t)-a.e..
Miscellaneous Results
In this section we collect some results which are related to the above in various ways.
Comments on the Eigenvalue Problem
We consider the following (energy-) Eigenvalue problem
which is obtained from (2.1) by considering time-periodic solutions
We assume that for each positive ε ∈ (0, ε 0 ] there exists a family of Eigenfunctions {ϕ ε m , m ∈ N}. We are interested in the simultaneous limit ε → 0, m → ∞, where we choose ε = ε(m, C), such that the energy remains constant, i.e. E ε m = C, C ∈ R fixed; independently of m.
Example:
In the case of the harmonic oscillator H = |ξ| 2 /2 + |x| 2 /2 we have (see e.g. [ReSi] ):
therefore we obtain
as the appropriate scaling. ♦ Lemma 6.1. Assume (A1), (A2) and let C ∈ R be such that the equation E ε m = C has a solution ε(m, C) for every m ∈ N satisfying:
Then there exists a sub-sequence m k → ∞, with m k ∈ N, such that, for ε = ε(m k , C), we have
and the Wigner measure (ii) The support of w 0 is contained in the energy-shell Q
Proof. Having in mind the results of section 3.1 (proposition 3.1 and equation (3.14)), the only statement still to be proven is property (ii).
In order to prove it we use proposition 3.2 and obtain
which by equation (6.1) is equal to
Proposition 3.1 allows us to extract for every fixed E ε m = C a subsequence m k and to pass to the limit m k → ∞ (i.e. ε(m k , C) → 0) and we obtain the following relation for the limiting measure w 0 (C − H(x, ξ))w 0 = 0 in the sense of measures and the claim is proven.
• The above result contains very little information about the limiting phase-space measure w 0 , however up to now there are only a few rigorous results available (except for special cases), despite the enormous amount of work that has been done in this direction over the last decades. For a broad review of this very active physical and mathematical research field with lots of interesting references see the article of S. Zelditch [Ze] .
• Here we only state the most prominent result, namely the so called quantum ergodicity theorem(see [HMR] ). It (roughly) says that, under the additional (and quite severe) assumption that the classical Hamiltonian flow F t is ergodic, the limiting Wigner measure is equal to the normalized Liouville measure dλ, i.e.
(A system is ergodic, if the only L 2 (Q; dλ) functions invariant under F t are the constant functions.) For a proof and the historical development of this statement see again [Ze] or [HMR] and for a short introduction to classical ergodic theory, see for example [ReSi] .
On the arising fluid-type equations
As indicated above the fluid-type system (4.14), (4.15) admits a physical interpretation if the Hamiltonian function is given by H = |ξ| 2 /2 + V (x). In general this is not the case. However we state in the lemma below that one can find indeed an equivalent system which is of the same form as the Euler-equation of gas dynamics, and which can be defined for general Hamiltonian functions.
We define the generalized velocity u and the modified force term f by
With this definitions we obtain the following result:
Lemma 6.2. Let (n, v) be a smooth solution of (4.14), (4.15) and let u, f be defined as above on the same time interval (t c1 , t c2 ), then (n, u) satisfies
(6.9)
Remark. Note that the force term is time dependent, f = f (x, t), due to its dependence on u(x, t).
Proof. By definition (6.6), it is clear that the conservation law (6.8) is equivalent to (4.14). Further note, that after eliminating n(x, t) from (6.9) using (6.8) one obtains for u(x, t) the Burgers equation with source term
Thus it remains to show that if u(x, t) solves (6.10), then v(x, t) is a solution of
which is again obtained from (4.15) by elimination of n(x, t). Calculating inner derivatives we obtain for the i-th component of (6.10)
In order to have a classical solution v(x, t) of (6.11) this implies that each component f i , i = 1 . . . d, of the modified force term must satisfy the relation
which is exactly definition (6.7) above and the claim is proven.
Note that in the particular case H = |ξ| 2 /2 + V (x), the above definitions
Clearly the fluid-type system formulated in (n, v) and the Euler system in (n, u) are equivalent (for smooth solutions) if the relation (6.6) can be uniquely solved for v in terms of u. In case
where ω is a general dispersion relation, we obtain u = ∇ ξ ω(v) and f = D 2 ω(v)∇ x V (where again D 2 ω denotes the Hessian matrix of ω) and thus
Further note that, because of the complicated structure of the modified force term (6.7), equation (6.10) in general cannot be linked to a Hamilton-Jacobi equation, in contrast to (6.11). This implies that, in general, u is not a gradient field.
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Appendix
As an appendix to the main results of this paper we first present a (rather exotic) example where key assumptions of the presented theory are violated. Then we briefly sketch the basics of the above mentioned methods generalizing the WKB approach: the Maslov Canonical operators and the Fourier Integral operators. Finally we sketch the dispersive limit of the Quantum HydroDynamic model.
Appendix 1 : A counterexample to global Hamiltonian flow
As a "caveat" that the assumption of essential self adjointness (A1) (ii) and global Hamiltonian flow (A3) are not trivial we consider a variable coefficient Airy-type equation (2.9) in one space dimension:
A lengthy calculation shows that the Weyl-quantized Hamiltonian operator corresponding to this symbol does not have a self adjoint extension. Moreover the Hamiltonian flow F t associated to (7.1) is only localy defined as an explicit calculation shows:
We remark that to our knowledge it is an open question if essential self adjointness of H W (., εD) is a sufficient condition for global Hamiltonian flow defined by H(x, ξ). If we again choose
all raysx(t, x) focus at the point (x, t c ) = (0, 1/2k 2 ), i.e. we again obtain a single focus case as in example 1.3. above. The corresponding phasefunction is given by
It is not possible to extend the solution beyond the break time since F t (x, ξ = k) is only defined for t < t c . In this example neither the WKB nor the Wigner approach give an asymptotic description of solutions of (2.1), (2.2) after breaktimes. We further remark that changing the sign in the Hamiltonian function gives rise to an expansive flow of rarefaction-wave type.
Appendix 2 : The Maslov Canonical Operator
The Maslov Canonical Operator (MCO) is the best known extension of the standard WKB method to times after the caustics. We sketch the basic formula and refer for details to e.g. [Ho] , [Ru] , [Sch] , [Lu] , [Mas2] 
We refrain from any detailed description of the Maslov Canonical Operator (to be found e.g. in [Fed] , [Mas2] ) and just state the final formula, which links this rather sophisticsted and involved theory with our approach: Assume (A4) and let (x, t) ∈ U (cf (4.26) be a point not on the caustic, i.e. U ∩ C = ∅, with C defined in (4.33). Based on the method of stationary phase for nearby points (e.g. [Ho] one obtains the principal term of the asymptotic solution ψ(x, t) ≃ ψ ε M CO (x, t) of (2.1), (2.2) in the form
Here n i (x, t) is defined as in (4.38), s i (x, t) is the phase calculated locally as a solution of the Hamilton-Jacobi equation (2.17) and m i is the so called Maslov index of the the i-th ray, which is computed from the number of times the i-th ray touches the caustic. Note that the Maslov index m i is locally constant in the region U around (x, t) where assumption (A4) holds (cf (4.26)). Again we remark that due to the fact that in our kinetic approach S i is only uniquely determined up to a constant the Maslov index is somehow hidden (with S i (x, t) = s i (x, t) − επ 2 m i ), in the sense that only gradients of phase functions enter in the Wigner measure and thus constants clearly drop out. The solution (7.6) is the multivalued generalization of the asymptotic solution arising in the geometrical optics approximation, the different phases correspond to the interference effects of the wave.
Remark. For points on the caustic the MCO is a integral which can be brought into a canonical form and evaluated in terms of special integral functions. This is the problem of classification of Lagrangian singularities in contact geometry (see e.g. [Ar] , [AVG] ). For example for the Cauchy problem in one spatial dimension only one type of caustic can appear, namely the cusp or A3 singularity. (For a classification of stable singularities in different dimensions see [Ar] .) This FIO can be seen as a generalization of the classical "Fourier multiplier" (which is the "left symbol" variant of the pseudodifferential operator (2.3) with H(x, ξ) replacing the "symmetric symbol" H((x+y)/2, ξ)).
The definition (7.7) means that we allow in (2.3) for a general function A(x, y, ξ) instead of H((x + y)/2, ξ) and a general function S(x, y, ξ) instead of (x − y) · ξ.
The "operator phase function" S(x, y, ξ) is assumed to be smooth and homogeneous of degree 1 in ξ and satisfies the "non degeneracy condition" ∇ x,y S(x, y, ξ) = 0 for ξ = 0 . (7.8) At the core of the use of FIOs is the fact that the composition and commutators of two such FIOs is again "locally" a FIO and that the rules to calculate their principial symbols are extensions of the rules of (composition and commutation of) pseudodifferential operators. Allowing A, S to depend also on the time t, we can define the time dependent FIO F t .
We use this operator to approximate the solution ψ ε (x, t) of (2.1), (2.2) as an "oscillatory integral" operator acting on the initial datum ψ ε I (x):
A(x, y, ξ, t)e iS(x,y,ξ,t)/ε ψ ε I (y)dydξ (7.9)
In other words, the solution ψ ε (x, t) of (2.1), (2.2) is represented as a continuous superposition of WKB solutions (2.12), with phase and amplitude depending on two additional variables. The leading contribution stems from the stationary points, i.e. points at which ∇ ξ S = 0, which correspond to the asymptotic solutions of the geometrical optics limit ε → 0. Thus S obeys an "eikonal equation" and A a "transport equation", with additional parameters y, ξ. Since for t = 0 the FIO has to reduce to the identity operator, i.e F 0 = id, we obtain the conditions S(x, y, ξ, t)| t=0 = (x − y) · ξ, A(x, y, ξ, t)| t=0 = 1 . (7.10)
For the detailed implementation of these basic ideas we refer e.g. to [Du] , [Kr] , [La] , [Lu] , [Mas1] ).
7.4 Appendix 4 : The classical limit of the QHD equation
The "Quantum HydroDynamic" system is equivalent to the Schrödinger equation (2.8) and has been rigorously derived in [GaMa] in terms of n ε := |ψ ε | 2 and j ε := ε Im(ψ ε ∇ψ ε ):
∂ t n ε + div j ε = 0 (7.11)
Formally the QHD system can also be obtained by a WKB ansatz (2.12) (which for historical reasons is also called Madelung transformation in this context, see e.g. [Sp] ) without asymptotic expansion. These local conservation laws, are formally equivalent to the pressureless Euler equations of rarefied gas dynamics (cf (4.18),(4.19)) despite the additional third order dispersive regularisation term:
This term can be interpreted either as an internal "self-potential", called Bohm potential, or as the divergence of a quantum pressure term. The QHD system is frequently used in the theory of superfluidity, superconductivity and also in semiconductor modeling. Of course, only for small times, t c1 < t < t c2 , the limit of the QHD system is given by the classical pressureless HD system obtained by "simply setting ε = 0". After the caustic the weak solutions satisfy a HD system with an additional pressure term which can no longer be interpreted as the ε → 0 limit of QHD. However, whereas the description with a Wigner measure stays valid after the caustic and leads to a multi-kinetic representation (4.27), no closed system for the limit densities n, j can be found.
It is possible to interpret the WKB-limit in this context as the small dispersion limit of the system. Such limits are of great mathematical interest, in particular for completely intergrable nonlinear dispersive equations and have been extensively studied in case of the KdV equation (see [LaLe3] ).
