Dropping subjects after a post-treatment manipulation check is common practice across the social sciences, presumably to restrict estimates to a subpopulation of subjects who understand the experimental prompt. We show that this practice can lead to serious bias and argue for a focus on what is revealed without discarding subjects. Generalizing results developed in Lee (2009) and Zhang and Rubin (2003) to the case of multiple treatments, we provide sharp bounds for potential outcomes among those who would pass a manipulation check regardless of treatment assignment. These bounds may have large or infinite width, implying that this inferential target is often out of reach. As an application, we replicate Press, Sagan and Valentino (2013) with a design that does not drop subjects that failed the manipulation check and show that the findings are likely stronger than originally reported. We conclude with suggestions for practice, namely corrections to the experimental design.
Introduction
Manipulation checks are a valuable means of checking the robustness of experimental results in studies based on subjects' attention to treatments, for instance, treatment frames presented in survey experiments. In some studies, researchers may be inclined to exclude those subjects who fail the manipulation check from further analysis. Nominally, the goal of removing subjects is to make sure that we restrict our estimates to a population of subjects who understand the experimental prompt (Wilson, Aronson and Carlsmith, 2010, p. 66) . However, this practice may lead to serious bias in estimation, as dropping subjects may induce an asymmetry across treatment arms.
In this note, we show that the practice of dropping subjects based on a manipulation check should generally be avoided. We provide a number of statistical results establishing that doing so can bias estimates or undermine identification of causal effects. We also show that this practice is equivalent to inducing differential attrition across treatment arms, which may induce bias of unknown sign and magnitude. 1 We do not claim that our statistical formulations are particularly novel-they follow from well-known results about conditioning on post-treatment variables and attrition-but, given the prevalence of this practice, we believe that the relationship between these findings and practice in experimentation is under-appreciated. 2 Our contribution is not solely negative-we provide a number of positive results. First, we reiterate the well-known result that the intent-to-treat effect is point identified: if subjects are not discarded, a well-defined causal effect can be estimated consistently. Furthermore, we show that when the result of the manipulation check does not depend on the treatment, an alternative causal quantity-the average treatment effect among those who would pass the manipulation check under all conditions-may be estimated dropping subjects. This condition can be ensured in the design of an experiment, by conditioning solely on checks that are delivered before the experimental treatment is administered. When this condition fails, we provide sharp bounds for the average treatment effect among those who would pass the manipulation check under all conditions. Taken together, our results suggest extreme caution in dropping subjects who fail a post-treatment manipulation check.
In elaborating the potential pitfalls of dropping subjects who fail a manipulation check, we consider Press, Sagan and Valentino (2013) 's (henceforth PSV) survey experiment on public opinion about nuclear weapons. We provide a number of results from an augmented replication of PSV that does not drop subjects that failed the manipulation check. Our findings do not contradict the primary substantive findings of PSV, but instead reinforce their claims: we find that study's exclusion of subjects who failed the manipulation check produced weaker findings than would likely have been returned by a full sample. We then conclude with recommendations for applied practice, 1 The point has been made before, but has not to our knowledge been formalized. E.g., Gerber and Green (2012, 212) notes that attrition may be induced when "[r]esearchers deliberately discard observations. Perhaps ill-advisedly, laboratory researchers sometimes exclude from their analysis subjects who seem not to understand the instructions or who fail to take the experimental situation seriously" but do not provide further discussion of this point. 2 For recent examples in political science, see Hoffman et al. (2013) , Maoz (2006) , Turner (2007) , Crawford et al. (2013) , De Oliveira, Guimond and Dambrun (2012) , and Small, Lerner and Fischhoff (2006) namely a focus on what is revealed without discarding subjects.
Identification of causal effects
Suppose we have an i.i.d. sample from (Y, S, Z), where Y denotes the subject's response, S denotes the result of a manipulation check (1 if the subject passed, 0 if the subject failed), and Z denotes the subject's treatment assignment (1 for treatment 1, 2 for treatment 2, ...). Without loss of generality, assume that the support of Z is {1,...,K}, where K is finite.
We make three assumptions to proceed. First, we assume that both potential responses and potential results from the manipulation check are stable, by invoking SUTVA (Rubin, 1980) , which implies both no interference between units and no multiple unobserved versions of the treatment.
Second, we assume that the treatment is not systematically related to potential outcomes or potential manipulation check results, as would be ensured by random assignment of the treatment.
Assumption 2 can be ensured at the design stage by randomizing treatment assignment across subjects.
Finally, we require that at least some subjects pass the manipulation check in both treatment and control.
Assumption 3 (Non-zero passing rates). For all z ∈ {1, ..., K}, Pr[S|Z = z] > 0.
Note that Assumption 3 is verifiable from the experimental data. Without discarding subjects, all mean potential outcomes are well-identified, and their differences are also point identified. These differences are sometimes referred to as intent-to-treat effects (Gerber and Green, 2012) . As we proceed, plug-in estimators will be consistent given suitable regularity conditions (e.g., finite third moments), with the bootstrap providing a basis for asymptotic inference.
Randomization ensures intent-to-treat effects are point identified, and can be estimated simply by examining differences in means.
In order to assess the operating characteristics of dropping subjects, we must formalize the presumed inferential target of a researcher who chooses to drop subjects based on a manipulation check. Here we consider one possible target that seems natural: E [Y (z)−Y (z )|S(1) = S(2) = . . . = S(K) = 1], or the average treatment effect among subjects who would pass under all treatment conditions. There is a condition under which dropping subjects who fail a manipulation check recovers this quantity, namely that in which treatment is assigned to a subject is entirely unrelated to whether or not that subject passes or fails the manipulation.
Corollary 1 implies sufficient conditions for discarding subjects to be unproblematic if the inferential target is the average potential outcomes among those who pass the manipulation check. In short, the treatment cannot affect whether or not a subject passes the manipulation check (e.g. if the treatment impacts subjects' ability to pass the manipulation check itself, for instance by inducing variable degrees of stress, or even if subjects receive treatments for different lengths of time). Thus we can find cases where dropping subjects is acceptable: if a manipulation check precedes treatment (i.e., a pre-treatment attention check), then discarding subjects is not a problem, at least for characterizing effects for a well-defined subpopulation of units.
In order to justify discarding subjects, it is not, however, sufficient to have show there is no average effect of Z on S.
Corollary 2 reinforces an important point: even if the failure rates are identical across treatments, conditioning on a manipulation check may still induce bias. This is because the types of subjects who fail the manipulation check under one treatment may not be the same as those who fail under a different treatment.
To this end, potential outcomes among those who would pass regardless of condition are not generally point identified. In a generalization of Lee (2009) 
Pr[S=1|Z=z] < 1, else these bounds are given by Pr[S=1|Z=z] th proportions of the empirical distributions of subjects who pass the manipulation check under treatment and control. With weighted data, this entails using the weighted empirical distribution function.
In the Appendix, we report a set of simulations to evaluate the properties of the difference-inmeans estimator after dropping subjects and of the proposed bounds. In short, we show, all else equal, that bias tends to increase as the average potential outcomes of subjects who would pass the control manipulation check diverge from those who would pass the treatment manipulation check and as failure rates increase. We further show that the width of the bounds increases as failure rates increase, but also as the variance of potential responses increases.
Taken together, our results establish the following: (i) Intent-to-treat effects are point identified.
(ii) Potential outcomes among those who would pass a manipulation check under all conditions are not generally point identified. (iii) Sharp bounds for potential outcomes among those who would pass a manipulation check under all conditions may not have finite width. (iv) Showing that equal proportions of subjects failed the manipulation check across all conditions is not sufficient to justify dropping subjects, because the types of subjects that comprise those groups may differ between treatments. (v) If the manipulation check precedes (or its result is otherwise unrelated to) treatment assignment, dropping subjects who fail a manipulation check does not lead to bias in estimation of outcomes for those who would pass the manipulation check under all treatment conditions.
Application
We now discuss these findings in the context of PSV, which presents a survey conducted using a representative sample of voting-age American citizens. PSV reports on whether public opinion regarding nuclear-weapons use is shaped primarily by ethical or strategic considerations. PSV's five treatment conditions detail a scenario in which an Al Qaeda nuclear-weapons lab in Syria obtains weapons-grade uranium intended for offensive use against the United States. We focus on the first three treatments, which manipulate the relative expected effectiveness of a nuclear or conventional strike on the Al Qaeda facility. The treatments describe the effectiveness ratios of nuclear/conventional weapons at 90-percent/90-percent, 90-percent/70-percent, and 90-percent/45-percent, respectively (these conditions are henceforth referred to as 90-90, 90-70, and 90-45) . As demonstrated in Panel A of Figure 1 above, PSV reports a strongly monotonic increase in subjects' approval of and preference for nuclear-weapons use as nuclear weapons' effectiveness increases relative to that of conventional weapons.
However, we will show that this finding-namely a strong monotonic increase-is partly attributable to dropping subjects, and that, without dropping subjects, even stronger results are obtained. PSV utilized a post-treatment manipulation check as a means of gauging subjects' attention to the treatment articles; subjects who fail the manipulation check are dropped from the analysis. This check asked subjects to choose from five options whether the treatment they had received had concluded that nuclear weapons would be equally effective, moderately effective, or much more effective than conventional weapons; these answers were intended to correspond to the 90-90, 90-70, and 90-45 comparisons, respectively. Subjects who failed the manipulation check were given an opportunity to read the article a second time, but their responses were dropped due to failure. Comparisons of original and weighted replication data. Panel A presents results from PSV with subjects dropped; Panel B presents results from the replication with subjects dropped; Panel C presents results from the replication using the full sample; Panel D presents results imputing the lower bounds for all treatment conditions; Panel E presents results imputing the upper bounds for all treatment conditions. Vertical bars represent 95% confidence intervals on point estimates calculated using the bootstrap.
We conducted a successful replication of PSV, showing that the primary findings of the study are robust, including robustness to treatment variations not considered in the original article. (Details are provided in Appendix B.) One notable variation in our replication was that subjects were not informed of whether they had passed or failed the manipulation check, and data were collected regardless, allowing us to assess the consequences dropping subjects. Our study used 2,733 subjects recruited from Amazon.com Mechanical Turk. 4 Note that there is a good body of evidence that subjects on Mechanical Turk tend to be more attentive than other (representative) samples (Hauser and Schwarz, 2015) , and thus it is possible that our passing rates are higher than those of PSV. If so, then all else equal, the bias in our estimates after dropping subjects would be smaller, and the width of our bounds would also be smaller than the bounds that would be associated with the original data.
Subjects were compensated at $.50 each, with the added chance of winning a $100 bonus if they passed the manipulation check. We used inverse probability weighting to adjust the replication sample to match the covariate distribution of the sample used in PSV, and computed estimates after weighting. 5 We then performed our analysis both including and excluding subjects who failed the manipulation check.
The results of our replication are presented in Panels B and C of Figure 1 . PSV argues that a clear majority of subjects both approve of and prefer a prospective nuclear strike in only 90-45. However, we show that these findings are actually attenuated as a consequence of dropping the subjects who failed from the analysis. Panel C demonstrates that including data from all subjects, regardless of performance on the manipulation check, alters results substantially, rendering estimates in 90-70 and 90-45 practically indistinguishable. The discrepancy is notable in its substantive importance for the results of PSV: subjects dropped from the analysis actually perceived a "moderate" decline in conventional weapons' relative effectiveness to be a "significant" decrease; including such subjects in the analysis provides even stronger evidence against a nuclear-nonuse norm than PSV depicts.
Importantly, the replication also illustrates the importance of Corollary 2-showing the equivalence between failure rates under two conditions does not imply that the types of individuals who fail are equivalent. Treatments 1 and 3 have statistically and substantively indistinguishable failure rates (6.4% vs. 7.5%), and yet the covariate profiles of those who failed the manipulation check are strikingly different, as can be seen in Table 1 in Appendix C. For example, 73% of subjects who fail the manipulation check under Treatment 1 are male, but only 30% of the subjects who fail the manipulation check under Treatment 3 are male. Similar differences are found in political party, religion, region, and racial composition.
We also report sharp bounds for the average potential outcomes among subjects who would pass the manipulation check regardless of treatment assignment. We are unable to calculate analogous bounds using the PSV data, because no information was available on the proportion of 4 Three subjects were omitted from analysis because of technical difficulties that prevented us from verifying that they completed the survey; 2,730 subjects are included in the analysis below.
5 Let R i = 1 if an observation is in the replication study, else let R i = 0 if an observation was in the original data. We performed a logistic regression of R i on the following covariates X i : Education, Party, Religion, Political Interest, Income, Gender, News Interest, Voter Registration, Birth Year, Region, Race, and Ideology (with mean-imputation for missingness). Using the output of this logistic regression, we computed a predicted value p i = Pr[R i = 1|X i ] for each observation i. To reweight the replication study to the original study's covariate profile, we weighted each observation in the replication sample by
. subjects who were dropped. Panel D depicts our results imputing the lower bound, whereas Panel E shows our estimates imputing the upper bound. We observe that the bounds for all treatment conditions have overlapping regions, in both outcome variables, making it impossible to fully differentiate results across the treatments. The bounds are largely uninformative, suggesting the fundamental uncertainty induced in attempting to estimate effects among the subpopulation of subjects who would always pass the manipulation check. If these effects are indeed the inferential target of the researcher, very little is revealed by the experimental data, and dropping subjects may introduce serious bias of unknown sign and magnitude (as any values within the range of the bounds are compatible with the experimental data).
Conclusion
We reiterate that our critiques do not apply to research designs that use pre-treatment attention checks to screen subjects, as established by Corollary 2. Attention checks placed before treatment can be used to prune subjects from final analysis in a principled manner. Although screening changes the inferential target from the whole population to a subpopulation of subjects who are paying sufficient attention and have the ability to pass the attention check, it does not compromise internal validity. The use of manipulation checks in the pilot stage can provide information for improving the interpretability of treatments and manipulation checks to maximize passing rates in the manipulation. The use of pre-treatment manipulation checks and piloting may also improve estimates by focusing only on the subpopulation of subjects who are able to pass and do so. Of course, there is significant debate about best practices here. In this vein, we recommend Berinsky, Margolis and Sances (2014)'s analysis of the benefits and drawbacks of screening, as well as their recommendations for practice. Berinsky, Margolis and Sances (2014)'s suggested use of screens to assess subjects' attention on a continuum represents a transparent approach to presenting findings by showing the results conditional on each value of attention. However, doing so with a posttreatment manipulation check would continue to introduce the issues discussed here.
In general, we stress the importance of manipulations that are sufficiently clear so as to minimize the necessity to remove subjects based on a lack of comprehension. Although we have proposed bounds for causal effects among the subjects who would always pass the manipulation check, these bounds will be uninformative in practice when failure rates are high. Pilot studies may help to ensure that the treatments are understood by subjects as the researchers intended, with the caveat that the pilot population may be unrepresentative of the final test population. We underline that best practice should maintain a focus on intent-to-treat effects, which are generally point identified and have a clear substantive interpretation. The credibility of the experiment ultimately rests on the quality of the manipulation, rather than posthoc statistical adjustments. As a means of validation, manipulation checks can help researchers to understand whether or not this criterion has been met. But dropping subjects who fail a manipulation check presented after the intervention may introduce biases of unknown sign and magnitude.
A Proofs
Proof of Lemma 1. The result follows from linearity of expectations.
Proof of Corollary 1. Pr[S(1)
Proof of Corollary 2. We prove the claim via a simple counterexample. Suppose Supp (Z) = {1, 2} and
Proof of Proposition 1. We will follow the general logic of Lee (2009) , and technical details carry through from the proof of Lee's Proposition 1a. Without loss of generality, we consider the upper
We do not observe the joint distribution of (Y (1),U)|S(1) = 1, as we never jointly observe Y (z) and S(z ), for z = z . Let
. By weak monotonicity of the quantile function, it suffices to maximize p U 0 to find a maximum for E [Y (1)|U = 1, S(1) = 1].
We again do not observe the joint distribution (U, S(1)). By σ -additivity, a sharp upper bound is obtained for Pr[U = 0] is obtained when the regions where S(2), S(3), ..., S(K) each equal zero are disjoint, with Pr[
, else the upper bound is infinite.
By random assignment and SUTVA, the conditional distribution of Y (1)|S(1) = 1 is equivalent to the conditional distribution of Y |S = 1, Z = 1, and the marginal distributions of S(k) are each equivalent to S|Z = k. Thus a sharp upper bound is given by E [Y (1)|U = 1,
Pr[S=1|Z=k] < 1, else the upper bound is infinite. The bounds are invariant to indexing of treatments Z, thus yielding the general upper bound in Proposition 1. Analogous calculations yield lower bounds. Press, Sagan, and Valentino (2013) Our replication and pre-analysis plan are hosted at EGAP (ID: 20150131AA). Our replication included three major variations, the analysis of which underlines the robustness of PSV. We list these analyses in turn below.
B Details of Replication of
First, because the original experiment was performed prior to the onset of the Syrian civil war, we sought to assess whether the results were invariant to shifts in time and context (i.e. whether the results might differ in our replication, given the political changes that have occurred in Syria). We thus randomized whether treatment frames presented the scenario in Syria or Lebanon, which was used as an analog to pre-civil-war Syria; treatments were assigned through a 2 × 5 factorial design. We found no statistically or substantively significant difference between Syria and Lebanon treatment frames, demonstrating that the results presented in PSV are robust to these temporal and contextual changes.
Second, we analyzed whether the PSV study's use of post-treatment covariates introduced bias. 6 We added another treatment (rendering our augmented replication a 2 × 2 × 5 factorial design) that randomized whether subjects answered these questions before or after treatment. This analysis failed to reveal any statistically or substantively significant results.
Third, as noted above, we performed weighting on our survey sample to approximate the experimental population used by PSV. Our subjects were recruited from Mechanical Turk, and likely constituted an unrepresentative sample. As noted in the main text, we used logistic regression and inverse probability weighting (IPW) to assign treatment probabilities and corresponding weights for each subject. We did observe differences between the weighted and unweighted analyses, but neither undermined the substantive findings of PSV.
C Simulations
We assume a binary treatment Z with Pr(Z = 1) = 1/2. We generated potential outcomes Y (0) = Y (1) = λ [S(1) − S(0)] + N(0, σ ), and vary λ , σ , and the joint distribution of (S(0), S(1)). Note that in the simulation, we have assumed that there is no effect of the treatment whatsoever, and the results would be invariant to the introduction of any constant treatment effect. λ represents the divergence in potential outcomes between those who would pass and those who would fail the manipulation check and σ represents the unexplained variability of potential outcomes. To put our results in asymptopia, we assume N = 1000, and perform 100, 000 simulations. Table 1 presents the results of our simulations. We first discuss the bias of the difference-inmeans estimator after dropping subjects. We show that bias tends to increase as λ -the divergence between the average potential outcomes of subjects who would pass the control manipulation check and that of those who would pass the treatment manipulation check -increases. See, e.g., row 1 vs. 2. As failure rates increase, not necessarily differentially across treatment arms, we also see that bias increases; compare rows 1-4 to 5-8 to 9-12. Furthermore, as ρ(S(0), S(1)) -the correlation between potential responses to the manipulation check -decreases, bias also increases, as evidenced by, e.g., row 4 vs. row 1.
The width of the bounds also depends on multiple factors. As the variability of potential outcomes increases (characterized by σ , and to a lesser extent λ ), the width of the bounds increases, as evidenced by comparing, e.g., row 1 vs. 2 vs. 3. The width of the bounds also depends on failure rates; again compare rows 1-4 to 5-8 to 9-12. The bounds do not depend on any unobservable features of the joint distributions of potential outcomes and responses to the manipulation check. To wit, the width of the bounds does not change as ρ(S(0), S (1)) is varied; compare, e.g., row 1 to row 4. 
D Additional Summary Statistics
Below, we present distributions of the reweighted covariate profiles of subjects in our replication study, disaggregated by treatment condition and performance on the manipulation checks. 
