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ON THE BAUER-FURUTA AND SEIBERG-WITTEN
INVARIANTS OF FAMILIES OF 4-MANIFOLDS
DAVID BARAGLIA, HOKUTO KONNO
Abstract. We show how the families Seiberg-Witten invariants of a family of
smooth 4-manifolds can be recovered from the families Bauer-Furuta invariant
via a cohomological formula. We use this formula to deduce several properties
of the families Seiberg-Witten invariants. We give a formula for the Steenrod
squares of the families Seiberg-Witten invariants leading to a series of mod
2 relations between these invariants and the Chern classes of the spinc index
bundle of the family. As a result we discover a new aspect of the ordinary
Seiberg-Witten invariants of a 4-manifold X: they obstruct the existence of
certain families of 4-manifolds with fibres diffeomorphic to X. As a concrete
geometric application, we shall detect a non-smoothable family of K3 surfaces.
Our formalism also leads to a simple new proof of the families wall crossing
formula. Lastly, we introduce K-theoretic Seiberg-Witten invariants and give
a formula expressing the Chern character of the K-theoretic Seiberg-Witten
invariants in terms of the cohomological Seiberg-Witten invariants. This leads
to new divisibility properties of the families Seiberg-Witten invariants.
1. Introduction
In [3], Bauer and Furuta constructed a refinement of the Seiberg-Witten invari-
ants of smooth 4-manifolds taking values in stable cohomotopy. The refined Bauer-
Furuta invariant contains strictly more information than the ordinary Seiberg-
Witten invariants. Moreover the existence of the refined invariant is useful even if
one’s primary interest is in the Seiberg-Witten invariants themselves. To under-
stand this point, recall that the usual definition of the Seiberg-Witten invariants
involves the construction of a smooth moduli space and one must use perturbations
to achieve transversality. However the Bauer-Furuta stable cohomotopy refinement
affords us the luxury of working in the setting of algebraic topology so that issues
of transversality can be bypassed.
The Seiberg-Witten invariants of smooth 4-manifolds have been extended to
invariants of families of smooth manifolds [23, 24, 15, 16, 21]. By a family of
smooth 4-manifolds we mean a smooth locally trivial fibre bundle over a smooth
base manifold whose fibres are a fixed compact smooth 4-manifold. Additionally
the family is assumed to be equipped with a spinc-structure on the vertical tangent
bundle. Naturally one may also ask for a families extension of the Bauer-Furuta
invariant. The existence of such an extension can already been seen implicitly
in Bauer-Furuta ([3, Theorem 2.6]) and was further developed by Szymik in [26].
Neither of these works establish how, if at all, one can recover the families Seiberg-
Witten invariants from the families Bauer-Furuta invariant. In this paper we answer
this question in the affirmative, showing that the families Seiberg-Witten invariants
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can be recovered from the families Bauer-Furuta invariant and we give an explicit
cohomological formula relating the two (Theorem 3.6). In subsequent sections of the
paper we use our cohomological formula to extract a number of results concerning
the families Seiberg-Witten invariants. Specifically:
• We compute the Steenrod powers of the families Seiberg-Witten invariants
(Section 4).
• We give a simple new proof of the wall crossing formula of Li and Liu [16]
for for families Seiberg-Witten invariants (Section 5).
• We introduce K-theoretic families Seiberg-Witten invariants and show how
they are related to the usual cohomological families invariants via the
Chern character. This leads to certain divisibility properties of the families
Seiberg-Witten invariants (Section 6).
1.1. Families Seiberg-Witten invariants. To state our main results we need to
recall the construction of the families Seiberg-Witten and Bauer-Furuta invariants.
The setting is as follows: let π : E → B be a smooth locally trivial fibre bundle
over a compact smooth base manifold B whose fibres are a fixed compact smooth
4-manifold X . More precisely, fix a basepoint b0 ∈ B and a diffeomorphism X ∼=
Eb0 = π
−1(b0) of X with the fibre of E over b0. Assume that the vertical tangent
bundle E is equipped with a spinc-structure sE and let sX be the corresponding
spinc-structure on X obtained by restriction to the fibre Eb0 . The data (π : E →
B, sE) (or (E, sE) for short) will be referred to as a spin
c family of 4-manifolds with
fibres diffeomorphic to (X, sX). In this introduction we will consider only the case
that b1(X) = 0. The necessary modifications to accommodate the case b1(X) > 0
will be explained further in the paper.
Choose a smoothly varying fibrewise metric g = {gb}b∈B on E and a smoothly
varying family of 2-forms η = {ηb}b∈B, where ηb is a gb-self-dual 2-form on the
fibre Eb. The families Seiberg-Witten invariants will in general depend on a choice
of chamber φ (see Definition 2.14). If b+(X) > dim(B) + 1 then there exists a
unique chamber, otherwise the Seiberg-Witten invariants will generally depend on
φ. Assume that the metric g and 2-form perturbation η are chosen so that (g, η)
lies in the chamber corresponding to φ.
Let M = M(E, sE , g, η) denote the moduli space of gauge equivalence classes
of solutions to the Seiberg-Witten equations on the fibres of E with respect to the
fibrewise spinc-structure sE , the fibrewise metric g and fibrewise perturbation η.
For generic (g, η) the moduli spaceM(E, sE, g, η) is a smooth manifold of dimension
dim(B)+(2d−b+−1), where d = c1(sX )
2−σ(X)
8 and b
+ = b+(X) is the dimension of
the space of harmonic self-dual 2-forms on X . Let πM :M→ B denote the natural
projection to B. The gauge theoretical construction of M determines a complex
line bundle L → M as follows. Recall that the gauge group in Seiberg-Witten
theory is G = Map(X,U(1)). In the families setting this single group is replaced
by a bundle of groups over B andM is obtained as a fibrewise quotient. Let G0 be
the subgroup of G given by:
G0 =
{
g ∈ G
∣∣∣∣ g = eif , ∫
X
fdvolX = 0
}
.
Since b1(X) = 0, we have that G0/G ∼= S1. The definition of G0 also works in
the families setting since the smoothly varying family of metrics {gb} determines
a smoothly varying family of fibrewise volume forms {dvolEb}. Let M˜ be the
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families moduli space obtained by taking the quotient by the reduced gauge group
G0. Then M˜ →M is a principal circle bundle and we let L →M be the associated
line bundle.
LetH+ → B be the vector bundle on B whose fibre over b is the spaceH+(Eb, gb)
of gb-harmonic self-dual 2-forms on Eb. To keep the introduction simple we will
assume here that H+ is oriented. The general case is dealt with in the paper using
local systems. In the unparametrised setting, an orientation of the Seiberg-Witten
moduli space corresponds to a choice of orientation on H+(X) (when b1(X) = 0).
In the families setting this translates to the statement that a relative orientation of
πM : M → B is determined by a choice of orientation of the bundle H+. In this
paper we define the families Seiberg-Witten invariants of (E, sE) (with respect to
the chamber φ) to be the collection of cohomology classes {SWm(E, sE , φ)}m≥0,
where
SWm(E, sE , φ) = (πM)∗(c1(L)
m) ∈ H2m−(2d−b
+−1)(B;Z).
In the case that H+ is not orientable, the families Seiberg-Witten invariants are
instead valued in a local coefficient system. One needs to check that this definition
does not depend on the particular choice of metric and perturbation (g, η). The
proof is much the same as in the unparametrised setting.
1.2. Families Bauer-Furuta invariants. In [3] Bauer and Furuta constructed
a stable cohomotopy refinement of the Seiberg-Witten invariant by taking a finite
dimensional approximation of the Seiberg-Witten equations. This construction was
extended to families of 4-manifolds in [26]. We will recall how this finite dimensional
approximation is constructed in Subsection 2.3. Suppose again that π : E → B
is a spinc family of 4-manifolds with fibres diffeomorphic to X . For simplicity we
continue to assume in this introduction that b1(X) = 0. The case b1(X) > 0 is
explained in Section 2. The process of taking a finite dimensional approximation of
the Seiberg-Witten equations parametrised by B produces an S1-equivariant map
of sphere bundles over B:
f : SV,U → SV ′,U ′ .
Here V, V ′ are complex vector bundles over B of ranks a, a′ and U,U ′ are real vector
bundles over B of ranks b, b′. SV,U denotes the unit sphere bundle of R⊕V ⊕U , or
equivalently the fibrewise one point compactification of V ⊕U and SV ′,U ′ is defined
similarly. The unit circle S1 acts on V, V ′ by fibrewise scalar multiplication and
acts trivially on U,U ′. The S1 actions on V ⊕ U and V ′ ⊕ U ′ extend smoothly to
the sphere bundles SV,U , SV ′,U ′ .
As will be shown in Subsection 2.3, the vector bundles V, V ′, U, U ′ satisfy:
V − V ′ = D ∈ K0(B), U ′ − U = H+ ∈ KO0(B),
where D ∈ K0(B) denotes the families index of the families spinc Dirac operator of
(E, sE) and H
+ is the vector bundle over B whose fibres are the space of harmonic
self-dual 2-forms on the corresponding fibres of the family E → B. Therefore
a− a′ = d = rankC(D) =
c1(sX)
2 − σ(X)
8
, b′ − b = b+ = rankR(H
+).
Lastly, we will see that the finite dimensional approximation f can be constructed
so as to have the property that U ′ ∼= U ⊕H+ and that the restriction f |U of f to
U is given by the inclusion U → U ′.
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For simplicity we assume in this introduction that the bundle H+ is orientable.
In this case U and U ′ can also be chosen to be orientable. The general case where
H+ is not necessarily orientable is dealt with in the body of the paper. By defini-
tion, a chamber of f is a homotopy class of section φ : B → U ′ \U , or equivalently
a homotopy class of section of H+ \ {0}. As explained in Subsection 2.3, there is
a canonical bijection between chambers for the families Seiberg-Witten equations
of (E, s|E) and chambers of the finite dimensional approximation f . Thus to any
chamber [φ] represented by a map φ : B → U ′ \ U , the families Seiberg-Witten
invariants are defined: SWm(E, sE , [φ]) ∈ H2m−(2d−b
+−1)(B;Z). We prove a coho-
mological formula for these invariants in terms of f and φ. To state this formula
we must introduce one additional construction.
Let us define Y˜ = SV,U \NV,U , where NV,U is an S1-invariant tubular neighbour-
hood of S0,U in SV,U . Then Y˜ is a smooth compact manifold with boundary ∂Y˜ .
We also have that S1 acts freely on Y˜ and the quotient Y = Y˜ /S1 is a compact
manifold with boundary ∂Y = ∂Y˜ /S1. Then we have isomorphisms of cohomology
groups:
H∗S1(SV,U , S0,U ;Z)
∼= H∗S1(Y˜ , ∂Y˜ )
∼= H∗(Y, ∂Y ),
where the first isomorphism is excision and the second isomorphism follows since
S1 acts freely on Y˜ . Using Poincare´-Lefschetz duality we get a push-forward map
(πY )∗ : H
∗(Y, ∂Y )→ H∗−(2a+b−1)(B;Z),
since the fibres of πY have dimension 2a+ b− 1.
The representative φ : B → U ′ \ U of the chamber [φ] induces a pushforward
map
φ∗ : H
∗
S1(B;Z)→ H
∗+(2a′+b′)
S1 (SV ′,U ′ , S0,U ;Z)
and the finite dimensional approximation f induces a pullback map
f∗ : H∗S1(SV ′,U ′ , S0,U ;Z)→ H
∗
S1(SV,U , S0,U ;Z).
Now we are ready to state our first main result:
Theorem 1.1. Let (E, sE) be a spin
c family over B. Let f : SV,U → SV ′,U ′ be a
finite dimensional approximation of the Seiberg-Witten monopole map, as described
above. Let [φ] be a chamber of the families Seiberg-Witten equations represented by
a section φ : B → U ′ \ U . Then:
SWm(E, sE , [φ]) = (πY )∗(x
m
` f∗φ∗(1)) ∈ H
2m−(2d−b+−1)(B;Z),
where x is the standard generator of H2S1(pt;Z).
Theorem 1.1 is a special case of the theorem that we prove in the paper (Theorem
3.6). Our general result applies also to families of 4-manifolds with b1(X) > 0 and
without any orientability assumption on H+.
1.3. Applications. The remainder of the paper is concerned with applications of
our main formula, Theorem 1.1, which we will now discuss.
Assume once again that E → B is a spinc family of 4-manifolds with fibres
diffeomorphic to X and for simplicity we continue to assume that b1(X) = 0.
Recall that D ∈ K0(B) denote the virtual index bundle of the family of spinc Dirac
operators determined by E and thatH+ ∈ KO0(B) denotes the bundle of harmonic
self-dual 2-forms on the fibres of E → B. Let c(D) = 1 + c1(D) + c2(D) + · · ·
denote the total Chern class of D. For each j ≥ 0, define the j-th Segre class
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sj(D) ∈ H2j(B;Z) of D as follows. Letting s(D) = 1+ s1(D)+ s2(D)+ · · · denote
the total Segre class of D, then s(D) is defined by the equation c(D)s(D) = 1.
Let φ denote a chamber for the families Seiberg-Witten equations of the family
(E, sE). Consider the mod 2 reductions of the families Seiberg-Witten invariants:
SW Z2m (E, sE , φ) ∈ H
2m−(2d−b+−1)(B;Z2).
Then as a consequence of Theorem 1.1, we compute the Steenrod squares of the
mod 2 families Seiberg-Witten invariants:
Theorem 1.2. The Steenrod squares of the mod 2 families Seiberg-Witten invari-
ants are given by:
Sq2j(SW Z2m (E, sE , φ)) =
j∑
l=0
j−l∑
k=0
(
d− 1−m+ l + k
l
)
sk(D)w2j−2l−2k(H
+)SW Z2m+l(E, sE , φ),
Sq2j+1(SW Z2m (E, sE , φ)) =
j∑
l=0
j−l∑
k=0
(
d− 1−m+ l + k
l
)
sk(D)w2j−2l−2k+1(H
+)SW Z2m+l(E, sE , φ).
for all m, j ≥ 0.
These formulas imply some surprising mod 2 relations between the families
Seiberg-Witten invariants and the characteristic classes of D, H+. For example, in
the case of Sq2, we get:
Sq2(SW Z2m (E, sE , φ)) = (d+m)SW
Z2
m+1(E, sE , φ)+(c1(D)+w2(H
+))SW Z2m (E, sE , φ).
Suppose that b+ = 2p + 1 is odd and set m = d − p − 1. Then SW Zbm (E, sE , φ) ∈
H0(B;Z2) ∼= Z2 is the mod 2 reduction of the ordinary Seiberg-Witten invariant
SW (X, sX) of the 4-manifold X with respect to the spin
c-structure s|X = sE |X .
In this case the above equation reduces to:
(p+ 1)SW Z2m+1(E, sE , φ) = (c1(D) + w2(H
+))SW (X, sX) ∈ H
2(B;Z2).
If p is even, this gives a formula for SW Z2m+1(E, sE , φ) in terms of SW (X, sX),
c1(D) and w2(H
+). On the other hand if p is odd (so b+ = 3 (mod 4)), this says
that (c1(D) + w2(H
+))SW (X, sX) = 0 ∈ H2(B;Z2), which leads to the following
interesting consequence:
Corollary 1.3. Let (X, sX) be a compact smooth spin
c 4-manifold with b1(X) = 0
and b+(X) = 3 (mod 4). Then:
• If there exists a spinc family E → B with fibre (X, sX) and c1(D) 6=
w2(H
+) (mod 2), then SW (X, sX) is even.
• If SW (X, sX) is odd, then c1(D) = w2(H+) (mod 2) for any spinc family
E → B with fibre (X, sX).
In particular, we see that the mod 2 Seiberg-Witten invariants of X can be used
to obstruct the existence of certain spinc families with fibres diffeomorphic to X .
We give an application of this result to K3 surfaces:
Theorem 1.4. There exists a continuous family E of K3 surfaces over the two
torus T 2 satisfying the following conditions:
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• The total space of E is smoothable as a manifold.
• The restriction of E to any 1-dimensional submanifold of T 2 is smoothable
as a family.
• However, E is not smoothable as a family.
Remark 1.5. Here are three remarks on Theorem 1.4.
(1) The precise meaning of smoothablity as a family will be given in Defini-
tion 4.20.
(2) For comparison, see Theorem 1.4 of [10], in which other non-smoothable
families have been detected by a different technique based on 10/8-type
inequalities.
(3) The proofs that E satisfies the first and second conditions are based on [10]
and [17] respectively. To prove that E satisfies the third condition, we shall
use Corollary 1.3.
Theorem 1.4 immediately implies that the fundamental group of the homotopy
fiber of the natural map BDiff(K3) → BHomeo(K3) is non-trivial. Recall that
this homotopy fiber is homotopy equivalent to the homotopy quotient
Homeo(K3) Diff(K3) := (EDiff(K3)×Homeo(K3)) /Diff(K3).
Therefore we have:
Corollary 1.6. π1 (Homeo(K3) Diff(K3)) 6= 0.
Remark 1.7. Here are two remarks on Corollary 1.6.
(1) By the long exact sequence of homotopy groups it follows that π0(Diff(K3))→
π0(Homeo(K3)) is not injective or π1(Diff(K3)) → π1(Homeo(K3)) is
not surjective, although it remains an open problem to determine which (if
not both) of these statements hold.
(2) It is interesting to compare Corollary 1.6 with Theorem 1.9 of [10], which
states that
π1
(
Homeo(K3#S2 × S2) Diff(K3#S2 × S2)
)
6= 0.
Our next application of Theorem 1.1 is to give a simple new proof of the wall
crossing formula for the families Seiebrg-Witten invariants. The families wall cross-
ing formula was originally proven in [16] using parametrised Kuranishi models and
obstruction bundles. Using the technique of finite dimensional approximations of
the Seiberg-Witten equations allows us to bypass these technicalities. Here we will
state the result for spinc families E → B with fibres diffeomorphic to a 4-manifold
with b1(X) = 0, however our general result also covers the case that b1(X) > 0.
Theorem 1.8. Let (E, sE) be a spin
c family with fibres diffeomorphic to a 4-
manifold X with b1(X) = 0. Let D denote the virtual index bundle of the family of
spinc Dirac operators determined by E and set d = rankC(D). Let φ, ψ be chambers
of the families Seiberg-Witten equations for (E, sE). Then:
SWm(E, sE , φ)− SWm(E, sE , ψ) =
{
0 if m < d− 1,
Obs(φ, ψ) ` sm−(d−1)(D) if m ≥ d− 1,
where Obs(φ, ψ) ∈ Hb
+(X)−1(B;Zw1(H+)) is the primary difference class of φ, ψ
(see §5.2) and sj(D) is the j-th Segre class of D.
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In Subsection 5.3, we show how to recover the wall crossing formula for the
ordinary Seiberg-Witten invariant of a 4-manifold X with b+(X) = 1 and b1(X)
even as a special case of the families wall crossing formula. Note that even in this
case the families formalism is still relevant: the parameter space of the family is
the Jacobian torus T = H1(X ;R/Z).
Our final application concerns certain divisibility conditions of the families Seiberg-
Witten invariants that arise from K-theoretic considerations. Recall from Subsec-
tion 1.1 that the families Seiberg-Witten invariants of a spinc family (E, sE) over
B with fibres diffeomorphic to X are certain cohomology classes SWm(E, sE , φ)
valued in the cohomology of B:
(1.1) SWm(E, sE , φ) = (πM)∗(c1(L)
m) ∈ H2m−(2d−b
+−1)(B;Z),
where for simplicity we are assuming in this introduction that b1(X) = 0 and H
+ is
orientable. HereM is the families Seiberg-Witten moduli space and πM :M→ B
is the natural map to B. In Section 6, we introduce a new set of invariants of
the family (E, sE), the K-theoretic Seiberg-Witten invariants SW
K
m (E, sE , φ) ∈
Kb
+−1(B). To define them, assume that H+ admits a spinc-structure. Then one
can show that πM :M→ B is relvatively spinc and imitate (1.1) in K-theory:
SWKm (E, sE , φ) = (πM)
K
∗ (L
m) ∈ Kb
+−1(B),
where (πM)
K
∗ denotes the K-theoretic pushforward map induced by πM. The proof
of Theorem 1.1 carries over to the K-theoretic setting, and thus we have:
Theorem 1.9. Let (E, sE) be a spin
c family over B. Let f : SV,U → SV ′,U ′ be a
finite dimensional approximation of the Seiberg-Witten monopole map, as described
above. Let [φ] be a chamber of the families Seiberg-Witten equations represented by
a section φ : B → U ′ \ U . Then:
SWKm (E, sE , φ) = (πY )
K
∗ (ξ
m
` f∗φK∗ (1)),
where ξ ∈ K0S1(pt) = R[S
1] corresponds to the standard 1-dimensional representa-
tion of S1.
Then by an application of Grothendieck-Riemann-Roch, we obtain a formula
relating the Chern character of the K-theoretic Seiberg-Witten invariants to the
cohomological Seiberg-Witten invariants. To state the result, we introduce the fol-
lowing notation: for a complex vector bundle V overB, let TdS
1
(V ) ∈ H∗S1(B;Q)
∼=
H∗(B;Q) ⊗H∗S1(pt;Q) denote the S
1-equivariant Todd class of V , where S1 acts
on V by scalar multiplication. This can be expanded as a formal power series in x,
where x is the standard generator of H2S1(pt;Z):
TdS
1
(V ) =
∑
j≥0
Tdj(V )x
j ,
for some characteristic classes Tdj(V ) ∈ Hev(B;Q).
Theorem 1.10. Let κ ∈ H2(B;Z) be the first Chern class of the spinc line bundle
associated to H+. Then the K-theoretic and cohomological Seiberg-Witten invari-
ants are related by:
Ch(SWKm (E, sE , φ)) =
e−κ/2Aˆ(H+)−1
∑
j≥0
Tdj(D)
∑
k≥0
mk
k!
SWj+k(E, sE , φ) ∈ H
∗(B;Q)
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This formula can be used to extract certain divisibility properties of the families
Seiberg-Witten invariants. For example, we prove the following:
Corollary 1.11. Let (E, sE) be as above and suppose that B = S
2r is an even
dimensional sphere with r ≥ 5. Suppose that fibres of E are diffeomorphic to a 4-
manifold X with b1(X) = 0 and b
+(X) = 2p+1 odd. Suppose that n = r+d−p−1 ≥
0. Then SWn(E, sE , φ) ∈ H2r(S2r;Z) ∼= Z is divisible by the denominators of
ap−r,l, for l = 0, 1, . . . n, where the rational numbers ap,l are defined to be the
coefficients of the Taylor expansion:
log(1− y)p =
∞∑
l=0
ap,ly
p+l.
1.4. Structure of paper. A brief outline of the contents of this paper is as fol-
lows. In Subsection 2.1 we introduce the notion an infinite dimensional families
monopole map, of which the families Seiberg-Witten monopole map is a special
case. We define chambers and families Seiberg-Witten invariants for such maps.
In Subsection 2.2 we introduce the notion of a finite dimensional monopole map
and define chambers and Seiberg-Witten invariants for them. In Subsection 2.3 we
show that any infinite dimensional families monopole map has a finite dimensional
approximation and in Subsection 2.4 we prove that the families Seiberg-Witten
invariants are preserved under the process of taking a finite dimensional approxi-
mation (provided the approximation is “sufficiently large”). In Section 3 we prove
our main formula which expresses the families Seiberg-Witten invariants of a finite
dimensional monopole map in terms of purely cohomological operations. The re-
maining sections of the paper are concerned with applications of the cohomological
formula. In Section 4 we compute the Steenrod powers of the families Seiberg-
Witten invariants and in Subsection 4.2 we give an application of these results to
K3 surfaces. In Section 5 we give a new proof of the wall crossing formula for
the families Seiberg-Witten invariants. In Section 6, we introduce the K-theoretic
families Seiberg-Witten invariants and compute their Chern character in terms of
the cohomological Seiberg-Witten invariants. We also prove a wall crossing formula
for these invariants.
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2. The families monopole map and finite dimensional approximations
We now turn to the construction of the families monopole map and its finite
dimensional approximations. While the primary motivation for this construction is
the Bauer-Furuta and Seiberg-Witten invariants for a family of smooth 4-manifolds,
the construction holds in a more general setting which we outline below.
2.1. Families monopole map and families Seiberg-Witten invariants. In
this subsection we introduce a general notion of a families monopole map and its
associated families Seiberg-Witten invariants. In the case of the families Seiberg-
Witten monopole map of a spinc family of 4-manifolds, we recover the notion of
the families Seiberg-Witten invariants. In the following subsections we will show
how to construct a finite dimensional approximation of the families monopole map
and recover the families Seiberg-Witten invariants from the approximation.
The general setting for the families monopole map is as follows. Let B be a
compact smooth manifold. Let V,W→ B be infinite dimensional separable Hilbert
space bundles, each a direct sum of a real and a complex Hilbert space bundle of
infinite dimension:
V = VC ⊕ VR, W =WC ⊕WR
where VC,WC are complex infinite dimensional Hilbert bundles and VR,WR are
real infinite dimensional Hilbert bundles.
Let S1 act on VC,WC by scalar multiplication and act trivially on VR,WR. Let
f : V → W be an S1-equivariant bundle map. We will say that f is a families
monopole map (or monopole map for short) if it satisfies the following conditions:
(M1) f = l + c, where l : V → W is an S1-equivariant fibrewise linear Fredholm
map and c : V→W is an S1-equivariant family of compact operators.
(M2) l and c are both smooth as maps between Hilbert manifolds (hence f itself
is smooth)
(M3) f satisfies a boundedness property: the preimage under f of a disc bundle
in W is contained in a disc bundle in V.
(M4) By S1-equivariance we can write l = lC ⊕ lR, where lC : VC → WC, lR :
VR →WR. We assume that lR is injective.
(M5) We assume that c(v) = 0 for all v ∈ VR.
Example 2.1. The following example is the main motivation for the above notion
of a monopole map. Suppose we have a family π : E → B of 4-manifolds over B
with fibres diffeomorphic to X . Here we discuss the simple case that b1(X) = 0.
The case b1(X) > 0 will be addressed in Example 2.4. Assume that the verti-
cal tangent bundle E is equipped with a spinc-structure sE . Choose a smoothly
varying fibrewise metric g = {gb}b∈B on E. Fix a smoothly varying family of
U(1)-connections A = {Ab}b∈B for the determinant line of the spinc-structure (for
instance one could choose a globally defined connection on the total space of E and
define Ab as the restriction of this connection to the fibre over b). Fix an integer
k > 2. We define the following Hilbert bundles over B:
VC = L
2
k(S
+), VR = L
2
k(∧
1T ∗X),
WC = L
2
k−1(S
−), WR = L
2
k−1(∧
+T ∗X)⊕ L2k−1(R)0
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where S± denote the spinor bundles, L2k(E) denotes the Sobolev space of L
2
k sec-
tions of E and L2k−1(R)0 denotes the subspace of sections f ∈ L
2
k−1(R) satisfying∫
X
fdvolX = 0.
We define the families Seiberg-Witten monopole map f : V→W to be given by
f(ψ, a) = (DA+iaψ,−iF
+
A+ia + iσ(ψ) + iF
+
A , d
∗a)
where DA+ia denotes the spin
c Dirac operator associated to A+ ia and σ(ψ) is the
quadratic spinor term in the Seiberg-Witten equations. The second term of f is
usually defined to be −iF+A+ia + iσ(ψ), but we have added a harmless term iF
+
A
which merely shifts the level sets of f . The reason for including this extra term is
twofold: first it makes f satisfy (M5). Secondly it makes it easier to describe the
chamber structure of the families Seiberg-Witten invariants associated to f . Note
that f can be re-written as:
f(ψ, a) = (DA+iaψ, d
+a+ iσ(ψ), d∗a).
Then f = l + c, where
l(ψ, a) = (DAψ, d
+a, d∗a), c(ψ, a) = (
i
2
a · ψ, iσ(ψ), 0).
So lC(ψ) = DAψ, lR(a) = (d
+a, d∗a). It follows that lR is injective since we assumed
that b1(X) = 0. So f satisfies (M4). Clearly c(0, a) = 0, so f also satisfies (M5).
Conditions (M1), (M2) are clearly satisfied as well. Condition (M3) was proven
in [3] for a single 4-manifold. The same estimates easily extend to the case of a
smoothly varying family over a compact base. Hence the families Seiberg-Witten
monopole map satisfies conditions (M1)-(M5).
Definition 2.2. Let f : V → W be a monopole map. A chamber for f is a
homotopy class of section η : B → WR \ lR(VR). We let CH(f) denote the set of
chambers for f (note that CH(f) could be empty).
Let f be a monopole map. Recall that lR is Fredholm and injective by (M4).
Hence W0,R = Ker(l
∗
R) is a finite rank subbundle of WR which can be identified
with coker(lR). Clearly WR \ lR(VR) admits a fibrewise deformation retraction to
W0,R \ {0}, where {0} denotes the zero section. Thus a chamber for f is equivalent
to a homotopy class of non-vanishing section of W0,R. By rescaling, we have that
for any fixed δ > 0, any chamber can be represented by a section η : B → WR
whose norm satisfies ||η|| < δ (pointwise with respect to B).
In order to prove our main result we need to make two further assumptions on
f :
(M6) Let δ > 0 be given. Then any chamber of f can be represented by a section
η : B →WR such that ||η|| < δ pointwise with respect to B and such that
η is transverse to f . Furthermore any two such η representing the same
chamber can be joined by a path η(t) such that ||η(t)|| < δ for all t and
η(t) : [0, 1] × B → WR \ lR(VR) is transverse to f ◦ prV : [0, 1] × V → W,
where prV : [0, 1]× V→ V is projection to the second factor.
(M7) There exists a smooth R-bilinear map q : V ×B V → W such that c(v) =
q(v, v).
Example 2.3. In the case that f is the Seiberg-Witten monopole map of a family
of 4-manifolds with b1(X) = 0, then (M6)-(M7) are satisfied. (M6) follows from
the existence of regular perturbations of the families Seiberg-Witten equations (this
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is well known in the case of a single 4-manifold and easily adapts to the case of
families). (M7) is easy to verify by looking at the Seiberg-Witten equations.
Example 2.4. We now explain how the construction of the families Seiberg-Witten
monopole map extends to the case of a spinc-family of 4-manifolds π : E → B whose
fibres are diffeomorphic to a 4-manifold X with b1(X) > 0, equipped with a section
x : B → E. Let H1(R) → B denote the vector bundle whose fibre H1b(R) over
b ∈ B is the space of harmonic 1-forms on the fibre Eb = π−1(b). Then on the total
space of H1(R) we define the following Hilbert bundles:
VC = L
2
k(S
+), VR = L
2
k(∧
1T ∗X)0,
WC = L
2
k−1(S
−), WR = L
2
k−1(∧
+T ∗X)⊕ L2k−1(R)0
where L2k−1(R)0 is defined as in Example 2.1 and L
2
k(∧
1T ∗X)0 is the subbundle of
L2k(∧
1T ∗X) consisting of 1-forms L2-orthogonal to the finite dimensional subbundle
of harmonic 1-forms. Define f : VC ⊕ VR →WC ⊕WR over θ ∈ H1(R) by:
f(θ, (ψ, a)) = (DA+ia+iθ(ψ), d
+a+ iσ(ψ), d∗a)
where A, σ(ψ) are as in Example 2.1.
The map f is a combination of the Seiberg-Witten equations and the gauge
fixing term d∗a = 0. To obtain the (families) Seiberg-Witten moduli space we still
need to factor out by harmonic gauge transformations. This is done as follows.
Let H1(Z) → B denote the locally constant bundle of groups whose fibre H1b(Z)
over b ∈ B is the space of harmonic 1-forms on Eb with integral periods. To
each ω ∈ H1(Z) we can define a unique harmonic map fω : Eb → U(1) such that
f−1ω dfω = 2πiω and fω(x(b)) = 1, namely fω is given by
fω(y) = exp
(
2πi
∫ y
x(b)
ω
)
.
We let H1(Z) act fibrewise on H1(R) by:
ω · θ = θ + 4πω.
Let J = H1(R)/H1(Z) be the quotient with respect to this action. Then J is a
torus bundle over B (in fact, J is isomorphic to the bundle of Jacobians associated
to E → B, where the Jacobian Jb of the fibre Eb is defined to be the space of
isomorphism classes of flat topologically trivial unitary line bundles on Eb).
The action of H1(Z) on H1(R) just defined lifts to fibrewise linear actions on the
total spaces of V = VC ⊕ VR and W =WC ⊕WR as follows:
ω · (θ, (ψ, a)) = (θ + 4πω, (f−1ω ψ, a)), (ψ, a) ∈ Vθ
ω · (θ, (φ, ν, g)) = (θ + 4πω, (f−1ω φ, ν, g)), (φ, ν, g) ∈Wθ.
This is precisely the action of the group of harmonic gauge transformations (which
are normalised to equal the identity at x(b)). Note that H1(Z) acts freely on H1(R)
with quotient space J and so the vector bundles V,W descend to vector bundles
V/H1(Z),W/H1(Z) on J . Moreover f is H1(Z)×S1-equivariant so descends to an
S1-equivariant map
f : V/H1(Z)→W/H1(Z)
of Hilbert bundles over J . This is our desired families Seiberg-Witten monopole
map in the case that b1(X) > 0. One can verify that f satisfies (M1)-(M7) in much
the same way as was done in the b1(X) = 0 case in Example 2.1.
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Lemma 2.5. Let f satisfy (M1)-(M7). Then for any v ∈ V, the linear map V→W
given by u 7→ q(v, u) is compact.
Proof. Note that since c(v) = q(v, v), it follows that:
(2.1) q(v, u) =
1
2
(c(u+ v)− c(u)− c(v)) .
Fix v ∈ Vb and let {ui} be a bounded sequence of elements in Vb. Then by
compactness of c, we can take a subsequence such that {c(ui)} converges. Taking
a further subsequence, we can also assume that {c(v + ui)} converges. Then by
Equation (2.1), the sequence q(v, ui) also converges. 
Let f be a monopole map satisfying (M1)-(M7). Let η : B → WR be a repre-
sentative of a chamber such that η is transverse to f . By (M6) such an η exists
for any chamber and we can take ||η|| to be as small as desired. By transversality
M˜η = f−1(η) is a smooth manifold equipped with a free S1-action and an S1-
invariant projection map π
M˜η
: M˜η → B. We claim that M˜η is finite-dimensional
and in fact dim(M˜η) = dim(B) + ind(l). To see this, note that the linearisation
of f(v) = η around v (in the fibre directions) is given by dfv(v˙) = l(v˙) + 2q(v, v˙).
By Lemma 2.5, 2q(v, · ) is a compact operator. It follows that the total derivative
of f : V → W at any point is Fredholm with index equal to ind(l). Then since
f is transverse to η, dim(M˜η) = dim(f−1(η(B))) = dim(B) + ind(l). Moreover,
since M˜η is finite-dimensional and contained in a bounded subset of V (by (M3)),
it follows that M˜η is compact.
Since S1 acts freely on M˜η, the quotient Mη = M˜η/S1 is a compact smooth
manifold of dimension dim(B) + ind(l)− 1. Moreover the map π
M˜η
: M˜η → B is
S1-invariant and so descends to a map πMη : Mη → B. Let L → Mη denote the
complex line bundle associated to the principal S1-bundle M˜η →Mη.
Lemma 2.6. Let Ind(lR) ∈ KO0(B) denote the real K-theory class of the family
of real Fredholm operators lR : VR → WR. Then there is a natural isomorphism
ψ : det(TMη ⊕ π∗Mη (TB))
∼= π∗Mη (det(Ind(lR)).
Proof. Using the S1-action we have that det(TM˜η) descends to M˜η and one easily
sees that det(TM˜η)/S1 = det(TMη). Therefore it suffices to show that there
is an S1-equivariant isomorphism det(TM˜η ⊕ π∗
M˜η
(TB)) ∼= π∗
M˜η
(det(Ind(lR))).
However we have seen that the linearisation of f around any point of M˜η differs
from l by a compact operator. In particular we can write down an S1-equivariant
homotopy through Fredholm operators from the family {dfv}v∈M˜ to the family
{l}v∈M˜. From this it follows that det(TM˜η) is S
1-equivariantly isomorphic to the
pullback of det(Ind(l)⊕ det(TB)), where Ind(l) ∈ KO0(B) is the families index of
l. But l = lR+ lC, so we get a decomposition Ind(l) = Ind(lC)+ Ind(lR). Moreover
lC is a complex Fredholm operator, so det(Ind(lC)) is trivial and det(Ind(l)) =
det(Ind(lR)). 
Let w1 = w1(Ind(lR)) ∈ H1(B;Z2) be the first Stiefel-Whitney class of Ind(lR).
Then from the above lemma, w1 is the relative orientation class of πMη :Mη → B.
Let Zw1 denote the local system with coefficient group Z determined by w1.
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Definition 2.7. Let m ≥ 0 be a non-negative integer. Let [η] ∈ CH(f) be a
chamber of f represented by a section η : B →WR \ lR(VR) which is transverse to
f . The m-th families Seiberg-Witten invariant of f with respect to η is defined as
SWm(f, η) = (πMη )∗(c1(L)
m) ∈ H2m−(ind(l)−1)(B;Zw1)
where w1 = det(Ind(lR)) ∈ H1(B;Z2).
Remark 2.8. If Ind(lR) is orientable, then we can regard SWm(f, η) as a cohomology
class with integral coefficients. However this depends on the choice of orientation
of Ind(lR). Reversing orientation on Ind(lR) will change the sign of SWm(f, η).
Lemma 2.9. Let f : V → W satisfy (M1)-(M7). Then SWm(f, η) depends only
on the chamber [η] ∈ CH(f) in which η lies and not on the particular choice of η.
Proof. Let η1, η2 : B →WR \ lR(VR) represent the same chamber and assume η1, η2
are both transverse to f . Let M > supb∈B{||η1(b)||, ||η2(b)||}. Then by (M6) we
can find a generic path η(t) joining η1 to η2 and such that ||η(t, b)|| < M for all
(t, b) ∈ [0, 1] × B. Then M˜ =
∐
t∈[0,1] f
−1(η(t)) is a smooth manifold with free
S1-action and with boundary M˜η2
∐
M˜η1 . Moreover M˜ is compact, by (M3). Let
M = M˜/S1. Then M is a smooth compact manifold with boundaryMη2
∐
Mη1 .
Moreover the line bundles on Mη2 ,Mη1 extend to a common line bundle L →M
(namely, the line bundle associated to M˜ →M). It follows that
SWm(f, η1) = (πMη1 )∗(c1(L)
m|Mη1 ) = (πMη2 )∗(c1(L)
m|Mη2 ) = SWm(f, η2).

Remark 2.10. In the case that f is the families Seiberg-Witten monopole map of
a spinc family of 4-manifolds (E, sE) with b1(X) = 0, we have that SWm(f, η) =
SWm(E, sE , [η]) is exactly the m-th families Seiberg-Witten invariant of the family
(E, sE) with respect to the chamber [η], as defined in the introduction.
If E → B is a spinc family of 4-manifolds with b1(X) ≥ 0 and which admits a
section x : B → E, we have constructed a monopole map defined on the total space
of the Jacobian bundle J → B (Example 2.4). Associated to this monopole map
are families Seiberg-Witten invariants SWm(f, η) ∈ H2m−(2d−b
+−1)(J ;Zw1), where
w1 = w1(H
+). We interpret these as the families Seiberg-Witten invariants of the
quadruple (E, sE , x, [η]) and set SWm(E, sE , x, [η]) = SWm(f, η).
When b1(X) = 0 we clearly have that SWm(E, sE , x, [η]) agrees with our previous
definition of SWm(E, sE , [η]) and in particular does not depend on the choice of
section x (and can be defined even if no such section exists).
If b1(X) > 0, then in general SW (E, sE , x, [η]) may depend on the choice of sec-
tion x, but only up to homotopy. To see homotopy invariance, let x : [0, 1]×B → E
be a homotopy of section from x0 to x1. Then we can view x as a section of
the pullback [0, 1] × E of E over [0, 1] × B and obtain a families Seiberg-Witten
invariant SWm([0, 1] × E, sE, x, [η]) ∈ H
2m−(2d−b+−1)([0, 1] × J ;Zw1). Restric-
tion of SWm([0, 1] × E, sE, x, [η]) to t = 0, 1 recovers SWm(E, sE , x0, [η]) and
SWm(E, sE , x1, [η]) respectively, but the homotopy equivalence [0, 1]× J ∼= J im-
plies that SWm(E, sE , x0, η) = SWm(E, sE , x1, [η]).
In order to compare the Seiberg-Witten invariants of f with those of a finite
dimensional approximation we would like to restate the definition of the invariants
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SWm(f, η) in a slightly different way. Fix a real line bundle U → B and consider
triples (M,πM , ψM ) consisting of:
• a smooth compact manifold M with a free S1-action
• an S1-invariant smooth map πM :M → B
• an S1-equivariant isomorphism of real line bundles ψM : det(TM⊕π∗M (TB))
∼=
π∗M (U).
ThenM/S1 is a smooth compact manifold and πM descends to πM/S1 : M/S
1 → B.
Let LM → M be the complex line bundle associated to the principal S1-bundle
M →M/S1 and define the m-th Seiberg-Witten invariant of (M,πM , ψM ) to be:
SW (M,π, ψ) = (πM/S1)∗(c1(LM )
m) ∈ H2m+dim(B)−dim(M)−1(B;Zw1 )
where w1 = w1(U) and where we use ψM to identify the relative orientation class
of πM/S1 :M/S
1 → B with π∗(U).
Now let f : V → W be a families monopole map satisfying (M1)-(M7) and let
[η] ∈ CH(f) be a chamber represented by a map η : B → WR \ lR(VR) such that
η is transverse to f . Set U = det(Ind(lR)). Then we obtain a triple (M,πM , ψM ),
where M = M˜η = f−1(η) equipped with the natural S1-action, πM is the natural
projection to B and ψM is the isomorphism in Lemma 2.6. Clearly the families
Seiberg-Witten invariants of f , SWm(f, η) coincide with the Seiberg-Witten invari-
ants of the triple (M,π, ψ).
We say that two triples (M1, πM1 , ψM1), (M2, πM2 , ψM2) are cobordant if there
exists a smooth compact manifold M with boundary the disjoint union of M1 and
M2 such that the S
1-actions onM1,M2 extends to a free S
1-action onM , the maps
πM1 , πM2 are the restrictions to ∂M of a S
1-invariant map πM :M → B and there
is an S1-equivariant isomorphism ψM : det(TM ⊕ π
∗(TB)) → π∗M (U) such that
ψ|M2 = ψM2 , ψ|M1 = −ψM1 (where we use the outward normal first convention to
identify det(TM)|Mj with det(TMj) for j = 1, 2). Repeating the argument used
in the proof of Lemma 2.9, we find that the Seiberg-Witten invariants of a triple
(M,π, ψ) are cobordism invariant. Thus to obtain the families Seiberg-Witten
invariants SWm(f, η) of f from a finite dimensional approximation, it suffices to
obtain the cobordism class of associated triple (M,π, ψ). This will be our goal in
the following subsections.
2.2. Finite dimensional monopole maps and their Seiberg-Witten invari-
ants. In this subsection we introduce the notion of a finite dimensional families
monopole map and define the Seiberg-Witten invariants of such maps. In the fol-
lowing subsections we will see how to obtain a finite dimensional monopole map as
an approximation of an infinite dimensional one and show that the Seiberg-Witten
invariants are preserved under this process.
Let B be a compact smooth manifold. Suppose that V, V ′ → B are complex
vector bundles of ranks a, a′ and U,U ′ → B are real vector bundles of ranks b, b′.
We make V, V ′ into S1-equivariant vector bundles by letting S1 act by scalar multi-
plication on the fibres. Similarly we make U,U ′ into S1-equivariant vector bundles
by giving them the trivial action.
For any vector bundle W , let SW be the unit sphere bundle in R⊕W . Thus SW
is obtained from W by one-point compactifying each fibre of W . Let BW ⊂ SW
denote the section at infinity. If V is a complex vector bundle and U a real vector
bundle, then the S1-action on V ⊕ U extends to SV⊕U preserving the section at
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infinity. We often write SV,U instead of SV⊕U to remind ourselves that the S
1-action
on SV,U depends on the pair (V, U).
Suppose that we have an S1-equivariant map f : SV,U → SV ′,U ′ covering the
identity on B and which sends infinity to infinity. Our interest in such maps is that
they arise as finite dimensional approximations of the Seiberg-Witten monopole
map of spinc families of 4-manifolds. More precisely, suppose that X is a compact,
oriented, smooth 4-manifold with b1(X) = 0 and suppose that E → B is a spinc
family with fibres diffeomorphic to X . To such data we constructed the families
Seiberg-Witten monopole map (Example 2.1). As will be shown in Subsection 2.3,
we can take a finite dimensional approximation of the Seiberg-Witten monopole
map to obtain an S1-equivariant map f : SV,U → SV ′,U ′ where V, V ′, U, U ′ satisfy:
V − V ′ = D ∈ K0(B), U ′ − U = H+ ∈ KO0(B),
where D ∈ K0(B) denotes the families index of the families spinc Dirac operator of
(E, sE) and H
+ is the vector bundle over B whose fibres are the space of harmonic
self-dual 2-forms on the corresponding fibres of the family E → B.
Remark 2.11. A similar construction holds in the case that b1(X) > 0. Consider
a spinc family (E, sE) over B which admits a section x : B → E. To such data
we constructed a families Seiberg-Witten monopole map (Example 2.4). Taking a
finite dimensional approximation of this map one again obtains an equivariant map
f : SV⊕U → SV ′⊕U ′ , except that V, V ′, U, U ′ are now vector bundles over the space
J , where πJ : J → B is the Jacobian bundle of the family E → B (see Example
2.4). Further, we have that V, V ′, U, U ′ satisfy:
V − V ′ = DJ ∈ K
0(J), U ′ − U = π∗J(H
+) ∈ KO0(J),
where H+ is defined as in the b1(X) = 0 case and DJ is defined as follows. Let
DA be the spin
c Dirac operator associated to the reference connection A. Each
point in J defines a flat line bundle on X . Coupling this line bundle to DA we get
a family of spinc Dirac operators parametrised by J . Then DJ is defined as the
families index of this family.
Consider again an S1-equivariant map f : SV,U → SV ′,U ′ , where V, V ′, U, U ′
are vector bundles on B and f covers the identity. This will be the setup used
henceforth. By analogy with with the case of the Seiberg-Witten monopole map,
we let D denote the virtual bundle D = V − V ′ ∈ K0(B) and similarly let H+
denote H+ = U ′ − U ∈ KO0(B).
Remark 2.12. As we will see in Subsection 2.3, if f arises as a finite dimensional
approximation of the Seiberg-Witten monopole map, then U can be identified with
a subbundle of U ′ and f |U : U → U
′ with the inclusion ι : U → U ′.
In light of Remark 2.12, we will assume henceforth that:
Assumption 1: U can be identified with a subbundle of U ′ and that f |U : U → U
′
is the inclusion ι : U → U ′.
Under Assumption 1 we can assume that U ′ splits into a direct sum U ′ = U⊕H+
and that H+ is a genuine vector bundle rather than a virtual vector bundle. Let
us also set:
d = rankC(D) = a− a
′, b+ = rankR(H
+) = b′ − b.
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In the case that f is the finite dimensional approximation of the Seiberg-Witten
monopole map of a spinc family (EX , sE), we of course have
d =
c(sX)
2 − σ(X)
8
, b+ = b+(X),
where sX = sE |X is the spinc structure on X induced by restriction of sE to a fibre
X of E.
Definition 2.13. Let V, V ′ be complex vector bundles and U,U ′ be real vector
bundles over a compact smooth base manifold B. An S1-equivariant map f :
SV,U → SV ′,U ′ preserving sections at infinity and satisfying Assumption 1 will be
called a finite dimensional (families) monopole map.
Let X,Y → B be fibre bundles over B equipped with sections x∞ : B → X ,
y∞ : B → Y . Then we can form the fibrewise smash product X ∧B Y by taking the
fibre product X ×B Y and for each b ∈ B collapsing x∞(b)× Yb ∪Xb × y∞(b) to a
point. If X,Y have S1-actions and x∞, y∞ are S
1-invariant then X ∧B Y inherits
an S1-action. In particular if V1, V2 are complex vector bundles and U1, U2 real
vector bundles, then one finds
(2.2) SV1,U1 ∧B SV2,U2 = SV1⊕V2,U1⊕U2 .
In what follows, we will be interested primarily in the stable equivariant homo-
topy class of f . By the stable equivariant homotopy class of f , we mean that we
consider the homotopy class of f up to stabilisation, where by stabilisation of f
we mean taking the fibrewise smash product of f with id : SCm,Rn → SCm,Rn for
any m,n ≥ 0. Homotopies are taken to be homotopies through finite dimensional
monopole maps, that is, through equivariant maps ft covering the identity on B,
preserving the section at infinity and such that ft|U : U → U ′ is a linear inclusion
for each t. By (2.2), stabilisation by C and R change V, V ′, U, U ′ as follows:
V 7→ V ⊕ C, V ′ 7→ V ′ ⊕ C (stabilisation by C),
U 7→ U ⊕ R, U ′ 7→ U ′ ⊕ R (stabilisation by R).
Of course, such stabilisations do not change the K-theory classes D = V − V ′ and
H+ = U ′ − U .
More generally, we can consider stabilisation by an arbitrary complex vector
bundle A or a real vector bundle B:
V 7→ V ⊕A, V ′ 7→ V ′ ⊕A (stabilisation by A),
U 7→ U ⊕B, U ′ 7→ U ′ ⊕B (stabilisation by B).
This corresponds to taking the fibrewise smash product of f with id : SA,0 → SA,0
or with id : S0,B → S0,B. Note that for any such vector bundles A,B we can find
complementary vector bundles Aˆ, Bˆ such that A ⊕ Aˆ = Cm, B ⊕ Bˆ = Rn. Hence
the more general notion of stabilisation by vector bundles retains the underlying
stable homotopy class of f .
After stabilising by a suitable choice of vector bundles, we can assume that
V ′ ∼= Ca
′
× B and U ′ ∼= Rb
′
× B are trivial vector bundles over B. In this case
f can be viewed as a stable equivariant homotopy class f : SV,U → (Ca
′
⊕ Rb
′
)+
from the total space of SV,U into the sphere (C
a′ ⊕ Rb
′
)+. In this way f defines
a stable equivariant cohomotopy class, which we may refer to as the Bauer-Furuta
invariant of f , following [3]. On the other hand, we will see that it is sometimes
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more convenient to stabilise such that V ∼= Ca×B and U ∼= Rb×B are trivial. We
will make use of both types of stabilisations of f .
Let f : SV,U → SV ′,U ′ be a finite dimensional monopole map. Thus we can
assume that U ′ = U ⊕H+ and that f |U : U → U ′ is the inclusion map ι : U → U ′.
Definition 2.14. A chamber for f is a homotopy class of section φ : B → U ′ −U .
Equivalently, this is the same as a homotopy class of section B → S(H+), where
S(H+) is the unit sphere bundle of H+. Denote by CH(f) the set of chambers.
Remark 2.15. In general, the set of chambers for f may be empty. Indeed this
happens precisely when H+ does not admit a non-vanishing section. An obvious
necessary condition for this is that b+ > 0. A sufficient condition for the existence
of a chamber is b+ > dim(B). Using the fact that S(H+)→ B is a sphere bundle
with fibres of dimension b+− 1, we see that if b+ > 1+ dim(B) then there exists a
unique chamber.
Lemma 2.16. Let X,Y be smooth finite dimensional vector bundles over B. As-
sume that X,Y are equipped with S1-actions and that the projections πX : X → B,
πY : Y → B are S1-invariant. Let f : X → Y be a smooth S1-equivariant map
covering the identity on B and suppose that η : B → Y is an S1-invariant smooth
map which is transverse to f . Then M = f−1(η) is a smooth manifold with an
S1-action. Let πM : M → B be the projection to B. Then there is a naturally
defined S1-equivariant isomorphism
ψM : det(TM ⊕ π
∗
M (TB))
∼= π∗(U).
where U = det(Y ⊕X).
Proof. TX |M can be decomposed in two ways: (1) using the vertical and horizontal
subspaces with respect to πX : X → B and (2) using the tangent and normal
bundles of M . Equating these gives a canonical isomorphism:
TM ⊕NM ∼= π∗M (V
′ ⊕ TB),
where NM is the normal bundle of M in X . But since M = f−1(η) and η is
transverse to f , we get a canonical isomorphism NM ∼= f∗(π∗Y (W
′))|M ∼= π∗M (W
′).
Hence
TM ⊕ π∗M (W
′) ∼= π∗M (V
′ ⊕ TB),
which taking determinants gives det(TM⊕π∗M (TB))
∼= π∗M (U), where U = det(Y ⊕
X). 
Now we turn to the construction of Seiberg-Witten invariants of a finite dimen-
sional monopole map f : SV,U → SV ′,U ′ . Let BV,U denote the section at infinity
of SV,U and similarly define BV ′,U ′ . Our assumption that f preserves sections at
infinity means that we can regard f as a map of pairs:
f : (SV⊕U , BV⊕U )→ (SV ′⊕U ′ , BV ′⊕U ′)
covering the identity on B. This point of view will quite useful in subsequent
calculations.
Let [φ] ∈ CH(f) be a chamber and let φ : B → U ′ be a representative section
(so in particular the image of φ is disjoint from U). By [6, Theorem 7.1] there
exists an equivariant homotopy of f to a map f ′ such that f ′ is S1-transversal
to φ(B) (for the definition of G-transversality for a compact Lie group G, see [4]
or [6]. The definitions of G-transversality given in these papers was shown to be
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equivalent in [7]). Note that f ′ can be chosen arbitrarily close to f in the C0-
topology. Thus we can assume that f ′
−1
(φ(B)) is disjoint from U , so S1 acts freely
on f ′
−1
(φ(B)). In such a case one easily verifies that the definition of S1-equivariant
transversality reduces to transversality in the ordinary sense. So f ′ meets φ(B)
transversally and M˜φ = f ′
−1
(φ(B)) is a compact smooth submanifold of V ⊕ U
of dimension 2d − b+ + dim(B). Moreover S1 acts freely on M˜φ, so the quotient
Mφ = M˜φ/S1 is a compact smooth manifold of dimension 2d− b+ − 1 + dim(B).
The quotient map M˜φ →Mφ is a principal S1-bundle. Let L = M˜φ ×S1 C be the
associated complex line bundle overMφ and let πMφ :Mφ → B denote the natural
projection map to B. By Lemma 2.16, we have a naturally defined isomorphism
ψ : det(TMφ ⊕ π∗Mφ(TB))
∼= π∗Mφ(det(H
+)).
Definition 2.17. Let [φ] ∈ CH(f) be represented by φ. Let m ≥ 0 be a non-
negative integer. The m-th Seiberg-Witten invariant of (f, φ) is the cohomology
class
SWm(f, φ) = (πMφ)∗(c1(L)
m) ∈ H2m−(2d−b
+−1)(B;Zw1 )
where w1 = w1(H
+) ∈ H1(B;Z2) and Zw1 is the associated local system with
coefficient group Z.
We have defined SWm(f, φ) as an invariant of the pair (f, φ). Later we will
see that SWm(f, φ) only depends on the stable homotopy class of f and on the
chamber to which φ belongs. However, before we do this we should check that
SWm(f, φ) does not depend on the choice of homotopy f
′ of f chosen so that f ′ is
S1-transversal to φ(B). In fact this will follow easily once we show that SWm(f, φ)
can be expressed in purely cohomological terms and so we defer the proof until
Subsection 3.2.
Proposition 2.18. The invariants SWm(f, φ) depend only on the stable homotopy
class [f ] of f and the chamber [φ].
This will also follow easily once we have obtained a purely cohomological defini-
tion of SWm(f, φ), so we also defer the proof of this until Subsection 3.2. We will
also prove a wall crossing formula, expressing the dependence of SWm(f, φ) on the
choice of chamber.
2.3. Finite dimensional approximation. Let f : V → W be a monopole map
satisfying (M1)-(M7). In this subsection we will recall how a finite dimensional
approximation of f is constructed, as in [3].
Recall that lR is injective and we have setW0,R = Ker(l
∗
R), a finite rank subbun-
dle of WR. Next, consider lC : VC → WC. From [1, Proposition A5], there exists a
finite rank complex subbundle W0,C ⊂WC such that W0,C surjects to the cokernel
of lC for any b ∈ B. Set
W0 =W0,C ⊕W0,R ⊂W.
Then W0 is a finite rank subbundle with the property that W0 surjects to the
cokernel of l for any b ∈ B. Let
D1(W) = {w ∈W | ||w|| ≤ 1}
be the unit disc bundle in W. By (M3), there exists an R > 0 such that
f−1(D1(W)) ⊆ {v ∈ V | ||v|| < R}.
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In particular this implies:
(2.3) if ||v|| ≥ R, then ||f(v)|| > 1.
Now let C ⊂ W be the closure of c(D4R(V)). By compactness of c, the set C is
compact. Let C′ be the image of C under the projection W → W/W0 ∼= W⊥0 .
Then C′ is also compact. Fix a trivialisation W⊥0
∼= H × B for some Hilbert
space H (note that since W0 has finite rank, W
⊥
0 has infinite rank, so can be
trivialised. Moreover the real and complex parts of W⊥0 both have infinite rank.
Trivialising them separately, we see that the trivialisation W⊥0
∼= H × B can be
chosen S1-equivariantly for some action of S1 on H). Under this trivialisation C′
is a compact subset of H ×B, hence, for any fixed ǫ > 0, can be covered by finitely
many open sets of the form
{x ∈ H | ||x− hi|| < ǫ} × Ui
for some h1, . . . , hn ∈ H and open subsets U1, . . . , Un of B. Let H0 be the span
of h1, . . . , hn, ih1, . . . , ihn (where ihj means hj acted upon by i ∈ S1). Then H0
is a finite rank S1-equivariant subspace of H . Let W1 be the preimage of H0 × B
under the trivialisation W⊥0
∼= H × B. Then W1 is a finite rank subbundle of W,
orthogonal to W0. Set
W ′ =W0 ⊕W1.
Then W ′ is a finite rank S1-equivariant subbundle of W. By construction W ′
satisfies the following two properties:
• W ′ surjects to the cokernel of l for any b ∈ B.
• Every element of C is a distance less than ǫ from W ′.
Let p : W → W ′ denote the orthogonal projection to W ′ and p⊥ = 1 − p the
orthogonal projection to W ′′ = (W ′)⊥. The second property of W ′ listed above
implies the following important estimate:
(2.4) if ||v|| ≤ 4R, then ||p⊥c(v)|| < ǫ.
We emphasise here that the choice of W ′ is dependent on the choice of ǫ. We will
say that a finite rank subbundle W ′ ⊂ W which contains W0 and which satisfies
(2.4) is a subbundle of class ǫ (this notion depends on the choice of R > 0 and choice
of subbundle W0, but it is the ǫ dependency that we wish to emphasise, hence the
choice of terminology).
Given a subbundle W ′ ⊂W of class ǫ, let V ′ = l−1(W ′) ⊆ V. Then V ′ is a finite
rank subbundle of V (because of the fact that W ′ surjects to the cokernel of l for
each b ∈ B). We also let V ′′ = (V ′)⊥ be the orthogonal complement. Then we
have
V = V ′ ⊕ V ′′ W =W ′ ⊕W ′′
and l decomposes into l = l1 + l2 + l3, where l1 = l|V ′ : V ′ → W ′, l2 = p⊥ ◦ l|V ′′ :
V ′′ →W ′′, l3 = p ◦ l|V ′′ : V ′′ →W ′.
Now we are almost ready to give the construction of a finite dimensional ap-
proximation of f . Let H be a Hilbert space. By definition the 1-point completed
Hilbert sphere is defined as SH = S(R⊕H), the unit sphere in R⊕H . Similarly for
a Hilbert bundle V→ B we define SV to be the unit sphere bundle of R⊕V. Thus
SV is obtained from V by adding a point at infinity to every fibre. The bounded
property (M3) ensures that f : V→W extends continuously to a map f : SV → SW.
Consider the restriction
f |SV ′ : SV ′ → SW.
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Lemma 2.19. Assume that ǫ < 1. Then the image of f |SV ′ is disjoint from the
image of S(W ′′) in SW.
Proof. Since f sends the point at infinity in SV ′ to the point at infinity in SW, we
just have to show that the image of f |V ′ is disjoint from S(W ′′) ⊂W. Suppose on
the contrary that there exists some v ∈ V ′ with f(v) ∈ S(W ′′). Thus pf(v) = 0
and ||p⊥f(v)|| = ||f(v)|| = 1. By (2.3), we see that ||v|| < R and thus by (2.4) it
follows that ||p⊥c(v)|| ≤ ǫ. But if v ∈ V ′, then p⊥l(v) = 0 and thus
1 = ||p⊥f(v)|| = ||p⊥c(v)|| ≤ ǫ < 1,
a contradiction. 
Recall from [3] that there is a deformation retraction
ρ : SW \ S(W
′′)→ SW ′ .
We will recall the construction of ρ in a moment. Then by Lemma 2.19, we obtain
a map
fˆ = ρ ◦ f |SV ′ : SV ′ → SW ′ .
We take fˆ as our desired finite dimensional approximation of f .
We recall the definition of ρ. First of all we need to identify W as a subset of
SW = S(R⊕W). This is done by the stereographic map
W ∋ w 7→
1
1 + ||w||2
(
||w||2 − 1, 2w
)
and the point at infinity is∞ = (1, 0). Now under the decompositionW =W ′⊕W ′′,
we have
SW = S(R⊕W
′ ⊕W ′′) = {(a, b, c) ∈ R⊕W ′ ⊕W ′′ | a2 + ||b||2 + ||c||2 = 1}.
Under the stereographic map, S(W ′′) corresponds to (a, b, c) ∈ SW such that ||c|| 6=
1 or equivalently, such that a2 + ||b||2 6= 0. Then we may define ρ by
ρ(a, b, c) =
1√
a2 + ||b||2
(a, b, 0).
One can check that ρ(∞) =∞ and if w ∈W, then
(2.5) ρ(w) =

0, if pw = 0 and ||p⊥w|| < 1,
∞, if pw = 0 and ||p⊥w|| > 1,
λ(w)pw, otherwise,
where λ(w) is a positive real number depending smoothly on w ∈W \ S(W ′′) (the
precise form of λ(w) is not important. All we will need to know about λ(w) is that
it is a positive real number). Note that ρ is a retraction to SW ′ , meaning that
ρ(w) = w for any w ∈ SW ′ .
Proposition 2.20. The map fˆ : SV ′ → SW ′ is a finite dimensional monopole map.
Proof. We just have to check that fˆ preserves the section at infinity and that it
satisfies Assumption 1. But f and ρ both clearly preserve the sections at infinity
hence so does fˆ . For Assumption 1, note that if v ∈ (V ′)S
1
, then c(v) = 0 by (M5),
so f(v) = l1(v) ∈ W
′. But if w ∈ W ′ then ρ(w) = w because ρ is a retraction to
SW ′ . Hence fˆ(v) = ρ(l1(v)) = l1(v). So the restriction of fˆ to (V
′)S
1
is just the
restriction of lR to (V
′)S
1
and is therefore a linear injection. 
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In order to identify the Seiberg-Witten invariants of f and its finite dimensional
approximation fˆ , we must first be able to identify the chambers. Let (W ′)S
1
,
(V ′)S
1
denote the S1-invariant parts of W ′, V ′. Then in the notation of Subsection
2.2 we have correspondences (W ′)S
1
↔ U ′, (V ′)S
1
↔ U and W0,R ↔ H+. In
particular a chamber for fˆ : SV ′ → SW ′ is a homotopy class of section ηˆ : B →
(W ′)S
1
\ l1((V ′)S
1
).
The following proposition is easily checked using the definitions of V ′,W ′.
Proposition 2.21. Let η : B → WR \ lR(VR) represent a chamber for f . Then
p ◦ η : B →W ′ is valued in (W ′)S
1
\ l1((V
′)S
1
) and hence represents a chamber for
fˆ . The map η 7→ p ◦ η induces a bijection between chambers of f and fˆ .
Lemma 2.22. Let ηˆ : B → (W ′)S
1
\ l1((V ′)S
1
) be a chamber for fˆ . Then fˆ−1(ηˆ)
contains no fixed points.
Proof. This is trivial, since the image of fˆ |(V ′)S1 is precisely l1((V
′)S
1
). 
Lemma 2.23. Any chamber of fˆ may be represented by a section ηˆ : B → (W ′)S
1
\
l1((V
′)S
1
) with ||ηˆ|| < δ. Moreover there exists an equivariant homotopy of fˆ to a
map fˆ ′ : SV ′ → SW ′ such that fˆ ′ is transverse to ηˆ. The map fˆ ′ can additionally
be chosen arbitrarily close to fˆ in the C0-topology.
Proof. This follows by the same type of argument used in Subsection 2.2. 
2.4. Equality of Seiberg-Witten invariants. Let f : V → W be a monopole
map satisfying (M1)-(M7). Let R > 0 and W0 be chosen as in Subsection 2.3. Let
ǫ > 0 and let W ′ ⊂ W be a finite rank subbundle of class ǫ. Let W ′′, V ′, V ′′ be
defined as in Subsection 2.3 and recall that l = l1 + l2 + l3, where l1 : V
′ → W ′,
l2 : V
′′ →W ′′, l3 : V ′′ →W ′.
Assume that ǫ < 1 so that the finite dimensional approximation fˆ : SV ′ → SW ′
is defined and is a finite dimensional monopole map.
Let [η] ∈ CH(f) be a chamber represented by η : B →WR \ lR(VR) and assume
that η is transverse to f . Let ηˆ = pη : B → (W ′)S
1
\ l1((V ′)S
1
). Then ηˆ rep-
resents the corresponding chamber of fˆ . Under these conditions we have defined
the families Seiberg-Witten invariants of (f, η) and also the families Seiberg-Witten
invariants of (fˆ , ηˆ). In this subsection we will establish their equality.
Theorem 2.24. Let R and W0 be fixed as above. For all sufficiently small ǫ > 0, if
W ′ is a finite rank subbundle of class ǫ and fˆ : SV ′ → SW ′ the correponding finite
dimensional approximation, then
SWm(f, η) = SWm(fˆ , ηˆ)
for all m ≥ 0.
The rest of this subsection is concerned with the proof of Theorem 2.24. The
overall strategy of the proof is as follows. Recall that in Subsection 2.1 we defined
the Seiberg-Witten invariants of a triple (M,πM , ψM ). We also defined the notion
of a corbordism of triple and showed that the Seiberg-Witten invariants of a triple
are cobordism independent. Associated to the pair (f, η) is a triple (M,πM , ψM )
where M = f−1(η), πM is the natural projection and ψM is the isomorphism given
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by Lemma 2.6. The Seiberg-Witten invariants of (f, η) are the Seiberg-Witten
invariants of the triple (M,πM , ψM ).
Similarly, let fˆ ′ and ηˆ be as in Lemma 2.23. Then Mˆ = M˜ηˆ = (fˆ ′)−1(ηˆ)
is a compact smooth manifold with a free S1-action and an S1-invariant map to
B. By Lemma 2.16 we obtain an S1-equivariant isomorphism ψMˆ : det(TM˜ηˆ ⊕
π∗Mη (TB))
∼= π∗Mη (det(Ind(lR))) and thus a triple (Mˆ, πMˆ , ψMˆ ). Then the Seiberg-
Witten invariants of (fˆ , ηˆ) are, essentially by definition, the Seiberg-Witten invari-
ants of the triple (Mˆ, πMˆ , ψMˆ ).
Thus to prove Theorem 2.24, it will be enough to show that the triples (M,πM , ψM )
and (Mˆ, πMˆ , ψMˆ ) are cobordant, provided ǫ is sufficiently small. We will construct
such a cobordism through a sequence of steps, but first we need some preliminary
results.
Lemma 2.25. For any ǫ > 0 and any W ′ of class ǫ we have:
• l2 is invertible and ||l
−1
2 || ≤ K for some constant K which is independent
of W ′ and ǫ.
• ||l3|| ≤ T for some constant T which is independent of W ′ and ǫ.
Proof. We first show l2 is an isomorphism. It suffices to show l2 is injective and
surjective.
For injectivity, suppose l2(v
′′) = 0, where v′′ ∈ V ′′. Then l(v′′) = l2(v′′) +
l3(v
′′) = l3(v
′′) ∈ W ′. But V ′ = l−1(W ′), so l(v′′) = l(v′) for some v′ ∈ V ′. Thus
l(v′′ − v′) = 0 and v′′ − v′ ∈ Ker(l). But V ′ = l−1(W ′) implies that Ker(l) ⊆ V ′,
and it follows that v′′ = 0.
For surjectivity, let w′′ ∈ W ′′. Then since W ′ surjects to coker(l), there exists
w′ ∈ W ′ such that w′ and −w′′ map to the same element of the cokernel. Hence
w′ + w′′ = l(v) for some v ∈ V. Writing v as v = v′ + v′′ where v′ ∈ V ′, v′′ ∈ V ′′,
we see that w′ + w′′ = [l1(v
′) + l3(v
′′)] + l2(v
′′). Equating W ′′ components gives
l2(v
′′) = w′′.
Next, let us define V0 = l
−1(W0). Then V0 is a constant rank subbundle of
V ′ and hence V ′ = V0 ⊕ V1 where V1 is the orthogonal complement of V0 in V ′.
Similarly define W1 as the orthogonal complement of W0 in W
′. Then we have
orthogonal decompositions:
V = V0 ⊕ V1 ⊕ V
′′ W =W0 ⊕W1 ⊕W
′′.
Let p0, p1, p2 denote the orthogonal projections fromW toW0,W1,W
′′ respectively.
In particular, p = p0 + p1 and p
⊥ = p2. Recall that l2 : V
′′ → W ′′ is defined as
l2 = p2◦l|V ′′ . Similarly define l˜2 : (V1⊕V ′′)→ (W1⊕W ′′) by l˜2 = (p1+p2)◦l|V1⊕V ′′ .
Note that (V1 ⊕ V ′′) = V ⊥0 , (W1 ⊕W
′′) = W⊥0 and that l˜2 depends only on the
choice of W0 (and not on the choice of W
′ or ǫ). Arguing in the same way that
we did for l2, we see that l˜2 is invertible. Let w ∈ W
′. Let v = l˜−12 (w) so that
l˜2(v) = w. Now decompose v into v = v1 + v
′′, v1 ∈ V1, v′′ ∈ V ′′. Then
w = (p1 + p2)l(v) = (p1 + p2)l(v1) + (p1 + p2)l(v
′′).
Extracting W ′′ components gives
w = p2l(v1) + p2l(v
′′).
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But v1 ∈ V1 ⊆ V ′ = l−1(W ′), so l(v1) ∈ W ′ and p2l(v1) = 0. Thus w = p2l(v′′) =
l2(v
′′) and v′′ = l−12 (w). Thus
||l−12 (w)|| = ||v
′′|| ≤ ||v|| = ||l˜−12 (w)|| ≤ K||w||
where K = supb∈B ||l˜
−1
2 || does not depend on W
′ or ǫ.
Lastly, we note that if v′′ ∈ V ′′ then l3(v′′) = pl(v′′) and hence ||l3(v′′)|| =
||pl(v′′)|| ≤ ||l(v′′)|| ≤ T ||v′′||, where T = supb∈B ||l|| does not depend on W
′ or
ǫ. 
Lemma 2.26. Let t ∈ [0, 1] be a real number and v ∈ V ′ with ||v|| = R. Then:
• pf(v) 6= 0, hence ρf(v) ∈ SW ′ does not equal ∞ and we can regard ρf(v)
as an element of W ′.
• ||(1 − t)pf(v) + tρ(f(v))|| > 0.
Proof. Let v ∈ V ′ with ||v|| = R and suppose on the contrary that pf(v) = 0.
By (2.3), we have ||f(v)|| ≥ 1 and by (2.4), we have ||p⊥c(v)|| ≤ ǫ < 1. Also
p⊥f(v) = p⊥c(v), since v ∈ V ′. So
1 ≤ ||f(v)|| = ||p⊥f(v)|| = ||p⊥c(v)|| < 1
a contradiction.
Let v ∈ V ′ with ||v|| = R. By the above, we can assume that ρf(v) = upf(v),
where u = λ(f(v)) is a positive real number and pf(v) 6= 0. Thus
(1 − t)pf(v) + tρ(f(v)) = (1− t+ tu)pf(v)
is non-zero, unless 1− t+ tu = 0. But this would imply that (1− t) = −tu. Clearly
(1− t) ≥ 0 and −tu ≤ 0 since u is positive. So the only way we can get equality is
if 1− t = 0 = −tu. But 1− t = 0 implies t = 1 and −tu = 0 implies t = 0, so this
is impossible. 
Fix once and for all a real number ǫ > 0 such that
ǫ < inf
{
1
4
,
R
6K
,
1
16K(T + 3QR)
}
where Q = infb∈B ||q|| (recall that c(v) = q(v, v)). Fix a corresponding choice of
finite rank subbundles W ′, V ′, where W ′ is of class ǫ and let fˆ : SV ′ → SW ′ be the
finite dimensional approximation. As previously explained, we can assume that η
is chosen with ||η|| < δ for any given δ > 0. We will assume that δ is chosen with
δ < ǫ, but the precise value of δ will not be fixed until later.
The cobordism from M = f−1(η) to Mˆ = (fˆ ′)−1(ηˆ) will be carried out in a
sequence of cobordisms M =M1 ∼M2 ∼M4 = Mˆ . For this purpose we introduce
the following notation: let f1 : V → W be given by f1 = f , let η1 = η : B →
WR \ lR(VR) and recall that we may assume that ||η1|| < δ and that η1 transverse
to f1. Write η1 = η
′
1 + η
′′
1 , where η
′
1 = pη1, η
′′
1 = p
⊥η1.
Lemma 2.27. For all v, w ∈ V, we have
||p⊥q(v, w)|| ≤
ǫ
2R2
||v||||w||.
Proof. Equation (2.1) together with (2.4) implies that:
||p⊥q(v, w)|| ≤ 2ǫ
for all v, w ∈ V with ||v||, ||w|| = 2R. But since q is R-bilinear, a simple rescaling
argument gives the result. 
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Lemma 2.28. Fix a point b ∈ B. Let v′ ∈ Vb satisfy ||v′|| ≤ 3R/2. Define a map
φ : V ′′b → V
′′
b by
φ(v′′) = l−12 (η
′′
1 )− l
−1
2 (p
⊥c(v′ + v′′)).
Then:
(1) φ sends DR(V
′′
b ) to itself.
(2) φ : DR(V
′′
b ) → DR(V
′′
b ) is a contraction. Hence there exists a unique
θ(v′) ∈ DR(V ′′b ) such that θ(v
′) = φ(θ(v′)).
(3) We have that ||θ(v′)|| < inf{R, 14(T+3RQ)}.
(4) Letting b and v′ vary, θ defines a smooth map θ : DR(V
′)→ DR(V ′′).
(5) The map θ is S1-equivariant.
Proof. Let x, y ∈ DR(V ′′b ). Then
||φ(x) − φ(y)|| = ||l−12 (p
⊥c(v′ + x)− p⊥c(v′ + y))||
≤ K||p⊥c(v′ + x)− p⊥c(v′ + y)||.
But
p⊥c(v′ + x)− p⊥c(v′ + y) = p⊥q(v′ + x, v′ + x)− p⊥q(v′ + y, v′ + y)
= 2p⊥q(v′, x− y) + p⊥q(x+ y, x− y)
= p⊥q(2v′ + x+ y, x− y).
Then using Lemma 2.27 we find:
(2.6)
||φ(x) − φ(y)|| ≤ K||p⊥c(v′ + x)− p⊥c(v′ + y)||
≤ K||p⊥q(2v′ + x+ y, x− y)||
≤
ǫK
2R2
||2v′ + x+ y||||x− y||
≤
ǫK
2R2
(2||v′||+ ||x||+ ||y||)||x− y||
≤
5ǫK
2R
||x− y||
<
1
2
||x− y||
where the last line follows from ǫ < R6K . Then it will follow that φ acts as a
contraction on DR(V
′′
b ), provided we can show that φ sends DR(V
′′
b ) to itself. Let
x ∈ DR(V ′′b ). Then
||φ(x)|| ≤ ||φ(x) − φ(0)||+ ||φ(0)||
≤
1
2
||x||+ ||φ(0)||
≤
1
2
R+ ||φ(0)||.
But φ(0) = l−12 (η
′′
1 ), so
(2.7) ||φ(0)|| = ||l−12 (η
′′
1 )|| ≤ K||η
′′
1 || ≤ K||η1|| ≤ Kδ ≤ Kǫ.
Then since ǫ < R6K we get that ||φ(0)|| ≤ R/6 and thus ||φ(x)|| ≤ R/2 +R/6 < R.
This proves that φ sends DR(V
′′
b ) to itself and is a contraction. Moreover, setting
x = θ(v′), we have
||θ(v′)|| ≤ ||φ(θ(v′))|| < R.
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To obtain the estimate ||θ(v′)|| < 14(T+3RQ) , we note that the second to last line of
(2.6) together with (2.7) gives:
||θ(v′)|| = ||φ(θ(v′))|| ≤ ||φ(θ(v′))− φ(0)||+ ||φ(0)||
≤
5ǫK
2R
||θ(v′)||+Kǫ
≤
5ǫK
2
+Kǫ
≤ 4Kǫ
≤
1
4(T + 3RQ)
where we also used that ||θ(v′)|| < R. The smoothness of θ : DR(V ′) → DR(V ′′)
follows easily from the implicit function theorem (note that θ extends smoothly
over the boundary of DR(V
′) because θ(v′) is defined for ||v′|| ≤ 3R/2).
To prove S1-equivariance of θ, let z ∈ S1. Recall that φ(v′′) = l−12 (η
′′
1 ) −
l−12 (p
⊥c(v′+v′′)). Since this depends on v′ and we wish to examine the dependence,
we will write φv′ instead of φ, so
φv′ (v
′′) = l−12 (η
′′
1 )− l
−1
2 (p
⊥c(v′ + v′′)).
Now using that c is S1-equivariant, it follows that φz·v′(z·v′′) = z·φv′(v′′). It follows
that both θ(z · v′) and z · θ(v′) are fixed points of φz·v′ , hence θ(z · v′) = z · θ(v′) by
uniqueness of the fixed point. 
We now set η2 = η
′
1 = pη1 and let f2 : V
′ →W ′ be defined by
f2(v
′) = l1(v
′) + l3(θ(v
′)) + pc(v′ + θ(v′)).
Lemma 2.29. Let M1 = f
−1
1 (η1) ⊆ V and let
M2 = {v
′ ∈ V ′ |f2(v
′) = η2, ||v
′|| < R} ⊆ V ′.
Then:
• We have that M1 ⊆ DR(V) and M2 ⊆ DR(V ′).
• The map V→ V ′, v 7→ v′ = pv restricts to a bijection p|M1 :M1 →M2.
• The map DR(V ′)→ V, v′ 7→ v = v′+θ(v′) restricts to a bijection M2 →M1
inverse to p|M1 .
• The map p|M1 :M1 →M2 is an S
1-equivariant diffeomorphism.
• η2 is transverse to f2.
Proof. Suppose that f1(v) = η1. Then since ||η1|| ≤ δ < ǫ < 1, it follows from
(2.3) that ||v|| < R. Hence M1 ⊆ DR(V). Also M2 ⊆ DR(V ′) by its definition.
Consider again the equation f1(v) = η1. Write v = v
′ + v′′ with v′ = pv ∈ V ′,
v′′ = p⊥v ∈ V ′′. Then as f1 = f = l+ c, the W ′ and W ′′ components of f1(v) = η1
are:
l1(v
′) + l3(v
′′) + pc(v′ + v′′) = η′1
l2(v
′′) + p⊥c(v′ + v′′) = η′′1 .
A solution of this pair of equations must have ||v|| < R, hence ||v′|| < R, ||v′′|| < R.
Since l2 is invertible, the second equation can be rewitten as:
v′′ = l−12 (η
′′
1 )− l
−1
2 p
⊥c(v′ + v′′).
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Then since ||v′|| < R, Lemma 2.28 implies that this equation has a unique solution
v′′ = θ(v′). Substituting, we get that
M1 = {v ∈ V | f1(v) = η1} = {v
′ ∈ V ′ | ||v′|| < R, l1(v
′)+l3(θ(v
′))+pc(v′+θ(v′)) = η′1},
where the bijection is given by v 7→ v′ = pv. However we recognise the set on
the right as M2. So p : V → V′ restricts to a bijection p|M1 : M1 → M2. The
inverse map is v′ 7→ v = v′ + θ(v′). Since both of these maps are smooth and
S1-equivariant, we have that p|M1 is an S
1-equivariant diffeomorphism. The fact
that f2 is transverse to η2 just follows from the fact that f1 is transverse to η1. 
Note that M1 can be promoted to a triple (M1, π1, ψ1) in the sense defined in
Subsection 2.1, where π1 is the natural projection to B and ψ1 is the isomorphism
of Lemma 2.6. Similarly M2 comes equipped with a natural map π2 : M2 → B and
the diffeomorphism M1 ∼=M2 of Lemma 2.29 sends π1 to π2. Then we can extend
(M2, π2) to a triple (M2, π2, ψ2) where ψ2 is obtained from Lemma 2.16. Comparing
the proofs of Lemma 2.6 and 2.16 one easily sees that the diffeomorphismM1 →M2
that we have constructed sends ψ1 to ψ2. Hence the triples (M1, π1, ψ1), (M2, π2, ψ2)
are cobordant (indeed they are isomorphic).
For t ∈ [0, 1], define ft : DR(V ′)→W ′ by
ft(v) = l1(v) + (1− t)l3(θ(v)) + pc(v + (1− t)θ(v)).
Note that ft extends smoothly over the boundary of DR(V
′) because θ does. Then
ft defines an equivariant homotopy from f2 to f3, where f3 : DR(V
′) → W ′ is
defined by
f3(v) = l1(v) + pc(v) = p(l(v) + c(v)) = p(f(v)).
Lemma 2.30. Let v′ ∈ DR(V ′). Then ρ(f(v)) 6=∞.
Proof. Suppose on the contrary that v ∈ DR(V ′) and ρ(f(v)) = ∞. By (2.5) this
means that pf(v) = 0 and ||p⊥f(v)|| > 1. But v ∈ V ′ means that p⊥f(v) = p⊥c(v).
Also ||v|| ≤ R implies that ||p⊥c(v)|| ≤ ǫ, by (2.4). Thus
1 < ||p⊥f(v)|| = ||p⊥c(v)|| ≤ ǫ < 1,
a contradiction. 
By this lemma, if v ∈ DR(V ′), then we can regard ρ(f(v)) as an element of W ′
and in fact ρ(f(v)) = λ(f(v))pf(v) by (2.5). For t ∈ [0, 1], we define ht : DR(V ′)→
W ′ by
ht(v) = (1− t)f3(v) + tf4(v)
where f4 : DR(V
′)→W ′ is defined by:
f4(v) = ρ(f(v)).
In other words f4 = fˆ |DR(V ′), where fˆ is the finite dimensional approximation of
f . Clearly ht is an equivariant homotopy from f3 to f4.
Lemma 2.31. Let SR(V
′) = {v ∈ V ′ | ||v|| = R}. Then for any t ∈ [0, 1] and
v ∈ SR(V
′) we have that ||ft(v)|| > ǫ and ||ht(v)|| > 0.
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Proof. The inequality ||ht(v)|| > 0 was shown in Lemma 2.26. Now suppose there
is some v ∈ V ′ with ||v|| = R and ||ft(v)|| ≤ ǫ. By (2.3) we have that ||f(v)|| > 1
and by (2.4) we have ||p⊥c(v)|| < ǫ. So
1 < ||f(v)|| ≤ ||f(v)− ft(v)|| + ||ft(v)||
≤ ǫ+ ||f(v)− ft(v)||
≤ ǫ+ ||pc(v + (1 − t)θ(v)) − pc(v)||+ ||l3(θ(v))|| + ||p
⊥c(v)||
≤ 2ǫ+ ||c(v + (1− t)θ(v)) − c(v)||+ T ||θ(v)||
≤ 2ǫ+ T ||θ(v)||+ ||q(v + (1− t)θ(v), v + (1 − t)θ(v)) − q(v, v)||
≤ 2ǫ+ T ||θ(v)||+ ||2q(v, θ(v))|| + ||q(θ(v), θ(v))||
≤ 2ǫ+ (T + 2Q||v||+Q||θ(v)||)||θ(v)||
≤ 2ǫ+ (T + 3QR)||θ(v)||
≤ 2ǫ+
1
4
< 1
where in the last line we used Lemma 2.28 and ǫ < 1/4. This is a contradiction,
hence no such v exists. 
Lemma 2.32. Let S+V ′ denote the complement in SV ′ of {v ∈ V
′ | ||v|| < R}. If
v ∈ S+V ′ then fˆ(v) 6= 0.
Proof. Suppose that v ∈ S+V ′ and fˆ(v) = 0. Recall that fˆ(v) = ρ(f(v)). Since
fˆ(∞) = ∞, we can assume v ∈ V ′ and since v ∈ S+V ′ we can further assume
that ||v|| ≥ R. From (2.5) we see that ρ(f(v)) = 0 if and only if pf(v) = 0 and
||p⊥f(v)|| < 1, hence ||f(v)|| < 1. But from (2.3), we have that ||f(v)|| ≥ 1, so no
such v can exist. 
Let us define
ν = inf
v∈V ′,||v||=R
||ht(v)||.
By Lemma 2.31 and compactness of {v ∈ V ′ | ||v|| = R} (since V ′ is finite dimen-
sional), we have that ν > 0. Similarly by Lemma 2.32 and compactness of S+V ′
there exists some ν′ > 0 such that fˆ sends S+V ′ to SW ′ \Dν′(W
′). Now at last we
fix a choice of δ > 0 such that δ < inf{ǫ/2, ν/2, ν′}.
Lemma 2.33. Let t ∈ [0, 1] and v ∈ SR(V ′). Then ||ft(v)− η2|| > δ and ||gt(v)−
η2|| > δ.
Proof. From Lemma 2.31 we have that ||ft(v)|| > ǫ, hence
||ft(v) − η2|| ≥ ||ft(v)|| − ||η2|| > ǫ− δ > ǫ/2 > δ.
Similarly, ||ht(v)|| ≥ ν by the definition of ν and hence
||ht(v)− η2|| ≥ ||ht(v)|| − ||η2|| ≥ ν − δ > ν/2 > δ.

Let B∞ ⊆ SW ′ denote the section at infinity. There exists a fibrewise defor-
mation retraction SW ′ \ Dδ(W ′) → B∞, moreover we can choose the retracting
homotopy to be S1-equivariant and smooth. It follows that if ϕ : DR(V
′)→ W ′ is
any smooth S1-equivariant map such that ϕ|SR(V ′) takes values in W
′ \ Dδ(W ′),
then ϕ admits a smooth S1-equivariant extension ϕ˜ : SV ′ → SW ′ with the property
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that if v ∈ SV ′ \DR(V ′), then ϕ˜(v) ∈ SW ′ \Dδ(W ′). Therefore if η : B →W ′ is any
section with ||η|| < δ, it follows that ϕ˜−1(η) = ϕ−1(η). We apply this construction
to f2, f3, f4 and also the homotopies ft, ht to obtain f˜2, f˜3, f˜4 and homotopies f˜t
from f˜2 to f˜3 and h˜t from f˜3 to f˜4.
Recall that η2 is transverse to f2 and that M2 = f
−1
2 (η2) is equivariantly diffeo-
morphic to the original moduli space M1. From the above remarks we have that
f˜2 is also transverse to η2 and that M2 = f˜
−1
2 (η2).
Lemma 2.34. There exists an S1-equivariant map f˜ ′4 : SV ′ → SW ′ equivariantly
homotopic to f˜4 such that f˜
′
4 is transverse to η2. Moreover f˜
′
4 can be chosen to
be arbitrarily close to f˜4 and such that the preimage M4 = (f˜
′
4)
−1(η2) contains no
fixed points of the S1-action. In addition, M4 is equivariantly cobordant to M2 (and
hence also to M1).
Proof. Let τ : [0, 1]→ [0, 1] be a smooth function such that τ(t) = 0 for 0 ≤ t ≤ 1/3
and τ(t) = 1 for 2/3 ≤ t ≤ 1. Then the homotopies f˜τ(t) and h˜τ(t) can be joined
together smoothly to give a smooth homotopy kt from f˜2 to f˜4 with the property
that if kt(v) ∈ Dδ(W
′), then ||v|| < R. We can equivariantly deform f˜4 to f˜
′
4
and equivariantly deform kt to a homotopy k
′
t from f˜2 to f˜
′
4 such that f˜2, f˜
′
4 are
transverse to η2 and k
′ : [0, 1] × SV ′ → SW ′ is transverse to the constant path
η2 : [0, 1] × B → W ′. If we take our deformations to be sufficiently close to
the original maps, then M4 = (f˜
′
4)
−1(η2) and (k
′)−1(η2) will be fixed point free.
Moreover, (k′)−1(η2) defines an equivariant cobordism from M2 to M4. 
Lemma 2.35. There exists an equivariant homotopy of fˆ to a map fˆ ′ such that η2
is transverse to fˆ ′. Also fˆ ′ can be chosen arbitrarily close to fˆ and such that there
is an equivariant diffeomorphism M4 = (fˆ
′)−1(η2).
Proof. Let f ′4 = f˜
′
4|DR(V ′). Then f
′
4 is a deformation of f4 = fˆ |DR(V ′). Let H :
[0, 1] × DR(V ′) → SW ′ be the homotopy from fˆDR(V ′) to f
′
4. Recall that the
image of f˜4|SR(V ′) = fˆ |SR(V ′) is disjoint from Dδ(W
′). We can therefore choose the
deformation f˜ ′4 and homotopy H such that the image of H |[0,1]×SR(V ′) is disjoint
from Dδ(W
′). It follows that there exists some ǫ′ > 0 such that H(t, v) /∈ Dδ(W ′)
for all t ∈ [0, 1] and all v ∈ V ′ with R−ǫ′ ≤ ||v|| ≤ R. Now define K : [0, 1]×SV ′ →
SW ′ as follows. As in the previous lemma, let τ : [0, 1]→ [0, 1] be a smooth function
such that τ(t) = 0 for 0 ≤ t ≤ 1/3 and τ(t) = 1 for 2/3 ≤ t ≤ 1. Recall that we
defined S+V ′ = SV ′ \ {v ∈ V
′ | ||v|| < R}. Then we define
K(t, v) =

fˆ(v) if v ∈ S+V ′
H(tτ(R−||v||ǫ′ ), v) if R− ǫ
′ ≤ ||v|| ≤ R
H(t, v) if ||v|| ≤ R− ǫ′.
Then K is a smooth equivariant homotopy from fˆ to fˆ ′, where we set fˆ ′(v) =
K(1, v). Since we can choose f˜ ′4 can be chosen arbitrarily close to f˜4 and such that
the homotopy H also remains arbitrarily close to f˜4 at all times, it follows that
K(t, v) can be made arbitrarily close to fˆ for all times, in particular fˆ ′ can be
made arbitrarily close to fˆ . Next we claim that fˆ ′ is transverse to η2. Recall that
||η2|| < δ. From Lemma 2.32, we see that if v ∈ S
+
V ′ then fˆ(v) = fˆ
′(v) /∈ Dδ(W ′), so
there are no solutions to fˆ ′(v) = η2 with v ∈ S
+
V ′ . Similarly, sinceH(1, v) /∈ Dδ(W
′)
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for all v ∈ V ′ with R−ǫ′ ≤ ||v|| ≤ R, we see that there are no solutions to fˆ ′(v) = η2
with R − ǫ′ ≤ ||v|| ≤ R as well. Next we note that fˆ ′|DR−ǫ′ (V ′) = f
′
4|DR−ǫ′ (V ′) and
that there are no solutions to f ′4(v) = η2 with R−ǫ
′ ≤ ||v|| ≤ R, since H(1, v) = f ′4.
Thus fˆ ′ is transverse to η2 because f
′
4 is and (fˆ
′)−1(η2) = (f
′
4)
−1(η2) =M4. 
Completion of proof of Theorem 2.24: we have seen that the Seiberg-Witten invari-
ants of the original monopole map are the Seiberg-Witten invariants of the triple
(M1, π1, ψ1) and similarly the Seiberg-Witten invariants of fˆ are those of the triple
(M4, π4, ψ4), where M4 = Mˆ = (fˆ
′)−1(η2), π4 is the natural projection to B and
ψ4 is the isomorphism given as in Lemma 2.16. We have previously defined the
triple (M2, π2, ψ2) and shown an isomorphism (M1, π1, ψ1) ∼= (M2, π2, ψ2). Lem-
mas 2.34 and 2.35 show that there is a cobordism of pairs (M2, π2) ∼ (M4, π4).
It just remains to check that that ψ2, ψ4 extend over this cobordism. Recall that
ψ2 is the isomorphism obtained by applying Lemma 2.16 to f2 and similarly ψ4 is
the isomorphism obtained by applying Lemma 2.16 to f ′4. Applying Lemma 2.16
to the homotopy k′t|DR(V ′) (where k
′
t is as in Lemma 2.34) joining f2 to f
′
4, we get
the desired extension of ψ2, ψ4 over the cobordism. So at last we have shown that
(M1, π1, ψ1) and (M4, π4, ψ4) are cobordant and thus have the same Seiberg-Witten
invariants.
3. Cohomological formulation of the families Seiberg-Witten
invariants
In this section we will show how the families Seiberg-Witten invariants of a finite
dimensional monopole map can be recovered from purely cohomological operations.
This reformulation of the Seiberg-Witten invariants makes it easy to establish var-
ious properties of them, such as the wall crossing formula or the computation of
their Steenrod powers.
3.1. Equivariant cohomology computations. Let B be a compact smooth
manifold as before. Let V → B be a complex vector bundle of rank a and U → B
a real vector bundle of rank b. We make V into an S1-equivariant vector bundle
where S1 acts by scalar multiplication on the fibres of V . We make U into an
S1-equivariant vector bundle with the trivial S1-action. Let SV,U denote the unit
sphere bundle SV,U = S(R ⊕ V ⊕ U). Let SU denote S0,U , let q : SU → B be the
projection to B. Let P(V ) be the projective bundle associated to V and note that
q∗(P(V )) = P(q∗V ).
We will work with the S1-equivariant cohomology of various spaces. Let C be
equipped with the standard S1-action by scalar multiplication. This defines an
equivariant line bundle over a point and thus a class x = c1(C) ∈ H2S1(pt;Z).
Then H∗S1(pt;Z) is isomorphic to Z[x], the ring of polynomials in x with integer
coefficients. Equip B with the trivial S1-action. Since we will be working with
spaces that fibre (equivariantly) over B, the cohomology groups of interest will
be modules over the equivariant cohomology of B. We introduce the following
notation:
H∗ = H∗S1(B;Z) = H
∗ ⊗H∗(B;Z) = H∗(B;Z)[x].
We will also need to work with local systems and with coefficient groups other than
Z. Let A be a local system of abelian groups on B (equipped with trivial S1-action)
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and define:
H∗(A) = H∗S1(B;A) = H
∗ ⊗H∗(B;A) = H∗(B;A)[x].
We are mostly interested in local systems which arise as follows. Suppose w ∈
H1(B,Z2). Then w corresponds to a principal Z2 covering Bw → B and we let Zw
denote the local system Bw ×Z2 Z, where Z2 acts on Z as multiplication by ±1.
Recall that SV,U = S(R⊕ V ⊕ U). There is a global section B → SV,U given by
(1, 0, 0). Let BV,U denote the image of this section.
In the computations that follow we will first assume that U is oriented. The re-
sults and proofs can easily be adapted to the case that U is non-orientable, provided
we use local coefficients.
Proposition 3.1. Suppose that U is orientable. Then H∗S1(SV,U , BV,U ;Z) is a free
rank 1 module over H∗ with generator τV,U ∈ H
2a+b
S1 (SV,U , BV,U ;Z).
Proof. This is the Thom isomorphism in equivariant cohomology. We briefly recall
the proof. Since G = S1 acts on V ⊕ U , we obtain a vector bundle (V ⊕ U)G over
B × BG given by (V ⊕ U) ×G EG → B ×G EG = B × BG. Now we just apply
the usual Thom isomorphism to (V ⊕ U)G. In particular we obtain an equivariant
Thom class τV,U . This point of view also makes it clear that the choice of generator
τV,U corresponds to a choice of orientation of U . 
In the case that U is not orientable we instead have an equivariant Thom class
τV,U ∈ H
2a+b
S1 (SV,U , BV,U ;Zw1(U)) and the Thom isomorphism continues to hold as
long as we use local coefficients.
Recall that the equivariant Euler class eV,U ∈ H2a+b(Zw1(U)) of V ⊕ U is the
pullback of the equivariant Thom class τV,U under the zero section B → (V ⊕ U)
(viewed as a map of pairs (B, ∅) → (SV,U , BV,U )). Clearly this factors as eV,U =
eV eU , where eU is just the ordinary Euler class of U and eV is the equivariant Euler
class of V . Using the splitting principle, one finds that eV is given by:
eV = x
a + c1(V )x
a−1 + c2(V )x
a−2 + · · ·+ ca(V ).
Let b ≥ 1 and let U be a real oriented orthogonal vector bundle. Suppose that
we are given an oriented sub-bundle iW :W → U of positive codimension. Assume
that there exists a section φ : B → U which is disjoint from W . Equivalently,
assume that the orthogonal complement W⊥ of W in U admits a non-vanishing
section. Recall from [2] that pushforward maps can be constructed in equivariant
cohomology. In particular we have that φ induces a pushforward map
φ∗ : H
j
S1(B;Z)→ H
j+2a+b
S1 (SV,U , SW ;Z).
The image of φ∗(1) under the natural mapH
2a+b
S1 (SV,U , SW ;Z)→ H
2a+b
S1 (SV,U , BV,U ;Z)
is precisely the equivariant Thom class τV,U . Thus φ∗(1) is a lift of τV,U and hence
we sometimes denote it as φ∗(1) = τ˜
φ
V,U .
Proposition 3.2. Let U be a real oriented vector bundle of rank b ≥ 1 and suppose
that W ⊂ U is a proper subbundle of rank w which is also oriented. Suppose that U
admits a section φ : B → U whose image is disjoint from W . Let V be a complex
vector bundle of rank a. Then H∗S1(SV,U , SW ;Z) is a free H
∗-module of rank 2,
generated by τ˜φV,U and δτ0,W , where τ˜
φ
V,U = φ∗(1) and δτ0,W is the image of τ0,W
under the coboundary map δ : HwS1(SW , BW ;Z)→ H
w+1
S1 (SV,U , SW ;Z) of the triple
(SV,U , SW , BW )
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Proof. Consider the long exact sequence in equivariant cohomology of the triple
(SV,U , SW , BV,U ):
· · · → HiS1(SV,U , SW ;Z)
i∗W−→ HiS1(SV,U , BV,U ;Z)
ι∗
−→ HiS1(SW , BV,U ;Z)
δ
−→ · · ·
by our discussion above we have that i∗W (τ˜
φ
V,U ) = τV,U . It follows by the Thom
isomorphism that i∗W is surjective and hence ι
∗ = 0. Therefore the above long
exact sequence splits into short exact sequences:
0→ Hi−1S1 (SW , BV,U ;Z)
δ
−→ HiS1(SV,U , SW ;Z)
i∗W−→ HiS1(SV,U , BV,U ;Z)→ 0.
But HiS1(SV,U , BV,U ;Z) is a free H
∗-module generated by τV,U . So the choice of
lift τ˜φV,U of τV,U determines a splitting of the above short exact sequences. 
Using local coefficients we can easily extend Proposition 3.2 to the case that U
and W are not necessarily oriented.
Next we will be interested in the relative equivariant cohomology of the pair
(SV,U , SU ). In this case it is useful to replace SU with an equivariant tubular
neighbourhood. Recall that we let q : SU → B denote the projection to B. Then
one sees that the normal bundle to SU in SV,U is given by q
∗V , equipped with
the action of S1 by fibrewise scalar multiplication. Let U˜ be the unit open disc
bundle in q∗(V ), which we can identify with an equivariant tubular neighbourhood
of SU . Let Y˜ = SV,U \ U˜ . We observe that Y˜ is a compact manifold with boundary
∂Y˜ = S(q∗V ), the unit sphere bundle of q∗V . We further observe that S1 acts
freely on Y˜ . Let Y = Y˜ /S1 be the quotient, which is a compact manifold with
boundary ∂Y = (∂Y˜ )/S1 = S(q∗V )/S1 = P(q∗V ) = q∗(P(V )). Note that Y˜ → Y
is a principal circle bundle whose Chern class is just the image of x ∈ H2 in
H2(Y ;Z) under the natural map H∗ → H∗S1(Y˜ ;Z)
∼= H∗(Y ;Z). Note further that
the restriction of x to ∂Y is precisely the Chern class of the bundle Oq∗V (1) →
P(q∗(V )) (the dual of the tautological line bundle over P(q∗(V ))).
Proposition 3.3. Let U be an orientable real vector bundle. Then:
• There is a naturally defined isomorphism H∗S1(SV,U , SU ;Z)
∼= H∗(Y, ∂Y ;Z)
of H∗-modules.
• H∗S1(SV,U , SU ;Z) is a free module over H
∗(B;Z) with basis {(δτ0,U )xi}
a−1
i=0 ,
where δ : Hi−1S1 (SV,U , SU ;Z)→ H
∗
S1(SV,U , SU ;Z) is the coboundary map in
the long exact sequence of the triple (SV,U , SU , BV,U ).
Proof. Using excision, we have isomorphisms:
H∗S1(SV,U , SU ;Z)
∼= H∗S1(SV,U , U˜ ;Z)
∼= H∗S1(Y˜ , ∂Y˜ ;Z)
∼= H∗(Y, ∂Y ;Z).
Next, we observe that there is an isomorphism
H∗S1(SV,U , SU ;Z)
∼= H∗S1(D(V ⊕ U), S(V ⊕ U) ` D(U);Z).
The long exact sequence of the triple (D(V ⊕U), S(V ⊕U) ` D(U), S(V ⊕U)) has
the form:
· · ·
δ
−→ H∗S1(D(V ⊕ U), S(V ⊕ U) ` D(U);Z)→ H
∗
S1(D(V ⊕ U), S(V ⊕ U);Z)→
→ H∗S1(S(V ⊕ U) ` D(U), S(V ⊕ U);Z)
δ
−→ · · ·
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But H∗S1(S(V ⊕ U) ` D(U), S(V ⊕ U);Z)
∼= H∗S1(SU , BU ;Z)
∼= H∗τ0,U and the
map
H∗τV,U ∼= H
∗
S1(D(V ⊕U), S(V ⊕U);Z)→ H
∗
S1(SU , BU ;Z)
∼= H∗S1(D(V );Z)
∼= H∗,
which corresponds to pullback under the zero section of V , is given by τV,U 7→
eV τ0,U . In particular, this map is injective and the image is H∗eV τ0,U . Hence the
coboundary map induces isomorphisms
δ : Hi−1/〈eV 〉 → H
i+b
S1 (D(V ), S(V );Z), y 7→ y · δτ0,U .
Recall that the equivariant Euler class eV has the form
eV = x
a + c1(V )x
a−1 + · · ·+ ca(V )
and it follows easily that H∗/〈eV 〉 is a free H∗(B;Z) module generated by {xi}
a−1
i=0 .
Hence H∗S1(D(V ), S(V );Z) is a free H
∗(B;Z) module generated by {δτ0,Ux
i}a−1i=0 .

As with other results in this subsection, Proposition 3.3 extends to the case that
U is not orientable using local coefficients.
Let πY : Y → B denote the projection map from Y to B. One sees that Y has
the structure of a locally trivial fibre bundle over B whose fibres are manifolds with
boundary. An orientation of U determines a relative orientation of Y → B, that is,
an orientation of TY ⊕ π∗Y (TB). From this we obtain a pushforward map
(πY )∗ : H
i(Y, ∂Y ;Z)→ Hi−l(B;Z),
where l = 2a + b − 1 is the fibre dimension. This map is defined by the following
commutative diagram:
Hi(Y, ∂Y ;Z)
(πY )∗ //
∼=

Hi−l(B;Z)
∼=

Hdim(B)+l−i(Y ;π
∗
Y ZB)
(πY )∗ // Hdim(B)+l−i(B;ZB)
where the vertical arrows are given by Poincare´-Lefschetz duality and ZB denotes
the orientation local system on B.
Lemma 3.4. Let Y be a compact manifold with boundary and let A be a local system
of abelian groups on Y . Let ι : ∂Y → Y denote the inclusion of the boundary.
Let ZY denote the orientation local system on Y . Then δ = ι∗, where δ is the
coboundary map δ : Hi−1(∂Y ; ι∗A) → Hi(Y, ∂Y ;A) in the long exact sequence of
the pair (Y, ∂Y ) and ι∗ : H
i−1(∂Y ; ι∗A) → Hi(Y, ∂Y ;A) is the pushforward map
defined by the commutative diagram:
Hi−1(∂Y ; ι∗A)
ι∗ //
∼=

Hi(Y, ∂Y ;A)
∼=

Hdim(Y )−i(∂Y ; ι
∗(A⊗ ZY ))
ι∗ // Hdim(Y )−i(Y ;A⊗ ZY )
where the vertical arrows are given by Poincare´-Lefschetz duality.
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Proof. For a pair of spaces (U, V ) and local systemA, let Cj(U, V ;A) and C
j(U, V ;A)
denote the singular chain/cochain complexes. Let ω ∈ Cj(∂Y ; ι∗A) represent a class
[ω] ∈ Hj(∂Y ; ι∗A). Choose an extension ω˜ ∈ Cj(Y ;A) of ω to Y . Then δ[ω] = [δω˜].
Next let [Y ] ∈ Hn(Y ; ∂Y ;ZY ) denote the fundamental class of Y , where n =
dim(Y ). Taking cap product with [Y ] gives maps:
[Y ]∩ : Hj(Y ;A)→ Hn−j(Y, ∂X ;A⊗ ZY ),
[Y ]∩ : Hj(Y, ∂Y ;A)→ Hn−j(Y ;A⊗ ZY ),
which are the isomorphisms defining Poincare´-Lefschetz duality. Moreover, the
fundamental classes of Y and ∂Y are related by
∂[Y ] = [∂Y ],
where ∂ : Hn(Y, ∂Y ;ZY )→ Hn−1(∂Y ; ι∗ZY ) is the boundary map in the long exact
sequence of the pair (Y, ∂Y ). Let [Y˜ ], [∂˜Y ] be representatives of [Y ], [∂Y ] at the
chain level. Then we have:
∂[Y˜ ] = [∂˜Y ] + exact term.
The pushforward map ι∗ is characterised at the chain level by
[Y˜ ] ∩ ι∗ω = ι∗([∂˜Y ] ∩ ω) + exact term.
However, we have:
ι∗([∂˜Y ] ∩ ω) = ι∗([∂˜Y ] ∩ ι
∗ω˜) (since ι∗ω˜ = ω)
= ι∗[∂˜Y ] ∩ ω˜
= ∂[Y˜ ] ∩ ω˜ + exact term (since ∂[Y ] = [∂Y ])
= [Y˜ ] ∩ δω˜ + exact term (using the Leibniz rule for cap products).
So at the level of (co)homology classes [Y ] ∩ ι∗ω = [Y ]∩ δ[ω] and thus ι∗ω = δω as
claimed. 
Proposition 3.5. Suppose U is orientable and fix an orientation. The fibre inte-
gration map
(πY )∗ : H
i(Y, ∂Y ;Z)→ Hi−l(B;Z)
is a morphism of H∗(B;Z)-modules and is given by:
(πY )∗(δτ0,Ux
j) =
{
0 if j < a− 1,
sj−(a−1)(V ) if j ≥ a− 1,
where sj(V ) ∈ H2j(B;Z) is the j-th Segre class of V [9, §3.2], which is characterised
by the property that if we let
s(V ) = s0(V ) + s1(V ) + s2(V ) + · · · ∈ H
ev(B;Z)
denote the total Segre class of V and similarly c(V ) = 1 + c1(V ) + c2(V ) + · · · the
total Chern class, then
c(V )s(V ) = 1.
In the case that U is not orientable, the analogous result holds using local coeffi-
cients.
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Proof. Clearly (πY )∗ is a morphisms of H
∗(B;Z)-modules. Let ι : ∂Y → Y denote
the inclusion and let π∂Y : ∂Y → B be the projection to B. Note that π∂Y = πY ◦ι.
It follows that (π∂Y )∗ = (πY )∗ ◦ι∗ and from Lemma 3.4, we have that ι∗ = δ, where
δ : Hi−1(∂Y ;Z)→ Hi(Y, ∂Y ;Z) is the coboundary map of the long exact sequence
of the pair (Y, ∂Y ). Therefore
(πY )∗(δτ0,Ux
j) = (πY )∗ ◦ δ(τ0,Ux
j) = (π∂Y )∗(τ0,Ux
j).
Next, we recall that ∂Y = q∗(P(V )), where q is the projection q : SU → B. Note
that τ0,U is precisely the Thom class of the bundle U → B and it follows that
(π∂Y )∗(τ0,Ux
j) = (πP(V ))∗(x
j),
where πP(V ) is the projection πP(V ) : P(V )→ B. If j < a− 1 then the degree of x
j
is less than the fibre dimension of P(V ), so we obviously have (πP(V ))∗(x
j) = 0 in
this case. So it remains to prove the identity
(3.1) (πP(V ))∗(x
j+(a−1)) = sj(V ), for all j ≥ 0.
We prove this by induction on j. The case j = 0 is obvious since s0(V ) = 1 and
xa−1 restricts to a generator of H2a−2(CPa−1;Z) on each fibre of P(V ). Now recall
that on P(V ) the class x satisfies the equation
xa + c1(V )x
a−1 + · · ·+ ca(V ) = 0
(this is the Grothendieck approach to defining the Chern classes of a complex vector
bundle V ). Now let j ≥ 0 and suppose Equation (3.1) has been proven for all j′ ≤ j.
Then (letting sk(V ) = 0 if k < 0) we have:
(πP(V ))∗(x
(j+1)+(a−1)) = (πP(V ))∗(x
j+a)
= (πP(V ))∗(x
j(−c1(V )x
a−1 − c2(V )
a−2
x − · · · − ca(V ))
= −(c1(V )sj(V )− c2(V )sj−1(V )− · · · − ca(V )sj+1−a)
= sj+1(V ),
where we used the relation
sj+1(V )c0(V ) + sj(V )c1(V ) + · · ·+ sj+1−a(V )ca(V ) = 0 for all j ≥ 0,
which follows by taking the degree 2j + 2 part of the identity c(V )s(V ) = 1. 
3.2. Cohomological formula for the families Seiberg-Witten invariants.
Let f : SV,U → SV ′,U ′ be a finite dimensional monopole map. Then as in Subsection
2.2 we may assume that U ′ = U ⊕H+ and that f |U is the inclusion U → U
′. For
convenience, we will assume throughout this section that U,U ′ are oriented. As
usual, the results easily extend to the general case provided we use local coefficients.
As before we assume f preserves sections at infinity:
f : (SV,U , BV,U )→ (SV ′,U ′ , BV ′,U ′).
Let [φ] ∈ CH(f) be a chamber and let φ : B → U ′ − U be a representative section.
Since φ avoids U , we obtain a pushforward map
φ∗ : H
j
S1(B;Z)→ H
j+2a′+b′
S1 (SV ′,U ′ , SU ;Z)
and we also have a pullback map
f∗ : HjS1(SV ′,U ′ , SU ;Z)→ H
j
S1(SV,U , SU ;Z)
∼= Hj(Y, ∂Y ;Z)
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Theorem 3.6. For each m ≥ 0 we have
SWm(f, φ) = (πY )∗(x
m
` f∗φ∗(1)).
The proof will be given later in this subsection. But first we make some obser-
vations about this formula:
• This formula shows that SWm(f, φ) depends only of f and φ and not on a
choice of perturbation f ′ of f meeting φ transversally.
• This formula also shows that SWm(f, φ) depends only on the homotopy
classes of f and φ, in particular SWm(f, φ) depends only on φ only through
the chamber [φ] in which φ lies.
• We will show in Proposition 3.8 that SWm(f, φ) depends only on the stable
homotopy class of f . More precisely SWm(f, φ) is invariant under stabili-
sation of f by real or complex vector bundles.
Let τ˜φV ′,U ′ = φ∗(1) ∈ H
2a′+b′(SV ′,U ′ , SU ;Z). Observe that the image of τ˜
φ
V ′,U ′
under the map H2a
′+b′(SV ′,U ′ , SU ;Z) → H2a
′+b′(SV ′,U ′ , BV ′,U ′ ;Z) is τV ′,U ′ , the
equivariant Thom class. This is simply because φ is a section of V ′ ⊕ U ′, so the
induced pushforward map φ∗ : H
j
S1(B;Z) → H
j+2a′+b′
S1 (SV ′,U ′ , BV ′,U ′ ;Z) sends 1
to the equivariant Thom class.
Next, we note that f∗(τ˜φV ′,U ′) ∈ H
2a′+b′
S1 (SV,U , SU ;Z) can be written uniquely as
(3.2) f∗(τ˜φV ′,U ′) =
a−1∑
j=0
µj(f, φ)δτ0,Ux
(a−1)−j ,
where µj(f, φ) ∈ H
2j−(2d−b+−1)(B;Z). Note that since Hk(B;Z) = 0 for k >
dim(B), we have that µj = 0 whenever 2j− (2d−b+−1) > dim(B), that is, µj = 0
whenever 2j ≥ 2d− (b+ − dim(B)).
Let f ′ be a deformation of f such that f ′ meets φ transversally. Then M˜φ =
f ′
−1
(φ(B)) is a compact embedded submanifold of SV,U without boundary. Recall
that we define Y˜ to be the complement in SV,U of an equivariant tubular neigh-
bourhood of SU and that Y˜ is a compact manifold with boundary. Choosing the
neighbourhood sufficiently small, we may assume that M˜φ is an embedded sub-
manifold of Y˜ and that M˜φ ∩ ∂Y˜ = ∅. Noting that S
1 acts freely on M˜φ, we let
Mφ = M˜φ/S1, which is an embedded submanifold of Y = Y˜ /S1. Let L →Mφ be
the line bundle associated to the principal circle bundle M˜φ →Mφ. Then clearly
c1(L) = x|Mφ . Note that the dimension of Mφ is given by
dim(Mφ) = (2a+ b)− (2a
′ + b′)− 1 = 2d− b+ − 1.
Recall that a choice of orientation of U defines a relative orientation of SV,U → B,
hence also a relative orientation of πY : Y → B. Moreover a choice of orientation
on U ′ defines an orientation of the normal bundle ofMφ ⊆ Y . Let πMφ :Mφ → B
be the restriction of πY toMφ. We see that an orientation of U ⊕U ′ (equivalently,
an orientation of H+) determines a relative orientation of πMφ : Mφ → B and
hence a push-forward map (πMφ)∗ : H
j(B;Z) → Hj−(2d−b
+−1)(B;Z). Recall that
for each m ≥ 0, we have defined the Seiberg-Witten invariants of (f, φ) to be given
by:
SWm(f, φ) = (πMφ)∗(c1(L)
m) ∈ H2m−(2d−b
+−1)(B;Z).
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Just as we saw for the µj(f, φ), since H
k(B;Z) = 0 for k > dim(B), we have that
SWm(f, φ) = 0 whenever 2m ≥ 2d− (b+ − dim(B)).
Proposition 3.7. The SWm(f, φ) are related to the classes µj(f, φ) ∈ H2j−(2d−b
+−1)(B;Z)
by:
(3.3)
∑
m≥0
SWm(f, φ)t
m =
a−1∑
j=0
µj(f, φ)t
j
∑
n≥0
sn(V )t
n

where t is a formal variable and sn(V ) is the n−th Segre class of V . This rela-
tion can be inverted to express the µj(f, φ) invariants in terms of the SWm(f, φ)
invariants:
(3.4)
a−1∑
j=0
µj(f, φ)t
j =
∑
m≥0
SWm(f, φ)t
m
∑
n≥0
cn(V )t
n
 ,
where cn(V ) is the n-th Chern class of V .
Proof. By Theorem 3.6 we have
SWm(f, φ) = (πY )∗(x
mf∗φ∗(1)).
Recall that we set τ˜φV ′,U ′ = φ∗(1). Then combined with Equation (3.2) and using
Proposition 3.5, we get:
SWm(f, φ) = (πY )∗
a−1∑
j=0
µa−1−j(f, φ)δτ0,Ux
j+m

=
a−1∑
j=0
µa−1−j(f, φ)(πY )∗(δτ0,Ux
j+m)
=
a−1∑
j=0
µa−1−j(f, φ)sj+m−(a−1)(V )
=
∑
j+n=m
µj(f, φ)sn(V ),
which proves Equation (3.3). Equation (3.4) follows from Equation (3.3) and the
identity
(c0(V ) + tc1(V ) + · · · )(s0(V ) + ts1(V ) + ts2(V ) + · · · ) = 1.

Proof of Theorem 3.6. Let ZB denote the orientation local system on B. Fix
choices of orientations on U and U ′. This gives an isomorphism of the orien-
tation local system of Y with (πY )
∗ZB and an isomorphism of the orientation
local system of Mφ with (πMφ)
∗ZB. The submanifold Mφ ⊂ Y has a funda-
mental class [Mφ] ∈ H2d−b+−1(Y ; (πY )
∗ZB). Let ηMφ denote the Poincare´ dual
class ηMφ ∈ H
dim(X)−(2d−b+−1)(Y, ∂Y ;Z). Let ι : Mφ → Y denote the inclusion.
We obtain a pushforward map ι∗ : H
j(Mφ;Z) → H
j+(2d−b+−1)(X, ∂X ;Z). From
ON THE BAUER-FURUTA AND SEIBERG-WITTEN INVARIANTS 37
general properties of the pushforward map we have that if θ ∈ Hj(Y ;Z), then
ι∗(ι
∗θ) = θ ` ηMφ . Therefore
(3.5) SWm(f, φ) = (πMφ)∗(c1(L)
m) = (πY )∗ ◦ ι∗(ι
∗(xm)) = (πY )∗(x
m
` ηMφ).
To complete the proof, we just need to show that ηMφ = f
∗(φ∗(1)). We begin by
observing that the normal bundle N
M˜φ
to M˜φ in Y˜ is equivariantly identified via
the derivative of f ′ with the normal bundle of Bφ = φ(B) ⊆ SV ′,U ′ . But since φ
is a section, the normal bundle of Bφ can be identified with the restriction of the
vertical tangent bundle of SV ′,U ′ → B to Bφ, which is exactly V ′ ⊕ U ′. Thus
N
M˜φ
= f ′
∗
(V ′ ⊕ U ′) ∼= f∗(V ′ ⊕ U ′).
Since S1 acts freely on Mφ with quotient Mφ, we have that NM˜φ descends to a
vector bundle NMφ on Mφ, which is precisely the normal bundle of Mφ in Y . Let
U denote a tubular neighbourhood of Mφ in Y , which we identify with the open
unit disc bundle in NMφ . The inclusion ι :Mφ → Y factors as:
Mφ
ζ
−→ U
jU
−→ Y,
where ζ is the zero section of NMφ and jU is the inclusion map, which is an open
immersion. Passing to cohomology, we obtain a factorisation of ι∗ as:
Hj(Mφ;Z)
ζ∗
−→ Hj+(2d−b
+−1)
c (U ;Z)
(jU )∗
−→ Hj+(2d−b
+−1)(Y, ∂Y ;Z),
where H
j+(2d−b+−1)
c (U ;Z) denotes compactly supported cohomology of U of degree
j + (2d − b+ − 1). The pushforward ζ∗ : Hj(Mφ;Z) → H
j+(2d−b+−1)
c (U ;Z) is the
Thom isomorphism for NMφ
∼= U . Next we note that
ηMφ = ι∗(1) = (jU )∗ ◦ ζ∗(1) = (jU )∗(τNMφ ),
where τNMφ = ζ∗(1) ∈ H
2a′+b′
c (U ;Z)
∼= H2a
′+b′(U+,∞;Z) is the Thom class of
NMφ . Instead of computing (jU )∗(τNMφ ) directly we will work S
1-equivariantly on
Y˜ . The inclusion ι˜ : M˜ → Y˜ factors as:
M˜
ζ˜
−→ U˜
j˜U
−→ Y˜ ,
where U˜ is the open disc bundle in N
M˜φ
.
Note that H2a
′+b′
S1 (U˜
+,∞;Z) is isomorphic to H2a
′+b′(U+,∞;Z). To see this,
let O be an open neighbourhood of ∞ in U+ which strongly deformation retracts
to ∞ and let O˜ be the pre-image of O in U˜+. Note that S1 acts freely on O˜ \ ∞.
Then we have a sequence of isomorphisms:
H∗S1(U˜
+,∞;Z) ∼= H∗S1(U˜
+, O˜;Z) (by deformation retraction)
∼= H∗S1(U˜ , O˜ \∞;Z) (excision)
∼= H∗(U,O \∞;Z) (S1 acts freely)
∼= H∗(U+, O;Z) (excision)
∼= H∗(U+,∞;Z) (by deformation retraction).
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Henceforth we use this sequence of isomorphisms to identity H2a
′+b′
S1 (U˜
+,∞;Z)
with H2a
′+b′(U+,∞;Z). Let τN
M˜φ
∈ H2a
′+b′
S1 (U˜
+,∞;Z) denote the equivari-
ant Thom class of N
M˜φ
. Then τN
M˜φ
agrees with τNMφ under the isomorphism
H2a
′+b′
S1 (U˜
+,∞;Z) ∼= H2a
′+b′(U+,∞;Z) constructed above. Let (j˜U )∗ : H∗S1(U˜
+,∞;Z)→
H∗S1(Y˜ , ∂Y˜ ;Z) be the pushforward with respect to j˜U . Then we have a commutative
diagram:
H∗S1(U˜
+,∞;Z)
∼=

(j˜U )∗ // H∗S1(Y˜ , ∂Y˜ ;Z)
H∗(U+,∞;Z)
∼=

H∗(Y, ∂Y ;Z)
∼=
OO
H∗c (U ;Z)
(jU )∗
66
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
Under the isomorphism H∗c (U ;Z)
∼= H∗(U+,∞;Z), the pushforward map (jU )∗ :
H∗(U+,∞;Z) → H∗(Y, ∂Y ;Z) may be constructed as follows: let q : Y → U+ be
the map given by q(x) = x if x ∈ U and q(x) =∞ otherwise. Noting that q sends
∂Y to ∞ we have that q gives a map of pairs q : (Y, ∂Y ) → (U+,∞) and we have
(jU )∗ = q
∗. Similarly define q˜ : Y˜ → U˜+ by q˜(x) = x if x ∈ U˜ and q˜(x) = ∞
otherwise. Tracing through the sequence of isomorphisms defining (j˜U )∗, one may
verify that we likewise have (j˜U )∗ = q˜
∗.
Our goal now will be to compute q˜∗(τN
M˜φ
) = (j˜U )∗(τN
M˜φ
) ∈ H2a
′+b′
S1 (Y˜ , ∂Y˜ ;Z),
which of course coincides with (jU )∗(τNM) = ηM under the isomorphism
H2a
′+b′
S1 (Y˜ , ∂Y˜ ;Z)
∼= H2a
′+b′(Y, ∂Y ;Z). Recall that f ′ is transverse to Bφ, and
the points of Bφ are fixed points of the S
1-action and disjoint from SU . Since f
′
is transverse to Bφ, we can find an S
1-equivariant open tubular neighbourhood
Wφ ⊆ SU ′,V ′ of Bφ such that each point of Wφ is a regular value of f
′. Note also
that Wφ can be identified with the open unit disc bundle in the normal bundle
of Bφ in SU ′,V ′ , which is isomorphic U
′ ⊕ V ′. Then (possibly after shrinking Wφ
and U˜), we can assume that U˜ = f ′
−1
(Wφ) and that f
′|U˜ → Wφ is a surjective
submersion. By choosing Wφ small enough, we may assume that Wφ is disjoint
from SU . Let jWφ :Wφ → SU ′,V ′ denote the inclusion map. Consider the following
commutative diagram of S1-equivariant maps:
Y˜
f ′|
Y˜ // SU ′,V ′
U˜
j˜U
OO
f ′|
U˜ // Wφ
jWφ
OO
Let τφU ′,V ′ ∈ H
2a′+b′
S1 (W
+
φ ,∞;Z) be the equivariant Thom class. Then τNM˜φ
=
(f ′|U˜ )
∗(τφU ′,V ′). So under the isomorphism H
2a′+b′(Y, ∂Y ;Z) ∼= H2a
′+b′
S1 (Y˜ , ∂Y˜ ;Z),
ηMφ is given by:
(3.6) ηMφ = q˜
∗(f ′|U˜ )
∗(τφU ′,V ′).
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Let qWφ : SU ′,V ′ → W
+
φ be the map given by qWφ(x) = x if x ∈ Wφ and
qWφ(x) =∞ otherwise. Then we have a commutative diagram of pairs:
(Y˜ , ∂Y˜ )
f ′|
Y˜ //
q˜

(SU ′,V ′ , SU )
qWφ

(U˜+,∞)
f ′|
U˜ // (W+φ ,∞)
From commutativity of the diagram and Equation (3.6), we get:
ηMφ = (f
′|Y˜ )
∗q∗Wφ(τ
φ
U ′,V ′).
But note that q∗W (τ
φ
U ′,V ′) is exactly the class τ˜
φ
V ′,U ′ = φ∗(1). Thus
ηMφ = f
′∗(φ∗(1)) = f
∗(φ∗(1)).
Substituting into Equation (3.5), we get the desired equality:
SWm(f, φ) = (πY )∗(x
m
` ηMφ) = (πY )∗(x
m
` f∗φ∗(1)).

Proposition 3.8. The Seiberg-Witten invariants SWm(f, φ) are independent of
stabilisation of f by real or complex vector bundles.
Proof. We will focus on the case of stabilisation by a complex vector bundle, the
real case being considerably simpler. Let f : SV,U → SV ′,U ′ and a chamber φ : B →
(U ′ \ U) be given. Let A be a complex vector bundle of rank α, set VA = V ⊕ A,
V ′ = V ′ ⊕ A and let fA : VA ⊕ U → V ′A ⊕ U denote the suspension of f . Observe
that SV ′
A
,U ′ is the fibrewise smash product SV ′
A
,U ′ = SV ′,U ′ ∧B SA,0 (equivariantly)
and hence we have an external cup product
` : HiS1(SV ′,U ′ , SU ;Z)×H
j
S1(SA,0, BA,0;Z)→ H
i+j
S1 (SV ′A,U ′ , SU ;Z).
Using this cup product we see that τ˜φV ′A,U ′
= τ˜φV ′,U ′ ` τA,0 and hence
(3.7) f∗A(τ˜
φ
V ′A,U
′) = f
∗(τ˜φV ′,U ′) ` τA,0.
Recall from Proposition 3.3 that H∗S1(SV,U , SU ;Z)
∼= H∗(Y, ∂Y ;Z) is a free module
over H∗(B;Z) with basis {(δτ0,U )x
i}a−1i=0 . Moreover, the proof of Proposition 3.3
shows that as H∗S1(B;Z)-modules we have an isomorphism
H∗S1(SV,U , SU ;Z)
∼=
(
Z[x]
〈eV 〉
)
δτ0,U
where eV ∈ HaS1(B;Z) is the equivariant Euler class of V . Similarly we have an
isomorphism
H∗S1(SVA,U , SU ;Z)
∼=
(
Z[x]
〈eV eA〉
)
δτ0,U
where eA ∈ HaS1(B;Z) is the equivariant Euler class of A. Noting that SVA,U =
SV,U ∧ SA,0 we see that the external cup product with τA,0 defines a morphism of
H∗S1(B;Z)-modules:
` τA,0 : H
∗
S1(SV,U , SU ;Z)→ H
∗+α
S1 (SVA,U , SU ;Z).
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Tracing through the isomorphisms used in the proof of Proposition 3.3, we see that
` τA,0 corresponds to the morphism(
Z[x]
〈eV 〉
)
δτ0,U →
(
Z[x]
〈eV eA〉
)
δτ0,U , u 7→ u · eA
given by multiplication by eA. Let η = f
∗(τ˜φV ′,U ′) ∈ H
2a′+b′
S1 (SV,U , SU ;Z) so that
SWm(f, φ) = (πY )∗(x
m
` η), where Y is defined as in Subsection 3.1. Similarly de-
fine ηA = f
∗
A(τ˜
φ
V ′A,U
′) ∈ H
2a′+b′
S1 (SVA,U , SU ;Z) so that SWm(fA, φ) = (πYA)∗(x
m
`
ηA), where YA is defined in the same way as Y , but with VA replacing V . Then
from Equation (3.7), we have that:
SWm(fA, φ) = (πYA)∗(x
m
` η ` eA).
Therefore, to show that SWm(fA, φ) = SWm(f, φ) it suffices to show that:
(3.8) (πYA)∗(u ` eA) = (πY )∗(u)
for any u ∈ H∗S1(SV,U , SU ;Z). But since H
∗
S1(SV,U , SU ;Z)
∼=
(
Z[x]
〈eV 〉
)
δτ0,U , it suf-
fices to check Equation (3.8) for u = xiδτ0,U , i = 0, 1, . . . , a− 1. From Proposition
3.5, we see that (πY )∗(x
iδτ0,U ) is zero for 0 ≤ i ≤ a− 2 and is 1 for i = a− 1. On
the other hand, since the equivariant Euler class of A has the form
eA = x
α + xα−1c1(A) + · · ·+ cα(A),
we see again from Proposition 3.5 that
(πYA)∗(x
ieAδτ0,U ) = (πYA)∗(x
i+α + xi+α−1c1(A) + · · ·+ x
icα(A))
is zero for 0 ≤ i ≤ a− 2 and is 1 for i = a− 1. This completes the proof. 
4. Steenrod operations on the families Seiberg-Witten invariants
The Steenrod operations are stable cohomology operations. The stability of these
operations makes them convenient to use in the study of families Seiberg-Witten
invariants, which are extracted from a stable homotopy class. For simplicity, let
us consider the Steenrod squares. The Steenrod reduced power operations for odd
primes can also be considered, however the algebra turns out to be considerably
more difficult and so we will not purse the problem of calculating them here.
4.1. Steenrod squares computation. Our calculations will be carried out using
S1-equivariant cohomology with Z2-coefficients. The Borel model for equivariant
cohomology allows us to extend the Steenrod operations to the equivariant setting.
We have that H∗S1(pt;Z2)
∼= Z2[x], where x has degree 2. It follows easily that
Sqi(xm) = 0 whenever i is odd and Sq2j(xm) =
(
m
j
)
xm+j .
Let f : (SV,U , BV,U ) → (SV ′,U ′ , BV ′,U ′) be a finite dimensional monopole map.
It turns out that for the purposes of computing Steenrod operations it is most
convenient to stabilise f such that the bundles V, U are trivial, say V = Ca, U = Rb.
Recall that U ′ = U ⊕H+, hence in this case we have U ′ = Rb⊕H+. In particular,
this gives an equality of Stiefel-Whitney classes:
wj(U
′) = wj(H
+), for all j ≥ 0.
Next recall that V − V ′ = D, hence V ′ = V −D = Ca −D. From this we obtain:
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Lemma 4.1. Let cS1,j(V
′) ∈ H2j denote the j-th equivariant Chern class of V ′.
Then
(4.1) cS1,j(V
′) =
j∑
l=0
xj−l
(
a′ − l
j − l
)
sl(D).
Remark 4.2. Note that since V ′ = Ca −D, it follows that the Chern classes of V ′
are the Segre classes of the virtual bundle D. So sl(D) = 0 whenever l > a
′, since
V ′ has rank a′. Hence the non-zero terms in Equation (4.1) only involve binomial
coefficients whose upper index is non-negative.
Proof. We use the splitting principal to compute cS1,j(V
′). Suppose that (non-
equivariantly) the Chern roots of V ′ are y1, . . . , ya′ . Then the equivariant Chern
roots of V ′ are (x+ y1), . . . , (x+ ya′) and hence
cS1,j(V
′) =
∑
i1<···<ij
(x+ yi1) · · · (x+ yij )
=
∑
I⊆{1,...,a′}
|I|=j
j∑
l=0
xj−l
∑
J⊆I
|J|=l
yJ (where yJ = yj1 · · · yjl for J = {j1, . . . , jl})
=
j∑
l=0
xj−l
∑
J⊆{1,...,a′}
|J|=l
yJ
∑
I⊇J
|I|=j
1
=
min(j,a′)∑
l=0
xj−lsl(D)
(
a′ − l
j − l
)
=
j∑
l=0
xj−lsl(D)
(
a′ − l
j − l
)
(by Remark 4.2).

Recall that the families Seiberg-Witten invariants SWm(f, φ) of f are related to
the µj(f, φ) classes by Equations (3.3) and (3.4). But we have assumed that V is
a trivial bundle, hence in this case we have:
SWm(f, φ) = µm(f, φ).
Recall that the µj(f, φ) invariants are defined by:
f∗(τ˜φV ′,U ′) =
a−1∑
j=0
µj(f, φ)δτ0,Ux
(a−1)−j .
Let us define η ∈ H∗(P(V );Z2) by
(4.2) η =
a−1∑
j=0
µj(f, φ)x
(a−1)−j
so that η · δτ0,U is Poincare´ dual to the Seiberg-Witten moduli space. It follows
that
SWm(f, φ) = π∗(x
mη),
where π is the projection π : P(V )→ B.
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In the calculations that follow we will compute Steenrod squares. All cohomology
classes are taken with Z2 coefficients. In particular any integral cohomology classes
which appear in the following calculations should be understood as their mod 2
reductions.
Lemma 4.3. Let η ∈ H∗(P(V );Z2) be defined as in Equation (4.2). Then for all
j ≥ 0, we have:
Sq2j(η) =
j∑
l=0
cS1,l(V
′)w2j−2l(H
+)η,
Sq2j+1(η) =
j∑
l=0
cS1,l(V
′)w2j−2l+1(H
+)η.
Proof. Recall that if τE is the Thom class of a vector bundle E, then Sq
j(τE) =
wj(E)τE . Let t be a formal variable and set:
Sqt = Sq
0 + tSq1 + · · · wt(E) = w0(E) + tw1(E) + · · ·
so that Sqt(τE) = wt(E)τE . Applying this to our setting (and using the fact that
Steenrod operations commute with the coboundary map in the long exact sequence
of a pair), we obtain:
Sqt(δτ0,U ) = wt(U)δτ0,U , Sqt(τV ′,U ′) = wS1,t(V
′ ⊕ U ′)τV ′,U ′
where wS1,t = wS1,0+ twS1,1+ · · · and wS1,j is the j-th equivariant Stiefel-Whitney
class.
Recall that τ˜φV ′,U ′ = φ∗(1). To understand the action of Sqt on τ˜
φ
V ′,U ′ we factor
φ∗ as follows. Let Bφ = φ(B) denote the image of B in SV ′,U ′ . Let Wφ denote an
equivariant tubular neighbourhood of Bφ, which we can identify with the normal
bundle of Bφ ⊆ SV ′,U ′ . Let q : (SV ′,U ′ , SU ) → (W
+
φ ,∞) be the collapsing map
which acts as the identity on Wφ and collapses the complement of Wφ to ∞. Let
Φ : H∗S1(B;Z) → H
∗+2a′+b′
S1 (W
+
φ ,∞;Z) be the Thom isomorphism. Then φ∗ =
q∗ ◦Φ, essentially by definition of the pushforward map of a submanifold. It follows
that τ˜φV ′,U ′ = φ∗(1) = q
∗(Φ(1)) = q∗(τWφ ), where τWφ is the equivariant Thom
class of the normal bundle of Bφ. But since φ is a section, the normal bundle of Bφ
can be identified with the restriction of the vertical tangent bundle of SV ′,U ′ → B
to Bφ, which is exactly V
′ ⊕ U ′. Thus Sqt(τWφ) = wS1,t(V
′ ⊕ U ′)τWφ and using
τ˜φV ′,U ′ = q
∗(τWφ), we get:
Sqt(τ˜
φ
V ′,U ′) = wS1,t(V
′ ⊕ U ′)τ˜φV ′,U ′ .
Now by the definition of η, we have η ·δτ0,U = f∗(τ˜
φ
V ′,U ′) and applying Sqt we have:
Sqt(η)wt(U) · δτ0,U = Sqt(η)Sqt(δτ0,U )
= Sqt(η · δτ0,U )
= Sqt(f
∗(τ˜φV ′,U ′))
= f∗(Sqt(τ˜
φ
V ′,U ′))
= wS1,t(V
′ ⊕ U ′)f∗(τ˜φV ′,U ′)
= wS1,t(V
′ ⊕ U ′)η · δτ0,U .
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Recalling that U is taken to be trivial, we have wt(U) = 1 and hence
Sqt(η) = wS1,t(V
′ ⊕ U ′)η.
In particular for any i ≥ 0, we have:
Sqi(η) = wS1,i(V
′ ⊕ U ′)η.
The proof of the lemma is completed by noting that:
wS1,2j(V
′ ⊕ U ′) =
j∑
l=0
cS1,l(V
′)w2j−2l(H
+),
wS1,2j+1(V
′ ⊕ U ′) =
j∑
l=0
cS1,l(V
′)w2j−2l+1(H
+).

Combining Lemmas 4.1 and 4.3, we obtain:
Sq2j(η) =
j∑
l=0
cS1,l(V
′)w2j−2l(H
+)η
=
j∑
l=0
l∑
k=0
xl−k
(
a′ − k
l − k
)
sk(D)w2j−2l(H
+)η
=
j∑
l=0
xl
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2l−2k(H
+)η.
Similarly,
Sq2j+1(η) =
j∑
l=0
xl
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2l−2k+1(H
+)η.
Then using Equation (4.2) to substitute for η, we find:
Sq2j(η) =
a−1∑
m=0
j∑
l=0
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l(H
+)SWm(f, φ)x
a−1−m+l
=
j∑
l=0
a−1−l∑
m=−l
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l(H
+)SWm+l(f, φ)x
a−1−m
=
j∑
l=0
a−1∑
m=0
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l(H
+)SWm+l(f, φ)x
a−1−m,
where the last line is obtained by using the fact that V is a trivial bundle of rank a
to deduce that xi = 0 if i ≥ a and also the fact that SWi(f, φ) = 0 if i ≥ a, so that
the sum over m in the range −l ≤ m ≤ a− 1− l gives the same result as summing
over m in the range 0 ≤ m ≤ a − 1. We can repeat the same calculation for the
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odd Steenrod squares Sq2j+1. In summary, we have obtained:
(4.3)
Sq2j(η) =
a−1∑
m=0
j∑
l=0
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l(H
+)SWm+l(f, φ)x
a−1−m,
Sq2j+1(η) =
a−1∑
m=0
j∑
l=0
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l+1(H
+)SWm+l(f, φ)x
a−1−m.
On the other hand applying Sq2j or Sq2j+1 directly to Equation (4.2) and using
the Cartan formula, we find:
(4.4)
Sq2j(η) =
a−1∑
m=0
j∑
l=0
Sq2j−2l(SWm+l(f, φ))
(
a− 1−m− l
l
)
xa−1−m,
Sq2j+1(η) =
a−1∑
m=0
j∑
l=0
Sq2j−2l+1(SWm+l(f, φ))
(
a− 1−m− l
l
)
xa−1−m.
Equating powers of x in Equations (4.3) and (4.4), we immediately find:
Lemma 4.4. The Steenrod squares of the (mod 2 reductions of the) Seiberg-Witten
classes SWm(f, φ) satisfy the following recursive equations:
j∑
l=0
Sq2j−2l(SWm+l(f, φ))
(
a− 1−m− l
l
)
=
j∑
l=0
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l(H
+)SWm+l(f, φ),
j∑
l=0
Sq2j−2l+1(SWm+l(f, φ))
(
a− 1−m− l
l
)
=
j∑
l=0
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l+1(H
+)SWm+l(f, φ).
Remark 4.5. Before we proceed to solve this recursion, let us make some observa-
tions:
• For j = 0, the above equations reduce to the trivial identites:
Sq0(SWm(f, φ)) = SWm(f, φ), Sq
1(SWm(f, φ)) = w1(H
+)SWm(f, φ),
the latter being a simple consequence of the fact that Sq1 is the Bockstein
homomorphism and that the classes SWm(f, φ) lift to integral cohomology
classes but with values in the local coefficient system Zw1(H+).
• Recall that SWi(f, φ) = 0 if i ≥ a and sk(D) = 0 if k > a′. Thus all non-
zero terms in the above formula involve only binomial coefficients whose
upper index is non-negative.
Lemma 4.6. Suppose there are classes θjm ∈ H
2m+2j−(2d−b+−1)(Z2) for all j,m ≥
0 satisfying the recursive relation
(4.5)
j∑
l=0
θj−lm+l
(
a− 1−m− l
l
)
=
j∑
l=0
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l(H
+)SWm+l(f, φ) for all j,m ≥ 0.
Then Sq2j(SWm(f, φ)) = θ
j
m.
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Similarly, if there are classes πjm ∈ H
2m+2j+1−(2d−b+−1)(Z2) for all j,m ≥ 0
satisfying
(4.6)
j∑
l=0
πj−lm+l
(
a− 1−m− l
l
)
=
j∑
l=0
j−l∑
k=0
(
a′ − k
l
)
sk(D)w2j−2k−2l+1(H
+)SWm+l(f, φ), for all j,m ≥ 0.
Then Sq2j+1(SWm(f, φ)) = π
j
m.
Proof. Follows easily from Lemma 4.4 by induction on j. 
We now look for solutions of the recursive equations (4.5), (4.6). Experimenting
with small values of j, one is naturally lead to look for solutions of the form:
(4.7)
θjm =
j∑
l=0
j−l∑
k=0
fmk,lsk(D)w2j−2l−2k(H
+)SWm+l(f, φ),
πjm =
j∑
l=0
j−l∑
k=0
fmk,lsk(D)w2j−2l−2k+1(H
+)SWm+l(f, φ)
for some coefficients f j,mk,l ∈ Z2, where k, l,m ≥ 0.
Lemma 4.7. Let θjm, π
j
m be defined as in Equation (4.7) for some coefficients f
m
k,l.
Suppose that fmk,l satisfies the following recursion:
(4.8)
l∑
l′=0
fm+l
′
k,l−l′
(
a′ + d− 1−m− l′
l′
)
=
(
a′ − k
l
)
(mod 2)
for all k, l,m ≥ 0 and all a′ ≥ max(k,−d + 1 + m + l). Then θjm, π
j
m satisfy
Equations (4.5) and (4.6) for all j,m ≥ 0.
Proof. Follows by direct substitution of (4.7) into (4.5) and (4.6). 
Lemma 4.8. For all integers u and all j ≥ 0, we have:
j∑
l=0
(
u+ l
j − l
)(
2l − 1
l
)
=
(
u+ 1
j
)
(mod 2).
Proof. The identity can be easily verified for j = 0, 1, 2, so we will assume that
j ≥ 3. If j ≥ 3, then we need to show that
j∑
l=2
(
l
j − l
)(
2l − 1
l
)
=
(
u+ 1
j
)
+
(
u
j
)
+
(
u+ 1
j − 1
)
(mod 2) for all j ≥ 3.
Using Pascal’s formula the right hand side simplifies mod 2 to
(
u
j−2
)
. So we need
to show that:
(4.9)
j∑
l=2
(
l
j − l
)(
2l − 1
l
)
=
(
u
j − 2
)
(mod 2) for all j ≥ 3.
Assume l ≥ 2. Using Pascal’s formula, we find(
2l
l
)
=
(
2l − 1
l
)
+
(
2l− 1
l − 1
)
= 2
(
2l − 1
l
)
.
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Hence
(
2l−1
l
)
is even unless
(
2l
l
)
= 2 (mod 4). However it is known that the number
of factors of 2 in
(
2l
l
)
is equal to the number of 1s in the binary expansion of l.
Thus
(
2l−1
l
)
is odd if and only if l is a power of 2, say l = 2k. So (4.9) is equivalent
to showing that:
(4.10)
∑
k≥1
2k≤j
(
u+ 2k
j − 2k
)
=
(
u
j − 2
)
(mod 2) for all j ≥ 3.
Recall that if positive integers a, b have binary expansions a = a0+2a1+ · · ·+2uau,
b = b0 + 2b1 + · · ·+ 2ubu, then:
(4.11)
(
a
b
)
=
u∏
i=0
(
ai
bi
)
(mod 2).
Now suppose that j = j0 + 2j1 + · · · + 2
uju, where ju = 1. Then the sum on the
left hand side of (4.10) runs from k = 1, . . . , u. The Vandermonde identity gives:(
u+ 2k
j − 2k
)
=
∑
r,s≥0
r+s=j−2k
(
u
r
)(
2k
s
)
.
But using (4.11), we see that
(
2k
s
)
is even, unless s = 0 or 2k. Hence(
u+ 2k
j − 2k
)
=
{(
u
j−2k
)
+
(
u
j−2k+1
)
(mod 2) for 1 ≤ k ≤ u− 1,(
u
j−2k
)
(mod 2) for k = u.
Substituting this into the left hand side of (4.10) gives:
u∑
k=1
(
u
j − 2k
)
+
u−1∑
k=1
(
u
j − 2k+1
)
.
The terms in these sums cancel in pairs (mod 2), except for the k = 1 term in the
first sum. Hence the above equals
(
u
j−2
)
mod 2. This proves (4.10) and the proof
of the lemma is complete. 
Lemma 4.9. For all k, l,m ≥ 0, let
fmk,l =
(
d− 1−m+ l + k
l
)
.
Then fmk,l satisfies Equation (4.8) for all k, l,m, a
′ ≥ 0.
Proof. Note that fmk,l is a binomial coefficient whose upper index is an integer which
may be negative. Set v = a′ + (d− 1−m), u = k+ (d− 1−m). Thus it suffices to
show that:
(4.12)
j∑
l=0
(
u+ j − 2l
j − l
)(
v − l
l
)
=
(
v − u
j
)
(mod 2)
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for all u, v, j with j ≥ 0 and u, v any integers. Note that
(4.13)
(
a
b
)
=
a(a− 1) · · · (a− b+ 1)
b!
= ±
(b− a− 1)(b− a− 2) · · ·a
b!
= ±
(
b− a− 1
b
)
=
(
b− a− 1
b
)
(mod 2).
Hence (4.12) can be re-written as:
j∑
l=0
(
−u+ l− 1
j − l
)(
v − l
l
)
=
(
v − u
j
)
(mod 2),
or replacing u with −(u+ 1), this becomes
(4.14)
j∑
l=0
(
u+ l
j − l
)(
v − l
l
)
=
(
v + u+ 1
j
)
(mod 2)
for all j ≥ 0 and all integers u, v. We will prove that (4.14) holds by an inductive
argument. For any integers u, v and any j ≥ 0, let us set
δ(u, v, j) =
j∑
l=0
(
u+ l
j − l
)(
v − l
l
)
+
(
v + u+ 1
j
)
∈ Z2.
So we aim to show that δ(u, v, j) for all u, v and all j ≥ 0. For any u, v and any
j ≥ 0, let P (j, r) be the proposition that Equation (4.14) holds, or equivalently,
that δ(u, v, j) = 0. Recall that Pascal’s formula
(
a
b
)
=
(
a−1
b
)
+
(
a−1
b−1
)
holds for any
non-negative integer b and any number a. Hence we find:
δ(u, v, j) =
j∑
l=0
(
u+ l
j − l
)(
v − l
l
)
+
(
v + u+ 1
j
)
=
j∑
l=0
(
u− 1 + l
j − l
)(
v − l
l
)
+
j−1∑
l=0
(
u− 1 + l
j − 1− l
)(
v − l
l
)
+
(
v + u
j
)
+
(
v + u
j − 1
)
= δ(u− 1, v, j) + δ(u− 1, v, j − 1).
Hence if any two of P (u, v, j), P (u − 1, v, j) and P (u − 1, v, j − 1) hold, then so
does the third. Applying Pascal’s formula instead to the second binomial factor in
δ(u, v, j) gives:
δ(u, v, j) =
j∑
l=0
(
u+ l
j − l
)(
v − l
l
)
+
(
v + u+ 1
j
)
=
j∑
l=0
(
u+ l
j − l
)(
v − 1− l
l
)
+
j∑
l=1
(
u+ l
j − l
)(
v − 1− l
l − 1
)
+
(
v + u
j
)
+
(
v + u
j − 1
)
= δ(u, v − 1, j) +
j∑
l=1
(
(u+ 1) + (l − 1)
(j − 1)− (l − 1)
)(
(v − 2)− (l − 1)
l − 1
)
+
(
(v − 2) + (u+ 1) + 1
j − 1
)
= δ(u, v − 1, j) + δ(u+ 1, v − 2, j − 1).
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Hence if any two of P (u, v, j), P (u, v− 1, j) and P (u+1, v− 2, j − 1) hold, then so
does the third. Next, using (4.13), we find:
δ(u, v, j) =
j∑
l=0
(
u+ l
j − l
)(
v − l
l
)
+
(
v + u+ 1
j
)
=
j∑
l=0
(
u+ j − l
l
)(
v − j + l
j − l
)
+
(
v + u+ 1
j
)
= δ(v − j, u+ j, j).
Hence P (u, v, j) holds if and only if P (v − j, u+ j, j) holds.
Setting j = 0 in (4.14), we see that P (u, v, 0) holds trivially for all u, v. Next,
we consider the case v = −1. Using (4.13), we find:
j∑
l=0
(
u+ l
j − l
)(
−1− l
l
)
=
j∑
l=0
(
u+ l
j − l
)(
2l
l
)
.
It is well known that
(
2l
l
)
is even for all l > 0, hence the above sum equals
(
u
j
)
mod
2. This shows that P (u,−1, j) holds for all j ≥ 0 and all integers u. Similarly, we
consider the case v = 0. Using (4.13), we find
j∑
l=0
(
u+ l
j − l
)(
−l
l
)
=
j∑
l=0
(
u+ l
j − l
)(
2l − 1
l
)
.
So P (u, 0, j) is equivalent to
j∑
l=0
(
u+ l
j − l
)(
2l − 1
l
)
=
(
u+ 1
j
)
(mod 2).
But this is precisely what was shown in Lemma 4.8. Hence we have verified P (u, 0, j)
for all u and all j ≥ 0.
As an intermediate step towards proving P (u, v, j) for all u, v and all j ≥ 0, we
will now prove it for all u, all v ≥ −1 and all j ≥ 0. For v ≥ −1 and j ≥ 0,
let Q(v, j) be the Proposition that P (u, v, j) holds for all values of u. We have
shown that Q(v, 0) holds for all v ≥ −1, that Q(−1, j) holds for all j ≥ 0 and that
Q(0, j) holds for all j ≥ 0. Now suppose that j ≥ 1 and v ≥ 1. Recall that we
have shown that if any two of P (u, v, j), P (u, v − 1, j) and P (u + 1, v − 2, j − 1)
hold, then so does the third. In particular P (u, v, j) is implied by P (u, v−1, j) and
P (u+ 1, v − 2, j − 1). It follows that Q(v, j) holds for all v ≥ −1 and all j ≥ 0, or
equivalently that P (u, v, j) holds for all u, for all v ≥ −1 and all j ≥ 0.
Recall that P (u, v, j) holds if and only if P (v − j, u+ j, j) holds. Thus we have
shown that P (u, v, j) holds for all u, v, j such that j ≥ 0 and u + j ≥ −1. Let
λ = −u − j. So we have shown P (u, v, j) holds whenever j ≥ 0 and λ ≤ 1. Now
we proceed by induction on λ (with λ ≤ 1 serving as the starting point of the
induction). Suppose now that P (u′, v′, j′) holds whenever j′ ≥ 0 and −u′ − j′ ≤ λ
for some λ ≥ 1. Now let u, v, j be such that j ≥ 0 and −u− j = λ+1. Recall that
we have shown that if any two of P (u′, v′, j′), P (u′−1, v′, j′) and P (u′−1, v′, j′−1)
hold, then so does the third. In particular P (u+1, v, j+1) and P (u, v, j+1) imply
P (u, v, j). But note that P (u + 1, v, j + 1) holds by induction because −(u+ 1)−
(j+1) = −u− j− 2 = λ− 1 and similarly P (u, v, j+1) holds by induction because
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−u − (j + 1) = −u − j + 1 = λ. This shows that P (u, v, j) also holds and so the
inductive step is complete. This completes the proof of the result. 
Theorem 4.10. The Steenrod squares of the families Seiberg-Witten invariants are
given by:
Sq2j(SWm(f, φ)) =
j∑
l=0
j−l∑
k=0
(
d− 1−m+ l + k
l
)
sk(D)w2j−2l−2k(H
+)SWm+l(f, φ),
Sq2j+1(SWm(f, φ)) =
j∑
l=0
j−l∑
k=0
(
d− 1−m+ l + k
l
)
sk(D)w2j−2l−2k+1(H
+)SWm+l(f, φ).
for all m, j ≥ 0.
Proof. By Lemma 4.6, it suffices to show that θjm, π
j
m satisfy Equations (4.5), (4.6),
where θjm, π
j
m are given by Equation (4.7) with f
m
k,l =
(
d−1−m+l+k
l
)
. But Lemmas
4.7 and 4.9 show that equations (4.5), (4.6) are indeed satisfied. 
For convenience, we give the explicit formulas for the first few even Steenrod
squares:
Sq2(SWm(f, φ)) =
(d+m)SWm+1(f, φ) + (s1(D) + w2(H
+))SWm(f, φ).
Sq4(SWm(f, φ)) =(
d−m+ 1
2
)
SWm+2(f, φ) +
(
(d+m+ 1)s1(D) + (d+m)w2(H
+)
)
SWm+1(f, φ)
+
(
s2(D) + s1(D)w2(H
+) + w4(H
+)
)
SWm(f, φ).
Sq6(SWm(f, φ)) =(
d−m+ 2
3
)
SWm+3(f, φ) +
((
d−m+ 2
2
)
s1(D) +
(
d−m+ 1
2
)
w2(H
+)
)
SWm+2(f, φ)
+
(
(d+m)s2(D) + (d+m+ 1)s1(D)w2(H
+) + (d+m)w4(H
+)
)
SWm+1(f, φ)
+
(
s3(D) + s2(D)w2(H
+) + s1(D)w4(H
+) + w6(H
+)
)
SWm(f, φ).
Similar formulas hold for the odd Steenrod squares (to go from Sq2j(SWm(f, φ))
to Sq2j+1(SWm(f, φ)) just replace each occurrence of w2i(H
+) with w2i+1(H
+)).
Corollary 4.11. Suppose that 2j > 2m− (2d− b+ − 1). Then:
j∑
l=0
j−l∑
k=0
(
d− 1−m+ l + k
l
)
sk(D)w2j−2l−2k(H
+)SWm+l(f, φ) = 0 (mod 2),
j∑
l=0
j−l∑
k=0
(
d− 1−m+ l + k
l
)
sk(D)w2j−2l−2k+1(H
+)SWm+l(f, φ) = 0 (mod 2).
Proof. Start with Theorem 4.10 and recall that Sqj(x) = 0 whenever j > deg(x).

For instance if 2m < 2d− b+ + 1, then:
(d+m)SWm+1(f, φ) + (s1(D) + w2(H
+))SWm(f, φ) = 0 (mod 2).
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and if 2m < 2d− b+ + 1, then:(
d−m+ 1
2
)
SWm+2(f, φ) +
(
(d+m+ 1)s1(D) + (d+m)w2(H
+)
)
SWm+1(f, φ)
+
(
s2(D) + s1(D)w2(H
+) + w4(H
+)
)
SWm(f, φ) = 0 (mod 2).
Corollary 4.12. Suppose that b+ = 2p+1 is odd and suppose that for some j > 0
we have that H2l(B,Z2) = 0 for 0 < l < j. Then(
p+ j
j
)
SWm+j(f, φ) +
(
w2j(H
+) + sj(D)
)
SWm(f, φ) = 0 (mod 2).
where m = d− p− 1.
Remark 4.13. Suppose that f is a finite dimensional approximation of the Seiberg-
Witten monopole map of a spinc family of 4-manifolds with fibres (X, sX) with
b+(X) = 2p+1 > 1. Then for m = d−p−1, we see that SWm(f, φ) ∈ H0(B,Z2) ∼=
Z2 is the mod 2 reduction of the ordinary Seiberg-Witten invariant SW (X, sX) of
X .
Proof. Note that 2d− b+− 1 = 2(d−p− 1) and hence 2j > 0 = 2m− (2d− b+− 1).
Hence Corollary 4.11 holds with m = d− p− 1. So
j∑
l=0
j−l∑
k=0
(
d− 1−m+ l + k
l
)
sk(D)w2j−2l−2k(H
+)SWm+l(f, φ) = 0 (mod 2).
But H2l(B,Z2) = 0 for 0 < l < j, so all terms in the above sum are zero except for
(l, k) = (0, 0), (0, j) or (j, 0). The result now follows easily. 
Theorem 4.14. Suppose that b+ = 2p + 1 is odd and that the Stiefel-Whitney
classes of H+ are trivial. Write p as p = 2ap′, where a ≥ 0 and p′ is odd. Let
m = d − p− 1 and note that SWm(f, φ) ∈ H0(B;Z) ∼= Z. Then for 0 ≤ b < a we
have
SWm+2b(f, φ) = s2b(D)SWm(f, φ) (mod 2)
for all b such that 0 ≤ b < a. Furthermore, we have
s2a(D)SWm(f, φ) = 0 (mod 2).
Proof. Since the Stiefel-Whitney classes of H+ are trivial, Theorem 4.10 gives
(4.15)
j∑
l=0
(
p+ j
l
)
sj−l(D)SWm+l(f, φ) = 0 (mod 2).
Next we note that if p = 2ap′, where p′ is odd and if 0 ≤ b < a, then
(
p+2b
l
)
is even
for l in the range 0 ≤ l ≤ 2b, except when l = 0 or 2b in which case it is odd. Thus
Equation (4.15) for j = 2b simplifies to:
s2b(D)SWm(f, φ) + SWm+2b(f, φ) = 0 (mod 2).
Similarly
(
p+2a
l
)
is even for l in the range 0 ≤ l ≤ 2a, except when l = 0 in which
case it is odd. So Equation (4.15) for j = 2a simplifies to:
s2a(D)SWm(f, φ) = 0 (mod 2).

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Theorem 4.15. Suppose that H+ is orientable and that 2d− b+− 1 = 0. Suppose
also that SW0(f, φ) ∈ H0(B;Z) ∼= Z is odd.
• If SWj(f, φ) = 0 (mod 2) for all j > 0, then w(H+) = c(D) (mod 2).
• Conversely if w(H+) 6= c(D) (mod 2), then SWj(f, φ) 6= 0 (mod 2) for
some j > 0.
Proof. Assume that SWj(f, φ) vanishes mod 2 for all j > 0 and that SW0(f, φ) is
odd. We will show that w(H+) = c(D). The second result follows by taking the
contrapositive. From the Sq2j and Sq2j+1 cases of Theorem 4.10 with m = 0 we
obtain:
j∑
k=0
sk(D)w2j−2k(H
+) = 0 (mod 2),
j∑
k=0
sk(D)w2j−2k+1(H
+) = 0 (mod 2).
this says that the 2j and 2j + 1-th Stiefel-Whitney classes of the virtual bundle
H+ − D vanish. Thus w(H+ − D) = 1. But w(H+ − D) = w(H+)c(−D) =
w(H+)s(D) (mod 2). Multiplying both sides of w(H+)s(D) = 1 (mod 2) by c(D),
we get w(H+) = c(D) (mod 2). 
4.2. Application to K3 surfaces. In this Subsection we give an application of
the Steenrod squares computation to K3 surfaces. For this purpose we first need
to review the notion of topological spin structures.
Let B be a topological manifold. An n-microbundle ξ on B consists of [18]:
ξ = {B
i
−→ E
p
−→ B}
where:
• E is a topological space
• i : B → E is called the zero-section
• p : E → B is called the projection
• p ◦ i = id
• E is locally trivial around the zero section. That is, for each b ∈ B there
exists a neighbourhood U of b in B, a neighbourhood V of i(b) in E and a
homeomorphism V → U ×Rn such that the restriction of p to V coincides
with the projection U × Rn → U .
Two microbundles ξ, ξ′ are considered isomorphic if there exists a homeomor-
phism between neighbourhoods of the zero sections of ξ, ξ′ respecting the zero
sections and projection maps.
Every topological manifold X has a tangent microbundle τX , given by
τX = {X
∆
−→ X ×X
pr1
−→ X}
where ∆ is the diagonal and pr1 is the projection to the first factor. If X is smooth
then τX is isomorphic to the tangent bundle:
TX = {X
i
−→ TX
p
−→ X}.
Theorem 4.16 (Kister-Mazur [12]). Let ξ = {B
i
−→ E
p
−→ B} be an n-microbundle
over B. Then there exists an open neighbourhood U ⊆ E of the zero section such
that p|U : U → B is a locally trivial fibre bundle with fibre Rn. The fibre bundle is
unique up to isomorphism.
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Thus, by restriction every n-microbundle ξ can be represented by an honest fibre
bundle p : E → B with fibres homeomorphic to Rn and equipped with a section
i : B → E. This fibre bundle is unique up to fibre bundle isomorphism. Let Top(n)
denote the group of homeomorphisms of Rn preserving the origin. Then the fibre
bundle p : E → B has structure group Top(n) and thus determines a principal
Top(n) bundle F(ξ) → B. This principal bundle is well-defined up to principal
bundle isomorphism and we call it the frame bundle of ξ.
There is an obvious notion of an oriented microbundle. We can define the ori-
ented frame bundle F+(ξ) of an oriented n-microbundle ξ, which is a principal
STop(n)-bundle where STop(n) is the subgroup of Top(n) preserving the orienta-
tion of Rn.
It is known that the natural inclusion SO(n)→ STop(n) induces an isomorphism
of fundamental groups, and both groups are connected. Hence there is a unique
connected double covering φ : SpinTop(n) → STop(n). A spin structure on an
oriented n-microbundle ξ is a double cover F˜+(ξ) → F+(ξ) whose restriction to
each fibre is isomorphic to φ as covering spaces. If ξ is represented by an oriented
vector bundle V , this is equivalent to the usual notion of a spin structure on V .
Let X be a topological manifold. We define a topological spin structure on X to
be a spin structure on τX .
Let E → B be a continuous locally trivial fibre bundle with fibres homeomorphic
to X . We define the vertical tangent microbundle of E to be the microbundle
τ(E/B) = {E
∆
−→ E ×B E
pr1
−→ E}.
If E,B are smooth manifolds and E → B a smooth fibre bundle, then τ(E/B) is
isomorphic to the vertical tangent bundle T (E/B).
Suppose that E → B is fibrewise oriented, or equivalently, the transition func-
tions are valued in Homeo+(X), the group of orientation preserving homeomor-
phisms of X . Then associated to τ(E/B) is its principal STop(n)-oriented frame
bundle F+(τ(E/B)) → E. We define a families topological spin structure for
E → B to be a spin structure on τ(E/B), that is, a double covering F˜+(τ(E/B))→
F+(τ(E/B)) which restricts to φ on each fibre.
Lemma 4.17. Let (Y, g) be a smooth compact oriented Riemannian n-manifold and
f0 : Y → Y an orientation preserving isometry which fixes a point p ∈ Y . Then
there exists a diffeomorphism f1 : Y → Y and an open neighbourhood U ⊂ Y × Y
of the diagonal such that:
(1) pr1 : U → Y is a locally trivial fibre bundle with fibres homeomorphic to
Rn.
(2) There exists a smooth isotopy ft from f0 to f1 such that ft × ft preserves
U for all t ∈ [0, 1].
(3) There is an open neighbourhood of p in Y on which f1 acts trivially.
Proof. Since Y is compact, there exists a δ > 0 such that for each y ∈ Y , the
exponential map with respect to g gives a diffeomorphism
expy : {v ∈ TyY | ||v|| < δ} → Uy ⊂ Y
from the open disc in TyY of radius δ to some open neighbourhood of y in Y . Now
define U ⊂ Y × Y to be
U = {(y, expy(v)) ∈ Y × Y | y ∈ Y, v ∈ TyY, ||v|| < δ}.
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Let p : Dδ(TY )→ Y denote the open unit disc bundle in TY of radius δ about the
zero section. Then the exponential map gives a homeomorphism
exp : Dδ(TY )→ U
such that p = pr1◦exp. This proves (1), since we can identify U with the fibre bundle
p : Dδ(TY ) → Y in a way that preserves zero sections. Moreover f0 preserves U
because f0 is an isometry.
We have that f0 is an isometry which fixes p ∈ Y . So it follows that f0 preserves
Up and via the exponential map, the restriction f0 : Up → Up corresponds to the
linear isometry G : TpY → TpY , G = df0(y). Also, G is orientation preserving
since f0 is. Since the group SO(n) is connected, we can find a smooth path Gt with
G0 = Id, G1 = G. Let τ : [0, 1] → [0, 1] be a smooth function such that τ(t) = 0
for 0 ≤ t ≤ 1/3 and τ(t) = 1 for 2/3 ≤ t ≤ 1. Now we define ft : Y → Y as follows.
If y /∈ Up, set ft(y) = f0(y). If y ∈ Up then y = expp(v) for a unique v ∈ TpY with
||v|| < δ. In this case we set
ft(y) = expp
(
G1−tτ(1−||v||/δ)v
)
.
Then ft is a smooth isotopy from f0 to f1, where f1 fixes pointwise the image
under the exponential map of {v ∈ TpY | ||v|| < δ/3}. It is easy to see that ft × ft
preserves U for all t and hence we have shown (2) and (3). 
Let X,Y be topological n-manifolds. Here we make an observation concerning
the tangent microbundle of the connected sum X#Y . Let pX : UX ⊂ X × X ,
pY : UY ⊂ Y × Y be open neighbourhoods of the diagonals such that UX → X ,
UY → Y are locally trivial fibre bundles with fibres Rn. Choose points x ∈ X and
y ∈ Y . Let Bx ⊂ X , By ⊂ Y be open neighbourhoods of x, y such that Bx is given
by the unit open disc in some coordinate system centered at x and similarly for By.
The connected sum X#Y is constructed by identifying the boundary of X \ Bx
with the boundary of Y \By in an orientation reversing way.
Assume the coordinates around x, y are such that we can define open balls B′x, B
′
y
around x, y with radius slightly larger than 1. Shrinking the coordinate systems
if necessary, we can assume that there exist trivialisations of UX , UY over B
′
x, B
′
y.
Then UX \ p
−1
X (Bx) is a locally trivial fibre bundle over UX \Bx whose restriction
over the boundary Sn−1-sphere of UX \Bx is the trivial bundle S
n−1×Rn. A similar
statement holds for Y . Hence we can attach UX \ p
−1
X (Bx) to UY \ p
−1
Y (By) along
their common boundary to form a locally trivial fibre bundle UX#Y → X#Y . The
attachment is unique up to isomorphism since STop(n) is connected. It is easily
seen that UX#Y represents the tangent microbundle of X#Y .
Let Y0 be an oriented topological n-manifold. Let (Y1, g1) . . . (Yk, gk) be com-
pact, smooth, Riemannian oriented n-manifolds. For each j ∈ {1, . . . , k} suppose
that fj,0 : Yj → Yj is an orientation preserving isometry which fixes a point pj ∈ Yj .
Then by Lemma 4.17 there exist diffeomorphisms fj,1 : Yj → Yj , open neighbour-
hoods Uj ⊂ Yj × Yj (0 ≤ j ≤ k) such that:
• For each j, pr1 : Uj → Yj is a locally trivial fibre bundle with fibres home-
omorphic to Rn.
• There exists smooth isotopies fj,t from fj,0 to fj,1 such that fj,t × fj,t
preserves Uj for all t ∈ [0, 1].
• There exist open neighbourhoodsNpj of pj in Yj on which fj,1 acts trivially.
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Let Y = Y0#Y1# · · ·#Yk be the connected sum, where we attach each Yj for
j > 0 to Y0 such that the attaching ball in Yj is contained in Uj . As described
above we can glue the microbundles U0, U1, . . . , Uk together to form a representative
U → Y of the tangent microbundle of Y . In particular, the frame bundle for U
is a representative for the tangent STop(n) frame bundle F+(τY ). Then each fj,1
extends to a homeomorphism hj : Y → Y such that hj × hj preserves U . Clearly
the hj commute. Moreover since each hj preserves U , it follows that hj admits a
lift to a principal bundle automorphism h′j : F
+(τY )→ F+(τY ) and the h′j again
commute.
Consider now the mapping torus E = Y ×h1,...,hk R
k → T k associated to the
commuting homeomorphisms h1, . . . , hk. From the above construction it is clear
that the vertical tangent microbundle F+(τ(E/T k)) can be identified with the
mapping torus F+(τY )×h′
1
,...,h′
k
Rk → T k of the lifts h′1, . . . , h
′
k.
Proposition 4.18. Let E → T k be the mapping torus constructed as above. Sup-
pose that Y0, . . . , Yk are equipped with spin structures s0, . . . , sk. Let s denote the
connected sum spin structure on Y . If fj,0 : Yj → Yj preserves sj for each j, then
s extends to a spin structure on τ(E/T k).
Proof. The spin structure s determines a double cover F˜+(τY ) → F˜+(τY ) which
restricts to SpinTop(n)→ STop(n) on each fibre. The assumption that fj,0 : Yj →
Yj preserves sj implies that fj,1 also preserves sj and it follows that hj preserves s.
Thus h′j can be lifted to h˜
′
j : F˜
+(τY )→ F˜+(τY ).
We claim that h′i, h
′
j commute for any i, j. To see this, we note that commuta-
tivity of hi, hj implies that [h
′
i, h
′
j ] is a deck transformation of F˜
+(τY )→ F˜+(τY ).
Now consider the fibre of F˜+(τY ) → F˜+(τY ) over some point y0 ∈ Y0. Since
hi, hj both act trivially in a neighbourhood of y0, we see that h
′
i, h
′
j act as deck
transformations on the fibre F˜+(τY )y0 → F˜
+(τY )y0 over y0. But the group of
such deck transformations is abelian, hence the commutator [h′i, h
′
j] acts trivially
on F˜+(τY )y0 . But this implies [h
′
i, h
′
j ] = 1, since [h
′
i, h
′
j ] is a deck transformation.
We therefore obtain a double cover of F+(τ(E/T k)) by taking the mapping torus
of h˜′1, . . . , h˜
′
k. Clearly this gives a spin structure on τ(E/T
k) which extends s. 
Let Homeo+(X) denote the group of orientation preserving homeomorphisms
of X with the C0-topology and let Diff+(X) denote the group of orientation
preserving diffeomorphisms of X with the C∞-topology. Note that, if X is a closed
oriented 4-manifold with non-zero signature, we have Homeo+(X) = Homeo(X)
and Diff+(X) = Diff(X).
Remark 4.19. Let f0, f1 ∈ Diff(X). If there is a continuous map F• : X× [0, 1]→
X satisfying that F0 = f0, F1 = f1, and Ft ∈ Diff(X) for each t ∈ [0, 1], by
approximating F• by a smooth family, one can show that there exists a smooth
map F ′• : X × [0, 1] → X satisfying that F
′
0 = f0, F
′
1 = f1, and F
′
t ∈ Diff(X) for
each t ∈ [0, 1].
Definition 4.20. Let B be a smooth manifold.
• For an oriented topological manifold X , a continuous family over B with
fibres homeomorphic to X is a fibre bundle E → B whose fibres are home-
omorphic to X and whose transitions functions are valued in Homeo+(X)
(so E → B is fibrewise oriented).
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• For an oriented smooth manifold X , a smooth family over B with fibres
diffeomorphic to X is a fibre bundle E → B whose fibres are diffeomorphic
to X and whose transition functions are valued in Diff+(X).
• For an oriented topological manifold X admitting a smooth structure, a
continuous family E → B over B with fibres homeomorphic to X is called
smoothable if there exists a smooth family E′ → B with fibres diffeomorphic
to X , equipped with a smooth structure, such that E is isomorphic to the
underlying continuous family associated to E′.
Remark 4.21. If E → B is a smooth family with fibres diffeomorphic to X in the
above sense, by replacing E with an isomorphic bundle, we may assume that the
total space of E is a smooth manifold and the projection E → B is a surjective
submersion. This is based on Mu¨ller–Wockel [20] as follows. A priori, the transition
functions of E are continuous maps from double-indexed open sets {Uij}ij of B to
Diff+(M), regarded as a Fre´chet manifold. However, the main theorem of [20]
implies that there exists a bundle E′ → B such that E′ is isomorphic to E and
that the transition functions Uij → Diff(X) of E′ are smooth for some choice
of local trivializations of E′. Recall that the evaluation map X × Diff(X) → X
is a smooth map. This follows from the fact that Diff(X) is an open set of the
smooth mapping space Map(X,X) with the C∞-topology, and the evaluation map
Map(X,X) × X → X is smooth (see, for example, 42.13. Theorem in p.444 of
[13]). Therefore we can deduce that E′ admits a smooth manifold structure and
the projection E′ → B is a surjective submersion.
For any continuous family E → B with fibres X , the bundle H+ → B is well-
defined up to isomorphism (we can define it to be a maximal positive definite
sub-bundle of the bundle with fibres H2(X ;R)).
For any smooth family with fibres diffeomorphic to X , equipped with a families
spin structure, we may define the virtual index bundle D ∈ K0(B) of the Dirac
operator.
Let X be the underlying topological 4-manifold of a K3 surface. Then:
• π0(Homeo+(X)) is isomorphic to the isometry group ofH2(X ;Z) by results
of Freedman [8] and Quinn [22].
• For the standard smooth structure of X , the image of π0(Diff+(X)) in
π0(Homeo
+(X)) ∼= Aut(H2(X ;Z)) is precisely the index 2 subgroup of
elements which preserve the orientation of H+(X) [17, 5].
Proposition 4.22. Let E → B be a continuous family with fibres X and suppose
that E admits a families topological spin structure. If E is smoothable for some
smooth structure on X, then w2(H
+) = 0.
Proof. Suppose E is smoothable for some smooth structure on X . Then E ad-
mits a families spin structure. Let s be the unique spinc structure on X of zero
characteristic. Then SW (X, s) is odd by [19]. By Corollary 1.3, we have
c1(D) + w2(H
+) = 0 ∈ H2(B;Z2).
To prove the proposition, it suffices to show that c1(D) = 0. But D is the families
index of a spin structure on a family of 4-manifolds, so D lies in the image of
KO−4(B)→ K0(B). The groupKO−4(B) can be identified with the Grothendieck
group of quaternionic vector bundles on B. In particular, all such bundles have
trivial first Chern class. 
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Up to homeomorphism, we may identify X with the connected sum
X = 2(−E8)#3(S
2 × S2).
We label the three copies of S2 × S2 as (S2 × S2)i, i = 1, 2, 3.
Fix an orientation preserving diffeomorphism f on S2 × S2 which acts as −1 on
H2(S2×S2;Z) and such that f acts as the identity on some disc U . To be specific,
we start with the diffeomorphism which acts as a reflection about the equator on
each factor of S2 and after performing an isotopy as in the proof of Lemma 4.17,
we can assume the diffeomorphism acts as the identity in a neighbourhood of a
fixed point. Now in the connected sum decomposition X = 2(−E8)#3(S2 × S2),
we assume that each copy of (S2 × S2) is attached to 2(−E8) via a handle that
ends in the fixed disc. Then we set
f1 = id2(−E8)#f#f#id, f2 = id2(−E8)#id#f#f.
Then f1, f2 : X → X are commuting, orientation preserving homeomorphisms. Let
Ef1,f2 → T
2 be the mapping cylinder.
Lemma 4.23. The family E → T 2 admits a families topological spin structure.
Proof. This is just a special case of Proposition 4.18. 
Theorem 4.24. The family E → T 2 is not smoothable, but its restriction to any
1-dimensional embedded submanifold S1 ⊂ T 2 is smoothable.
Proof. Let E ∈ H2(S2 × S2;Z) be the class Poincare´ dual to the diagonal S2 →
S2 × S2. Then f(E) = −E. For i = 1, 2, 3, let Ei denote the corresponding class
in H2((S2 × S2)i;Z). Then E1, E2, E3 form a basis for H+(X) and
f1(E1) = −E1, f1(E2) = −E2, f1(E3) = E3,
f2(E1) = E1, f2(E2) = −E2, f2(E3) = −E3.
Clearly f1, f2 preserve orientation on H
+. Let x, y ∈ H1(T 2;Z2) be a basis corre-
sponding to the two S1-factors of T 2. Using the splitting of H+ into the real line
bundles spanned by E1, E2, E3 we find:
w(H+) = (1 + x)(1 + x+ y)(1 + y)
= (1 + y + xy)(1 + y)
= 1 + xy.
Hence w2(H
+) = xy 6= 0. This shows that E → B is not smoothable by Proposi-
tion 4.22. On the other hand, consider the restriction of E → B to some embedded
circle j : S1 → T 2. Then j∗(E) → S1 is the mapping cylinder of the homeomor-
phism g = fa1 f
b
2 , where the underlying homology class of j(S
1) is (a, b). But since
f1, f2 preserve orientation of H
+(X), so does g. As remarked earlier, this means
that g is continuously isotopic to a diffeomorphism and hence j∗(E) is smoothable
with respect to the standard smooth structure on X = K3. 
Proposition 4.25. The total space of the family E is smoothable as a manifold.
Proof. The proof is totally the same with Section 6 of [10]. 
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5. Wall crossing formula for families Seiberg-Witten invariants
In this section we use the monopole map to give a new derivation of the wall
crossing formula for families Seiberg-Witten invariants. The families wall cross-
ing formula was originally proven in [16] using parametrised Kuranishi models and
obstruction bundles. In contrast our approach is purely cohomological and consid-
erably simpler.
5.1. Wall crossing formula. As usual our starting point is a finite dimensional
monopole map f : (SV,U , BV,U ) → (SV ′,U ′ , BV ′,U ′). For the wall crossing formula
it is most convenient to stabilise f such that the bundles V ′, U ′ are trivial, say
V ′ = Ca
′
, U ′ = Rb
′
. According to Assumption 1, we may assume that U ′ = U⊕H+
and that f |U : U → U
′ is the inclusion U → U ′. Recall that the set CH(f) of
chambers for f is the set of homotopy class of sections of U ′ \ U , or equivalently
homotopy classes of sections of S(H+), the unit sphere bundle in H+ with respect
to some choice of metric on H+. Let [φ] ∈ CH(f) be a chamber represented by a
section φ : B → S(H+). Since φ avoids U , we obtain a pushforward map:
φ∗ : H
j
S1(B;Z)→ H
j+2a′+b′
S1 (SV ′,U ′ , SU ;Z).
Recall that for m ≥ 0 the m-th Seiberg-Witten invariant of (f, φ) is a cohomology
class SWm(f, φ) ∈ H2m−(2d−b
+−1)(B,Zw1) where w1 = w1(H
+). By Theorem 3.6,
SWm(f, φ) is given by:
SWm(f, φ) = (πY )∗(x
m
` f∗φ∗(1)).
Let [ψ] ∈ CH(f) be a second chamber for f represented by a section ψ : B →
S(H+). Then similarly
SWm(f, ψ) = (πY )∗(x
m
` f∗ψ∗(1)).
It follows that the difference SWm(f, φ)−SWm(f, ψ) can be computed provided we
know the difference ψ∗(1)− ψ∗(1) ∈ H
2a′+b′
S1 (SV ′,U ′ , SU ;Z). As before, we use the
following notation: τ˜φV ′,U ′ = φ∗(1), τ˜
ψ
V ′,U ′ = ψ∗(1). Since φ and ψ are homotopic
within the total space of U , we have that the images of τ˜φV ′,U ′ and τ˜
ψ
V ′,U ′ under the
natural map H2a
′+b′
S1 (SV ′,U ′ , SU ;Z) → H
2a′+b′
S1 (SV ′,U ′ , BV ′,U ′ ;Z) coincide. Then
from Proposition 3.2 we have that
τ˜φV ′,U ′ − τ˜
ψ
V ′,U ′ = θ˜(φ, ψ) ` δτ0,U
for some θ˜(φ, ψ) ∈ H2a
′+b+−1
S1 (B,Zw1).
Next we observe that φ : B → SV ′,U ′ factors as:
B
φ0
−→ S(H+)
ι
−→ SV ′,U ′ .
A similar factorisation holds for ψ and therefore we have:
(5.1) τ˜φV ′,U ′ − τ˜
ψ
V ′,U ′ = φ∗(1)− ψ∗(1) = ι∗(φ
0
∗(1)− ψ
0
∗(1)).
Lemma 5.1. We have ι∗(1) = x
a′δτ0,U .
Proof. We factor S(H+)
ι
−→ SV ′,U ′ as follows:
S(H+)
ι1−→ S0,U ′
ι2−→ SV ′,U ′ .
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Then it suffices to show that (ι1)∗(1) = δτ0,U and (ι2)∗(δτ0,U ) = x
a′δτ0,U . First
consider ι1. Since S
1 acts trivially on S(H+) and S0,U ′ , it suffices to compute
(ι1)∗(1) in non-equivariant cohomlogy. We view (ι1)∗ as a homomorphism
(ι1)∗ : H
∗(S(H+);Z)→ H∗+b+1(S0,U ′ , SU ;Zw1).
But any element of H∗(S0,U ′ , SU ;Zw1) has the form α ` δτ0,U + β ` τ˜
φ
0,U ′ for
some α ∈ H∗(B;Z) and some β ∈ H∗(B;Zw1). In particular, we have (ι1)∗(1) =
α ` δτ0,U + β ` τ˜
φ
0,U ′ for some α ∈ H
0(B;Z) = Z and some β ∈ H1−b
+
(B;Zw1).
We claim that the image of (ι1)∗(1) under the natural map H
∗(S0,U ′ , SU ;Zw1) →
H∗(S0,U ′ , B0,U ′ ;Zw1) is zero. To see this note that (ι1)∗(1) is Poincare´ dual to
S(H+) ⊂ S0,U ′ . But S(H+) is the boundary of the unit disc bundle D(H+) and
D(H+) is disjoint from B0,U ′ . This proves the claim. Thus (ι1)∗(1) = αδτ0,U for
some α ∈ Z. To compute α, it suffices to restrict the the fibres of S(H+) and S0,U ′
over a point in B. Upon restriction, ι1 is the just the inclusion map of spheres:
S(Rb
+
)→ S(R⊕ Rb
+
⊕ Rb).
Then it is straightforward to verify in this situation that α = 1.
Next, we verify that (ι2)∗(δτ0,U ) = x
a′δτ0,U . But (ι2)∗(δτ0,U ) = ι∗(1) is Poincare´
dual to S(H+), so arguing as we did for ι1, this implies that the image of (ι2)∗(δτ0,U )
under the map H∗S1(SV ′,U ′ , SU ;Zw1) → H
∗
S1(SV ′,U ′ , BV ′,U ′ ;Zw1) is zero. Thus
(ι2)∗(δτ0,U ) = γ ` δτ0,U for some γ ∈ H2a
′
S1 (B;Z). But (ι2)
∗(ι2)∗(δτ0,U ) = eV ′ `
δτ0,U , where eV ′ denotes the equivariant Euler class of V
′. It follows that γ = eV ′ .
Then since we are assuming V ′ is a trivial bundle, we have eV ′ = x
a′ and the result
follows. 
Let π : S(H+) → B denote the projection to B. From π ◦ φ0 = id, we see that
π∗(φ
0
∗(1)) = 1 and similarly π∗(ψ
0
∗(1)) = 1. It follows that π∗(φ
0
∗(1) − ψ
0
∗(1)) = 0.
The Gysin sequence for S(H+)→ B then implies that
(5.2) φ0∗(1)− ψ
0
∗(1) = π
∗(θ(φ, ψ))
for some θ(φ, ψ) ∈ Hb
+−1(B;Zw1). Moreover since S(H
+) admits sections, the
Gysin sequence splits and the pullback map π∗ : H∗(B;Zw1) → H
∗(S(H+);Zw1)
is injective, so that θ(φ, ψ) is uniquely characterised by Equation (5.2).
Theorem 5.2 (Wall crossing formula for families Seiberg-Witten invariants). Given
φ, ψ ∈ CH(f), let θ(φ, ψ) ∈ Hb
+−1(B;Zw1) be defined as in Equation (5.2). Then:
SWm(f, φ) − SWm(f, ψ) =
{
0 if m < d− 1,
θ(φ, ψ)sm−(d−1)(D) if m ≥ d− 1.
Proof. From Equations (5.1) and (5.2) we have:
τ˜φV ′,U ′ − τ˜
ψ
V ′,U ′ = ι∗(φ
0
∗(1)− ψ
0
∗(1))
= ι∗(π
∗(θ(φ, ψ)))
= θ(φ, ψ) · ι∗(1)
= θ(φ, ψ) · xa
′
δτ0,U ,
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where the last equality follows from Lemma 5.1. Combined with Theorem 3.6, we
now have:
SWm(f, φ) − SWm(f, ψ) = (πY )∗(x
m
` f∗(τ˜φV ′,U ′ − τ˜
ψ
V ′,U ′))
= (πY )∗(x
m+a′
` f∗(θ(φ, ψ)) · δτ0,U ))
= θ(φ, ψ) · (πY )∗(x
m+a′
` δτ0,U ).
The result now follows by applying Proposition 3.5. 
5.2. Relative obstruction class. In the previous subsection we gave a wall cross-
ing formula for families Seiberg-Witten invariants in terms of a class θ(φ, ψ). In
this subsection we examine the class θ(φ, ψ) more carefully and identify with the
primary obstruction class for the existence of a homotopy between φ and ψ.
Let [φ], [ψ] ∈ CH(f) be two chambers, which we represent by sections φ, ψ :
B → S(H+) of the unit sphere bundle S(H+) associated to H+. By definition,
φ and ψ represent the same chamber if and only if there is a homotopy between
them. While the general problem of computing homotopy classes of sections of
sphere bundles is complicated, we can use obstruction theory to gain some insights.
Since the fibres of S(H+)→ B are spheres of dimension b+ − 1, we see there is no
obstruction to finding a homotopy between φ and ψ on the (b+ − 2)-skeleton of B.
Extending such a homotopy to the (b+ − 1)-skeleton is in general obstructed. The
obstruction to extending to the (b+ − 1)-skeleton is a cohomology class called the
primary difference in [25, §36]:
Obs(φ, ψ) ∈ Hb
+−1(B;Zw1 ).
One may define Obs(φ, ψ) as follows. Consider the pullback of H+ to B× I, where
I = [0, 1] is the unit interval. The pair (φ, ψ) define a non-vanishing section of H+
over B × 0, 1. In such a situation we have a relative Euler class [11]
erel(H
+, φ, ψ) ∈ Hb
+
(B × I, B × {0, 1};Zw1).
Let ι : B → B × I be given by ι(b) = (b, 1/2). Then the pushforward
ι∗ : H
∗−1(B;Zw1 )→ H
∗(B × I, B × {0, 1};Zw1)
is easily seen to be an isomorphism. The class can Obs(φ, ψ) may be defined by
the relation (c.f. [16, Lemma 3.8]):
ι∗(Obs(φ, ψ)) = erel(H
+, φ, ψ).
Note that ι∗ coincides with the coboundary map δ : H
∗−1(B;Zw1) → H
∗(B ×
I, B × {0, 1};Zw1) in the long exact sequence of the pair (B × I, B × {0, 1}).
A more geometric definition of erel(H
+, φ, ψ) is as follows: choose a section s˜ of
the pullback of H+ to B × I such that s˜|B×{0} = φ, s˜|B×{1} = ψ and such that
s˜ is transverse to the zero section. Then the zero locus s˜−1(0) is Poincare´ dual to
erel(H
+, φ, ψ).
Lemma 5.3. Let −ψ denote the composition of ψ with the antipodal map. Sup-
pose that φ and −ψ meet transversally. Then Obs(φ, ψ) is Poincare´ dual to the
intersection locus S = {b ∈ B | φ(b) = −ψ(b)}.
Proof. Let us define a section s˜ of the pullback of H+ to B × I by:
s˜(b, t) = (1− t)φ + tψ.
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Then s˜|B×{0} = φ, s˜|B×{1} = ψ. Moreover, since φ and ψ are both sections of the
unit sphere bundle S(H+), we see that s˜(b, t) = 0 only when t = 1/2. Moreover
s˜(b, 1/2) = 12 (φ+ ψ), so s˜(b, 1/2) = 0 if and only if φ(b) = −ψ(b). So the zero
locus of s˜ is precisely S × {1/2} = ι(S). If φ and −ψ intersect transversally then
it is easy to see that s˜ meets the zero section transversally. Thus ι(S) is Poincare´
dual to erel(H
+, φ, ψ). Then since ι∗(Obs(φ, ψ)) = erel(H
+, φ, ψ) we have that S
is Poincare´ dual to Obs(φ, ψ). 
The above lemma translates into the following cohomological formula forObs(φ, ψ):
(5.3) Obs(φ, ψ) = π∗(φ∗(1) ` (−ψ)∗(1)).
Indeed φ∗(1) ` (−ψ)∗(1) is Poincare´ dual to the intersection locus of φ(B) and
−ψ(B) in S(H+) and thus π∗(φ∗(1) ` (−ψ)∗(1)) is Poincare´ dual to S = {b ∈
B | φ(b) = −ψ(b)}.
Proposition 5.4. We have an equality Obs(φ, ψ) = θ(φ, ψ).
Proof. Recall that θ(φ, ψ) is characterised by the identity π∗(θ(φ, ψ)) = φ∗(1) −
ψ∗(1) while on the other hand Obs(φ, ψ) is given by Equation (5.3). To relate
these two expressions we will need to carry out some cohomological computations
on S(H+). Consider the Gysin sequence for S(H+)→ B:
· · · → H∗(B;Zw1 )
π∗
−→ H∗(S(H+);Zw1)
π∗−→ H∗−(b
+−1)(B;Z)→ · · ·
This sequence may be split using a section of S(H+). For instance if we take the
section φ then φ∗ : H
∗−(b+−1)(B;Z) → H∗(S(H+);Zw1) is a right inverse to π∗
and φ∗ : H∗(S(H+);Zw1)→ H
∗(B;Zw1) is a left inverse of π
∗. Thus φ induces an
isomorphism
H∗(S(H+);Zw1)
∼= H∗(B;Zw1)⊕H
∗−(b+−1)(B;Z),
which can moreover be thought of as an isomorphism of H∗(B;Z)-modules. It
follows in particular that to each section φ there is a uniquely determined class
τφ ∈ Hb
+−1(S(H+);Z) satisfying π∗(τφ) = 1 and φ
∗(τφ) = 0. By the above splitting
we also have that
φ∗(1) = π
∗(αφ)τφ + π
∗(βφ)
for uniquely determined classes αφ ∈ H0(B;Z) ∼= Z and βφ ∈ Hb
+−1(B;Zw1).
Then since π ◦ φ = id, we have
1 = π∗φ∗(1) = αφπ∗(τφ) + π∗(π
∗(βφ)) = αφ.
So αφ = 1. Next, let eφ ∈ Hb
+−1(B;Zw1 ) denote the Euler class of 〈φ〉
⊥, the
orthogonal complement of 〈φ〉 in H+. Then since 〈φ〉⊥ can be identified with the
normal bundle of φ(B), we have
eφ = φ
∗(φ∗(1)) = φ
∗(τφ) + φ
∗π∗(βφ) = βφ.
So βφ = eφ and we have shown that
(5.4) φ∗(1) = τφ + π
∗(eφ).
Now if ψ is another section we have that π∗(τφ − τψ) = 0 and hence
(5.5) τφ − τψ = π
∗(λ(φ, ψ))
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for a uniquely determined class λ(φ, ψ) ∈ Hb
+−1(B;Zw1 ). Combining equations
(5.4) and (5.5) with the definition of θ(φ, ψ) we see that:
(5.6) θ(φ, ψ) = λ(φ, ψ) + eφ − eψ.
Next, consider τ2φ . By the Gysin sequence we have
τ2φ = π
∗(aφ) ` τφ + π
∗(bφ)
for uniquely determined classes aφ ∈ H
b+−1(B;Zw1) and bφ ∈ H
2(b+−1)(B;Z).
From φ∗(τφ) = 0 we see that bφ = 0. To compute aφ we first note that τ
2
φ is
Poincare´ dual to the self-intersection of φ(B). But the normal bundle to φ(B) is
isomorphic to 〈φ〉⊥, which implies that
π∗(φ∗(1) ` φ∗(1)) = eφ.
On the other hand, using (5.4), we find
eφ = π∗(φ∗(1) ` φ∗(1))
= π∗ ((τφ + π
∗(eφ)) ` (τφ + π
∗(eφ)))
= π∗
(
τ2φ + π
∗(eφ) ` τφ + (−1)
b+−1π∗(eφ) ` τφ + π
∗(e2φ)
)
= aφ + eφ + (−1)
b+−1eφ.
Therefore aφ = (−1)b
+
eφ and we have shown that:
τ2φ = (−1)
b+π∗(eφ) ` τφ.
Let (−1) : S(H+)→ S(H+) denote the antipodal map. Note first of all that (−1)
preserves or reverses orientation according to the parity of b+. Thus
(−1)∗ ◦ π
∗(x) = (−1)∗(π
∗(x) ` 1) = π∗(x) ` (−1)∗(1) = (−1)
b+π∗(x)
for any x ∈ H∗(B;Zw1 ). Using the splitting of the Gysin sequence we have that
(−1)∗τφ = cφτφ + π
∗(γφ)
for some cφ ∈ Z and some γφ ∈ Hb
+−1(B;Zw1). Since π ◦ (−1) = π, we have that
π∗ ◦ (−1)∗τφ = π∗τφ = 1 and hence cφ = 1. To compute γφ, we note that φ(B) and
−φ(B) are disjoint so φ∗(1) ` −φ∗(1) = 0. Therefore,
0 = π∗(φ∗(1) ` −φ∗(1))
= π∗ ((τφ + π
∗(eφ)) ` (−1)∗(τφ + π
∗(eφ)))
= π∗
(
(τφ + π
∗(eφ)) ` (τφ + π
∗(γφ + (−1)
b+eφ))
)
= π∗
(
τ2φ + π
∗(eφ) ` τφ + (−1)
b+−1π∗(γφ + (−1)
b+eφ) ` τφ
)
= (−1)b
+
eφ + eφ + (−1)
b+−1(γφ + (−1)
b+eφ)
= (−1)b
+
eφ + (−1)
b+−1γφ.
Hence γφ = eφ and we have shown that
(5.7) (−1)∗τφ = τφ + π
∗(eφ).
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Putting all of these calculations together, we have:
Obs(φ, ψ) = π∗(φ∗(1) ` −ψ∗(1))
= π∗ ((τφ + π
∗(eφ)) ` (−1)∗(τψ + π
∗(eψ)))
= π∗
(
(τφ + π
∗(eφ)) ` (τψ + π
∗(eψ + (−1)
b+eψ))
)
= π∗
(
τφτψ + π
∗(eφ) ` τψ + (−1)
b+−1π∗(eψ) ` τφ − π
∗(eψ) ` τφ
)
= π∗ ((τψ + π
∗(λ(φ, ψ)) ` τψ) + eφ + (−1)
b+−1eψ − eψ
= π∗(τ
2
ψ) + λ(φ, ψ) + eφ + (−1)
b+−1eψ − eψ
= (−1)b
+
eψ + λ(φ, ψ) + eφ + (−1)
b+−1eψ − eψ
= λ(φ, ψ) + eφ − eψ.
Comparing with Equation (5.6), we see that Obs(φ, ψ) = θ(φ, ψ). 
Using this result, the wall crossing formula for the families Seiberg-Witten invari-
ants (Theorem 5.2) can be re-written in terms of the obstruction class Obs(φ, ψ):
Corollary 5.5. Given φ, ψ ∈ CH(f), we have:
SWm(f, φ)− SWm(f, ψ) =
{
0 if m < d− 1,
Obs(φ, ψ)sm−(d−1)(D) if m ≥ d− 1.
The following proposition gives some further properties of the obstruction class
Obs(φ, ψ) depending on the parity of b+:
Proposition 5.6. We have the following:
• Suppose b+ is even. Then eφ = eψ for any two sections φ, ψ and hence
Obs(φ, ψ) = λ(φ, ψ).
• Suppose b+ is odd. Then 2λ(φ, ψ) = −eφ+ eψ and 2 ·Obs(φ, ψ) = eφ − eψ.
Thus if Hb
+−1(B;Zw1) has no 2-torsion we may write Obs(φ, ψ) =
1
2 (eφ −
eψ).
Proof. Recall that τφ = τψ + π
∗(λ(φ, ψ)). Applying (−1)∗ and using (5.7) we find
τφ + π
∗(eφ) = τψ + π
∗(eψ) + (−1)
b+π∗(λ(φ, ψ)
= τφ + π
∗(eψ + (−1)
b+λ(φ, ψ)− λ(φ, ψ))
and hence
−λ(φ, ψ) + (−1)b
+
λ(φ, ψ) = eφ − eψ.
If b+is even, this gives eφ = eψ and thus Obs(φ, ψ) = λ(φ, ψ) + eφ − eψ = λ(φ, ψ).
If b+ is odd, then we get 2λ(φ, ψ) = −eφ + eψ and hence
2 ·Obs(φ, ψ) = 2λ(φ, ψ) + 2(eφ − eψ) = eφ − eψ
as claimed. 
Proposition 5.7. Suppose H+ is trivialisable. Choose a trivialisation and identify
sections φ, ψ with maps φ, ψ : B → Sb
+−1. Choose an orientation on H+ and hence
on Sb
+−1 so that Obs(φ, ψ) may be considered as a class in Hb
+−1(B;Z). Then
Obs(φ, ψ) = (−1)b
+−1(φ∗(ν)− ψ∗(ν))
where ν ∈ Hb
+−1(Sb
+−1;Z) is the generator compatible with the chosen orientation.
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Proof. Using S(H+) = B×Sb
+−1 one easily checks that τφ = ν−φ∗(ν). Therefore
λ(φ, ψ) = −φ∗(ν) + ψ∗(ν). For any section φ, the orthogonal complement 〈φ〉⊥
of φ in H+ is isomorphic to the pullback of the tangent bundle of Sb
+−1 under
φ : B → Sb
+−1. Thus eφ = φ
∗(e(TSb
+−1)), which is zero if b+ is even and 2φ∗(ν)
is b+ is odd. Thus is b+ is odd we find
Obs(φ, ψ) = λ(φ, ψ)+eφ−eψ = −φ
∗(ν)+ψ∗(ν)+2φ∗(ν)−2ψ∗(ν) = φ∗(ν)−ψ∗(ν).
On the other hand if b+ is even, then Obs(φ, ψ) = λ(φ, ψ) = −φ∗(ν) + ψ∗(ν) and
the result has been proven. 
5.3. Unparametrised wall crossing formula. In this subsection we will see how
to recover the general wall crossing formula for the unparametrised Seiberg-Witten
invariants of a 4-manifold with b1 even, as in [14].
Let X be a compact, oriented smooth 4-manifold with b+(X) = 1 and b1(X)
even. Let s denote a spinc-structure on X . Fix an orientation of H+ and let
ω ∈ H+ denote the unique class for which a reducible solution exists. Having fixed
such an orientation, the set CH(f) consist of two chambers which we denote by
+,− and define as follows: we say that a class η ∈ H+ is in the + chamber if η−ω
agrees with the given orientation on H+ and similarly η is in the − chamber if
η−ω gives the opposite orientation. Choose a metric g and a generic perturbation
η representing the + chamber. Let M+ denote the moduli space of solutions
to the Seiberg-Witten equations with respect to (X, s, g, η) and let L denote the
natural line bundle overM+. ThenM+ is a smooth compact manifold of dimension
2d−b+(X)−1+b1(X) = 2(d−1+b1(X)/2), where d =
c(s)2−σ(X)
8 . Assume that this
dimension is non-negative, i.e. that (d− 1) + b1(X)/2 ≥ 0. Let T denote the torus
of gauge equivalence classes of U(1)-connections on the determinant line bundle of s
with harmonic curvature. This is a torsor for the Jacobian Jac(X) = H1(X ;R/Z),
so in particular T is a torus of dimension b1(X). The inclusion of M+ into the
configuration space defines a natural map π : M+ → T and this map corresponds
to the fact that when we take the finite dimensional approximation of the monopole
map f , the base space is taken as B = T.
The ordinary Seiberg-Witten invariant SW+(X, s) of (X, s) with respect to the
chamber + is given by:
SW+(X, s) =
∫
M+
c1(L)
(d−1)+b1(X)/2
=
∫
T
π∗(c1(L)
(d−1)+b1(X)/2)
=
∫
T
SW(d−1)+b1(X)/2(f,+),
where f denotes a finite dimensional approximation of the monopole map. A similar
equality holds for the − chamber.
A short calculation shows that Obs(+,−) = 1. Now the wall-crossing formula
(Theorem 5.2) implies that:
SW+(X, s)− SW−(X, s) =
∫
T
sb1(X)/2(D),
where sb1(X)/2(D) is the b1(X)/2-th Segre class of the virtual index classD ∈ K
0(T)
of the natural family of Dirac operators on the fibres of X × T→ T.
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Let {yi} denote a basis of H1(X ;Z) and let {xi} be the corresponding dual basis
of H1(T;Z) ∼= Hom(H1(X,Z);Z). Let Ω =
∑
i xi ` yi ∈ H
2(X × T;Z) denote
the first Chern class of the Poincare´ line bundle. Then the families index theorem
gives:
Ch(D) =
∫
X
e
1
2
(c(s))+Ω ∧
(
1−
σ(X)
8
volX
)
,
where
∫
X
is understood to mean integration over the fibres of X×T→ T. Next we
recall that if X is a compact oriented 4-manifold with b+(X) = 1 then y1 ` y2 `
y3 ` y4 = 0 for any y1, y2, y3, y4 ∈ H1(X ;Z) (see [14, Lemma 2.4]). It follows that
Ω4 = 0 and thus
Ch(D) =
∫
X
(
1 +
c(s)
2
+
c(s)2
8
)(
1 + Ω +
1
2
Ω2 +
1
6
Ω3
)(
1−
σ(X)
8
volX
)
=
∫
X
(
1 +
c(s)
2
+
c(s)2
8
)(
1 +
1
2
Ω2
)(
1−
σ(X)
8
volX
)
=
c(s)2 − σ(X)
8
+
1
4
∫
X
c · Ω2
= d+
1
4
∫
X
c · Ω2.
Hence c0(D) = d, c1(D) =
1
4
∫
X c(s) · Ω
2 and Chi(D) = 0 for i > 1 (where Chi(D)
denotes the degree 2i part of Ch(D)). Using the splitting principle one can verify
that if
Ch(V ) =
∑
n≥0
1
n!
pn, where pn ∈ H
2n(T;Z)
for a virtual bundle V , then
s(V ) = exp
∑
n≥1
(−1)n
n
pn
 .
In particular in the case V = D, we immediately get
sj(D) =
(−1)j
j!
αj ,
where α =
∫
X
c(s)
2 ·
Ω2
2 . Putting j = b1(X)/2 we then get:
SW+(X, s)− SW−(X, s) =
1
(b1(X)/2)!
∫
T
(−α)b1(X)/2,
which is precisely the general wall crossing formula [14, Theorem 1.2].
6. Divisibility conditions on families Seiberg-Witten invariants from
K-theory
We have seen how mod 2 conditions on the families Seiberg-Witten invariants
arise via computation of their Steenrod squares. In this section we consider a
different approach using K-theory and the Chern character, which yields various
divisibility conditions on the families Seiberg-Witten invariants modulo torsion.
This approach was used by Bauer and Furuta in [3] to obtain divisibility conditions
of the Seiberg-Witten invariants in the unparametrised setting.
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6.1. K-theoretic Seiberg-Witten invariants and divisibility conditions.
We will work with the S1-equivariant K-theory and cohomology of various spaces.
Recall that H∗S1(pt;Z) is isomorphic to Z[x], the ring of polynomials in x with inte-
ger coefficients. Let Ĥ∗S1(pt;Z) denote the completion of H
∗
S1(pt;Z) with respect to
the filtration by degree. Then Ĥ∗S1(pt;Z) = Ẑ[x], the ring of formal power series in x
with integer coefficients. Let R[S1] = K∗S1(pt) denote the S
1-equivariant K-theory
of a point, which is also the representation ring of S1. We let S1 act on C by scalar
multiplication. This defines a representation of S1 and we let ξ = [C] ∈ R[S1].
Then R[S1] = Z[ξ, ξ−1] is the ring of Laurent polynomials in ξ.
For any space X and abelian group A, we let Ĥ∗(X ;A) denote the completion
of H∗(X ;A) with respect to the filtration by degree. We use similar notation for
the completion of the equivariant cohomology groups of a G-space. The Chern
character defines a ring homomorphism Ch : K∗(X) → Ĥev/odd(X ;Q). We use
this to define the equivariant Chern character as follows. For any G-space X , let
XG = X ×G EG denote the homotopy quotient. We define the equivariant Chern
character as the composition:
K∗G(X)
π∗1−→ K∗G(X × EG) = K
∗(XG)
Ch
−→ Ĥev/odd(XG;Q) = Ĥ
ev/odd
G (X ;Q)
where π1 : X × EG→ X is the projection to X .
Example 6.1. For G = S1 and X = pt, we obtain a Chern character homomor-
phism Ch : R[S1] → Ĥ∗S1(pt;Q). Using BS
1 = CP∞, one easily checks that the
Chern character is given by:
Ch : Z[ξ, ξ−1]→ Q̂[x], Ch(ξk) = ekx.
Let S1 act trivially onB and recall that we definedH∗ = H∗S1(B;Z) = H
∗(B;Z)[x].
Similarly we define
K∗ = K∗S1(B) = R[S
1]⊗K∗(B) = K∗(B)[ξ, ξ−1].
The equivariant Chern character for B takes the form:
Ch : K∗ → Ĥ
ev/odd
Q Ch(α⊗ ξ
k) = Ch(α)ekx, α ∈ K∗(B),
where Ĥ
ev/odd
Q = Ĥ
ev/odd ⊗Q.
Recall the cohomological description of the families Seiberg-Witten invariants:
we have a finite dimensional monopole map f : (SV,U , BV,U ) → (SV ′,U ′ , BV ′,U ′)
satisfying Assumption 1. Let [φ] ∈ CH(f) be a chamber represented by a section
φ : B → U ′ whose image is disjoint from U . Assume also that H+ is orientable and
fix an orientation. Since φ avoids U , we obtain a pushforward map:
φ∗ : H
j
S1(B;Z)→ H
j+2a′+b′
S1 (SV ′,U ′ , SU ;Z).
Then for m ≥ 0, the m-th Seiberg-Witten invariant of (f, φ) is given by:
SWm(f, φ) = (πY )∗(x
m
` f∗φ∗(1)) ∈ H
2m−(2d−b+−1)(B,Z).
Imitating this definition in K-theory, we will obtain K-theoretic Seiberg-Witten
invariants. To do this, we will assume that H+ admits a spinc-structure. Then
we can also assume that the bundles U and U ′ admit spinc-structures such that
U ′ = H+ ⊕ U holds at the level of spinc vector bundles. Then since the normal
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bundle of φ(B) ⊂ SV ′,U ′ is equivariantly K-oriented, we obtain a pushforward map
in equivariant K-theory:
φ∗ : K
j
S1(B)→ K
j+b′
S1 (SV ′,U ′ , SU ).
Similarly, the vertical tangent bundle of πY : Y → B has a spinc-structure and we
obtain a pushforward map
(πY )∗ : K
∗(Y, ∂Y )→ K∗+b−1(B).
Definition 6.2. Suppose that H+ is equipped with a spinc-structure. Then for
each m ≥ 0, we define the m-th K-theoretic Seiberg-Witten invariant of (f, φ) by:
SWKm (f, φ) = (πY )∗(ξ
m
` f∗φ∗(1)) ∈ K
b+−1(B).
Remark 6.3. We make some remarks on this definition:
• It is possible to define SWKm (f, φ) even when H
+ is not spinc provided
one works with twisted K-theory. For simplicity we will not discuss this
generalisation.
• One can check that SWKm (f, φ) depends only on the stable homotopy class
of f . The proof is analogous to that of Proposition 3.8.
• One can give a more geometric interpretation of SMKm (f, φ) analogous
to the cohomological Seiberg-Witten invariants. Let Mφ be the families
Seiberg-Witten moduli space (after perturbing f to obtain a smooth mod-
uli space) and let πMφ :Mφ → B be the projection. Then arguing in much
the same way as we did for the cohomological invariants, we see that:
SWKm (f, φ) = (πMφ)∗(L
m)
where L → Mφ is the natural line bundle over Mφ. Note that a spinc-
structure on H+ induces one on Mφ.
• In the case thatB = {pt} is a point and b+ is odd, it follows that SWKm (f, φ) ∈
K0(pt) = Z is the index of the spinc Dirac operator on Mφ coupled to the
line bundle Lm.
For a complex vector bundle V over B, let TdS
1
(V ) ∈ ĤevQ denote the S
1-
equivariant Todd class of V , where as usual S1 acts on V by scalar multiplication.
This can be expanded as a formal power series in x:
TdS
1
(V ) =
∑
j≥0
Tdj(V )x
j
for some characteristic classes Tdj(V ) ∈ Hev(B;Q).
Recall that Spinc(n) = Spin(n) ×± U(1) and therefore we obtain a homomor-
phism ϕ : Spinc(n) → U(1) which sends (g, z) ∈ Spin(n) × U(1) to z2. Suppose
that E is a rank n vector bundle with a spinc structure. The homomorphism ϕ
applied to the principal Spinc(n)-bundle of E determines a line bundle. We call
this the spinc line bundle of E.
Theorem 6.4. Let κ ∈ H2(B;Z) be the first Chern class of the spinc line bundle
associated to H+. Then the K-theoretic and cohomological Seiberg-Witten invari-
ants are related by:
Ch(SWKm (f, φ)) = e
−κ/2Aˆ(H+)−1
∑
j≥0
Tdj(D)
∑
k≥0
mk
k!
SWj+k(f, φ) ∈ H
∗(B;Q).
ON THE BAUER-FURUTA AND SEIBERG-WITTEN INVARIANTS 67
Proof. Recall from Subsection 3.1 the definition of the spaces Y and Y˜ . Let πY :
Y → B and πY˜ : Y˜ → B be the projections to B. Let V = Ker((πY )∗) denote the
kernel of (πY ) and similarly let V˜ = Ker((πY˜ )∗). By definition Y˜ is the complement
of a tubular neighbourhood of SU in SV,U . Let Aˆ
S1(E) denote the S1-equivariant Aˆ-
genus of an equivariant vector bundle E. Then AˆS
1
(V˜) = AˆS
1
(TvertSV,U )|X˜ , where
TvertSV,U denotes the vertical tangent bundle of SV,U → B. But TvertSV,U ⊕ R ∼=
V ⊕ U ⊕ R and so it follows that AˆS
1
(V˜) = AˆS
1
(V ⊕ U ⊕ R) = AˆS
1
(V ⊕ U). Next
recall that Y = Y˜ /S1 is the quotient of X˜ by a free S1-action. It follows that
Aˆ(V) = AˆS
1
(V˜) = AˆS
1
(V ⊕ U)
where we have identified S1-equivariant cohomology on Y˜ with ordinary cohomol-
ogy on Y .
Since assuming that H+ admits a spinc structure, we can after stabilisation
assume that U ′ = H+ ⊕ U as spinc vector bundles. For a spinc vector bundle W
we let κW denote the first Chern class of the associated line bundle of the spin
c-
structure. In particular κ = κH+ and
κU ′ = κ+ κU .
Recall that SWKm (f, φ) is defined by SW
K
m (f, φ) = (πY )∗(ξ
m
` f∗φ∗(1)). Now we
proceed by direct calculation using Grothendieck-Riemann Roch:
Ch(SWKm (f, φ)) = Ch ((πY )∗(ξ
m
` f∗φ∗(1)))
= (πY )∗
(
Ch(ξm ` f∗φ∗(1))e
κV/2Aˆ(V)
)
= (πY )∗
(
Ch(ξm ` f∗φ∗(1))Td
S1(V )eκU/2Aˆ(U)
)
= eκU/2Aˆ(U) · (πY )∗
(
emx ` f∗(Ch(φ∗(1)))Td
S1(V )
)
= eκU/2Aˆ(U) · (πY )∗
(
emx ` f∗(φ∗(1))Td
S1(V ′)−1e−κU′/2Aˆ(U ′)−1TdS
1
(V )
)
= e(κU−κU′)/2Aˆ(U)Aˆ(U ′)−1 · (πY )∗
(
emx ` f∗(φ∗(1))Td
S1(V )TdS
1
(V ′)−1
)
= e−κ/2Aˆ(H+)−1 · (πY )∗
(
emx ` f∗(φ∗(1))Td
S1(D)
)
= e−κ/2Aˆ(H+)−1 ·
∑
j≥0
Tdj(D)
∑
k≥0
mk
k!
· (πY )∗
(
xj+k ` f∗(φ∗(1))
)
= e−κ/2Aˆ(H+)−1 ·
∑
j≥0
Tdj(D)
∑
k≥0
mk
k!
· SWj+k(f, φ).

Example 6.5. Let X be a compact, oriented, smooth 4-manifold with b1(X) = 0
and b+(X) = 2p+ 1 odd. Let s be a spinc-structure on X and put d = c(s)
2−σ(X)
8 .
Then we take B = {pt}. So Aˆ(H+) = 1, κ = 0 and
TdS
1
(D) =
(
x
1− e−x
)d
.
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So Tdj(D) = cj,d, where cj,d is the coefficient of x
j in
(
x
1−e−x
)d
. Assume that d ≥
p+1. The only non-zero Seiberg-Witten invariant is SWd−p−1(f, φ) is the ordinary
Seiberg-Witten invariant of X (with respect to the chamber φ if b+(X) = 1). On
the other hand SWKm (f, φ) ∈ Z is the index of the spin
c Dirac operator coupled
to Lm on the Seiberg-Witten moduli space, which we denote as Ind(D ⊗ Lm).
Theorem 6.4 gives:
SWKm (f, φ) =
d−p−1∑
j=0
cd−p−1−j,d
mj
j!
SW (X, s, φ).
However, we notice that
∑d−p−1
j=0 cd−p−1−j,d
mj
j! is the x
d−p−1-coefficient of(
x
1− e−x
)d
emx.
But this is the same as:∫
CPd−1
(
x
1− e−x
)d
xpemx =
∫
CPd−1
Td(CPd−1)xpCh(O(m))
where now x = c1(O(1)). Let us denote this quantity by n(d,m, p). Clearly when
p = 0, n(d,m, p) is the Dolbeault index of O(m), which is
(
m+d−1
m
)
.
Define rational numbers ap,l to be the coefficients of the Taylor expansion (c.f.
[3, Theorem 3.7]):
log(1− y)p =
∞∑
l=0
ap,ly
p+l.
Then
xp = (−1)p
∑
l≥0
ap,l(1− e
−x)p+l
and thus
n(d,m, p) = (−1)p
∑
l≥0
ap,l
∫
CPd−1
Td(CPd−1)Ch((1 − ξ−1)p+lξm)
= (−1)p
∑
l≥0
ap,lRes|x=0
(
1
(1− e−x)d
(1− e−x)p+lemx
)
= (−1)p
d−p−1∑
l=0
ap,lRes|x=0
(
1
(1− e−x)d−p−l
emx
)
= (−1)p
d−p−1∑
l=0
ap,l
(
m+ d− p− l − 1
m
)
.
So we have shown that:
Ind(D ⊗ Lm) =
(
(−1)p
d−p−1∑
l=0
ap,l
(
m+ d− p− l − 1
m
))
SW (X, s, φ).
Let us set n = d− p− 1 and q(m) = Ind(D ⊗ Lm), so that
q(m) = (−1)p
(
n∑
l=0
ap,n−l
(
m+ l
l
))
SW (X, s, φ).
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Evidently q(m) is a polynomial in m with rational coefficients. Moreover q(m) ∈ Z
whenever m is a non-negative integer. Introduce the difference operator ∆ on
polynomial functions ofm by: (∆f)(m) = f(m+1)−f(m). Then ∆
(
m+k
j
)
=
(
m+k
j−1
)
by Pascal’s identity. Iterating, we get that ∆k
(
m+k
k
)
= 1 and ∆r
(
m+k
k
)
= 0 for all
r > k. Now since ∆lq(m) is integer valued for all l,m ≥ 0, we see by induction on
l that ap,n−lSW (X, s, φ) ∈ Z for l = 0, 1, . . . , n. Thus SW (X, s, φ) is divisible by
the denominators of ap,l for l = 0, 1, . . . , n. This is precisely the statement of [3,
Theorem 3.7].
Proposition 6.6. Suppose that H+ is equipped with a spinc-structure and let κ be
the first Chern class of the spinc line bundle of H+. Suppose that the Chern classes
of D are torsion. Then
eκ/2Aˆ(H+)Ch(SWKm (f, φ)) =
∑
r≥0
(−1)d−r−1
r∑
l=0
ad−r−1,r−l
(
m+ l
l
)
SWr(f, φ) ∈ H
∗(B;Q)
where the rational numbers ap,l are defined as in Example 6.5 (note that ap,l is
defined even when p < 0).
Proof. Since the Chen classes of D are torsion it follows that TdS
1
(D) =
(
x
1−e−x
)d
and thus Tdj(D) = cj,d, where cj,d are defined as in Example 6.5. Substituting into
Theorem 6.4 we get:
eκ/2Aˆ(H+)Ch(SWKm (f, φ)) =
∑
j,k≥0
cj,d
mk
k!
SWj+k(f, φ)
=
∑
r≥0
 ∑
j+k=r
cj,d
mk
k!
SWr(f, φ)
=
∑
r≥0
n(d,m, d− r − 1)SWr(f, φ)
where the rational numbers n(d,m, p) are defined by
n(d,m, p) =
∑
j+k=d−p−1
cd−p−1−j,d
mj
j!
.
But from Example 6.5, we find that
n(d,m, d− r − 1) = (−1)d−r−1
r∑
l=0
ad−r−1,r−l
(
m+ l
l
)
and thus
eκ/2Aˆ(H+)Ch(SWKm (f, φ)) =
∑
r≥0
(−1)d−r−1
r∑
l=0
ad−r−1,r−l
(
m+ l
l
)
SWr(f, φ).

Corollary 6.7. Suppose that B = S2r is an even dimensional sphere and that f
is a finite dimensional approximation of the monopole map of a spinc family of
4-manifolds π : E → B whose fibres are diffeomorphic to a 4-manifold X with
b1(X) = 0 and b
+(X) = 2p+ 1 odd. Suppose that n = r + d − p− 1 ≥ 0 and that
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cr(D) = 0. Then SWn(f, φ) ∈ H2r(S2r;Z) ∼= Z is divisible by the denominators of
ap−r,l, for l = 0, 1, . . . n.
Proof. Since B is simply-connected, it follows that the bundle H2 = R2π∗R over
B whose fibres are degree 2 cohomology of the fibres of E → B is trivial. It follows
then that H+ is also trivial. Thus H+ admits a spin structure and therefore a
spinc-structure with κ = 0. Also Aˆ(H+) = 1 since H+ is trivial. From Proposition
6.6 we get:
Ch(SWKm (f, φ)) =
d∑
j=0
(−1)d−j−1
j∑
l=0
ad−j−1,j−l
(
m+ l
l
)
SWj(f, φ) ∈ H
∗(S2r;Q).
But for a sphere, the Chern character takes values in integral cohomology. In
particular, extracting the degree 2r part, we find:
n∑
l=0
ap−r,n−l
(
m+ l
l
)
SWn(f, φ) ∈ H
2r(S2r;Z)
for all m ≥ 0, where n = r + d − p − 1. Arguing as in Example 6.5, this implies
that SWn(f, φ) is divisible by the denominators of ap−r,l for l = 0, 1, . . . , n. 
Remark 6.8. In the setting of Corollary 6.7, if r ≥ 5, then it follows by the families
index theorem that cr(D) = 0 holds automatically.
Remark 6.9. To be in the range where there is no wall crossing, we need b+ >
dim(B)+ 1, which in the above corollary is equivalent to p > r. On the other hand
if r > p then the primary difference class Obs(φ, ψ) is easily seen to vanish, so there
can only be wall crossing if p = r.
6.2. K-theoretic wall crossing formula. In this subsection we state a wall
crossing formula for the K-theoretic Seiberg-Witten invariants. As usual, let f :
(SV,U , BV,U ) → (SV ′,U ′ , BV ′,U ′) be a finite dimensional monopole map. Let U
′ =
U ⊕H+ and suppose that H+ is equipped with a spinc-structure. As in the previ-
ous subsection, let κ ∈ H2(B;Z) denote the first Chern class of the associated line
bundle of this spinc-structure.
Let [φ], [ψ] ∈ CH(f) be chambers of f , represented by maps φ, ψ : B → S(H+).
By the K-theoretic Gysin sequence for π : S(H+)→ B, there exists a unique class
ObsK(φ, ψ) ∈ Kb
+−1(B) such that
φK∗ (1)− ψ
K
∗ (1) = π
∗(ObsK(φ, ψ))
where we use superscriptK to indicate pushforwards inK-theory. ClearlyObsK(φ, ψ)
is the K-theoretic analogue of the class Obs(φ, ψ) defined in §5.2. In fact, the two
are related as follows:
Proposition 6.10. For any φ, ψ : B → S(H+), we have
Ch(ObsK(φ, ψ)) = e−κ/2Aˆ(H+)−1Obs(φ, ψ) ∈ H∗(B;Q).
Proof. The normal bundle of φ(B) in S(H+) is isomorphic to 〈φ〉⊥, the orthog-
onal complement of φ in H+. But this is stably equivalent to H+. Therefore
Grothendieck-Riemann-Roch gives:
Ch(φK∗ (1)) = φ∗(Ch(1)e
−κ/2Aˆ(H+)−1) = e−κ/2Aˆ(H+)φ∗(1).
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Similarly,
Ch(ψK∗ (1)) = e
−κ/2Aˆ(H+)ψ∗(1).
Taking differences gives:
π∗(Ch(ObsK(φ, ψ))) = Ch(π∗(ObsK(φ, ψ)))
= Ch(φK∗ (1)− ψ
K
∗ (1))
= e−κ/2Aˆ(H+)−1(φ∗(1)− ψ∗(1))
= e−κ/2Aˆ(H+)−1π∗(Obs(φ, ψ)).
But π∗ : K∗(B) → K∗(S(H+)) is injective since S(H+) admits sections. Hence
Ch(ObsK(φ, ψ)) = e−κ/2Aˆ(H+)−1Obs(φ, ψ). 
Lemma 6.11. Let V → B be a complex vector bundle over B of rank a ≥ 2 and let
πP(V ) : P(V ) → B be the associated projective bundle. Set ξ = OV (1). Let a
′ ≥ 0
be a non-negative integer and set d = a− a′. For any W ∈ K0(B) and any integer
m, define S+m(W ), S
−
m(W ) ∈ K
0(B) by:
S+m(W ) =
{
Symm(W ∗) if m ≥ 0,
0 if m < 0,
S−m(W ) =
{
0 if m > −d,
(−1)d−1Sym−m−d(W ) if m ≤ −d.
Also let Sm(W ) = S
+
m(W ) + S
−
m(W ). Then:
(πP(V ))
K
∗ (ξ
m(1− ξ−1)a
′
) = Sm(V − C
a′).
Proof. For any integer m, let us set qm = (πP(V ))
K
∗ (ξ
m) and hm = (πP(V ))
K
∗ (ξ
m(1−
ξ−1)a
′
). Then by expanding (1− ξ−1)a
′
, we find:
(6.1) hm =
a′∑
j=0
(−1)jqm−j
(
a′
j
)
.
Next we observe that qm = (πP(V ))
K
∗ (OV (m)) is the families index of OV (m). But
P(V ) → B has a fibrewise complex structure and the families index corresponds
to taking fibrewise index of the Dolbeault complex coupled to OV (m). Hence for
m ≥ 0, qm is represented by the vector bundle over B whose fibres consist of
homogeneous degree m polynomials, so qm = Sym
m(V ∗) for m ≥ 0. Combined
with Serre duality we find that for any m ∈ Z qm = q
+
m + q
−
m, where
q+m =
{
Symm(V ∗) if m ≥ 0
0 if m < 0,
q−m =
{
0 if m > −a,
(−1)a−1Sym−m−a(V ) if m ≤ −a.
The from Equation (6.1) we have hm = h
+
m + h
−
m, where
(6.2) h±m =
a′∑
j=0
(−1)jq±m−j
(
a′
j
)
.
To complete the lemma, it suffices to show that h±m = S
±
m(V − C
a′). Consider the
+ case first. Introduce the following formal power series in t with coefficients in
K0(B):
Q+ =
∑
m≥0
q+mt
m =
∑
m≥0
Symm(V ∗)tm.
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By the splitting principle we may write V = L1 + · · · + La for some line bundles.
Then we have
Q+ =
a∏
j=1
1
(1 − tL∗j)
.
Next we note that since q+m = 0 for m < 0, then h
+
m = 0 for m < −a
′. Hence setting
H+ =
∑
m∈Z
h+mt
m,
we have that H+ is a formal Laurent series in t with coefficients in K0(B). Then
from Equation (6.2), one finds that
H+ = Q+(1− t)a
′
=
 a∏
j=1
1
(1 − tL∗j)
 (1− t)a′ .
Equating coefficients one sees that h+m = S
+
m(V − C
a′).
Now we consider the − case. Introduce the formal power series
Q− =
∑
m<0
q−mt
−m = (−1)a−1ta
∑
m≥0
Symm(V )tm
 = (−1)a−1ta
 a∏
j=1
1
(1− tLj)
 .
Similar to the + case, we find that h−m = 0 for m > −a, so we may define the
following formal Laurent series:
H− =
∑
m∈Z
h−mt
−m.
Then from Equation (6.2), one finds that
H− = Q−(1− t−1)a
′
= (−1)a−1ta
 a∏
j=1
1
(1− tLj)
 (−1)a′t−a′(1 − t)a′
= (−1)d−1td
 a∏
j=1
1
(1− tLj)
 (1− t)a′ .
Equating coefficients, one sees that h−m = S
−
m(V − C
a′). 
Theorem 6.12 (K-theoretic wall crossing formula). For any φ, ψ ∈ CH(f) and
any integer m, we have:
SWKm (f, φ) − SW
K
m (f, ψ) = Obs
k(φ, ψ)Sm(D).
where Sm is defined as in Lemma 6.11.
Proof. Since the proof is very similar to the cohomological wall crossing formula
we will give only a brief sketch. By stabilisation, we can assume U ′, V ′ are trivial.
Then U and U ′ are both spinc. We can also assume the rank of V is at least 2.
Repeating the arguments of §5.1, we find
SWKm (f, φ) − SW
K
m (f, ψ) = (πY )
K
∗ (ξ
m · f∗(φK∗ (1)− ψ
K
∗ (1)))
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where φ, ψ : (B, ∅) → (SV ′,U ′ , SU ) are representatives for the chambers. We can
assume that φ, ψ take values in S(H+). Then as before we find
φK∗ (1)− ψ
K
∗ (1) = ι
K
∗ ((φ
0)K∗ (1)− (ψ
0)K∗ (1)) = Obs
K(φ, ψ)ιK∗ (1)
where φ0, ψ0 are the corresponding maps φ0, ψ0 : B → S(H+) and ι : (S(H+), ∅)→
(SV ′,U ′ , SU ) is the inclusion. The K-theoretic analogue of Lemma 5.1 is ι
K
∗ (1) =
(1− ξ−1)a
′
δτK0,U . Therefore we have:
SWKm (f, φ) − SW
K
m (f, ψ) = Obs
K(φ, ψ)(πY )
K
∗ (ξ
m(1− ξ−1)a
′
δτK0,U )
= ObsK(φ, ψ)(πP(V ))
K
∗ (ξ
m(1− ξ−1)a
′
)
= ObsK(φ, ψ)Sm(V − C
a′)
= ObsK(φ, ψ)Sm(D),
where we used Lemma 6.11. 
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