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ABSTRACT Crowdsourced business intelligence (CrowdBI), which leverages the crowdsourced user-
generated data to extract useful knowledge about business and create marketing intelligence to excel in the
business environment, has become a surging research topic in recent years. Compared with the traditional
business intelligence that is based on the firm-owned data and survey data, CrowdBI faces numerous unique
issues, such as customer behavior analysis, brand tracking, and product improvement, demand forecasting
and trend analysis, competitive intelligence, business popularity analysis and site recommendation, and urban
commercial analysis. This paper first characterizes the concept model and unique features and presents a
generic framework for CrowdBI. It also investigates novel application areas as well as the key challenges and
techniques of CrowdBI. Furthermore, we make discussions about the future research directions of CrowdBI.
INDEX TERMS Crowdsourced business intelligence, consumer behaviors, competitive intelligence, crowd
intelligence, commercial site recommendation, brand trending.
I. INTRODUCTION
Business intelligence (BI) [1], termed early in [2], is typi-
cally performed by enterprises for data analysis of business
information and support a wide range of business decisions.
In traditional business intelligence, business data mainly
includes internal data (e.g., firm-owned data) and external
data (e.g., survey data), which can be processed by BI tech-
nologies to help develop new strategic business opportuni-
ties [3]. Common BI technologies include online analytical
processing, mobile analytics, text mining, data analysis, pre-
dictive analytics, and so on.
In recent years, with the development of social media
technology, the amount of user-generated data from various
online social media has grown explosively, such as social
networking sites (e.g., Facebook,1 Instagram2 and Twitter3),
electronic commerce websites (e.g., Amazon4 and Taobao5),
The associate editor coordinating the review of this manuscript and
approving it for publication was Hao Ji.
1https://www.facebook.com/
2https://www.instagram.com/
3https://twitter.com/
4https://www.amazon.com/
5https://www.taobao.com/
and review websites (e.g., Yelp6 and Dianping7). In general,
user-generated data from different sources can be regarded
as crowdsourced data, because the data is collected with
the help of a large group of people. The large-scale crowd-
sourced business data (e.g., company dynamics, product
and customer information) offers a unique opportunity for
business intelligence. Furthermore, by analyzing customer-
contributed data (e.g., clickstream data logs and reviews),
we can discover customers’ purchasing patterns and pref-
erences, understanding their particular needs, and identify-
ing new business opportunities. For example, Leskovec [4]
presents that user-generated content in the form of blog posts,
comments, and tweets establishes a connection between com-
panies and consumers. Dey et al. [5] suggests that we can
distill competitive intelligence among companies from user-
contributed comments and ratings, which can help the asso-
ciated companies to improve their products or adjust their
business strategies.
Crowdsourced Business Intelligence (CrowdBI) is an
emerging research area that builds on BI and social media.
6https://www.yelp.com/
7https://www.dianping.com/
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More specifically, it is an interdisciplinary research field
that relies on the rich knowledge from marketing, computer
science, and management science. A formal definition of
CrowdBI is as follows: CrowdBI is data-driven, which lever-
ages heterogeneous user-contributed data to facilitate the
sensing of business dynamics, understanding of customer
behaviors, and making intelligent decisions regarding busi-
ness development. In particular, companies are expected to
harness user-generated data to extract entities and themes,
understand consumer preferences, visualize relationships and
create their marketing intelligence in the business envi-
ronment. For example, a marketing intelligence report can
include market information about the popularity of com-
petitors’ products and services, consumer sentiments and
opinions on their products and services, promotional infor-
mation, and competitor dynamics [5]. Compared with tra-
ditional word of mouth, online product reviews provide a
more publicly accessible information source to understand
consumer perceptions and preferences, considering that such
data were difficult to collect on a large scale in the offline
world [6]. In addition, unlike traditional BI that analyzes a
small amount of data by existing analytical tools, CrowdBI
requires advanced technologies to process multi-modal user-
contributed data (e.g., spatial-temporal analysis, pervasive
sensing, machine learning, etc.) to obtain diversified infor-
mation about business entities.
In general, based on the concept of CrowdBI, the research
about CrowdBI mainly consists of three aspects: crowd-
sourced data, advanced data processing techniques, and busi-
ness applications. On the one hand, crowdsourced data offers
many opportunities for CrowdBI to develop various types of
available applications for customers and companies. On the
other hand, crowdsourced data presents numerous technical
challenges to process and understand the large amount of
data. This paper aims to give an overview of CrowdBI from
different perspectives. In particular, we havemade the follow-
ing contributions:
1) Characterizing the concepts of CrowdBI, including the
definition of CrowdBI, and a generic framework of
CrowdBI.
2) Reviewing the major applications of CrowdBI, includ-
ing customer behavior analysis, brand tracking and
product improvement, demand forecasting and trend
analysis, competitive intelligence, business popularity
analysis and site recommendation, and urban commer-
cial analysis.
3) Investigating the research challenges and key tech-
niques of CrowdBI, including fine-grained data collec-
tion, crowdsourced data processing, and crowdsourced
business knowledge mining.
4) Discussing CrowdBI for new economy, including
mobile and IoT products, omni-channel retailing, and
shared economy.
The remainder of the paper is organized as follows.
In Sections II, we characterize the unique features and
concepts of CrowdBI. Section III classifies various novel
applications of CrowdBI, followed by the challenges and
key techniques discussed in Section IV. Our insights and
future research directions are discussed in Section V. Finally,
we conclude the paper in Section VI.
II. CHARACTERIZING CROWDSOURCED
BUSINESS INTELLIGENCE
In this section, we first introduce the definition of crowd-
sourced business intelligence (CrowdBI) and its concept
model. We then present a generic framework of CrowdBI.
A. THE DEFINITION OF CROWDSOURCED
BUSINESS INTELLIGENCE
We compare the differences between CrowdBI and closely-
related concepts.
• Business intelligence (BI). BI is ‘‘a set of method-
ologies, processes, architectures, and technologies that
transform raw data into meaningful and useful informa-
tion used to enable more effective strategic, tactical, and
operational insights and decision-making’’ [7]. In gen-
eral, BI consists of three components: the data, tech-
nologies, and applications,which is typically performed
by enterprises to present complex internal and competi-
tive information to planners and decision makers [1].
• Crowdsourcing. Crowdsourcing represents the act of
taking a job traditionally performed by a designated
agent (usually an employee) and outsourcing it to
an undefined, generally large group of people in the
form of an open call [8]. Generally, most crowdsourc-
ing tasks are viewed as participative activities based
on online platforms, such as natural language under-
standing, image labeling, speech transcription, software
development, and so on. In recent years, crowdsourcing
is becoming a popular way to collect a large amount of
data with the help of a large group of people, known as
crowdsourcing data collection.
• Mobile crowdsourcing (MCS). MCS is a term that
describes crowdsourcing activities that are processed on
smartphones or other mobile devices [9]. Different from
traditional crowdsourcing which usually obtains online
data, with the aid of mobile devices, MCS can be used
to collect spatio-temporal data in the real world. For
example, people can capture pictures about the queuing
status of a popular restaurant using smartphones and
share the information in an MCS platform. A variety of
novel MCS applications appear are enabled, including
urban dynamics mining, public safety, traffic planning,
and so on [10].
• Crowdsourced business intelligence (CrowdBI).
CrowdBI is a new form of BI and it is presented in a
data-driven manner. The data are collected from various
crowdsourced data sources, including both online social
media in the cyber space and pervasive sensing data in
the physical space. All crowd-contributed business data
are analyzed by a series of advanced machine learning
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FIGURE 1. The concept model of CrowdBI.
and data mining technologies to present valuable infor-
mation about customers, products, brands, enterprises,
and so on. The learned information can be further used
to support a wide range of business decisions, such as
product pricing, brand promotion, customer understand-
ing, and product improvement. Unlike traditional BI
that analyzes a small amount of data by existing ana-
lytical tools, CrowdBI requires advanced technologies
to process heterogeneous crowdsourced data to extract
diversified information about business.
In general, CrowdBI has some unique characteristics in
comparison with other concepts. First, compared with crowd-
sourcing and MCS which focus on data collection, CrowdBI
pays more attention to process crowdsourced data to dis-
till implicit information for business decision making and
novel application development. Moreover, compared with
traditional BI, CrowdBI can easily obtain a large amount
of business data from various data sources by crowdsourc-
ing. By analyzing different types of user-generated data
(e.g., text, pictures), CrowdBI can obtain more effective
and valuable information, such as extracting entities from
users’ reviews to understand consumer preferences, visu-
alizing competitive relationships, and creating marketing
strategies.
B. THE DATA-CENTRIC PERSPECTIVE OF CROWDBI
1) Data sources
The essential to CrowdBI is multi-source crowdsourced data,
as depicted below.
• Online social media refers to the platforms or websites
that people can interact and communicate on it, e.g.,
Facebook and Twitter. Social media data contains a lot of
user-generated content, such as text posts or comments,
images or videos, and users’ interactions. By mining
social media data, we can obtain users’ profile and social
relations, learn users’ preferences, and so on.
• LBSNs are social networks that use GPS features to
locate people and that let people share their location
and other content from their mobile devices, such as
Foursquare.8 Check-in data in LBSNs reflect users’ tra-
jectories in the real world. In addition, online data and
offline data of users can be connected in LBSNs.
• Consumer product reviews are now widely recognized
to have a significant impact on consumer buying deci-
sions. Those online reviews on e-commerce websites
present a wealth of information on the products and
services, and if properly utilized, can provide vendors
highly valuable network intelligence and social intelli-
gence to facilitate the improvement of their business.
• Discussion forums are online discussion platforms
where people can talk about some topics and exchange
opinions by postedmessages. Different from other social
networks, online discussion forums provide a collabo-
rative environment for members to reflect on organi-
zation initiatives, express opinions, share thoughts and
resources, and engage in community-wide discussions.
• Web queries containmany entries searched by the search
engine, and a user can enter into a web search engine to
satisfy his or her information needs. Therefore, the infor-
mation about users’ online behavior can be obtained
from query logs which record what users are searching
for on the Web.
• Pervasive sensors can automatically collect the valuable
information of users, objects and the environment, such
as RFID, WiFi, mobile and wearable devices, and so on.
In recent years, pervasive sensors are considered as the
most exciting and fastest growing technology in terms
of scope of application in the next generation of BI [11].
For example, RFID is used to identify and track tags
attached to objects, and WiFi signals are leveraged to
recognize shopper’s behaviors in retail stores.
8 https://foursquare.com/
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2) CROWDBI KNOWLEDGE GRAPH
The concept model of CrowdBI is shown in Fig. 1, including
business entities, customers, and multi-dimensional business
knowledge.
• Business entities. In a broad sense, a business entity is
defined as ‘‘an entity that is formed and administered as
per corporate law in order to engage in business activ-
ities’’.9 Business entities can be either physical or vir-
tual. Physical entities contain the products, retails, chain
stores, shopping malls, restaurants, and so on, while
virtual entities contain brands, e-products, mobile apps,
box office, and so on.
• Customers. A customer is an individual that purchases
the goods or services obtained from a business entity via
a financial transaction. Attracting more and more cus-
tomers is the primary goal of most businesses to increase
sales. Traditional business entities generally compete
through advertisement or lowered price to attract more
customers, while in CrowdBI, business entities could
take advantage of the big data of customers to under-
stand customer demands and preferences.
• Multi-dimensional business knowledge. We catego-
rize the knowledge that can be learned from the
crowdsourced data into two levels: macro-level and
micro-level. The macro-level knowledge refers to the
knowledge mined from the urban-level data (e.g., POIs),
and it mainly consists of urban commercial features.
The micro-level knowledge is finer-grained data about
business entities and customers, which consists of single
entity feature learning, inter-entity relation mining and
customer features. We characterize them in detail below.
(a) Urban commercial features are extracted from
urban-level data, typical examples of which
includePOI distribution, economic value, and pop-
ularity of different places in commerce. POI dis-
tribution characterizes the popularity of different
areas. The economic value of an area represents
the income level and consumption level of urban
residents.
(b) Single-business-entity features refer to some
unique information or intrinsic natures of a busi-
ness entity, such as the product profile, brand
value, place preference, market/sale, business
activity/event, customer satisfaction (e.g., cus-
tomer sentiment and word-of-mouth), suggestion,
and so on. By analyzing these features, CrowdBI
can provide valuable advices for attracting more
customers.
(c) Inter-business-entity relations refer to the relations
of interaction among different business entities,
such as brand/product comparison, competitive-
ness, complementarity, etc. For example, the pro-
motions of its competitors could affect the sales of
a brand to some extent.
9 https://en.wikipedia.org/wiki/List_of_business_entities
(d) Customer features contain valuable information of
customers in business, include customer profile,
customer preferences, mobility patterns, social
relationship, interaction patterns, and so on.
Overall, CrowdBI covers a wide range of areas and has
a lot of applications for business entities and customers.
In this paper, we give a review of some key techniques and
widespread applications of CrowdBI.
FIGURE 2. The generic architecture of CrowdBI.
C. A GENERIC FRAMEWORK
We present a generic framework of CrowdBI as shown
in Fig. 2, which consists of four layers: data collection, data
preparation, business knowledge learning, decision making
and recommendation.
• Data collection. We collect crowdsourced data for busi-
ness intelligence analysis which contains offline data
and online data. Generally, the crowdsourced data is
obtained in two ways, including passive and active
crowdsourcing. For example, most offline sensing data
in the physical world (e.g., mobile sensing data) is
obtained by the active crowdsourcing, since users are
recruited to collect spatio-temporal data via smart-
phones or other mobile devices. For online data in the
virtual world (e.g., data from social media), it is often
acquired by passive crowdsourcing since users generate
a lot of social data in daily life.
• Data preparation. It is responsible for cleaning and
extracting relevant content from different data sources.
• Business knowledge learning. It applies different theo-
ries and methods (e.g., economic analysis, data mining,
and machine learning) for business knowledge learning.
• Decision making and recommendation. It makes use of
the learned business knowledge in decision making and
recommendation applications.
III. MAJOR APPLICATION AREAS
In this section, we develop a taxonomy of the major
application areas of CrowdBI, including customer behavior
VOLUME 7, 2019 26609
B. Guo et al.: Harnessing the Power of the General Public for CrowdBI: A Survey
TABLE 1. Customer behavior analysis.
analysis, brand tracking and product improvement, demand
forecasting and trend analysis, competitive intelligence, busi-
ness popularity analysis and site recommendation, and urban
commercial analysis.
A. CUSTOMER BEHAVIOR ANALYSIS
The customer behavior analysis in CrowdBI illustrates how
to understand customers’ behaviors by incorporating multi-
source crowdsourced data. A summary of some recent
customer behavior analysis is given in Table 1.
1) ECONOMIC ANALYSIS
Econometrics is the application of statistical methods to eco-
nomic data and is described as the branch of economics that
aims to give empirical content to economic relations [12].
Zhang et al. [13] use the econometrics model to understand
the impact of urban infrastructure changes (e.g., transporta-
tion, street facilities, and neighborhood walkability) to local
business. Goel et al. [14] apply econometrics to understand
user search behavior, and use search query volume to forecast
the item demand, such as the opening weekend box-office
revenue for feature films, and the rank of songs on the Bill-
board Hot 100 chart.
2) PRODUCT FEATURE ANALYSIS
Products can be characterized by its features (e.g., price and
location are features of restaurants). Ghose et al. [15] study
customer preferences toward different hotel characteristics
by mining user-generated reviews and opinions about hotels.
Moreover, they are able to estimate consumer preferences
toward different hotel characteristics and recommend the
most cost-effective hotels. Archak et al. [16] use crowd-
sourced consumer reviews to evaluate the weight of product
features to the product price. Using the econometrics method
(i.e., the hedonic regression method [17]), they can estimate
the weight of each product feature, the implicit evaluation
score that customers assign to each feature, and how these
evaluations affect the revenue of a given product.
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B. BRAND TRACKING AND PRODUCT IMPROVEMENT
Brand-related user posts on social media are increasing
rapidly. Users express their opinions about brands by sharing
multimodal posts (i.e., texts, images). Brand tracking from
social media has attracted much research attention in recent
years, the objective of which is to gather brand-related data
from online social media streams. Furthermore, the collection
of online product reviews has become an important informa-
tion source for purchase decisions. Measuring such aggre-
gated consumer ‘‘opinions’’ is critical to enterprises, because
it can facilitate their planning and decision-making pertaining
to product improvement, new product development, pricing,
positioning, and advertising
1) BRAND TRACKING
The data gathering problem of brand-related user posts is
particularly challenging due to the short and conversational
nature of posts, the huge data volume, and the increasing het-
erogeneous multimedia content in social media streams [18].
Moreover, as the focused topic often shifts quickly in social
media, the traditional keyword-based approach to gather
data with respect to a target brand is grossly inadequate.
Gao et al. [18] propose amulti-faceted brand trackingmethod
that gathers relevant crowdsourced data based on evolving
keywords, social factors, and visual contents. During a critical
period, such as a product release, it would be useful if a brand
manager could be providedwith recommendations about who
will talk about their product in social media. Wu et al. [19]
develop a recommendation system to learn historical user
posts in social media, and predict the potential customers that
the brands need to follow when they release new products.
Ibrahim et al. [20] explore how the online brand community
will influence the company retail businesses by using the data
from Amazon and Twitter. They find that social media is a
good platform to explore the trends of marketplace, and busi-
nesses could improve their brand images by engaging with
customers in social media.Mazloom et al. [21] identify which
aspects of posts will determine the popularity of brand-related
posts from Instagram. They consider several brand-related
cues, including factual information, sentiment, vividness and
entertainment parameters. To help companies monitor their
brands, Liao et al. [22] extract representative aspects and
posts from crowdsourced social media data. They extract
the aspects by maximizing the representativeness, which
accounts for both the coverage of aspects and the impact
of posts. Recognizing the business venue (e.g. cafe shops,
local restaurants) in an image can help many applications
for personalization and location-based services/marketing.
Chen et al. [23] propose a multimodal mining approach
to recognize the business venues from multi-source crowd-
sourced data, including images from Instagram and reviews
from Yelp.
2) PRODUCT IMPROVEMENT
Customers may discuss the pros and cons, strengths and
weaknesses of products in social media, these online reviews
generated by customers can benefit the product designers.
Therefore, for manufacturers and enterprises, it is impor-
tant to identify helpful online reviews and learn from these
reviews for new product development. Liu et al. [24] extract
four categories of features (i.e., linguistic features, prod-
uct features, features extracted based on information quality
and features extracted using information theory) to identify
helpful reviews. Decker and Trusov [25] use three regres-
sion approaches to measure the aggregated consumer pref-
erences about mobile phones from online product reviews.
To facilitate product design and improvement, Xiao et al. [26]
propose an econometric preference measurement model to
extract aggregated consumer preferences from online prod-
uct reviews. Moreover, they extend the Kano model [27]
to categorize customer requirements based on the aggre-
gate consumer preferences. Qi et al. [28] identify the help-
fulness of online reviews by using the crowdsourced data
from JD.com.10 They then apply the Kano model to ana-
lyze online reviews to develop appropriate product improve-
ment strategies. Xie et al. [29] identify the business value
of consumer reviews and management responses to hotel
performance. Based on econometrics model, they present a
panel data analysis of online consumer reviews and manage-
ment responses of 843 hotels from a hotel review website
(TripAdviser.com.11) The results show that the overall rating,
attribute ratings of purchase value, location and cleanliness,
variation and volume of consumer reviews, and the number
of management responses are significantly associated with
hotel performance. Xiang et al. [30] explore and demonstrate
the utility of big data analytics to understand the relationship
between consumers experience and satisfaction using the data
from Expedia.com.12
C. DEMAND FORECASTING AND TREND ANALYSIS
Forecasting demands or sales from relevant indicators is
an important task in marketing and business. Traditionally
business owners make decisions based on experience, which
could be limited or even biased. We discuss approaches that
use crowdsourced data for demand forecasting and trend
analysis.
1) DEMAND FORECASTING
Yu et al. [31] apply the regression model for sales predic-
tion by considering the quality factors of online reviews of
products. Wu and Brynjolfsson [32] utilize a seasonal autore-
gressive method to model the relationship between queries
submitted to Google’s search engine and housingmarket indi-
cators, and predict housing prices and sales. Through analyz-
ing the sales rank values and posts for books, Gruhl et al. [33]
find that there exists strong correlation between the volume of
reviews and sales spikes. Liu et al. [34] and Yu et al. [35] ana-
lyze sentiment from blogs by using the Probabilistic Latent
10https://www.jd.com/
11https://www.tripadvisor.com/
12https://www.expedia.com/
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Semantic Analysis (PLSA) method, and present an autore-
gressive sentiment-aware model to predict product sales.
2) ECONOMIC IMPACT ANALYSIS
Based on economic models (e.g., econometrics), Ghose and
Ipeirotis [36] analyze the impact of reviews on economic
outcomes (e.g., product sales) and examine how different
factors affect social outcomes such as their perceived use-
fulness. The econometric analysis reveals that the extent of
subjectivity, informativeness, readability, and linguistic cor-
rectness in reviews matters in influencing sales and perceived
usefulness. Yu et al. [35] investigate the impact of reviews
for product sales performance. They find that both the senti-
ments expressed in the reviews and the quality of the reviews
have a significant impact on the future sales performance
of products. Zheludev et al. [37] use sentiment analysis and
information theory (mutual information between time series)
to quantify and validate which assets could qualify for trading
from social media analysis. Mishne and Glance [38] find
that the volume and sentiment of discussion about a product
(e.g., a movie) in weblogs is correlated with the product’s
financial performance.
3) TRENDING ESTIMATION
For business managers, one of their biggest common con-
cerns is whether their business will thrive or fail in the
future. Knowing about long-term trends, business managers
can make decisions in advance. Lian et al. [39] study the
potential indicators for the long-term survival of a physical
store. Specifically, they study four types of factors by using
the data from Dianping and Yelp, including geography, user
mobility, user rating, and review text. They find that the
location and nearby places play an important role in the suc-
cess of the shop, and usually less competitiveness and more
heterogeneity is better. Based on the four types of factors, they
use three prediction methods to estimate the trend, including
Logistic regression, gradient boosted decision tree (GBDT),
supported vector machine (SVM). In order to improve prod-
uct sales, it is very important for companies to make rapid
and correct response to the hot trends, for example, there may
exist the implicit relation between air pollution and mouth
mask. Wang et al. [40] aim to learn commercial intents from
microblogs by using a graph-based product-trend association
model. Arias et al. [41] study whether the indicator extracted
from Twitter can improve the forecasting of social, eco-
nomic, or commercial indicators. They find that the addition
of crowdsourced Twitter data can improve the prediction of
the trend of volatility indices in the stock market.
D. COMPETITIVE INTELLIGENCE
The social comparison theory [42] suggests that competi-
tions are ubiquitous. Detecting and monitoring competitors
becomes a critical issue for a company to make marketing
strategies. On the one hand, companies have to keep track
of its competitors’ status. On the other hand, consumers
typically try to compare similar products before purchase.
Competitive intelligence is defined by Kahaner [43] as
‘‘a process of monitoring the competitive environment, with
a goal to provide actionable intelligence that will provide
a competitive edge to the organization.’’ The main goal
of competitive intelligence is to monitor a firm’s external
environment for information that is relevant to its decision-
making process [44].
Competitive intelligence allows a company to identify
its competitors’ strengths, weaknesses, strategies and other
areas, and in turn to help the company improve its strategic
decisions against its competitors. Competitive intelligence
offers a number of benefits such as creating new growth
opportunities, minimizing the impact of surprises, enabling
faster responses to changes in themarket place, improving the
quality of strategic planning processes, identifying potential
vulnerabilities, providing early warning or alert for compet-
itive threats [5], [45]. However, the functions of competi-
tive intelligence are often greatly restricted by the lack of
sufficient information sources about the competitors. With
the emergence of Web 2.0, the large numbers of customer-
generated product reviews often contain information about
competitors and have become a new source to mine com-
petitive intelligence. A summary of the recent competitive
intelligence studies is given in Table 2.
1) COMPETITOR IDENTIFICATION
The objective of competitor identification is to mine com-
petitive relationships and identify competitors of a company.
Xu et al. [46] develop a graphical model to extract and
visualize comparative relations between products from cus-
tomer reviews on Amazon. Netzer et al. [47] convert the
user-generated content to market structures and competitive
landscape insights. Given a focal company, these studies
focus on extracting the competitors based on their direct
co-occurrence with the focal one in social media data. But
the co-occurrence hypothesis is too restricted to suit various
application domains; besides, it usually does not hold for
small marketplaces, e.g., a few reviews can be found to
cover two or more peer. Instead of co-occurring analysis,
Bao et al. [48] propose to compute the competitiveness based
on the feature overlapping between items. Then, competitors
are ranked according to the combination of several metrics
including mutual information, match count, and candidate
confidence. Yang et al. [49], [50] study the problem of min-
ing competitive relationships from two complementary data
sources (i.e., Twitter and patent records), and they propose the
Topical Factor Graph Model (TFGM) to bridge the two net-
works and learn a semi-supervised learning model to classify
the relationships between entities.
2) COMPARATIVE ANALYSIS
Competitor identification is the foundation of comparative
analysis, assume the competitors are identified or already
known, one of the basic steps for comparative analysis is
comparison sentence identification from crowdsourced cus-
tomer reviews. Identifying comparative sentences is useful
in practice because direct comparisons are perhaps one
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TABLE 2. Competitive intelligence.
of the most convincing ways of evaluation. Compara-
tive sentence mining has been intensively studied by
Jindal and Liu [51], [52]. Two new types of rules, class
sequential rules (CSRs) and label sequential rules (LSRs) are
proposed for sentence identification and relation extraction
respectively.
3) MARKET ATTENTION ANALYSIS
He et al. [53] propose a business-driven social media com-
petitive analytics tool named VOZIQ, which compares social
media comments from different companies within the same
industry, and compares the share of different social media
platforms in mentions of companies in the same industry.
4) COMPETITIVE DOMAIN MINING
Competitive domain mining aims to extract the competitive
domains of the given entity and its competitors. For example,
for a market of interest (e.g., luxury goods), it is important
to detect the latent topics (e.g., bags, clothes, luxurious) that
are competitively shared by multiple brands, and track the
temporal evolution of the brand’s competition over the shared
topics. Zhang et al. [54] propose a dynamic topic model to
monitor temporal evolution of market competition by com-
bining tweets and the associated images. Zheng et al. [55]
develop the Limited Information Dirichlet model [56] to
identify key competitive measures (e.g., penetration, market
share, share of wallet). Zhang et al. [57] construct prod-
uct comparison networks from consumer product reviews
for competitive analysis and comparison among products.
He et al. [58] focus on a case study of competitive anal-
ysis among the three largest pizza chains (e.g., Pizza Hut,
Domino’s Pizza and Papa John’s Pizza) by using data from
Facebook and Twitter, and the results reveal the business
value of comparing social media content. To understand the
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trends of popularity and customer engagement, He et al. [45]
propose a framework for social media competitive intelli-
gence to enhance business value and market intelligence.
They conduct a case study to two largest retail chains in the
world: Walmart and Costco using Twitter data, and analyze
the social media volume and sentiment trend analysis for
these two retail chains. A similar study is reported in [59],
which compares two competing smartphone manufacturers
(i.e., iPhone 6 and Samsung Galaxy S5) using Twitter data.
Competitiveness degree analysis is a focal point of business
strategy and competitive intelligence, which aims to help
managers closely monitor to what extent their rivals are com-
peting with them. Wei et al. [60] propose a bipartite graph
model to measure the competitiveness degree between peers
from query logs.
E. BUSINESS POPULARITY ANALYSIS AND
SITE RECOMMENDATION
Location is a crucial factor of retail success, as 94% of retail
sales are still transacted in physical stores [61]. Choosing
a good location when opening a new store is crucial for
the future success of a business. To increase the chance of
success for their stores, business owners require not only
the knowledge of where their potential customers are, but
also their surrounding competitors and complementary busi-
nesses. The problem of identifying the optimal location for a
new retail store has been the focus of past research, especially
in the field of land economy [62]. Traditional approaches
to the problem have factored in demographics, revenue and
aggregated human flow statistics from nearby or remote
areas. However, the acquisition of relevant data is usually
expensive. Traditionally, business and property owners con-
duct surveys to assess the value of store locations. Such
surveys, however, are costly and do not scale up well. With
fast changing environments (neighborhood rental, local pop-
ulation size, composition) and emergence of new business
locations, one also needs to continuously reevaluate the value
of store locations. In the era of social media and mobile apps,
we have an abundance of online user-generated data, which
capture both activities of users in social media as well as
offline activities at physical locations. This section presents
the usage of crowdsourced data for business site selection,
which generally consists of two types of approaches: model-
based and data-mining-based approaches.
1) MODEL-DRIVEN APPROACH
Early studies are based on dedicated models for store place-
ment. The spatial interactions among different categories of
stores are quantified using network analysis in [63], and
the weighted links reveal the spatial attraction or repul-
sion between retail stores. Based on the quantification of
store interactions in the network, a retail quality index
is devised to detect appropriate locations for retail stores.
Porta et al. [64], [65] investigate the relationship between
street centrality and retail store density in the cities of
Bologna and Barcelona respectively. In general, a central
location has the potential to attract more customers and sus-
tain higher densities of retail stores and service activities.
A multiple centrality assessment model is used to charac-
terize the street centrality, which is composed of multiple
measures such as closeness, betweenness, and straightness.
Kernel density estimation is then used to transform datasets
of centrality and activities to one scale unit for analysis
of correlation between them. Finally, they verify that retail
stores and service activities in Bologna tend to concentrate
in areas with better centralities [64]. They further study the
street centrality and their correlations with different types of
economic activities by using the Multiple Centrality Assess-
ment (MCA) model [65]. They demonstrate that pure spatial
organization can be indicative of the quality of retail and
economic activities.
Huff [66] reports that the probability that a consumer
patronizes a certain shopping area is directly related to its
size, and inversely related to its distance from the con-
sumer. It further proposes a probabilistic model to deter-
mine the retail trade areas of the given shopping center.
Li and Liu [67] present a modified Huff model to estimate the
potential sales of individual Kmart andWal-Mart stores in the
Greater Cincinnati Area. Compared to traditional interaction
models, the modified Huff model integrates the traditional
Huff model and the competing destination model (CDM),
which is capable of more accurately examining the impact
of competition and agglomeration at the same time, and
estimating individual store sales. Sevtsuk et al. [68] analyze
location patterns of retail and food establishments. It tests
five hypotheses about retail locations found in previous lit-
erature using an economic model, and estimates the impacts
of different location characteristics for store placement. More
specifically, they analyze the spatial distributions and location
patterns of retail and food establishments in dense urban envi-
ronments (Cambridge and Somerville, Massachusetts). The
results indicate that both micro-location characteristics and
clustering between stores are important to explain the retail
landscape, including other neighboring retailers, land use,
urban form, and transit characteristics around each building.
Roig-Tierno et al. [69] present a methodology for retail site
location decision, which takes both geographic information
systems (GIS) and the analytical hierarchy process (AHP)
into consideration. Specifically, they first analyze the factors
that influence the success of a supermarket, including estab-
lishment, location, demographic factors, and competition.
The AHP method is then used to rank possible sites based
on the combined results of geo-demand and geo-competition
analyses.
2) DATA-DRIVEN APPROACH
Traditional site selection mainly relies on domain expert
knowledge or traditional data, such as demographic studies
13https://www.edmunds.com/
14https://developers.google.com/apis-explorer/#p/
15https://www.uspto.gov/
16https://www.comscore.com/
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or consumer surveys, which are very expensive and time-
consuming to obtain. Recently, with the emergence of large-
scale user-generated data (e.g., check-in data, rating data),
there is a potential to leverage these data to analyze and
mine users’ preferences for business popularity and site rec-
ommendation. Karamshuk et al. [70] demonstrate the power
of geographic and user mobility features in predicting the
best placement of retail stores based on check-in data in
Foursquare17 in New York. The geographic features are char-
acterized according to the types and density of entities in
the area of interest, including density, neighborhood entropy,
competitiveness, and quality by Jensen. The mobility features
are formulated to measure the popularity of an area in terms
of check-in patterns, including area popularity, transition
density, incoming flow, and transition quality. Except for
user mobility factors, user-generated reviews can also con-
struct predictive features for analyzing users’ preferences and
assessing the attractiveness of candidate locations. In [71],
three types of features are incorporated into a regression
model to predict the number of check-ins at a candidate
location, including review-based market attractiveness fea-
tures, review-based market competitiveness features and geo-
graphic features. Lin et al. [72] analyze the popularity of a
business location using Facebook data in Singapore. They
first extract a set of relevant features from several key fac-
tors, such as business categories, locations, and neighbor-
ing businesses. A robust model based on gradient boosting
machine (GBM) is then developed to estimate the popularity
of a given target location. A summary of the representa-
tive features for retail placement in related works is given
in Table 3.
TABLE 3. Representative features for retail placement.
Ranking areas by popularity of a business category is an
essential task for business site selection. Yu et al. [73] propose
a novel approach to estimate the popularity of a business
category by exploiting user-generated contents from LBSNs
17https://foursquare.com/
(e.g., Foursquare). Eravci et al. [74] introduce a new problem
of identifying neighborhoods with a potential of success in
a line of business. Specifically, they use the similarities of
the neighborhoods to identify specific neighborhoods as can-
didates for investment for a new business opportunity. Two
methods are proposed to solve the problem, 1) a probabilistic
approach based on Bayesian inference to select location,
and 2) an adaptation of collaborative filtering in view of
the similarity of neighborhoods. Xu et al. [75] propose a
Demand Distribution Driven Store Placement (D3SP) frame-
work for store location selection via mining search query logs
of Baidu Maps.18 D3SP first identifies the spatial-temporal
distributions of customer demands from map query data,
and then determines candidate locations via clustering places
that demands exceed supplies. The business store placement
problem is solved by supervised regression models to predict
the number of customers, and learn-to-rank models to rank
the candidate locations directly.
The volume of customers for places is the main factor to
analyze the shop popularity, which can be used for site selec-
tion and advertisement recommendation. Hsieh et al. [76]
develop a method, called Potential Customer Estima-
tor (PCE), to estimate the potential customers of a given
location and any time of interest in an urban area. It considers
existing stores as one kind of sensors to obtain the information
of customers (e.g., the historical check-in records), which
can be exploited to estimate potential customers. Different
from most approaches of customer volume predication that
mainly use supervised or unsupervised leaning in view of
partial information, Wang et al. [77] propose a Geographical
Regression and Non-negative Matrix Factorization method
(GR-NMF), which can jointly model implicit footfall knowl-
edge and explicit geographical knowledge via an integrated
probabilistic framework.
F. PHYSICAL SHOPPING BEHAVIOR SENSING
Analyzing shopper’s behaviors in brick-and-mortar retail
stores and shopping malls can provide crucial insights in a
variety of aspects, such as browsing habits, shopping inter-
ests, store visiting frequency, companions, etc. Customer
shopping behavior analysis is of importance to improve
retailer profits and customer experience. Such tracking and
analysis of a shopper in a retail store is referred as physical
shopping behavior analytics. Compared to online shopping,
in-store shopping lacks of effective approaches to identify
comprehensive customer behaviors, such as picking up items,
trying-on clothes, and price comparisons.Mining of such data
could provide deep and comprehensive insights of customer
interests, experiences, and expectations, which are important
to improve service quality and profits of retailers.
1) WHY NOT VIDEOS?
Traditional methods to analyze customer behaviors is
based on video monitoring. These methods deploy plentiful
18http://map.baidu.com/
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TABLE 4. In-store behavior analysis.
cameras in stores and collect shopping data by recognizing
customer activity from video, then they capture physical
shopping behaviors through video analyses and imagematch-
ing technology [78]. However, there are at least the following
four limitations for video-based methods. First, they demand
good light and unobstructed line of sight to keep good accu-
racy. Second, image feature databases of customer behaviors
are required for recognizing customer actions, whichwill take
a high cost to gather before system deployment. Third, most
of the analysis is done offline and need lots of computing
resources. Even so, the accuracy of recognizing actions and
target object is hardly satisfactory. Finally, installing cameras
in stores may violate customer privacy in some cases.
2) COARSE-GRAINED SHOPPING ACTIVITIES
Non-in-Store Behaviors: You et al. [79] propose a phone-
based system to sense physical shopping activities while
tracking shopping time at physical stores. The system trains
a trajectory classifier to label a given motif group as shop-
ping or non-shopping. Lee et al. [80] study customer malling
behavior patterns in shopping mall over different activities,
such as eating, shopping, reading, resting, and so on. They
propose a computational framework, named MallingSense,
to understand customers’ behaviors in shopping malls.
Banerjee et al. [81] study the problem of persona-based shop-
ping recommendation for physical retail stores. A dynamic
programming-based recommendation system is proposed to
make Top-k recommendations to the shopper for maximizing
her value for money, which considers about shopper person-
ality as well as time and budget constraints.
3) FINE-GRAINED SHOPPING ACTIVITIES:
IN-STORE BEHAVIORS
In general, in-store behaviors is categorized into three types:
shopper-device-based, shopper-device-free, and a combina-
tion of them. A summary of the in-store behavior analysis is
given in Table 4.
a: SHOPPER-DEVICE-BASED SYSTEMS
Some shopper-carried devices are employed to sense physical
shopping behaviors, such as smartphones, Google glasses,
etc. ThirdEy [82] uses shoppers’ smart glasses to obtain
images, inertial sensors, and WiFi data, to track the physi-
cal browsing of shoppers, without requiring any input from
either the store owners or from the shoppers themselves.
Particularly, it can automatically identify shopper behavior
into one of the four categories: walking, dwelling, gazing,
and reaching out. IRIS [83] investigates the possibility of
using a combination of a smartphone and a smartwatch,
carried by a shopper, to get insights into the shopper’s
behavior inside a retail store. More specifically, IRIS uses
standard locomotive and gestural micro-activities as building
blocks to define novel composite features, which help classify
different facets of a shopper’s interaction with individual
items, and attributes of the overall shopping episode or the
store.
b: SHOPPER-DEVICE-FREE SYSTEMS
It refers to the systems where devices are deployed in the
retail stores (e.g., WiFi, RFID) while not relying on shop-
pers’ devices. Shangguan et al. [84] show that backscatter
26616 VOLUME 7, 2019
B. Guo et al.: Harnessing the Power of the General Public for CrowdBI: A Survey
TABLE 5. Urban commercial analysis.
signals of passive RFID tags can be exploited to detect
and record customer behaviors, for example which items of
clothes they pay attention to, and which items of clothes
they usually match with. They design a framework called
ShopMiner, which can harness the unique spatial-temporal
correlations of time-series phase readings of RFID tags to
detect comprehensive shopping behaviors (e.g., look at, pick
out, or turn over desired items). In addition, it supports three
basic behavior mining functionalities essential to retailers,
namely discovering popular categories, identifying hot items,
and excavating correlated items. Han et al. [85] present an
RFID-based customer behavior identification system called
CBID. It can detect and track tag movements and further
infer corresponding customer behaviors (e.g., picking up an
item). Specifically, CBID includes a Doppler-effect-based
protocol to detect tag movements. TagBooth [86] detects
items’ motion using RFID devices and further discovers cus-
tomers’ behaviors, such as picking up and toggling clothes on
hangers. It first exploits the motion of tagged commodities by
leveraging physical-layer information, like phase and RSS,
and then designs a comprehensive solution to recognize cus-
tomers’ actions. Pradhan et al. [87] also introduce an RFID-
based smart shopping system, KONARK, which helps user’s
checkout items faster and track purchases in real-time. Wang
and Yang [88] propose a sensor-based smart shopping cart
system called 3S-cart by using the context-aware ability of
sensors to detect movements and actions from the customers.
It exploits a force-sensitive resistor to check if the customer
is holding the cart’s handle by detecting the change of its
voltage, and an accelerometer to derive the cart’s moving
direction. Particularly, they propose applications to demon-
strate its practicability. For example, in the sales-promotion
application, each cart checks if its customer has interest
in some products and shows sales information at once to
increase the purchasing desire.
WiFi CSI sensing is a non-intrusive, device-free, and
privacy-preserving form of sensing shopper’s behavior for
accurate physical analytics. Zeng et al. [89] propose a
WiFi CSI-based method for sensing the shopper’s behaviors
(e.g., location and movement, interaction with items) in a
retail store. The experiment results indicate that their pro-
posed method can achieve around 90% accuracy to classify
different states of the shopper during a typical in-store visit,
such as near the entrance or inside the store. PreFi [90]
is a customer’s product preference analysis system. It can
recognize what the customer is doing based on WiFi devices,
such as walk inside, walk away, taking item, and put the item
back.
c: COMBINATION OF IN-STORE DEPLOYED DEVICES
AND HUMAN WEARABLES
Radhakrishnan et al. [91] propose an architecture where low-
cost BLE beacons and embedded sensors are mounted on
product shelves, and their data is fused with sensor readings
from a smartwatch worn by a shopper to create individual-
ized services for in-store shoppers. This system can recog-
nize some shopping activities, including picking item from
a shelf, putting it in a trolley and interacting with shelves
(opening and closing) in a store. AudioSense [92] monitors
user-item interactions inside a store for precisely customized
promotions. It automatically detects the items that a shopper
touches or picks by localizing the inaudible sound signals
emitted by a smartwatch worn by the shopper.
G. URBAN COMMERCIAL ANALYSIS
Urban commercial analysis extends business analysis/mining
from a store-level to the city-level. Urban researchers and
planners are often interested in understanding how economic
activities are distributed in urban regions, and what forces
influence their special patterns. A summary of the urban
commercial analysis is given in Table 5.
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1) COMMERCIAL AREA ANALYSIS
Urban commercial areas are key functional areas in
cities with high density of shopping malls, restaurants,
entertainment services, and other commercial entities.
Qu and Zhang [93] illustrate how user-generated mobile loca-
tion data (e.g., Foursquare check-ins) can be used in commer-
cial area analysis. They present the analytic method within a
trade area analysis framework to model customer mobility,
create customer profiles and preferences, and examine inter-
actions between customers and stores. Yang et al. [94] aim at
revealing how commercial hotness of urban commercial areas
is shaped by social contexts of surrounding areas to render
predictive business planning. The cyber- and physical-data
are combined to infer the association between the heat map of
business entities and various social contexts, including human
mobility patterns reflected in taxi GPS traces, urban planning
issues reflected in POIs, and configuration of ecosystem.
2) URBAN ECONOMIC ACTIVITIES
Urban economic activities and customer behaviors play an
important role in urban commercial analysis. Ravulaparthy
and Goulias [95] introduce the link-based network central-
ity indices (e.g., closeness and accessibility) to represent
location properties. These centrality indices exhibit unique
geometric properties delineating network regions and critical
locations to guide urban planning. In addition, they use Latent
Class Cluster Analysis (LCCA) to classify the region into
highly central and least central places and further study the
spatial distribution and composition of economic activities
within these clusters. Anagnostopoulos et al. [96] propose
a methodology for performing targeted outdoor advertising
by leveraging the data from Twitter. They use Twitter data
to gather information about users’ degree of interest in given
advertising categories and about the routes that they follow,
which is then used to estimate the most promising areas for
ad placement in the city. Çelikten et al. [97] analyze data
from LBSNs with the goal of understanding how different
locations within a city are associated with different kinds
of activities (e.g., shopping centers, dining venues). Specif-
ically, their analysis makes use of a probabilistic model to
reveal how venues are distributed in cities in terms of several
features, including the exact location of an activity, the users
who participate in the activity, as well as the time of the day
and day of week the activity takes place. The Sparse Additive
Generative model (SAGE) is proposed by Eisentein et al. [98]
to identify significant features for distinguishing regions. The
central idea of SAGE is that each class label or latent topic is
endowed with a model of the deviation in log-frequency from
a constant background distribution.
Sarwat et al. [99] present PLUTUS, a framework that
assists venue (e.g., restaurant, gym, shopping mall) owners
in growing their business by recommending potential cus-
tomers. Three main aspects are considered in PLUTUS to
recommend the best set of customers: social aspect, spatial
aspect, and user opinions. Agryzkov et al. [100] propose
an adapted PageRank algorithm for ranking the nodes in
a network, which can be used to understand and visualize cer-
tain commercial activities (e.g., restaurants and bars, shops,
banks and supermarkets) of a city.
3) RISE AND FALL PATTERNS
The rise and fall of business entities and their impact factors
are also studied recently. Georgiev et al. [101] provide an
approach to modeling the impact of the Olympic Games on
local retailers by analyzing a dataset mined from a large
location-based social service, Foursquare. The results suggest
that the venue popularity rankings from subsequent time
periods see their lowest agreement around theOlympic period
and at places that are close to where the event itself and
live broadcasts are held. Volatile Point-of-Interests (vPOIs)
refer to those small businesses which appear and disappear
quickly in cities. The prediction task for the rise and fall of
vPOIs is valuable for both shopkeepers and administrators
by supporting a variety of applications in urban economics.
Lu et al. [102] propose DC-CRF, a dynamic continuous CRF
model which can predict the prosperity of vPOIs over time.
Specifically, they first aggregate vPOIs prosperities at focal
areas in view of the data sparsity and skewness of the indi-
vidual vPOIs. Then the dynamic-continuous CRF (DC-CRF)
model is developed to integrate the association between input
and output as well as the correlations between outputs from
temporal, spatial and contextual perspectives.
IV. RESEARCH CHALLENGES AND KEY TECHNIQUES
Beyond the well-studied problems such as text mining and
sentiment analysis, CrowdBI has the following particular
issues to be addressed, as discussed below.
A. FINE-GRAINED DATA COLLECTION
There are numerous issues regarding data collection from
different data sources.
1) PERVASIVE SENSING
For fine-grained human offline shopping behavior sens-
ing, there are quite a few issues to be addressed. The
first challenge is about how to collect high quality data.
Zhou et al. [103] aim to detect and record customer shopping
behaviors when they browse physical stores. By exploiting
the backscatter signals of passive RFID tags, they detect
which garments customers pay attention to, and which gar-
ments users usually pair up. However, the coverage of mul-
tiple readers may overlap, and thus collision becomes an
important issue in a multi-tag-multi-reader system. There
are two types of collisions: tag-to-tag collision and reader-
to-reader collision. They adopt retransmission to resolve
tag-to-tag collision, and use reader scheduling to minimize
reader-to-reader collision.
The second challenge refers to energy saving. For example,
Rallapalli et al. [82] study the problem of tracking physical
browsing by users in retail stores. They track physical brows-
ing by using a combination of a first-person vision enabled
by smart glasses, and inertial sensing using both the glasses
and a smartphone. However, continuous video is extremely
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expensive in terms of energy consumption, they rely on
inertial sensors as much as possible and to trigger vision
only when necessary. Radhakrishnan et al. [91] aim to use
infrastructure sensors, and wearable/mobile devices to detect
customers’ in-store behaviors in an energy-efficient manner.
They propose an architecture where low-cost BLE beacons
and embedded sensors are mounted on product shelves, and
their data is fused with sensor readings from a smartwatch
worn by a shopper.
2) DATA GATHERING IN SOCIAL MEDIA
Besides offline sensing, there is a pressing need for business-
related data gathering from online social media. There are
several challenges regarding data gathering [18]. First, social
media microblogs are usually short and conversational in
nature, and thus the contents and vocabularies used in
the microblogs usually change rapidly. There is a need to
track relevant microblogs using evolving keywords. Second,
the amount of social media for a popular entity may be huge.
The traditional keyword-based data crawling methods are
limited in the coverage of all relevant data, and amulti-faceted
approach is needed to ensure wide coverage of data from
online social media streams.
Existing works mainly focus on query expansion tech-
niques for data gathering. For example, Massoudi et al. [104]
propose a topic expansion method to gather relevant data, and
they use query expansion to generate dynamic topics for the
target. The data gathering using brand-related keywords usu-
ally contain a lot of noise, as the presence of brand names does
not necessarily guarantee the relevance of posts. To address
this problem, Gao et al. [18] leverage image content to find
relevant microblogs that have high relevance in texts, social
factors, and visual contents. They apply a hypergraph method
to eliminate noise in data collection. Gao et al. [105] aim to
filter noise by considering the multimedia content and social
nature of brand-related data. They develop a microblog filter-
ing method based on a discriminative multi-view embedding
method. With the learned embedding, they use the classifica-
tion algorithm (e.g., SVM) to filter microblogs. Qi et al. [106]
propose a microblog brand identification framework. They
first train visual/textual content of microblogs to determine
the relevant degree between microblogs and the predefined
brands. Then, they construct a microblog similarity graph
and propose a graph mining model to filter out irrelevant
microblogs. Chen et al. [107] propose to jointly employ the
keywords, candidate topics and popular topics for data gath-
ering. They also devise a new ranking scheme by combining
the relationship between the users and tweets to support real-
time search in microblogging systems.
3) DATA GATHERING PLATFORMS
There have been several existing social media monitoring
platforms online, as shown in Table 6. Trackur19 provides
social media monitoring, and supports the mainstream social
media and news, such as Twitter, Facebook, and Google+.
19http://www.trackur.com/
Trackur supports the analysis of trends, keyword discov-
ery, automated sentiment analysis and influence scoring.
Brandseye20 provides social media data monitoring and sen-
timent analysis for specific targets. Rankur21 is another social
media monitoring and online reputation management service
provider. It is able to monitor online reviews, blogs, news,
forums and social networks, and also can identify community
leaders and customers’ behaviors. SocialMention22 provides
the service of social media search and analysis. It is able to
track and measure the content about a specific target, such as
company, product or any other topic. Google Alerts23 targets
on content change detection and notification on social media
platforms. New results, such as web pages, blogs and articles,
can be sent to users through emails.
TABLE 6. Business data gathering platforms.
4) MOBILE CROWDSOURCING PLATFORMS
There are also many crowdsourcing platforms that harness
the power of citizens for business data collection, as shown
in Table 6. Gigwalk24 collects data of business performance
in stores. It helps brands manage channel execution at scale
to collect data and get execution issues fixed by the crowd
of Gigwalkers. EasyShift25 takes photos of products, check
prices, and review promotions by thousands of smartphone-
armed shoppers. The shoppers can check in-store displays,
assess competitive dynamics (record how competitor brands
are stocked and displayed), report product out-of-stock and
pricing information, and monitor promotions and launches,
which enables brands to greatly improve the in-store exe-
cution and the shopper experience. Twentify26 enables
20https://www.brandseye.com/
21https://rankur.com/
22http://socialmention.com/
23https://www.google.com/alerts
24http://www.gigwalk.com/
25 http://www.easyshiftapp.com/
26http://www.twentify.com/
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companies to mobilize an on-demand workforce of smart-
phone users to collect data, and provides valuable insights and
empowers better business decisions. It provides an effective
and efficient mobile insights platform allowing businesses of
every size to reach hundreds of thousands of consumers and
shoppers for their market research and field audit needs.
5) PRIVACY OF CROWDSOURCED DATA
Although the crowdsourced user-generated data can be
exploited to provide tremendous benefits for users, the shar-
ing of personal data (e.g., user location) with third-parties or
the greater public can raise significant concerns about secu-
rity and user privacy. To motivate user participation, many
researchers explore techniques to protect information secu-
rity in data collection, so that participants can conveniently
and safely share high-quality data. Anonymizing user data
is a popular method used in data publishing to protect user
privacy. In addition, uploading the processed data rather than
the original raw data is also a possible way. Besides some
methodology efforts for input data, some systematic studies
are also needed. For example, a privacy-aware architecture
should be provided to support the development of crowd-
sourced applications.
B. CROWDSOURCED DATA PROCESSING
CrowdBI collects and processes crowdsourced data for busi-
ness intelligence. The data from the uncontrolled crowd
suffers from numerous issues, such as noise, low quality, data
reliability, and so on.
1) NOISE ELIMINATION IN SENSING
For sensing data, there are many issues, such as noise in
captured features due to multi-path and blockage, and a
smaller number of reads or no reading of tags due to random
back-off and collision [87]. Pang et al. [90] apply Principal
Component Analysis to smooth the preprocessed CSI values
in removing the bursty and impulse noises. Many factors
may influence the reader’s ability to obtain accurate Doppler
estimates, such as themultiple effects in indoor environments,
antenna switching, and frequency hopping. Han et al. [85]
propose a Doppler frequency-based solution to detect tag
movements, and employ a phase-based Doppler frequency
estimation method to tackle the inaccurate measurements
incurred by the current reader hardware.
2) HELPFUL DATA SELECTION
Online reviews play a crucial role in today’s electronic com-
merce. Helpfulness is widely used to measure the perfor-
mance of online reviews [28]. Ghose and Ipeirotis [36] find
that the writing style of reviews plays an important role in
determining the helpfulness of reviews. Specifically, they
identify helpful reviews that have high predictive power at
different level, including lexical, grammatical, semantic, and
stylistic levels. Forman et al. [108] evaluate the helpful-
ness of online reviews for e-commerce. They characterize
the helpfulness of reviews from two dimensions: reviewer
expertise and attractiveness. Zhu et al. [109] find that the
helpfulness of reviews on Yelp is mainly related to the central
and peripheral cues of the argument. Besides the review con-
tent, the reviewer should also be considered. Ku et al. [110]
find that four variables can discriminate reputable reviewers
from others: 1) trust intensity, 2) average trust intensity of
trustors, 3) degree of review focus in the target category, and
4) average product rating in the target category. Based on
the analysis of three factors (i.e., the reviewer’s expertise,
the writing style of the review, and the timeliness of the
review), Liu et al. [111] present a non-linear regressionmodel
to predict helpfulness, and demonstrate that the proposed
approach is highly effective. Reference [28] identifies five
types of features for review helpfulness identification, includ-
ing linguistic features, features based on information quality,
features based on information theory, reviewer features, and
metadata features. Liao et al. [22] aim to extract representa-
tive posts and aspects from users’ posts about the brands in
social media. Specifically, they formulate the task as a sub-
modular optimization problem, and apply the greedy-based
algorithm to select representative posts. A summary of the
business review selection is given in Table 7.
TABLE 7. Business review selection.
3) SPAM DETECTION
Spam detection aims to detect the malicious manipulation of
user generated data. Review spams in website are designed to
give unfair view of some products so as to influence the con-
sumers’ perception of the products and inflate the product’s
reputation. A product or store with positive ratings and a high
proportion of positive reviews will attract more customers
and larger amount of business, while a couple of negative
reviews/ratings could substantially harm the reputation, lead-
ing to financial losses. Since there is no rule governing online
reviews and ratings, some product providers or retailers are
leveraging such public media to defame competitors and pro-
mote themselves unfairly, or even to cover the truth disclosed
by genuine reviews. Due to the spam reviews, customers can
be misled to buy low-quality products, while decent stores
can be defamed by malicious reviews.
Therefore, it is crucial to detect spam reviews or untruthful
reviews. Jindal and Liu [112] study the problem of product
review spammer detection, and they identify three categories
of spams: fake reviews (also called untruthful opinions),
reviews on brand only, and non-reviews. Xie et al. [113]
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observe that the normal reviewers’ arrival pattern is sta-
ble and uncorrelated to their rating pattern temporally.
Nevertheless, the spam attacks are usually bursty and either
positively or negatively correlated to the rating. Thus, they
propose a hierarchical algorithm to detect such attacks via
unusually correlated temporal patterns. Lim et al. [114]
use reviewers’ behaviors as indicators of spamming. The
reviewers’ behaviors include multiple similar rating on a
single product, similarity between reviews written by a sin-
gle reviewer, etc. Mukherjee et al. [115] study the prob-
lem of group spamming, where a group of spammers write
spam reviews together on a few target stores. They use fre-
quent pattern mining and group behavior analysis to detect
group spamming. Wang et al. [116] introduce a heteroge-
neous graph model to discover the reinforcement relations
of reviewers’ trustiness, reviews’ honesty, and stores’ reli-
ability, which are used to discover suspicious spammers.
Mukherjee et al. [117] propose an unsupervised Bayesian
framework to exploit observed behavioral footprints to
detect spammers (e.g., fake reviewers). The intuition is that
opinion spammers have different behavioral distributions
than non-spammers. KC and Mukherjee [118] discover var-
ious temporal patterns and their relationships with the rate
at which fake reviews are posted on Yelp. They also lever-
age the discovered temporal patterns in deception detection.
Li et al. [119] discover that reviewers’ posting rates follow
a bimodal distribution pattern. Multiple spammers tend to
collectively and actively post reviews to the same set of
products within a short time frame, the so-called co-bursting.
Based on these findings, they propose the Coupled Hidden
Markov Model (CHMM) to detect spams.
4) DATA AGGREGATION
One major challenge in data aggregation is the data vari-
ance, e.g., opinion heterogeneity expressed in each review
that may be influenced by their personal characteristics.
Xiao et al. [26] propose an econometric model, referred
to as the modified ordered choice model (MOCM), to
measure aggregated consumer preferences from online prod-
uct reviews. This model considers the heteroscedastic-
ity of reviewers’ rating variance and allows reviewers to
assign rating scores according to their own thresholds.
Kamar et al. [120] use probabilistic graphical models to
model the learning task and human bias. Reviews vary in
quality; thus, it is desirable to differentiate the reviews in
terms of quality in order to achieve better prediction perfor-
mance. Yu et al. [35] use thewriting style (e.g., part of speech)
of a review [121] to help predict its quality.
Another major challenge in data aggregation is truth dis-
covery. Crowdsourced data may provide conflict informa-
tion for the same object, the task of truth discovery is to
detect trustworthy information by identifying reliable sources
[122], [123]. To validate the trustworthiness of crowdsourced
data, reputation and trust modeling are important [124]. Var-
ious truth discovery methods have been developed based
on the following general principle: the users who provide
trustworthy answers are more reliable, and the answers from
reliable users are more trustworthy. This principle tightly
combines the process of user reliability estimation with that
of information trustworthiness inference. Hung et al. [125]
aim to estimate the user reliability and infer trustworthy
answers from noisy user-generated data. They propose a
novel Bayesian nonparametric model to aggregate the partial-
agreement answers in a generic way. Sheng et al. [126] study
the aggregation of crowdsourced data based on two ideas,
majority voting and paring. They find that majority voting
strategies work well under the situation where the certainty
level is high. While the pairing strategies are more preferable
under the situation where the certainty level is low.
5) DATA HETEROGENEITY
CrowdBI collects and processes crowdsourced data from
multiple sources, such as offline sensing data in the physical
world and online data in the virtual world (e.g., data from
social media). Obviously, the heterogeneity of multi-source
data will bring new opportunities to develop new techniques
to deal with a lot of data from different dimensional sources.
Generally, in order to integrate the information from het-
erogeneous data sources to attain a comprehensive under-
standing, most works extract different types of features from
heterogeneous data based on empirical and expert knowledge.
In addition, there are some studies aiming to develop the
system that can directly mine information from raw data
without any manual feature engineering.
C. CROWDSOURCED BUSINESS KNOWLEDGE MINING
In CrowdBI, crowdsourced business knowledge mining aims
to explore and mine business knowledge from crowdsourced
data, including customer behavior, product aspects, customer
requirement and competitive relationship. A summary of the
representative works on business knowledge mining is given
in Table 8.
TABLE 8. Representative works on business knowledge mining.
1) CUSTOMER BEHAVIOR UNDERSTANDING
The customer behavior analysis aims to understand and
mine customers’ behaviors by incorporating multi-source
crowdsourced data. Zhang et al. [13] extract traffic and
human mobility features (e.g., static spatial features, human
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mobility features) from crowdsourced data. Then, they use
econometrics model to analyze the impact of these extracted
features to local business. Goel et al. [14] extract features
from user search behavior and apply econometrics model to
forecast the item demand.
2) ASPECT MINING
Generally, given a collection of reviews about products,
aspect-based mining approaches can be applied to extract the
aspects of a product (e.g., price and service), as well as infer-
ring sentiment polarity for each aspect.Wang et al. [71] aim to
understand the preferences of customers about the restaurant.
Specifically, they adopt an LDA-based topicmodel to identify
aspects from restaurant reviews. Zha et al. [127] propose a
product aspect ranking framework to identify the important
aspects of products from online consumer reviews. They
identify the important aspects based on two observations:
1) the important aspects are usually commented on by a
large number of consumers, and 2) consumer opinions on the
important aspects greatly influence their overall opinions on
the product. Mukherjee and Liu [128] aim to discover aspects
in hotel reviews, they propose two statistical models to jointly
model both aspects and aspect specific sentiments.
3) CUSTOMER REQUIREMENT MINING
Requirement measurement is fundamental to product posi-
tioning and strategic marketing. To facilitate product
improvement, Qi et al. [28] propose an automatic filter-
ing model to predict the helpfulness of online reviews
from the perspective of the product designer. Specifically,
they apply the Kano model [27] to analyze the online
reviews to develop appropriate product improvement strate-
gies. Xiao et al. [26] extract consumer preferences from
online product reviews, then categorize customer require-
ments based on the extracted consumer preferences. Further-
more, they extend the Kano model and propose a marginal
effect-based Kano model to estimate the importance of cus-
tomer requirements. Tutubalina [129] aim to the extract prob-
lem phrases from user reviews about products. they propose
knowledge-based methods and probabilistic models to clas-
sify users’ phrases and extract latent problem indicators,
aspects and related sentiments from online reviews.
4) COMPETITIVE RELATIONSHIP MINING
To understand the competitors’ products, Netzer et al. [47]
explore the market structure derived from online discussions
to understand the co-mention of brands within a sentence or
paragraph, and extract the relationship between the brands.
Lafferty et al. [130] use conditional random field (CRF)
approach to extract comparative relation among multiple
entities. Jindal and Liu [51] use integrated pattern discovery
and supervised learning approach to identify comparative
sentences in text documents. Jindal and Liu [52] identify the
comparative sentences and extract the comparative relations,
which are classified into three types: ‘‘non-equal gradable’’,
‘‘same’’, and ‘‘superlative’’.
D. INTEGRATING ECONOMIC AND
DATA MINING MODELS
As an interdisciplinary research field, CrowdBI should study
the combination of economic models and machine learning
models, which will generate added value by taking advantage
of their complementary features.
1) CUSTOMER REQUIREMENT ANALYSIS
The objective of customer requirement analysis is to deter-
mine what combination of a limited number of attributes is
influential on respondent choice or decisionmaking. Conjoint
analysis [131] is a survey-based statistical technique used in
market research that helps determine how people value dif-
ferent attributes (e.g., features, functions, benefits) that make
up an individual product or service. It depends strongly on
survey data and its data collection process is time consuming
and costly.
FIGURE 3. Kano model with crowdsourced big data.
The other method used to evaluate the impact of product
attributes on customer satisfaction isKanomodel [26]. It clas-
sifies product features into different categories, according to
the degree of fulfillment of the product features and their
effect on customer satisfaction. The Kano model with crowd-
sourced big data is shown in Fig. 3.
• Must-be features. These product features are taken for
granted when fulfilled.
• Performance features. If the fulfillment is positively
associated with customer satisfaction, the product fea-
tures are considered as performance features.
• Excitement features. These product features are the
opposites of must-be features. Excitement features offer
satisfaction when fulfilled but do not result in dissatis-
faction if not fulfilled.
• Indifferent features. When the degree of fulfillment
of a product feature is either not associated or only
marginally associated with customer satisfaction/
dissatisfaction, this feature is referred to as an indifferent
feature.
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• Reverse features. It implies that when the degree of ful-
fillment increases, customers become more dissatisfied.
2) TIME SERIES ANALYSIS
Is a well-established field with a large body of the literature
[132], [133]. Its goal is to reveal the underlying forces and
structures, and monitor or forecast the time series data based
on the observed data. It has been widely applied in a large
variety of areas in business, such as economic forecasting,
sales forecasting, stock market analysis, etc. [35]. State-of-
the art time series analysis methods, such as ARIMA (Autore-
gressive Integrated Moving Average models), Markov chain,
wavelet transform based prediction [134] and RNN (recur-
rent neural networks) [135] are widely applied in evolution
analysis. There are also methods that explore the connec-
tions among a group of time series [136], combine matrix
factorization with time series analysis for time-evolving
forecasting [137], etc.
Econometrics is widely used for panel analysis and time-
series analysis. Econometrics is a well-established statistics
technique to test hypotheses and to predict future changes.
It aims to identify and quantify the causal effects of different
features on the economic outcome, i.e., the so-called identi-
fication. Instrumental variable regression is a general way in
econometrics to rule out of the reverse causal explanations
and unobservable variables that can cause both the perfor-
mance outcome and features. For example, Zhang et al. [13]
extract traffic and human mobility features from Manhattan
restaurants data and study how static and dynamic factors
affect the economic outcome of local businesses in the city.
Hedonic regression [16] is also commonly used in economet-
rics to identify the weight of individual features in determin-
ing the overall price of a product [17]. Specifically, Hedonic
models are designed to estimate the value that different prod-
uct aspects (e.g., product price) contribute to a consumer’s
utility.
3) RELATIONS BETWEEN ECONOMIC MODEL
AND DATA MINING MODEL
Economic models usually focus on one or a few coefficients
of interest, which often represent the causal effect of a par-
ticular policy or policies [138]. Economists often focus on
assessing the results of a specific policy or testing theories
that predict a particular causal relationship. This approach is
basically different from some of the data mining methods that
have become popular for large-data applications in computer
science. Data mining methods focus on prediction, which
uses data-driven model selection to identify the most mean-
ingful predictive variables. It pays less attention to statistical
uncertainty and standard errors. Economic models, however,
tend to place a high degree of importance on the identification
of causal effects and on statistical inference to assess the
significance of these effects. Having a model with an overall
high degree of predictive fit is often viewed as secondary
to finding a specification that cleanly identifies a causal
effect.
The two approaches are not necessarily in competition, and
should be combined for business intelligence. For instance,
if only a subset of control variables is truly predictive, an auto-
mated model-selection approach may be helpful to identify
the relevant ones. Data mining methods may also be useful
if there are important interaction effects so that one cares
about predicting effects for specific individuals rather than
an average effect for the population. Economic theory also
plays a crucial role in the analysis of large data sets, in large
part because the complexity of many new data sets calls for
simpler organizing frameworks. Economic models are useful
for this purpose. The development of business depends on the
interplay between the predictive modeling and the interplays
of the auction. Therefore, making decisions about how to run
the market requires a sophisticated understanding of both big
data predictive modeling and economic theory. We should
investigate the combined usage of economic models and data
miningmodels. The relationships between economic and data
mining methods are presented in Fig. 4.
FIGURE 4. Relationships between economic and data mining methods.
V. CROWDBI FOR NEW ECONOMY
Besides traditional markets and products, the development of
IT technology is driving new forms of economy. This leads
to new challenges and uncertainty to retailers, customers,
as well as the managers. However, the benefit is that new
economy facilitates data collection from consumers. There-
fore, CrowdBI will act an important role in the future of
economy based on the large amount of crowd-contributed
data.
A. MOBILE AND IoT PRODUCTS
With the development of mobile devices and Internet of
Things, we study new type of products and their new features,
including mobile apps and IoT products.
1) MOBILE APPS
Mobile apps are now being used worldwide to accom-
plish a variety of things, such as accessing social networks,
VOLUME 7, 2019 26623
B. Guo et al.: Harnessing the Power of the General Public for CrowdBI: A Survey
reading e-books, playing games, and many other meaningful
aspects of our lives. The increasing availability of app-level
data presents exciting opportunities for business analytics.
Mobile-related business analytics such as estimating demand
for apps can help developers design apps that are more likely
to engage users. Leveraging mobile app analytics can opti-
mize app content and navigation, improved app merchandiz-
ing such as placement of ads and product links within apps,
and so on.
Competition in a mobile apps market plays an irreplace-
able role in natural selection. Guo et al. [139] propose a
mobile app competitor analysis system, which can conduct
competitor analysis based on processing online text content
automatically. Through analyzing users’ reviews, the system
then recommends some operational strategies for develop-
ers. Analyzing the demands of users is also important for
mobile app business. For example, Ghose and Han [140]
present the first formal model of app-level demand estimation
that is based on the app downloading behavior of users.
To quantify the competitiveness about mobile apps between
different platforms, they build a structural econometric model
and estimate consumer preferences towards different mobile
app characteristics.
There are some important features needed to be considered
when analyzing the mobile app, such as labels of apps, time
series of apps, user reviews, etc. The labels of apps play
an important role in app stores when users search different
categories of apps. To reduce the workload to label apps,
Liu et al. [141] develop a framework that automatically
labels apps with a richer and more detailed categorization.
Wang et al. [137] propose the evolutionary hierarchical com-
petition model (EHCM) to model the time-evolving hierar-
chical competition among products, and it provides more
accurate product sales forecasting. Zhu et al. [142] propose a
sequential approach based on hidden Markov model (HMM)
for modeling the popularity information of mobile Apps
toward mobile App services. User review is a crucial com-
ponent in app markets which reflects users’ preference.
Fu et al. [143] proposeWisCom, a multi-level system that can
analyze tens of millions user reviews at various granularities.
They provide a dynamic view of how users’ opinions evolve
over time, and identify reasons why users like or dislike a
given app. Di Sorbo et al. [144] propose the SURF (Summa-
rizer of User Reviews Feedback) approach to condense the
enormous amount of information that developers of popular
apps have to manage due to user feedback received on a daily
basis. Li et al. [145] present an empirical analysis of a very
large collection of app management activities of smartphone
users. They identify useful patterns from the appmanagement
activities that can accurately predict the user preferences
of an app, such as the number of users/devices that have
downloaded the app, or the number of most recent activities.
2) IoT PRODUCTS
The phrase ‘‘Internet of Things’’ has arisen to reflect the
growing number of smart, connected products and highlight
the new opportunities they can represent. For the IoT products
in BI, they not only provide novel functionalities, but also
may establish new business models, markets, or distribu-
tion channels, strengthen relationships with consumers, and
add smart remote services. While IoT industry is still in its
infancy, it has already become rather obvious that those IoT
products have the potential to revolutionize their respective
markets and it is widely expected that their era is set to start
in the near future.
At present, many IoT products for some applications have
already been overcome, such as IoT devices or products
in smart homes. However, the upcoming market dissemina-
tion of smart products poses new managerial challenges that
may be addressed by researchers from economics, business
administration, and other non-technical fields. On the one
hand, smarts products in business are forcing companies to
redefine their industries and rethink nearly everything they
do, beginning with their strategies [146]. On the other hand,
smart products require functions within manufacturing firms
to collaborate in new ways. In general, IoT products with
unique functions will accelerate the development of BI and
the evolvement of firms’ structures.
Dawid et al. [147] first analyze and overview the technical
potential and future trends of smart consumer products. For
example, from a technical perspective, smart products can be
characterized and improved along the dimensions including
input, output, human-computer interfaces, interoperability,
integration and resource-efficiency. IoT products are different
from traditional products, and they require companies to build
and support an entirely new technology infrastructure [146].
For example, the product should be made up of multiple
layers, including new product hardware, embedded software,
connectivity, and a product cloud. Based on the infrastructure,
the smart products in business can have functions, including
monitoring, control, optimization, and autonomy. In general,
smart, connected products will have a transformative effect
on the industry structure.
There are still numerous challenges to be tackled regarding
smart products. The high degree of innovativeness of smart
products may make the added value unclear to consumers.
It limits the applicability of traditional approaches for elicit-
ing consumer preferences or for estimating the willingness to
pay. Furthermore, smart products may fundamentally change
the way products and services are brought to the market,
thus, they may impact the ‘‘rules of engagement’’ in exist-
ing markets or even create new markets and/or allow for
novel business models. The analysis of innovation diffusion
mechanisms for smart products differs from that of traditional
products in several respects, such as a variety of data.
B. OMNI-CHANNEL RETAILING
In the past, brick-and-mortar retail stores were unique in
allowing consumers to touch and feel merchandise and pro-
vide instant gratification. With the development of the Inter-
net, online retails try to woo shoppers with wide product
selection, low prices, and content such as product reviews
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and ratings. As the retailing industry evolves toward a
seamless omni-channel retailing experience, the distinctions
between physical and online will vanish, turning the world
into a showroom without walls [148], [149]. In general,
the changes are driven by new technologies, such as smart
mobile devices (e.g., smartphones and tablets) and related
software (e.g., apps, mobile payments, e-coupons, digital fly-
ers, location-based services). Especially, there are some new
in-store technologies which accelerate the development of
omni-channel retailing, such as virtual screens and aisles, vir-
tual mirrors in fitting rooms, digital signage, and intelligent
self-service kiosks. From the perspective of customers, they
expect uniform and integrated service/experience, regardless
of the channel they use. In addition, they are willing to move
seamlessly between different channels (e.g., traditional store,
online, and mobile devices) depending on their preferences
and context. Therefore, the omni-channel retailing experience
is able to break down old barriers. A summary of different
retailing manners is given in Table 9.
TABLE 9. Different retailing manners.
1) MULTI-SOURCE DATA
Different from traditional e-commerce, retailing should com-
bine the characterization of both offline and online world.
Specifically, omni-channel retailing is an explosion of new
data from social, mobile and local channels. This provides an
unprecedented opportunity to understand not just customer
transactions but also customer interactions such as visits to
the store, likes on Facebook, searchers on websites, and
check-ins at nearby establishments. Recently, mashups of
data from multiple sources will give savvy retailers an ability
to do predictive analytics to make location- and time-specific
offers and recommendations to each of their potential and
existing customers [148]. Cao and Li [150] focus on how the
integration of multiple channels impacts performance, using
secondary data on the use ofmultiple channels in the US retail
industry.
2) SENSING
The future of retail is a seamless integration between the
commercial and personal space. Seamless checkout is the
key technology to realize this vision. For example, Amazon
Go27 is one of the most recent attempts to improve the
checkout process, by allowing users to come in the stores,
pick up items, and head out. It uses vision-based technology
combined with sensor fusion to automate the checkout pro-
cess. Besides vision-based techniques, there are some other
sensors which can supplement some poor characterization of
computer vision (e.g., limited retailer insight and personal-
ization). There is an option to build a customized energy-
efficient RFID reader which is solely focused toward retail
scenario to help in faster decoding of RFID tags utilizing
a few recent advances. For example, Pradhan et al. [87]
propose an RFID-based smart shopping system that can track
purchases in real-time.
C. SHARED ECONOMY
Shared economy platforms have become extremely popular
in the past few years, and they have changed the way in
which we commute, travel, and borrow among many other
activities. Contrary to the traditional market model, which
is based on ownership, the sharing economy is built on
using and sharing of products and services among others.
The rapid growth of the sharing economy, exemplified by
ridesharing platforms Uber,28 Lyft,29 and Didi,30 bike shar-
ing platforms Mobike31 and Ofo,32 mobile crowdsourcing
platforms TaskRabbit33 and CrowdFlower,34 as well as
home-sharing platforms Airbnb,35 is changing the patterns
of ownership and consumption of goods and services.
At present, the sharing economy has begun to permeate nearly
every sector of the economy. According to [151], it was
already worth US$15 billion in 2013, and was projected to
grow to US$335 billion by 2025. In a sharing economy, con-
sumers exchange services in a peer-to-peer fashion, through
matching markets facilitated by social networks and online
applications. The various benefits provided to consumers,
such as convenience, cost savings, and new social interac-
tions, have fueled the sharing economy’s rapid growth [152].
1) IMPACT ANALYSIS
A fundamental question for the sharing economy is how to
quantify the impact of the platforms on incumbent firms.
Quantifying such impact is important for several reasons
such as (1) helping municipalities and regulators define
27https://www.amazon.com/b?node=16008589011
28https://www.uber.com.cn/
29https://www.lyft.com/
30http://www.didiglobal.com/#/
31https://mobike.com/cn/
32 http://www.ofo.so/#/
33https://www.taskrabbit.com/
34https://www.figure-eight.com/
35https://zh.airbnb.com/
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appropriate laws to better regulate the sharing economy and
(2) informing incumbent firms about new competitors that
they should (or should not) pay attention to when develop-
ing their marketing strategies. Airbnb is an online commu-
nity marketplace facilitating short-term rentals ranging from
shared accommodations to entire homes, which is usually
studied as one of typical cases to analyze the impact of
shared economy. Zervas et al. examine the impact that the
rise of the sharing economy has on the hospitality industry,
such as hotel room revenue [153], [154]. Specifically, they
identify Airbnb’s impact by exploiting significant spatio-
temporal variation in the patterns of adoption across city-
level markets. By examining data from about 14,000 Airbnb
listings and monthly revenue of approximately 3000 hotels in
Texas, they find that the entry of Airbnb in Texas negatively
affected hotel room revenue. Because of such negative exter-
nalities, the sharing economy and its regulation have become
highly popular policy topics. Quattrone et al. [155] propose
to perform the socio-economic analysis of Airbnb adoption to
envision regulations. After crawlingAirbnb data for the entire
city of London, they find out where and when Airbnb listings
are offered. Then the socio-economic conditions of the areas
are determined which benefit from the hospitality platform.
Ridesharing is another typical service in shared economy,
which enable consumers to request rides from other people
who own private able consumers to request rides from other
people who own private. Despite its growing popularity, there
are some studies that examine the factors affecting user par-
ticipation in the sharing economy. Kooti et al. [156] examine
large-scale Uber data covering 59 million rides. It evaluates
the impact of dynamic pricing (i.e., surge pricing) and income
on both rider and driver behavior. They find that surge pric-
ing does not favor more affluent riders, but mostly affects
younger riders. Drivers with many surge rides receive lower
ratings, on average, suggesting the riders’ dislike of surge
pricing. Furthermore, in order to understand the impact of
surge pricing on passengers and drivers, Chen et al. [157]
present the in-depth investigation on the Uber platform across
locations in New York City and San Francisco. By analyzing
the movements and actions of Uber drivers, they observe
that surge prices have a small, positive effect on vehicle
supply, and a large, negative impact on passenger demand.
Chen and Sheldon [158] study how driver-partners on the
Uber platform respond to surge pricing. They find that Uber
partners drive more at high surge times, and that surge pricing
significantly increases the supply of rides on the Uber system.
This suggests that surge pricing significantly increases the
number of trips that occur, and boosts the overall efficiency
of the Uber system. Based on the vast amount of accurate data
obtained by ridesharing services, Guo et al. [159] analyze
the nature of the demand and dynamic pricing mechanisms
that match the supply with demand. In demand analysis, they
discuss its general characteristics, passenger grouping and
demand clustering; in dynamic pricing analysis, they discuss
the pattern and determination of dynamic pricing multipliers.
With the emergence of ride-on-demand services, theremay be
some competition among different ridesharing platforms. For
example, a battle between two Chinese taxi booking mobile
apps, namely, Didi and Kuaidadi, had recently occurred in
early 2014. Leng et al. [160] study the debates on social
justice, equity, and improvements of taxi service under the
development of taxi booking mobile apps: Didi and Kuaidi.
They found that productively and critically employing big
data can help address long-standing questions of social jus-
tice, equity, and many other concerns.
VI. CONCLUSIONS
This paper introduces a new business intelligence, named
Crowdsourced Business Intelligence (CrowdBI). First,
we illustrate the definition and concept model of CrowdBI.
The generic framework of CrowdBI is presented, consisting
of data collection, data preparation, business knowledge
learning, decision making and recommendation. Second,
we develop a taxonomy of the major application areas
of CrowdBI, including customer behavior analysis, brand
tracking and product improvement, demand forecasting and
trend analysis, competitive intelligence, business popularity
analysis and site recommendation, and urban commercial
analysis. Third, we investigate the research challenges and
key techniques, such as fine-grained data collection, crowd-
sourced data processing, crowdsourced business knowledge
mining, and integrating economic and data mining models.
Finally, we discuss the new economy in CrowdBI, including
mobile and IoT products, omni-channel retailing, and shared
economy.
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