Abstract-The power flow is a nonlinear problem that requires a Newton's method to be solved in dc microgrids with constant power terminals. This paper presents sufficient conditions for the quadratic convergence of the Newton's method in this type of grids. The classic Newton's method as well as an approximated Newton's method are analyzed in both master-slave and island operation with droop controls. Requirements for the convergence as well as for the existence and uniqueness of the solution starting from voltages close to 1 pu are presented. Computational results complement this theoretical analysis.
I. INTRODUCTION

M
ICROGRIDS promise to play a fundamental role in the future of the smart grid concept [1] , [2] . In particular, dc microgrids are gaining increasing interest due to their advantages in terms of efficiency, reliability and controlability. A dc microgrid allows high efficiency and simplified control due to absence of reactive power or frequency controls; it allows high reliability due to its capability of island operation; it permits simple integration since many generation and storage technologies are already dc (i.g solar photovoltaic, batteries) [3] , [4] . In addition, most of the home appliances could be adapted to operate in dc [5] .
In a typical dc microgid, power electronics converters can be operated as constant current or as constant power. In the later case, the model of the grid becomes non-linear and requires a power flow algorithm for stationary state analysis [6] . The problem is non-linear/non-convex and requires to be solved by using numerical algorithms [7] . Of course, convergence is not always guaranteed in these type of algorithms due to the non-linear nature of the problem. An algorithm could even diverge or converge to a non-realistic solution. Consequently, it is necessary to establish the exact conditions in which a power flow algorithm converges to a unique and realistic solution.
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In master-slave control, a converter fixes the voltage of the entire grid; this is the most usual operation for grid connected microgrids. For island-mode operation, the power in the grid is modified by a droop control in order to achieve an stable equilibrium point. Both operation modes require a load flow algorithm [8] . It is important to notice there is a linearization in ac grids which is also named dc-power flow. That name comes from an analogy between angles in ac grids and voltages in linear dc grids [9] . This paper is not related to these type of analogies or linearizations. We are interested in grids that are actually dc and non-linear due to the presence of power converters.
A. The Power Flow in DC Grids
The power flow in dc microgrids has some similarities with the ac case, for this reason, we mention relevant work from the ac power flow in our literature review below. However, there are important differences that deserves to be highlighted: first, the problem remains in the set of the real numbers allowing to use real instead of complex analysis (notice for example that dc equations are analytic whereas the ac counterpart are not). Second, the grid can be operated in island (i.e there is not slack node) making necessary to include the droop controls in the power flow problem. Third, a dc grid has characteristics that are not present in its counterpart ac, for example, the Y B U S is always diagonally dominant and the Z B U S is monotone (notice that an ac grid with high capacitive effects could have a Y B U S that is not diagonally dominant). Consequently, the power flow in dc microgrids entails analysis that cannot be inferred from the ac case.
B. Contribution and Related Work
In this paper we analyze the convergence of the Newton and the approximated Newton's methods for the power flow in dc microgrids. This analysis is important for two main reasons: first, the power flow algorithm requires to be executed many times in both, operation and planning of microgrids. In operation, a guaranteed convergence is a desired feature in the context of the smart-grids where human supervision is less usual. In planning, the power flow could be part of other algorithms, specially in heuristic optimization problems [10] . Hence, quadratic convergence and uniqueness of the solution are key conditions. Second, the power flow gives the equilibrium point of the dynamical model of the grid. Finding the equilibrium is the fist step in most of the studies related to dynamics and stability of microgrids [11] .
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Convergence of the Gauss-Seidel method was recently analyzed by the author for master-slave operation [12] . Here, we extend this result by defining exact conditions for the convergence of the Newton's method in both master-slave and island operation. Moreover, the convergence of an approximated Newton's method is analyzed. This method is similar to the fast decoupled load flow for ac grids. We use the Kantorovitchs theory for the former and the contraction mapping theory for the later. Despite being a classic results in real analysis, these theories have not been used before to analyze these problems. As expected, the Newton's method has quadratic convergence although in a small basin of attraction whereas the approximated Newton's method has a guaranteed linear convergence.
Most of the studies about power flow are based in numerical simulations [13] . One of the few analytical approaches was presented in [14] for the ac power flow. The authors avoid using the Kantarovich's theorem and presents a condition number of the Jacobian which, in that case, is more amenable for calculations. A classical reference for the convergence in ac grid is [15] which includes theorems such as the contraction mapping which are used in our analysis.
On the other hand, recent investigations have demonstrated the possibility of linear approximations to the power flow in ac power distribution grids (see for example [16] - [18] ). These approximations are enough for problems related to planning and operation, but they are insufficient for problems in which a more accurate solution is required, for example in voltage regulation and stability analysis. Another recent approach is the use of convex approximations based on semidefinite [19] and second order cone programming [20] , [21] . These methodologies, applicable in optimal power flow and economic dispatch problems, could give exact solutions under well-defined conditions [22] . However, the basic the power flow problem is still required in applications different from optimal power flow, for example in contingency, reliability or stability analysis. Finally, the embedding holomorphic power flow is a semi-numeric methodology based in complex analysis [23] . The main idea is to create an embedded system with a complex parameter and a set of mirror images that allow to convert the system in a polynomial equation. The use of images is an important step in this methodology since the power flow equations are not analytic. This is not the dc case were the problem is completely defined in the set of the real numbers and the functions are analytic.
C. Organization of the Paper
The rest of the paper is organized as follows: Section II describes the model of the grid in both, master-slave and island operation. The Newton's method is analyzed in Section II, followed by the analysis of the approximated Newton's method in Section III. After that, numerical simulations are performed followed by conclusions and references.
II. GRID MODEL
A. Master-Slave Operation
Let us consider a dc microgrid with master-slave operation represented by its nodal admittance matrix y and three types of terminals namely: constant voltage (master node), constant admittance and constant power as depicted in Fig. 1 ; each of these terminals are represented by sub-indices v, r and p respectively. Only resistances are required in the admittance matrix since capacitors and inductors do not play any role in stationary state operation of dc microgrids; this is because a dc current cannot flow across a capacitor or induce voltage in an inductor. Consequently, the model of the grid is given by the following matrix representation where all variables and parameters are in the real space: 
Constant admittance terminals can be represented by a diagonal matrix g rr such that i r = −g rr v r (the sign comes from the direction of the current). Therefore, we can collect the terms of the admitance matrix for a Kron's reduction as follows ⎛ 
The power flow consists in finding the state variables (or independent variables) which in this case is the vector v p , since v v is already known and the other quantities, such as the power flows and power losses, can be easily computed from these voltages. In the following, we will drop the sub index of v p in order to simplify the notation.
On the other hand, constant power terminals introduce a nonlinear vector function G : R n → R n that represents the currents i p as function of their voltages v p and the controlled power P as follows:
−1 P each current is given by i = p/v. Since P and v v are known, the resulting non-linear system is the following
This is a system of non-linear equations that requires to be solved by a Newton's method.
B. Island Operation
In island operation the master terminal is disconnected meaning that i v = 0; hence, the node v can be eliminated by a new Kron's reduction [24] as follows
The model of the grid is now given by the following expression
where S replaces the function G in order to include the effect of the droop as follows:
in this case, v n is a reference voltage given by the secondary control and C is a positive-defined diagonal matrix. The resulting non-linear algebraic system is given by (2)
We are interested not only in solving numerically the problems F (v) = 0 in (1) and (2), but also in analyzing the existence of the solution and the convergence of the algorithms.
III. NEWTON'S METHOD
Let F : R n → R n be a differentiable vector function. Our objective is to find a vector v ∈ R n such that F (v) = 0. For this, we use the Newton's method which consists in approaching v from an initial point v 0 by applying iteratively the following sequence
where DF (v k ) is the Jacobian matrix of F evaluated in the point v k (subindex k indicates the iteration). Convergence of the method depends on intrinsic characteristics of the function F (v) which guarantees convergence. Let us start our analysis by presenting the following classic statement [25] :
and if the inequality
is satisfied, then the equation F (v) = 0 has a unique solution in B 0 and Newton's methods converges to it with Newton's Proof: See [25] .
Remark 1:
The theorem guarantees that in each Newton's iteration, the value of v k +1 lies in a ball B k ⊂ B 0 which contracts as depicted in Fig. 2 . Notice that B 0 is centered at the point v 1 .
In the following, we use the supremum norm for vectors
. . } and a submutiplicative norm induced by the supremum norm for matrices
Let us define some constants that will be used later:
pp is the nodal impedance matrix, then ρ represents the maximum Thevening impedance of the grid while α is the maximum power; ξ is maximum current i p if the constant power terminals are all in short circuit (i.e v = 0) and finally, μ is the current for flat start initialization of the Newton's method (i.e v =ê N whereê N is a N × 1 vector of ones).
In order to use the theorem above, we consider the following assumptions easily satisfied by any practical dc-microgrid A1 The graph is connected and consequently Y pp is nonsingular. A2 The vector of nodal powers is such that P < 1/ρ. A3 The system is represented in per-unit. The first assumption gives all required properties of the admittance matrix. Second assumption is important for stability and protection purposes and agrees with the assumptions presented in [11] and [26] . The last assumption is only required for simplifing calculations.
Now we can present our first result about the convergence of the Newton's method in dc microgrids.
Proposition 1 (Convergence of the Newton's Method in master-slave control):
Under the assumptions (A1 to A3) the operation point of a dc-grid is unique and can be calculated by the Newton's method with at least quadratic convergence
the solutions lies in the ball B 0 = {v : v −ê N < δ} with
Proof: See Appendix A.
Remark 2:
This results defines an lower estimation of the basin of attraction of the Newton's method. Equation (6) depends only on the parameters of the grid (ρ, μ) and can be easily calculated for each load condition, given by α, before executing the iterative method. This is useful for guaranteeing convergence in practical applications where the Newton's method is usually a subroutine that requires many executions.
Remark 3: If Condition (6) is fulfilled, then we can guarantee a minimum voltage higher than 1 − δ with δ given by (7) . This is also useful from a practical point of view since it gives a boundary for the minimum voltage without calculating explicitly the load flow.
Corollary 1: Let us define S α as the set of real roots of the following polynomial
if S α = ∅ and |P max | < inf(S α ) then we can guarantee quadratic convergence of the Newton's method. Proof: Just clear α from (6) when the equality is fulfilled Remark 4: This corollary is just a narrow limit which is useful for practical applications since it allows to check convergence by just comparing the maximum power of the grid with inf(S α ). However, it could be the case this does not exist in which case, the theorem is not conclusive. Now, let us consider the performance of the Newton's method in island operation:
Proposition 2: Under the assumptions (A1 to A3) the operation point of a dc microgrid in island-mode given by (2) , is unique and can be calculated by the Newton's method with at least quadratic convergence starting from v =ê N if DF (v 0 ) is non-singular and
with
Proof: See Appendix B Remark 5: In island operation, the matrix Y s can be singular and therefore, it is not possible to apply directly Lemma 2 as in the case of the master-slave operation.
IV. APPROXIMATED NEWTON'S METHOD
The main drawback of the Newton's method, is the calculation of the inverse of the Jacobian matrix DF (v) in each iteration. A way to solve this drawback is the use of Approximated Newton's Methods in which the Jacobian is approximated by a constant matrix in order to reduce the time consumption of each step. The Fast Decoupled Load Flow in AC systems is an example of the application of this approach [27] , [28] . In our case, the Jacobian matrix of (1) can be approximated to the Jacobian of the fist iteration:
The resulting iteration is given by
It is obvious that we cannot apply directly Theorem 1 in this case (although Lemma 1 is still valid). However, it is possible to obtain a result about convergence by using the concept of contraction mapping.
Proposition 3 (Convergence of the Approximated Newton's Method in master-slave operation):
Under the assumptions (A1 to A3) the operation point of a dc-grid can be calculated by the Approximated Newton's method with the iteration given by (15) starting from V N =ê N if exist two values β, δ ∈ R such that
with ρ, α and μ as in Proposition 1.
Proof: See Appendix C Remark 6: Notice that this proposition guarantees convergence but not quadratic convergence.
Proposition 4: (Convergence of the Approximated Newton's method in island operation) Under the assumptions (A2 to A3) the operation point of a dc microgrid in island-mode given by (2), can be calculated by the Approximated Newton's from v =ê N if DF (v 0 ) is non-singular and
with α, ξ, γ as in Proposition 2.
Proof: The proof of this proposition follows the same steps as in Proposition 3 with the constants given in Proposition 2.
V. NUMERICAL EXAMPLE
A numerical simulation was performed in the dc microgrid depicted in Fig. 3 whose parameters are given in Table I . The Matlab/Octave script is available in [29] . Node 1 is voltage controlled whereas nodes 3,7,10 and 14 are step nodes (hence eliminated by a Kron reduction). Notice that assumption A2 is easily fulfilled in our test system (i.e |P max | < 1/ρ = 40.9 pu). This is because a well designed dc microgrid has small values of resistance in order to obtain high efficiency. The load flow was calculated in four scenarios: using the Newton's method and the approximated Newton's method, in master-slave operation and in island operation (which means the switch in 3 is opened).
The value of F (v k ) is given in Fig. 4 for each iteration. We can see that the first iteration for the Newton's method and for the approximated Newton's method is the same. However, as the algorithm is executed, the error of the Newton's method is reduced quadratically in both island and master-slave operation, while the error of the approximated Newton's method is reduced linearly. This performance agrees with Propositions 1 to 4; in fact, these conclusions obtained by numeric simulations, can be obtained by direct use of these prepositions. Tables II and III  summarize these results. It is important to notice, that conditions presented in this paper are sufficient but necessary. Therefore, our results are conservative yet realistic bounds for convergence. It means that, if the conditions are satisfied we can guarantee convergence of the method. However, if some condition is not satisfied it does not imply the algorithm will diverge. This is the case of the Approximated Newton's method for island operation which, in our example, does not fulfill the conditions from Proposition 4 (see Table III ), however, as we can see in Fig. 4 the algorithm achieves convergence. Corollary 1 can also be used to find the maximum value of power in which we guarantee quadratic convergence for master slave operation. In this case, it is P max = 1.2406. This result is important in applications were the power flow is executed many times, for example in optimization problems [30] .
A second set of simulations was performed but this time, the power in each node was increased by a percentage x. Values of h and δ from Proposition 1 were plotted in Fig. 5 . Recall that h < 1/4 and δ < 1 in order to guarantee quadratic convergence. It is clear that the criteria is conservative, since numerical simulations demonstrated convergence in rates as high as 1000% but the criteria could not certify convergence for values of x superior to 110%. The same type of performance was observed for the island operation.
This analysis was also performed for the approximated Newton's method. In this case the criteria is δ < 1 and β < 1 according to Proposition 3. Results are depicted in Fig. 6 . Again, the criteria is conservative since it guarantee convergence for growth rates up to 115% but numerical simulations show the method converge at rates as high as 1000%. The study of these heavily loaded systems should be studied in the context of voltage stability rather that power flow analysis.
VI. CONCLUSION
Sufficient conditions for the convergence of the the Newton's method and for the approximated newton's method were presented. The Kantorovitchs theorem and the contraction mapping theorem were used considering practical assumptions such as connectivity of the graph, per unit representation and stationary state operation. The proposed analysis is important for a better understanding of the Newton method in dc grids, but also as a practical tool to determine convergence in problems in which the method is applied several times.
Numerical simulations demonstrated the criteria is conservative, hence the importance to identify the application in which it is applied. The criteria cannot certify convergence in heavily loaded systems (for example in a system with 10 times the nominal power); in those cases the numerical method converged despite the criteria is not conclusive. However, the criteria is enough for load flow problems different from voltage stability analysis.
APPENDIX
A. Proof of Proposition 1
The proof of Proposition I is based on Theorem 1 and Lemmas 1 to 2 presented below:
Lemma 1: The derivative (jacobian matrix) of F in (1) satisfies the Lipchitz condition for all points v in an open ball B = {v : v − e N < δ < 1}
Proof: The derivative of F is given by
then, select two different points v, u ∈ B and calculate
then the jacobian matrix satisfies the Lipchitz condition with 
Now, rearrange the equation as follows 
pp diag(P ) by using our previously defined constants we have that 
B. Proof of Proposition 2
Proof: First, notice that the derivative of F in (2) is given by
which fulfills the same conditions as Lemma 1 by defining α as (11) . Now, notice that the existence of the inverse of DF depends on the values of C. Define Γ 0 as follows
and define γ as (12) and ξ as (13); then we can apply directly Theorem 1.
C. Proof of Proposition 3
In order to proof this proposition we need the following mathematical results. Corollary 3: Let T be a contraction on R n and suppose that T moves the point v 0 a distance r. Then the distance from v 0 to the fixed point is at most r/(1 − β), where β is the contraction constant.
Proof: [31] Let B = {v : v − v 0 ≤ r/(1 − β)} and apply Corollary 2. It implies that the fixed point is in B.
Now we can proof the proposition Proof: Define a map T : R n → R n as
therefore, finding the point F (v) = 0 is equivalent to find a fixed point v = T (v). In our case
where 1 N is the N × N identity matrix. Now notice that Γ 0 DF (v 0 ) = 1 N , hence
where α and ρ are defined as in Lemma 2. Now, notice that G(v) is locally Lipchitz with
Therefore, we have that
Thus, T is a contraction with β defined as (16) with Γ 0 defined as in Lemma 1. Finally, notice that the fist iteration of the Approximated Newton's method moves the point the same distance as in the Newton's method. Therefore, we can apply Corollary 3 with r = Γ 0 F (v 0 ) in order to obtain an upper bound for δ, which is given by (17) .
