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Abstract--We discuss a hybrid approach which uses the Tau Method in combination with the 
Method of Lines and treat a number of eigenvalue problems defined by partial differential 
equations with constant and variable coefficients, on rectangular or circular domains and with the 
eigenvalue parameters entering in the equation or in the boundary conditions. We obtain results 
of considerable accuracy which compare favourably with those published in the very recent 
literature and obtained by using advanced formulations of the boundary integral equation method 
or the multigrid method. 
1. INTRODUCTION 
The Tau Method (see Refs [1, 2]) associates with a given differential problem, a so-called 
Tau problem, which has an exact polynomial solution. This problem is defined by the same 
operator and supplementary conditions as in the given one, but its r.h.s, contains an extra 
term which reduces the solution to a polynomial. This appended term is a linear 
combination of polynomials with prescribed minimal approximation properties in the 
interval in which the solution is sought. 
The theory of the Tau Method was discussed by Ortiz [2] by using a representation f
the solution in terms of the sequence of canonical polynomials associated with the given 
differential operator; such a sequence is generated recursively. This approach was used in 
the context of systems of differential equations in a paper by Freilich and Ortiz [3], where 
an error analysis is given. Crisci and Russo [4] have considered in detail the extension of 
Ortiz' results to the case of systems. More recently El Misiery and Ortiz[5] used the 
recursive formulation of the Tau Method of Ref. [2], in combination with the method of 
lines, to treat high-order egular and singular partial differential equations which are 
models of crack problems in fracture mechanics. 
In Ref. [6] Ortiz and Samara proposed a new formulation which leads to algorithms of 
remarkable simplicity, while retaining the high accuracy of the recursive Tau Method 
(results on the error analysis of the Tau Method are also given in Refs [7-10]). In Ref. [! 1] 
Ortiz and Samara used their approach to reformulate a technique for the treatment of the 
differential eigenvalue problems proposed by Chaves and Ortiz [12]. Liu and Ortiz [13, 14] 
have recently used such a formulation of the Tau Method in a variety of eigenvalue 
problems for ordinary differential equations. 
In this paper we discuss a hybrid approach which uses the Tau Method in combination 
with the method of lines [I 5] and treat a number of eigenvalue problems defined by partial 
differential equations with constant and variable coefficients, on rectangular or circular 
domains and with the eigenvalue parameters entering in the equation or in the boundary 
conditions. We obtain results of considerable accuracy which are compared with those 
published in the recent literature and obtained by using the boundary integral equation 
method or the multigrid method. 
"l'Present address: Hong Kong Polytechnic, Department of Mathematical Studies, Hung Horn, Kowloon, 
Hong Kong. 
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2. A METHOD-OF-L INES MODEL OF AN EtGENVALUE 
PROBLEM DEF INED BY A PARTIAL 
D IFFERENTIAL  EQUATION (PDE) 
Let R = {0 < x < a; 0 < y < b } be a rectangular domain and let S be its boundary. Let 
us consider in R the fixed vibrating membrane problem defined by the PDE 
Au(x, y) + ~.u(x, y)  = O, (1) 
with the Dirichlet condition 
u(x, y) = 0 on S. (2) 
The eigenvalues of problem (1, 2) are known to bell6] 
).,s = rc2[(r/a) 2+ (s/b)"], for r, s = I, 2, 3 . . . . .  
and the corresponding eigenfunctions are 
u,s(x, y)  = C,s sin (rnx /a )sin(srcy /b ). 
Without loss of generality we shall assume that R is the unit square, namely, that 
a = b = 1. Let us define on the interval 0 ~< y ~< i a partition: 
P ,= {O,= yo < y~ < . . .  < Yk-I < Yk < "'" <y,_ l  <y , "= I}; 
for simplicity we shall assume that 
Yk + ~ -- Yk = h = const, for k=0( l ) t -1 .  
For all k = 0(l)t let us set 
u~(x) ,= u(x, Yk). 
We can associate with the function u(x, y)  the discretization formulae: 
[O2u(x, y )/Oy2]y.yk ,= [uk÷ t(x) -- 2 Uk(X ) + Uk- i (X )]/ hz 
-h"[d4u(x,y)/Oy4]y.y~/12+O(h3); k=l ( l ) t - l ,  0~<x~<l, (3) 
at the points Yk of P. If we now apply it to equation (1), we obtain an eigenvalue problem 
for a system of coupled ordinary differential equations (ODEs) defined by 
u'~(x) + [Uk + t(X) -- 2 Uk(X ) + uk -t (X)]/h2 + ).Uk(X) = 0, (4) 
for 0 ~< X <~ 1, which, together with the supplementary conditions 
uo(x)=u, (x )=O and Uk(O)=uk(l)=O, k=l ( l ) t - l ,  (5) 
is a method-of-lines model of the partial differential eigenvalue problem (1) with the 
Dirichlet condition (2), the partition P and the discretization formulae (3). 
3. THE TAU-L INES METHOD 
In order to approximate the eigenvalues of problem (4, 5) we shall use a hybrid 
formulation of the basic Tau Method approach discussed by Chaves and Ortiz [12] and 
Ortiz and Samara [1 1], which will be combined with the,method of lines. We call it the 
Tau-Lines technique. Later on we shall compare the accuracy of our results with the 
known eigenvalues of problem (1,2). 
Let us begin by giving a brief account of the Tau Method formulation of Ortiz and 
Samara, for more details the reader is referred to their papers [6, 11] and to Ortiz [2]. 
Let us assume that D belongs to the class ~ of linear differential operators with 
polynomial coefficients 
D,= ~. p~(x)[d'/dx ~]= ~ ~ p~jxJ[di/dx'], 
i=O i~Oj~O 
where p,~, j = 0(1)~, are the coefficients of the polynomial p~(x)~, .  
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Let us introduce the two matrices 
"0 
10  
q:= 20  
30  
Let 
and ~,= 
"01 
01 
01  
01  
a.(x ) = (ao, al . . . . .  a., O, 0 . . . .  ).  (1,x, x 2 . . . .  )x = fi . X. 
be an algebraic polynomial in x. 
From Corol lary 1, Ortiz and Samara [6], 
xJ[d'/dx'la.(x) = 4." (tl'l~J) • x. 
Therefore, if the operator D is applied to a polynomial a.(x)  we have 
Da.(x)  = ~.. pqq~#J • x = 4..  l I  • x, 
i / 
where 
with 
i=Oj=O 
i0iJ +0] 
do := perF,' = L o : o,, 
(6) 
where 0 ~j stands for a zero matrix of  order i x j and 0 ~ is a diagonal matrix with elements 
I~k =p~j(i +k) ! /k ! ,  k~JV'. 
Thus, H is a matrix of  banded structure which gives the coefficients of  Da(x)  in terms of  
those of  a(x).  
Let~ be w linear point evaluation functionals acting on a w times differentiable function 
u(x) and on its derivatives and taking the value s/ 
(9~/,u)=sj, j - -O(1)w - 1. (7) 
In particular, for a polynomial a.(x) = ~.. x we can write 
~, a.) = ~. a,(£. x')  = ~.- hi. 
i=0 
We set 
B .'= (bj) -- [(by)I, bij-'= (./~/, x') ,  for j = 0(l)w - 1 and i ~ W.  
Therefore, we can write for equation (7) 
[ . .  [B = g, where g= (So . . . . .  s ._t ) .  (8) 
Let :~ ..= U •/~ • V - '  be the conjugate of  A under the similarity transformation defined 
by V. I fa . (x )  is expressed in terms of  a polynomial basis v ..= {Vk(X)} = V" x, k ~./V, where 
V is a lower triangular matrix, then a. (x )= ~i..x = d . .v  and 
xJ[di/dxi]a.(x ) = ~ . (q i / .g j )  . X = Cn " V"  (q i / .~ j )  . V - I  " V.  
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Therefore, in the basis v we have 
Oa.(x) = ~." (I .  v (9) 
and 
~,.~:=g, where IE=V.B ,  (10) 
instead of equations (6) and (8). 
Let D ~ ~ and let us consider the following differential problem: 
Du(x)=F(x) ,  a<~x <<.b, 
@,u)=s j ,  j=O( l )w- - l ,  (11) 
where (fi, u) = sj,j = 0(l)w - 1 stands for the supplementary (initial, boundary or multi- 
point) conditions. The Tau Method associates with problem (11) the Tau problem, 
Du.(x) = F(x) + H.(x), a <~ x <~ b, 
(fj, u.) = sj, j = 0(1)w - I. (12) 
We assume that F(x) ,=(Fo . . . . .  F , . ) ' x=(F0  . . . . .  F , . ) .V - 'v=(F~ . . . . .  F* ) .v  is a 
polynomial (or a polynomial or rational polynomial approximation of a given function). 
The appended term H.(x) is a linear combination of given polynomials vk(x) of 
degree ~< n: 
H.(x) ,= ~.v.(x) +. . .  + ~._,v._~(x), 
such that the exact solution 
u. (x)  ,= a."  x = e . .v  
of problem (12) is a polynomial. 
The degree of u.(x) is trivially related to that of H.(x) and the number i + 1 of r free 
parameters follows from the expression of the operator D; the ~ parameters are used to 
adjust he approximate solution to the given supplementary conditions and to satisfy some 
conditions imposed by the Tau Method (see Ref. [2] for further details). 
An interesting feature of the Tau Method is its ability to deal, with equal ease, with 
initial, boundary or multipoint conditions. We wish to remark that (9~/, u) should be 
understood to represent 
w--I  
(£, u),= ~ qj~..u~'(x~.), 
k~Omff iO 
where q/k,. are given constants, some of which may be zero, u ~ stands for the derivative 
of order k of u and x,, are r + 1 given points in [a, b]. 
Ortiz and Samara [6] have shown that the coefficients ~, of the solution of the differential 
equation defined by the Tau problem (12) are implicitly defined by the linear system of 
algebraic equations 
~,. [G], = ~,, (I 3) 
where G = ((g~)).'= (E, fI), stands for a matrix, the first w columns of which are the 
elements of E and the remaining ones those of rI, while f, ..= (So . . . . .  s,._ ~, F0* . . . . .  F*, 
0, 0 . . . .  ); n is assumed to be >I w + m, and the subindex n stands for the truncation of 
a given vector [or matrix] to its n + 1 [or (n + 1) 2] elements. 
Let us now assume that ). is a parameter and D~. is given by 
D~. ,= D (°~ + 2D "), 
where 
Dl'~e~, r =0,  1, 
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and let 
D~u(x)=O,  a<~x~b,  
(fj, u) = 0, j = 0(1)w - i, (14) 
be a differential eigenvalue problem defined on a compact interval [a, b]. The~ are w linear 
point evaluation functionals acting on u(x) and on its derivatives, taking value equal to 
zero for j = 0(I)w - 1. The supplementary conditions ~,  u), j = 0(l)w - 1, of problem 
(14), may involve the eigenvalue parameter 2. 
With problem (14) we associate the Tau problem 
D~u,(x) = H,(x) ,  a <<. x <~ b, 
(fj, u,) = 0, j = 0(l)w - 1, (15) 
where H,(x) is again a linear combination of given polynomials vk(x) of degree ~< n, such 
that the exact solution u,(x)  of problem (15) is a polynomial. 
By using similar arguments as before it follows (see Ref. [11] for further details) that 
problem (15) is equivalent to the algebraic eigenvalue problem defined by 
e. • [~; ] .  = if, 
where the matrix G;..'= (E, H~) depends now on the parameter ). through the matrix fI>, 
associated to the differential operator D;., and also through E if the eigenvalue parameter 
). enters in the boundary conditions. 
Our previous arguments can be used, with only slight modifications, to discuss the case 
of an eigenvalue problem defined by a (t - l)-dimensional system of differential equations. 
Let 
~ ..= ((D~,j)), i , j  = l(1)t - 1, 
D;tij :=  D~] )+ ---uJr)a), DI~)E~, r = 1, 2, 
and let 
u(x)  := [u, (x )  . . . . .  u,_  , (x ) ]  t,  a ~< x ~</,. 
be a w-times differentiable vector function with (t - 1) components. 
Let fj = (.~j, . . . . .  fj,_ i) r be w multilinear point evaluation functionais acting on u(x) and 
on its derivatives for j = 0(l)w - 1. Let ~,(x) be a polynomial vector of degree not 
exceeding n: 
where 
[,(x ) ,= [a,, (x ) . . . . .  a,, _, (x)] r, 
a,k (x).'= i,k" X, 
i,k'=(a,~o . . . . .  a,~,, 0,0 . . . .  ), k = i(l)t - 1. 
We set 
(4.  a . ) . '= [fj. a . (x ) ]  .'= a. , , (A,  x') . . . . .  a.,_ ,,(fj,_,..,:') 
i-O i=O 
= ((~.," bj, ) . . .  (~.,_ ," b:, _t ))t 
~*.  ~t-  I ,= (a., b*)Te 
where (.;.) stands for a vector the components of which are the scalar products of the 
vector components in ~ ' - t  and 
~* := (a#, . . . . .  a. ,_ , )  
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and 
h? := (b: . . . . .  b._,  y ,  
are vectors of .~,-l)~,+l)=..~M. where M,=(t- l )(n+l) .  Let [[B].v:=((bjl . . . . .  
bj,_ t)r), j = 0(1)w - 1 be a matrix, with M rows and w(t - I) columns, corresponding to 
the basis 
v* ..= [v0(x) . . . .  ,. v . (x  ) . . . . .  Vo(X  ) . . . . .  v.(x)] T. 
Let ~* ..= (d.~ . . . . .  c , , - i ) ,  where C,k, k = l ( l ) t  -- l is the coefficient of  the kth component  
of  u,(x),  be the coefficient vector of  u,~(x) in the basis v*. Finally, let !1!9 be the matrix 
associated with the differential operator  D t') i , j  = l(1)t - 1, and _,: _ , j ,  fl(~) be the same matrix 
in the basis v*. 
Let us consider the eigenvalue problem defined by a system of  t - 1 ODEs: 
~u(x)=O,  a~<x~<b,  
(fj, u )=0,  j= l ( l )w- - l ,  (16) 
where n(x) is a vector function with t - 1 components  defined on [a, b] and Dij~')~ for 
r = 1, 2. By using the same arguments as before, we can associate with problem (16) a Tau 
problem, the exact solution u,(x) of  which is given by the ( t -1 )x  (n + 1),= 
M-dimensional  algebraic eigenvalue problem 
~', "[B]M = ff (17) 
and 
¢* .  [I i") + :. ri(2,],~ = ¢, 
where ~* is a vector of  ~M and [l~I°)]M, [fI(:qM stand for M x K matrices [where 
K = M - w • (t - 1)], the elements of  which are the first (n + l) x (n - w + l) elements of 
the matrices associated with the operators D,~ I) and hi:) i , j  = I( l ) t  - i, respectively. We 
may write problem (17) in a more compact  form: 
e* .  [%1. ,  = ¢, (t8) 
by defining [G~.]~ as the pairing of  [g ] .  and [lfI m + 2/7(-'q,. 
In the particular case o f  system (4, 5) we have: 
I-I~ ) ,= r/: - (2/h~)], k = i, 2 . . . . .  t - 1; 
l-I~'.)k+,.'=(1/h2)~, k = 1,2 . . . . .  t -2 ;  
FI~l)+l.k~=(1/h2) ~, k = 1,2 . . . . .  t -2 ;  
F/~2.~ ,= Q, k=l ,2  . . . . .  t - - l ;  
and zero otherwise; [B]M is a matrix with 2(t - l) columns. They contain the block of 
elements {Iv,(0)] T, [v,(l)] r} in entries i = l, 2 , j  = l(1)n + l; i = 3, 4 , j  = n + 2(1)2n + 2 ; . . .  
and zeros elsewhere. 
Since the boundary  condit ions depend individually on each of  the components u,(x), 
we shall pair the non-zero blocks of  the matr ix [B]M with the corresponding rr~,~u t--,: J,~ matrix. 
We obtain a block diagonal system 
H,0  
KH~ 
b(H~ 
KH,~ 
KH~ 
~H 
+ ,k 
0_ 
L 
D. 
L 
L 
Solution of PDE eigenvalue problems with the Tau-Lines Method 1159 
where 
and 
H .'= (E, n"~ • •kk  1 ,  
,o ,= (o ,  , ), 
K ,= (0, ¢'r,~ Ltk + I,k)~ 
k=l ,2  . . . . .  t - l ;  
k= l ,2  . . . . .  t -2 ;  
k = 1,2 . . . . .  t -2 ;  
D_ (0, 1~I (21 ~ k 1, 2, t - 1; 
and E is defined by equation (10). 
The parameters 2 are obtained by solving the associated algebraic eigenvalue problem 
with standard software. 
We would like to remark, finally, that the supplementary conditions of a differential 
problem could be regarded as defined by a differential operator (of a different nature and 
dimension than D) acting on u,(x) and its derivatives, and treated with the same piece of 
software designed to deal with D. This concept simplifies considerably the computer 
implementation of the Tau Method. 
4. CLASSES OF SYMMETRIES OF EIGENFUNCTIONS 
We shall now consider the use of symmetries in a given differential eigenvalue problem 
to try to reduce the size of the associated linear algebraic eigenvalue problem. Our 
discussion will initially be referred to the vibrating membrane problem. 
Let us consider the two medians of our unit square domain R and let us indicate 
displacements in opposite directions, normal to the domain by clear or shadowed areas, 
respectively. We shall classify the eigenfunctions of our problem into four different classes 
according to their symmetry and anti-symmetry properties about these medians. 
(i) The even-even symmetry class is the class of eigenfunctions which are even in both 
variables. They are characterized by the diagrams in Fig. I. 
(ii) The even-odd symmetry class corresponds to eigenfunctions which are even in x and 
odd in y; they are associated with the diagrams in Fig. 2. 
(iii) The odd-even symmetry class is defined similarly and is characterized by the 
diagrams in Fig. 3. 
(iv) The odd-odd symmetry class, of eigenfunctions which are odd in both variables, 
x and y, is shown in the diagrams in Fig. 4. 
y 
o] m 
Fig. 1. Even-even symmetry class. 
Y 
m-~t 
Fig. 2. Even-odd symmetry class. 
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Fig. 3. Odd-even symmetry class. 
Fig. 4. Odd-odd symmetry class. 
Let us assume that r is the number of interior lines in the domain R, and let h .'= h, be 
the spacing between consecutive lines. Since h2,, < h2,,_, and both choices of h lead to the 
same number of coupled ODEs in system (4), it seems natural to treat symmetrical 
problems by using an even number of interior lines: we choose r = 2m. 
We shall consider first the even-even symmetry class. For it we have 
U2,,+I_k(X) = Uk(X), for k = l(1)m, 
therefore the number of equations in system (4) can be reduced to m, half of its original 
number. These equations become 
u'~ (x) + [u k + i(x) - 2uk(x) + Uk - i(x)]/h 2 + 2u,(x)  = O, 
for 0 ~< x ~< 1, and k = l(1)m, with the supplementary conditions 
u0(x)=0; u, ,+l (x)=u, , (x )  and Uk(O)=uk(1)=O. 
Since the even functions Uk (X) satisfy the conditions u, (0) = uk(l) = 0, we may consider 
the Tau problem for system (4) as one given by only one side condition and with a basis 
reduced only to even polynomials. 
For the odd-odd symmetry class we have 
U~+l._k(X) = -- Uk(X), k = l(l)m. 
The equation to solve is the same as before, but now with the supplementary conditions 
u0(x)=0; u, ,+ l (x )=-u , . (x )  and uk(O)=uk(l) ,  for k=l ( l )m.  
Again, this problem can be reduced to one with only one side condition if a basis of only 
odd polynomials i used. The same arguments apply in the discussion of the odd-even and 
even--odd classes. They equally apply if the second derivative of u(x, y)  with respect o y 
is discretized by using fourth-order difference schemes: 
[t;3~'u(x,y)/Oy'-].~,.~,~ = [ - uk.,_,(x ) + 16u,+ i(x) - 30Uk(X) + 16Uk-I(X) -- uk_,_(X)]/12h" 
+h~[O6u(x,y)/Oyb],=y~/90+O(hS), k=2( l )m;  
and 
[d2u(x, y)/dy"], .y. = [10u0(x) - 15ul (x) -4u_,(x) + 14us(x) - 6u4(x) + us(x)]/12h" 
_ 13h~[O6u(x, y)/6y6]y=.,~/180 + O(hS). 
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5. NUMERICAL RESULTS FOR THE 
VIBRATING-MEMBRANE PROBLEM 
In Table 1 we give numerical results obtained by taking m ranging from 5 to 15 and 
discrete models of problem (1,2) based on schemes of O(hr) and O(h’). For them we have 
used Tau approximations of the functions U&X) of four and six terms, respectively, on each 
of the lines. 
The case of the free membrane, where the boundary condition is of Neumann type: 
13u(x,y)/t%t =0 on S, 
is treated with the same approach, except for the fact that the 
be discretized. In this case the eigenvalues and eigenfunctions 
& = 7?[(r/a)2 + (s/6)21 
and 
boundary condition must 
are known to be 
u,Jx, y) = C,s cos(r~x/a)cos(s~y/b), 
respectively, where r, s = 0, 1,2,3, . . . . 
We find that the Tau approximations of the two eigenvalues iW = 0 and A,, = rt2 = 
9.8696044.. are independent of the order of the discretization scheme. They are given 
by the Tau approximation eigenvalues of the ordinary differential eigenvalue problem 
y”(x)+Ay(x)=O, y’(O)=y’(l)=O, 06x < 1. 
By using a Tau approximation of degree 9, we obtain for the first non-zero eigenvalue the 
estimate 9.8696043, with an error of 1 x lo-‘. 
6. THE STEKLOV EIGENVALUE PROBLEM FOR PDEs 
We shall consider the Steklov partial differential eigenvalue problem, defined by 
Au(x, y) = 0 in the unit square R, (19) 
with the boundary condition 
du (x, Y )/an -I,u(x,y)=O on S; (20) 
the eigenvalue parameter I appears only in the formulation of the boundary condition. 
The eigenvalues of this problem are such that 
0 = i., < 1, < I, < - a a . 
Table I. Approximate eigmvalucs of the tixed-membrane problem (I, 2) obtained using the Tau-Lines 
Method 
Exact values 
of 1 to s 
decimal places 
(Class of 
Order of diccretization formulae 
used in the model 
W’) O(h’) 
.-~- ~~ --
symmetry) !?I=5 m = IO m = IS m=S m = IO m = IS 
19.73921 19.67 19.72 19.731 19.139 19.7392 19.73920 
(Even-even) 
49.34802 48.3 49.05 49.21 49.382 49.346 49.3474 
(Even-odd) 
49.34802 
(Odd-even) 
78.95684 
(Odd-odd) 
98.69604 
(Even-even) 
98.696 04 
(Even-even) 
49.3 49.33 49.34 49.348 49.348 49.3480 
71.9 78.67 78.83 78.991 78.955 78.9562 
93.4 97.2 98.0 98.697 98.682 98.690 
104.0 104.0 104.0 99.5 98.691 98.697 
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Table 2. The first ~ven non-zero approximate eigenvalues of Steklov's 
eigenvalue problem (19, 20) obtained using the Taa-Lines Method with 
an O(h ' )  model 
Reference 
values from 
Liu et al. [20] 
(Symmetry 
class) 
Tau-Lines approximate eigenvalues 
m=10 m=15 m=20 
1.3765055 1.375 1.376 1.3761 
(Odd-~venp 
1.3765055 1.379 1.378 1.3771 
(Even-odd) b 
2.0000000 2.0000000 2.0000000 2.0000000 
(Odd-odd) 
4.6473 4.66 4.65 4.65 
(Even-even) ~ 
4.6473 4.59 4.62 4.63 
(Even-even) b 
4.7808 4.79 4.79 4.78 
(Odd--even) i 
4.7808 4.72 4.75 4.76 
(Even-odd) b 
Kuttler and Sigillito [17, 18] computed the first non-zero eigenvalue as an optimal 
constant in connection with their a priori inequalities (see Sigillito [19]); for the first 
non-zero eigenvalue they found 
22 = 1.376 5. 
More recently, Liu et al. [20] have considered the same problem on the basis of a 
bi-dimensional formulation of the Tau Method proposed by Ortiz and Samara [21]. Their 
results, for Tau approximations of degree 8 in each variable, which we are taken as 
reference values, are displayed in Table 2. 
Taking into account symmetries in Steklov's eigenfunctions, aswe did in the case of the 
vibrating membrane, it is possible to reduce considerably the complexity of the algebraic 
eigenvalue problem which the Tau Method associates with the approximation of the 
eigenvalues of equations (19) and (20). We take the number of internal ines equal to 2m. 
For the even-even symmetry class we have 
U~.I_k(X)=Uk(X),  for k=l ( l )m.  
Therefore the overall size of the matrix will only be m[n/2 + 1], (where [a] stands for the 
function integer value of a) against 2m(n + 1) had we not taken symmetry into account. 
By using a O(h 2) discretization scheme for the second derivative of u(x, y) with respect 
to y, we obtain an O(h~)  accurate lines model defined by the system of coupled ODEs 
u '~ (x) + [uk + 1 (x) - 2Uk(X) + uk - I (X)]/(hz., )~ = 0, 
for 0 ~< x ~< 1, k = l(l)rn, with the conditions 
u,.+l(x)= u,.(x) and uo(x),= (h~,)3[u2(x)-4ul(x)]/22. 
The last condition follows from the boundary condition 
- [Ou(x, y) /Oy] , . ,o -  2Uo(X) = O, 
by using the O(h 2) discretization scheme 
[Ou(x, Y )/~Y]y-yo = [ -3  Uo(X ) + 4u~(x) - u:(x )]/(2h2,.) 
+ {[h~,O3u(x, y)/ey~],..~o}/3 + O(h~), 
with Y0 = O. 
Eliminating Uo(X), the previous system can be reformulated as follows: 
--3(h~)2u~(x) + 2ut (x) - 2u2(x) + 212(hz..)3u'( (x) - 4h~.ut (x) + 2hz..u2(x)] = 0; 
2 It (h~)uk(x) - -2Uk(X)+Uk_ l (X)+Uk+t(x)=O,  for k=2(1)m-1 ;  
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and 
2 st (h,.,,)u,,(x)-um(x)+u,,_t(x)=O; O<~x <~ 1; 
with the boundary conditions 
u~,(0) + 2uk(0) = u~(1) - 2uk(1) = 0, for k = l(1)m. 
7. NUMERICAL RESULTS FOR STEKLOV'S PROBLEM 
In Table 2 we give numerical results for m = 10(5)20 obtained by taking into account 
symmetry, as indicated before, and using four-term Tau approximations of the function 
uk(x) on each line of the discretized model. The difference in accuracy in the estimates 
marked with superscript (a) or (b), is a consequence of the discretization i troduced in one 
of the variables by the method of lines in the process of constructing models of equations 
(19) and (20). In cases (b) it associates with an eigenfunction a basis of unsuitable parity. 
The corresponding numerical estimates should be discarded in favour of those marked with 
(a). The full results are reproduced in Table 2 only to demonstrate this point. 
8. THE HELMHOLTZ EIGENVALUE PROBLEM FOR PDEs 
IN A C IRCULAR DOMAIN 
Let us consider the eigenvalue problem defined by the Helmholtz PDE over a unit 
circular domain C with boundary S: 
Au(r, O) + 2u(r, O) = 0 in C, (21) 
with the boundary condition 
u(l, 0 )=0,  O~(0,2n], (22) 
where A stands for the Laplacian in polar coordinates, 
A := ~2/~r2 d- (1/r)d/dr + (1/r2)6~2/c02. 
We shall retain r as the undiscretized variable and define a partition Q on 0 ~< 0 ~< 2n: 
Q ..= {0,=O0 < . . .  <0h<0,+,  < . . -<  0,..=2n}. 
For simplicity we shall take 
0h+, -0k=h=const ,  for all k=0(1) t - l ;  
we set 
uk(r),= u(r, 0k), k = 0(1)/. 
The periodicity of the solution implies that 
uo(r)=u,(r), for all 0~<r~<l. 
Let us now consider symmetry in the context of this equation. If the eigenmodes are 
radially symmetric, for the even-even symmetry class we shall have configurations such 
as those illustrated in Fig. 5. 
In this case all uk(r), k --- 0(1)t, are identically equal and problem (21, 22) reduces to an 
eigenvalue problem for an ODE: 
ru"(r) + u'(r) + ).ru(r) = 0, 0 ~< r ~< 1, (23) 
with the boundary conditions 
u'(0) = u(l) = 0. (24) 
The Helmholtz equation has been recently discussed by Hutchinson [22] without aking 
advantage of symmetry and using the boundary integral equation method with 12 points. 
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@ 
Fig. 5. Even-even symmetry class. 
Results reported show an accuracy of l x  10-L Adeyeye[23] obtained better results 
through the use of an improved integration technique. Again with 12 points, he estimated 
the first eigenvalue with an error of 2 x 10 -6, and the second with an error of 2 x 10 -s, 
still well below the accuracy of our results. Their results are displayed in Table 3. 
Table 3 displays also the results obtained for the first two eigenvalues of the Helmholtz 
equation by using the Tau Method on equations (23) and (24). We have used Tau 
approximations of degrees n = 9(5)19. For n = 19 our estimates guarantee that at least the 
first 9 decimal places are accurate; they are used to establish the accuracy of the 
approximations corresponding to n = 9 and 14. In these cases the accuracy obtained for 
the eigenvalues i 10 -4 and 10 -9, respectively. 
For other eigenmodes we use the Tau-Lines Method as in the case of the vibrating- 
membrane problem. For comparison purposes we have used in our computations different 
discretization schemes, namely, models of O(h2), O(h 4) and O(h 6) accuracy for the 
estimation of the second erivative of u(r, O) with respect to the discretized variable 0. They 
are given by 
[Uk+ i(r) -- 2 uk(r ) + Uk-i(r)]/h " -- h"[~u (r, O)/dO~]o=o~ /12 + O (h3), 
[ - Uk + 2 (r) + 16uk + I (r) -- 30 Uk (r) + 16Uk _ I (r) -- uk _ ~ (r)]/12h -~ 
q- h41636u(r, O)/dO6]o~Ok/90 + O(h 5) 
and 
[2Uk+3(r) -- 27U k+2(r) + 270Uk + t(r) -- 490Uk(r) + 270Uk_ t(r) 
--27Uk_2(r) + 2u,_3(r)]/180h: - hr[dSu(r, 0)/~0s]0.0~/560 + O(hT), 
respectively, together with the boundary conditions 
Uk(O) = uk(l) = 0, for all k. 
As in the previous example, we shall make full use of symmetries in our problem. In all 
cases we take t = 4m. 
The diagrams corresponding to the even--odd symmetry class are shown in Fig. 6. 
Table 3. The first two approximate igenvalues of the Helmholtz 
eigenvalue problem (21, 22) obtained by using the Tau-Lines Method 
and the boundary integral equation method 
Approximate eigenvalues 
Method used :-0, :-0: 
Boundary integral equation 5.9049 
with 12 points 
[22] to 4 decimal places 
Boundary integral equation 5.783188 30.47 ] 239 
with 12 points 
[23] to 6 decimal places 
Tau-Lines Method 
(n = 9) 5.78318596 30.471303 
(n = 14) 5.783185963 30.471262344 
(n = 19) 5.783185962 30.47|262344 
Solution of PDE eigenvalue problems with the Tau-Lines Method 1165 
Fig. 6. Even-odd symmetry class. 
Fig. 7. Odd-odd symmetry class. 
By inspection it follows that: 
u~(r)=uo(r)=O[=u4~(r)]; 
u4~_k(r)=--u~(r),  k= l ( l )m;  
U3~_k(r)=--U~_k(r), k=l ( l )m- l ;  
and 
u2m_k(r) = uk(r), k --- l( l)m - 1. 
Therefore, the model system of coupled ODEs will consist of only m equations. 
The diagrams corresponding to the odd-odd symmetry class are displayed in Fig. 7. 
Again, by inspection it follows that: 
U3m(r ) = u2,n(r ) = um(r ) = u0(r ) = 0[ ---- u~(r)]; 
u~-k(r)  = --uk(r), k = l( l)m - 1; 
uj,_k(k) = u,~_~(r), k = l(1)m - I; 
and 
u~_k(r) = --uk(r), k = l(1)m - !; 
in this case the number of equations in equal to m - I. 
9. NUMERICAL  RESULTS FOR HELMHOLTZ 
EQUATION IN A C IRCULAR DOMAIN 
The first exact eigenvalues for these symmetry classes are known to be [23] 
(3.831706.. . ) - '= 14.68197... and (5 .13562. . . ) :=26.37459 . . . .  
respectively. 
Adeyeye [23] obtained the following approximations by using the boundary integral 
equation method with an improved integration technique over 12 points: 
(3.8317)-'=14.681924 and (5.1360)2=26.378496. 
Table 4 displays results obtained by using the Tau-Lines Method with O(h2), O(h 4) and 
O(h 6) discrete estimates of d2u(r, 0)/302, respectively, and with Tau approximations of 
degrees 7, 9 or 10 on the lines of the models. 
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Table 4. Approximation of the second two eigenvalucs of the Helmholtz eigenvalue problem 
(21, 22) obtained using the Tau-Lines Method 
DelFee n of the 
Tau approxi- 
marion 
Order of the 
discrctization 
model 
Tau-Lincs approximate eigenvalucs 
Third eigcnvalue Fourth eigenvalu¢ 
am7 m=6 m=7 m=8 m=6 m=7 m=8 
O(h 2) 14.65 14.66 14.67 26.1 26.2 26.2 
n=9 m=6 m=9 m=6 m~9 
O(h 4) 14.6817 14.6819 26.36 26.37 
n=,10 m=7 m=8 m=7 rn=8 
O(h 6) 14.68197 14.68197 26.3744 26.3745 
It seems clear from the results in Table 4 that the degrees chosen for the Tau 
approximations (7, 9 and 10, respectively) were sufficiently high to retrieve accurately the 
eigenvalues estimated with the different discrete models; they also show that the de- 
pendence of the accuracy of our Tau-Lines estimates on the number of lines (related to 
m) is weaker than its dependence on the errors introduced by discretization in the 
construction of the O(h'), r = 2(2)6, models of the Helmholtz problem. 
10. PARTIAL DIFFERENTIAL EIGENVALUE 
PROBLEMS WITH VARIABLE COEFFICIENTS 
Let us consider, finally, an eigenvalue problem defined on a unit square domain R with 
boundary S by the PDE with variable coefficients defined by 
Au(x, y)  - [10x sin(3rcy)]u(x, y)  + 2u(x, y) = 0, (25) 
with the Dirichlet boundary condition 
u(x ,y )  = 0 on S. (26) 
As before, we define on 0 ~ y ~< 1 a partition P: 
P ,= {0.'=y0<yl < .-. <Y~<Yk+l < "' 'Y,-I  <Y,:= 1}. 
with a constant spacing h. If we use a O(h 2) central difference scheme for the estimation 
of 02u(x, y)/Oy 2, we find the following model for equations (25) and (26): 
u~'(x) + [-2ul (x) + u2(x)]/h 2 - [10x sin(3nyl)]u,(x) + 2ul(x) = 0; 
u~ (x ) + [u,_ l (x ) - 2 uk(x ) + uk + i (x )]/h 2 - [10 x sin ( 3nyk )]Uk (X ) 
+2Uk(X)=0, for k=2(1) t -2 ;  
and 
where 
u'/_, (x )  + [u, _ 2 (x )  --  2u, _,  (x ) ] /h  2 _ [ 10 x s in  (3 try, _ l )]u, _ t (x )  + 2u ,  _ t (x )  = 0 
0~<x < I; 
with the boundary conditions 
Uk(0)=uk(l)=0, k=l (1 ) t - l .  
This example shows that the choice of the discretization variable should be carefully 
considered. Since the coefficients depending on the variable y are far more complex than 
those depending on x, a system of lines parallel to the x-axis leads to a considerably 
simplified model system. 
In Table 5 we give estimates of the first three eigenvalues of problem (25, 26) obtained 
by using the Tau-Lines Method with h -  1/10, h = 1/12 and extrapolation. This last 
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Table 5. The first three approximate eigenvalues of an eigen- 
value problem defined by a PDE with variable coefficients: 
equations (25) and (26) obtained using the Taa-Lines Method, 
with n m8 and also results obtained using the multigrid 
method [24] 
Eigenvalues 
Method First Second Third 
Multigrid without 18.718 48 .189  51.560 
extrapolation [24] 
with h - 1/32 
Multigrid with 18.736 48 .325 51.695 
extrapolation [24] 
Tau-Lines with an 18.64 48.23 50.41 
O(h 2) model with 
h ~ 1/10 
Tau-Lines with an 18.67 48.26 50.80 
O(h 2) model with 
h m 1/12 
Tau-Lines with 18.738 48 .328  51.686 
extrapolation from 
previous results 
procedure is based on the formula 
;.~°' = ,z~ + C~h 2 + E~. 
The last term of it, which accounts for the Tau Method error, is negligible relative to the 
discretization error (see Refs [3, 7, 9, 10]). 
This problem has been considered very recently by Brandt et aL [24]; they used an 
interesting algorithm for eigenvalue stimations based on the multigrid method with and 
without extrapolation corrections. Their results, of an accuracy comparable to ours, are 
reported in Table 5. They use, however, grids (h ,= 1/16 and h ..= 1/32) about three times 
finer. 
I I .  CONCLUDING REMARKS 
The examples considered in this paper suggest that the Tau-Lines approach is an 
interesting and versatile technique, which is easy to implement in a computer. By being 
capable of producing very accurate approximations of eigenvalues defined by a system of 
differential equations it makes possible to treat models of partial differential eigenvalue 
problems obtained through the use of the Method of Lines. 
At least four parameters are at our disposal in the Tau-Lines approach: the order of 
discretization used to construct the model; the number of interior lines; its pattern of 
distribution, which needs not be regular, and the degree of approximation used for the Tau 
approximations on each line, which can be changed on critical regions of the domain (see 
Ref. [5] for further details). The first of these parameters seem to be critical in our 
estimations and this a direct consequence of using the method of lines. However, the 
pairing of the Tau Method with the method of lines makes it possible to apply the 
one-dimensional formulation of the Tau Method to any domain tractable with the method 
of lines. 
Alternative hybrid formulations in terms of Tau elements, based on the use of a 
the Tau Method of [21], are currently being researched [26]. 
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