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ABSTRACT 
IMPACT OF SEVERAL COMPUTER-BASED TESTING VARIABLES ON 
THE PSYCHOMETRIC PROPERTIES OF 
CREDENTIALING EXAMINATIONS 
MAY 2001 
DEHUI XING, B.A., SHANXI UNIVERSITY, CHINA 
M.A., SHANXI UNIVERSITY, CHINA 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Ronald K. Hambleton 
The purpose of the study was to investigate the impact of several testing 
variables—level of item quality, item bank size, placement of passing score, and 
computer-based test design, on two important indicators of the quality of credent ialing 
exams, decision consistency and decision accuracy. The computer-based test designs of 
interest in this study were linear parallel form tests, multi-stage tests, and computerized 
adaptive tests. The choice of test design model plays an important role in both 
minimizing decision-making error and increasing test efficiency. However, of equal, if 
not greater, importance are the resources available to test developers: the number of 
items in the bank, and the quality of the items. Simulation studies were conducted to 
investigate the effects of these testing variables on the accuracy and consistency of 
binary decision-making of credentialing exams. These variables are all very essential 
and manipulable in practice and therefore their roles are especially worthy of 
investigation. To the extent possible, realistic situations were simulated to increase the 
generalizability of the findings. 
Vll 
The main findings from the study were as follows: (1) improvements in item 
quality had the desirable effect of increasing decision accuracy and decision consistency 
by a practically significant amount; (2) doubling bank size helped significantly in 
lowering item exposure but had little direct impact on decision accuracy and decision 
consistency; (3) the location of the passing score significantly impacted on test length 
necessary to achieve desirable levels of test statistics, and (4) all three computer-based 
test designs produced comparable results in the conditions simulated. Two main 
conclusions can be drawn from the findings. First, steps to increase item quality such as 
improving item writer training, cloning the best items, and improving and extending 
field testing of new items, offer the potential for improving the statistical characteristics 
of pass-fail credential exam decisions. Second, the general attractiveness of new 
computer-based test designs may be less important when pass-fail decisions rather than 
precise ability estimates are the focus of the examination. Clearly, more research to 
pursue these two conclusions, and confirm them, if possible, is in order. 
vm 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
Conventional paper-and-pencil (P&P) tests have long been the mainstay in 
educational, psychological, and licensure testing to measure candidate ability, skill, 
proficiency, or knowledge in a particular domain. With the development of modem 
science and technology, computers are becoming more and more efficient and 
sophisticated (and also more affordable), and have affected many aspects of society in 
the past few decades. Under the great impact of computer technology as well as the 
development of new test theory, there has been a rapid movement from paper and pencil 
testing to computer-based testing (CBT). The past two decades have seen greater 
increase in the level of sophistication, availability and practicality for large-scale 
computer-based testing. CBT has presented itself with some significant advantages (e.g., 
enhanced test security, convenient year-round testing, test pace keyed to the individual 
candidate, quick and accurate test scoring and reporting, efficient administration, greater 
standardization, and the capability of supporting various types of new item formats to 
improve test validity) and brought about a whole new concept of test construction and 
administration. CBT today is a viable option for many testing programs (Lord, 1980; 
Hambleton & Swaminathan, 1985; Hambleton, Swaminathan, & Rogers, 1991; Wainer, 
Dorans, Flaugher, Green, Mislevy, Steinberg, & Thissen, 1990). 
The simplest application of CBT is to transfer a current paper and pencil test 
onto the computer by storing items and delivering the same test using the computer. 
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This is a computer-administered version of what may normally be a paper and pencil test, 
and is often referred to as linear computer based test (LCBT). LCBT is a 
straightforward conversion of a paper and pencil test to a CBT and also regarded as the 
"first generation" of CBT (Bunderson, Inouye, & Olsen, 1989). 
As in conventional P&P tests, all candidates taking an LCBT are taking the same 
fixed set of items, and candidates are typically presented one item at a time in the same 
sequential order as in the original P&P test. The candidate may be allowed to skip an 
item and return to it later, to review answered items, and change answers. Storing and 
delivering tests via computer minimizes the chances of item leakage and loss during 
shipping. With attention paid to the important issue of cross-format (cross-mode) 
equivalence when converting P&P tests into LCBTs, the CBT versions of P&P tests can 
be developed that are psychometrically similar to their original P&P versions in factor 
structure and predictive validity. With LCBT, it is possible to schedule and administer 
tests year-round and individually. However, there would be a serious security issue if the 
same test form or a limited number of parallel test forms were used repeatedly for a 
lengthy time period when candidates have the chance to see the same items (Patsula & 
Steffen, 1997). The pre-knowledge gained by seeing the same items or sharing of 
information with other candidates will endanger test validity. To address the security 
concern, many equivalent forms can be constructed out of the item bank (if the bank is 
large enough) and administered to the candidates on a randomly assigned basis. This 
type of LCBT is known as a linear on the fly test (LOFT). In the LOFT design, parallel 
test forms can be pre-assembled as in the P&P test, or assembled on line. Each 
2 
candidate will then see a different test form but with comparable content and 
psychometric specifications. 
It is certainly a big step forward to move from P&P to CBT. However, by 
merely shifting from P&P to CBT, even with such an encouraging possibility as to have 
test forms assembled automatically on line (Stocking, Swanson, & Perlman, 1993), these 
equivalent forms are constructed regardless of each candidate’s ability level, and, 
therefore, the capacity of the computer is far from fully utilized. It is the innovation of 
the adaptive test approach that showed the full power of the computer in the testing 
field. 
In a conventional test, many candidates are administered the same test, or an 
equivalent form. A fixed set of items is selected in advance to constitute the measuring 
instrument that will measure a particular trait. This puts the test developer into a 
dilemma that Cronbach and Gleser (1957) termed the “fidelity/bandwidth dilemma.” For 
a fixed set of items to be administered to a group of candidates, two kinds of 
conventional tests can be constructed: peaked or rectangular. In a peaked test a set of 
items with difficulties of certain level will produce an accurate measure (fidelity) for only 
the candidates whose ability levels are at or close to that level of difficulty. A 
rectangular test, on the other hand, contains a set of items that are of different difficulty 
levels covering a wide portion of the ability scale (bandwidth). The test provides more 
measurement precision along the ability continuum but less precision than the peaked test 
at the one point on the ability continuum where the peaked test is focused. It is obvious 
that there is a trade-off between these two types of test designs. 
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Capitalizing on the idea of the peaked test, adaptive testing solved this dilemma 
of the single conventional test. Since a test peaked at an individual candidate's ability 
level produces the best measurement for that candidate, in an adaptive test, test items are 
tailored, or adapted, to the candidate's ability level by selecting more difficult items 
following correct responses and easier items following incorrect responses (Lord, 1970). 
It is obvious that in an adaptive test each candidate potentially is given a different form 
of test that is constructed in real-time. The process of selecting each test item based on 
the provisional ability estimate is very labor-intensive, so the modem adaptive tests, 
unlike their predecessors, are computerized, hence the name “computerized adaptive 
testing” (CAT). With different approaches of item selection and different points to start 
and stop the test and different ways of scoring, a CAT provides best measurement of 
equal accuracy for candidates at all levels of the ability range. Items that do not match 
the candidate’s ability level are not administered except for the purpose of meeting 
certain test specifications such as those involving content or item formats. The adaptive 
nature of CAT tailors the items to fit a candidate’s ability level so that a CAT is usually 
much shorter and, therefore, more efficient than the conventional P&P test (Lord, 1980; 
Weiss & McBride, 1984). For an equivalent level of measurement precision, only about 
half the items are required (Green, 1983; Bergstrom & Lunz, 1992; Schnipke & Reese, 
1997). With these advantages, CAT has been increasingly applied to educational and 
credentialing testing in the past few years. 
The computer adaptive test has stimulated and speeded up the implementation of 
CBT in testing and measurement. CAT offers many unique advantages that help ensure 
test validity and reliability. It is well known that CAT increases the precision of 
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measurement and the accuracy of decision making and at the same time reduces test 
time. Also CAT helps in improving test security (Lord, 1980; Reckase, 1983; Kingsbury 
& Zara, 1991). Operational administrations of CBT did not begin till the 1980s, but 
CBT has already become a proficient alternative to P&P testing. Various testing 
programs have implemented CBTs (e.g., GRE, GMAT, TOEFL) and intensive research 
on the practical considerations of CBT implementation, CAT in particular, is going on 
(e.g., van der Linden & Glas, 2000). 
CAT has been playing an ever-growing significant role in testing programs in 
which ability scores are used to make pass-fail decisions. Since the early 1980s, the U.S. 
military has operated a computerized adaptive screening test that is used by army 
recruiters to determine if a prospect is worth sending to a Military Entrance Processing 
Station (MEPS) for further testing. The later test at MEPS is the now operational CAT 
form of the Armed Services Vocational Aptitude Battery (CAT-ASVAB) offered by the 
military service of the United States, a collection of tests to classify and assign recruits to 
a variety of training school and job specialties (Sands, Waters, & McBride, 1997). 
One example of a CAT application for the purpose of classification is the 
National Council Licensure Examination (NCLEX) developed by the National Council of 
State Boards of Nursing and administered by Educational Testing Service (ETS). 
Anyone who wants to be licensed as a registered nurse must pass the test and the test is 
administered to 150,000 candidates a year. 
Despite the benefits that CAT is able to offer, this promising test design has also 
aroused some important concerns, especially in the field of high-stakes credentialing 
exams, where the purpose of exams is to make pass-fail decisions. First, it is typical of 
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an adaptive test that each candidate would have items matched to his or her ability level. 
Items that provide the maximum information at the candidate’s provisional ability 
estimate (or a decision point) are selected and administered. Each candidate is 
administered (in real-time) virtually a different form drawn from the same item bank. As 
a result, there are thousands of possible forms. It is virtually impossible for the test 
developers to review the test forms as they would do in traditional test development 
initiatives. A related concern is the difficulty in content balancing a CAT. Efforts have 
been made to ensure the quality of CAT by putting on top of the item selection algorithm 
categorical constraints such as those connected to content and item format (Stocking & 
Swanson, 1993). But there are limitations as to the extent such constraints can be 
incorporated computationally. Also, research has showed that for a given CAT item 
bank, content validity will increase with more constraints on item selection but then the 
precision of ability estimates will decrease, a validity-reliability dilemma (van der Linden, 
1998b). 
Another concern in CAT is the problem of over exposure of the best test items in 
the item bank. The item exposure controls in the CAT algorithm are intended to reduce 
the number of candidates seeing an item (i.e., item exposure rate) but not the number of 
items exposed (Stocking, 1993; Robin, 1999). This raises a serious test validity issue 
when candidates may have pre-knowledge of at least some of the test items. Some 
researchers pointed out that it is sometimes difficult in a CAT situation to achieve 
maximum reliability, while at the same time maintaining proper exposure control 
(Luecht, Nungester, & Hadadi, 1996). Unfortunately, the better efficiency of CAT also 
works against test security. It is clear that efficient tests, tests that require the 
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administration of relatively small numbers of items for appropriate ability estimation, may 
be more secure then less efficient tests. However, the gains in efficiency are associated 
with administering the best items frequently and thereby increasing the exposure of these 
items. If the answers to these frequently administered items become known to 
candidates, item effectiveness is lost and exam validity is lowered. 
The third concern is the size of the item bank for a CAT. On the one hand, while 
CAT shortens the test length by adapting items to the candidate’s ability level, a wide 
coverage of ability range is required for the items in the bank. Also because of the item 
exposure issue, a relatively large bank of items is often required. 
A fourth concern of CAT comes from the candidates themselves. Some 
candidates want to skip questions and return to them later or they want to change their 
answers. Neither skipping nor changing answers is permitted in CAT and, as a 
consequence, other test designs which allow these features would be of interest to many 
candidates. Thus far, there has been research work on this issue and methods suggested 
for the allowance of item review without undermining test quality (Lunz, Berstrom, & 
Wright, 1992; Stocking, 1996; Wise 1995), however, no nationally known CAT has 
incorporated skipping or returned to questions in its operational form. 
1.2 Some Practical Alternative Test Designs 
While many testing companies and credentialing agencies have moved from P&P 
tests to linear computer-based tests and some agencies are moving to computerized 
adaptive tests, this passion has been cooled a bit because of the serious concerns 
mentioned in section 1.1. The desire to have the advantages associated with CBT, while 
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avoiding the problems of CBT, has stimulated more research on test designs. The linear 
parallel form test (LPFT), linear on the fly test (LOFT) and multi-stage test (MST) are 
among the most promising. 
A linear parallel form test design is nothing new; it has long been used in P&P 
tests. An earlier example of this design is “domain sampling” used in criterion- 
referenced testing (CRT), where only the content coverage (domain) not the statistical 
specification was required in test construction. The number of multiple forms depends 
on the number of items in the bank. When only a very small item bank is available, an 
obvious issue associated with parallel form tests is its item exposure rate. There could 
be only one or two forms possible with a small bank, while with a fairly large item bank, 
each candidate can be administered a unique but equivalent form of the exam randomly 
selected from the bank according to both content and statistical criteria, and exposure 
rate constraints. This has become the linear on the fly test design. 
The goal of the linear on the fly test design is to build alternate forms for each 
candidate to enhance test security. These alternate forms may be parallel forms. 
Automated form assembly is typical of a LOFT, where items are selected automatically 
for each candidate as the test is going on, hence the characteristic of “on-the-fly”, or a 
large amount of multiple forms can be generated in advance, then administered randomly 
to candidates. 
LOFT requires a large item bank in order to meet the typical content and 
statistical constraints. A compromise could be to assemble parallel forms that contain 
form overlap. By including common items into several parallel forms test developers can 
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have better control of meeting the content specifications and linking forms statistically, if 
tv 
needed. The drawback is a much higher item exposure rate on the common items. 
Another emerging design is called “multi-stage testing”. In multi-stage tests, all 
candidates are given a common set of items first, which is called a routing test (or first 
stage test) that provides an initial estimate of ability. Based on this initial ability 
estimate, the candidate is routed to one of several second stage tests or modules. Each 
of the modules is a fixed set of items with different average difficulty (for example, easy, 
middle difficulty, and more difficult). Each candidate can be branched in a unique way. 
It is obvious that MST is adaptive at each stage but the first one. The number of items in 
each module, and the number of modules in each stage may vary. These discussions are 
part of the design considerations. 
MST has many of the same advantages as computerized adaptive test (CAT), for 
example, a test is shortened since the uninformative items, those extremely hard or easy 
ones for a candidate, might be avoided. It also has some advantages over CAT. First, 
during the test session, candidates can skip items within a module and return to them, at 
least until the candidate moves to the next module in the test. Second, modules can be 
assembled in advance and reviewed by subject matter experts to insure the test meets 
quality standards. 
1.3 Statement of the Problem and Its Significance 
In 2000 there are many computer-based testing designs that are available for use 
by credentialing agencies. But these designs have their strengths and weaknesses which 
interact with conditions present for each credentialing exam — item bank size, quality of 
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the test items, choice of item response model, the amount of model misfit, exposure 
control level, location of the passing score, the candidate ability distribution, and so on. 
Needed is research that provides a look at possible computer-based test designs and how 
they interact with common test conditions to affect the psychometric quality of pass-fail 
decisions being made. 
In the previous section, some issues and concerns about the application of CAT 
have been discussed. Regarding these issues, efforts have been made trying to find some 
alternative test designs that might not be as fully adaptive as CAT but might arrive at a 
similar classification precision with suitable item exposure rates, reasonable test lengths, 
and good item bank usage. There have been several studies that compared CAT and 
multi-stage tests (MST) (Kim & Plake, 1993; Luecht et al., 1996; Schnipke & Reese, 
1997; Patsula & Hambleton, 1999; Patsula, 1999). Not surprisingly, CAT was found to 
be more efficient in terms of shortening the test length with no loss in measurement or 
decision accuracy. Statistical efficiency, however, is not always the main concern in 
testing, especially in high-stakes certification and licensure testing that demand tighter 
content balancing and item exposure control to maintain test validity. To meet these 
demands that CAT may fail to meet, MST is an option with its adaptive feature, better 
control of content balance and item exposure, and possible human review of test forms 
for quality control. This test design is therefore relevant for further research. 
Regardless of the possible choice of computer-based test designs, however, the 
effectiveness of any design is not independent of a number of other important variables — 
bank size, the quality of the items in the bank, the content coverage of the items in the 
bank, the ability distribution of candidates, the placement of the passing score, exposure 
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controls, content specifications for the examination, the choice of IRT models, precision 
of the item statistics, and so on. A number of questions can then be asked about the 
implications of these variables and any interactions. For example, how would the 
classification error change if the item bank size were doubled but without changing the 
quality of test items, or, what if the average of the item discrimination power was 
increased without changing the size of the item bank? The idea here is that by adding 
items of the same quality to the bank, and if item exposure control remains at the same 
level, decision consistency and accuracy will show improvement because the bank is 
deeper, while by improving the item bank with higher quality items, the decision 
consistency and accuracy will improve also. 
1.4 Purpose of the Study 
The topic of this study was the investigation of the impact of several test design 
parameters on the psychometric properties of credentialing examinations with three 
computer-based test designs. The computer-based test designs of interest in this study 
were linear parallel form tests, multi-stage tests, and computerized adaptive tests. 
Rather than search for optimal test designs through comparative study, the goal 
of this study was to take these three typical computer-based test designs with reasonable 
specifications and consider the practical consequences of some typical variables on 
important outcome variables — decision consistency, decision accuracy, and bank 
utilization. The variables of primary interest in this study were item quality, item bank 
size, placement of passing score, and CBT designs. These variables seemed to be 
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excellent starting places for the research because their importance is obvious, and all are 
under the control of the test developer. 
A simulation study was carried out to investigate the etfects of item quality, item 
bank size, placement of passing score with three popular computer-based test designs. 
Criteria for evaluating the effects included decision consistency, decision accuracy, and 
item bank utilization. The simulation study was carried out under situations that might 
be expected to occur in the credentialing field. 
12 
CHAPTER 2 
LITERATURE REVIEW 
2.1 Introduction 
In this chapter, several computer-based test designs will be reviewed and two of 
the popular designs, CBT and MST, will be compared. It is from this review, that the 
three CBT designs were selected. Goals of this study will be restated in the last section. 
Background on credentialing exams and the importance of decision-making is addressed 
in the next section. 
2.2 Credentialing Exam and the Importance of Decision Making 
There has been an increase in the number of occupations requiring some form of 
credentialing, either certification or licensure, which in turn led to an increase in the 
amount of testing associated with the credentialing process. The word “credentialing” is 
only recognized as correct spelling in some popular work processors though it has been 
used in the measurement field since the 1970s. Credentialing includes both licensure and 
certification. Licensing is the process by which a governmental agency grants permission 
to an individual to undertake a given occupation. The most important purpose of 
licensing is to protect the public from unqualified practitioners. This goal is attained by 
setting up standards to ensure that those who are licensed have sufficient knowledge and 
skills to perform important occupational activities safely and efficiently, in addition to a 
variety of prerequisites set forth by law. The minimum level of competence required is 
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usually defined in terms of a test score on a licensing exam, and as a rule, only applicants 
who satisfy the stated prerequisites are allowed to take the exam. 
Certification is the process in which the use of a specified title is authorized to an 
individual by a governmental or nongovernmental agency or an association. The key 
purpose of certification is also to protect the public. Certification is a way to grant 
recognition to individuals who prove to have achieved some required degree of 
knowledge and skill in a given field. Unlike licensure, however, certification is not a 
must for individuals to engage in an occupation. Further, certification requirements are 
usually set at a level well above the minimum to identify a professional group with 
rigorous entry requirements (Shimberg, 1982). However, many recent certification 
exams require entry-level standards. 
In its most general form, the decision problem is one of classification (Cronbach 
& Gleser, 1957). A classifying decision is required about whether a person is above or 
below a criterion or passing score. Both licensure and certification exams are high-stake 
exams where a pass-fail decision is to be made and this decision typically will have great 
impact on candidates. Because the purpose and goals of credentialing exams are quite 
different from those in other areas of testing, the precision of decision-making is 
therefore very important and warrants special attention. The professional and 
occupational testing, for example, have also been considered as credentialing exams. 
The focus of testing for credentialing as stated previously is on the level of knowledge 
and the skills necessary to reasonably assure the public that individuals are competent to 
practice. It is an important decision to make and it raises a validity concern in 
credentialing exams. What is of ultimate concern is “the degree of agreement between 
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the pass-fail dichotomy on the examination and a competent-incompetent dichotomy in 
subsequent professional practice” (Messick, 1989). 
2.3 Test Designs 
The critical point in designing a credentialing exam is that of maximizing the 
probability of making a correct pass-fail decision, and at the same time, minimizing the 
test length (increasing the test efficiency). Testing for such decision-making was first 
introduced in the early 1960s (Glaser, 1963). Credentialing exams belong to the 
criterion-referenced test family. In contrast to norm-referenced tests that provide 
information about the relative standing of candidates on a broad outcome, a credentialing 
exam is criterion-referenced and permits the interpretation of individual scores in relation 
to a well-defined, pre-specified standard of proficiency in the relevant knowledge and 
skills (Hambleton, 1998, Hambleton & Rogers, 1986). Six computer-based test designs 
that have found application in credentialing exams will be reviewed next. Focus will be 
centered on the test model, item selection methods, and decision making. 
2.3.1 Linear Parallel Form Test 
Linear parallel form tests are linear tests drawn from the same item bank with 
strictly equivalent statistical and content specifications. An earlier example of this design 
is “domain sampling” used in CRT, where only the content coverage (domain) not the 
statistical specifications is placed on the exam. Parallel-form design is aimed at more 
reliable and secure measurement. Multiple forms of the test can be constructed 
depending on the number of items in the bank. When the item bank is of limited size, as 
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is often the case in practice, there are usually two or three parallel forms constructed that 
are strictly equivalent in content and statistical specifications, with or without overlap 
among forms. When only a very small item bank is available, or test security is not a big 
concern, or with low stakes exams, only a single form of an exam may be available. 
Being non-adaptive, more items are required in the linear parallel form design to achieve 
desired precision of measurement. This will lower the test efficiency. 
An obvious issue associated with parallel form tests is item exposure rates. 
Exposure rate will increase as the number of the parallel forms decreases and as overlap 
is allowed to meet content requirements or for the purpose of equating. The number of 
parallel forms that can be constructed depends on the bank size and the predetermined 
exposure rate. 
2.3.2 Linear On the Fly Test 
The goal of the linear on the fly test (LOFT) design is to build a unique form for 
each candidate for the sake of test security. These forms can be strictly equivalent 
parallel forms. LOFT, at least as implemented to date, requires both content and 
statistical criteria. 
LOFT is not adaptive. The items constituting the unique form for a candidate do 
not depend on this particular candidate’s ability level. For effective pass-fail decisions, 
test forms should be peaked in the region of the passing score to optimize the 
measurement, which then requires lots of items near the passing score. This is not 
always possible and even if it is, peaked forms are rare in practice today because of the 
importance of content validity considerations in exam development. 
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The form assembly procedure may be done the same way in which a traditional 
P&P test is constructed, with items selected randomly, subjected to both content and 
statistical constraints. Automated form assembly is typical of a LOFT, where items are 
selected automatically for each candidate as the test is going on, or when a large amount 
of multiple forms are to be generated in advance. In the later case, which is no longer a 
LOFT but a linear computer based test, the quality of the test forms is better assured. 
The scoring can either be the number correct count or an IRT ability score can be 
estimated based on a candidate’s responses. 
2.3.3 Computerized Mastery Testing 
Computerized mastery testing (CMT) (Lewis & Sheehan, 1990) is a sequential 
testlet-based procedure applying IRT and Basyesian decision theory to determine 
whether a candidate should pass, fail, or continue to test. The central concern in 
designing a mastery test is to maximize the probability of making a correct mastery 
decision while at the same time minimizing test length for the purpose of increasing 
efficiency. The CMT selects randomly each testlet from a bank containing testlets that 
are equivalent in terms of content coverage and likelihood of particular number-correct 
scores near the passing score (peaked) or designed to discriminate at the same ability 
value. The idea here is the same as in the special case in linear tests when forms are 
designed to peak near or close to the passing score. 
Sequential passing score thresholds for the boundaries of the status of pass, 
continue testing, and fail regions are defined. The continue region narrows as test length 
increases. If candidates gets very high or very low scores with few of the testlets 
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administered, the pass or fail decision is made, otherwise more testlets are given till a 
decision is made or until the final stage when a passing score is used for classification. 
The decision may be obtained by minimizing the posterior expected loss at each stage of 
testing using Bayesian decision theory. 
This CMT is non-adaptive in terms of item selection but adaptive in terms of the 
stopping rule. The item selection in CMT is random. At each stage during the testing a 
testlet is randomly selected from the bank and administered. A decision is then made to 
pass or fail the candidate or continue testing by selecting the option that minimizes 
posterior expected loss. The idea of the CMT is attractive but has not been used 
operationally. 
2.3.4 Computerized Adaptive Mastery Testing 
Computerized adaptive mastery testing (CAMT) proposed by Kingsbury and 
Weiss, (1979, 1983) is designed to assess whether a candidate's estimated ability level is 
above or below a passing score. At the starting point of CAMT, the candidate's ability 
level is assumed to be equal to the mastery level or passing score. Like in all adaptive 
testing, the most informative item is selected and administered. The candidate's response 
is then scored, and the achievement level re-estimated along with a Bayesian confidence 
interval. 
This procedure will continue until the passing score falls outside the confidence 
interval. A judgment is then made: if the lower limit of the confidence interval falls 
above the passing score, the candidate is declared a master, or a non-master if the upper 
limit of the confidence interval falls below the passing score. 
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2.3.5 Multi-Stage Test 
The multi-stage test (MST) originated from two-stage tests (Cronbach & Gleser, 
1957). In a two-stage test, there is only one branching step. Candidates are given a 
"routing" test. Based on the score on this test, a second test is given, which is geared to 
the candidate's ability and was called the "measurement" test by Cronbach and Gleser. 
The purpose of the two-stage test by Cronbach and Gleser was to classify candidates. It 
was a sequential approach and the second-stage test was given only to borderline 
candidates whose scores were near the passing score. 
Rather than pass or fail candidates. Lord's purpose for a two-stage test (Lord, 
1971) was to achieve more accurate ability measurement at the extreme ability levels by 
matching the second-stage test to the ability of the candidate. Obviously this second test 
would avoid the administration of either too difficult or too easy items, and an accurate 
ability estimate could be obtained with fewer items. This also avoids an undesirable or 
demoralizing effect that a test either too difficult or too easy can have on the candidate. 
Multi-stage tests moved a step further and developed a new branching decision. 
In multi-stage tests, the candidates are given a common set of items first, which is also 
called a routing test (or first stage test) that provides an initial estimate of ability. Based 
on the ability estimate, the candidate is routed to one of several second stage modules 
(or “testlets” as termed by Wainer & Kiely, 1987). Each of the modules is a fixed set of 
items with different average difficulty (for example, easy, moderate, and hard, if there are 
three modules in the stage). Each candidate can be branched based upon his/her 
performance. Further routing is to be made based on the candidate’s provisional ability 
estimate till the last stage of the multi-stage test. It is obvious that MST is adaptive at 
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each stage but the first one. The number of items in each module, and the number of 
modules in each stage may vary. 
A recent example of multi-stage testing is the National Board of Medical 
Examiners’ (NBME) computerized adaptive sequential testing (CAST), which is a multi¬ 
stage test for licensing physicians using both two- and three-stage designs. 
2.3.6 Computerized Adaptive Testing 
The notion of computerized adaptive testing (CAT) using item response theory 
(IRT) was introduced by Lord (1970). When an IRT model fits the test data. The IRT 
model is said to provide invariant item and ability parameters. This invariance property 
implies sample-free item parameters and test-free ability parameters (Hambleton, 
Swaminathan & Rogers, 1991), that is, the parameters characterizing an item do not 
depend on the ability distribution of candidates and the parameters characterizing a 
candidate do not depend on the set of test items administered. 
The property of test-free ability estimates in IRT allows for the assessment of 
candidate ability, independent of the items the candidate responds to (from the bank of 
items measuring the construct of interest). This property of IRT is especially important 
in the CAT scoring. Candidate ability estimates can therefore be compared when the 
estimates are based on different items with different levels of item difficulty. 
The property of sample-free item estimates in IRT has a key role in CAT item 
selection algorithms. On the one hand, this property makes it possible to put onto the 
same scale the items in an item bank through IRT calibration, regardless of the 
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candidates who responded to the items. On the other hand, items with the most 
information about candidate ability can be selected from this bank. 
The primary potential of CAT is to shorten the test without loss of measurement 
accuracy. When the goal is to achieve accurate ability measurement, CAT can be fully 
adaptive, items are selected to match the candidate’s provisional ability estimate and in a 
flexible length CAT, the testing continues until a pre-specified precision level is reached. 
Or, test length can be fixed that renders the CAT less adaptive in terms of the stopping 
rule. A variation is to set a minimum number of items to be administered while at the 
same time letting the test continue until a predetermined level of precision is achieved 
(Hambleton, ZaaL, & Pieters, 1991). 
When the goal becomes to insure a high level of classification accuracy and 
improve efficiency, items at each stage of the test are usually selected to maximize the 
information at the passing score. Research has shown (Spray & Reckase, 1994) that 
selecting items at the decision point, rather than matching the provisional ability estimate 
results in shorter tests. Of course, the difficulty is producing sufficient numbers of items 
that function near the passing score. 
CAT is capable of supporting various types of new assessments that allow not 
only more comprehensive assessment of the constructs measured by traditional tests, but 
enable additional constructs to be measured effectively. CAT also has the advantage of 
enhanced test security, convenient year-round testing, test pace keyed to the individual 
candidate, reduced irrelevant variance such as test frustration, quick and accurate test 
scoring and reporting, efficient administration, greater standardization, and easier test 
revision. However, CAT also has its “Achilles heel.” First, CAT requires a large item 
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bank to cover a wide range of ability and to maintain test security. Second, while test- 
free characteristics make it possible to administer different test items to different 
candidates and put them on to the same scale, with numerous possible forms of a test 
offered in a CAT, content balance is often a challenge when optimizing at the same time 
on other concerns such as minimizing decision errors and meeting exposure control 
constraints. 
2.4 Studies on Paper & PeijEil Tests. Multi-Stage Tests and Computerized Adaptive 
Tests 
Computer-based test designs have attracted considerable attention because of 
their impact on the delivery of credentialing examinations, and there have been a number 
of studies comparing P&P, CAT and MST (Kim & Plake, 1993; Luecht et al.., 1996; 
Schnipke & Reese, 1997; Patsula, 1999). 
The purpose of the simulation study conducted by Kim and Plake in 1993 was to 
investigate the measurement accuracy and efficiency of IRT-based two-stage test design 
in comparison to CAT. Four research questions were asked: 1) What is the relationship 
among ability estimates obtained from these two test designs and the underlying true 
ability; 2) The accuracy of estimates derived from these two designs; 3) The accuracy of 
ability estimates provided by different designs along the ability continuum, and 4) The 
relative efficiency of different two-stage designs in comparison to CAT. A sample of 
1,600 candidates was generated with 100 ability scores at each of 16 discrete ability 
levels ranging from -3.0 to 3.0. To further investigate how the accuracy of ability 
estimates differ under different conditions, eighteen two-stage tests were constructed 
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varying with the design factors: routing test length (10, 15, and 20), item difficulty 
distribution of the routing test (rectangular or peaked), and the number of modules in the 
second stage (6, 7, and 8) with 30 items in each module. To make direct comparison 
possible, three fixed length CATs with test lengths of 40, 45, and 50 items were 
constructed and two separate item banks of the same size (354 items) and same 
statistical model (modified one-parameter logistic IRT model with a and c parameters 
fixed) and same scoring procedure (maximum likelihood scoring procedure). 
The results of their study showed that in terms of the correlations between ability 
estimates and true abilities, though the correlations were in general slightly lower for the 
two-stage designs than those for the CAT with r ranging from .957 to .969, the patterns 
were the same. In terms of average RMSE of ability estimates, they found that the 
statistical characteristics of the routing test had a major effect. Those with longer 
routing tests that had a rectangular item difficulty distribution, in general, produced more 
accurate ability estimates. Not surprisingly, they also found that a fixed length CAT was 
superior to the two-stage tests of equivalent length both in accuracy of ability estimation 
and efficiency. They concluded, however, that the two-stage test using an odd and large 
number of modules (7) at the second stage with a t wenty item rectangular routing test 
compared favorably with a CAT design. 
Luecht, Nungester, and Hadadi (1996) conducted their research on the 
comparison of a computerized adaptive sequential test (CAST), a computerized multi¬ 
stage test with the application of both adaptive and sequential technology, and CAT, 
with real data. Their idea was to look at how MST would work under realistic testing 
conditions as a potential alternative to CAT. They supported their concerns about the 
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weakness of CAT by quoting Bock and Mislevy (1982) that CAT is fundamentally a 
heuristic process where items are selected using localized criteria, given certain 
information which is known and certain information which is inferred at various stages of 
testing. CAT is seldom if ever globally optimal even under the best of circumstances. 
The authors designed and compared five adaptive and mastery test construction 
and item selection methods that explicitly handled content balancing under somewhat 
severe constraints in the primary context of making pass-fail decisions for a credentialing 
exam. There were three computerized adaptive designs using different item selection 
algorithms: content constrained, heuristically content-balanced, and randomesque 
adaptive mastery testing with heuristic content balancing. There were two multi-stage 
test designs. One contained four stages (1,2,2,3,3,3,4,4,4,4) and was intended to 
maximize ability estimate accuracy of ability estimation over the whole ability scale. The 
other contained three stages (1,2,2,2,3,3,3,3,3) and was aimed at minimizing mastery 
decision errors. In order to facilitate the comparisons, the test length, item bank, and 
estimation procedure were all kept constant across MST and CAT. The test length was 
set at 180 items. An item bank was chosen that contained 2538 used items calibrated 
using the one-parameter model and 60 content constraints. Ability estimates based on 
20,000 candidates who had been administered the items were used and both MLE and 
EAP procedures were carried out in the study. 
Their study showed that adaptive tests do not necessarily need to be customized 
for each candidate to yield reasonable efficiencies. They found very little difference in 
pass-fail decisions among the five test designs and all the designs showed very high 
accuracy of ability estimates. The content constrained CAT was used as the baseline for 
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the comparison of the efficiency among other designs. For the other two CAT designs, 
the heuristically content balanced design worked quite well compared with the baseline 
but the randomesque adaptive mastery design proved to be the least efficient with the 
largest drop in efficiency beyond the passing score. Both MST designs were about 90% 
as efficient compared to the baseline over the middle ability range but the efficiency also 
dropped at the extremes of ability range. As anticipated, CAT designs exposed more 
items than MST designs. The authors then concluded that 
the approach (multi-stage test) is nearly as good as CAT and could be 
made statistically better by simply manipulating the target information 
functions... CAST (MST) may be a practical alternative to CAT and 
avoids relying on real-time, on-site test construction, where certain quality 
assurances and content-balancing are not necessarily controlled all that well 
for individual examinees, (p. 18) 
Regarding the intermediary position of the two-stage and multi-stage test designs 
between the P&P test and the CAT designs, Shnipke and Reese’s simulation study 
(1997) compared the precision of ability estimates derived from the two-stage and multi¬ 
stage test designs with those derived from the CAT design and P&P test design. A 
unique feature of their study was the use of testlet backed up by the argument that the 
maximum information CAT design is impractical for many large scale testing programs 
because of some nonpsychometric considerations. There were seven test designs in the 
study. The two multi-stage designs consisted of a two-stage testlet design (with a 
variation) and a four-stage testlet design. The two CAT designs both used the standard 
maximum-information selection method but one design was adaptive at the item level 
and the other at the testlet level. Counted by item, the above four designs had the same 
test length of 25 though the items might be combined where testlets were used. Two 
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P&P test designs were used, one with 25 items and the other with 51 items. A random 
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sample of a group of 50,000 candidates from a normal distribution was used to establish 
the cut-scores for the two-stage and multi-stage testlet designs. The group of25,000 
candidates used to simulate the test administration was simulated separately with ability 
levels raging from -3 to 3 at an interval of .25. These 1,000 ability scores formed a flat 
distribution so that the precision of ability estimates could be determined accurately 
across the entire ability range. Testlets for the two-stage and multi-stage designs were 
generated specifically with specified mean and standard deviation of the b parameter 
values. Lower average a s were specified for the first stage with the intention of saving 
some better items for more precise estimation at later stages. Candidates were routed 
based on their number correct scores at the first stage to the testlet at the second stage 
which produced the smallest mean measurement error (MSE). 
The results of their comparative study showed that in terms of root mean squared 
error (RMSE) and bias, the item-level CAT design outperformed all other designs, 
particularly at the extremely low and high ability levels. All testlet-based designs resulted 
in improved precision over the 25-item P&P test, and almost as much precision as the 
P&P test of double length (for ability estimates less than 1.5). The ability estimate 
accuracy of the two-stage and multi-stage designs were very similar to each other across 
the entire ability scale and performed at an acceptable level. The authors concluded that 
given the many other nonpsychometric advantages of these designs, they made viable 
options for CAT. 
A more recent simulation study on P&P, MST and CAT designs was carried out 
by Patsula (1999). The purpose of her study was to compare the accuracy of ability 
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estimates produced by P&P, MST and CAT under different conditions where the number 
of stages, the number of modules per stage, and the number of items per module varied, 
while the test length, distribution of information, method of determining cut-points on 
modules, amount of overlap between modules, and method of ability estimation were 
kept constant. Based on this purpose and research design, a comprehensive study was 
conducted. 
There were all together fourteen different test designs: one P&P test design, one 
computerized adaptive test design, and twelve MST designs. To allow for a direct 
comparison among test designs, all test designs had a fixed test length of 36 items and 
were selected from the same pre-calibrated item bank of 1256 items from the Logical 
Reasoning section of the Law School Admission Test (LSAT). The item bank was 
divided into three sub-banks of 418 items each and one was chosen at random during the 
study. There were nine content categories for the bank. The P&P test and CAT designs 
were used as the bases for evaluating the MST designs. The P&P test design had five 
parallel forms of 36 items each, which gave an exposure rate of .20. To avoid building 
the “best” form for the given item bank, information from a typical CAT with maximum 
conditional item exposure set at .20 was used to build target information functions for 
each form. For the 36-item CAT design, a 2:1 weighting was given to information and 
exposure, respectively, in the item selection procedure to avoid the administration of all 
the good items to the first candidates. In this case, a less informative but less exposed 
item could be selected other than a more informative item with an exposure rate close to 
1.0. Two parallel forms for each of the 12 MST designs were constructed. A similar 
strategy was used to specify the target information functions for each module to ensure 
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equivalence. The comprehensive MST designs varied at the form, stage, module, and 
\\ 
item level. For the full details, see Patsula (1999). 
The Patsula (1999) study showed that, as predicted, CAT produced more 
accurate ability estimates and was more efficient than any of the MST designs that, in 
turn, outperformed the P&P test design. For the MST designs, in terms of accuracy and 
relative efficiency, increasing the number of stages from two to three decreased the 
amount of errors in ability estimation with a possible decrease in efficiency. An increase 
in the number of stages increased the number of items exposed but decreased conditional 
exposure rates. Increasing the number of modules from three to five increased the 
accuracy of ability estimates as well as the efficiency at most of the ability levels (-.75 to 
2.25). In this case the number of items per stage had little effect. The author concluded 
that when judged comprehensively the three-stage test with five modules in the second 
and third stages and 6, 12, and 18 items in the first, second, and third stages, 
respectively, worked best. Despite the fact that the MST did not produce equally 
accurate ability estimates as did the CAT design nor was it as efficient as CAT, 
the MST did prove to be superior to the P&P test design and provided a solution to the 
criticisms of CAT, and could well be a viable option of CAT. 
2.5 Summary 
Credentialing examinations are widely used in our society because an increasing 
number of occupations require their practitioners or professionals to be certified or 
licensed. The primary goal of credentialing, either certification or licensure, is to protect 
the public. To decide whether a candidate should be granted a certificate or license in a 
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given occupation, a pass-fail decision on an examination is needed. There have been 
quite a few test designs used with credentialing examinations, six of them were reviewed 
in this chapter, namely, linear parallel form test, linear on the fly test, computerized 
mastery test, computerized adaptive mastery test, multi-stage test, and computerized 
adaptive test. Of these different test designs, the most popular in the credentialing field 
at the moment is the computerized adaptive test design owing to its adaptive nature and 
accuracy and efficiency. However, as reviewed in this chapter there are always concerns 
in evaluations of tests that go beyond statistical efficiency. CAT has its limitations in 
meeting some non-psychometric requirements in testing, some of which are crucial 
enough to justify researchers’ efforts to search for other designs. There have been some 
comparative studies investigating the viability of MST designs. Some major ones were 
reviewed in this chapter. The findings of these studies all positively confirmed that as a 
compromise between linear test design and CAT design, MST justifies itself as a viable 
option that is superior to the linear test design in nearly every respect, and has many of 
the advantages of CAT and overcomes the main limitations. 
The choice of test model design is of significant consequence in credentialing 
exams. The testing model an exam agency will choose plays an important role in both 
minimizing decision making error and increasing test efficiency. As reviewed in this 
chapter, a number of test designs have been developed theoretically, some have been 
used in credentialing exams, and some have been studied keenly. There is no doubt that 
these comparative studies of computer-based test designs have made substantial 
contributions to the development of computer-based credentialing examinations. 
However, of equal, if not greater, importance are the resources available to the test 
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developers: a valid item bank, to be more specific, the number of items in the bank, and 
the quality of the items. 
This study focused on credentialing examinations, but the study was focused 
differently than previous studies. First, although a comparative method was used 
involving three commonly applied test designs, linear parallel form test, multi-stage test, 
and computerized adaptive test, the emphasis was on the impact of some test design 
parameters on the psychometrical properties of credentialing examinations. Rather than 
looking for optimal test designs through sheer comparison among different test designs, 
this study considered the practical consequences of several important test design 
variables. It is important to consider these practical matters because resources are 
usually limited in practice. With limited resources, compromise will be unavoidable as to 
which test design to choose, and before any decisions can be arrived at, it is necessary to 
look at the impact of these design variables. 
Second, since the purpose of credentialing examinations is to classify, the primary 
criteria of interest in evaluating the variables of interest in the study will not be the 
accuracy of ability estimation and efficiency, but rather decision consistency and decision 
accuracy. It is the lifeline of credentialing examinations to ensure the validity through 
precise classification. To what extent can some adjustments be made but still increase 
decision accuracy? Which variable of concern will affect decision-making and by how 
much? Research studies addressing such questions are valuable in the development of 
credentialing exams. 
In summary, the topic of this study was to investigate the impact of several 
design parameters on the psychometric properties of credentialing examinations with 
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three computer-based test designs: LPFT, MST, and CAT. The test design parameters 
of interest were: (1) item bank size, (2) item quality, (3) placement of passing score, and 
(4) the test model design. 
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CHAPTER 3 
METHODOLOGY 
3.1 Introduction 
In this chapter, the methodology for the study is described. The purpose of this 
study was to investigate the impact of several test design variables on the reliability and 
validity (that is, decision consistency and decision accuracy) of pass-fail decisions on 
credentialing examinations and the utilization of item banks. Three different test designs, 
linear parallel form test, multi-stage test, and computerized adaptive test, were 
considered in the study. 
Test variables held constant in the study were (1) number of content constraints 
on an exam, (2) ability estimation algorithm, (3) ability distribution, and (4) test length 
(with the exception of a variable length CAT). The test variables studied via simulation 
were (1) item bank size, (2) item quality, (3) CBT design, and (4) passing score. Item 
difficulty was manipulated as part of the simulation study but only with the LPFT design 
to investigate the impact of a less optimal item bank on decision-making. 
3.2 Item Bank and Candidate Population 
Item banks and candidate population were simulated in the study exemplifying 
situations in a realistic credentialing exam. Both the item bank and candidate population 
statistics will be presented next. 
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3.2.1 Item Bank 
The item bank was simulated to reflect the general characteristics of an existing 
credentialing examination. The original bank size was set to 240 items, representing a 
limited resource when only a limited number of items can be produced. True item 
parameters, a (slope), b (difficulty), and c (guessing), were randomly drawn from log 
normal (LN) (0.8,0.25), normal (N) (0.0, 1.5), and uniform (U) (0.0, 0.35) distributions, 
respectively, to simulate multiple-choice items with various degrees of discrimination, 
difficulty, and guessing. No correlations were built in among the item parameters 
because no such relationships were found in the real item data that were analyzed. Item 
content attributes were also based on the content contributes of the same credentialing 
examination. Items were randomly assigned to five content categories. Each test 
consisted of equal numbers of items from each content category. 
3.2.2 Candidate Population 
A sample of 3,000 candidates was drawn from a normal distribution and used in 
each simulation. This sample size was large enough to minimize sampling errors in the 
statistics of interest and avoid confounding sampling errors with the interpretations of 
real differences. A normal distribution of scores is not uncommon in practice. 
Table 3.1 provides the descriptive statistics for the candidate samples and the 
true item parameters for the bank. Figure 3.1 shows the information function for the 
original 240-item bank, and the double-sized bank and two improved banks that will be 
described later. 
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Table 3.1 
Candidate and Item Parameter Statistics 
Variable Mean S.D. Min. Max. 
Ability Parameters (N = 3,000) 
Item Parameters (n = 240) 
0.00 0.96 -3.00 3.00 
b 0.17 1.16 -2.38 2.47 
a 0.81 0.24 0.40 1.53 
c 0.18 0.10 0.00 0.35 
3.3 Test Designs 
Three computer-based test designs, linear parallel form test, multi-stage test, and 
computerized adaptive test, were used in the study. Each will be described in the 
following sections. 
3.3.1 Linear Parallel Form Test Design 
Five non-overlap linear parallel forms were assembled. As these five forms were 
used randomly during the test administration, an item exposure rate of .20 was obtained. 
To avoid using up the most informative items in the item bank in a single test form, a 
technique of average maximum information was used (Luecht, 1999) in form assembly, 
which will be described in section 3.6. All forms were assembled to meet the same 
content specifications. 
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3.3.2 Multi-Stage Test Design 
There were two MST designs that differed in the number of modules at the 
second stage (2 or 3). A design with three modules in the second stage is shown in 
Figure 3.2. 
There are three pathways, easy, moderate, and hard, for this two-stage design. 
They consist of module A+B, module A+C, and module A+D, and targeted at three mid 
points (-1.04, 0.0, and 1.01) at the ability range that was divided into three regions with 
equal number of candidates in each region, respectively. 
Figure 3.2 A 35-Item two-stage test with three subtests at the second stage 
MST tests were assembled in a similar way as those of LPFT, with target test 
information functions specified for each module in each test design. Instead of selecting 
the most informative module at the candidate’s previous ability estimate, a candidate was 
to be routed to one of the available second stage modules (easy, moderate, or hard) 
based on his/her first stage ability estimate. Cut-off scores were set that resulted in 
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about one-third of the candidates being assigned to each of the second-stage tests. The 
assembly procedure for this design will be described in detail in section 3.6. 
3.3.3 Computerized Adaptive Test Design 
Computerized adaptive tests with fixed test length of 35 items were selected for 
each candidate. The maximum information selection procedure was used as specified by 
the three-parameter IRT model. To allow for the direct comparison across different test 
designs, the same item bank was used and the same content and exposure control 
constraints were specified for use in the CAT item selection algorithm. 
For credentialing exams, although item selection strategies focused on 
maximizing test information at the passing score have been shown to be effective under 
limited exposure control (Spray & Reckase, 1996), it was hypothesized that maximizing 
A 
test information at 6 would lead to a better spread of exposure among all items and 
result in a better compromise between classification accuracy and test security. Hence, 
A 
candidate 6 was estimated after each item administration and used in the selection of the 
A 
next item to administer. Given prior information on the candidate distribution, /(<9), 6 
was computed using expected a-posteriori (EAP) estimation. 
Unlike in the case of LPFT and MST where content constraints and exposure 
rates were predetermined, these two factors were given special attention in a CAT 
design. In the software Computer-Based Testing Simulations (Robin, 2000), content 
constraints were obtained by specifying lower and upper values for each content 
category and by restricting item availability for selection to items that belonged to the 
content category that was the most needed at each stage of the test administration. 
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Equal penalty weights were given to each content category, ensuring equal importance 
to all content categories. 
Item exposure constraints were realized in a similar fashion by setting upper 
limits on observed conditional item exposures, computed from previous test 
administrations. At the end of each test administration and for each conditional ability 
examinee group, observed conditional item exposures were updated including only the 
last n tests belonging to the conditional group of interest by comparing between 
observed exposures, computed from past administrations, and specified exposure limits. 
Overexposed items were then made unavailable for selection for the next test 
administration (Revuelta & Ponsoda, 1998; Robin, 1999). 
3.4 Description of Variables 
In this section, a number of important variables in the study are described. Some 
variables were held constant while others were varied in the simulation study. 
3.4.1 Item Bank Size 
Modest item bank sizes remain a problem because good items are not easy to 
come by due to technical or financial reasons. Also, the rapid development of the 
knowledge or technology an examination is concerned with creates the demand for a 
constant flow of new items. With more good items, two options are available— 
increasing test information without increasing test length, or maintaining test information 
and lowering the level of item exposure because more forms can be constructed with the 
additional test items. 
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In this study, this design variable, item bank size, was manipulated with two 
\\ 
values: 240 items in the original item bank and 480 items for a double-sized bank that 
was an exemplification of a much more ideal resource of items. In practice, with 
techniques such as item cloning and item generation algorithms, it is not unreasonable to 
think that the size of an item bank could be doubled. 
3.4.2 Item Quality 
Lack of item quality is another serious problem with which credentialing 
examiners are concerned. It is hard to get enough items. It is even harder to get good 
items. Measures have been taken in training item writers or resorting to other techniques 
such as “item cloning. '’ Bank management strategies were also suggested, such as the 
stratification of the items in a bank according to their discriminating power so as to 
ensure a more proportional use of the items in the bank, good ones or not (Chang & 
Ying, 1999). Again, since high quality items are not easy to come by, it is good to know 
how and to what degree the item quality impacts the accuracy in decision-making. In 
this study, the following question was addressed: ‘"what would happen to the 
psychometric quality of credentialing exams if the average ^-parameter of the items in 
the bank was increased (or decreased) by .25 (or .50)?” 
In the study, the average ^-parameter in the item bank was controlled at three 
levels: an average of 0.81 (the original bank), an average of 1.06 (the improved item 
bank I), and 1.31 (the improved item bank II). The improved item bank I and item bank 
II had the average a-parameter increased by .25 and .50 of that of the original item bank, 
respectively. An average ^-parameter of 1.2 is sometimes seen in credentialing exams. 
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To look at how a poorer quality item bank might function in decision-making, the 
average ^-parameter of the items in the original bank was lowered by .25, which was 
considered to represent a bank of marginal quality. This portion of the study, however, 
was carried out with LPFT design only. 
3.4.3 Passing Score 
The impact of the passing score on decision consistency and decision accuracy 
will depend, in part, on its positioning in relation to the candidate distribution of ability. 
In this study, the passing score was positioned to effect a passing rate of 50%, 70%, and 
85%. A passing rate of 50% is the most difficult situation for accurate decision-making 
because the candidate distribution of ability would be centered at the passing score 
(assuming a normal distribution of ability). A much higher passing rate (70% or more) is 
common in credentialing exams. The impact of the location of the passing score on 
decision consistency and decision accuracy was then investigated. 
3.4.4 Item Difficulty 
The original item bank (and variations obtained by revising the average a- values) 
were all targeted to the population of interest. It is not unusual, however, that an item 
bank is “off-target.” This might occur if the bank contained large numbers of very easy 
or very difficult test items. It is therefore worthwhile to simulate this less optimal 
situation where items in the bank are not targeted to the ability distribution and study the 
impact. Less optimal item banks was generated for this purpose with the difficulties of 
all items in the original bank shifted by —1.0, 1.0, and then by 2.0, a substantially more 
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difficult item bank for the population of interest. This investigation was also carried out 
with only the LPFT design. 
3.4.5 Ability Estimation Algorithm 
The ability estimation and examinee scoring were handled using expected a 
posteriori (EAP) estimation. To avoid estimation bias, a relatively weak normal prior 
was set, with the mean equal to the mean of the candidate population and the standard 
deviation twice that of the candidate population. The ability scale was set for the 
candidate population to be distributed with mean 0.0 and standard deviation 1.0. 
In CAT, initial ability estimates used in selecting the first test item were set by 
random draws from an ability interval ranging from one standard deviation below the 
target population mean to the target population mean so as to start each test with 
moderately easy items and at the same time to allow for early item selections based on 
more items. 
3.4.6 Test Length 
The test length of 35 items was set exclusively for LPFT, MST, and CAT 
designs. This allowed the effects of test adaptation to be studied while controlling for 
the length of the test. 
With a test length of 35 items, five LPFT parallel forms would use 175 items. 
That is, 73% of the bank. For a two-stage, (1,20,5), (3,15,2) or (1,20,5), (2,15,3), MST 
design, 190 items are used. That is 79% of the bank. 
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For CAT, typically, a test length of 35 was used, which is also the test length 
used in the CAT in the Graduate Record Examination (GRE) at Educational Testing 
Service (ETS) and somewhat longer than many of the CAT tests in the IT industry. In a 
small number of the test runs, to investigate the efficiency of CAT over other designs, a 
variable test length CAT was also simulated. 
3.4.7 Exposure Rate 
Instead of looking at which test situation may yield the lowest exposure rate, the 
exposure rate was held constant in the study to a desired value of 0.20 (or as close to .20 
as possible) while the bank usage was investigated under this same exposure level. 
3.4.8 Summary 
To summarize, with four basic CBT designs (1-LPFT, 2-MST, and 1-CAT), two 
levels of bank size, three levels of item quality, and three levels of passing score, there 
were 72 combinations of the four variables to study. Many of the 72 combination levels 
were replicated five times. Preliminary findings, in some instances, suggested that not all 
of the 72 combinations were worthy of detailed study under all test design conditions 
and so they were not studied, while other studies specific to certain test design were 
supplemented, such as variable length CAT and optimal MST with testlets. Some other 
studies, like poorer item bank and less optimal item banks with difficulty parameters 
shifted, for example, were not repeated with all three basic CBT designs. 
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3.5 Computer Programs 
The 3PL version of CASTISEL (Luecht, 1999) was used for building linear 
parallel test forms and multi-stage test forms. CASTISEL worked with a calibrated item 
bank. The user could specify the total test length, the number of stages, the number of 
modules per stage, and the number of items per module in building a test that met the 
required test information targets specified by the user. The forms were chosen 
simultaneously, however, the item selections were sequential. The basic algorithm was: 
a) Selecting form for current item selection; b) Choosing primary content for ’’drill 
down”; c) Using normalized weighted absolute deviation (NWADH) to select items; d) 
Assigning item to form and update all counts/test form functions; e) Updating target(s) 
(Luecht, 2000). Content balancing was supported at the test level and then partitioned 
to optimally allocate content constraints to the stage level, that is, to the modules. In 
this study, both the MST forms and five parallel LPFT forms were assembled using 
CASTISEL. 
The CBTS (Robin, 2000) was used for the simulations procedure. A 
unidimensional 3PL model was used in the program. Within this framework, the 
adaptive item selection strategy was based on maximizing test information at the current 
ability estimate (Lord, 1980). This maximum test information item selection algorithm 
was modified in multi-stage test situation for a more proper control of the routing 
procedure. The expected a posterior (EAP) estimation was used for ability estimation. 
Simple content specifications were satisfied by imposing constraints on item selection 
(Stocking & Swanson, 1993). Exposure specifications were monitored by imposing 
additional constraints on the item selection through the use of the modified stochastic 
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conditional exposure control procedure (Robin, 2000). Classification decisions (pass or 
fail) were made at the end of each test administration by comparing candidate ability 
estimates to the passing score. 
3.6 LPFT and MST Test Assembly 
The parallel test forms in LPFT and modules in MST were assembled using 
CASTISEL. To avoid using up the most informative items in the item bank in a single 
test form, the target information functions (TIFs) were based on the average maximum 
test information (AMI), a technique introduced by Luecht (Luecht, 1992, 2000; Luecht 
& Hirsch, 1992). The target test information functions used to assemble the parallel 
forms in LPFT and modules in MST were determined based directly on information 
needed for the test and information available in the bank: 
1. Determining for the three pathways the ability locations where the maximum 
information was to be targeted, 6j, where j e {E,M,H}, and E = -1.04, M = 0.0, 
and H = 1.01 in this study, refer to easy, moderate, and hard modules, 
correspondingly. 
2. For each of the items in the item bank, computing the information function curve 
at one of the three targeted ability locations of desired maximum information 
with a pre-specified ability range (-3 to 3 for example) and sorting the item bank 
in descending order by the information at this location. 
3. Determining how many items are needed (test length x number of parallel forms, 
35 x 5, for instance). Selecting these 175 items, summing up the information and 
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averaging the total by five. This gave one TIF that could be supported by the 
item bank. 
4. Repeating the sorting (by corresponding target location), chopping, summing up 
and averaging and getting TIFj, where j e {E,M,H} . 
For LPFT, only one TIF was needed, which was the TIFM targeting the mid-point 
on the ability scale, or other desired location. This particular TIF was then used as the 
targeted test information function for generating parallel forms. 
For MST, TIFs needed to be further determined for modules in each stage. For 
an MST design with three primary pathways as shown in Figure 3.2, the strategy for 
determining the TIFs was as follows: 
1. Dividing T1FM by the number of stages. This was the information function 
TIFm(i) for Stage 1 (Module A) and retaining TIFM for the moderate pathway. 
2. Repeating, with replacement, the AMI procedures for the easy and hard 
locations, Oe and Oh , but the test length was reduced by the size of the Stage 1 
module (Module A). This gave two more test information functions, TIF’E and 
TIF’h. 
3. Adding the information function for Stage 1, TIFM(i), to both TIF’E and TIF’h. 
This produced the full-length TIFE and TIFh. 
4. When the number of the pathways was even, such as in the second MST design 
II where there were two modules in the second stage, TIFmo) was defined 
separately using the AMI method. With the items used to determine TIFmo > 
filtered out, the other two TIFs, for example, TIF’E and TIF’h were determined in 
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the same way using the remaining items in the bank. Then TIFM(d was added to 
both TIF’e and TIF’Hto obtain the full-length TIFE and TIFH. 
3.7 Evaluation Criteria 
Decision accuracy, decision consistency, and bank utilization were used to assess 
the quality of the results obtained from each condition. These three criteria are described 
next. 
3.7.1 Decision Accuracy and Decision Consistency 
Each candidate has a true mastery state which is obtained by comparing the 
candidate’s ability to the passing score: If 6 > passing score, the candidate is classified 
as a true passer; if 6 < passing score, the candidate is classified as a true failer. Based on 
A 
the administration of the test design, an estimate of 6, 0 , is obtained. This, too, is used 
to assign candidates to mastery states. Decision accuracy is the proportion of decisions 
resulting from the test design that are in agreement with the true states of candidates. 
Since decision accuracy is an indicator of whether a decision made reflects the truth, it 
can be seen in its essence as a measure of validity. 
Decision consistency, on the other hand, is a reliability issue concerning the 
consistency of decisions made over repeated parallel administrations. The consistency 
refers to the consistency of decisions resulting from two parallel forms of a test or two 
administrations of the same test. When the results of both tests classify an examinee as a 
passer or as a failer, the decisions for that examinee are consistent. Hambleton and 
Novick (1973) suggested a measure of the proportion of candidates who are consistently 
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classified on the two administrations (PQ). Later, Swaminathan, Hambleton, and Algina 
(1974) suggested the use of the kappa agreement statistic (Cohen, 1960) that would take 
into account the chance agreement in decision consistency (Pc). When two forms are 
strictly parallel, kappa has a maximum value of 1.0. Both indices were reported for 
evaluation purposes. 
Figure 3.3 and 3.4 highlight the decision situation regarding decision accuracy 
and decision consistency. 
3.7.2 Bank Utilization 
Item security and item bank utilization are two important issues in computer- 
based testing designs. Over-exposed items may cause validity problems while under¬ 
used items may mean poor cost efficiency. To assess the bank usage, some basic 
descriptive statistics were used in this study. First, the observed item exposure level was 
monitored by tracking the proportion of candidates who were administered each item. 
Descriptive statistics of the item exposure levels were also reported on the average peer- 
to-peer overlap - percentage of items in common between two candidates’ tests, and the 
average test-retest overlap - percentage of items in common between two testing 
occasions for the same candidate. 
Chang and Ying (1999) proposed a scaled chi-squared statistic to measure the 
overall efficiency of item bank usage: 
(3.1) 
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where n is the item bank size, L is the test length, and ert represents the observed 
exposure rate for the ith item. L/n is the expected exposure rate for items when all items 
appear equally frequently in candidate exams, the average item exposure rate. According 
to Chang and Ying, the most desirable exposure rate distribution is uniform for the best 
utilization of the item bank. The smaller the x2, the better the utilization of the bank. 
Values close to zero indicate an equal use of all the items such as in the case of a purely 
random item selection, and large values, up to a value of n(\-L/n), indicate a poor 
bank usage when the same set of items are selected repeatedly. 
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CHAPTER 4 
RESULTS AND DISCUSSION 
4.1 Introduction 
Simulation studies were carried out according to the research designs outlined in 
Chapter 3. The results of the simulation study are presented in this chapter. The impact 
of several design variables - the quality of the item bank, the size of the item bank, 
different CBT model designs, and different placements of the passing score - on the 
important outcome variables - decision accuracy, decision consistency, and bank usage, 
is reported next. 
Brief discussions follow the presentation of results in each section. In section 
4.2 through section 4.4, the impact of the discriminating power of items in the bank, 
bank size, and different placement of the passing score on linear parallel form tests 
(4.2), computerized-adaptive tests (4.3), and multi-stage tests (4.4) are displayed, 
respectively. 
Results of other simulation studies specifically done with different CBT models 
are also presented: A less than optimal item bank was tried with the LPFT design; 
variable length tests with different stopping rules were tried with CAT; and optimal 
testlet design was carried out with the MST design. The results of item bank utilization 
across three CBT designs are presented in section 4.5. 
4.2 Impact of Several Testing Variables on Linear Parallel Form Tests 
In this section, the impact of several testing variables on decision accuracy and 
decision consistency was studied with linear parallel form tests. Firstly, the impact of 
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the quality of the items in the bank was investigated using item banks of different 
average ^-parameters. Apart from the original item bank with an average item 
discrimination index of .81, one poorer item bank with an average ^-parameter of .56, 
two improved item banks with average a-parameters of 1.06 and 1.31, respectively, 
were generated. Secondly, an item bank was generated where items in it were shifted 
away from the mean ability level of the candidate population so that the impact of a less 
optimal item bank could be studied. Three different shifted item banks were simulated. 
Thirdly, the size of the original item bank was doubled in order to see how bank size 
might affect decision accuracy and consistency. All three investigations were crossed 
with a study of the impact of the placement of the passing score. Three passing scores 
were placed on the ability scale at 0.0, -0.5, and -1.0, representing (approximately) 
passing rates of 50%, 70%, and 85%, respectively. 
4.2.1 Impact of the Level of Discriminating Power on Linear Parallel Form Tests 
The impact of the item quality, that is the average ^-parameter in the item bank, 
on decision accuracy and decision consistency was investigated with the linear parallel 
form test model and the results are reported in this section. First, five strictly parallel 
forms with 35 test items each were assembled from the original item bank. Target 
information functions aimed at for the parallel forms were based on the average 
maximum test information (AMI) to avoid using up the most informative items in the 
item bank in a single test form. Test information functions for the five parallel forms 
are shown in Figure 4.1. Each of these five parallel forms was administered through 
simulation to 3000 candidates whose true mastery status was known, and the decision 
accuracy and decision consistency indices were then computed. 
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To look into the effect of increasing the average discriminating power of the 
items in the bank, an improved item bank was generated increasing the average a- 
parameter of the items in the original item bank by a value of .25. Five parallel forms 
were again assembled based on the improved item bank, with target information 
functions re-defined using the same AMI method to ensure equal information for each 
test form and at the same time avoid selecting the most informative items into one form. 
Figure 4.2 presents the test information functions for these five new parallel forms. 
These five parallel forms were administered to the same 3000 candidates and again, 
decision consistency and decision accuracy computed. The same simulation was 
repeated based on a further improved item bank, for which the average ^-parameter was 
increased by a value of .50. Figure 4.3 shows the test information functions for five 
LPFT forms from this further improved item bank. Table 4.1 presents the decision 
accuracy and decision consistency indices for the test forms based on the original item 
bank and test forms based on the improved item banks. 
The results in Table 4.1 show sizeable gains in decision consistency, kappa, and 
decision accuracy due to increasing item quality. For example, about 15 of every 100 
candidates would show an inconsistency in decision classification with tests built from 
the original bank. That number would drop to 11 if the improved bank-II were 
available. There is also very high agreement in the findings across parallel forms. 
In testing practice, in order to improve the quality of items in an item bank, a 
number of options are available. But, high quality test items are by no means easy to 
obtain. However, a few item-cloning techniques are being developed and are very 
promising in increasing the quality as well as the size of the item bank. The simplest 
methods may be those that change the better items superficially so as to disguise items 
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Table 4.1 
Decision Accuracy and Decision Consistency 
_(LPFT, All Item Bank and Passing Score Conditions) 
Original Bank Improved Bank-I Improved Bank-II Double-Sized Bank 
Form DC k DA DC k DA DC k DA DC k DA 
Passing Score = 0.0 
1 0.849 0.698 
o
 
ON
 
OO
 
•
 
o
 0.879 0.739 0.908 0.890 0.781 0.920 0.869 0.739 0.912 
2 0.843 0.685 0.886 0.865 0.750 0.914 0.892 0.783 0.928 0.863 0.727 0.900 
3 0.839 0.679 0.890 0.874 0.749 0.906 0.895 0.789 0.927 0.877 0.735 0.909 
4 0.849 0.698 0.887 0.867 0.733 0.904 0.892 0.783 0.916 0.865 0.730 0.910 
5 0.850 0.699 0.891 0.870 0.741 0.917 0.895 0.789 0.927 0.866 0.731 0.904 
Mean 0.846 0.692 0.889 0.869 0.742 0.909 0.893 0.785 0.924 0.868 0.732 0.907 
Passing Score = -0.5 
1 0.865 0.684 0.906 0.879 0.722 0.916 0.889 0.741 0.928 0.874 0.709 0.918 
2 0.861 0.677 0.901 0.877 0.715 0.919 0.890 0.742 0.924 0.876 0.710 0.909 
3 0.867 0.689 0.906 0.882 0.725 0.922 0.895 0.757 0.932 0.869 0.698 0.901 
4 0.874 0.706 0.911 0.888 0.739 0.917 0.901 0.768 0.927 0.878 0.717 0.903 
5 0.854 0.662 0.891 0.882 0.729 0.919 0.899 0.768 0.928 0.870 0.702 0.909 
Mean 0.864 0.684 0.903 0.882 0.726 0.919 0.895 0.755 0.928 0.873 0.707 0.908 
Passing Score = -1.0 
1 0.894 0.626 0.929 0.897 0.641 0.931 0.912 0.688 0.938 0.906 0.673 0.934 
2 0.890 0.622 0.928 0.896 0.637 0.931 0.910 0.689 0.938 0.904 0.668 0.923 
3 0.905 0.669 0.924 0.900 0.649 0.925 0.919 0.718 0.938 0.899 0.654 0.928 
4 0.884 0.599 0.927 0.904 0.659 0.932 0.896 0.641 0.925 0.899 0.653 0.926 
5 0.888 0.605 0.918 0.910 0.692 0.933 0.919 0.720 0.939 0.894 0.626 0.928 
Mean 0.892 0.624 0.925 0.901 0.656 0.930 0.911 0.691 0.936 0.900 0.655 0.928 
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that are memorable without substantial changes in the basic structure of the item. Some 
more theoretically based item generation methods were proposed by Embretson (in 
press) and Bejar (1983). Improve item writing training, the selection of better item 
writers, and improved field-testing methods are other ways that item banks might be 
improved. 
4.2.2 Impact of A Relatively Poor Item Bank 
The earlier results all looked quite good, the original item bank, with an average 
^-parameter of .81, yielded satisfactory results while as expected the other two 
improved item banks produced better classification accuracy and consistency. The goal 
of this section is to report some results when the item bank is of marginal quality. For 
this purpose, a poorer item bank was generated by lowering the average ^-parameter to 
a value of .56 (.25 lower than that of the original item bank). Figure 4.4 shows the 
information function of this item bank of marginal quality. 
Table 4.2 presents, respectively, the classification results of five parallel forms 
drawn from this item bank of marginal quality with a passing score of 0.0. The results 
are not bad, but the level of decision consistency is about as low as could be tolerated 
for a credentialing exam. Almost certainly either the test would need to be lengthened, 
or better items would be required. 
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Table 4.2 
Decision Accuracy and Decision Consistency 
(LPFT, Poorer Item Bank, a = .56) 
Passing Score = 0.0 Passing Score = -0.5 Passing Score = -1.0 
Form DC k DA DC k DA DC k DA 
1 0.797 
2 0.804 
3 0.810 
4 0.817 
5 0.812 
Mean 0.808 
0.595 0.855 
0.609 0.857 
0.620 0.862 
0.633 0.865 
0.625 0.870 
0.616 0.862 
0.814 0.509 
0.829 0.607 
0.835 0.615 
0.832 0.615 
0.828 0.608 
0.828 0.591 
0.867 0.867 
0.874 0.866 
0.880 0.885 
0.881 0.857 
0.880 0.868 
0.876 0.869 
0.544 0.910 
0.555 0.913 
0.608 0.912 
0.523 0.909 
0.550 0.910 
0.556 0.911 
4.2.3 Impact of the Item Bank Size on Linear Parallel Form Tests 
Bank size is another factor worthy of investigation because of its potential 
impact on the quality of credentialing exams. The size of the original item bank in the 
study was doubled. Doubling the number of items in the bank will not change the 
average discriminating power. That means that even if there were twice as many items 
in the item bank, the targeted information for each parallel form could not be increased 
very much. The total test information of the bank, however, is doubled. With the same 
amount of target information for the parallel test forms, twice the original number of 
LPFT forms can then be assembled. This will consequently increase test security by 
cutting half the level of item exposure. For example, the double-sized item bank could 
support ten LPFT forms, which when administered randomly, will reduce the exposure 
rate of each item to 10% (from the original level of 20%). 
Figure 4.5 shows the test information functions for five LPFT forms based on 
the double-sized item bank. It can be seen that a little higher information functions for 
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the five parallel forms were achieved than those forms assembled from the original item 
bank because there were more items to choose from. The decision consistency and 
decision accuracy of the five LPFT forms from the double-sized bank are also given in 
Table 4.1. Increases in decision consistency, kappa, and decision accuracy were 
obtained compared to the results obtained with the original bank. At the same time, 
these increases were obtained at the cost of not using a large portion of the item bank 
(about 64%). 
4.2.4 Placement of Passing Score 
In the previous simulations, the passing score was set to a passing rate of 50%, 
which, given a normal distribution of ability, corresponds to a passing score at the mean 
of the distribution. In order to investigate the effects of the location of the passing score 
on the decision accuracy and decision consistency, the passing rate was reset to 70%, 
which corresponds approximately to a passing score of -0.50 on the ability scale, and 
85%, a passing score of -1.0 on the ability scale. Simulated test administrations were 
repeated using the same LPFT forms assembled from the poorer item bank, the original 
item bank, two improved item banks, and the double-sized item bank to illustrate the 
effects of item quality on the decision consistency and decision accuracy of the test. 
What was expected was a decrease in classification error as the passing score moving 
away from the mean and/or the quality of the items in the bank improved. Table 4.1 
presents the decision accuracy and decision consistency of five LPFT forms (with a 
passing score of 0.0, -0.5 and -1.0) from the original item bank, two improved item 
banks, and double-sized item bank, respectively. The decision accuracy and decision 
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consistency of five LPFT forms (with a passing score of 0.0, -0.5 and -1.0) from the 
poorer item bank is presented in Table 4.2. 
All of the expected results were observed. Decision consistency, kappa, and 
decision accuracy are increased (1) by improving the quality of the item bank, doubling 
the size of an item bank (without lowering exposure levels), and/or (2) when the 
number of candidates near the passing score is lower. Since the passing score is set 
independently of the test score distribution, one implication of the well-known finding 
reported here is that better/longer tests will be needed when the pass rate approaches 
50%. 
4.2.5 Use of A Less Than Optimal Item Bank 
In the previous situation, no matter which item bank was used, the items in the 
bank were centered at about the center of the ability distribution, an optimal situation 
when items are targeted to the population being measured (see Figure 3.1, for example). 
In reality, however, the chance that an item bank is “off-target” is quite possible since 
items are written to match the content domain for the test, not any statistical 
specifications. It is also important to have a look at the impact of the testing variables 
of interest under this less optimal situation. In this section, the average ^-parameter of 
the original item bank was first shifted by values of -1.0 and 1.0, resulting in two less 
optimal item banks one standard deviation off the targeted candidate population. The 
average ^-parameter of the original item bank then was further shifted to the right by 
2.0, resulting in a non-optimal and generally too difficult item bank for the targeted 
candidate population. Figure 4.6 shows the test information functions of 
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these three non-optimal item banks, and test information functions of five parallel test 
forms generated from item bank with average 6-parameter shifted by 2.0. 
Table 4.3 presents the classification accuracy and consistency of linear parallel 
form tests using those three shifted banks with passing score set to 0.0. 
Table 4.3 
Decision Accuracy and Decision Consistency 
(LPFT, Shifted Bank, Passing Score = 0.0) 
Original Bank Improved Bank-I Improved Bank-II Double-Sized Bank 
Form DC k DA DC k DA DC k DA DC k DA 
b’s shifted bv -1.0 
1 0.847 0.695 0.893 0.875 0.749 0.911 0.891 0.781 0.918 0.861 0.723 0.897 
2 0.854 0.709 0.883 0.879 0.759 0.911 0.887 0.775 0.923 0.865 0.731 0.909 
3 0.837 0.673 0.881 0.880 0.759 0.917 0.883 0.765 0.912 0.868 0.737 0.901 
4 0.853 0.706 0.891 0.868 0.735 0.905 0.886 0.771 0.926 0.868 0.735 0.904 
5 0.850 0.699 0.900 0.864 0.727 0.911 0.877 0.753 0.913 0.854 0.707 0.899 
Mean 0.849 0.696 0.890 0.873 0.751 0.911 0.885 0.769 0.918 0.863 0.726 0.902 
b’s shifted bv 1.0 
1 0.846 0.533 0.895 0.846 0.691 0.893 0.863 0.726 0.896 0.836 0.672 0.885 
2 0.820 0.492 0.856 0.848 0.696 0.889 0.849 0.698 0.895 0.829 0.657 0.869 
3 0.845 0.547 0.863 0.833 0.666 0.875 0.872 0.744 0.903 0.839 0.678 0.882 
4 0.806 0.441 0.859 0.843 0.686 0.886 0.850 0.699 0.883 0.840 0.680 0.890 
5 0.850 0.519 0.895 0.851 0.702 0.888 0.859 0.718 0.894 0.833 0.666 0.879 
Mean 0.833 0.500 0.874 0.844 0.688 0.886 0.859 0.717 0.894 0.835 0.671 0.881 
b’s shifted bv 2.0 
1 0.738 0.360 0.785 0.770 0.527 0.797 0.784 0.543 0.790 0.751 0.481 0.788 
2 0.687 0.279 0.742 0.767 0.519 0.817 0.767 0.493 0.767 0.763 0.513 0.799 
3 0.708 0.301 0.770 0.754 0.477 0.768 0.771 0.509 0.791 0.763 0.513 0.799 
4 0.716 0.300 0.769 0.760 0.489 0.791 0.747 0.460 0.763 0.753 0.492 0.795 
5 0.765 0.397 0.809 0.769 0.521 0.802 0.767 0.505 0.777 0.748 0.485 0.811 
Mean 0.723 0.327 0.775 0.764 0.507 0.795 0.767 0.502 0.778 0.756 0.497 0.798 
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4.2.6 Summary 
Several simulation studies were conducted to investigate the impacts of (a) 
levels of item discriminating power, i.e. the statistical quality of items in the item bank, 
(b) item bank size, (c) placement of the passing score, and (d) use of a less optimal item 
bank on the linear parallel form tests. 
The original item bank, a poorer item bank, and two improved item banks were 
generated to study the impact of item quality on decision accuracy and decision 
consistency. Results showed that item quality in the bank had a significant impact on 
decision accuracy and decision consistency. By increasing the average item 
discrimination from .81 to 1.06 then to 1.31, the average decision accuracy was 
improved from .889 to .909 then to .924, respectively. More significant improvement 
was observed in decision consistency with increases of average decision consistency 
index from .846 to .869 then to .893, and Kappa index from .692 to .742 then to .785, 
respectively (See Table 4.1). The decrease of the average item discrimination power, 
on the contrary, greatly deteriorated the decision accuracy and decision consistency 
(See Table 4.2). 
By comparing the decision accuracy and decision consistency results where a 
double-sized item bank was used with the decision consistency and accuracy statistics 
from the original item bank in Table 4.1, the impact of item bank size was revealed. 
More items of the same quality (average item discriminating power) did improve the 
maximum test information functions for the five parallel forms. The improvement was 
not as great as might have been expected. More items of the same quality, however, 
will substantially decrease the item exposure rate with more parallel forms becoming 
possible. 
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The placement of the passing score resulted in some interesting decision 
\\ - 
statistics (See also Table 4.1). Under all conditions, as passing score was placed further 
away from the center of the ability distribution with passing rates going up, the decision 
accuracy increased. The decision consistency statistic also increased. 
Three less optimal item banks were used in the investigation, too, each shifted 
from the original bank by -1.0, 1.0, and 2.0, respectively. Decision statistics showed 
that the decision accuracy and consistency were affected but still were at tolerable 
levels as less optimal item banks were simulated. The least optimal item bank, 
however, produced obviously unsatisfactory decision statistics (See Table 4.3). 
4.3 Impact of Several Testing Variables on CATs 
The same simulation studies were carried out using the computerized adaptive 
test design. The investigation of the impact of testing variables such as item 
discriminating power and bank size, crossed with the study of the impact of the 
placement of the passing score, are presented in this section. Simulations were also run 
on the CAT design allowing variable test lengths. 
4.3.1 Impact of the Level of Item Discriminating Power on CATs 
The original item bank and two improved item banks were used in the CAT 
simulations. The computerized adaptive tests with a fixed length of 35 items, were 
administered to the same 3000 candidates. Table 4.4 presents the decision consistency 
and decision accuracy results using the original item bank and two improved item banks 
with passing scores of 0.0, -0.50, and -1.00. The same trends in the results as observed 
with LPFTs were found. 
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Table 4.4 
Decision Accuracy and Decision Consistency 
(CAT-F, Fixed length. Passing Score = 0.0, -0.5, -1.0) 
Passing Original Bank Improved Bank-I Improved Bank-II Double-Sized Bank 
Score DC k DA DC DA DC k DA DC k DA 
0.0 0.847 0.694 0.895 0.883 0.765 0.918 0.908 0.817 0.925 0.882 0.763 0.920 
-0.5 0.884 0.727 0.912 0.893 0.754 0.929 0.913 0.797 0.937 0.908 0.786 0.933 
-1.0 0.915 0.692 0.936 0.924 0.727 0.947 0.931 0.743 0.953 0.924 0.717 0.948 
4.3.2 Impact of the Level of Bank Size on CATs 
Table 4.4 also shows the results of decision consistency and decision accuracy 
with a CAT using a double-sized item bank with passing scores of 0.0, -0.5, and -1.00. 
All the results observed were expected with one exception: The CAT results were only 
a bit better than those obtained with the LPFT design. It would seem that the extra 
measurement precision achieved for many candidates had little impact on decision 
consistency and decision accuracy. 
4.3.3 Computerized Adaptive Testing: Variations on Stopping Criteria 
To provide the basis for a comparison of different CBT designs, the test length 
of the CAT was set fixed in the previous simulations. To further investigate the impact 
of the testing variables of interest, variable length CAT designs were simulated and the 
results are reported in this section. Table 4.5 presents the decision accuracy and 
decision consistency results with three different passing scores when the test length of 
variable length CATs were set to a range of 20 ~ 30 and the stopping rule was set to a 
level of measurement precision equal to .10. It is very encouraging to see that with a 
much shorter test, even the original item bank produced nearly the same levels of 
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decision consistency and accuracy. The average test length of CAT administered was 
22.92, 22.39, 22.05, and 22.61 using the original item bank, two improved item bank 
and double-sized item bank, respectively, with a passing score of 0.0. 
Table 4.5 also presents the decision making results with three different passing 
scores when the test length were reset to a range of 12 to about 25. The average test 
length for CAT using four item banks was 15.82, 15.19, 14.80, and 15.37 items, 
respectively, with a passing score of 0.0 and an expected classification error rate of less 
than 10%. 
Table 4.5 
Decision Accuracy and Decision Consistency 
(CAT, Variable length. Passing Score = 0.0, -0.5, -1.0, Stopping Rule = .10) 
Passing Original Bank Improved Bank-I Improved Bank-II Double-Sized Bank 
Score DC k DA DC k DA DC k DA DC k DA 
Test length = 20-30 (VP 
0.0 0.864 0.727 0.903 0.892 0.784 0.922 0.900 0.800 0.923 0.870 0.739 0.906 
-0.5 0.865 0.686 0.910 0.901 0.767 0.918 0.907 0.781 0.936 0.893 0.748 0.923 
-1.0 0.906 0.657 0.932 0.921 0.706 0.949 0.937 0.764 0.953 0.914 0.688 0.943 
Test length = 12~25 (V2) 
0.0 0.843 0.685 0.895 0.888 0.775 0.915 0.900 0.799 0.931 0.871 0.743 0.913 
-0.5 0.857 0.667 0.904 0.880 0.721 0.917 0.906 0.781 0.932 0.879 0.718 0.915 
-1.0 0.905 0.656 0.927 0.926 0.729 0.952 0.933 0.752 0.959 0.919 0.704 0.942 
The decision accuracy and decision consistency results with three different 
passing scores when the test length of variable length CAT was set to a range of 20 to 
about 30 and stopping rule was set to .30 are presented in Table 4.6. The average test 
length of CAT administered was 20.94, 20.69 20.65, and 20.72 using the original item 
bank, two improved item banks, and the double-sized item bank, respectively. 
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Table 4.6 also presents the decision accuracy and decision consistency results 
with three different passing scores when test length was set to a range of 12 to about 25 
and the stopping rule was set to .30. The average test length of CAT administered was 
12.89,12.67, 12.64, and 12.83 using the original item bank, two improved item bank 
and double-sized item bank, respectively. 
Table 4.6 
Decision Accuracy and Decision Consistency 
(CAT, Variable length. Passing Score = 0.0, -0.50, -1.00, Stopping Rule = .30) 
Passing 
Score 
Original Bank 
DC k DA 
Imnroved Bank-I 
DC k DA 
Improved Bank-II 
DC k DA 
Double-Sized Bank 
DC k DA 
Test length = 20~30 (V3) 
0.0 0.852 0.705 0.892 0.879 0.758 0.910 0.895 0.789 0.921 0.878 0.757 0.913 
-0.5 0.859 0.671 0.904 0.888 0.739 0.923 0.903 0.774 0.926 0.883 0.726 0.927 
-1.0 0.903 0.652 0.930 0.912 0.678 0.944 0.927 0.733 0.948 0.992 0.718 0.947 
Test length = 12~25 fV4) 
0.0 0.843 0.685 0.888 0.875 0.750 0.915 0.885 0.771 0.920 0.849 0.698 0.898 
-0.5 0.859 0.671 0.897 0.883 0.727 0.915 0.896 0.757 0.924 0.869 0.691 0.905 
-1.0 0.895 0.619 0.927 0.912 0.678 0.941 0.920 0.696 0.952 0.913 0.678 0.938 
4.3.4 Summary 
Some of the simulations using linear parallel form tests were compared to the 
computerized adaptive test design to investigate the impacts of (a) levels of item 
discriminating power, (b) item bank size, and (c) placement of passing score. Another 
investigation unique to CAT design, variable length CAT with different stopping rules, 
was also carried out. 
Decision statistics were slightly higher for fixed length CATs than for LPFT 
designs. The size of the difference, however, was smaller than expected. 
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Variations on CAT lengths and stopping rules were simulated in order to 
demonstrate the advantages of adaptive tests. Test lengths of 20 to 30 and 12 to 25 
items were experimented with, achieving standard errors of .10 and .30. The average 
length of each simulated CAT administration was observed. With much shorter tests, 
the same, if not better than in the fixed length case, decision accuracy and decision 
consistency were achieved in both variable length cases when average test lengths were 
smaller than 23 and 16, respectively, with stopping role set to .10. When the stopping 
rule was set to .30, a higher criterion and therefore less precision, much shorter average 
test lengths were needed, shorter than 21 and 13 in each case. Both decision accuracy 
and decision consistency tended to go down, though not drastically. 
With the same precision, or a bit lower but still tolerable precision as was shown 
in cases where stopping rule was set to .30, the important implication of variable length 
CAT was obvious - exposure of items were lower because the best items didn’t need to 
be used so often, and in general fewer items needed to be used. 
4.4 Impact of Several Testing Variables on Multi-Stage Tests 
With the linear parallel form tests and computerized adaptive tests leading to 
similar results, it did not seem necessary to repeat the same number of simulations with 
the MST design with all of the item banks and test conditions which had been the 
original intention. However, to maintain the experiment design, the same simulation 
studies that had been conducted under LPFT and CAT conditions were repeated. At the 
same time, several new investigations were added to explore some characteristics 
specific to the MST design. 
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First, two multi-stage designs were investigated using four item banks with 
passing scores set at different locations along the ability scale. Each MST had two 
stages, with variations at the second stage, to look at the impact of the same testing 
variables studied with LPFT and the CAT design. Second, one optimal MST design 
was experimented with in which decision accuracy and decision consistency were 
monitored with the use of approximately parallel modules functioning near the passing 
score. 
4.4.1 Impact of Testing Variables on Two Multi-Stage Test Designs 
MST simulations were first run with original item bank. The first multi-stage 
test simulated was a two-stage design with three modules at stage two. These three 
modules were of different difficulty level (easy, medium, and hard) targeted at the 
middle-points of three ability levels: ability less than -.50, between -.50 and .50, and 
greater than .50, respectively. To keep item exposure rates below .20, five parallel 
forms were assembled for the routing stage module (.20 exposure rate) and two parallel 
forms for the three modules in stage two (.17 exposure rate). 
The second multi-stage test design also had two stages but there were only two 
modules at the second stage, targeting at the middle-points of two ability levels: ability 
less and greater than 0.0, respectively. Five parallel forms were used for the routing 
stage module and three parallel forms were used for the two modules in stage two. The 
exposure rate was kept about the same as in the first MST design. Figure 4.7 shows the 
target information functions for three pathways (Easy, Medium, and Hard) and the 
target information functions for the four modules (A, B, C, and D). Figure 4.8 gives the 
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test information functions for all eleven modules that constitute five parallel forms for 
stage one and two parallel forms for stage two. 
The target information functions for the second MST design with two pathways 
(Easy and Hard) and the target information fiinctions for three modules (A, B, and C) 
are shown in Figure 4.9. Figure 4.10 gives the test information functions for all eleven 
modules that constitute five parallel forms for stage one and three parallel forms for 
stage two. The same simulations were also carried out with two improved item banks 
and double-sized item bank. The pathways and the target information functions and the 
test information functions for the modules are presented in Figure 4.11 through Figure 
4.22, respectively. 
The same ability estimation algorithm was used in the MST simulations as had 
been used in the previous runs. The decision consistency and decision accuracy results 
of the two MST designs using four item banks, with passing scores of 0.0, -0.50, and 
Table 4.7 
Decision Accuracy and Decision Consistency 
(MST-I, MST-II, Passing Score = 0.0, -0.5, -1.0) 
Passing Original Bank Improved Bank-I Improved Bank-II Double-Sized Bank 
Score DC k DA DC k DA DC k DA DC k DA 
MST-I 
0.0 0.845 0.691 0.894 0.883 0.767 0.913 0.886 0.773 0.924 0.875 0.749 0.914 
-0.5 0.871 0.696 0.905 0.886 0.732 0.925 0.903 0.771 0.931 0.887 0.736 0.923 
-1.0 0.906 0.658 0.941 0.920 0.708 0.945 0.928 0.731 0.955 0.922 0.722 0.943 
MST-II 
0.0 0.845 0.689 0.886 0.878 0.756 0.914 0.878 0.757 0.923 0.860 0.720 0.910 
-0.5 0.870 0.696 0.914 0.888 0.737 0.925 0.911 0.790 0.936 0.889 0.739 0.921 
-1.0 0.908 0.669 0.942 0.922 0.716 0.945 0.919 0.699 0.952 0.910 0.672 0.939 
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-1.0, respectively, are presented Table 4.7. These results are as good as results obtained 
with other test designs. 
4.4.2 Optimal MST Designs with Testlets 
An optimal MST design was tried and results presented in this section. 
Assuming that there were enough items in the item bank, an ideal strategy for accurate 
classification using an MST design would be to target each module at the point where 
the passing score is located. To experiment with this design, a four-stage MST was 
assembled out of the double-sized item bank (to ensure as many parallel forms as 
possible). At each stage there was only one module that was targeted to the passing 
score (0.0). Decision accuracy and decision consistency were reported at each stage 
and the results compared. 
The module at stage one had 20 items. The other three modules at stage two, 
three, and four were 15 items in length, respectively. To control the exposure rate, there 
were five parallel forms for stage one and two, respectively, and four parallel forms for 
stages three and four, respectively. The reason for fewer parallel forms at stages three 
and four was due to the current item bank size. It can be seen from Figure 4.11 that 
even when fewer parallel forms were requested, the last three forms were not parallel 
with the others. The results of decision accuracy and decision consistency obtained 
from the classification results after each stage are presented in Table 4.8. 
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Table 4.8 
Decision Accuracy and Decision Consistency 
(Optimal MST, Passing Score = 0.0) 
Number Double-sized Bank 
Of Stages DC k DA 
Stage-1 0.802 0.604 0.851 
Stage-2 0.849 0.693 0.893 
Stage-3 0.882 0.764 0.913 
Stage-4 0.899 0.797 0.925 
4.4.3 Summary 
Although the very similar results from linear parallel form tests and 
computerized adaptive tests had made the multi-stage tests results pretty much 
predictable, to continue with the original research design, two multi-stage designs were 
simulated with passing scores set to different locations along the ability scale using the 
same item bank conditions to investigate the impact of (a) levels of item discriminating 
power, (b) item bank size, and (c) the placement of passing score. Also, an optimal 
MST design was simulated with modules at each stage targeted at the passing score and 
near where the candidate abilities were centered. 
The original item bank, and two improved item banks were used to study the 
impact of item quality on decision accuracy and decision consistency. Results indicated 
that item quality in the bank had a substantial impact on decision accuracy and decision 
consistency. Consider the case of the first MST design (MST-I) with a passing score of 
0.0 for instance: by increasing the average item discrimination from .81 to 1.06, and 
then to 1.31, the average decision accuracy was improved from .894 to .913, and then to 
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.918, respectively. More significant improvement was seen with decision consistency 
with an increase from .845 to .883, and then to .886, and Kappa index increased from 
.691 to .767, and then to .773, respectively (See Table 4.7). 
Comparing the decision accuracy and decision consistency results where a 
double-sized item bank was used with the decision statistics from the original item bank 
also given in Table 4.7, the impact of item bank size could be seen. More items of the 
same quality (average item discriminating power) doubled the maximum test 
information functions available. When the average discriminating power remained the 
same, the improvement on decision-making was limited as was shown in both LPFT 
and CAT situations. The exposure rate, however, was greatly reduced as more parallel 
forms could be constructed with more items of the same quality. 
The placement of the passing score results displayed similar patterns with the 
subsequent changes in decision statistics (See Table 4.7) as were seen in LPFT and 
CAT cases. Three different locations of the passing score were studied. Under all bank 
conditions, as passing score was placed further away from the center of the ability 
distribution with passing rates going up, the decision accuracy increased. The decision 
consistency statistic also increased. Kappa indexes, however, decreased. This was 
expected because chance level agreement increased considerably as the passing rate was 
increased. 
The second MST design (MST-II) produced very comparable results (refer to 
Table 4.7) with the first MST design in terms of the impacts of item quality in the bank 
and bank size. Table 4.8 presents the decision accuracy and decision consistency 
results with the optimal MST design. Decision accuracy, decision consistency, and 
93 
Kappa index improved as the number of stages increased. Less improvement was seen 
after stage 3. 
4.5 Item Bank Utilization 
Item exposure control, though an important topic in CBT design and operations, 
was not the focus of this study. However, as an evaluation criterion for CBT designs, 
item exposure rate was observed in all the simulation runs for the evaluation of bank 
utilization. 
Table 4.9 gives the distribution of item exposure rates and Chi-square indices on 
item bank usage for different CBT designs investigated in the previous sections. All 
results were based on simulations when the passing score was set to 0.0. The results 
show the similarity of item exposure levels across designs except with the double-sized 
bank. In this condition, relatively fewer items were used and hence the higher degree of 
unevenness of item exposure. In practice, these less than desirable results could easily 
be corrected. 
Table 4.10 gives the average peer-to-peer test overlap rates and average 
conditional test-retest overlap rates for different CBT designs. Peer-to-peer overlap 
refers to the number of items in common between any two tests, and test-retest overlap 
refers to any two tests given to the same candidate. Results presented were under all 
item bank conditions with the passing score set to 0.0. Except for the findings with the 
MST designs, the results across designs are quite comparable. 
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Table 4.9 
Exposure Rate Frequency Distribution and Chi-Squared Index 
(Passing Score = 0.0) 
Design Mean S.D. Max. Min. X2 
Original Bank , 
LPFT 0.15 0.09 0.21 0.00 13.02 
CAT 0.15 0.07 0.29 0.00 3.78 
MST-I 0.15 0.08 0.21 0.00 9.67 
MST-II 0.15 0.08 0.21 0.00 9.62 
Improved Bank I 
LPFT 0.15 0.09 0.21 0.00 13.02 
CAT 0.15 0.06 0.29 0.00 6.08 
MST-I 0.15 0.08 0.22 0.00 9.69 
MST-II 0.15 0.08 0.22 0.00 9.67 
Improved Bank II 
LPFT 0.15 0.09 0.21 0.00 13.02 
CAT 0.15 0.06 0.29 0.00 5.66 
MST-I 0.15 0.08 0.20 0.00 9.64 
MST-II 0.15 0.08 0.20 0.00 9.60 
Double-Sized Bank 
LPFT 0.07 0.07 0.21 0.00 61.04 
CAT 0.07 0.07 0.31 0.00 30.40 
MST-I 0.07 0.09 0.20 0.00 54.29 
MST-II 0.07 0.09 0.20 0.00 54.20 
4.6 Summary 
Following the research design described in Chapter 3, with four basic CBT 
i 
designs: 1-LPFT, 2-MST, and 1-CAT, two levels of bank size, three levels of item 
quality, and three levels of passing score, there were 72 combinations of the four 
variables to study. Preliminary findings, in some instances, suggested that not all of the 
72 combinations were worthy of detailed study under all test design conditions and so 
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Table 4.10 
Test Overlap Rate 
(LPFT, CAT, MST-I, II, Original Bank, Passing Score = 0.0) 
Peer-to-Peer Conditional Test-Retest Overlap 
Design Overlap -1,64 -0.89 -0.48 -0.15 0.15 0,48 0.89 1.64 
Original Bank 
LPFT 0.20 0.20 0.20 
CAT 0.18 0.26 0.25 
MST-I 0.19 0.32 0.27 
MST-II 0.19 0.26 0.26 
Improved Bank I 
LPFT 0.20 0.20 0.20 
CAT 0.17 0.26 0.24 
MST-I 0.19 0.32 0.27 
MST-II 0.19 0.26 0.26 
Improved Bank II 
LPFT 0.20 0.20 0.20 
CAT 0.17 0.26 0.24 
MST-I 0.19 0.32 0.28 
MST-II 0.19 0.26 0.26 
Double-Sized Bank 
LPFT 0.20 0.20 0.20 
CAT 0.14 0.26 0.23 
MST-I 0.19 0.32 0.28 
MST-II 0.19 0.26 0.26 
0.20 0.20 0.20 0.20 0.20 0.20 
0.25 0.24 0.24 0.24 0.24 0.26 
0.22 0.25 0.25 0.22 0.27 0.32 
0.23 0.19 0.19 0.23 0.26 0.26 
0.20 0.20 0.20 0.20 0.20 0.20 
0.23 0.24 0.24 0.24 0.24 0.26 
0.22 0.25 0.26 0.22 0.28 0.33 
0.24 0.20 0.19 0.24 0.26 0.26 
0.20 0.20 0.20 0.20 0.20 0.20 
0.23 0.24 0.24 0.23 0.23 0.26 
0.22 0.26 0.27 0.22 0.28 0.33 
0.25 0.20 0.20 0.25 0.26 0.26 
0.20 0.20 0.20 0.20 0.20 0.20 
0.23 0.24 0.24 0.23 0.23 0.26 
0.22 0.26 0.26 0.22 0.28 0.33 
0.24 0.20 0.19 0.23 0.26 0.26 
they were not studied, while other studies specific to certain test designs were added, 
such as variable length CAT and an optimal MST design with testlets. Some other 
studies, like the use of a poorer item bank and less optimal item banks with difficulty 
parameters shifted, for example, were not repeated with all three basic CBT designs. 
For the convenience of comparison, the decision accuracy and decision 
consistency results based on three basic CBT designs (with variations), two levels of 
item bank size, four levels of item quality, and three locations of the passing score are 
96 
summarized in Table 4.11. 
in Chapter 5. 
The findings and implications for practice will be discussed 
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CHAPTER 5 
CONCLUSIONS 
5.1 Overview of the Study 
Credentialing examinations are finding wide applications in our society because 
an increasing number of occupations require that their practitioners or professionals be 
certified or licensed. The primary goal of credentialing is to protect the public by 
judging whether a candidate should be granted a certificate or license in a given 
profession. A pass-fail decision on an examination is essential. With the escalating of 
computer technology and development of item response theory, a number of computer- 
based test designs, from the simplest linear computer-based test design to the most 
sophisticated computer adaptive testing design, have been proposed and used in 
credentialing examinations. While there are many computer-based test designs to 
choose from, these designs have their pros and cons that are impacted upon by 
conditions present for each credentialing exam. Decisions have to be made regarding 
practical consequences of testing variables such as item bank size, the quality of items 
in the bank, test length, the ability distribution of candidates, the placement of the 
passing score, and the item exposure control level, on decision consistency, decision 
accuracy, and the efficiency in utilizing available resources. 
This study was intended to investigate the impact of several test design 
parameters on the psychometric properties of credentialing examinations with three 
computer-based test designs. The computer-based test designs of interest in this study 
were linear parallel form tests, multi-stage tests, and computerized adaptive tests. 
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Rather than search for optimal test designs through comparative study, the goal 
of this study was to take these three typical computer-based test designs with reasonable 
specifications and consider the practical consequences of some typical variables on 
three important criterion variables: decision consistency, decision accuracy, and bank 
utilization. The variables of primary interest in this study were item quality, item bank 
size, and placement of the passing score. The importance of these variables is obvious 
and they are all under the control of the test developer. 
The computer-based test designs explored in this study were linear parallel form 
tests, multi-stage tests, and computerized adaptive tests. Realistic credentialing 
situations were simulated to the extent possible to increase the generalizability of the 
findings. The test variables that were held constant in the study included (1) number of 
content constraints on an exam, (2) ability estimation algorithm, (3) ability distribution, 
and (4) test length (with the exception of a flexible length CAT). 
Some simulations were also performed in relation to particular CBT models. 
Item difficulty was manipulated as part of the simulation study with the LPFT design to 
investigate the impact of a less optimal item bank on decision-making; variable length 
tests with different stopping rules were simulated for the purpose of further 
investigating the impact of testing variables on CAT and exemplifying the advantage of 
computerized adaptive test design; and an optimal testlet design was applied to 
determine its psychometric advantage over more typical MSTs. 
The main findings from the study are as follows: (1) decision accuracy and 
decision consistency showed considerable gains with improvement in item quality; (2) 
doubling the bank size helps significantly in lowering the item exposure rate but did not 
boost the decision accuracy and decision consistency level by a practically significant 
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amount; (3) the placement of the passing score has an expected impact on decision 
accuracy and decision consistency; (4) the target information function plays an 
important role in classification accuracy; (5) all three CBT designs produced very 
comparable and satisfactory decision accuracy and decision consistency results, though 
CAT performed better, especially in the case of a variable length CAT; and (6) in terms 
of item bank utilization, CAT outperforms MST, and MST outperforms LPFT. All 
significant findings and their possible implications for credentialing examination 
practice are presented and discussed in the next section. 
5.2 Main Findings and Implications for Practice 
Simulation studies were carried out under situations that might be expected to 
occur in the credentialing field to investigate the effects of item quality, item bank size, 
and placement of the passing score with three popular computer- based test designs on 
decision consistency, decision accuracy, and item bank utilization. Results of the 
studies and their possible implications on the credentialing exam practice are presented 
and discussed next. 
It is obvious that item quality plays a vital role in ensuring accurate and reliable 
classifications. To look at the impact of item quality on decision accuracy and decision 
consistency, under different test design situations, an item bank with an average a- 
parameter of .81 was generated that was targeted to the candidate population of interest. 
Two improved item banks were then generated with average ^-parameters increased to 
1.06 and 1.31, respectively. These three item banks of different quality were used under 
all simulation conditions. The decision accuracy and decision consistency results from 
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three basic CBT designs (and other variations) using item banks of three discriminating 
levels were summarized in Table 4.11. 
With the LPFT design, the decision consistency, Kappa, and decision accuracy 
all showed sizable gains due to improvements in item quality. The gains are both 
statistically and practically significant (See Table 4.11, passing score = 0.0). The same 
results were observed with both the CAT and MST designs. There was about a 5% 
improvement in consistency in classification when moving from the original item bank 
to the improved bank-II. 
A poor item bank was generated where the average ^-parameter was reduced to 
.56, This poor item bank was only used with the LPFT design. The resulting decision 
accuracy and decision consistency indexes dropped noticeably when the average a 
value was dropped (see Table 4.2). As the results showed, though still not too bad, the 
decision consistency levels were at the low end of the acceptable range for a 
credentialing exam. 
A larger item bank is always something that is desirable. To look at the impact 
of item bank size on decision accuracy and decision consistency, an item bank twice as 
large as the original item bank was generated and used in all simulation studies under 
different CBT designs. The classification indexes of different CBT designs using a 
double-sized item bank are summarized in Table 4.11. 
The simulation results using the LPFT design showed that doubling the number 
of items in the bank, either item exposure levels can be lowered, and the test forms 
improved, or the number of test forms can be increased and the exposure control level 
held constant. The test developer has the choice. With more items of the same quality 
available, test information for each parallel form can be improved. This improvement 
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in the forms, however, seems less desirable because large numbers of items will go 
unused. With a double-sized item bank, increases in decision consistency, kappa, and 
decision accuracy were obtained compared to the results obtained with the original 
bank. Unfortunately, these increases were gained at the cost of not using a large portion 
of the item bank (about 64% for LPFT and 60% for MST). This less efficient use of a 
larger item bank was also shown by the item bank usage indexes presented in Table 
4.9. 
An obvious advantage of increasing the size of an item bank (say, doubled), 
however, is that as the total test information of the bank is doubled, twice the original 
number of parallel forms can be assembled with the same amount of target information 
for the test forms. This will reduce to half their original levels the item exposure rate 
and enhance test validity. This advantage was also exemplified under the MST design 
where parallel forms for modules at each stage kept item exposure rate to the desired 
level. The results of the CAT simulation studies also showed that, increasing the size of 
the item bank the decision accuracy and decision consistency improves, but only to a 
very limited level. Larger item banks did result in lower item exposure rates, 
particularly with CAT, and larger item banks resulted in lower test overlap. For test 
developers, a more realistic approach would be to make better utilization of the item 
bank available rather than to seek a larger item bank with associated costs of 
development. 
Another finding is the impact of the passing score and the item bank on decision 
consistency, kappa, and decision accuracy. To investigate the effects of the location of 
the passing score on the decision accuracy and decision consistency, the passing rate 
was set to 50%, 70%, and 85%, which corresponds, approximately, to a passing score of 
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0.0, -0.50, srid -1.0 on the ability scale. Simulations were repeated using item banks of 
different levels of discriminating power and different CBT designs to exemplify the 
effects of the placement of the passing score on the quality of the test. What was 
expected was a decrease in classification error as the passing score was moved away 
from the mean and/or the quality of the items in the bank improves (See Table 4.11). 
All of the expected results were observed, but they remind us that when the passing rate 
approaches 50%, better/longer tests will be needed to maintain reasonable levels of 
decision consistency and decision accuracy. 
The simulation studies with less optimal item banks produced noticeably poorer 
results. This is obvious when the item bank is, for example, far too difficult for 
candidates. It is important then, though not easy to do, to have more items that are 
targeted at the population of interest. Otherwise, as this study showed, no matter how 
good the quality of the items may be, they are of less value in test development when 
they are not targeted at the passing score or the distribution of candidate ability. 
Three basic computer-based test designs were investigated through simulations 
controlling the variations of several important testing variables. Under realistic 
conditions, all three CBT designs proved to produce very comparable and satisfactory 
decision accuracy and decision consistency results. Decision consistency, kappa, and 
decision accuracy were increased (1) by improving the quality of the item bank, (2) 
doubling the size of an item bank (without lowering exposure levels), and/or (3) when 
the number of candidates near the passing score was lower. When decision consistency 
and decision accuracy are the criteria, and they are surely the main ones with 
credentialing exams, the findings look good and that is because the errors for many of 
the candidates are not large enough to influence the validity of the pass-fail decisions. 
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After all, for about a third of the candidates, those that are more than one SD from the 
mean, almost any test of any quality will place them in the correct pass-fail category 
even though measurement errors may be large. Although it is not very encouraging to 
notice that CAT design did not outperform the LPFT design by more than it did, the 
CAT design did reflect its efficiency. With far fewer items, CAT could produce better 
if not much better classification precision. This advantage was highlighted by the 
simulation studies using the variable length CAT design. 
Item bank utilization was evaluated using a Chi-square index proposed by 
Chang and Ying (1996). The Chi-square indexes in Table 4.9 show that with all item 
bank conditions, CAT displayed a relatively better item bank usage than MST, and both 
CAT and MST performed much better than LPFT in terms of item bank utilization. 
Owing to its frilly adaptive nature, the computerized adaptive test design appeared to be 
able to take advantage of both the item exposure control algorithm and the improvement 
of the quality and number of items in the item bank to lower the average peer-to-peer 
overlap and test-retest overlap. The other two designs, which are pretty much fixed 
with their pre-assembled forms or modules, showed less benefit. 
5.3 Suggestions for Future Research 
This study produced some interesting results and can provide test developers in 
the credentialing field with ideas about the likely impact of several test design variables 
on decision accuracy and decision consistency. Efforts were made in this simulation 
study to replicate real credentialing exam situations, but questions remain about the 
generalizability of the findings to real testing practices. 
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In this study, the investigation of some testing variables was carried out on three 
basic computer-based designs to have a general view of the impact of some important 
variables on classification. Limited by the scope of the study, only criteria about 
classification consistency and accuracy, rather than criteria on ability estimation 
precision, were used to evaluate the impact of those testing variables. Item exposure 
rate was observed but its level was fixed rather than manipulated to investigate the 
possible impact on decision accuracy and decision consistency. Future research is 
needed to explore the choice and implementation of optimal computer-based test 
designs by looking at the performance of different CBT designs. Other important test 
variables, such as item exposure level, violation of the unidimensionality assumption, 
model-data misfit, and possible use of polytomously scored items that are finding 
increasing application in testing, are also imperative for investigation. 
Another very important direction of study based on the findings of this study is 
the development of methods to expand item banks. Results of this study provided 
evidence that both the quality and the number of the item in an item bank will determine 
the reliability and validity of a test for which this item bank is designed. The 
discriminating power of the item plays a very important role in ensuring high accuracy 
and consistency of pass-fail decisions, whereas a larger item bank will improve the test 
security by lowering the item exposure level. Apart from better training of item writers 
and more use of cloning, for optimizing the item bank, there is also the need to study 
how to write items to particular statistical specifications. If we could learn more about 
what makes items difficult or discriminating, we could produce better quality items and 
items better targeted statistically to enhance the utility of an item bank. The result 
would surely be more reliable and valid credentialing examinations. 
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