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Abstract: The process of manufacturing pultruded FRP (Fiber Reinforced Polymers) profiles 
involves unavoidable imperfections that affect their structural performances. This is is even more 
relevant for the stability of axially loaded slender elements, due to the importance of imperfections 
and notches to initiate the buckling phenomenon. Thus, they become a predominant factor for the 
design of lightweight FRP beam-like structures. A Bayesian approach is proposed to estimate the 
presence and location of manufacturing imperfections in pultruded GFRPs (Glass Fiber Reinforced 
Polymers) profiles. Specifically, the Treed Gaussian Process (TGP) procedure is applied. This 
approach combines regression Gaussian Processes (GP) and Bayesian-based Recursive Partitioning. 
The experimental and numerical modal shapes of wide flange pultruded profile were investigated. 
The experimental data were compared with the numerical results of several Finite Element Models 
(FEM) characterised by different crack sizes.  
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The favourable strength-density ratio of FRP (Fiber Reinforced Polymer) material places this 
technology among the innovative solution in the civil engineering field. In particular, the pultruded 
FRP thin-walled profiles offer several applications for lightweight structures [1].    
The structural performances of this technology are affected by the local and global buckling 
phenomena typical of thin-walled profiles. These negative aspects are emphasised by the 
orthotropic behaviour of FRP pultruded material, which originates from the manufacturing 
pultrusion process [2, 3].  Another important aspect is that the manufacturing imperfections are 
sensible to the uncontrolled longitudinal distribution of fibres into profile shape during the 
production process. 
For all these reasons, the assessment of  manufacturing imperfections and of their effects is an 
unavoidable step for the performance characterisation of pultruded material. Generally, the 
unpredicted defects can affect the integrity and the stability of structures: for instance, they can 
trigger local failure induced by fiber buckling and resin breakage due to the non-uniform 
distribution of stresses on cross-section shape. 
However, even if the formation of initial imperfections cannot be avoided in the manufacturing 
process, taking into account the effect of these imperfections still allows the designer to have an 
optimised design approach to reduce their deleterious effects in serviceability conditions [4]. 
The deviation from the idealised geometric and mechanical configuration, due to manufacturing-
process imperfection, triggers and increments the discrepancy between the analytical prediction and 
experimental results above all for the buckling phenomena. Tuning with this topic, many researches 
have been carried out on composite cylindrical shell affected by geometric imperfections [5-7]. 
Recently, the buckling phenomenon for composite cylindrical shell has been analysed considering 
both geometric imperfections and embedded delamination imperfections to define the lower-
bound buckling loads [8]. The so-called stochastic method has been also proposed to assess the 
imperfection sensitive of composite cylinders [9]. The work of Boscato and Ientile [10] aims at 
defining the effects of geometrical and mechanical imperfection on buckling phenomena through 
the application of Vibration-Based Non-Destructive Testing (NDT) on pultruded GFRP columns. 
Similarly to this latter research, experimental modal analysis has been used in this paper to 
characterise the pultruded GFRP profile assuming that the mechanical, geometric and physical 
anomalies may affect the modal parameters.  
NDT damage identification procedures present several advantages with respect to other testing 




testing and X-ray methods, are very common approach; however, thay are slow to perform 
throughout large elements. Vibrational-based techniques allow overcoming these limits with a 
global approach. These last methods are based on changes in mechanical and physical 
characteristics involving the variation of dynamic parameters (frequencies, mode shapes and 
damping ratios). In particular, the vibration-based damage identification can be carried out by 
methods based on frequency, mode shape, curvature mode shape and methods using both frequency 
and mode shape [12-14]. Vibration-based methods are particularly suitable for slender mono-
dimensional structures with small cracks and/or imperfections. Natural frequency-based techniques 
are commonly used for damage detection and localisation  [15]. However, the frequency shifts can 
be compromitted by environmental and noise conditions and it is not well-suited for multi-damage 
identification. In fact, the problem of estimating the crack properties (severity and position) from 
the changes in their natural frequencies may become ill-posed [16] and thus not reliable. On the 
other hand, mode shape-based methods are more apt for damage localisation, thanks to their higher 
spatial resolution. The environmental effects are negligible whereas the noise contaminations and 
the number of sensors are significative. The effectiveness of mode shape-based approaches has been 
validated, for instance, in the framework of Extreme Function Theory [17] and from video-acquired 
data [18]. 
Nevertheless, some limitations still affect these methods, such as the relatively low sensitivity to 
damage and the interpretability of the results, which requires an expert user. Hence, a principled and 
automated damage-localisation algorithm would help in reducing the possibility of human error; the 
TGP routine is proposed in this sense. Importantly, deriving twice the eigenvectors can be useful to 
better highlight the damage- or imperfection-induced discontinuities, but at the cost of increasing 
the unrelated effects of measurement noise, further reducing the interpretability of the results. Thus, 
on a case-by-case basis, it may be more or less convenient to consider the modal curvatures rather 
than the ‘raw’ mode shapes. Both approaches has been tested here. 
The TGP algorithm has been already successfully applied in signal processing for SHM purposes, 
noteworthy on response surface models [19] and on the time-domain, proving its usefulness 
especially for heteroskedastic data (i.e., with time-varying statistical properties) [20; 21]. The 
algorithm has been recently applied on 1-dimensional beam elements for damage detection by 
numerical analysis [22].  
The potential of the TGP method for the assessment of manufacturing imperfections is investigated 
here. A wide flange GFRP pultruded profile that showed anomalies in flexural modal shapes has 




on experimental data; promising results were achieved. The rest of this paper is organised as follow. 
Section 2 provides an overview of the TGP and of its intended use in the context of this research. 
Section 3 describes the experimental investigation of the case study and the FE models used for the 
preliminary analysis. Section 4 reports the results for both the numerical and the experimental cases. 
The paper ends with the Conclusions. 
2.  OVERVIEW ON  TREED GAUSSIAN PROCESSES FOR THE IDENTIFICATION 
OF ANOMALIES. 
 
2.1 Gaussian Process (GP) Regression 
Gaussian Process (GP) Regression is nowadays a fairly established Machine Learning (ML) 
approach for surrogate modelling in the context of Structural Health Monitoring (SHM). Firstly 
envisioned by Rasmussen and Williams [23], the procedure has gained the attention of the SHM 
community since at least one decade [24] and has been intensely applied, especially for the 
metamodeling of time series. 
The key concept is quite straightforward as it is a Gaussian distribution over functions rather than 
over scalar values. The most important consequence is that, differently from the large majority of 
the regression models which only return a defined f(x) for any given x (x being, in this case, a 1-
dimensional array), the GP Regression naturally returns a Gaussian probability distribution function 
(pdf). This implies that the mean value can be utilised as the best estimate of the function f(x) for 
any term included into x (which can be an instantaneous value in recorded time histories, an output 
channel in a sensor network, or whatever input can be defined in a vectorial form). Even more 
importantly, the whole approach is Bayesian principled and it is then possible to use the function 
standard deviation to define automatically a  confidence interval (CI) around its predicted values.  
In a Bayesian sense, it is possible to define the prior beliefs about the corresponding outputs as a 
multivariate normal distribution. Therefore, for a given set of n input points, such that 
1 2{ , ,..., }nx x x  with 
1 d
i
฀x  i , the mean function of this multivariate normal distribution can be 
seen as least-squares regression fit through x , i.e. 
[ ( ) | ] ( ) ( )TE f m x x h x   1 
Where  is the vector of coefficients corresponding to the regression function ( )h x . Since the prior 
beliefs can be quite arbitrarily set, a linear regression can be imposed for ( )h x , or it may even be 




arbitrarily) define the (constant) hyperparameters that will define the covariance between output 
points, that is to say, the scaling factor 2f , the noise variance 
2
n
 , and the diagonal matrix of 
inverse length-scales L , such that  
 2 2 2 2cov[ ( ), ( ) | , , ] , exp[ ( ) ( )]Tf n f nf f ' L k ' ' L '         x x x x x x x x  2 
Where  ,k 'x x  is a shorthand for any valid covariance function; one of the one most often used is 
the squared-exponential (SE) function reported above (note that 








Thus, with the set of prior beliefs and the chosen covariance function, the prior definition of the 
problem is complete. The posterior distribution can be simply achieved by conditioning this prior 
distribution on functions with the training data (i.e. the vector of output points corresponding to the 
input training set). Thanks to the marginalisation properties of the (multivariate) Gaussian density, 
it is possible to consider the function f(x) at a finite number of points of interest. Considering f  as 
the ensemble of the function values corresponding to the training points (these latter ones arranged 
into a matrix X of training vectors) and * ( *)f f x  as the predicted function value corresponding 
to the new point *x , these can be defined as a Gaussian distribution with characteristics  
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For a zero-mean prior as specified before and where ( , )K X X , ( , *)K X x , and ( *, )K x X  are, 
respectively, a matrix made up by ( , )i jk x x  for any i-th and any j-th term, a column vector made up 
by ( , )ik *x x  i , and the transpose of the latter. By assuming a Gaussian noise model for the 
observed target data  
 2, nN ฀y f I  4 
With the noise variance multiplying the identity matrix I . It is then possible to marginalise f  from 
Eq 3, resulting in a joint distribution for the testing and training target values, 
2
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By re-arranging the joint probability distribution into the form of a conditional distribution, one 
obtains the posterior distribution for the unknown scalar *y ,  
 * *( *), *( *, *)y N m k฀ x x x  6 
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And the posterior variance of the same 
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Which can act, respectively, as the pointwise best estimate of the regression problem and its related 
confidence interval. To conclude, it is possible to determine the optimal hyperparameters by 
maximising the log marginal likelihood  
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9 
Being   the complete set of these parameters, which generally is very small dimensionally, thus 
allowing to be simply achievable with gradient descent. This way, a single covariance kernel is 
defined above all the input space. This implicitly assumes that the structure is uniform in space (or 
constant in time, depending on the kind of input), as the same hyperparameters apply everywhere / 
at any instant. In a spatial domain, this assumption of uniform smoothness does not allow to model 
crack or defects as pointwise discontinuities – these are simply “smoothed” away by the regression.  
These short-scale spatial discontinuities require therefore a pointwise regression strategy to be 
identified and modelled. This requires some sort of “switching point” above neighbouring regions; 
several GP-based approaches have been proposed in this sense for damage localisation in beams 
[25; 26]. The approach followed here resort to Treed Gaussian Processes (TGPs).  
 
2.2 Treed Gaussian Processes (TGPs). 
In the most concise definition possible, the TGP methodology combines GP Regression with a 
Bayesian Classification and Regression Tree (CART) framework. The basic theory behind CARTs 
and their Bayesian extension can be found, respectively, in [27-29]. However, the Chipman original 
formulation only relied on linear regression models. The currently-used TGP approach stems from 
these field of research, as it is well-described in Gramacy’s PhD thesis [30], and include separate 
GPs ar regression models within the branches of the tree.  
Due to the complexity of the algorithm, the interested audience is invited to refer directly to [30] for 
a detailed description. To make this discussion self-concluded, an (approximated) algorithm 
flowchart is reported here in Figure 1. For the Randomised Tree Alteration step, four jumping 
criteria were defined in the Markov space – Grow, Prune, Change, and Rotate –accordingly to their 




The aim is to define a maximum a posteriori (MAP) tree T̂  and its parameters ˆ ˆ| T . The main 
difficulty lies in the incorporation of the GP Regression algorithm into a Bayesian regression tree 
formulation. The concept is, therefore, to remove both  and 2f  from the optimisation problem, by 
marginalising over them. The analytical formulations were summarised in [22], and a much more 
detailed discussion is available in [31]. Although the expressions are closed-form, they become 
quite complex and computationally expensive to be solved. This derives from the problem being 
reduced to the form of a Student t-process, conditional on the training data and L, i.e. 
   2ˆ( ) | , *( ), *( , )n q ff y L t m k฀x x x x  10 
Where the updated scaling factor 2ˆ f  derives from the marginalisation procedure, and so does the 
updated vector of parameters ̂  from which *( )m x can be analyticallí define. Both 2ˆ f  and ̂  can 
be proved to coincide with their least-square estimates; the technical difficulties arise from L.  
The diagonal matrix of roughness parameters L cannot be analytically integrated out. Henceforth, a 
Markov Chain Monte Carlo (MCMC) random walk procedure has to be applied. This is by far the 
most power-demanding and time-consuming part of the whole algorithm but there is no easy 
shortcut to bypass it, at least for the time being.  
Consider that in the actual Gramacy implementation of the TGP algorithm [32], the Bayesian 
procedure is further complicated since all hyperparameters (including L) are further represented by 
prior densities and by their hyper-hyperparameters, hierarchically. 
To conclude, a GP regressor (defined as in the previous Subsection 2.1) is fitted on each 
independent region. These, in turn, are defined as partitions of the input space via a Bayesian 
CART.  
Since each GP regressor exists in a well-defined (1-dimensional) spatial region, the branching 
points between contiguous leaves of the MAP tree would ideally be located in correspondence with 
discontinuities of the provided mode shapes. For a uniform, uncracked beam, these points are the 
most likely defect positions. 
Among the many critical points of the procedure, two need to be taken in particular consideration: 
1. The Bayesian procedure is highly dependent on the number and the distribution of the 
training data points (as in almost any ML application); thus the resulting partitioned model will 
reflect the quantity, quality, and spatial distribution of the input data. 
2. The acceptance criterion applied in the MCMC process is essential to abort or validate the 




applications) solved by resorting to a Metropolis-Hastings ratio, computed as the posterior log-
probability of the attempted new tree over the one from the current one defined at the previous step. 
This criterion discriminates between updating or not the current tree and its parameters, as it can be 
seen in Figure 1. The threshold for acceptance was required to be inferior to a uniformly sampled 
random value included between [0,1]. 
 
 
Figure 1. Illustrative flowchart of the Treed Gaussian Process algorithm. 
 
2.3 the implemented code.  
All computations were performed via an R script which implements the TGP package proposed by 
Gramacy in  [32]. The function btgpllm() was used, allowing jumps to the limiting linear model 




quasi-zero response to speedup the partitioning procedure. Following the best practices described in 
[29], the Markov Chain has been restarted to re-explore the search space and storing only the most 
fitted result. The MCMC procedure was initialised with an additional run of a Bayesian treed linear 
model (linear burn-in, with a pre-split of the input space), followed by a second burn-in period of 
2000 rounds to define a stationary Markov Chain and then 5000 rounds to establish the statistics. At 
each restart, T̂  and its corresponding ˆ ˆ| T were stored, including the branching points.  
 
3. EXPERIMENTAL  AND NUMERICAL MODAL ANALYSIS 
3.1 Case study: GFRP pultruded profiles 
The structural performances of pultruded GFRP thin-walled profiles are characterised by 
orthotropic properties and elastic-brittle behaviour. The pultrusion manufacturing process 
determines a strong axis along the fibres that coincides with the main dimension of profile and the 
weak transversal axes that define the cross-section plane [33; 34]. In particular, the pultruded 
material is composed by three parts: i) the internal unidirectional roving made by E-Glass 
longitudinal fibre reinforcement arranged along the main axis of the profile; ii) the external 
continuous mat made by E-Glass short fibre reinforcement distributed on triaxial layers with +/-45° 
and 0°; iii) the continuous phase constituted by thermoset Vinilester 980-35 resin-based matrix. The 
percentage of fibres is 45% of the volume. 
Table 1 reports the mechanical properties of pultruded profile determined using coupons extracted 
from a specimen of profile and tested in accordance with the relevant standards [35-38].  
An open wide flange cross-section with simply supported boundary condition was experimentally 
investigated here (Figure 2). The profile reference system is shown in Figure 2 with the z-axis 
parallel to the main dimension of profile and normal to xy plan that defines the cross-section. The 
geometrical characteristics of the wide flange profile are summarized in Table 2. 
 
Properties Notation Mean value 
Longitudinal tensile modulus of elasticity Ez = EL 28.5 (GPa) 
Transverse tensile modulus of elasticity Ey = Ex = ET 8.5 (Gpa) 
Transverse shear modulus of elasticity Gyx= GL 3.5 (Gpa) 
In-plane shear modulus of elasticity Gxz = Gyz = GT 2.5 (Mpa) 
Longitudinal Poisson’s ratio  νzx = νzy= νL 0.25 
Transversal Poisson’s ratio νxy= νyx= νT 0.12 
Longitudinal tensile strength σzt = σLt 350 (Mpa) 
Transverse tensile strength σxt = σyt = σTt 70 (Mpa) 
Longitudinal compressive strength σzc = σLc 413 (Mpa) 
Transverse compressive strength σxc = σyc= σTc 80 (Mpa) 




Table 1. Mechanical properties of pultruded material. 
It is possible to discern the different stiffness through the maximum (Jmax) and minimum (Jmin) 
moment of inertia, better captured by the accelerometer positioned along y- and x-axes respectively 
(Figure 2).  
 
 
Figure 2. Wide flanges profile, geometrical details for the cross-sectional shape (a) (dimensions in 
















“WF”, Jmax 4342.3 33.58 500 62 57.35 1850 
“WF”, Jmin 1338.4 
Table 2. Geometrical and physical properties of profiles 
3.1 Experimental Modal Analysis 
Regarding the experimental setup, the simply supported condition was achieved by positioning the 
beam on cylindrical elements with a span of 4.9 m. The excitation points (from B0 to B15) and the 
accelerometer positions (from A1 to A15) were defined as portrayed in Figure 3; they are shown for 
half beam considering a grid-step by 153 mm. Figure 3 has been subdivided according to the two 
testing configurations, i.e. along with x- and y-axes, reported in the first and second row respectively.   
 The 15 excitation points were given by an instrumented hammer (Dytran 5850A) synchronized 
with 15 accelerometers (BBN model 507Lf) for the recording phase. All recorded signals were 






Figure 3. Test setup 
The Eigensystem Realization Algorithm (ERA) [39] has been applied to define the stabilisation 
diagrams. Figure 4 shows an example for one set of acquired data. The main dynamic parameters 
can be identified by stable modes highlighted by filled circles considering the following limits: 














The results of the experimental modal analysis are listed in Table 3.  
 
Modal Shapes Classification Frequency [Hz] Damping [%] 
1 1st y 32.51 1.48 
2 1st x 43.95 1.04 
3 2nd x 118.77 2.66 
4 2nd y 133.18 1.81 
5 3rd y 180.55 1.14 
6 3rd x 188.20 2.61 
7 4th x 233.32 1.40 
8 4th y 244.61 0.95 
Table 3. Experimental modal analysis results. 
All modal shapes identified by each impact are shown in Figure 5. The most evident feature is the 
non-smoothness and lack of symmetry of the mode shapes, due probably to the geometrical and 
mechanical imperfections of the profile. The dispersion of the mode shape for each impact is very 





Figure 5. Experimental mode shapes 
3.2 Preliminar Numerical Model 
The anomalities detected by experimental modal analysis were investigated by preliminar numerical 
model. 
An ANSYS® Mechanical APDLTM code was used for the numerical modal analysis. The FE (Finite 
Element) model has been built with 4800 8-noded, 6-DoF-per-node SHELL281 elements. The 
numerical model has been characterised by the physical and mechanical properties reported in 
Table 1. The reference system coincides with the one reported in Figure 2.  
The structure was modelled considering 95 equally-spaced locations for the output channels, 
coincident with the nodes located as close as possible to the actual position of sensors (Figure 6). 
Five FEMs were built, representing (i) the undamaged beam and (ii)-(v) the same structure with a 
triangular slot in the web at the point of connection with the lower flange, but not extended to it, 
with four depths – namely, f 1, 10, 25 and 50 mm, out of a web total height of 180 mm (Figure 
2). The base c of the triangular shape was fixed equal to its height ( f c ); a notch was inserted at 
z 3.65 m from the left end of the beam. Output channels were firstly considered along the y-
direction then along x, to represent the two resting configurations of Figure 3. The modal analysis 







Figure 6. The triangular shape of the modelled slot. Four notch depths were considered: 1, 10, 25 
and 50 mm. The 50-mm-heigh notch is pictured here; note as it is not extended to the flange. 
 
4. APPLICATION OF TGP TO NUMERICAL AND EXPERIMENTAL MODE SHAPES 
4.1 TGP for Numerical Mode Shapes  
Figure 7 shows the four mode shapes identified from the numerical model (for convenience only the 
model with the maximum notch size 50mm is shown). For every damage level, four white Gaussian 
noise were taken into account with standard deviation equal to  n 0.001, 0.002, 0.005 and 0.01. 
All the 95 equally-spaced output channels were set as potential candidates for damage localisation. 
The statistic reliability of procedure has been assured by re-running the TGP routine 50 times for 










All numerical cases analysed are represented here by a selected case, the hammer test in position 
B7, for the sake of conciseness. Figures 8, 9 and 10 show the results of the first run (out of 50) for 
the output channels along the maxJ  direction. On the left of every figure, the input data (i.e., the raw 
mode shape or the modal curvature) is reported. For clarity, all bifurcations have been marked with 
the vertical lines which identify the consecutive GP regressions. As it can be seen, the algorithm is 
very sensible to even small variations of the input, thus returning many bifurcations, especially 
clustered around the antinodes of the mode shapes. This issue was dealt with by (1) focusing on the 
first branching only, which is the one most prominent, and (2) by focusing on the statistical results. 
This is shown on the right of Figures 8, 9 and 10 by the power density function (pdf) of the first 
branching as obtained from the 50 reiterations of the procedure. The damage is identified by the 
dotted orange lines. 
Figures 8 and 9 show, respectively, the consequences of noise on the raw data and their second 
derivatives (the second mode and the curvature of the fourth mode are depicted as an example, in 
this order). The smallest notch (1 mm) is considered. Figure 10 displays the effects on the curvature 
of changing the notch size; the comparison is run over the minimum level of noise ( 0.001 n ) and 
for the third mode. The effects of increasing the damage size have been found to be negligible for 
raw mode shapes; the comparison is reported for completeness (Figure 11), for the highest level of 





Figure 8. Notch 1 mm, second mode shape. For n 0.001, 0.002, 0.005, and 0.01. The dotted 





The second mode shape amplifies the damage-related effects which are close to its second antinode. 
These effects are difficult to distinguish respect to the trend to bifurcate of TGP in the small noise 
condition; in correspondence of the first antinode, they are confused with the changes of the mode 
shape trend. These limits can be overcome by comparing more mode shapes as it will be explained 
later. 
Further increasing the noise reduces the number of partitions, as the surrogate model becomes less 
overfitted. Nevertheless, the induced effects of a notch of minimal size remain too small to be 
efficiently discerned. These effects are improved when magnified via numerical differentiation 





Figure 9. Notch 1 mm, the curvature of the fourth mode shape. For  n 0.001, 0.002, 0.005, and 





By numerically deriving twice, both damage-related and noise effects are highly exalted. However, 
from the numerical example reported, it is noticeable how increasing the noise produced a non-
monotonic trend – damage becomes less visible by increasing  n  from 0.001 to 0.002 and then 
improve for the subsequent cases. Generally speaking, it was found that increasing the noise level 
causes the fourth mode (which has a more complex shape) to branch more times, while instead 
decrease the number of bifurcations for modes #1, #2 and #3, which have overall ‘simpler’ 
eigenshapes. This can be due to a minimal optimum between less overfitting error on a more varied 





Figure 10, noise equal to  n 0.001, the curvature of the third mode shape. For crack sizes 1, 10, 





The effects of notch size are much less pronounced than the ones induced by artificially-added 
noise, as can be inferred from Figure 10. Regarding the curvature of the third mode, passing from 1 
to 10 mm, the difference in the first branch distribution is not very evident. The notch position 
becomes clearer when the size is further enlarged. Otherwise, the notch is hardly visible in the first 
mode shape (Figure 11), independently from its depth; partitions of the first mode are 





Figure 11, noise equal to  n 0.01, first mode shape. For crack sizes 1, 10, 25, and 50 mm. The 





The numerical modal data highlight the capacity of a small amount of independent and identically 
distributed noise to stabilise the branching fitting on data. It’s possible to identify a denser area than 
a unique partition corresponding to the imperfection location.  
Very importantly, it can be noticed how erroneous branching tend to cluster around mode shapes’ 
antinodes (i.e., the local maxima and minima). In particular, it is evident that when the first 
branching point is not related to the notch presence, it is related to an antinode. Often, the antinode 
closer to the beam mid-length is the one to be firstly localised, which becomes particularly evident 
for the first eigenshape, for both larger and smaller notches. 
To deal with the issue, evident blunders had to be removed from the results before carrying any 
further statistical study on them. The post-processing strategy adopted was to compare any mode 
shape with the other three for the same input. The algorithm simply discards all the branching that 
are both (i) included only in one mode shape and not in the others and (ii) are close to one of that 
mode shape’s extrema. In this way, erroneous misallocations at the antinodes of the mode shapes 
were greatly reduced. Comparison between different mode shapes from the same damaged structure 
is frequently used for damage localisation, as done as, for instance, in [41]. All the so-obtained 
results are schematized in Figure 12. 
Considering the different notch sizes for the for mode shapes of both directions, the average values 
and the standard deviations for every noise level σn have been represented respectively by the dots 
and lines in Figure 12; the length of the lines represents one standard deviation of the pdf. 
As it can be seen there, the mean value of the first branching was found to be not coincident for 
mode shapes extracted along the x- and the y-direction. This was found for all the damage 
conditions and all the four mode shapes. Results along the y-axis generally returned more precise 
results. The best result was achieved for the case with the 50 mm notch, i.e. for the maximum depth 
considered for the damage, as easily predictable. These results show minimal difference between 






Figure 12. Statistical results of the numerical simulations  
4.2 TGP for Experimental Mode Shapes  
From preliminary results, it was found that using the modal curvatures derived twice from the 




due to the higher level of noise and the low number of recording channels. Thus, only the 
experimental mode shapes are here reported.  
The first four mode shapes were analysed, computed along x- and y-directions, for sixteen hammer 
blows and roving the point of application; 128 cases were therefore studied. The comparison 
between the several hammer blows is crucial, as small, unintentional variations in strength and 
orientation when landing may produce uncertainties in the recorded measurements. Some of the 
data recorded were very poor, due to clipping. In this case, the signals were properly truncated and 
the part of signals saturated was discarded. Thus, it was not possible to identify correctly mode 
shape #2 with hammer blows at point #6 along x- and y-direction, and at points #8, #9, #11 and #13 
along x-direction; mode shape #3 with input applied at point #7 along x-direction and at points #3, 
#5, #10, #11, #12 and #16 along y-direction; and finally, mode shape #4 at points #3, #9, #10, #15 
and #16 (only along x-direction). 
Due to high measurement noise, some cases presented very deep trees, with many bifurcations. To 
overcome this issue, it was decided to take into account only the first branch, as also previously 
done for the numerical simulations. 
To validate statistically the results, each case was re-run 100 times. Results in term of mean and 
standard deviation of the first branch of each case are schematised in Figure 13. The TGP proved to 
often incorrectly detect maxima and minima as switching points, as for the numerical case; thus, the 
same strategy previously described – that is to say, benchmarking the mode shapes against one 







Figure 13. Statistical results from the experimental data: mean values and standard deviation. The 
symbol (*)  shows the presence of only one result and the consequent null variance, while NA 





All hammer blows produced quite consistent results for all mode shapes, with a mean value ranging 
from a minimum of z = 2.80 m and a maximum of z = 3.49 m. This seems to indicate a major 
region of disturbance in this ~0.7 m-long tracts of the beam. The mode shapes 1 and 3 in the x-
direction and the mode shapes 2 and 4 in y-direction show the most similar results.   
The overall average indicates a location (for the first branch) around 3.16 m, with a standard 
deviation of 0.21 m. The third Mode shapes with hammer blown along the y-direction produced 
some estimations generally slightly skewed to lower values respect to the other means; vice versa, 
the fourth mode shapes (again hammered in the y-direction) gave slightly larger results.  Not 
considering the results from both these two sets, the average becomes 3.15 m with a slight reduction 
of the standard deviation (0.18 m); hence, circa 99% of the values (assuming a Gaussian 
distribution and considering, therefore, a 3σ interval of confidence) falls in between the z = 2.62 m - 
3.68 m range. It is reasonable to say that the empirical data localise some discrepancies in this 
portion of the beam length. 
It must be noted that results may be partially misled by the prominence of good identification and 
good partitioning for the first (both along x- and y-directions) and for fourth (along y-direction) 
eigenshapes. The second and the third mode were more affected by insufficient identification and 
unbranched trees, thus they are less represented in the final values of mean and standard deviation, 
computed by averaging all the results. 
Some results from hammer blow #1 in the x-direction and hammer blow #1 in the y-direction are 
here reported in Figures 14 and 15, respectively, and commented as an example; all discussions can 
be extended to similar cases. The portraited regressions and decision trees are used only to visualise 
the TGP output and are not to be intended as representative of the most common ramifications for 
their respective modes.  
Figure 14a and Figure 14b both present erroneous branches at extrema of the mode shape, due to 
function inverting is trending. These were removed in post-processing. Conversely, Figure 14c and 
Figure 14d are representative of what would be considered excellent runs, even if the fitting is not 
always locally accurate, as can be observed in Figure 14d in the second GP Regression (on the right 
side), which is not very satisfactory. Note that in Figure 14a the switching point considered to be 
imperfection-related is the first to branch; this was often observed in most of the cases, but not 
everywhere: in Figure 14b, the expected output is the last branching point, preceded by both the 







Figure 14. TGP regressions (solid red lines) over experimental data (black circles) collected by 
hammering in the x-direction (on the left); dashed lines highlight the branching points at the 
boundary between subsequent GPs. Right: the corresponding hierarchical dendrogram of GP 





In Figure 15a, the expected imperfection-related branching comes after an erroneous partition; 
Figures 15b to 15d show an example of an accurate 1-partition tree on mode #2, and two inaccurate 





Figure 15. Left: TGP regressions (solid red lines) over experimental data (black circles) collected 
by hammering in the y-direction. Right: the corresponding hierarchical dendrogram of GP fittings. 
Branching points are coloured accordingly to their corresponding dashed lines.  
 
4.3 Benchmarking against buckling testing 
The buckling tests carried out on the specimens obtained by the profile with wide flanges analysed 
in this paper allow to verify the reliability of procedure proposed in this work. Both specimens, H1 
and H2, long 2.5 meters (Figure 16), of the whole pultruded profile long 5 meters, were tested to 
evaluate the buckling phenomena through hinge-hinge configuration, Figure 17a. 
As shown in Figure 17b the sample H1 is affected by global buckling behaviour while in the H2 
profile the local buckling has been triggered by the degradation of web-flange interaction (Figure 
17c). This latter phenomenon is characteristic of thin-walled profile with orthotropic constitutive 
configuration. In detail, in the H2 profile the intrinsic imperfection at 3650 mm, identified by TGP, 
triggers the local failure mechanism as shown in Figure 17d.    
 
 





Figure 17, (a) buckling test setup, (b) global buckling of H1 sample, (c) local buckling of H2 






5. CONCLUSIONS  
This research included two case studies: an experimental case of a pultruded GFRP beam with 
manufacturing imperfections and a FE model of the same beam with a notch. Both were 
investigated to assess the capabilities of Treed Gaussian Processes (TGPs) for the detection and 
localisation of discontinuities in the mode shapes, which can in turn be linked to the presence of 
damage or material defects. In the experimental case study, no damage was visible by eye or by 
other means of direct inspection; yet, the experimental modal analysis highlights the anomalies in 
mode shapes that are generally related to intrinsic imperfections. This was further corroborated by 
the results of the buckling tests. 
The potential of the TGP procedure has been evaluated numerically and experimentally, in the latter 
case for both the main axis of thin-walled GFRP pultruded profile. The following conclusions can 
be drawn: 
 the discontinuities detected in all the four first mode shapes both along x- and y-axes 
identify a corrupted part of the beam. This portion can be quite certainly affected by 
imperfections;    
 This area corresponded to the tract where the buckling initiated during the buckling test of 
the test beam; 
 the first two mode shapes demonstrate the effectiveness of the proposed method with a 
satisfactory level of accuracy; 
 for the highest mode shapes the discontinuities identification is difficult due to the their 
complexity; also, the higher mode shapes are partially affected by torsional phenomena and 
are consequently out-of-plane mode shapes, more sensible to the orthotropic behaviour of 
pultruded thin-walled profile; 
 restricting the study to the first branch (which is the most discriminative) enables to improve 
the procedure. Nevertheless, the experimental and numerical results show the sensitivity of 
the model to overfitting producing branch at antinodes; this aspect is affected by the 
inability of shape function to distinguish local discontinuities and global trends. 
 the comparison of two or more mode shapes for the same input solves this uneasiness. The 
presence of partitions in only one of two or more mode shapes enables to discard it; 
 All imperfection/damage identification techniques are sensitive to measurement noise such 




 The bad effects of a high level of noise have been demonstrated by the numerical results. 
The analysis of data without noise are more reliable than highly noisy ones;  
even if an adequate noise level enables TGP to avoid both overfitting and erroneous 
branching.  
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