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討することの 2 つである． 
 
2  有限要素法とクリロフ邪分空間法 






b Ax =     (1) 






行列は，一般に大規模疎行列である．   
 
3  疎行列・ベクトル積 
3.1  BLAS 
BLAS (Basic Linear Algebra Subprograms)
とは，行列とベクトルに関する線形代数の基本
演算を行うサブプログラムである．BLAS1，
BLAS2，BLAS3 の 3 種類に分かれる． 




( ) y x y x
T = , DOT     (2) 
( ) y x y y x + ←α : , AXPY     (3) 
( ) x y y y x + ←α : , AYPX     (4) 
3.1.2  BLAS2 
BLAS2 は行列・ベクトル演算を担当する．ク
リロフ邪分空間法では， 式(5)の SPMV (SParse- 
Matrix Vector multiplication)を利用する． 
( ) y Ax y y x A β α + ← : , , SPMV     (5) 
3.1.3  BLAS3 
BLAS3 は行列同士の演算を担当する． クリロ
フ邪分空間法では利用しない．   









リに格納するフォーマットのことである．   
 
4  GPU 
GPU (Graphics Processing Unit)は，コンピ
ュータの画像処理を担当する演算装置である．
コンピュータの総合的な処理を担当する CPU 




ッサである．   
 
5  チューニングと高速化手法 
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GPU では，2×2 の BCSR4 フォーマットにおけ
る高速化を確認できた． また， 現行の GPU にお






































図 1  BCSR4 の SPMV ベンチマーク 
 
7  有限要素解析への遚用 







のものを用いた． また， 比較のために CPU にお
いても同条件で解析を行った． 
7.2  解析対象モデル 
v6engine，frame，drill の 3 つのモデル(図
2)に対して応力解析を試みた． 
7.3  解析結果と考察 
v6engine では， CPU と同程度の反復回数で，
CPU の約 4 倍の速度での収束を確認できた． 
frame は， BCSR4 フォーマットにおいてメモ
リの容量不足により解析ができず，BCSR フォ
ーマットでの解析を行った．また，frame の剛














問題が存在し， 解析できる問題の規模は GPU の
メインメモリ容量と，使用する疎行列格納フォ
ーマットに大きく依存することがわかった．具




図 2  3 つの解析対象モデル 
 
8  結論と今後の展望 






























1)  吉村忍,  矢川元基:  有限要素法,  計算力学と
CAE  シリーズ 1,  培風館, 1991. 
2)  Y. Saad: Iterative Methods for Sparse Li- 
near Systems, SIAM, 2000. 
3)  R. W. Vuduc: Automatic Performance Tu- 
ning of Sparse Matrix Kernels, PhD The- 
sis, UC Berkeley, 2003. 