Abstract. We study the lower central series filtration L k for a symplectic quotient A = A 2n / ω of the free algebra A 2n on 2n generators, where ω = [x i , x i+n ]. We construct an action of the Lie algebra H 2n of Hamiltonian vector fields on the associated graded components of the filtration, and use this action to give a complete description of the reduced first componentB 1 (A) = A/(L 2 + AL 3 ) and the second component B 2 = L 2 /L 3 , and we conjecture a description for the third component B 3 = L 3 /L 4 .
Introduction and Results
The lower central series of an associative algebra A is the descending filtration by Lie ideals, L 1 (A) := A, and L k (A) := [A, L k−1 (A)]. We denote by M k the two-sided associative ideal generated by L k , and by B k (A) and N k (A) the associated graded components B k (A) := L k (A)/L k+1 (A), and N k (A) := M k (A)/M k+1 (A). We also denote bȳ B 1 the quotientB 1 := A/(M 3 + L 2 ). The study of the components B k was initiated in [FS] , and continued in a series of papers [DE] , [AJ] , [BJ] .
Let A m denote the free algebra with generators x 1 , . . . , x m . In the algebra A 2n , we define:
and denote by ω the two-sided associative ideal generated by ω.
Definition 1.1. The symplectic quotient of the free algebra is:
A ′ 2n := A 2n / ω . In [FS] , an isomorphism of associative algebras was constructed between A m /M 3 and the algebra Ω even * (C m ) of even-degree differential forms, with Fedosov product a * b := ab + da ∧ db. This isomorphism maps ω ∈ A 2n to the standard symplectic form on C 2n which, by abuse of notation, we also denote ω.
The study of the components B k (A m ) and N k (A m ) has relied heavily upon an action of the Lie algebra, W m , of polynomial vector fields on C m . It is shown in [DE] that each B k has a finite-length Jordan-Hölder series with respect to this action, whose composition factors are socalled "tensor field modules". In [AJ] , and [BJ] , bounds are given on the degree of these modules, which allow the components to be computed explicitly in many examples.
In the present paper, we construct an action of the Lie algebra H 2n of Hamiltonian vector fields (i.e. vector fields which fix the form ω) on the components B k (A ′ 2n ) and N k (A ′ 2n ). By studying this action, we are able to generalize many of the results about A m to the symplectic quotients A ′ 2n . In particular, the general framework discussed in Section 3 yields isomorphisms,
The irreducible representations of H 2n which appear in the present work are certain tensor field modules F λ associated to Young diagrams λ = (1 k ), and the irreducible sub-quotients of F (1 k ) (see Section 2.4 for details). In fact, we show
, has a finite length Jordan Hölder series, consisting of tensor field modules F λ , with λ = (1 k ), and of subquotients
Our main results are a computation of the Jordan-Hölder series for the modules
, and conjecturally for B 3 (A ′ 2n ). We have:
Remark 1.7. In Section 5, we show that the above list is an upper bound for the Jordan-Hölder series of B 3 (A ′ 2n ), so that the only ambiguity is whether the summands do in fact appear. For 2n = 4, 6, the conjecture is a theorem, based on MAGMA computations showing that certain cyclic generators of each term in the series are non-zero.
The outline of this paper is as follows: In Section 2, we recall facts from the representation theory of the Lie algebras W n and H 2n which we will need. In Section 3, we construct an action of the Lie algebra H 2n on each quotient B k (A ′ 2n ), andB 1 (A ′ 2n ), and show that these are finite extensions of tensor field modules. In Section 4, we prove Theorems 1.3, 1.4, and 1.5. In Section 5 we describe B 3 (A 2n ) as a H 2n -module, and conjecture a description of B 3 (A ′ 2n ).
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Preliminaries
In this section we recall the Lie algebras W m , H 2n , and sp 2n of polynomial vector fields on C m , Hamiltonian vector fields on C 2n , and Hamiltonian linear transformations of C 2n , respectively.
2.1. The symplectic Lie algebra and the restriction functor. Let E ij ∈ gl 2n be the matrix with 1 in the i-th row and j-th column and 0 everywhere else. Let L i be the dual basis to the diagonal span {E ii } i . The Cartan subalgebra of sp 2n is generated by:
The positive roots are
The positive root vectors, with corresponding roots, are:
To simplify notation later in the paper, we abbreviate
Recall that the irreducible representations of sp 2n are parameterized by Young diagrams with at most n rows. To reduce notational clutter, we will use the same notation, λ = (λ 1 ≥ . . . ≥ λ n ), to refer both to the Young diagram, and the corresponding irreducible representation of sp 2n . To avoid confusion, we denote by µ = [µ 1 ≥ · · · ≥ µ m ] the corresponding irreducible representation of gl m . We denote by Y (k) the set of Young diagrams with at most k rows.
Let us recall the restriction functor,
sp 2n : gl 2n -mod → sp 2n -mod. The restriction formula describes the restriction of simple gl 2n modules; it is as follows. For λ ∈ Y (n), and µ ∈ Y (2n), we define:
where N ηλµ is the Littlewood-Richardson coefficient [FH] , and the sum ranges over partitions η = (η 1 = η 2 ≥ η 3 = η 4 ≥ . . .) ∈ Y (2n) in which each part appears an even number of times. Then we have:
Theorem 2.1 ( [FH] , p. 427). The restriction from gl 2n to sp 2n of the representation µ is: 
of polynomial vector fields that preserve the symplectic form ω.
Any w ∈ W m may be written
Likewise, an arbitrary element of H 2n can be written in the form:
We define a grading on W m by letting W k m be the span of vector fields with deg f i = k + 1 for each i = 1, . . . , m. This grading is inherited by H 2n ; it is easy to check that H 
where Hom f in denotes the homomorphisms with finite-dimensional support, and U is the universal enveloping algebra.
Definition 2.4. For λ (resp. µ) an irreducible representations of sp 2n (resp. gl m ), we define:
We have H
We thus obtain isomorphisms,
Proof. In [R] , it is proven that the induced modules,
are irreducible for λ = (1 k ). We have the duality pairing between induction and co-induction:
This implies that F λ ∼ = CoInd
λ is irreducible. The modules F (1 k ) are not irreducible; to describe their structure, we begin by realizing them as submodules in Ω k (C 2n ), as follows. Recall from symplectic Hodge theory (see [G] for details) that Ω
• (C 2n ) carries an action of the Lie algebra sl 2 , where E acts by contraction, ι π , with the generating Poisson bi-vector, F acts by wedging with ω, and H acts diagonally:
The sl 2 -action clearly commutes with the H 2n -action, and F (1 k ) is the space of k-forms lying in the kernel of ι π , i.e. the subspace of sl 2 -singular vectors of weight n − k. In addition to the differential d, we have the operator δ defined by the equation, δ = * d * , where * is the symplectic Hodge star operator.
We define submodules X k , Y k , Z k , T k of F (1 k ) as follows. The operators d and δ generate a copy of V (1) under the sl 2 -action, where V (i) is the i + 1 dimensional irreducible representation of sl 2 . Thus, upon restricting the map d : Ω k → Ω k+1 to the V (n−k) -isotypic component, we find that its image lies in a submodule isomorphic to (V (1) ⊗V (n−k) ). Recalling the isomorphism
we define:
As the operators d, δ commute with H 2n , the subspaces
Theorem 2.7. For 1 ≤ k ≤ n − 1, the complete lattice of H 2n -submodules for F (1 k ) is as follows:
In particular, the Jordan-Hölder series of
Proof. It is straightforward to check that each containment in the theorem is proper. In [R] , it is proven that the induced modules, F * (1 k ) , have length four; thus so do the F (1 k ) , and the theorem follows.
Theorem 2.8. For k = 0, n, F (1 k ) has the closed forms X k as a submodule; the quotient is irreducible.
Proof. For k = 0, it well-known that functions modulo constants form an irreducible H 2n -module. For k = n, it is shown in [R] that F (1 n ) has length two, as an H 2n -module; the closed forms clearly form a proper submodule.
It follows from Definition 2.4 that restriction and coinduction commute:
Res
Res gl 2n sp 2n V. In particular, we have from Theorem 2.1 the restriction formula:
(1) Res
Distinguished cyclic vectors.
Recall that the tensor field modules F λ are irreducible when λ = (1 k ), and that we have an isomorphism of sp 2n -modules,
In particular, we observe that F λ contains a unique-up-to-scalars sp 2n -highest weight vector v λ of weight λ. The following proposition follows immediately: 
We call any such highest weight vector v λ ∈ F λ a distinguished cyclic vector. Note that, in [R] , the term "singular vector" is used in the dual context.
The situation for F (1 k ) is more complicated.
Proposition 2.10. We have:
) is generated by:
is generated by:
is the Liouville form of ω. Proof. It is well-known that each of X k , Y k , Z k is generated as H 2n by the unique sp 2n -highest weight vector of weight (1 k ), (1 k+1 ), (1 k−1 ) and degree k, k + 1, k + 1, respectively. It is straightforward to check that each of x k , y k , and z k is highest weight of the correct weight and degree, and that the x k , y k are in X k , Y k , respectively. It remains only to show that z k ∈ Z k , which follows from the identities:
Proposition 2.11. We have the following identities:
We compute:
The claims now follow by direct comparison. Lemma 3.1. Let I be an ideal of an associative algebra A, and let
Proof. Lemma 2.4 of [BB] states the result in the case k = 2, while the same proof applies to all k.
Since both L k (A 2n ) and ω are invariant under action by H 2n , so is their intersection; thus, the action descends.
Corollary 3.3. We have the following isomorphisms:
(
Proof. Recall that under the Fedosov product, ω ∈ A 2n maps to the standard symplectic form on C 2n , which we also denote as ω. For (1), let A = A 2n , I = ω in Lemma 3.1, which gives B ′ 2,2n ∼ = B 2,2n /(L 2 ∩ ω ). The result follows from the isomorphism given in [FS] , B 2,2n ∼ = Ω even,+ closed (C 2n ). The proof of (3) follows similarly. For (2), A 2n /M 3 ∼ = Ω even * (C 2n ) as shown in [FS] . The result follows by application of the third isomorphism theorem. Proof. The main result of [DE] asserts that the Jordan-Hölder series of B k (A 2n ), for k ≥ 3 as a W 2n -module consists of tensor field modules G µ for a finite set of µ ∈ Y 2n . Thus the Jordan-Hölder series of Res
consists of a finite set of F λ , according to the restriction rules (1), which are finite-to-one. For all λ except λ = (1 k ), F λ is irreducible, while each F (1 k ) has finite length Jordan-Hölder series by Theorems 2.7, 2.8; thus B k (A 2n ) is of finite length. Thus when we quotient by ω , we find that B k (A 
and that each F (1 k−2s ) , for s ≥ 1, consists of forms divisible by ω. On the other hand, F (1 k ) consists of locally finite sl 2 -singular vectors of weight n − k, and so cannot lie in the image of
Proof. First, we give an alternate description of Z k . Consider the H 2n -submodule Z k ⊂ F (1 k ) , consisting of those α satisfying dα ∈ Ω k−1 ex · ω . Clearly Z k X k , and Z k ∩ Y k = X k . According to Theorem 2.7, Z k is the unique such H 2n -submodule, and so Z k = Z k .
The containment ⊇ is clear, using the alternate description of Z k . Conversely, suppose that dα = (dν)ω. Then, integration by parts gives:
for some exact form dη.
Corollary 4.2. We have the following:
Theorems 1.3, 1.4, and 1.5 follow from the corollary, and Theorems 2.7 and 2.8.
In this section, we give a complete description of B 3 (A 2n ) as an H 2n -module, and use this to conjecture a description of B 3 (A ′ 2n ). Theorem 1.8 of [AJ] gives the following decomposition:
By Theorem 2.1, for k ≤ n − 1, odd, we have:
. Thus we have a surjection,
We abuse notation and write [a, b] for the image of a ⊗ b.
Lemma 5.2. For k odd, and 0 ≤ s ≤ (k − 1)/2, the submodule
Proof. Notice ξ is an even, closed form, so that we have v k,s ∈ L 3 . The vectors x 1 and ξ, and thus x 1 ⊗ ξ, are clearly highest weight vectors for sp 2n . We have ∂ i v k,s = 0, for any i = 1, . . . , 2n.
It only remains to show that v k,s ∈ L 4 . Notice that
maps to ξ under the Feigin-Shoikhet isomorphism. The proof is very similar to that of Proposition 5.11 of [AJ] : we find an algebra B, and a map θ : A 2n → B in which we can compute directly that θ(v k,s ) ∈ L 4 (B). We let B = A⊗E, where A is the free algebra on two generators a, b, E is the exterior algebra with generators z 0 , . . . z 2n . We define θ by θ(x 1 ) = ez 0 + f z 1 , and θ(x i ) = z i for i ≥ 2. We compute:
By applying Corollary 5.10 of [AJ] , we see that v k,s is nonzero in B 3 (A 2n ), and thus is a distinguished cyclic generator of F (2,1 k−2s ) .
Proof. Clearly v k,s ∈ ω if, and only if, s > 0.
To find the singular vectors corresponding to summands F (1 l ) , inside B 3 (A 2n ), we introduce the following homomorphisms of sp 2n -modules:
We note that constant vector fields do not commute with φ s , ψ s ; rather, we have:
We also define the following elements of Ω(C 2n ):
We collect here several easily proven observations for later use:
Proposition 5.4. The vector q m is a sp 2n -highest weight vector of weight ρ m , and we have the following identities:
We now construct distinguished cyclic vectorsx k,s ,ȳ k,s ,z k,s for the summands
Theorem 5.5. Let 1 ≤ k ≤ n be an odd integer. The distinguished cyclic vectors for the H 2n -submodule,
are given as follows:
The proof of this theorem will comprise the remainder of the present section. To begin, we collect several observations and lemmas:
Lemma 5.6. For k odd, let:
We have α k,s,m = 0 mod L 4 , for all k, s, m.
Thus, by converting to differential forms, and exchanging p l,k−2s+1 and dx i terms, we find:
as desired.
Proof. Notice that the image of y n,s is 0 under the Fedosov product, thus
by the key-lemma of [FS] .
Proposition 5.10. We have the following:
(1) The vectorsx k,s ,ȳ k,s ,z k,s are sp 2n -highest weight vectors of weight ρ k−2s , ρ k+1−2s , ρ k−1−2s , and total degree k, k + 1, and k + 1, respectively. (2) The vectorsx k,s ,ȳ k,s ,z k,s satisfy the same equations as x k−2s , y k−2s , z k−2 in Proposition 2.10: Proof. Claim (1) follows from the fact that φ s is a homomorphism of sp 2n -modules, together with the observation that all arguments of φ s are clearly highest weight of the asserted weights. Claim (2) forx k,s follows from the same claim for a k−2s , which is clear. For (2), we compute for k = n − 1 (the claim is clear for k = n − 1):
by Lemmas 5.6 and 5.8. For k − 2s + 2 ≤ l ≤ 2n:
by Lemma 5.6. Forz k,s we first consider the case k − 2s = 1; we have:
by the Jacobi identity. For k − 2s > 1 we have, by direct computation:
φ s (1 ⊗ p l,k−2s−1 ω − (n − (k − 2s) + 2)1 ⊗ a k−2s−1 dx l+n ) , 1 ≤ l ≤ k − 2s − 1 φ s ((n − (k − 2s) + 2)1 ⊗ a k−2s−1 dx l+n ) , k − 2s ≤ l ≤ n, 0, 1 ≤ l − n ≤ k − 2s − 1 φ s (−(n − (k − 2s) + 2)1 ⊗ a k−2s−1 dx l−n ), k − 2s ≤ l − n ≤ n The identities in Claim (2) involvingȳ k,s andz k,s can now be read off directly, as in Proposition 2.10, recalling that φ s is a morphism of sp 2n -modules.
Finally, for (3), we begin by noting that, inside F (2,1 k−2s ) for k odd, the space of sp 2n -highest-weight vectors of weight ρ m which are killed by all ∂ i 's is zero-dimensional if m is even, and one-dimensional if m is odd. This follows from the fact that the common kernel of all ∂ i 's is the generating gl 2n -module (2, 1 k )
We now show: Notice that d of the image of a * k−2s is a k−2s . Recall that θ(x 1 ) = ez 0 + f z 1 , φ(x i ) = z i for i ≥ 2.
θ(a k−2s ) = (ez 0 + f z 1 )z 2 . . . z k−2s
Thus we find: Proof. We have shown thatx k,s is non-zero in B 3 (A 2n ), and it lies in the orbit of bothȳ k,s andz k,s .
By Lemma 3.1, B 3 (A ′ 2n ) is a quotient of B 3 (A 2n ) by the subspace L 3 ∩ ω . Clearlyȳ k,s , and thusx k,s , is divisible by ω for all s ≥ 0, while v k,s andz k,s are divisible by ω for all s ≥ 1. We thus have a surjection π :
We have computed directly in MAGMA that v k,0 and z k,0 are nonzero in B 3 (A ′ 2n ) when 2n = 4, 6. Based on this, we conjecture that π is an isomorphism for all n: 
