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Classical and quantum scattering of a non-Gaussian wave packet by a rectangular barrier is
studied in terms of arrival times to a given detector location. A classical wave equation, proposed
by N. Rosen [Am. J. Phys. 32 (1964) 377], is used to study the corresponding classical dynamics.
Mean arrival times are then computed and compared for different values of initial wave packet
parameters and barrier width. The agreement is improved in the large mass limit as one expects.
A short comment on the possibility of generalization of Rosen’s proposal to a two-body system is
given. Differences in distributions of particles obeying different statistics are studied by considering
a system composed of two free particles.
PACS numbers: Schro¨dinger equation, Classical wave equation, Mean arrival time
I. INTRODUCTION
The classical limit of quantum mechanics is continuously an interesting research topic [1–3]. It is often considered
that h¯→ 0 gives the classical limit. Other limits that are very often used are large quantum numbers (correspondence
principle), short de Broglie wavelengths and large masses. It has been argued that the limit h¯→ 0 is conceptually and
mathematically problematic. In addition, different possible limiting procedures that can be used in a given problem
are mathematically inequivalent [1]. Very recently, a dividing line between quantum and classical trajectories in the
continuous measurement process has been proposed leading to the so-called Bohmian time constant [4].
It is well known that the wave function ψ provides statistical knowledge of the state of a system. The classical analog
of this system corresponds to an ensemble of particles following deterministic trajectories. Thus, comparison of classical
and quantum mechanics should be meaningful provided that their statistical predictions for the dynamical evolutions
of the same given initial ensemble is used, apart from some version of the correspondence principle. Quantum
mechanics is formulated in Hilbert space while classical statistical mechanics is formulated in phase space. Thus, the
corresponding evolution equations are the Schro¨dinger and Liouville equations, respectively. According to Feynman
in his dynamical theory of the Josephson effect [5], classical and quantum mechanics may be embedded in the
same Hamiltonian formulation by using complex canonical coordinates [6, 7]. Based on Heslot’s work [7], a theory
of quantum-classical hybrid dynamics has been proposed [8], which concerns the direct coupling of classical and
quantum mechanical degrees of freedom. Application of this proposal to entanglement dynamics and mirror-induced
decoherence has been studied [9, 10].
For a given system, the initial phase space distribution of an ensemble is not uniquely defined. The simplest
choice is to take a product of the position and momentum distributions. Based on this scheme, the quantum-classical
correspondence of an arrival time distribution has been considered in terms of a non-minimum-uncertainty-product
Gaussian wave packet (known as a squeezed state) which evolves in the presence of a linear potential [11–13]. In
particular, it was shown by Riahi [12] that, if the compared initial distribution functions are Gaussian with identical
statistical properties, the quantum and the classical mean arrival times are the same under the influence of at most
quadratic potentials. Moreover, for potentials of the form V (x) = Ax2 + Bx + C, the Liouville equation for the
classical phase space distribution function coincides with the evolution equation for the Wigner function [2]. So, if
both functions coincide initially, they will coincide all the time in such a potential. Home et al. [11] have taken the
initial classical phase space distribution as the product of the position and the momentum distributions, and this is
the point which has been criticized by Riahi. This author, in contrast, considers the initial phase space distribution
function to be the Wigner function that is evaluated using the given initial wave function. In their reply, Home et al.
state that it is not desirable to use any quantum input to fix the initial conditions for classical calculations when one
considers classical limit of quantum mechanics.
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2An alternative route which has been less used in literature, it is that initially proposed by Rosen [14]. He argues
that, in the large mass limit, the Schro¨dinger equation should be replaced by another Schro¨dinger-like equation,
known as classical wave equation, which is equivalent to the classical continuity and Hamilton-Jacobi equations. He,
by speculation, conjectured that transition from quantum domain to the classical one takes place for masses of the
order of m0 = 2.18× 10−5g or larger.
This classical wave equation contains a non-linear term in ψ which in general prevents superposition of different
states unless these states do not overlap or can be expressed as a multiplication of each other. Thus, instead of
superposition, pure states are combined to produce mixed states [15]. For instance, in the scattering of a wave packet
by a barrier, if the the energy is less than the barrier height, the solutions of the classical wave equation, that is, the
incident and reflected functions describe independent motions, without no interference effects. On the contrary, in
the corresponding quantum problem, the quantum pure state remains pure and there is no classical limit [1].
In this work, our aim is to examine the quantum-classical correspondence by analyzing the dynamics of a wave
packet with different barrier parameters and masses in terms of mean arrival times. The detector location is situated
well behind the barrier to prevent some overlapping. We would like to provide a criterion for the magnitude of mass
for which the classical wave equation of Rosen should be used instead of the Schro¨dinger equation. Then we consider
a two-body system and discuss about the possibility of generalization of Rosen’s classical wave equation. Although
particles are non-interacting, due to the symmetry of the total wave function spatial correlations exist. By deriving
one-body distributions, we study differences between fermions and bosons.
II. SCATTERING OF A WAVE PACKET BY A RECTANGULAR BARRIER AND ARRIVAL TIMES
Consider a beam of incident particles from the left by a rectangular potential barrier defined as V (x) = V0Θ(x)Θ(a−
x), where Θ(x) is the step function and a is the corresponding width. An ideal detector placed at x = X ≫ a, very
far from the barrier, can detect transmitted particles at a given time. The initial wave function is assumed to be of
the form
ψ0(x) = R0(x)e
ip0x/h¯ , (1)
in the region x < 0, which is a plane wave modulated by the variable amplitude R0(x) and with initial momentum
p0. The corresponding initial, classical phase space distribution function is
D0(x, p) =
{ |R0(x)|2δ(p− p0), x < 0
0, x > 0.
(2)
This initial wave function describes classically a set of particles having the same momentum p0. Quantum me-
chanically a momentum distribution is usually assumed. When the incident energy is greater than the barrier height,
that is, E0 = p
2
0/2m > V0, classically, all particles of mass m ultimately cross the barrier and arrive at the detector
location, X . However, quantum mechanically, the particles can also be reflected by the barrier. Due to the fact the
detector is located very far from the barrier, then it suffices to consider only the transmitted part of the initial wave
packet.
A. Quantum treatment
Once an incident particle coming from the left of the barrier has passed completely through it, the transmitted part
of the wave packet is given by [16]
ψT (x, t) =
1√
2pi
∫ ∞
0
dk ei(kx−Ekt/h¯)T (k)φ(k) , (3)
where Ek = h¯
2k2/2m, φ(k) being the Fourier transform of the initial wave function and
T (k) =
4kqei(q−k)a
(k + q)2 − (k − q)2e2iaq , (4)
is the transmission probability amplitude for monochromatic incidence with q =
√
2m(Ek − V0)/h¯2.
3If the width of the momentum distribution is sufficiently narrow, the wave packet does not suffer an important
distortion or reshaping [17] because of approximate constancy of the transmission coefficient over the range of the
corresponding integral
ψT (x, t) =
1√
2pi
|T (k0)|
∫ ∞
0
dkei[kx−Ekt/h¯+η(k)]φ(k) , (5)
where η(k) is the phase of T (k) and k0 corresponds to the maximum of φ(k).
B. Classical treatment
Rosen [14] discussed and proposed a nonlinear equation in the configuration space of the form
ih¯
∂ψ
∂t
=
(
− h¯
2
2m
∇2 + V + h¯
2
2m
∇2|ψ|
|ψ|
)
ψ , (6)
instead of the Schro¨dinger equation for the case of large mass particles, very often known as the classical Schro¨dinger
equation. If the wave function is written in polar form as ψ(x, t) = R(x, t)eiS(x,t)/h¯, and is substituted in that equation
one readily obtains
∂S
∂t
+
(∇S)2
2m
+ V = 0 , (7)
∂ρ
∂t
+∇ · j = 0, (8)
which are the classical Hamilton-Jacobi and continuity equations, respectively. Here ρ = R2 represents the probability
density of an ensemble of trajectories associated with the same S-function, j = h¯mℑ(ψ∗∇ψ) = R2∇Sm the probability
current density and S the classical action. The real functions R and S are primary and the classical wave function ψ
is deduced from them, i.e., it has ”a purely descriptive or mathematical significance” [18]. From Eqs. (7) and (8), one
easily reaches the continuity of S and j · nˆ at a surface where the potential energy changes discontinuously; nˆ being
the normal to the surface [15].
When E0 = p
2
0/2m > V0, the solution of the classical wave equation with initial condition (1) is given by
ψC(x, t) =


R0
(
x− p0tm
)
ei[p0x−E0t]/h¯ x < 0,√
p0
p′
0
R0
[
p0
p′
0
(
x− p′0tm
)]
ei(p
′
0x−E0t)/h¯ 0 < x < a ,
R0
[
x− p0tm + a
(
p0
p′
0
− 1
)]
ei[p0x−E0t+(p
′
0−p0)a]/h¯ a < x .
(9)
where p′0 =
√
2m(E0 − V0) and the continuity of the action S and current density j have been used at the boundaries
x = 0 and x = a. The classical action S generates the classical trajectory
x(t) = x0 + u.


t , 0 ≤ t < −mx0/p0
p′0
p0
t , −mx0/p0 ≤ t < m(−x0/p0 + a/p′0)
t , m(−x0/p0 + a/p′0) ≤ t ,
(10)
where u = p0/m is the velocity of the particle in the free region. Thus, a classical particle arrives at the detector
location X at time
tC(x0;X) =
X − x0
u
+ a

 1√
u2 − 2V0m
− 1
u

 . (11)
One then readily sees that tC(x0;X) decreases with the mass and increases with the barrier width, when other
parameters are kept constant.
4C. Arrival times
In both treatments, the arrival time distribution at the detector location is given by
Π(t;X) =
|j(X, t)|∫∞
0 dt|j(X, t)|
, (12)
from which the mean arrival time is calculated,
τ(X) =
∫ ∞
0
dt t Π(t;X) . (13)
At this point, it should be noted that in classical mechanics the concept of arrival time is clear and meaningful.
Furthermore, one can easily prove that its distribution is given by (12). On the contrary, in the standard interpretation
of quantum mechanics, this concept is rather controversial and there are different proposals for its definition (see, for
example, Ref. [19] for a review).
Another point that has been noticed in literature is the uniqueness of the Schro¨dinger probability current density.
Demanding that the non-relativistic current to be the non-relativistic limit of the unique relativistic current, a unique
form has been derived for the probability current density of spin-1/2 [20]; and spin-0 and spin-1 particles [21]. In
the case of spin-1/2 particles for a spin eigenstate in the absence of a magnetic field, the spin-dependent term
(h¯/m)ℜ(ψ∗∇ψ) × sˆ is added to the usual Schro¨dinger current. Here, sˆ = χ†σˆχ is the spin vector and σˆ is the Pauli
matrix. Spin is a quantum-mechanical intrinsic property and does not have a classical counterpart. Spin-dependent
term vanished in the limit h¯ → 0 or large mass limit; and in one-dimensional motion this term does not contribute.
So, we put it away in our calculations.
One can also directly obtain classical mean arrival times without computing the classical arrival time distribution
by means of
τC(X) =
∫
dx0 tC(x0;X) [R0(x0)]
2
=
X − 〈x0〉
u
+ a

 1√
u2 − 2V0m
− 1
u

 . (14)
Just for completeness we mention that the corresponding fluctuation ∆τC is given by the rms width of the classical
arrival time distribution
∆τC =
√∫
dx0 [tC(x0;X)]2 [R0(x0)]2 − [τC(X)]2
=
√
〈x20〉 − 〈x0〉2
u
≡ σx
u
, (15)
which is independent of the detector location and barrier width.
D. Quantum-classical correspondence for a freely evolving Gaussian packet
Before going to the general case of scattering of a non-Gaussian packet by a rectangular barrier, it is instructive
at first to consider free evolution of a Gaussian packet. It’s notable that the results of the previous section are valid
here by putting a = 0 and V0 = 0. By solving Eqs. (7) and (8) one obtains
ρC(x, t) = ρ0(x− ut) = 1√
2piσ20
exp
[
− (x− xc − ut)
2
2σ20
]
, (16)
SC(x, t) = p0x− E0t , (17)
jC(x, t) = u.ρC(x, t) , (18)
5for the classical quantities. ρ0(x) stands for the initial probability density which is taken to be a Gaussian. Quantum
mechanically one has
ρQ(x, t) =
1√
2piσ2
exp
[
− (x− xc − ut)
2
2σ2
]
, (19)
SQ(x, t) = SC(x, t)− h¯
2
tan−1
(
h¯t
2mσ20
)
+
(x− xc − ut)2h¯2t
8mσ20σ
2
, (20)
jQ(x, t) = u
[
1 +
h¯2t
4m2σ20σ
2
(
x− xc
u
− t
)]
.ρQ(x, t) , (21)
where σ = σ0
√
1 +
(
h¯t
2mσ2
0
)2
. One clearly sees that in the limit h¯ → 0, or in the large mass limit quantum results
approaches to the corresponding classical ones. So, in this specific example these two limits give the same result.
E. Quantum-classical correspondence for a non-Gaussian packet
For practical purposes, we can choose R0 to be a non-Gaussian function such as [22]
R0(x) =
1
(2piσ20)
1/4
√
1 + α
2
2 (1− e−pi2/8)
[
1 + α sin
(
pi
x − xc
4σ0
)]
× exp
[
− (x− xc)
2
4σ20
]
, (22)
α being a tunable parameter showing deviation from Gaussianity; σ0 and xc are the Gaussian (α = 0) wave packet
width and center, respectively. This center is chosen to be far from the barrier in such a way that there is no
overlapping with the barrier. Our main motivation to use a non-Gaussian wave packet, apart from being a more
general wave packet, comes from the fact that it is rather difficult to build exactly Gaussian wave packets in real
experiments. This non-Gaussian function has already been used to study the weak equivalence principle of gravity in
quantum mechanics [22]. In appendix A, some useful information about this function is provided.
From Eq. (9), the classical wave function after passing completely through the barrier now takes the form
ψC(x, t) =
1
(2piσ20)
1/4
√
1 + α
2
2 (1− e−pi2/8)
×

1 + α sin

pi (x− xc)− u t+ a
(
p′0
p0
− 1
)
4σ0




× exp
{
ik0
[
x− u
2
t+ a
(
p′0
p0
− 1
)]}
× exp

−
[
(x− xc)− u t+ a
(
p0
p′
0
− 1
)]2
4σ20

 , (23)
where k0 = p0/h¯. In this case, by using Eqs. (14) and (A1), one obtains an analytic relation for the mean arrival
time to be
τC(X) =
1
u
(
X − xc − σ0 pie
3pi2/32α
α2(epi2/8 − 1) + 2epi2/8
)
+ a

 1√
u2 − 2V0m
− 1

 .
(24)
6One sees that τC(X) is linear in X , xc, σ0 and a but not in α. This classical mean arrival time decreases (increases)
with σ0 for positive (negative) values of α but there is no dependence on the initial width for a Gaussian packet
(α = 0). This is approximately true for a non-Gaussian wave packet with a very large α. In the large mass limit,
the classical mean arrival time reduces to τC = (X − 〈x0〉)/u which is independent of the mass for a given value of
u. From Eqs. (15) and (A2), it is apparent that the classical fluctuation ∆τC is independent of the mass, for a given
value of u, and is minimum for a Gaussian wave packet. Using Eqs. (5) and (A3) one readily obtains,
ψT (x, t) ≃ 1√
2pi
(
2σ20
pi
)1/4
1√
1 + α
2
2 (1 − e−pi2/8)
×
{
f(k0)− iα
2
[f(k+)− f(k−)]
}
, (25)
where
f(kj) = |T (kj)|
√
pi
σ20
[
1 + i h¯t
2mσ2
0
− i η′′(kj)
2σ2
0
]
× exp
{
ikj
[
x− h¯kj
2m
t+
η(kj)
kj
]}
× exp

− [(x− xc)−
h¯kj
m t+ η
′(kj)]
2
4σ20
[
1 + i h¯t
2mσ2
0
− i η′′(kj)
2σ2
0
]

 . (26)
η′(kj) and η
′′(kj) are respectively the first and second derivative of η(k) with respect to k at kj ; j = 0,±. We have
used the fact that according to (A3) the amplitude φ(k) is a superposition of three Gaussian functions with the same
width σk = 1/2σ0 but with different wave numbers k0 and k± = k0 ± pi/4σ0. It has also been assumed that σk is
sufficiently narrow. Thus, the corresponding integrals have been extended from [0,∞] to [−∞,∞] and exponentials
Taylor expanded about the corresponding kick momenta. The reduction of Eqs. (23) and (25) for a Gaussian wave
packet, α = 0, shows that:
• The centers of the classical and quantum wave packets differ by an amount a(p0/p′0 − 1)− η′(k0).
• The width of the classical wave packet is constant while the width of the quantum wave packet increases with
time.
With these observations classical and quantum packets , i.e., |ψC |2 and |ψT |2 will coincide when
a
(
p0
p′0
− 1
)
− η′(k0) → 0 , (27)(
h¯t
2mσ20
− η
′′(k0)
2σ20
)2
→ 0 , (28)
and T (k0) ≃ 1.
F. A two-body non-interacting system
Schro¨dinger equation for a N-body system in 1D reads
ih¯
∂Ψ(x1, x2, · · · , xN , t)
∂t
=
(
N∑
i=1
−h¯2
2mi
∂2i + V (x1, x2, · · · , xN , t)
)
Ψ(x1, x2, · · · , xN , t) , (29)
where ∂i =
∂
∂xi
. Generalization of Rosen’s proposal to a N-body system is straightforward. By changing the
Schro¨dinger equation as
ih¯
∂Ψ(x1, x2, · · · , xN , t)
∂t
=
(
N∑
i=1
−h¯2
2mi
∂2
∂x2i
+ V +
N∑
i=1
h¯2
2mi
∂2iΨ
|Ψ|
)
Ψ(x1, x2, · · · , xN , t)
7and writing the polar form of the wavefunction Ψ(x1, x2, · · · , xN , t) = R(x1, x2, · · · , xN , t)eiS(x1,x2,··· ,xN ,t)/h¯ one
obtains,
∂S(x1, x2, · · · , xN , t)
∂t
+
N∑
i=1
[∂iS(x1, x2, · · · , xN , t)]2
2mi
+ V (x1, x2, · · · , xN , t) = 0 ,
∂R2(x1, x2, · · · , xN , t)
∂t
+
N∑
i=1
∂i
(
R2(x1, x2, · · · , xN , t)∂iS(x1, x2, · · · , xN , t)
mi
)
= 0 . (30)
Now consider a 1D system composed of two free identical particles. Classically, particles are distinguishable and obey
classical Maxwell-Boltzmann (MB) statistics. Quantum mechanically they are indistinguishable and obey different
statistics. Fermions (Bosons) obey Fermi-Dirac (Bose-Einstein) statistics for which the total wavefunction must be
antisymmetric (symmetric) under the exchange of particles in the system. Since particles do not interact, one can
construct solutions of the Schro¨dinger equation from two single-particle wavefunctions ψa and ψb as follows:
ΨMB(x1, x2, t) = ψa(x1, t)ψb(x2, t) , (31)
Ψ±(x1, x2, t) = N±[ψa(x1, t)ψb(x2, t)± ψb(x1, t)ψa(x2, t)] , (32)
where upper (lower) sign stands for BE (FD) statistics. If single-particle wavefunctions ψa(x1, t) and ψb(x2, t) are
solutions of classical one-body wave equation (6) then ψa(x1, t)ψb(x2, t) and ψb(x1, t)ψa(x2, t) separately satisfy eq.
(30), but due to the non-linearity of this equation symmetrized wavefunctions Ψ±(x1, x2, t) are not solutions of classical
wave equation, i.e., there is no corresponding classical wave equation for indistinguishable particles as one expects.
Due to indistinguishability of identical particles for the quantum BE and FD statistics, one-body density (density
probability for observing a particle at point x irrespective of the position of the other particle) is given by [23]
ρ1(x, t) =
∫
dx1dx2 δ(x − x1) |Ψ(x1, x2, t)|2 = 1
2
[∫
dx2|Ψ(x, x2, t)|2 +
∫
dx1|Ψ(x1, x, t)|2
]
= |N±|2
( |ψa(x, t)|2 + |ψb(x, t)|2 ± 2 ℜ [〈ψa(t)|ψb(t)〉 ψ∗a(x, t)ψb(x, t)] ) , (33)
where 〈ψa(t)|ψb(t)〉 =
∫
dx ψ∗a(x, t)ψb(x, t). It must be noted that probability distributions for finding a particle at a
point x are different for two particles in the classical MB statistics,
ρ
(1)
1 (x, t) = |ψa(x, t)|2 , ρ(2)1 (x, t) = |ψb(x, t)|2 . (34)
By straightforward algebra one gets a continuity equation for one-body density,
∂ρ1(x, t)
∂t
+
∂
∂x
j1(x, t) = 0 , (35)
where,
j1(x, t) =
h¯
2m
ℑ
{∫
dx2Ψ
∗(x, x2, t)
∂Ψ(x, x2, t)
∂x
+
∫
dx1Ψ
∗(x1, x, t)
∂Ψ(x1, x, t)
∂x
}
=
h¯
m
|N±|2ℑ
{
ψ∗a
∂ψa
∂x
+ ψ∗b
∂ψb
∂x
± 〈ψa(t)|ψb(t)〉 ψ∗b
∂ψa
∂x
± 〈ψb(t)|ψa(t)〉 ψ∗a
∂ψb
∂x
}
, (36)
and we have used the fact that the wavefunction becomes zero as x → ±∞. For distinguishable particles obeying
classical MB statistics one has two probability current densities for each particle,
j
(1)
1 (x, t) =
h¯
m
ℑ
{
ψ∗a(x, t)
∂ψa(x, t)
∂x
}
, j
(2)
1 (x, t) =
h¯
m
ℑ
{
ψ∗b (x, t)
∂ψb(x, t)
∂x
}
, (37)
Noting eqs. (33) and (36), one sees that as long as the single-particle wavefunctions has negligible overlap, i.e.,
〈ψa(t)|ψb(t)〉 ≃ 0 then there is no need for symmetrization. As a result one can ignore distinguishability of particles
and thus uses MB statistics for which motions of particles are independent and everything is the same as the one-body
systems which was discussed in previous sections. Thus, we will not consider such a statistics anymore.
By taking the one-particle wavefunctions as Gaussian packets,
ψi(x, t) = (2pis
2
ti)
−1/4 exp
[
iki(x− uit/2)− (x− uit− xci)
2
4stiσ0i
]
, sti = σ0i(1 + ih¯t/2mσ
2
0i) , (38)
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with i = a, b, the overlap integral is given by,
〈ψa(t)|ψb(t)〉 =
√
2σ0aσ0b
σ20a + σ
2
0b
exp
[
−4(ka − kb)
2σ20aσ
2
0b + (xca − xcb)2 + 4i(ka − kb)(σ20bxca + σ20axcb)
4(σ20a + σ
2
0b)
]
. (39)
It is seen that overlap integral 〈ψa(t)|ψb(t)〉 is independent of time and normalization constants are given by
N± =
1√
2
{
1± 2σ0aσ0b
σ20a + σ
2
0b
exp
[
−4(ka − kb)
2σ20aσ
2
0b + (xca − xcb)2
2(σ20a + σ
2
0b)
]}−1/2
. (40)
III. RESULTS AND DISCUSSION
For the calculations, the following parameters are kept fixed: xc = −50 A˚, V0 = 5 eV, u = 4.52×10−3c and X = 75
A˚, where c is the light velocity in vacuum. Mean arrival time is computed quantum mechanically and classically for
different masses and barrier widths. Results are expressed by using the following units: time is given in femtosecond,
length in Angstrom and mass in MeV/c2.
We first present some information about the transmission probability for the wave numbers k0 and k = k±. As Eq.
(25) shows, the probability density and probability current density depend on the modulus of transmission amplitude
and its phase; and the first and the second derivative of the phase at k = k0 and k = k±. Figure 1 shows theses
quantities as a function of the mass for a given value of barrier width. One sees all of these parameters oscillate as mass
changes and oscillations become small as mass increases. At this point it is worth mentioning that the transmitted
wave packet looks like the one for free propagation with minor differences in between their extrema (compare Eqs.
(25) and (A6)).
In Figures 2 and 3 we display the probability density and probability current density for a Gaussian wave packet for
different values of mass. This density current is positive for all times at detector location X . These figures show that
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FIG. 2: (Color online) Probability density for a Gaussian wave packet versus x at time t0 = 11.07 fs for σ0 = 2A˚ and a = 8A˚;
and for different values of mass. Black curve is the classical wave (23), red curve is the quantum wave computed by (25) and
the green one computed by (3). One sees that red and green curves coincide as mass increases to a value m ≥ 5 MeV/c2.
quantum results computed by Eqs. (25) and (3) approach as mass increases. For our working parameters, coincidence
appears as m ≥ 5MeV/c2. Further computations show that for a given mass and barrier width a these results are
closer as σ0 increases. Moreover, for a given mass and packet width σ0, results become more similar as a decreases.
We have also checked that (25) and (3) give the same result as m ≥ 5MeV/c2, a ≤ 8 A˚ and σ0 ≥ 2A˚. By choosing
the parameters in this range we compute quantum mean arrival time τQ by means of the wave function (25). Finally,
from Figure 4 one clearly sees that for large masses and different values of |α|, the difference between classical and
quantum mean arrival times increase. These differences decrease with mass and for a given value of α. It is also
apparent that τC < τQ, which is also a result of [11] for the propagation of a non-minimum-uncertainty Gaussian
wave packet in the presence of a linear gravitational field. However, this problem has been computed by a different
scheme, that is, the Liouville equation instead of the classical wave equation.
In figure 5 we have depicted one-body densities for a two-body system composed of two identical particles. As
this figure shows distributions of FD statistics are wider than that of BE ones. One-body probability current density
at detector location xd = 0 shows arrival time distribution in this point. For our parameters arrival of fermions at
detector location takes place sooner than bosons.
Summarizing, in this work, quantum and classical correspondence are studied based on the evolution of a
non-Gaussian wave packet in configuration space under the presence of a rectangular potential barrier. Mean arrival
times, at a given detector location, are analyzed classically and quantum mechanically versus different values of
parameters of the initial wave packet and the barrier. In particular, we have observed that (i) quantum mean arrival
times are larger than the classical ones, (ii) by increasing mass or width of the initial wave packet classical and
quantum results approach, (iii) even though classical and quantum mean arrival times do not have regular behavior
with the non-Gaussian parameter α, their difference increases with |α| and (iv) in the range of our parameters even
though the transmitted wave packet looks like the free evolved one, they are displaced relative to each other due to
the first derivative of the phase of the transmission probability in the peak momentum p0. As it is widely discussed
by Holland [1] even though classical and quantum behaviors are approaching to the same limit, it cannot be claimed
that one has deduced classical mechanics from the quantum theory in the conventional language, because the former
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FIG. 3: (Color online) Probability current density for a Gaussian wave packet versus t at detector location X = 75A˚ for
σ0 = 2A˚ and a = 8A˚; and for different values of mass. Black curve is the classical result while the red one is the quantum
result computed by the wave function (25) and the green curve shows the quantum result computed by the wave function (3).
is a deterministic theory of motion while the later is a statistical theory of observation. Thus, a physical postulate
(similar to the one is arranged in the causal interpretation) must be added to quantum mechanics. In agreement with
one’s intuition there is no classical wave equation for many-body systems composed of identical particles. At the end
we state that it should be constructive to use other approaches for computing the quantum arrival time distribution
in our example, and then compare the results of these approaches with those of the present paper.
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Appendix A
In this appendix some details on the non-Gaussian wave packet are provided. This corresponding initial wave
packet is built from the amplitude function (22) and is actually a superposition of three Gaussian wave packets with
the same center xc but with different kick wave vectors k0, k+ and k−. The expectation value of the position operator
and the uncertainty in position are respectively,
〈x〉 = xc + σ0 pie
3pi2/32α
α2(epi2/8 − 1) + 2epi2/8 , (A1)
σx =
√
〈x2〉 − 〈x〉2
= σ0
√
1 +
pi2α2[α2(epi2/8 − 1) + 2epi2/8 − 4e3pi2/16]
4[α2(epi2/8 − 1) + 2epi2/8]2 . (A2)
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FIG. 4: (Color online) a) τQ, b) τC and c) τQ − τC versus m for a = 8A˚ and σ0 = 2A˚; for α = −5 (black curve), α = 0 (red
curve), α = 2 (green curve) and α = 5 (blue curve).
The Fourier transform of the initial wave packet is
φ(k) =
(
2σ20
pi
)1/4
e−σ
2
0(k−k0)
2√
1 + α
2
2 (1− e−pi2/8)
×
[
1− i α
2
e−pi
2/16
(
e
piσ0
2
(k−k0) − e−piσ02 (k−k0)
)]
, (A3)
and the expectation value of the momentum operator and the uncertainty in momentum are respectively (in terms of
wave vectors),
〈k〉 = k0 , (A4)
σk =
√
〈k2〉 − 〈k〉2 = 1
2σ0
√
1 +
α2pi2
8 + 4α2(1− e−pi2/8) (A5)
One clearly sees that σx, |φ(k)|2 and σk are even functions of α. The function ρ(k) = |φ(k)|2 is symmetric around
central wave number k0; and this point is a global maximum for −α0 < α < α0 while is a local minimum for α < −α0
or α0 < α, where α0 = 2
√
2 exp [pi2/16]/pi = 1.66836. In Figure 6 the expectation value of position, uncertainty in
position, uncertainty in momentum and the product of uncertainties versus α are plotted. Finally, the propagation
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of the above non-Gaussian packet in free space is given by
ψ(x, t) =
1(
2piσ20
[
1 + i h¯t
2mσ2
0
]2)1/4 1√1 + α22 (1− e−pi2/8)
×

1 + α e
pi2
16

 1
1+i h¯t
2mσ2
0
−1


sin

pi (x − xc)− ut
4σ0
[
1 + i h¯t
2mσ2
0
]




× exp
{
ik0
[
x− u
2
t
]}
exp

− [(x− xc)− ut]
2
4σ20
[
1 + i h¯t
2mσ2
0
]

 . (A6)
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