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ABSTRACT
This is the first of two papers describing the second data release (DR2) of the Australia
Telescope Large Area Survey at 1.4 GHz, which comprises deep wide-field observations in
total intensity, linear polarization, and circular polarization over the Chandra Deep Field-South
and European Large Area Infrared Space Observatory Survey-South 1 regions. DR2 improves
upon the first data release by maintaining consistent data reductions across the two regions,
including polarization analysis, and including differential number counts in total intensity and
linear polarization. Typical DR2 sensitivities across the mosaicked multipointing images are 30
μJy beam−1 at approximately 12 arcsec × 6 arcsec resolution over a combined area of 6.4 deg2.
In this paper we present detailed descriptions of our data reduction and analysis procedures,
including corrections for instrumental effects such as positional variations in image sensitivity,
bandwidth smearing with a non-circular beam, and polarization leakage, and application of the
BLOBCAT source extractor. We present the DR2 images and catalogues of components (discrete
regions of radio emission) and sources (groups of physically associated radio components).
We describe new analytic methods to account for resolution bias and Eddington bias when
constructing differential number counts of radio components.
Key words: polarization – methods: data analysis – techniques: polarimetric – surveys – radio
continuum: galaxies.
1 I N T RO D U C T I O N
Radio surveys are a cornerstone of modern astronomy. Counts of ex-
tragalactic radio sources per steradian per unit flux density provide
fundamental constraints on galaxy evolution, as they implicitly en-
capsulate both the underlying redshift and luminosity distributions
of source populations (e.g. Longair 1966).
In total intensity, the 1.4 GHz source counts are observed to flat-
ten below 1 mJy, though the extent of this flattening is controversial
because the results from deep surveys exhibit a large degree of scat-
E-mail: chales@aoc.nrao.edu
†Current address: National Radio Astronomy Observatory, PO Box 0, So-
corro, NM 87801, USA.
‡Jansky Fellow of the National Radio Astronomy Observatory.
ter. To illustrate, see the compilation of surveys in fig. 3 from Norris
et al. (2013) where there is a factor of 2 variation in the counts be-
low 1 mJy. Some studies have attributed the large scatter in the faint
counts to cosmic variance, namely to intrinsic differences between
survey fields caused by source clustering (e.g. Seymour, McHardy
& Gunn 2004). However, significant differences in the counts for
fields observed by separate studies, such as the Lockman Hole (Ibar
et al. 2009), indicate that calibration and data processing errors may
be largely responsible for the scatter. Issues to consider include cor-
rections for bandwidth smearing (e.g. Ibar et al. 2009), Eddington
bias (e.g. Simpson et al. 2006), resolution bias (e.g. Bondi et al.
2008), and non-instrumental factors such as source clustering in the
field (e.g. Heywood, Jarvis & Condon 2013). The present conclu-
sion in the literature is that the scatter in the sub-millijansky counts
is likely to be significantly affected by data processing differences
between surveys (Biggs & Ivison 2006; Condon 2007; Ibar et al.
C© 2014 The Authors
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2009; de Zotti et al. 2010; Condon et al. 2012; Heywood et al. 2013).
This conclusion motivates the need for studies that describe data re-
duction and analysis procedures in detail, so as to facilitate robust
comparisons with other works and encourage future improvements.
To date, very few surveys dedicated to extragalactic polarized
radio sources have been conducted, primarily because of correlator
limitations that have required polarization capabilities to be sacri-
ficed for spectral resolution. Polarization surveys at 1.4 GHz include
the NRAO VLA Sky Survey (NVSS; Condon et al. 1998) observed
with the Very Large Array, which encompasses 82 per cent of the
sky at resolution full width at half-maximum (FWHM) 45 arcsec
to a root mean square (rms) sensitivity in polarization of 0.29 mJy
beam−1, surveys of the European Large Area Infrared Space Ob-
servatory Survey-North 1 (ELAIS-N1) region observed using the
Dominion Radio Astrophysical Observatory (DRAO) Synthesis
Telescope by Taylor et al. (2007) over 7.43 deg2 with resolution
FWHM ∼50 arcsec to 78 μJy beam−1 and in a deeper follow-up
study with the same facility by Grant et al. (2010) over 15.16 deg2
to 45 μJy beam−1, and the Australia Telescope Low-Brightness
Survey (ATLBS; Subrahmanyan et al. 2010) which encompasses
two fields observed with the Australia Telescope Compact Array
(ATCA) over a total of 8.42 deg2 with resolution FWHM ∼50 arcsec
to ∼80 μJy beam−1. A summary of polarization surveys at other
radio wavelengths is presented by Tucci & Toffolatti (2012). By
cross-matching polarized 1.4 GHz sources with mid-infrared coun-
terparts, Taylor et al. (2007) identified the population of polarized
millijansky sources as being extragalactic radio sources powered
by active galactic nuclei (AGNs). Grant et al. (2010) found that the
polarized emission from these sources was likely to originate in ex-
tended radio lobes. Mesa et al. (2002) and Tucci et al. (2004) found
an anti-correlation between the fractional linear polarization and
total intensity flux densities of NVSS sources; faint sources were
more highly polarized. This finding was supported for ELAIS-N1
sources by Taylor et al. (2007) and Grant et al. (2010), and for
ATLBS sources by Subrahmanyan et al. (2010). Tucci et al. (2004),
Taylor et al. (2007), and Grant et al. (2010) found that the Euclidean-
normalized differential number counts of polarized sources flattened
at linearly polarized flux densities L  1 mJy to levels greater than
those predicted by Beck & Gaensler (2004); the latter predicted
polarized source counts to μJy levels by convolving total intensity
source counts with a fractional polarization distribution modelled
on NVSS data. O’Sullivan et al. (2008) were unable to reproduce
the observed flattening in a population modelling study. The ob-
served flattening suggests the emergence of systematic changes in
polarized source properties with decreasing flux density, such as
higher ordering of magnetic fields in fainter sources, or perhaps
the emergence of an unexpected faint population. To examine the
emerging fractional polarization anti-correlation and source count
flattening trends in more detail, deeper and higher angular resolution
observations of the 1.4 GHz polarized sky are required.
In this work we present reprocessed and new 1.4 GHz observa-
tions of the Chandra Deep Field-South (CDF-S; Galactic coordi-
nates l ≈ 224◦, b ≈ −55◦; Norris et al. 2006) and ELAIS-South
1 (ELAIS-S1; l ≈ 314◦, b ≈ −73◦; Middelberg et al. 2008) re-
gions, obtained as part of the Australia Telescope Large Area Survey
(ATLAS) project with the ATCA. We collectively refer to these pre-
vious ATLAS papers as Data Release 1 (DR1) and denote this work
as Data Release 2 (DR2). Given that DR1 did not include polariza-
tion analysis of the ATLAS data, we have chosen to reprocess the
original observations to ensure consistent and improved data reduc-
tion and analysis between both the total intensity and polarization
data and the two independent ATLAS regions. In preparation for
ATLAS DR2, we have developed new tools to ensure accurate cal-
culation of the statistical significance of flux density measurements
in linear polarization (Hales et al. 2012a) and to ensure accurate
measurement of these flux densities using the BLOBCAT source ex-
tractor (Hales et al. 2012b).
The motivations for ATLAS DR2 are to (i) present a detailed
description of our data reduction and analysis procedures to in-
form future deep surveys such as those being developed for SKA
Pathfinder facilities around the world (see summary of facilities
described by Beck et al. 2012 and Norris et al. 2013), (ii) compute
differential number counts for total intensity and linearly polar-
ized objects (total intensity counts were not included in DR1), and
(iii) investigate the nature of faint polarized sources and consider
possible explanations for the fractional polarization trend seen in
previous studies. Clearly, biases introduced at an early stage of data
reduction have the potential to propagate through to the final data
in a non-linear fashion, affecting the ability for that data to be used
for unplanned and novel experiments in the future (e.g. Crawford
2009). In this paper (Paper I) we focus on point (i) from above,
regarding data reduction and the development of new techniques to
produce high fidelity data suitable for investigating points (ii) and
(iii). Results and discussion regarding points (ii) and (iii) will be
presented in Paper II (Hales et al. 2014).
This paper is organized as follows. In Section 2 we describe our
ATLAS radio data and ancillary mid-infrared and optical data. In
Section 3 we outline our radio data reduction and post-processing
procedures to obtain mosaicked images of total intensity, linear po-
larization (using rotation measure, RM, synthesis), and additionally
circular polarization for the two ATLAS regions. In Section 4 we
describe instrumental effects of time-average smearing, bandwidth
smearing, and polarization leakage, our methods to account for them
in our ATLAS data, and the effective survey area boundaries. In Sec-
tion 5 we detail how radio components were detected and extracted
in total intensity, linear polarization, and circular polarization, and
how their flux densities were corrected to account for subtle noise-
induced systematics. In Section 6 we describe our implementation
of two cross-identification and classification schemes: the first to
group components into sources, to associate these sources with
infrared sources, and to classify them according to their multiwave-
length properties; and the second to associate linearly polarized
components or polarization upper limits with total intensity coun-
terparts and to classify these associations based on their polarized
morphologies. In Section 7 we describe in detail corrections re-
quired to calculate total intensity and linear polarization differential
number counts, including a new fully analytic method to account
for resolution bias. In Section 8 we present the ATLAS DR2 total
intensity and linear polarization images, and the radio component
and source catalogues. We conclude in Section 9. For reference, a
selection of important symbols used in this work is presented in
Table 1.
2 O B S E RVAT I O NA L DATA
2.1 Radio data
ATLAS observations of the CDF-S and ELAIS-S1 fields were ob-
tained with the ATCA (Frater, Brooks & Whiteoak 1992), a synthe-
sis telescope consisting of six 22 m alt-az antennas on an east–west
baseline. Each antenna is equipped with linearly polarized feeds
used to measure all four polarization products (XX, YY, XY, YX),
from which all four Stokes parameters (I, Q, U, V) can be derived.
Noise diodes in the feed horns of each antenna replace the need to
MNRAS 441, 2555–2592 (2014)
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Table 1. Selection of important symbols used in this work.
Symbol Description Defined
IMFS Total intensity mosaic produced using multifrequency synthesis approach Section 3.2
VMFS Circular polarization mosaic produced using multifrequency synthesis approach Section 3.2
Ii , Qi , Ui ith frequency channel mosaic in total intensity, Stokes Q, or Stokes U Section 3.3
σQ,i , σU,i rms noise map of ith frequency channel mosaic in Stokes Q or Stokes U Section 3.5
σQ,U,i Map of combined rms noise for Stokes Q and Stokes U in ith frequency channel Section 3.5
ICA Total intensity mosaic produced using channel average approach Section 3.5
LRM Linear polarization mosaic produced using rotation measure synthesis Section 3.5
σRM(x, y) rms noise map for LRM Section 3.5
 Bandwidth smearing ratio (observed divided by true surface brightness) Section 4.2
KLEAK Total intensity to linear polarization leakage mosaic Section 4.3
LCORRRM LRM corrected for polarization leakage Section 4.3
FAREA Survey area Section 4.4
Speak,Sint Peak or integrated surface brightness (more generally, S denotes flux density) Section 5.1
AS Detection signal-to-noise ratio Section 5.1
VAREA Visibility area for detection Section 5.1
θ , B Observed or beam full-width at half-maximum Section 5.3
 Deconvolved angular size Section 5.3
γ Slope of differential number counts, dN/dS ∝ S−γ Section 5.4
SML Deboosted flux density using maximum-likelihood scheme Section 5.4
dNH03/dS Differential number-count fit from Hopkins et al. (2003) Section 5.4
dNH03M/dS Modified version of dNH03/dS Section 5.4
f Distribution of fractional linear polarization ( ≡ L/I) Section 5.4
LUL Linear polarization upper limit Section 6.2.1
r, e Resolution or Eddington bias corrections Section 7.1
max Maximum intrinsic angular size for detectable component Section 7.1.1
σ˜ Local rms noise divided by local bandwidth smearing ratio Section 7.1.1
fσ˜ Probability distribution for σ˜ Section 7.1.1
h Integral angular size distribution Section 7.1.1
η Angular filling factor for linearly polarized emission (L/I) Section 7.1.1
dNdetectable/dS dDifferential number counts that are observable Section 7.1.1
med Median largest angular size Section 7.1.1
min Minimum intrinsic angular size for detected component to be classified as resolved Section 7.1.2
dNresolved/dS Resolved detectable number counts Section 7.1.2
dNunresolved/dS Unresolved detectable number counts, assuming ideal case without measurement bias Section 7.1.2
dNunresolved−obs/dS Unresolved detectable number counts, accounting for measurement bias Section 7.1.2
observe a polarization position angle calibrator to derive absolute
XY phase.
The two ATLAS fields were observed in mosaic mode using
ATCA’s standard continuum correlator setup, FULL_128_2. This
correlator configuration enabled observation of 2 × 128 MHz band-
width windows centred on 1344 and 1432 MHz, with each 128 MHz
window divided into 32 × 4 MHz non-independent channels. A cor-
relator cycle time of 10 s was used. The FWHM of the primary beam
at these frequencies is ∼35 arcmin. The standard ATCA primary
flux density calibrator PKS B1934−638 (Reynolds 1994) was used
for both ATLAS fields. The secondary calibrators1 for the CDF-S
and ELAIS-S1 fields were PKS B0237−233 and PKS B0022−423,
respectively.
Both ATLAS fields consist of multiple pointings, as shown in
Fig. 1. Each pointing was observed using a number of complemen-
tary ATCA array configurations to maximize uv-plane coverage; we
show the typical uv-plane coverage for ATLAS pointings in Fig. 2.
Some pointings are more sensitive than others due to non-uniform
time allocation. The original DR1 CDF-S observations combined
seven pointings from Koekemoer et al. (2003; ATCA Project ID
C1035) with 21 ATLAS pointings (ATCA Project ID C1241). To
boost sensitivity in the CDF-S field, in DR2 we have included 11
1 http://www.narrabri.atnf.csiro.au/calibrators/
additional pointings from Koekemoer et al. (2003), making use of
all 18 suitable pointings from their data. We have also included new
CDF-S observations of the 21 ATLAS pointings, obtained in the
period 2005 January to 2006 March. Observing dates, array config-
urations, and net integration times of the CDF-S data used in this
work are shown in Table 2; pointing centres are given in Table 3.
For the ELAIS-S1 field with 20 pointings, we have reprocessed the
same raw DR1 data as outlined by Middelberg et al. (2008). The
baselines measured for the CDF-S and ELAIS-S1 fields cover the
range 31–6000 m and 46–5969 m, respectively.
2.2 Ancillary data
We supplemented our 1.4 GHz radio observations with data at in-
frared and optical wavelengths, as described below, to enable source
classifications using multiwavelength cross-identifications.
2.2.1 Infrared data
Spitzer Space Telescope (Werner et al. 2004) observations encom-
passing the CDF-S and ELAIS-S1 ATLAS fields were carried
out as part of the Spitzer Wide-Area Infrared Extragalactic Sur-
vey (SWIRE; Lonsdale et al. 2003) Legacy Project. We obtained
flux densities for SWIRE sources from a pre-release version of the
MNRAS 441, 2555–2592 (2014)
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Figure 1. Overview of mosaicked observations of the CDF-S (left) and ELAIS-S1 (right) ATLAS fields; background images are of continuum total intensity
(see Section 3.2) with equally scaled shading levels. The circles indicate the locations and 35 arcmin half-power primary beam widths of the pointings. The
CDF-S field consists of 39 pointings: 18 of these were observed by Koekemoer, Mobasher & Norris (2003; yellow circles), while the remaining 21 pointings
were observed solely by ATLAS (cyan circles). The rotated red rectangle indicates the GOODS-South field (Giavalisco et al. 2004). The red irregular polygon
and outer red square indicate the 2MS CDF-S (Luo et al. 2008) and extended-CDF-S (Lehmer et al. 2005) fields, respectively. All 20 pointings within the
ELAIS-S1 field were observed solely by ATLAS. The thick outer contour (white) in each field indicates the survey area boundary (see Section 4.4). SWIRE
observations (Lonsdale et al. 2003) encompass each ATLAS field.
Figure 2. Typical uv-plane coverage for a pointing in each of the CDF-S (left-hand column) and ELAIS-S1 (right-hand column) fields in units of nanoseconds
(upper row; independent of frequency) and kilolambda (lower row; indicates multichannel coverage).
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Table 2. Observing dates, array configurations, and net integration
times on source for the ATLAS DR2 CDF-S field.
Project ID Date Array Net integration
time (h)
C1035 ... 2002 Apr. 4–7, 10, 12–13 6A 72.9
2002 Aug. 23–24, 27–29 6C 29.6
C1241 ... 2004 Jan. 7–8, 12 6A 23.9
2004 Feb. 3–5 6B 24.7
2004 June 6, 8–12 750D 37.4
2004 Nov. 24–30 6D 50.4
2004 Dec. 28–30 1.5D 22.6
2005 Jan. 7–8, 18–19, 23 750B 31.9
2005 Apr. 9–10 6A 18.5
2005 Apr. 14 1.5A 8.9
2005 Apr. 22; 2005 May 2 750A 15.0
2005 June 1, 10 EW367 11.7
2005 June 25–26 6B 18.1
2005 Dec. 6 6A 8.7
2006 Mar. 23–24, 27 6C 23.0
Table 3. Coordinates of ATLAS DR2 CDF-S
calibrators and pointing centres.
Source/pointinga RA (J2000) Dec. (J2000)
B1934−638 19:39:25.026 −63:42:45.63
B0237−233 2:40:08.175 −23:09:15.73
K2 3:31:42.777 −27:48:30.00
K3 3:32:05.390 −27:57:09.62
K4 3:32:50.610 −27:57:09.62
K5 3:33:13.223 −27:48:30.00
K6 3:32:50.610 −27:39:50.37
K7 3:32:05.390 −27:39:50.37
K8 3:31:19.682 −28:18:41.18
K9 3:34:40.330 −27:44:03.49
K10 3:33:30.909 −27:24:10.98
K11 3:32:08.381 −27:26:51.93
K12 3:30:38.126 −27:30:14.68
1 3:28:47.330 −28:38:37.98
1a 3:27:18.362 −28:38:31.14
2 3:28:03.890 −28:21:46.74
3 3:28:48.482 −28:05:05.58
3a 3:27:18.362 −28:05:05.58
4 3:28:05.258 −27:48:14.34
5 3:28:49.610 −27:31:32.82
5a 3:27:18.362 −27:31:32.82
10 3:30:16.970 −27:31:40.02
11 3:29:32.834 −27:48:22.98
12 3:30:16.298 −28:05:12.42
13 3:29:31.922 −28:21:55.74
14 3:30:15.602 −28:38:44.82
15 3:31:43.874 −28:38:48.42
16 3:30:59.954 −28:22:00.78
27 3:32:27.986 −28:22:02.58
28 3:33:12.122 −28:38:48.42
29 3:34:40.394 −28:38:44.82
30 3:33:56.018 −28:22:00.78
31 3:34:39.698 −28:05:12.42
33 3:34:39.026 −27:31:40.02
41 3:32:28.000 −27:48:30.00
42 3:31:20.166 −27:48:30.00
43 3:31:54.083 −28:01:29.43
44 3:33:01.917 −28:01:29.43
45 3:33:35.834 −27:48:30.00
46 3:33:01.917 −27:35:30.56
47 3:31:54.083 −27:35:30.56
aThe prefix K indicates a pointing from Koeke-
moer et al. (2003; Project ID C1035).
SWIRE Public Data Release 32 (SDR3) catalogue (Fall 2005) in
five wavelength bands: 3.6, 4.5, 5.8, and 8.0 μm observed with the
Infrared Array Camera (IRAC; Fazio et al. 2004), and 24.0 μm ob-
served with the Multiband Imaging Photometer for Spitzer (Rieke
et al. 2004). The flux density limits for the pre-release SDR3 cata-
logue in each band were approximately 4, 5, 43, 38, and 230 μJy,
respectively. These limits are less conservative than those applied to
the general release SDR3 catalogue (Surace et al. 2005).3 SWIRE
data are available over 97 and 100 per cent of the ATLAS DR2
CDF-S and ELAIS-S1 survey areas, respectively.
2.2.2 Optical data
In the optical band, Mao et al. (2012) obtained spectroscopic ob-
servations of SWIRE sources associated with ATLAS DR1 radio
sources. Spectra were obtained for optical counterparts to 160
SWIRE sources in the CDF-S field, and 306 SWIRE sources in
the ELAIS-S1 field, to limiting magnitudes of typically R ≈ 20,
extending to R ≈ 23 for the faintest sources.
3 DATA REDUCTI ON AND POST-PROCE S S ING
We developed a semi-automated analysis pipeline to edit, calibrate,
image, and post-process the ATLAS radio data using a combination
of the MIRIAD package (Sault, Teuben & Wright 1995) and custom
software, as described in the following sections.
3.1 Flagging and calibration
We used the MIRIAD task ATLOD to re-weight the spectrum for
each visibility in the lag domain in order to reduce the Gibbs phe-
nomenon, which can cause ghost images to be reflected about the
phase centre for strong sources. The FWHM of the effective spectral
resolution resulting from this process was 2.11 channels (Killeen
1996). ATLOD was also used to discard a number of channels in-
cluding those centred on harmonics of 128 MHz that suffered from
self-interference, those located near the edges of each frequency
window, and every second channel (which does not result in sensi-
tivity loss because the 4 MHz channels are not independent). The
net result is a total of 23 × 8 MHz channels collectively spanning
1292–1484 MHz, with a gap about the 11th harmonic at 1404–
1412 MHz. Given the small amount of correlation between these
8 MHz channels (effective channel widths are 8.44 MHz), in this
work we have generally assumed that our channels are statistically
independent, with one exception as described in Section 4.2.
For each observational epoch we manually inspected and flagged
the primary calibrator data for radio frequency interference (RFI).
We then bandpass calibrated the secondary calibrator and field data
in preparation for automated RFI removal with PIEFLAG (Middelberg
2006), which uses baseline-based statistics derived from a reference
channel that is checked to be minimally affected by RFI. We carried
out rms-based flagging on the calibrator data, and both amplitude
and rms-based flagging on the field data. Shadowed antennas were
flagged, limiting projected baselines to >30 m. We then manually
inspected the data, removing any residual RFI. On average, ∼8 and
2 See http://irsa.ipac.caltech.edu/data/SPITZER/docs/spitzermission/observ
ingprograms/legacy/swire/
3 Also see http://swire.ipac.caltech.edu/swire/astronomers/publications/SW
IRE2_doc_083105.pdf
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20 per cent of the data were flagged in the 1344 and 1432 MHz fre-
quency windows, respectively. The resulting net integration times
for the CDF-S and ELAIS-S1 fields were 397 and 245 h, respec-
tively. For completeness, we note that both the Moon and the Sun
were separated by >42◦ from either of the ATLAS fields through-
out their observation; separations from calibrators were >36◦ for
B1934−638, >20◦ for B0237−233, and >37◦ for B0022−423.
Given these large angular separations, we assumed that any influ-
ences on our data from the Moon (e.g. as relevant to polarization;
Vinyaikin & Krotikov 2007; Zhang et al. 2012) or the Sun were
negligible.
MIRIAD was used to derive and apply the bandpass, complex gain,
complex leakage, and flux density calibrations. Optimized circular
polarization calibration was not pursued, limiting on-axis circular
polarization leakage to no better than V/I ∼ 0.1 per cent (Rayner
2000). The ATCA’s absolute flux density scale is accurate to within
2 per cent (Reynolds 1994). Parallactic angle coverage was suffi-
cient within all epochs to ensure that leakage solutions could be
accurately determined for each antenna. The misalignment4 and
ellipticity were found to be small (magnitude 8 × 10−3) and
stable (rms  10−3) for each antenna over the course of 4 yr of
ATLAS observing. The data were then split into individual point-
ings in preparation for both multifrequency synthesis (MFS) and
per-channel (PC) imaging.
3.2 Multifrequency synthesis imaging
In this section we describe the production of mosaics for the CDF-S
and ELAIS-S1 ATLAS DR2 fields in total intensity (Stokes I) and
circular polarization (Stokes V), whereby continuum images for
each individual pointing were created using MFS, deconvolved us-
ing MIRIAD’s multifrequency cleaning routine MFCLEAN, primary
beam corrected, and then linearly mosaicked. We term this the MFS
approach in order to differentiate it from the PC approach described
in Section 3.3. We note that the volume of ATLAS data prevented
joint deconvolution of all pointings simultaneously.
We set a common pixel size of 1 arcsec for all ATLAS DR2
images. This size was limited by the computational capability of
MFCLEAN to respond to strong sources significantly beyond the
primary beam of some pointings. We explored a range of weighting
schemes, balancing the trade-off between beam characteristics and
sensitivity, selecting superuniform and uniform weighting for the
CDF-S and ELAIS-S1 pointings, respectively.
For each pointing we first lightly cleaned the Stokes I image with
MFCLEAN to extract model components with surface brightness
2 mJy beam−1 (higher for pointings containing strong sources).
We then used these components to correct for residual phase er-
rors by applying one iteration of phase self-calibration to the data
in each of the 1344 and 1432 MHz observing windows, assuming
frequency-independent corrections within each window. The self-
calibration solution interval was selected to be 3 min, allowing for
sufficient time to accumulate statistics in relatively faint pointings.
Typical rms values for the variations in the resulting phase cor-
rections were found to be 9.◦5 and 7.◦0 for pointings in the CDF-S
and ELAIS-S1 fields, respectively. Using the corrected phases, the
4 To good approximation, the real part of a leakage term corresponds to feed
misalignment (in which the Y feed signal leaks into the X feed), whereas
the imaginary part corresponds to feed ellipticity (in which the Y feed has a
finite response to the X feed, seen with a phase lag of 90◦; Sault, Killeen &
Kesteven 1991).
Stokes I data for each pointing were re-imaged and re-cleaned. The
Stokes V data were then imaged using the corrected phases; no
cleaning was required.
To efficiently clean each Stokes I image we tracked the maximum
residual surface brightness, rmax, against number of clean iterations,
k, which roughly displayed a power-law decline. We empirically
determined that a robust way to halt the cleaning process (specif-
ically for our ATLAS data) was to stop when the slope flattened
off to 
log10(rmax)/
k  −10−4 Jy beam−1 iteration−1. Using this
approach in an automated manner (and checking the results man-
ually), we were able to clean deeply enough in each pointing to
ensure that sidelobes from strong sources were below the thermal
noise, but shallow enough to prevent the cleaning of noise and the
development of significant clean bias. Approximately 2500–5000
iterations were performed per Stokes I image, dependent on how
many bright sources were visible. We checked the resultant images
for clean bias, finding no significant surface brightness attenuation,
as discussed further in Section 3.4.
For each pointing, the clean components were convolved with
a Gaussian fit to the dirty beam (i.e. the ‘native’ pointing resolu-
tion), as calculated by the MIRIAD task RESTOR, and added to the
residuals to produce an image. We did not set a common FWHM
for all pointings in the RESTOR step because that would have de-
coupled the resolution of the cleaned sources from the resolution
of the noise, rendering any subsequent image analysis statistically
compromised. Each Stokes I and V image was then convolved with
the task CONVOL to a common resolution, chosen to be no better
than the worst resolution of all the pointings within each ATLAS
field (see also discussion in Section 3.3). The final resolutions of
all MFS CDF-S and ELAIS-S1 pointing images were 13.0 arcsec
× 6.0 arcsec and 9.6 arcsec × 7.6 arcsec, respectively, each with
position angle 0◦ (north).
A spatial map of rms noise was produced for each pointing image,
as described in Section 3.6, from which an average observational
rms noise value for each pointing was obtained. The pointings for
each respective ATLAS field were then primary beam corrected
and linearly mosaicked, weighting each pointing by the inverse of
its average observational noise variance. The use of observational
noise values, as opposed to predicted theoretical values, enabled us
to take into account the decreased sensitivity in pointings containing
difficult-to-clean strong sources beyond the primary beam, as well
as variations in the degree of data flagging, in order to produce
optimally sensitive mosaics. The resulting Stokes I and V mosaics
were then regridded from the ATCA’s native north-celestial-pole
projection into a zenithal equal-area (ZEA) projection (Calabretta
& Greisen 2002) in preparation for source extraction. For clarity,
we denote these ZEA mosaics IMFS and VMFS, respectively.
Noise properties of IMFS and VMFS are described in Section 3.6.
The use of MFCLEAN and 1 arcsec pixels significantly improved
image fidelity in the CDF-S field in comparison with DR1, par-
ticularly in reducing sidelobes about a strong ∼1 Jy source (PKS
B0326−288) in the south-west of the field.
3.3 Per-channel imaging
In this section we discuss the production of Stokes I, Q, and U mo-
saics in each of the 23 frequency channels for the two ATLAS fields
(20 pointings in ELAIS-S1 and 39 pointings in CDF-S), obtained
by imaging, primary beam correcting, and linearly mosaicking a
total of 3 × 23 × (20 + 39) = 4071 individual images. We term this
the PC approach. As with the MFS approach, the volume of ATLAS
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data prevented joint deconvolution of all pointings simultaneously
in each frequency channel.
The frequency-independent gain solutions from the MFS 1344
and 1432 MHz self-calibration process were applied to the chan-
nel data in each respective frequency window for each pointing.
We explored a range of suitable weighting schemes, checking that
the central core of the dirty beam could be appropriately modelled
with a Gaussian.5 We selected near-natural weighting with a robust-
ness parameter of −0.25 to optimize the dirty beam, applying this
weighting scheme to all pointings in both ATLAS fields.
We cleaned the Stokes I, Q, and U images for each pointing with
CLEAN,6 following the procedure outlined in Section 3.2. We note
that our cleaning approach avoided the need to set a clean cutoff
related to the theoretical noise in each pointing; the theoretical noise
could have easily decoupled from the true noise in those pointings
in which strong sources were present, or for which significant data
flagging had been carried out. Approximately 1000 iterations were
performed per Stokes I image. Approximately 400 iterations were
performed per Stokes Q or U image. We checked the resultant
images for the effects of clean bias, finding no significant impact,
as discussed further in Section 3.4.
For the PC images in each pointing, the clean components were
convolved to the pointing’s native resolution and added to the resid-
uals. Each image was then convolved to the worst resolution of
any other image at any frequency within each respective ATLAS
field. These two convolution steps ensured that the final images of
all pointings in all channels had the same resolution, taking into
account both the differing wavelength and uv-plane coverage (due
to RFI flagging) in each channel. The final resolutions of all PC
CDF-S and ELAIS-S1 images were 14.6 arcsec × 5.4 arcsec and
10.6 arcsec × 6.2 arcsec, respectively, both with position angle 0◦
(north). Mosaics of Stokes I, Q, and U in ZEA projection were then
produced for each frequency channel for the two ATLAS fields,
incorporating the same procedure to weight each constituent im-
age by the inverse of their average observational noise variance as
described earlier in Section 3.2. For each of these resultant PC mo-
saics, which we denote Ii(x, y), Qi(x, y) and Ui(x, y) for the ith
channel over spatial pixels (x, y), we computed a spatial rms noise
map, as described in Section 3.6. In subsequent discussion we will
typically drop the pixel (x, y) notation, unless required for clarity.
To illustrate the importance of the second convolution step de-
scribed above, we note that the ratio between native beam volumes
for images at either end of the observed frequency range in the
CDF-S was 1.7. Attempting to combine such native images for sub-
sequent analysis (e.g. as required of channel mosaics in Section 3.5)
would bias all measurements of integrated surface brightness. The
two convolution steps were therefore critical for maintaining statis-
tical control over the final mosaics.
3.4 Clean bias
Clean bias is a deconvolution effect that redistributes surface bright-
ness from real sources to noise peaks, systematically reducing the
5 Natural weighting tended to produce beams with central plateaus that were
non-Gaussian in appearance, due to the prevalence of short uv-spacing data.
To approximate such beams with a Gaussian would have been inappropriate,
and would have rendered overly complex any subsequent attempts to clean
and eventually measure flux densities from the images.
6 MIRIAD’s implementation of CLEAN takes into account sources with negative
surface brightness.
observed surface brightness of sources independent of their signal-
to-noise ratio (SNR; Condon et al. 1998). The effect is worse for
observations with poor uv coverage due to increased sidelobe lev-
els. Despite our good uv coverage, we have checked for clean bias
in our MFS and PC data processing to ensure that ATLAS sources
have errors dominated by noise and not bias.
We injected 190 point sources with SNRs ranging from 5σ to
100σ at random positions into the uv data for a representative sam-
ple of ATLAS pointings. The data were then imaged and cleaned
following both the MFS and PC approaches. For each injected
source we compared the peak surface brightness with the input flux
density, repeating multiple times to accumulate statistics. We found
that our implemented cleaning strategy produced no discernible
clean bias; we measured differences between input and output peak
surface brightness of 0 ± 5 μJy beam−1 in the MFS Stokes I ap-
proach (image rms ≈ 30 μJy beam−1) and 0 ± 35 μJy beam−1 in
the PC Stokes I approach (image rms PC ≈ 160 μJy beam−1). We
found that the number of clean cycles would need to increase by
a factor of ∼10 to induce a clean bias of 5 per cent for a 5σ
source (e.g. see results of DR1 clean bias calculations in fig. 3 of
Middelberg et al. 2008).
To examine the potential effects of clean bias on polarization po-
sition angles (e.g. see Battye, Browne & Jackson 2008), we injected
40 sources with a range of SNRs into a representative sample of
PC Stokes Q and U uv data. For each injected source we speci-
fied a linearly polarized flux density and a random position angle.
The Stokes Q and U data were then imaged and cleaned as per
the PC approach, combined in quadrature, and corrected for Ricean
bias using the first-order scheme described by Leahy & Fernini
(1989). We then compared both the output peak polarized surface
brightness and position angle with the input values for each source,
repeating the entire test multiple times. We found that neither statis-
tic displayed significant clean bias; we measured differences be-
tween input and output peak linearly polarized surface brightness
of 0 ± 30 μJy beam−1 (image rms ≈ 120 μJy beam−1) and found
no discernible tendency for position angles to be oriented towards
multiples of 45◦. We found that in order to induce discernible clean
bias in linear polarization, approximately 50 times more clean cy-
cles than originally implemented were required; an additional factor
of 50 times more cycles was required to produce a clear position
angle bias.
3.5 Rotation measure synthesis
We used RM synthesis (Brentjens & de Bruyn 2005) and RM clean
(Heald, Braun & Edmonds 2009) to produce a map of linearly
polarized emission for each ATLAS field, processing the Stokes
Qi(x, y) and Ui(x, y) mosaics and their associated rms noise maps,
σQ,i(x, y) and σU,i(x, y), for all 23 spectral channels. For each spatial
pixel, we weighted the spectral data by their combined variance,
σ 2
Q,U,i
(x, y), which we calculated according to equations A2 and
A3 from Hales et al. (2012a); our data are always consistent with
0.8 < σQ,i(x, y)/σU,i(x, y) < 1.2.
In implementing RM synthesis we sampled the Faraday disper-
sion function at each spatial pixel, F(x, y, φ), in steps of 5 rad m−2
between Faraday depths −4000 < φ < 4000 rad m−2. This range
was selected to ensure sensitivity up to the maximum scale afforded
by our spectral resolution; φmax ≈
√
3/min[δ(λ2
i
)] = 3900 rad m−2,
where δ(λ2
i
) is channel width in wavelength-squared space, λ2, for
the ith channel (see equation 63 from Brentjens & de Bruyn 2005).
A typical rotation measure sampling function (RMSF) for our data
is shown in Fig. 3.
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Figure 3. Absolute value of the RMSF versus Faraday depth for a typical
spatial pixel in ATLAS, corresponding to the weighted spectral coverage of
observations along that sightline. The observed FWHM of the main peak is
293 rad m−2.
The main peak has a measured FWHM of δφ = 293 rad m−2 with
sidelobes of the order of 25 per cent and grating lobes of the order of
55 per cent. Measured FWHM’s for all spatial pixels are 293 ± 0.2
rad m−2; the spread reflects the slightly different spectral weighting
used to process each spatial pixel. For comparison, the theoretical
value of δφ obtained by assuming uniform spectral weighting is
265 rad m−2 (see equation 61 from Brentjens & de Bruyn 2005).
Strong grating lobes are present beyond ±5000 rad m−2. Given our
spectral coverage, our data are insensitive to Faraday thicknesses
greater than ∼76 rad m−2 (max-thickness ≈ π/λ2min, where λmin is
the shortest wavelength observed; see equation 62 from Brentjens
& de Bruyn 2005). Therefore, our Faraday spectra are only sensitive
to unresolved RM components.
We did not correct our data for ionospheric Faraday rotation. We
note that the ionosphere will typically produce an RM that varies
between approximately +0.2 and +1.0 rad m−2 for ATCA observa-
tions at zenith and at the array’s elevation limit (12◦), respectively
(Bilitza & Reinisch 2008; Finlay et al. 2010). RM fluctuations about
these mean values due to ionospheric density variations are typically
∼0.5 rad m−2. Given the FWHM of our RMSF, and to some extent
the phase self-calibration applied to the data, we assume that the
influence of ionospheric Faraday rotation on both measured RMs
and potential depolarization is negligible.
For each ATLAS field we constructed a map of linearly polar-
ized emission, which we denote LRM(x, y), by applying a 3-point
parabolic (3PP) fit to extract the fitted peak polarized surface bright-
ness from within the cleaned Faraday dispersion spectrum for each
spatial pixel, Fcleaned(x, y, φ), namely
LRM(x, y) ≡ 3PP − fit − max
[ ∣∣F cleaned(x, y, φ)∣∣ ] . (1)
RM cleaning (Heald et al. 2009) was performed down to a level
of 4.4σRM(x, y) (Gaussian equivalent SNR of 4σ ; see equation 15
from Hales et al. 2012a), where σRM(x, y) is the rms noise at each
spatial pixel in LRM(x, y). σRM(x, y) was calculated by combining
σQ,i(x, y) and σU,i(x, y) from each spectral channel according to
equations 20–23 from Hales et al. (2012a). Properties of σRM(x, y)
for each ATLAS field are presented in Section 3.6. We note that
for each pixel, LRM(x, y) was sampled from M ≡ 2φmax/δφ ≈ 28
independent measurements. The non-Gaussian statistics exhibited
Figure 4. Distribution of RMs for all pixels with LRM(x, y)/σRM(x, y) ≥ 7.
This ratio (which is not used elsewhere in this work) is chosen to be higher
than the source detection threshold defined in Section 5.1 so as to avoid
most contamination by spurious high-RM pixels associated with obvious
image artefacts. The higher pixel count and increased width of the CDF-S
distribution relative to the ELAIS-S1 distribution is due to the increased
presence of strong artefacts in the CDF-S field, such as those about the 1 Jy
source PKS B0326−288. Note that the y-axis is logarithmic.
by LRM(x, y), taking into account the value of M, are discussed by
Hales et al. (2012a).
We chose to represent the polarized emission at each pixel by
equation (1) for two key reasons. First, our data are insensitive
to resolved sources in Faraday depth space, enabling us to repre-
sent integrated measurements of surface brightness per unit φ by
peak measurements of surface brightness per unit φ for any Fara-
day component. Secondly, we do not expect to find many polarized
sources with multiple Faraday components that are separated in
Faraday space by more than the FWHM of our RMSF. For exam-
ple, Farnsworth, Rudnick & Brown (2011) found that less than7 5
per cent of polarized 1.4 GHz sources consisted of multiple RM
components separated by more than ∼280 rad m−2, when observed
with high resolution in Faraday depth space. We therefore assumed
that, even in cases where multiple Faraday components may be
present within the width of one RMSF, the total polarized emission
in Faraday space for our data could be approximated by the domi-
nant peak. Examination of Fcleaned(x, y, φ) for our data revealed this
to be a suitable approximation (no lines of sight with multiple RM
components were detected), though we note that we did not attempt
to compare the widths of Faraday components with the width of the
RMSF.
Typical RMs for all significant pixels in the CDF-S and ELAIS-
S1 polarization images were found to be70 rad m−2 in magnitude,
as indicated in Fig. 4.
Detailed analysis of the RM properties of ATLAS sources is
beyond the scope of this work and will be presented in a future
ATLAS data release.
We examined the data for RM clean bias (i.e. the Faraday space
analogue of clean bias described in Section 3.4) by manually in-
specting the locations of RM clean components. Qualitatively, we
did not find any misplaced components for the vast majority of spa-
tial pixels, indicating negligible RM clean bias. We note that clean
7 For this comparison we neglect components from Farnsworth et al. (2011)
with SNR < 6 because the statistical significance of such polarization de-
tections drop below the Gaussian equivalent of 5σ ; see Hales et al. (2012a)
with M ≈ 70 as relevant to their data.
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bias due to grating lobes could only be produced by sources with
|RM| > 1000 rad m−2; no such sources were found in our data.
In parallel with RM synthesis, we also assembled a channel-
averaged Stokes I mosaic, denoted by ICA, to be used for correcting
the LRM mosaics for spurious instrumental polarized emission (see
Section 5.1). The ICA mosaic was formed by stacking the PC Stokes
I mosaics, Ii(x, y), with weighting factors identical to those used to
form LRM(x, y), namely
ICA(x, y) =
[
23∑
i=1
Ii(x, y)/σ 2Q,U,i(x, y)
] [
23∑
i=1
1/σ 2
Q,U,i
(x, y)
]−1
.
(2)
Noise properties of the ICA mosaic are described in Section 3.6. We
do not use the ICA mosaics for radio component extraction, even
though they contain regions with rms noise levels less than those
in the IMFS mosaics, because they contain disruptive sidelobes from
strong sources interspaced between the optimal low noise regions.
3.6 Noise distribution in images
We used the SEXTRACTOR package (v. 2.5.0; Bertin & Arnouts 1996;
Holwerda 2005) to map spatial variations in rms noise across all
channel, pointing, and mosaicked images of Stokes I, Q, U, and
V. As outlined in Section 3.5, maps of σRM for our LRM mosaics
were produced by combining σQ,i and σU,i for each spectral channel
following the equations presented by Hales et al. (2012a).
SEXTRACTOR calculates the rms noise at each spatial pixel in an
image by analysing the distribution of pixel values within a lo-
cal background mesh, taking into account not only local variations
in image sensitivity, but also the possible presence of DC offsets
due to artefacts (e.g. sidelobes). Following equation 3 from Hales
et al. (2012b), we set the mesh size for each image analysed to
the area enclosed by Nb = 150 independent resolution elements.
Uncertainties in our estimates of local rms noise are therefore
{[1 + 0.75/(Nb − 1)]2[1 − 1/Nb] − 1}0.5 = 6 per cent (using an ap-
proximation to the variance of the standard error estimator, suitable
for Nb > 10; p. 63, Johnson & Kotz 1970).
In Fig. 5 we display rms noise maps for each of the mosaics used
to detect and catalogue radio components, namely IMFS, VMFS, and
LRM; these noise maps are used in Section 5.1 to evaluate local SNRs
at any spatial location. In Fig. 6 we present cumulative histograms
of the rms noise distributions exhibited by each of these mosaics; for
completeness, we also include the noise distributions from the ICA
mosaics. The linear polarization mosaics are both more sensitive,
and more uniform in their sensitivity, than the total intensity images
because there are fewer sources and fewer imaging artefacts in the
former.
4 INSTRU M ENTAL EFFECTS
In this section we describe three systematic effects – time-average
smearing, bandwidth smearing, and instrumental polarization – and
our methods to model their wide-field behaviours across the ATLAS
mosaics. Consideration of 3D smearing (Perley 1999) is not required
because the ATCA is a coplanar array. We conclude this section by
defining the survey area boundary for each ATLAS field.
4.1 Time-average smearing
Time-average smearing is the well-known effect whereby visibili-
ties are smeared in the uv plane due to the rotation of the sky during
a correlator cycle time. The result is a decrement in the observed
peak surface brightness of sources; integrated surface brightnesses
are conserved.
For our correlator cycle time of 10 s, we used the theoretical
assumptions from Bridle & Schwab (1999) to estimate a loss in
peak flux density of no worse than 1.5 per cent at the edges of
individual pointing images. Consequently, we did not correct for
the marginal degree of time-average smearing in our data.
4.2 Bandwidth smearing
Bandwidth smearing, or chromatic aberration, is the well-known
effect whereby visibilities are smeared in the uv plane due to the
finite bandwidth of receiver channels. The result is a decrement in
the observed peak surface brightness of sources; this is accompanied
by source broadening in a radial direction from the pointing phase
centre, such that integrated surface brightnesses remain conserved.
The bandwidth smearing effect is proportional to the radial offset
from the phase centre in units of projected synthesized beamwidths,
and to the fractional bandwidth 
νeff/ν, where ν is the reference
frequency for setting delay terms when gridding in the uv plane
and 
νeff is the effective passband width. In the following we
present our prescription for handling bandwidth smearing from a
non-circular beam. While this prescription is trivial, we are unaware
of any previous studies that have accounted for non-circular beams.
For a source at position angle ζ east of north with respect to
the phase centre, the projected beam FWHM for an elliptical beam
with major axis FWHM Bmaj, minor axis FWHM Bmin, and position
angle ψ east of north is given by
Bproj(ζ ) = BmajBmin√[
Bmaj sin (ζ − ψ)
]2 + [Bmin cos (ζ − ψ)]2 . (3)
Assuming a Gaussian beam and rectangular passband, the band-
width smearing effect for an individual pointing is then given by
(Condon et al. 1998)
Speak
S0peak
=
⎧⎨⎩1 + 2 ln 23
[

νeff
ν
d
Bproj(ζ )
]2⎫⎬⎭
−1/2
, (4)
where the ratio Speak/S0peak represents the peak surface brightness
attenuation (smearing) for a source at radial distance d from the
phase centre with respect to an unsmeared source at d = 0.
To model the amount of bandwidth smearing at any spatial po-
sition within the IMFS mosaic for each ATLAS field, we first used
equation (4) with
νeff = 8.44 MHz (rather than the nominal 8 MHz;
see Section 3.1) and ν = 1.387 GHz to produce simulated images
quantifying the smearing exhibited over individual pointings. We
then mosaicked these simulated images together using the same
weighting factors that were used to construct the IMFS mosaics. We
followed a similar procedure to model bandwidth smearing within
the LRM mosaics. First, we modelled the smearing effect within
all Stokes Q and U images for each pointing and channel, using

νeff = 8.44 MHz and setting ν to each channel’s respective fre-
quency. We then mosaicked all simulated pointing images for each
channel together to produce simulated bandwidth smearing chan-
nel mosaics, using the same weighting factors that were applied to
construct the PC Stokes Qi and Ui mosaics. Next, we combined
the Stokes Q and U mosaics of simulated bandwidth smearing to-
gether within each channel, weighting each mosaic by the same
factors applied to construct σQ,U,i (see Section 3.5). Finally, we
stacked these combined channel mosaics together, weighting each
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Figure 5. Spatial rms noise maps of the CDF-S (left-hand column) and ELAIS-S1 (right-hand column) fields for total intensity (IMFS; top row), circular
polarization (VMFS; middle row) and linear polarization (LRM; bottom row). Shading levels are scaled equally between panels in each row; only the top two
rows are shaded equally. Thin contours in the upper and middle panels indicate rms levels of 30, 40, 50, 75, 100, and 150 µJy beam−1, as calculated by
SEXTRACTOR. Thin contours in the lower panels indicate rms levels of 17 (CDF-S panel only), 22, 27, 37, 57, and 77 (ELAIS-S1 panel only) µJy beam−1, as
calculated using a combination of SEXTRACTOR and equations 20– 23 from Hales et al. (2012a). The bold white contours, colocated within the panels in each
column, indicate the survey area boundaries (see Section 4.4).
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Figure 6. Fraction of sky area in ATLAS survey areas at or below a given
rms noise level (calculated from Fig. 5).
channel by σQ,U,i in the same way that LRM was constructed (see Sec-
tion 3.5). The resulting mosaics, which map the bandwidth smearing
ratio  (x, y) ≡ Speak(x, y)/S0peak over all spatial positions within
the CDF-S and ELAIS-S1 IMFS and LRM mosaics, are presented in
Fig. 7. In Fig. 8 we present cumulative histograms of the bandwidth
smearing distributions from Fig. 7. Bandwidth smearing maps were
not required for VMFS (see Section 5.1).
We checked the accuracy of our individual pointing and combined
mosaic bandwidth smearing solutions by following the procedure
outlined by Prandoni et al. (2000). We measured peak and integrated
surface brightnesses for a series of strong point sources visible in
multiple overlapping pointings, noting offsets from their respec-
tive pointing centres. We found good agreement between observed
and predicted decrements in peak surface brightness, verifying our
modelled solutions.
The bandwidth smearing ratio  is typically greater than 90 per
cent over the ATLAS mosaics, as indicated in Figs 7 and 8. Unlike
for an individual pointing, bandwidth smearing in a mosaic is not
negligible, even at locations situated over pointing centres. This
is because many adjacent pointings overlap and contribute to the
smearing at any position. Locations that experience the maximum
ratio between contributing numbers of on- and off-axis pointings
Figure 7. Top: spatial bandwidth smearing maps of the CDF-S (left-hand column) and ELAIS-S1 (right-hand column) fields for total intensity (IMFS; top row)
and linear polarization (LRM; bottom row). Shading levels are identical in each panel. The thin contours indicate peak surface brightness attenuation levels
( ; see Section 4.2) of 70 (outermost), 75, 80, 85, 90, and 95 per cent (innermost). The bold white contours, colocated within the upper and lower panels in
each column, indicate the survey area boundaries (see Section 4.4).
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Figure 8. Fraction of sky area in ATLAS survey areas at or below a given
bandwidth smearing level (calculated from Fig. 7).
will experience minimal bandwidth smearing in a mosaic. For exam-
ple, note the lessened smearing over the corner pointings in Fig. 7.
Note also the lessened smearing over the GOODS-South region
(refer to Fig. 1) in the CDF-S panels of Fig. 7, where pointings are
spaced more tightly than elsewhere, in turn reducing the relative
impact of adjacent off-axis pointings.
4.3 Instrumental polarization
To model spurious polarized emission over the LRM mosaics, caused
by leakages of Stokes I into Stokes Q and U (Sault et al. 1991; Cot-
ton 1999) within individual channels for each pointing, we needed
to account for two forms of instrumental polarization. The first
was an ‘absolute’ contribution that was position-independent, ap-
plying uniformly over the full field of view for each pointing,
while the second was a ‘relative’ contribution that was position
dependent. To estimate the former, we considered gain errors re-
sulting from our standard complex leakage calibrations (see Sec-
tion 3.1), which nominally corrected the raw ATLAS data for cou-
plings between linear-feed outputs for each antenna. By assum-
ing that the 10−3 variability exhibited by these calibration solu-
tions represented an absolute level of instrumental polarization
across each pointing, we estimated that the position-independent
leakages from Stokes I to Stokes Q or U in each channel were
∼10−3/√2 = 0.07 per cent.
Position-dependent leakages are caused by a number of telescope
design properties, the most dominant of which are reflector geom-
etry and aperture blockage by feed support struts. Because ATCA
antennas are alt-az mounted, the instrumental polarization response
rotates with parallactic angle against the field of view throughout an
observation. A model of the ATCA’s off-axis polarization response
(neglecting complicated antenna deformations, for example due to
pointing elevation or wind speed) has been included in the MIRIAD
package (see also Sault 1995). In principle, the ATCA’s primary
beam polarization response may be corrected by using the MIRIAD
task OFFAXIS, which removes rotated instrumental leakages from
visibility data as a function of time. However, we were unable to
verify the performance of this task, which predicted unrealistic
leakage corrections for strong Stokes I sources within the ATLAS
fields.
Instead, we used the (less complicated) task OFFPOL to simulate
images of the instrumental response exhibited by Stokes Q and U
for each pointing in each channel of each ATLAS field. These im-
ages quantified the position-dependent fractions of Stokes I surface
brightness leaked into Stokes Q and U over the course of full syn-
thesis observations, relative to the absolute leakage level described
above. The leakages exhibited at the phase centres for each these
simulated images were zero. To account for the missing absolute lev-
els of instrumental polarization, we added 0.07 per cent in quadra-
ture to each Stokes Q and U leakage image. We then mosaicked
all pointing images for each channel together to produce channel
mosaics, using the same weighting factors that were applied to con-
struct the PC Stokes Qi and Ui mosaics. Next, for each channel we
combined the Stokes Q and U leakage mosaics together in quadra-
ture, weighting each mosaic by the same factors applied to construct
σQ,U,i (see Section 3.5). Finally, we stacked these combined leakage
mosaics together, using the same weighting scheme as applied to
LRM and ICA (see Section 3.5), resulting in what we term the KLEAK
mosaics. These mosaics, which map the fraction of Stokes I surface
brightness that may appear as spurious linearly polarized emission at
any spatial position within the CDF-S and ELAIS-S1 LRM mosaics,
are presented in Fig. 9. In Fig. 10 we present cumulative histograms
of the instrumental leakage distributions from Fig. 9. Both figures
indicate that instrumental polarization is almost always less than 0.8
per cent over the ATLAS mosaics, though never smaller than 0.2
per cent. As with bandwidth smearing (Section 4.2), polarization
leakage levels are found to be diminished within the edge pointings
of Fig. 9.
We checked the accuracy of our individual pointing and combined
mosaic instrumental polarization solutions by attempting to detect
spurious polarized emission from strong unpolarized sources that
were visible in multiple overlapping pointings. We found good
agreement between our predictions and the observed detections or
upper bounds, verifying our modelled solutions.
The leakage correction scheme described above is rudimentary
and only formally valid for polarized sources with RMs near 0 rad
m−2. This is because polarization leakage is not expected to vary
with λ2. We justify our use of the scheme above to model polariza-
tion leakage in ATLAS sources at any RM by noting that typical
ATLAS RMs are 70 rad m−2 in magnitude, while the FWHM of
the RMSF is 293 rad m−2 (see Section 3.5). Thus leakage near 0 rad
m−2 will contaminate all polarized ATLAS sources. Furthermore,
as will be described below, the magnitude of the polarization leak-
age corrections for ATLAS sources is small, particularly for faint
sources which are of principal interest in this study. Any systematic
overcorrection for leakage in ATLAS sources with |RM| > 0 rad
m−2 is likely to be negligible.
In preparation for image analysis, we produced corrected maps of
linearly polarized intensity for each ATLAS field, which we denote
by LCORRRM , by performing a scalar correction at each spatial pixel,
LCORRRM (x, y) = LRM(x, y) − ICA(x, y) KLEAK(x, y), (5)
with ICA from Section 3.5. We used ICA rather than IMFS in equa-
tion (5) because the former was produced in an equivalent manner
to LRM and KLEAK, thus suitably reflecting the effective Stokes I
surface brightness that may have leaked into LRM. We note that the
noise properties of LRM (as described by Hales et al. 2012a) render
equation (5) an approximation for removing underlying levels of
spurious emission. However, we estimate that any systematic errors
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Figure 9. Spatial maps of KLEAK, indicating the fraction of Stokes I surface brightness that may leak and appear as spurious polarized emission within the
CDF-S (left) and ELAIS-S1 (right) linear polarization fields, due to instrumental artefacts. Contours indicate leakage levels of 0.3 (innermost), 0.4, 0.6, 0.8,
and 1.0 per cent (outermost). The bold white contours indicate the survey area boundaries (see Section 4.4).
Figure 10. Fraction of sky area in ATLAS linear polarization survey areas
(LRM) at or below a given instrumental polarization leakage level (calculated
from Fig. 9).
resulting from the use of equation (5) are small, and that they are
accounted for by the conservative absolute calibration error set for
our analysis in Section 5.1.
To evaluate the impact of using equation (5) on the data, we
extracted all pixels exhibiting significant polarized emission from
LCORRRM (blob extraction is described in Section 5.1), and com-
pared their brightnesses with their uncorrected values from LRM.
In Fig. 11 we plot the difference between uncorrected and cor-
rected pixel brightness values. Fig. 11 indicates that the sur-
face brightness corrections for >80 per cent of blob pixels were
smaller than the typical ∼25 μJy beam−1 rms noise levels in the
polarization mosaics. Less than 5 per cent of corrections were
greater than 100 μJy beam−1; these were associated with the small
number of strong ∼Jy total intensity components in the ATLAS
fields.
Figure 11. Fraction of polarized blob pixels within each ATLAS field at
or below a given surface brightness correction for spurious instrumental
polarized emission; namely LRM − LCORRRM for pixels agglomerated within
linearly polarized blobs, not including field pixels.
4.4 Survey area boundaries
We defined survey area boundaries for the CDF-S and ELAIS-S1
fields by enforcing that the following conditions were met within
both the IMFS and LRM mosaics: rms noise ≤100 μJy beam−1,
bandwidth smearing  ≥ 80 per cent, instrumental polarization
leakage ≤1 per cent, and mosaicked primary beam response ≥40
per cent. The resultant survey areas for the CDF-S and ELAIS-S1
fields, which we denote FAREA, were 3.626 deg2 and 2.766 deg2,
respectively. These areas were largely constrained by the bandwidth
smearing condition within the LRM mosaics; see the lower panels
in Fig. 7. We note that less than 0.3 spurious 5σ detections are
expected by chance over the survey area for the CDF-S IMFS mosaic
(using equation 3 from Hales et al. 2012b); even fewer are expected
over the other mosaics.
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5 R A D I O C O M P O N E N T E X T R AC T I O N
In the following sections we describe how radio components were
detected and extracted from the ATLAS total intensity and polar-
ization mosaics, taking into account the instrumental systematics
described in Section 4, how unresolved and resolved components
were identified and assigned flux densities given by their peak or
integrated surface brightness measurements, respectively, and how
flux densities in both total intensity and linear polarization were
debiased to account for noise-induced systematics. We use the term
component to refer to an isolated region of emission that is best
described by a single 2D elliptical Gaussian. Blended regions of
contiguous emission may consist of multiple individual compo-
nents. Following the terminology from Hales et al. (2012b), a blob
is an agglomerated island of pixels above an SNR cutoff, which may
encapsulate a single component or a blended region of emission.
In Section 6 we use the term source to refer to single or multiple
components belonging to the same astronomical object.
5.1 BLOBCAT and follow-up fitting
Radio component detection and extraction were performed indepen-
dently in total intensity and linear polarization using a combination
of two packages. First, the BLOBCAT package (Hales et al. 2012b) was
used to detect and catalogue blobs in these images, flagging all blobs
likely to consist of multiple blended components for follow-up and
assuming that the remainder represented individual components.
For total intensity images, the MIRIAD task IMFIT was then used to
decompose the flagged blobs into individual components. For linear
polarization images, a combination of BLOBCAT and IMFIT was used
to decompose blobs into individual components. As ATLAS DR2
is the first survey to make use of BLOBCAT, we now describe these
procedures in some detail.
BLOBCAT exhibits accurate measurement performance in both to-
tal intensity and linear polarization (see Hales et al. 2012b). The
software enables rms noise maps and bandwidth smearing maps to
be included within the blob detection and cataloguing procedure.
However, no capabilities are provided within BLOBCAT to handle
instrumental polarization maps. We therefore removed spurious in-
strumental polarized emission from our LRM mosaics prior to anal-
ysis with BLOBCAT using equation (5).
We ran BLOBCAT over the defined survey areas within the IMFS and
LCORRRM mosaics and their respective rms noise and bandwidth smear-
ing maps for each ATLAS field. We set the SNR detection thresholds
to 5σ in total intensity and 6.25σRM in linear polarization. The latter
is equivalent to a statistical significance (type I error) of α = 10−7,
or a standard Gaussian detection threshold of ±5.33σ ; see equation
30 from Hales et al. (2012a) with M = 28. We do not consider
the effects of uncertainties associated with these detection thresh-
olds, which are ∼0.4σ due to uncertainties in our estimates of rms
noise (see Section 3.6). To ensure realistic errors were calculated
for the catalogue entries, we specified a number of input arguments
to BLOBCAT; see Hales et al. (2012b) for full error propagation de-
tails. We specified absolute positional uncertainties of 0.01 arcsec in
both RA and Dec. for the phase calibrators8 PKS B0237−233 and
PKS B0022−423 for the CDF-S and ELAIS-S1 fields, respectively.
We characterized the relative positional uncertainties between the
ATLAS mosaics and the assumed positions of the phase calibra-
tors by specifying typical values for the standard error of the mean
8 http://www.vla.nrao.edu/astro/calib/manual/index.shtml
(SEM) of the phase variations resulting from the self-calibration
step described in Section 3.2. In Section 5.2 we describe how the
SEM values were calculated from the observed self-calibration rms
phase variations given in Section 3.2. We set the absolute flux den-
sity error conservatively to 5 per cent, taking into account 2 per cent
error in the ATCA’s absolute flux density scale (Reynolds 1994)
and other sources of uncertainty such as time-average smearing,
uncertainties in modelled instrumental systematics, and unflagged
RFI. We set the input argument for pixellation error, which encap-
sulates uncertainties in peak surface brightness measurements due
to image pixellation, to 1 per cent for each mosaic. We set the clean
bias correction parameter to zero for each mosaic.
For each blob we retained a subset of entries from BLOBCAT’s
full output catalogue (see section 2.6 in Hales et al. 2012b). We
have used these entries to construct the ATLAS DR2 component
catalogue presented in Appendix . The retained items for each blob
were their identification number, number of agglomerated pixels
npix, weighted centroid position and associated errors, detection
SNR AS, local rms noise value σ S, local bandwidth smearing value
 , peak surface brightness corrected for bandwidth smearing Speak
and associated error σSpeak , integrated surface brightness Sint and as-
sociated error σSint , estimated size in units of sky area covered by an
unresolved component with the same peak surface brightness REST,
and fraction of survey area (or visibility area) over which the blob
could have been detected due to rms noise and bandwidth smearing
fluctuations VAREA. BLOBCAT does not account for polarization bias
in its measurements of peak polarized surface brightness. BLOBCAT’s
integrated polarized surface brightnesses are unaffected by polar-
ization bias (see Hales et al. 2012b). In Section 5.4 we account for
biases in measurements of Speak due to noise boosting in total inten-
sity, and a combination of boosting and polarization bias in linear
polarization.
We manually inspected all blobs identified near regions of strong
total intensity emission9 within both the IMFS and LCORRRM mosaics.
We identified ∼30 total intensity blobs in each ATLAS field that
were clearly associated with image artefacts, and removed these
from the catalogue. We also removed ∼10 linearly polarized blobs
in each ATLAS field that did not exhibit total intensity counterparts;
these were unlikely to be signs of Galactic foreground emission as
the ATLAS fields are located more than 50◦ below the Galactic
plane. To identify blobs likely to consist of multiple components,
we flagged all catalogue entries with REST ≥ 1.4 and npix ≥ 500.
We selected these values following manual testing to identify the
most suitable criteria for conservative automatic identification of
blended-component blobs. We note that the REST ≥ 1.4 criterion is
likely to be suitable for BOLBCAT analyses in general, whereas the
npix ≥ 500 criteria depends on the relationship between image reso-
lution and pixel size (this ratio is ∼10 for ATLAS DR2 images). We
attempted to fit multiple Gaussian components to each of the total
intensity flagged blobs using IMFIT. For each blob, we first iden-
tified positions at which up to six individual Gaussian components
could be situated. We then ran IMFIT with these initial conditions
and inspected the output fits and fitting residuals. Catalogue entries
for each flagged blob were replaced by entries for each IMFIT com-
ponent identified; component identification numbers were assigned
9 The noise estimation algorithm described in Section 3.6 performs subop-
timally in regions where the rms noise changes rapidly over spatial scales
much smaller than the mesh size. In the few such regions of the ATLAS
images, we carefully inspected the data to account for potentially underes-
timated rms noise values and in turn overestimated detection significances.
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by suffixing Cj to the original blob number for each jth compo-
nent extracted. No more than six components were required for any
individual blob; often, only two components were required. Com-
ponents with SNR < 5σ were excluded from the catalogue. For
blobs best fit by a single Gaussian component, their original BOLB-
CAT catalogue entries were retained, unless image artefacts such as
sidelobe ridge lines were seen to be affecting them. We followed
the same general procedure to decompose flagged blobs in linear
polarization, with some minor differences. We applied a 4σRM cut-
off threshold for fitting linearly polarized components with IMFIT,
to prevent polarization non-Gaussianities from interfering with IM-
FIT’s least-squares fitting algorithm; all fits and fitting residuals
were carefully inspected for biases. Some of the flagged polarized
blobs were found to consist of isolated components that were joined
by a small bridge of low-SNR emission. For these blobs, we used
BOLBCAT, rather than IMFIT, to fit each clearly separated compo-
nent; image masking was applied to isolate the emission from each
individual component prior to refitting. Identification numbers were
assigned to each extracted component by suffixing Cj or Fj to the
original blob number for fits obtained with IMFIT or BOLBCAT, re-
spectively. All refit polarized components with SNR < 6.25σRM
were excluded from the catalogue.
All IMFIT measurements of total intensity and linear polarization
were carefully compared with their original BOLBCAT measurements
for consistency. We are confident that no systematic differences are
present between the two samples, taking into account the different
regimes where the two extraction methods are known to become in-
accurate; see Hales et al. (2012b) for a formal comparison between
BOLBCAT and IMFIT. A total of 1268 (113) and 1148 (59) compo-
nents were extracted in total intensity and linear polarization, the
latter in parentheses, within the CDF-S and ELAIS-S1 survey ar-
eas, respectively. Of these, 244 (6) and 373 (5) were extracted using
IMFIT, while (18) and (7) were extracted following image masking
using BOLBCAT, respectively.
Finally, we ran BOLBCAT over the survey areas within the CDF-S
and ELAIS-S1 VMFS mosaics and their associated rms noise maps,
searching for blobs with positive or negative surface brightness.
All ∼20 circularly polarized blobs identified in each field were
consistent with likely instrumental leakage from ICA to VMFS at or
below the 0.5 per cent level.
5.2 Image frame position errors
Formal position errors for each blob were calculated by combining
three errors as described in Hales et al. (2012b): the absolute un-
certainties defined in Section 5.1, the positional uncertainties of the
image frames about the assumed locations of the secondary cali-
brators, and the measurement errors from BOLBCAT or IMFIT. In this
section we describe the calculation of SEM values for each ATLAS
field, which are needed to calculate the image frame errors.
In Section 3.2, typical rms values for the variation in the phase
corrections resulting from self-calibration were found to be 9.◦5 and
7.◦0 for pointings in the CDF-S and ELAIS-S1 fields, respectively.
If the samples used to calculate these rms values were uncorrelated,
then the SEM for each field could be calculated by dividing the
rms values by the square root of the number of self-calibration
intervals. However, we found that phase variations throughout our
1.4 GHz ATCA observations were correlated. To characterize this
correlation and subsequently calculate a more appropriate SEM for
each ATLAS field, we utilized the phase variation structure function
which we defined as
SFphase (
t) = median
{ [
phase (t) − phase (t + 
t)]2 }. (6)
We calculated this structure function for phase variations seen to-
wards the CDF-S and ELAIS-S1 gain calibrators, as displayed
in the right-hand panel of Fig. 12 and explained in the caption.
For reference, phase variations for each of the gain calibrators are
Figure 12. Upper-left panel: phase variations observed towards the CDF-S gain calibrator PKS 0237−233 using the X feed on antenna 5 throughout an
observation on 2004 November 25. Lower-left panel: phase variations observed towards the ELAIS-S1 gain calibrator PKS 0022−423 using the X feed on
antenna 4 throughout an observation on 2005 May 1. Right-hand panel: phase variation structure function (equation 6), constructed by combining all ATLAS
DR2 observations from all antennas for PKS 0237−233 or PKS 0022−423 in 5 min bins. The red lines represent our assumed trend (not a fit) for phase
variations in the CDF-S and ELAIS-S1 data, which flatten at 
t ≈ 6 h. The oscillations with period 
t ≈ 25 min are due to aliasing; gain calibrators were
typically observed every 25 min.
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displayed for a single antenna and single observation in the left-
hand panels of Fig. 12. The phase variation structure function is
observed to flatten at 
t ≈ 6 h. The large-amplitude oscillations at
large 
t, which are most significant for the CDF-S data for 
t >
7 h about an approximately flat mean of ∼90 deg2, likely demon-
strate that coherent structures of scalelength 
t ≈ 6 h are sequen-
tially encountered by the array, each with slightly different mean
phase.
For an outer scale of fluctuations at 
t ≈ 6 h, the effective time-
scale to observe statistically independent phases (i.e. uncorrelated
samples at the Nyquist rate) is 
t ≈ 3 h. For quasi-sinusoidal fluc-
tuations with period 12 h, the structure function should rise to an
outer scale at ∼6 h, consistent with Fig. 12. Such fluctuations are
consistent with semidiurnal oscillations in the ionosphere due to
atmospheric tides (Chapman & Lindzen 1970; Spoelstra 1997).
We corrected the self-calibration rms phase values for correla-
tion and calculated suitable SEM values as follows. We modelled
the ATLAS observations using a synthesis time-scale of 10 h, char-
acterized by a Gaussian autocorrelation function denoted by ρh with
FWHM = 3 h sampled at the 3 min self-calibration time-scale. The
autocorrelation function was therefore discretized into κ = 201
samples, with 60 samples per FWHM. We corrected the observed
rms values following Anderson (1971; see equation 51 in chapter 8
of their work, adjusted to represent sample variance following their
equation 48) using
rmstrue = rmsobs
[
1 − 2
κ − 1
κ−1∑
h=1
(
1 − h
κ
)
|ρh|
]−1/2
. (7)
The value inside the square brackets was found to be 0.71. We then
calculated the SEM following Anderson (1971; see equation 32 in
chapter 8 of their work) using
SEM = rmstrue√
κ
[
1 + 2
κ−1∑
h=1
(
1 − h
κ
)
|ρh|
]1/2
. (8)
The value inside the square brackets was found to be 59. The SEM
values for the phase variations resulting from self-calibration were
thus calculated as 6.◦1 and 4.◦5 for the CDF-S and ELAIS-S1 fields,
respectively. For reference, we find that by computing equation 19
from Hales et al. (2012b) with a ∼10 arcsec beam and SEM ≈ 5◦,
we estimate that the positional uncertainty of an image frame about
an (assumed) position of a phase calibrator will be ∼0.2 arcsec. We
note that in the formalism above, we assume that any phase dif-
ferences between the target field and phase calibrator (for example
due to elevation differences) are accounted for because the ATLAS
synthesis observations are long enough to sample many different
elevations.
For completeness, we note that correlation time-scales of ∼3 h
are unlikely to be caused by tropospheric delay fluctuations due to
water vapour (Lay 1997; Carilli & Holdaway 1999), though DC
offsets due to clouds with scale sizes up to ∼100 km (Wood & Field
2011) and ∼3 h time-scales to advect over a point may be relevant
to some of the ATLAS observations.
5.3 Deconvolution
In the absence of noise, the peak surface brightness of an unre-
solved radio component (assumed to be of 2D elliptical Gaussian
morphology), measured in Jy beam−1, is equal in magnitude to its
integrated surface brightness, measured in Jy. The observed spatial
extent of a Gaussian radio component, relative to the synthesized
beam, may therefore be deduced from its ratio of integrated to peak
surface brightness (e.g. Prandoni et al. 2000; Bondi et al. 2003;
Huynh et al. 2005; Schinnerer et al. 2010), namely
Sint
Speak
= θmaj θmin
Bmaj Bmin
, (9)
where θmaj and θmin are the component’s observed (not decon-
volved) major and minor axis FWHMs, respectively. If images were
noise-free, then the ratio Sint/Speak would be unity for unresolved
components and >1 for resolved components, following from per-
fect component extraction and measurement. However, noise in real
images causes some unresolved components to exhibit Sint < Speak
and others Sint > Speak, such that not all components with Sint/Speak
> 1 may be unambiguously classified as being resolved.
To classify each ATLAS component as unresolved or resolved,
we first examined the distribution of Sint/Speak for all components in
each survey field as a function of their detection SNR, AS, as shown
in Fig. 13.
To prevent polarization bias from shifting the positions of lin-
early polarized components in Fig. 13, we performed two first-
order debiasing (FOD) corrections (Leahy & Fernini 1989). We
corrected the detection SNRs using AFODL ≈ (A2L − 12)1/2, and the
peak polarized surface brightness measurements using LFODpeak ≈
[L2peak − σ 2RM/ 2]1/2. No bias corrections were required for Lint
(see Hales et al. 2012b). We note that, as discussed by Hales et al.
(2012a), the FOD scheme is designed for application to data ex-
hibiting Ricean statistics and not LRM as relevant here. However,
at the SNRs relevant to our data, the probability density functions
(PDFs) characterizing the Rice (1945) distribution and the M =
28 distribution for LRM are very similar (see Hales et al. 2012a).
We therefore assume approximate validity of the FOD scheme in
application to the analysis described in this section. We found no
significant shifting of points in Fig. 13 when debiasing corrections
were neglected entirely, demonstrating that the distribution of points
is not highly sensitive to polarization bias.
To identify unresolved components within the total intensity pan-
els of Fig. 13, we defined a locus enveloping ∼99 per cent of com-
ponents with Iint/Ipeak < 1. We then mirrored this locus above the
Iint = Ipeak line, assuming the presence of a similar distribution of
unresolved components with Iint/Ipeak > 1. We assumed that these
loci also characterized the linear polarization data; separate polar-
ization loci were not constructed. We defined the upper locus using
the function (Schinnerer et al. 2010)
Sint
Speak
= a−b/(AS)c , (10)
with a = 0.35, b = 7.0, c = 1.1, and where in linear polarization we
replaced Speak by LFODpeak and AS by AFODL . All components above the
upper locus were classified as resolved and assigned flux densities
given by Iint or Lint, while all components below it were classified
as unresolved and assigned flux densities given by the magnitudes
of Ipeak or Lpeak. A total of 189 (22) and 204 (7) components were
classified as resolved in total intensity and linear polarization, the
latter in parentheses, within the CDF-S and ELAIS-S1 survey areas,
respectively. For each resolved component, we used equation (9),
with Speak replaced by LFODpeak in linear polarization, to estimate a
deconvolved angular size as
 ≈ √θmaj θmin − Bmaj Bmin. (11)
We calculated upper bounds to the deconvolved angular sizes of un-
resolved components by equating equation (9) with equation (10)
and then evaluating equation (11). We note that direct measurements
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Figure 13. Ratio of integrated to peak surface brightness as a function of detection SNR for total intensity (left-hand column) and linear polarization (right-
hand column) components in the ELAIS-S1 (top row) and CDF-S (bottom row) fields. In linear polarization, detection SNRs and peak surface brightness
measurements have been corrected for Ricean bias using a FOD scheme. The loci in each panel, given by equation (10) and mirrored below the Sint = Speak
line, enable classification of components as unresolved (grey points) or resolved (black points).
of θmaj and θmin were not used, nor required, for the analysis pre-
sented above; a characteristic angular size θ ≈ √θmaj θmin was eval-
uated for each component using equation (9), which was then de-
convolved using equation (11). We estimated the uncertainty in
measurements of  for resolved components by following standard
error propagation, resulting in
σ ≈
√√√√ Bmaj Bmin
4
(
Sint/Speak − 1
) [(σSpeak
Speak
)2
+
(
σSint
Sint
)2]
. (12)
We set angular size uncertainties for unresolved components to zero.
In reality, it is not possible for a component to be truly unresolved
(components have real physical dimensions). The flux densities of
components classified as unresolved by the scheme above will there-
fore be systematically underestimated, due to their assignment using
Speak. We do not correct for this flux density bias on an individual
component basis, which depends on the SNR and flux density of
each component as well as the distribution of intrinsic angular sizes,
and which will become increasingly significant at faint flux densi-
ties where majority of components are classified as unresolved using
equation (10). However, we do account for this bias in a collective
sense in Section 7.1 when considering component number counts
in flux density bins.
5.4 Total intensity and linear polarization deboosting
For a given observed flux density, the probability of detecting a faint
unresolved component located on a noise peak is greater than the
probability of detecting a strong unresolved component located in a
noise trough, because faint radio components are more numerous.
This results in a bias between true and observed flux densities
known as flux density boosting (following the terminology of Vieira
et al. 2010), which depends on the SNR of the detection, the noise
distribution in which the detection was made, and the slope of
the radio component differential number counts, γ , where dN/dS
∝ S−γ . Flux density boosting of individual components leads to
Eddington (1913) bias in their observed differential number counts;
we discuss Eddington bias later in Section 7.2.
To account for flux density boosting we used Bayes’ theorem to
quantify the bias (Jeffreys 1938; Eddington 1940), obtaining the
posterior distribution
f (STRUE|SOBS) ∝ f (SOBS|STRUE) f (STRUE) , (13)
where SOBS is the observed flux density, STRUE is the true flux density,
f(SOBS|STRUE) is the likelihood of measuring SOBS given STRUE, and
f(STRUE) is a prior which is proportional to the differential number
counts dN/dS. We obtained maximum-likelihood (ML) solutions
to equation (13), described as follows, to correct component flux
densities for boosting in total intensity and linear polarization; we
use the term deboosting to describe these corrections. We note that
deboosting is not required for resolved components because noise
fluctuations about their true peak surface brightnesses are largely
accounted for by extraction algorithms such as those used in BOLBCAT
and IMFIT; we have not applied any of the deboosting corrections
described in this section to resolved components.
In total intensity, we deboosted observed flux densities using the
ML solution (Jauncey 1968; Hogg & Turner 1998)
IML = I2
(
1 +
√
1 − 4γI
A2I
)
, (14)
which implicitly takes into account the presence of bandwidth
smearing (provided that the assumptions described at the end of
this section are met). To model the differential component number
counts curve and in turn obtain its slope γ I, we used the sixth-order
empirical fit to the Phoenix and FIRST surveys presented by Hop-
kins et al. (2003). This curve, which we denote by H03, is given
by
log
[
dNH03/dI
I−2.5
]
=
6∑
j=0
aj
[
log
(
I
mJy
)]j
, (15)
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Figure 14. Flux density boosting as a function of observed flux density in total intensity (left-hand column) and linear polarization (right-hand column) for
unresolved components with observed SNRs as indicated. The dashed and dotted curves represent different underlying number-count distributions. Polarization
results utilizing the H03M model are not shown, as they are identical to the H03 results over the flux density range shown.
with a0 = 0.859, a1 = 0.508, a2 = 0.376, a3 = −0.049, a4 =
−0.121, a5 = 0.057, and a6 = −0.008. In Fig. 14 we plot the boost-
ing ratio I/IML resulting from equation (14) with γ I obtained from
H03. There are suggestions that the H03 number counts fall off
too quickly at faint flux densities (e.g. Morrison et al. 2010; Singal
et al. 2010; Vernstrom, Scott & Wall 2011). To illustrate the potential
boosting effects of an exaggerated population of faint components,
we have constructed a modified H03 distribution, which we denote
by H03M, by inserting a Euclidean slope between 30 and 300 μJy,
namely
dNH03M
dI
(I ) =
⎧⎪⎪⎨⎪⎪⎩
dNH03/dI (I ) if I ≥ 300 μJy
dNH03/dI (300 μJy) if 30 ≤ I < 300 μJy
dNH03/dI (10 × I ) if I < 30 μJy .
(16)
In Fig. 14 we plot the boosting ratio I/IML using γ I obtained from
H03M; differences between the H03 and H03M solutions are min-
imal, being limited to faint components with low SNR.
In linear polarization, we obtained the posterior distribution from
equation (13) by assuming that observational errors were described
by the Rice (1945) distribution (note comments in Section 5.3),
giving
f (LTRUE|L, σRM,, γL) ∝
(
LTRUE
L
)−γL L
σ˜ 2RM
× exp
(
−L
2
TRUE + L2
2σ˜ 2RM
)
, (17)
where we define σ˜RM = σRM/ . The ML solution for each linearly
polarized component with observed flux density L (corrected for
bandwidth smearing) was then found by solving for LML in
(
LML
σ˜RM
)2
− LMLL
σ˜ 2RM
I1
(
LMLLσ˜
2
RM
)
I0
(
LMLL/σ˜
2
RM
) + γL = 0, (18)
where Ik are modified Bessel functions of the first kind of order k.
To enable evaluation of γ L, the slope of the linearly polarized differ-
ential component number counts dN/dL ∝ L−γL , we constructed
a model for dN/dL by convolving the total intensity H03 distribu-
tion from equation (15) with a probability distribution for fractional
linear polarization f() ≡ f(L/I ) given by
f() = 1
σ10 ln(10)
√
2π
exp
⎧⎨⎩−
[
log10(/0)
]2
2σ 210
⎫⎬⎭, (19)
where 0 = 4.0 per cent and σ10 = 0.3. The motivation for using
equation (19) is described in detail in Paper II. We denote the
resulting dN/dL model by H03 ∗ f(). The calculated L/LML
boosting ratios for components with low SNR detections over a
range of flux densities are displayed in Fig. 14.
Formally, equations (14) and (18) are only valid for constant
slopes (i.e. for γ S independent of flux density); however, in prac-
tice, their solutions are valid provided that their input slopes do
not exhibit large changes as functions of flux density. Separately,
we note that the solutions above assume that all components are
observed as truly unresolved; while this assumption is not met by
our data (real sources have non-zero extents), we estimate that any
resulting systematic errors due to slope miscalculation are much
smaller than the flux density uncertainties for each component.
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6 CROSS- IDEN TIFICATION AND
CLASSIFICATION
To construct a catalogue of radio sources we implemented two cross-
identification and classification schemes. The first scheme was used
to cross-match radio sources comprising individual or multiple total
intensity components with infrared and optical counterparts, and to
classify each of these sources according to their multiwavelength
properties. The second scheme was used to cross-match linearly
polarized radio components with their total intensity counterparts,
to obtain polarization upper limits for total intensity components
and sources lacking catalogued polarized counterparts, and where
possible to classify these associations based on their polarized mor-
phologies. The two schemes are described as follows.
6.1 Total intensity radio–infrared–optical associations
6.1.1 Cross-identification
We followed a similar procedure to that described by Norris et al.
(2006) and Middelberg et al. (2008) for ATLAS DR1 to cross-
identify radio components with SWIRE infrared sources and to
identify radio sources comprising multiple components. We began
by utilizing the DR1 radio component catalogues, searching them
for matches at the position of each DR2 total intensity component.
If a DR1 component was found within 5 arcsec of a DR2 position,
then the SWIRE identification found in DR1 was applied to the
DR2 component. In the case of identifications made by Middelberg
et al. (2008) with the SWIRE Data Release 4 (SDR4) catalogue,
which was never fully published, a re-identification with the SDR3
catalogue was made by searching for a SDR3 source within 1 arcsec
of the SDR4 position. A small number of SDR4 sources were not
found in SDR3, in which case we assumed no DR1-assisted cross-
match was available for the DR2 radio component. For each re-
maining DR2 component without an infrared cross-identification,
we searched the SDR3 catalogue for an associated source within
7 arcsec using a nearest-neighbour match; we did not take into ac-
count the infrared colours of potential matches. We then examined
a number of components by eye using radio contours superimposed
on the SWIRE 3.6 μm image, assessing the suitability of each cross-
identification, or lack thereof. We used this radio-contoured infrared
image to identify nearby components that were clearly physically
associated with each other. In 36 cases, nearby components were
found to form a triple radio source in which a core of radio emission
from a host galaxy lay roughly mid-way between two radio lobes;
we comment on our use of the terms core and lobe below. Of these
36 cases, we found that 34 comprised 3 components, 1 comprised 4
components, and 1 comprised 6 components. In 78 cases, pairs of
components were found to form a double radio source comprising
twin radio lobes with no detected emission from a core. In 41 cases,
pairs of components were found to exhibit core-lobe morphology.
For each of these 155 multicomponent cases, we grouped the com-
ponents together and assigned them to a common radio source;
each of the remaining 2066 radio components were assigned to
a single-component radio source. The ATLAS DR2 source cata-
logue thus comprised a total of 2221 sources. We found that 149
of the multicomponent sources and 1774 of the single-component
sources were matched with SWIRE sources, leaving a total of 298
radio sources without identifiable infrared counterparts. Of these
unmatched sources, only 2 of them (sources C5 and C318) were
the result of incomplete SWIRE coverage (97 per cent) over the
ATLAS DR2 CDF-S survey area. Finally, using the pre-matched
infrared-optical data (Section 2.2.2), we associated 409 optical
sources with DR2 radio sources.
We note that not all radio components were examined by eye
as part of our cross-identification procedure, and that a large num-
ber of components (perhaps ∼200 or more) are likely to remain
unassociated with true multicomponent sources. Statistics regard-
ing associations between radio components and infrared sources are
thus incomplete. Furthermore, because the sky density of SWIRE
sources (∼60,000 deg−2) is much higher than that of ATLAS DR2
radio sources (∼350 deg−2), there is a chance that some of our radio-
infrared cross-identifications are incorrect. We have not carried out
an error analysis to estimate an upper limit to the false-positive
cross-identification rate for our data. However, we note that this
upper limit was estimated in DR1 as being ∼5 per cent; see Norris
et al. (2006) and Middelberg et al. (2008) for details. This rate is
likely to be representative of our cross-matched DR2 data. The is-
sues above do not impact upon the key ATLAS results presented in
Paper II.
6.1.2 Classification
We classified each source according to whether their energetics
were likely to be driven by an AGN, star formation (SF) within a
star-forming galaxy (SFG), or emission associated with an individ-
ual star. Similar to Padovani et al. (2011), we define AGN sources
as those with energetics dominated in at least one wavelength band
by a supermassive black hole. We have not split sources contain-
ing an AGN into subclasses such as Fanaroff & Riley (1974) type I
(FRI; limb darkened) and type II (FRII; also known as classical dou-
ble or triple radio sources due to their limb-brightened morpholo-
gies). Given that the resolutions of our ATLAS data (∼10 arcsec)
often limited our ability to identify regions of emission associ-
ated with AGN jets (FRI sources) compared with lobes formed
about jet-termination hotspots (FRII sources), we have systemati-
cally used the term lobe to describe both jets and lobes in sources
with radio double or triple morphologies. For completeness, we
note that our use of the term core in radio triple sources is generic
in that it does not indicate physical association with a compact,
flat-spectrum region of emission. Because spectral indices are not
considered in this work, restarted AGN jets or lobes may contribute
or even dominate the emission observed in the regions we have des-
ignated as cores. We provide our working definition of SFGs further
below.
We used four selection criteria to identify AGNs – radio mor-
phologies, 24 μm to 1.4 GHz flux density ratios, mid-infrared
colours, and optical spectral characteristics – with the latter also
used to identify SFGs and stars. We describe each of these criteria
below.
Radio morphology. We classified each source exhibiting a lobe–
core–lobe, lobe–lobe, or core–lobe radio morphology as an AGN;
150 sources were identified as AGNs by this criterion.
Infrared-radio ratio. The linear and tight correlation between global
far-infrared (FIR) and radio emission from star-forming systems
(e.g. Lacki, Thompson & Quataert 2010; Sargent et al. 2010a,
and references therein), known as the FIR-radio correlation (FRC),
may be used to identify radio-loud AGN due to their departure
from this relationship (e.g. Sopp & Alexander 1991). Following
Helou, Soifer & Rowan-Robinson (1985), the FRC is commonly
referred to by the parameter q, which is the logarithm of the
ratio between FIR to radio flux density. Appleton et al. (2004)
found that q24 = log10[S24.0µm/S1.4 GHz] = 0.8 for flux density
MNRAS 441, 2555–2592 (2014)
2574 C. A. Hales et al.
measurements at 24 μm and 1.4 GHz; we use this relationship as a
surrogate for the FRC. We classified each source with a radio flux
density more than 10 times that expected from the FRC as an AGN,
namely for sources with q24 ≤ −0.2, including those sources with
SWIRE non-detections (limits are given in Section 2.2.1) meeting
this criterion; 878 sources were classified as AGNs by this ap-
proach. Given the relative lack of multiwavelength data included
in this work, no corrections were made to convert observed 24 μm
and 1.4 GHz flux densities to rest-frame values (e.g. Padovani et al.
2011), nor were full K-corrections performed (Kellermann 1964;
Sargent et al. 2010a, and references therein). However, we note that
our q24 ≤ −0.2 scheme ensures that only sources departing strongly
from the FRC are classified as AGNs. It is therefore unlikely that the
corrections above would significantly alter our AGN classifications.
We note that Appleton et al. (2004) and others (e.g. Sargent et al.
2010b; Mao et al. 2011) found no significant evolution of the FRC
with redshift (though see Ivison et al. 2010).
Mid-infrared colours. Following the observation of a large sam-
ple of extragalactic sources with the Spitzer Space Telescope,
Lacy et al. (2004) recognized that the distribution of IRAC
colours exhibited by AGNs extended into a region of parame-
ter space largely devoid of other source classes. Sajina, Lacy
& Scott (2005) extended this work, investigating the param-
eter space occupied by continuum-dominated sources for red-
shifts ranging between z ∼ 0 and 2 and investigating the colours
of SFG candidates dominated by polycyclic aromatic hydrocar-
bon and sources dominated by old-population (10 Gyr) starlight
emission. Here we focus on the continuum-dominated sources,
displayed as blue points in the top two panels of fig. 10 from
Sajina et al. (2005). We followed Padovani et al. (2011) to
construct a locus for identifying AGNs, which we defined as
the union of log10[S8.0µm/S4.5µm] > 0, log10[S5.8µm/S3.6µm] >
0, and log10[S8.0µm/S4.5µm] < 11 log10[S5.8µm/S3.6µm]/9 + 0.3,
and classified each source falling within its boundaries as
an AGN; 238 sources were classified as AGNs by this
approach.
Optical spectrum. Each optical spectrum was classified visually by
Mao et al. (2012) as an AGN, SFG, or star. Sadler et al. (1999)
reported that a similar ‘eyeball’ classification scheme for spectra
obtained with the two-degree field (2dF) spectrograph (Lewis et al.
2002) was robust and could be used with confidence. Given this vi-
sual classification system, in this work we define SFGs (somewhat
loosely) as galaxies with SF rates sufficient to produce an optical
spectrum exhibiting (1) emission lines and line ratios characteristic
of SF, such as a strong and narrow Hα line, and (2) a distinct lack of
features typically associated with AGN activity (see AGN/SF clas-
sification details in Sadler et al. 1999). The latter criterion maintains
consistency with our definition of AGN sources above. Using the
optical data, we classified 279 sources as AGNs, 126 as SFGs, and
4 as stars. Of these, we found that 12 SFGs and 2 stars had been
classified as an AGN by one of the previously described AGN se-
lection criteria, with an additional 2 SFGs classified as an AGN by
two of the previous criteria. Given the high quality of the spectral
classifications and the statistical nature of the previous AGN di-
agnostics, we reclassified each of these sources according to their
optical classifications.
In summary, of the 2221 catalogued ATLAS DR2 sources, 1169
were classified as AGNs, 126 as SFGs, and 4 as radio stars. Of
the AGN sources, 858 were recognized as such by only one of
the four diagnostics above, 255 were recognized by two, 47 by
three, and only 9 sources were recognized as an AGN by all four
diagnostic criteria. We note that our classifications are biased in
favour of AGNs, due to the overheads required to classify stars and
SFGs using optical spectroscopy. Therefore, in general our data are
unsuited to the investigation of relationships between SF and AGN
activity.
6.2 Linear polarization–total intensity associations
6.2.1 Cross-identification
To enable the investigation of fractional polarization trends, we
visually cross-matched each linearly polarized component with a
total intensity counterpart. In most cases it was possible to match
an individual linearly polarized component with an individual total
intensity component and, in turn, their associated multiwavelength
counterpart from Section 6.1. However, in some cases, one-to-one
matches were prevented due to ambiguities posed by the blend-
ing of adjacent components in total intensity or linear polarization.
For example, we encountered situations in which a linearly po-
larized component was positioned mid-way between two blended
total intensity components, such that it was unclear whether the
polarized emission was caused by one of the total intensity com-
ponents, or both. Given such complexities in our data, we avoided
the use of a simple nearest-neighbour scheme for cross-matching,
as this would have led to overestimates of fractional polarization
for any mismatched components. Instead, we grouped together
all linearly polarized and total intensity components contributing
to an ambiguous cross-match, so that the fractional polarization
could be obtained for the group rather than for any potentially
incorrect subset of the group. In total, we found that 130 of the
2221 catalogued ATLAS DR2 sources exhibited linearly polarized
emission, 118 of which had available infrared cross-identifications.
Statistics of one-to-one and group associations are presented
below.
In Fig. 15 we display the four types of cross-matches encoun-
tered in our data. The top-left panel shows a one-to-one match
between a linearly polarized component and a total intensity com-
ponent. The bottom-left panel shows a two-component total inten-
sity source exhibiting limb-brightened linearly polarized emission,
which we interpret as an unambiguous one-to-one match between
the polarized component and the western total intensity component;
the eastern component is undetected in polarization. The top-right
panel shows the only example in our data where a single total
intensity component was found to be enveloping two separate lin-
early polarized components; all three components were assigned
to a group. We note that this example is likely to be highlight-
ing a total intensity component that should have been decomposed
into two separate components during the BOLBCAT/IMFIT extrac-
tion phase, rather than a perfectly Gaussian total intensity com-
ponent with unusual polarization substructure. The bottom-right
panel shows an example of an ambiguous match between a lin-
early polarized component and two total intensity components; all
three components were grouped together to prevent potential over-
estimation of the fractional polarization for either total intensity
component.
To enable the investigation of fractional polarization trends using
all available radio data, not just using the one-to-one and group asso-
ciations identified above, we calculated upper limits to the linearly
polarized flux densities of all total intensity components lacking
a polarization counterpart. As discussed extensively by Kashyap
et al. (2010), we note the distinction between an upper limit and
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Figure 15. Examples of one-to-one (left-column panels) and complex (right-column panels) cross-identifications encountered between linearly polarized
components and total intensity counterparts. Background total intensity images in each panel are shaded logarithmically, saturating black below −0.2 mJy
beam−1 and white above 1 mJy beam−1. Total intensity contours (blue) represent 5, 25, 60, and 100σ . Linear polarization contours (magenta) represent 6.25,
10, and 15σRM. Respective beam sizes are given in Sections 3.2 and 3.3. See Section 6.2.1 for panel details.
an upper bound.10 We followed the procedure outlined by Kashyap
et al. (2010) to evaluate polarization upper limits at the positions
of unpolarized total intensity components. By combining the type I
error rate of α = 10−7 from Section 5.1, a type II error rate con-
servatively defined as β = 0.9, and the PDF for LRM with M = 28
given by equation 28 from Hales et al. (2012a), we evaluated that
the upper limit definition required to meet these statistical criteria
was
LUL = 7.46 σRM. (20)
For unpolarized sources, we assigned polarization upper limits by
selecting the weakest limit (i.e. largest in magnitude) associated
with any constituent total intensity component.
6.2.2 Classification
We visually classified each one-to-one and group association from
above, each source comprising two such associations (no source
had more than two), and each unpolarized component according to
the following scheme, which we designed to account for differing
10 An upper bound describes an inference range for a flux density measure-
ment; an upper limit, on the other hand, describes the minimum flux density
required to ensure detection at a specified false-positive (type I) error rate
(i.e. an SNR cutoff) and false-negative (type II) error rate for a given noise
distribution, and thus calibrates the detection process irrespective of the
observed flux density.
(de-)polarized morphologies. Examples of each classification type
are displayed in Figs 15–17, as described below.
Type 0 − A one-to-one or group association identified as a lobe of
a double or triple radio source. Both lobes of the source are clearly
polarized, having linearly polarized flux densities within a factor of
3. (These criteria do not formally reference the ratio between lobe
total intensity flux densities, which we note here are within a factor
of 3 for all double or triple ATLAS DR2 sources; cf. Magliocchetti
et al. 1998.) To illustrate, two type 0 associations are displayed in
the right-hand panel of Fig. 16, one for each lobe.
Types 1/2 − A one-to-one or group association identified as a lobe
of a double or triple radio source that does not meet the criteria
for type 0. A lobe classified as type 1 indicates that the ratio of
polarized flux densities between lobes is greater than 3. A lobe
classified as type 2 indicates that the opposing lobe is undetected
in polarization and that the polarization ratio may be less than 3,
in which case it is possible that more sensitive observations may
lead to re-classification as type 0. Sources with lobes classified as
type 1 exhibit asymmetric depolarization in a manner qualitatively
consistent with the Laing–Garrington effect (Laing 1988; Garring-
ton et al. 1988), where one lobe appears more fractionally polarized
than the opposite lobe. To illustrate, type 1 associations are suitable
for the pair of lobes displayed in each panel of Fig. 17. A type
2 classification is appropriate for the detected lobe shown in the
bottom-left panel of Fig. 15.
Type 3 − A group association representing a source, involving
a linearly polarized component situated mid-way between two
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Figure 16. Examples of linear polarization−total intensity classifications (see also Figs 15 and 17). Panel shading and contours are identical to Fig. 15. The
left-hand panel shows a type 5 association. The right-hand panel shows a type 6 source with two type 0 lobes.
Figure 17. Classical double sources in ATLAS that appear to exhibit asymmetric depolarization. Each lobe was classified as type 1, and thus each source as
type 7. The left-hand panel displays source C7. This source is best fit by two Gaussian components in total intensity, the centroids of which correspond to the
components observed in linear polarization. Flux densities for the eastern and western lobes are I = 30.6 mJy and L = 2.3 mJy, and I = 64.5 mJy and L =
0.5 mJy, respectively. The right-hand panel displays source C8. Flux densities for the eastern and western lobes are I = 38.8 mJy and L = 0.3 mJy, and I =
55.4 mJy and L = 2.6 mJy, respectively. Background shading levels in each panel are identical to Fig. 15. Total intensity contours (blue) represent 10, 100,
500, and 1000σ . Linear polarization contours (magenta) represent 6.25, 10, 15, 40, and 90σRM.
total intensity components. It is not clear whether such associa-
tions represent two polarized lobes, a polarized lobe adjacent to a
depolarized lobe, or a polarized core. An example is displayed in
the bottom-right panel of Fig. 15.
Type 4 − An unclassified one-to-one or group association repre-
senting a source. Examples of the former and latter are displayed in
the top-left and top-right panels of Fig. 15, respectively.
Type 5 − A one-to-one association clearly identified as the core of
a triple radio source (where outer lobes are clearly distinct from the
core). An example is displayed in the left-hand panel of Fig. 16.
Type 6 − A source comprising two type 0 associations, or a group
association representing a non-depolarized double or triple radio
source where blended total intensity and linear polarization compo-
nents have prevented clear subdivision into two type 0 associations.
For example, a type 6 source is displayed in the right-hand panel of
Fig. 16.
Type 7 − A source comprising one or two type 1 associations. For
example, each panel of Fig. 17 displays a type 7 source.
Type 8 − A source comprising one type 2 association. For example,
a type 8 source is displayed in the bottom-left panel of Fig. 15.
Type 9 − An unpolarized component or source.
From a total of 172 catalogued linearly polarized components,
138 were found to exhibit clear one-to-one associations with in-
dividual total intensity components. The remaining 34 polarized
components required grouping in order to be associated with total
intensity counterparts. We classified 58 one-to-one associations as
type 0, 4 as type 1, 25 as type 2, 48 as type 4, and 3 as type 5. We
note that all 3 sources containing type 5 core associations exhibited
unpolarized lobes. Of the group associations comprising a total of
34 polarized components, 2 groups were classified as type 0, 14 as
type 3, 1 as type 4, and 8 as type 6. We classified 29 sources com-
prising two type 0 associations as type 6. We classified 2 sources
as type 7, each of which exhibited linearly polarized emission from
both the polarized and depolarized lobe, and 25 sources as type 8.
As described above, only 1 group association was classified as
type 4 (see top-right panel of Fig. 15). While it is possible that
the two polarized components within this group are in reality a
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single extended region of polarized emission, broken in two by a
depolarization canal (e.g. Fletcher & Shukurov 2006), a more likely
explanation as commented on above is that rather than there being
a single total intensity component, two adjacent polarized lobes are
in fact present.
7 C O M P O N E N T N U M B E R - C O U N T B I A S E S
We used the DR2 component catalogue to construct 1.4 GHz dif-
ferential component counts in total intensity and linear polarization
for each ATLAS field. We did not use the DR2 source catalogue to
construct differential source counts because of concern regarding
the multicomponent association process (recall Section 6.1.1). The
resulting component counts will be presented in Paper II; here we
describe our method.
The differential component counts were calculated by dividing
the number of sky density normalized components (i.e. units of sr−1)
observed within each flux density bin by the bin width, then multi-
plying each bin value by two bias correction factors. The effective
number of components in each ith flux density bin was thus calcu-
lated as
Neff,i = ri ei
Ji∑
j=1
(
V AREA
j
FAREA
)−1
, (21)
where FAREA denotes the relevant field area from Section 4.4, and
the visibility area term V AREA
j
accounts for the potentially limited
survey area over which each jth of Ji components in each bin could
have been detected due to spatial variations in image sensitivity and
bandwidth smearing (see Section 5.1). Only bins with visibility area
factors greater than 0.1 were accepted for the number count results
presented in Paper II. The correction factors ri and ei were used
to account for resolution bias and Eddington bias, respectively, as
described in Sections 7.1 and 7.2 below. The differential counts,
representing the number of components per unit sky area per unit
flux density, were then normalized by the standard Euclidean slope
of S−2.5 (Longair 1966; Ryle 1968).
7.1 Resolution bias
We use the term resolution bias to collectively describe two effects:
(1) incompleteness in number-count bins resulting from a lack of
sensitivity to resolved components with low surface brightness, and
(2) the redistribution of counts between bins resulting from system-
atic undervaluation of flux densities for components classified as
unresolved. An analytic scheme to account for the first effect has
been attempted by Prandoni et al. (2001) and Huynh et al. (2005).
The second effect was identified in an empirical investigation by
Bondi et al. (2008); an analytic formalism to describe this effect is
not presently available. In this section we present a new analytic
method that both improves upon the scheme described by Prandoni
et al. (2001) and Huynh et al. (2005) and accounts for the bias
described by Bondi et al. (2008).
7.1.1 Effect 1: sensitivity to resolved components
We begin by discussing incompleteness to resolved components,
which may be manifested in two ways.
First, a lack of short baselines can limit the maximum observable
angular size of components. For a minimum projected baseline of
30 m, at 1.4 GHz the ATCA becomes progressively insensitive11
to components larger than 5 arcmin, at which point only 50 per
cent of a component’s true flux density can be detected (e.g. Forster
1983). Given that no millijansky sources are expected to exhibit such
large angular sizes (according to any of the distributions described
below) and that ATLAS observations include projected baselines
down to 30 m (see Section 2.1), we assume that no limitations have
been imposed on observable component angular sizes by ATLAS
uv-plane coverage.
Secondly, components with flux densities sufficient to be in-
cluded in a number-count bin may be resolved to the extent
that their peak surface brightnesses may fall below the SNR detec-
tion threshold, preventing them from being catalogued and counted
and thus resulting in bin incompleteness. To correct for this second
type of incompleteness to resolved components in the total inten-
sity and linear polarization number counts for each ATLAS field,
we estimated the fraction of missing components at any given flux
density by comparing the maximum detectable angular size with an
underlying true size distribution.
We estimated the maximum intrinsic (i.e. deconvolved) angular
size, max(S), that a component with flux density S could attain
while still meeting the detection threshold by modifying equation
(9) and deconvolving using equation (11), deriving
[max(S)]2 =
⎧⎨⎩
∫ S/AS
0
√
S Bmaj Bmin
AS z
fσ˜ (z) dz
×
[∫ S/AS
0
fσ˜ (z′) dz′
]−1⎫⎬⎭
2
− Bmaj Bmin, (22)
where AS is the SNR threshold given by 5.0 in total intensity or 6.25
in linear polarization, we have defined σ˜ (x, y) = σ (x, y)/ (x, y)
(or using σRM in polarization), and where fσ˜ is a probability distri-
bution for σ˜ [in practice this is a normalized histogram of σ˜ (x, y)
values]. The integrals in equation (22) enable max(S) to be calcu-
lated as a weighted average, taking into account spatial variations in
both sensitivity and bandwidth smearing (i.e. variations in σ˜ ) over
each survey area. The upper limit to each integral gives the maxi-
mum value of σ˜ (x, y) for any given flux density S, above which not
even an ideally unresolved component could be observed above the
detection threshold. Therefore, at faint flux densities, the weighted
average of observed angular sizes (square root term) is not com-
puted using the full distribution of σ˜ , but rather a renormalized
distribution in which the term in square brackets has value less than
unity.
In Fig. 18 we plot the deconvolved angular sizes of ATLAS DR2
components and indicate the locus defined by equation (22) for each
survey area (solid curves). For clarity, we characterize the limiting
behaviour of equation (22) at low and high flux densities by defining
two simplified versions of this equation, which we plot as dotted
curves about the solid curve in each panel of Fig. 18. The first
of these uses the minimum effective noise σ˜min = min
[
σ˜ (x, y)] to
characterize the maximum angular sizemax′ (S) at all flux densities,
given by
[max′ (S)]2 = S Bmaj Bmin
AS σ˜min
− Bmaj Bmin, (23)
11 Joint deconvolution schemes can recover larger scales than those from sin-
gle pointing schemes (Sault, Staveley-Smith & Brouw 1996); computational
limitations prevented joint deconvolution of the ATLAS data.
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Figure 18. Deconvolved angular size as a function of flux density for ATLAS total intensity (left-hand column) and linearly polarized (right-hand column)
components in the ELAIS-S1 (top row) and CDF-S (bottom row) fields. For visual clarity, angular sizes of unresolved components (red points) are displayed at
zero, rather than at their upper bounds. The solid curve in each panel indicates the maximum angular size above which a component’s peak surface brightness
will drop below the survey detection threshold, as defined by equation (22). The dashed curve in each panel indicates the minimum angular size required of a
component to be classified as resolved and deconvolved, as defined by equation (33). The dot–dashed curve in each panel indicates the median of the assumed
underlying true size distribution, with associated shaded regions in the right-hand panels indicating filling factor uncertainties; see the text in Section 7.1.1 for
details. The dotted curves indicate limiting behaviours of the solid and dashed curves, given by equations (23) (green), (24) (magenta), (34) (blue), and (35)
(orange).
where σ˜min is 24 (14) and 27 (22) μJy beam−1 in the CDF-S and
ELAIS-S1 total intensity (polarization) fields, respectively. The sec-
ond definition uses the full effective noise distribution at all flux
densities to evaluate a weighted maximum angular size max′′ (S),
given by
[max′′ (S)]2 =
[∫ ∞
0
√
S Bmaj Bmin
AS z
fσ˜ (z) dz
]2
− Bmaj Bmin. (24)
Equation (22) limits to equation (23) at faint flux densities and to
equation (24) at higher flux densities. We note that if max(S) were
defined using a fixed minimum noise value, as in equation (23),
then maximum angular sizes would in general be overestimated at
all flux densities (or underestimated if the maximum noise value
was selected). Similarly, if max(S) were defined without taking
into account the visibility area associated with component detec-
tion at faint flux densities, as in equation (24), then the maximum
angular sizes estimated at faint flux densities would be signifi-
cantly underestimated; the relevant dotted curves in Fig. 18 fall to
zero angular size at flux densities higher than the faintest observed
ATLAS components, indicating that equation (24) may not be used
to estimate max(S) at faint S.
To model the underlying true size distribution for components
in total intensity, we modified the integral angular size distribution
presented by Windhorst, Mathis & Neuschaefer (1990) for 1.4 GHz
sources. The Windhorst et al. (1990) distribution gives the fraction
of sources with largest angular size (LAS) greater than , and is
parametrized as
h(> , S) = 2−(/med,I)0.62 , (25)
where med,I is the median LAS as a function of flux density given
by 2.0 arcsec (S1.4GHz/1 mJy)0.3. The density function corresponding
to equation (25) is
f(, S) = 0.62 ln 2
med,I
(

med,I
)−0.38
h(> , S) . (26)
The LAS of a source characterizes its largest angular extent. The
LAS for a single-component source is given by its deconvolved
angular size. The LAS for a multicomponent source is given by the
maximum angular separation between its components, or if greater,
the largest deconvolved angular size of any of its components. We
note that, in principle, there are no resolution bias constraints pre-
venting the detection of multicomponent sources with arbitrarily
large LASs, provided that their individual components are each
smaller than max and thus individually detectable. We modelled
the size distribution for total intensity components by retaining the
parametrization presented in equation (25), but with a modified
relationship for med,I given by
med,I = 1.0 arcsec
(
S
1 mJy
)0.3
, (27)
where S here denotes component flux density. For a single-
component source, equation (27) predicts a median LAS that is
half that predicted by Windhorst et al. (1990). Equation (27) is plot-
ted in the left-column panels of Fig. 18; this model appears to be
consistent with the observed ATLAS components.
We were motivated to develop equation (27) by considering the
angular size distribution presented by Bondi et al. (2003) for sources
in the VLA-VDF survey with flux density 0.4 ≤ S < 1.0 mJy. The
VLA-VDF survey is similar to ATLAS with an observing frequency
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Figure 19. Integral angular size distributions in total intensity. The dashed
curve gives the distribution presented by Bondi et al. (2003) for sources
with 0.4 ≤ S < 1.0 mJy. The dotted curve gives the distribution for sources
presented by Windhorst et al. (1990). The solid curve gives our assumed
distribution for ATLAS components, obtained following the Windhorst
et al. (1990) source parametrization but with assumed median angular sizes
reduced by a factor of 2. The solid curve assumes components with S =
0.7 mJy, while the dotted curve assumes sources with S = 0.7 mJy.
of 1.4 GHz, 1 deg2 field of view, 6 arcsec synthesized beam FWHM,
and ∼17 μJy beam−1 rms noise. Only 1 VLA-VDF source was
found to comprise multiple components in the flux density range
above, with all others forming single-component sources. We there-
fore assumed that the Bondi et al. (2003) size distribution could be
used to characterize the true size distribution expected for ATLAS
components. To demonstrate why we modified equation (27) as
such and why we did not choose to simply implement the origi-
nal angular size distributions presented by Bondi et al. (2003) or
Windhorst et al. (1990), we have plotted each of the distributions in
Fig. 19. As shown, the original Windhorst et al. (1990) distribution
overpredicts a substantial tail of sources with angular sizes greater
than those observed and in turn modelled by Bondi et al. (2003).
Our modified distribution, using equation (25) with med,I given by
equation (27), successfully reproduces the Bondi et al. (2003) model
for component sizes3 arcsec. However, our modified distribution
predicts a greater proportion of components with sizes < 3 arcsec
than the Bondi et al. (2003) model. To suggest a possible explanation
for this discrepancy and provide a rudimentary justification for our
assumed size distribution, we note that Bondi et al. (2003) did not
account for bandwidth smearing across their mosaicked data. As a
result, it is likely that their results were biased against the detection
of sources with small angular sizes. For example, assuming a beam
FWHM of 6 arcsec, a source with 0.5 arcsec true angular size would
be observed in the absence of bandwidth smearing to have a size of
6.02 arcsec. But if smearing was present at the level of 4 per cent,
as may be representative of the VLA-VDF data (recall discussion
of bandwidth smearing in a mosaic from Section 4.2), then the ob-
served and deconvolved angular sizes would be 6.02 arcsec/
√
0.96
and 1.3 arcsec, respectively. Regardless of true size, no source with
deconvolved angular size <1.22 arcsec could be observed in this
scenario. This artificial size inflation would diminish for sources
with true angular sizes approaching the beam FWHM. For exam-
ple, a source with 3 arcsec true angular size would be observed
to have a deconvolved angular size of 3.3 arcsec if uncorrected for
bandwidth smearing. While it is likely that the true underlying angu-
Figure 20. Angular filling factor, η, for polarized emission within resolved
total intensity components in ATLAS. Upper bounds have been calculated
using equation (29). The dashed line and shaded region represent the fixed
value of ηmodel and its associated uncertainty range as given by equation
(30).
lar size distribution for components (or single-component sources)
lies somewhere between the solid and dashed curves in Fig. 19, the
key requirement of our assumed distribution in this work is that it
can characterize populations of components with sizes >3 arcsec.
From the left-column panels of Fig. 18 we find that max(S) does
not fall below 3 arcsec until S < 0.2 mJy. Therefore, very few flux
density bins are likely to be significantly affected if our assumed
true size distribution for  < 3 arcsec is in error.
To our knowledge, the true underlying size distribution for
1.4 GHz components in linear polarization surveys such as ATLAS
with ∼10 arcsec resolution has not yet been explored. Given the
small fraction of polarized components observed as resolved in our
data (see Fig. 18), we were unable to directly investigate this distri-
bution in a robust empirical manner. Instead, to obtain the polarized
size distribution, we first assumed that angular sizes of polarized
components could be related to their total intensity angular sizes
using a filling factor η, independent of flux density; i.e. L = ηI
where L and I are a component’s deconvolved linear polariza-
tion and total intensity angular sizes, respectively. To estimate an
appropriate model value for the angular filling factor, we evaluated
the ratio L/I for all resolved total intensity components in AT-
LAS, as shown in Fig. 20. Approximate errors for this ratio were
calculated following standard error propagation as
ση ≈ L
I
√(
σL
L
)2
+
(
σI
I
)2
, (28)
with angular size uncertainties from equation (12). Angular fill-
ing factor upper bounds for the total intensity components with an
unresolved polarization counterpart, ηu, were obtained by combin-
ing equations (9) and (10) to estimate the maximum value of L
that a polarized component could attain before being classified as
resolved, namely
ηu = min
(
1 ,
1
I
√
Bmaj Bmin
{
a
−b/
[
LFODpeak /σ˜ (x,y)
]c
− 1
})
, (29)
where factors greater than 1 were not allowed. We note that the
ATLAS components with η > 1 in Fig. 20 are diffuse in total
intensity and thus poorly characterized by a 2D elliptical Gaussian,
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Figure 21. Modelled effects of resolution bias on differential component counts in total intensity (left-hand column) and linear polarization (right-hand
column). The green curves show the assumed true underlying counts, given by the H03 distribution in total intensity (equation 15) and the H03 ∗ f()
distribution in linear polarization (see Section 5.4). The dashed curves show the counts for detectable components (equation 31). The dot–dashed curves
show the counts for detectable components classified as resolved (equation 36). The dotted curves show the counts for detectable components classified as
unresolved, for a scenario where measurement systematics are zero (equation 37). The red curves show the counts for detectable components classified as
unresolved, for a realistic scenario where measurement systematics are taken into account (equation 38). The shaded regions in the right-hand panels represent
the propagation of angular filling factor uncertainties (equation 30).
resulting in underestimated values of I and thus overestimated
values of η.
To model the distribution of components and upper bounds shown
in Fig. 20, we assumed that η may be characterized by a constant
value with an uncertainty range, rather than a distribution of val-
ues as likely to be more appropriate in reality. We conservatively
modelled the angular filling factor as
ηmodel = 0.6 ± 0.3, (30)
as indicated by the dashed line and shading in Fig. 20. To model the
distribution of median angular sizes for linearly polarized compo-
nents, which we denote by med,L, we multiplied the distribution of
total intensity median angular sizes from equation (27) by 0.3, 0.6, or
0.9 following equation (30), and convolved each of the three result-
ing curves by the fractional polarization distribution from equation
(19). The resulting predicted med,L and its uncertainty range are
displayed in the right-column panels of Fig. 18; our polarization
model appears to be consistent with the observed size distribution
of ATLAS components, taking into account the increased presence
of unresolved components towards faint flux densities. Finally, we
made the largely unjustified assumption that the angular size distri-
bution for polarized components could be modelled using the same
parametrization presented for total intensity in equation (25), with
med,I replaced by med,L. The distribution of polarized compo-
nents exhibited in Fig. 18 does not refute this assumption, though
future high resolution studies are clearly required to support it. We
note that for simplicity, and to avoid placing too much emphasis
on the exact form of the total intensity angular size density func-
tion from equation (26), we did not estimate med,L above by first
convolving equation (26) with the fractional polarization distribu-
tion from equation (19). This more standard computational path
should be utilized once the total intensity angular size distribution
for components is known with greater confidence.
We predicted the differential number counts for detectable com-
ponents [those with angular sizes ≤max(S)] by evaluating equation
(25) with equation (22) for each total intensity and linear polariza-
tion ATLAS field, namely
dNdetectable
dS
(S) = dNtrue
dS
(S) {1 − h[> max(S), S]} . (31)
Equation (31) is displayed in Fig. 21 (dashed curves), assuming true
differential component counts (solid green curves) modelled in total
intensity by the H03 distribution from equation (15) and in linear
polarization by the H03 ∗ f() distribution from Section 5.4. The
correction to account for the first form of resolution bias, regarding
incompleteness to resolved components, is then
reffect−1(S) = dNdetectabledS (S) ÷
dNtrue
dS
(S) . (32)
Equation (32) is displayed in Fig. 22 for each ATLAS field.
7.1.2 Effect 2: flux density undervaluation for unresolved
components
We accounted for the second form of resolution bias, regarding
the undervaluation of flux densities for components classified as
unresolved, as follows.
First, we estimated the minimum intrinsic angular size required
for a component to be classified as resolved, min(S), following a
similar formalism to that described earlier for max(S). By relating
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Figure 22. Resolution bias corrections for incompleteness to resolved components [equation (32); dashed curves], flux density undervaluation for unresolved
components [equation (41); dotted curves], and the overall combined corrections [equation (42); blue curves]. The panel layout and details are similar to
Fig. 21.
equation (9) with equation (10), we obtained
[min(S)]2 =
⎧⎨⎩
∫ S/AS
0
Bmaj Bmin a−b/(S/z)
c
fσ˜ (z) dz
×
[∫ S/AS
0
fσ˜ (z′) dz′
]−1⎫⎬⎭
2
− Bmaj Bmin. (33)
Similar to the relationships between equation (22) and equations
(23) and (24), the limiting behaviours of equation (33) at low and
high flux densities are given by
[min′ (S)]2 = Bmaj Bmin a−b/(S/σ˜min)
c − Bmaj Bmin, (34)
and
[min′′ (S)]2 =
[∫ ∞
0
Bmaj Bmin a−b/(S/z)
c
fσ˜ (z) dz
]2
− Bmaj Bmin,
(35)
respectively. The locus defined by equation (33) is indicated by a
dashed curve for each ATLAS field in Fig. 18. These curves are
bounded by equations (34) and (35), as indicated by the relevant
dotted curves.
Next, we predicted the differential number counts for detectable
components classified as resolved by evaluating
dNresolved
dS
(S) = dNdetectable
dS
(S)
× (h {> min [min(S),max(S)] , S}
−h [> max(S), S])
÷ (1 − h [> max(S), S]) . (36)
We will assume that observed flux densities for resolved compo-
nents are equal to their true flux densities. The predicted counts for
detectable components classified as unresolved are
dNunresolved
dS
(S) = dNdetectable
dS
(S) − dNresolved
dS
(S) . (37)
Equations (36) and (37) are displayed in Fig. 21 (dot–dashed and
dotted curves, respectively).
If measurement errors were zero, flux densities for unresolved
components could be obtained from observation of their integrated
surface brightnesses. The observed differential counts for these un-
resolved components would then match the dNunresolved/dS curves.
In reality, however, their flux densities are set by their peak surface
brightnesses assuming zero intrinsic angular size, resulting in the
redistribution of component counts from any given flux density bin
to fainter bins because components always have physical non-zero
angular sizes. To model this effect and predict the observed distribu-
tion of components classified as unresolved, we convolved equation
(37) by a suitably renormalized version of equation (26), namely
dNunresolved−obs
dS
(S) =
∫ ∞
S
dNunresolved
dS ′
(
S ′
)
H
(
˜ − ′
)
× f
(
′, S ′
)∫ ˜
0 f(′′, S ′) d′′
dS ′, (38)
where
′ =
√
Bmaj Bmin
(
S ′
S
− 1
)
, (39)
˜ = min [min (S ′) ,max (S ′)] , (40)
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Figure 23. Modelled effects of Eddington bias on differential component counts in total intensity (left-hand column) and linear polarization (right-hand
column). Upper panels display predicted counts for each ATLAS field (solid or dashed curves) assuming true underlying count distributions given by the H03
(dotted black) or H03M (dotted magenta) models. Polarization results utilizing the H03M model are not shown, as they are identical to the H03 results over the
flux density range shown. Curves in the lower panels indicate the percentages by which the predicted distributions overestimate the underlying distributions.
and where H(x) is a unit step function with value unity for argument
x ≥ 0 and zero otherwise. Equation (38) is displayed by the red curve
for each ATLAS field in Fig. 21. The wiggles in these curves at faint
flux densities are real (i.e. not due to numerical instabilities); they
are caused by the behaviour of max(S) at faint flux densities, in turn
influenced by the spatial distribution of rms noise and bandwidth
smearing in the ATLAS mosaics.
The correction to account for the second form of resolution bias
was then calculated as
reffect−2(S) = dNdetectabledS (S) ÷[
dNresolved
dS
(S) + dNunresolved−obs
dS
(S)
]
. (41)
This correction is shown as the dotted curve for each ATLAS field
in Fig. 22.
We note that the form of resolution bias investigated in this sec-
tion is only relevant for measurement schemes that use peak sur-
face brightness as a proxy for unresolved component flux density
(mostly relevant at low SNR; e.g. see Fig. 13; see also Schinnerer
et al. 2010). The alternative is to use integrated surface brightness
measurements for both unresolved and resolved components. How-
ever, such schemes will exhibit new and more significant biases in
recovered flux densities at low and even moderate SNRs due to both
increased statistical errors from the larger number of free parameters
required to obtain an integrated measurement compared to a peak
measurement (relevant to both 2D elliptical Gaussian and flood-fill
fits; see fig. 6 in Hales et al. 2012b), and increased systematic flux
density errors (particularly relevant for Gaussian fits; see fig. 6 in
Hales et al. 2012b).
7.1.3 Combined correction
The overall resolution bias correction factors for ATLAS DR2 were
calculated by multiplying equations (32) and (41) together
r(S) = reffect−1(S) reffect−2(S). (42)
Equation (42) is displayed by the blue curve for each ATLAS field in
Fig. 22. For decreasing flux density, the correction factors for each
field rise to a peak due to increasing incompleteness, fall due to the
redistribution of components classified as unresolved, and then rise
again at the faintest levels as incompleteness again dominates the
correction (the correction rises to infinity at levels below the faintest
flux density bin because the number of detectable components drops
to zero). The blue curves in Fig. 22 are consistent with the results
from Monte Carlo simulations presented by Bondi et al. (2008), who
found that resolution bias correction factors were not maximized
for the faintest flux density bin, but rather for a higher flux density
bin due to combination of the two effects described above.
Prandoni et al. (2001) and Huynh et al. (2005) have derived reso-
lution bias correction factors exhibiting similar rise-fall behaviour to
that presented by Bondi et al. (2008) and this work. Their solutions
were obtained by only considering the first form of resolution bias
considered in this work, regarding reduced sensitivity to resolved
components. To obtain their solutions, Prandoni et al. (2001) and
Huynh et al. (2005) described the use of equations (34) or (35)
[i.e. equations representing min(S)], respectively, in characteriz-
ing max(S) at the faintest flux densities probed by their data. Given
that min(S) rises with decreasing flux density, eventually becoming
larger than max(S), their resolution bias corrections were found to
rise and then fall with decreasing flux density. However, their proce-
dure is not suitable; max(S) represents a strict limit to the angular
size of detectable components, regardless of the size of min(S)
which dictates whether a detected component will be classified as
unresolved or resolved.
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Figure 24. 1.4 GHz total intensity mosaic (IMFS) of the CDF-S ATLAS field in ZEA projection at a resolution of 13.0 arcsec× 6.0 arcsec. The peak surface
brightness is 0.89 Jy beam−1 and the typical rms noise is 40 µJy beam−1. The intensity scale is linear, saturating white below −0.3 mJy beam−1 and black
above 1 mJy beam−1.
7.2 Eddington bias
As described in Section 5.4, random measurement errors in the
presence of a non-uniformly distributed component population will
redistribute components between number-count flux density bins,
resulting in Eddington bias (Eddington 1913; Jeffreys 1938; Ed-
dington 1940). We accounted for Eddington bias by considering
two alternative correction schemes.
For the first method, we computed equation (21) using the de-
boosted flux densities from Section 5.4, with ei set to unity. The
deboosting equations presented in Section 5.4 offer a simple ap-
proach for mitigating Eddington bias prior to the construction of
differential component counts. However, these equations do not ac-
count for spatial variations in rms noise or bandwidth smearing, nor
do they properly account for variations in number-count slope (γ ).
To account for such specifics we considered an alternative correc-
tion scheme similar to that proposed by Eddington (1913), focusing
on correction factors ei for bin counts involving raw component
flux densities rather than deboosted values. We now describe this
second method.
Given an observed noise distribution and an assumed underly-
ing true component count distribution, the observed counts can be
predicted (e.g. Simpson et al. 2006). The ratio between the predicted
and true distributions gives the Eddington bias; the correction fac-
tors ei are therefore given by the reciprocal of this ratio. We mod-
elled the predicted (i.e. biased) counts in total intensity, which we
denote by dNEdd/dS, by assuming that the underlying counts were
distributed according to the H03 model. We assess the suitability
of this assumption in section 2.3 of Paper II. By accounting for the
proportion of components with true flux density S +  that may be
observed with flux density S due to Gaussian measurement error
−, we have
dNEdd
dS
(S) =
∫ ∞
−∞
∫ z′′
0
1√
2π
exp
(−ξ 2
2
)
×dNH03
dS
(S + ξz) fσ˜ (z)∫ z′′
0 fσ˜ (z′) dz′
dz dξ, (43)
where
z′′ =
{−S/ξ if ξ < 0
∞ if ξ ≥ 0,
(44)
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Figure 25. 1.4 GHz leakage-corrected linear polarization mosaic (LCORRRM ) of the CDF-S ATLAS field in ZEA projection at a resolution of 14.6 arcsec×
5.4 arcsec. The peak surface brightness is 42 mJy beam−1 and the typical rms noise is 25 µJy beam−1. The intensity scale is linear, saturating white at 0 mJy
beam−1 and black above 0.4 mJy beam−1.
and fσ˜ is the effective noise distribution for each ATLAS field
taking into account bandwidth smearing (as introduced in Sec-
tion 7.1). The parameter z′ ′ prevents the argument to dNH03/dS
from becoming negative (i.e. unphysical). To obtain a similar rela-
tionship for the predicted counts in linear polarization, which we
denote dNEdd/dL, we replaced the Gaussian error distribution from
equation (43) by the distribution for LRM given by equation 28 from
Hales et al. (2012a). Assuming an underlying dN/dL distribution
given by the H03 ∗ f() model introduced in Section 5.4, we
obtained
dNEdd
dL
(S) =
∫ ∞
−∞
∫ z′′
0
f (LRM = S | M = 28, L0 = S + ξz,
σRM = z) × dNH03∗f()dL (S + ξz)
× fσ˜ (z)∫ z′′
0 fσ˜ (z′) dz′
dz dξ, (45)
where
z′′ =
{−S/ξ if ξ < 0
∞ if ξ ≥ 0,
(46)
and f (LRM |M,L0, σRM) is the PDF for LRM given M, L0, and σRM.
In Fig. 23 we display equations (43) and (45), their assumed
underlying count distributions, and the resulting Eddington biases
for each ATLAS field; these are indicated by the black curves.
As expected, we find that Eddington bias becomes stronger with
decreasing flux density in both total intensity and linear polarization.
Deviations from this general trend are observed for the faintest flux
density bins, predominantly due to the changing slope of the counts
in total intensity, and to the positive-semidefinite and non-Gaussian
nature of noise fluctuations in polarization. The positive nature of
polarization measurements largely prevents components with low
SNR from having their flux densities underestimated (e.g. see the
effective noise distribution presented in the lower panel of fig. 1 in
Hales et al. 2012a), in turn causing the faintest polarized counts to
be underestimated.
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Figure 26. 1.4 GHz total intensity mosaic (IMFS) of the ELAIS-S1 ATLAS field in ZEA projection at a resolution of 9.6 arcsec× 7.6 arcsec. The peak surface
brightness is 0.16 Jy beam−1 and the typical rms noise is 40 µJy beam−1. The intensity scale is linear, saturating white below −0.3 mJy beam−1 and black
above 1 mJy beam−1.
For the purpose of illustration, following Section 5.4 we also
predicted the Eddington bias that would be exhibited if the true
underlying counts were described by the H03M model. The results
in total intensity are displayed as magenta curves in Fig. 23; polar-
ization results are not shown as they are identical to the H03 results
over the flux density range displayed. Our approach of modelling
the underlying counts in order to compare with the observed counts
is similar to the forward modelling described by Macquart et al.
(2012). However, unlike their work, our Eddington bias calcula-
tions take into account a more suitable statistical form to describe
LRM (see discussion in Hales et al. 2012a).
We now make some remarks about our Eddington bias calcula-
tions. Like the deboosting relationship for linear polarization pre-
sented in equation (18), equation (45) performs implicit polarization
debiasing. However, their treatments differ: equation (18) assumes
Ricean statistics for simplicity, whereas equation (45) incorporates
the full PDF for LRM.
Ideally, the Eddington bias corrections presented in equations
(43) and (45) require underlying count distributions that represent
unresolved components, and not all components as implemented
here (note that this distinction was made for our deboosting cor-
rections in Section 5.4). Our solutions above implicitly assume
that all components are unresolved, such that their true peak surface
brightnesses may be perturbed by noise fluctuations, in turn directly
perturbing their observed flux densities. However, this simpli-
fication in our analysis is unlikely to result in any significant
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Figure 27. 1.4 GHz leakage-corrected linear polarization mosaic (LCORRRM ) of the ELAIS-S1 ATLAS field in ZEA projection at a resolution of 10.6 arcsec ×
6.2 arcsec. The peak surface brightness is 3.8 mJy beam−1 and the typical rms noise is 25 µJy beam−1. The intensity scale is linear, saturating white at 0 mJy
beam−1 and black above 0.4 mJy beam−1.
systematics, because the flux density range over which significant
Eddington bias is observed in Fig. 23 consists overwhelmingly of
unresolved components (see Fig. 21). In the future, a potential re-
finement may be to combine both the resolution and Eddington bias
corrections, rather than splitting them as presented in this work.
Finally, we note that equation (45) and thus our Eddington bias
predictions may be inaccurate for two reasons. First, our treatment
of the correlation between the error distribution and the underly-
ing signal may not include all nuisance parameters. Secondly, the
Eddington bias predictions for our data are relatively small, which
is perhaps unusual given the non-Gaussian PDF for LRM. However,
as will be demonstrated in Paper II, differences between the two
independent Eddington bias correction schemes described above
are largely negligible when applied to both the total intensity and
linear polarization number counts, providing confidence in both
approaches.
8 RESULTS
8.1 Mosaics
Figs 24–27 display the total intensity and linear polarization mo-
saicked images of the CDF-S and ELAIS-S1 ATLAS fields. Resid-
ual sidelobes are observed around strong sources in the total
intensity images, giving rise to minor residual polarization leakage
about these sources in the polarization images. Residual sidelobes
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remaining after cleaning are observed in the south-east quadrant of
the total intensity ELAIS-S1 field (Fig. 26), which originate from
the 3.8 Jy source PKS B0039−445 outside the field of view. The
random pattern of pixels with zero intensity in the polarization im-
ages is an artefact of our data processing (difficult to see in printed
images; look to field edges where intensity contrast is greatest). This
pattern was caused by an error recognition scheme we implemented
during the RM cleaning stage, in which we automatically set equa-
tion (1) to zero if the maximum polarized intensity was located at
±φmax. Thus ∼1 in 800 pixels was artificially set to zero. We note
that this scheme did not affect subsequent data analysis.
8.2 Component and source catalogues
The ATLAS 1.4 GHz DR2 component catalogue is presented in
Appendix A. This catalogue lists a total of 2588 components in total
intensity and linear polarization; no components were detected in
circular polarization.
The ATLAS 1.4 GHz DR2 source catalogue is presented in Ap-
pendix B. This catalogue lists a total of 2221 sources as iden-
tified through the cross-identification and classification schemes
presented in Section 6.
9 C O N C L U S I O N
We have presented data reduction and analysis procedures for the
second ATLAS data release. We produced and analysed sensitive
1.4 GHz images of the CDF-S and ELAIS-S1 regions across a com-
bined area of 6.392 deg2 in total intensity (I), linear polarization (L),
and circular polarization (V). The data for L were processed using
RM synthesis and RM clean. Typical sensitivities across each of
the mosaicked multipointing images are ∼30 μJy beam−1, falling
to <25 μJy beam−1 within smaller areas. The typical spatial reso-
lutions are 12 arcsec × 6 arcsec.
We performed component detection and extraction indepen-
dently in I, L, and V using a combination of BOLBCAT and IMFIT,
accounting for spatial variations in image sensitivity, bandwidth
smearing and instrumental polarization leakage. Corrections for
clean bias were not required, due to our implemented cleaning
strategy. ATLAS DR2 is the first survey to have been analysed us-
ing BOLBCAT. We catalogued a total of 2416, 172, and 0 components
in I, L, and V, respectively, and determined flux densities for each
of these components by considering their angular sizes. We cata-
logued 2221 sources by matching single or multiple I components
with SWIRE mid-infrared sources, and by matching L components
to their I counterparts. We classified these sources as AGNs, SFGs,
or stars according to four diagnostic criteria. Our source catalogue is
slightly biased against the detection of multicomponent sources due
to our nearest-neighbour cross-identification method, and towards
the classification of AGNs due to lack of optical spectroscopy for
the majority of sources.
We presented a comprehensive prescription for handling multi-
pointing data consistently in both total intensity and linear polar-
ization. We described our data reduction and analysis procedures in
detail in order to inform future surveys and to highlight our novel
extensions of processing techniques from total intensity to linear
polarization. We developed new analytic techniques to account for
bandwidth smearing with a non-circular beam, and resolution bias
in differential number counts. We extended the analytic frame-
work for Eddington bias corrections from total intensity to linear
polarization.
In Paper II we present the ATLAS DR2 cross-identification and
number-count results, and discuss statistics of the faint polarized
1.4 GHz sky.
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A P P E N D I X A : C O M P O N E N T C ATA L O G U E
This appendix presents the ATLAS 1.4 GHz DR2 component cat-
alogue, a portion of which is displayed in Table A1 for guidance
regarding its form and content. The catalogue lists a total of 2588
components in total intensity and linear polarization; no compo-
nents were discovered in circular polarization. For ease of visual
inspection, components have been grouped according to their na-
ture of detection, arranged in the order of total intensity then lin-
ear polarization. Components within each of these two groups are
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ordered by increasing right ascension. The columns of Table A1 are
as follows.
Column (1) – Component identification number. This gives the
internal designation of the component used within our data process-
ing. The form is a composite of three descriptors plus an optional
fourth. The first is a single character that represents the ATLAS
field, given by C for CDF-S or E for ELAIS-S1. The second de-
scriptor is a single character that represents the nature of detection,
given by T for total intensity or L for linear polarization. The third
descriptor is an integer that gives the blob identification number as-
signed by BOLBCAT. The fourth descriptor is only suffixed for those
components that were obtained through refitting all or part of the
original blob using IMFIT, denoted by Cj, or BOLBCAT, denoted by
Fj, for the jth extracted component from a given blob.
Column (2) – Full ATLAS DR2 component name. This has been
provided in a form acceptable for International Astronomical Union
(IAU) designation (Lortet, Borde & Ochsenbein 1994). The form
is ATLAS2_JHHMMSS.SS+DDMMSS.ST where ATLAS2 is the survey
acronym, J specifies the J2000.0 coordinate equinox, HHMMSS.SS
are the hours, minutes and truncated (not rounded) seconds of right
ascension, + or − is the sign of declination, DDMMSS.S are the de-
grees, minutes and truncated seconds of declination, and the single
character specifier in parentheses indicates the nature of detection
as T or L. The position derives from columns (3) and (4) below.
Columns (3) and (4) – Right ascension and declination (J2000.0)
at intensity-weighted centroid.
Columns (5) and (6) – Absolute astrometric uncertainties in
right ascension and declination. Minimum and maximum errors are
0.11 and 1.1 arcsec in right ascension, and 0.17 and 2.1 arcsec in
declination, respectively.
Columns(7) – SNR of raw detection, AS.
Column (8) – Local rms noise value, σS.
Column (9) – Local bandwidth smearing value,  .
Columns (10) and (11) – Peak surface brightness corrected for
bandwidth smearing, Speak, and rms error, σSpeak .
Columns (12) and (13) – Integrated surface brightness, Sint, and
rms error, σSint .
Column (14) – Visibility area, VAREA.
Columns (15) and (16) – Estimated deconvolved angular size or
upper bound, , and rms error, σ. If σ > 0 then the component is
resolved with flux density given by Sint. If σ = 0, the component is
unresolved with  representing an upper bound to the deconvolved
angular size, and with flux density given by Speak.
Column (17) – Deboosted flux density, SML.
See Section 5 and Hales et al. (2012b) for details regarding the
parameters presented above.
A P P E N D I X B : SO U R C E C ATA L O G U E
This appendix presents the ATLAS 1.4 GHz DR2 source catalogue,
a portion of which is displayed in Table B1 for guidance regarding its
form and content. The catalogue lists a total of 2221 sources as iden-
tified through the cross-identification and classification schemes
presented in Section 6. Sources are ordered by increasing right
ascension. The columns of the source catalogue are as follows
Column (1) – Source identification number. This gives the in-
ternal designation of the source used within our data processing.
The form is a composite of two descriptors. The first is a single
character that represents the ATLAS field, given by C for CDF-S
or E for ELAIS-S1. The second descriptor is an integer that reflects
the ordering of sources within each field, as described above.
Column (2) – Full ATLAS DR2 source name. This has been
provided in a form appropriate for future IAU designation. The form
isATLAS2_JHHMMSS.SS+DDMMSS.S where ATLAS2 is the survey
acronym, J specifies the J2000.0 coordinate equinox, HHMMSS.SS
are the hours, minutes and truncated seconds of right ascension, +
or − is the sign of declination, and DDMMSS.S are the degrees,
minutes and truncated seconds of declination. If a SWIRE cross-
identification was available, the position was specified by that of
the infrared source. Otherwise, the position was calculated as the
unweighted centroid of all total intensity components comprising
the source.
Columns (3)–(8) – Component identification numbers for all
total intensity components belonging to the source, corresponding
Table B1. ATLAS 1.4 GHz DR2 source catalogue – Part I of III. This table has been truncated and is available as part of a single master table in the online
version of this paper.
ID Name Total intensity component ID Linear pol. component ID Group
(Prefix: ATLAS2_J) I1 I2 I3 I4 I5 I6 L1 L2 L3 A B C
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)
E232 002938.07−432947.9 ET383 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E386 002940.19−440309.6 ET691 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E420 002943.15−440813.6 ET780 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E385 002944.36−433630.2 ET727 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E26 002945.64−432149.3 ET71C1 ET71C2 0 0 0 0 EL26 0 0 339999399 999999999 999999999
E106 002949.92−440541.3 ET125 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E468 002951.14−432355.3 ET760 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E160 002951.26−440556.4 ET197 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E577 002953.51−440617.8 ET986 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E129 003001.30−435046.2 ET158 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E367 003003.17−435951.4 ET481C1 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E540 003003.73−441236.7 ET956 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E543 003007.66−441329.8 ET929 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E691 003007.95−432727.2 ET997 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E487 003008.77−433321.6 ET590 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E194 003008.87−441144.9 ET375C1 ET375C2 0 0 0 0 0 0 0 999999999 999999999 999999999
E56 003010.84−440907.1 ET62 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E399 003012.78−433246.4 ET445 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E426 003015.46−431201.1 ET680 0 0 0 0 0 0 0 0 999999999 999999999 999999999
E244 003015.62−441311.6 ET295C1 0 0 0 0 0 0 0 0 999999999 999999999 999999999
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Table B2 – continued Part II of III.
Group A Group B Group C
I20cm σI20cm L20cm σL20cm I20cm σI20cm L20cm σL20cm I20cm σI20cm L20cm σL20cm
(mJy) (mJy) (mJy) (mJy) (mJy) (mJy) (mJy) (mJy) (mJy) (mJy) (mJy) (mJy)
(15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26)
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
17.601 0.631 0.671 0.075 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Table B3. – continued Part III of III.
SWIRE name RA Dec. I20cm σI20cm L20cm σL20cm I3.6µm I4.5µm I5.8µm I8.0µm I24.0µm Class
(Prefix: SWIRE3_J) (◦, J2000.0) (◦, J2000.0) (mJy) (mJy) (mJy) (mJy) (µJy) (µJy) (µJy) (µJy) (µJy)
(27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) (39)
002938.07−432947.9 7.408 625 − 43.496 639 0.897 0.095 0.524 0.000 25.22 26.13 0.00 0.00 0.00 0
002940.19−440309.6 7.417 458 − 44.052 667 0.481 0.083 0.487 0.000 96.35 90.47 137.53 268.84 2278.89 0
002943.15−440813.6 7.429 792 − 44.137 111 0.430 0.082 0.504 0.000 15.87 20.46 0.00 44.49 0.00 0
002944.36−433630.2 7.434 833 − 43.608 389 0.484 0.087 0.535 0.000 75.55 80.69 74.30 0.00 0.00 0
002945.64−432149.3 7.440 167 − 43.363 694 17.602 0.631 0.671 0.075 85.60 109.44 147.30 177.31 0.00 0
none 7.458 010 − 44.094 817 3.161 0.175 0.429 0.000 0.00 0.00 0.00 0.00 0.00 0
002951.14−432355.3 7.463 083 − 43.398 694 0.385 0.072 0.431 0.000 86.60 121.34 209.92 321.67 943.66 0
002951.26−440556.4 7.463 583 − 44.099 000 1.721 0.111 0.421 0.000 12.33 7.72 0.00 0.00 0.00 0
002953.51−440617.8 7.472 958 − 44.104 944 0.303 0.069 0.408 0.000 77.57 65.96 96.58 320.22 3744.82 9
003001.30−435046.2 7.505 417 − 43.846 167 2.297 0.136 0.409 0.000 48.71 61.04 63.24 0.00 0.00 0
003003.17−435951.4 7.513 208 − 43.997 611 0.505 0.063 0.339 0.000 32.75 37.27 50.42 0.00 0.00 0
003003.73−441236.7 7.515 542 − 44.210 194 0.329 0.072 0.419 0.000 45.79 53.39 57.07 48.67 0.00 9
none 7.531 941 − 44.224 947 0.326 0.071 0.410 0.000 0.00 0.00 0.00 0.00 0.00 9
003007.95−432727.2 7.533 125 − 43.457 556 0.240 0.055 0.324 0.000 249.18 227.67 192.58 777.43 2843.39 1
003008.77−433321.6 7.536 542 − 43.556 000 0.361 0.055 0.342 0.000 237.07 202.42 152.05 242.06 906.83 0
003008.87−441144.9 7.536 958 − 44.195 806 1.208 0.105 0.381 0.000 126.14 95.56 67.32 0.00 0.00 0
003010.84−440907.1 7.545 167 − 44.151 972 7.220 0.365 0.338 0.000 52.07 48.28 51.68 78.78 424.37 0
003012.78−433246.4 7.553 250 − 43.546 222 0.464 0.055 0.319 0.000 77.30 62.01 49.32 59.59 0.00 0
003015.46−431201.1 7.564 417 − 43.200 306 0.424 0.072 0.445 0.000 20.86 23.14 0.00 0.00 0.00 0
003015.62−441311.6 7.565 083 − 44.219 889 0.842 0.075 0.362 0.000 441.01 341.78 183.83 163.94 0.00 0
to column (1) of Table A1. Up to 6 components may be provided;
blanks are indicated by 0.
Columns (9)–(11) – Component identification numbers for all
linearly polarized components belonging to the source, correspond-
ing to column (1) of Table A1. Up to 3 components may be provided;
blanks are indicated by 0.
Columns (12)–(14) – Component groupings and their type clas-
sifications according to the linear polarization–total intensity asso-
ciation scheme presented in Section 6.2. Up to 3 groups may be
provided, labelled A, B, and C. Each group is specified by a 9-digit
string, where from left to right each digit corresponds to the respec-
tive components given in columns (3)–(11). If a component is not
included in a particular group, then its respective digit is set to 9.
All components belonging to a given group have their respective
digit set to the type classification for that group. Group A always
represents the collection of all components comprising the source.
Groups B and C represent subsets of components.
Columns (15) and (16) – Sum of deboosted flux densities for
all total intensity components in Group A, and associated rms er-
ror. The error is given by the quadrature sum of the uncertainties
from column (11) or (13) of Table A1, for unresolved or resolved
components, respectively.
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Columns (17) and (18) – Same as columns (15) and (16), but for
deboosted flux densities of linearly polarized components in Group
A.
Columns (19) and (20) – Same as columns (15) and (16), but for
Group B.
(ix) Columns (21) and (22) – Same as columns (17) and (18), but
for Group B.
Columns (23) and (24) – Same as columns (15) and (16), but for
Group C.
Columns (25) and (26) – Same as columns (17) and (18), but for
Group C.
(xii) Column (27) – Name of SDR3 counterpart. Listed as none
for sources without an infrared cross-identification.
Columns (28) and (29) – Right ascension and declination
(J2000.0), following the position definition provided for column
(2).
Columns (30) and (31) – Sum of deboosted flux densities for all
total intensity components belonging to the source, and associated
rms error. The error is given by the quadrature sum of the uncer-
tainties from column (11) or (13) of Table A1, for unresolved or
resolved components, respectively.
Columns (32) and (33) – Same as columns (30) and (31), but for
linearly polarized components. For unpolarized sources, column
(32) specifies the weakest polarization upper limit for any of the
source’s total intensity components, calculated using equation (20),
while column (33) is set to zero.
Columns (34)–(38) – SWIRE infrared flux densities for the
3.6, 4.5, 5.8, 8.0, and 24.0 μm bands. Following Norris et al.
(2006) we selected aperture extractions for unresolved infrared
sources and extended (Kron) extractions for resolved sources.
Entries specified as zero indicate that the infrared source was
undetected.
Column (39) – Classification based on the criteria presented in
Section 6.1. The categories are 0 = AGN, 1 = SFG, 2 = star, and
9 = unknown.
To illustrate the use of Table B1 we interpret the data for source
E26. The total intensity and linearly polarized flux densities for this
source are given in columns (30) and (32), respectively. Column
(39) indicates that the source was classified as an AGN. Source
E26 has a SWIRE cross-match given in column (27) with infrared
flux densities given in columns (34)–(38). Source E26 comprises
two total intensity components, ET71C1 and ET71C2, and a sin-
gle linearly polarized component, EL26. Details for each of these
components are given in Table A1. Continuing with Table B1, the
polarization properties of source E26 are detailed in columns (12)–
(26). Column (12) indicates that the total intensity components from
columns (3) and (4), and the polarization component from column
(9), form a group (Group A) which has a type 3 linear polarization–
total intensity classification. This means that source E26 comprises
a linearly polarized component situated mid-way between two to-
tal intensity components. The lack of classification information in
columns (13) and (14) indicates that smaller subgroupings cannot
be formed for source E26; it is not possible to form an unambigu-
ous one-to-one cross-match between component EL26 and either
of ET71C1 or ET71C2. The flux density information for Group A
is given in columns (15)–(18).
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Table A1. ATLAS 1.4 GHz DR2 component catalogue.
Table B1. ATLAS 1.4 GHz DR2 source catalogue (http://
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