The characterization problem of the existence of an unknown obstacle behind a known obstacle is considered by using a singe observed wave at a place where the wave is generated. The unknown obstacle is invisible from the place by using visible ray. A mathematical formulation of the problem using the classical wave equation is given. The main result consists of two parts:
Introduction
The purpose of this paper is to develop a mathematical method of imaging an unknow obstacle behind a known impenetrable obstacle form a single wave generated and observed at the same place where one can not see the unknown obstacle by using visible ray. The governing equation of the wave should be the acoustic wave equation or the Maxwell system for application. In this paper, as a first step, we choose the classical wave equation.
Let us formulate our problem more precisely. First of all we prepare three open sets described below. Let In this paper, the governing equations of the wave is the following. Let 0 < T < ∞. Consider the following initial boundary value problem for the classical wave equation: where f ∈ L 2 (R 3 ) with supp f ⊂ B and ν denotes the outward normal to both D 0 on ∂D 0 and D on ∂D. We specify the meaning of the solution class of (1.1). In short, it is the weak solution in [2] as considered in [9] . More precisely, by Theorem 1 on p.558 in [2] , we know that there exists a unique u = u(t)( · ) satisfying
such that, for all φ ∈ H 1 (R 3 \ (D 0 ∪ D)), < u ′′ (t), φ > +
∇u(t) · ∇φ dx = 0 a.e. t ∈ ]0, T [, and u(0) = 0, u ′ (0) = f . In this paper, we say this u is the solution of (1.1) and write u = u(x, t).
This paper is concerned with the following inverse problem. Problem 1. Fix T (to be determined later), B and f (to be specified later). Assume that D 0 is known and D unknown. Extract information about the location and shape of D from the back-scattering data u(x, t) given at all (x, t) ∈ B× ]0, T [.
In [10] , we have already shown that one can extract the distance of B to D 0 ∪ D provided ess inf x∈B f (x) > 0. However, this contains both information about D 0 and D. Clearly the result does not yield a solution to Problem 1 if the obstacle D is placed behind D 0 where one can not see D directly by using visible ray from B. However, before considering this problem, first of all we have to consider the following fundamental problem which is the subject of this paper.
Problem 2. Fix T (to be determined later), B and f (to be specified later). Assume that D 0 is known. Can one know the existence of D by observing u(x, t) given at all (x, t) ∈ B× ]0, T [ ? This is a mathematical formulation of the problem for obtaining information about the existence of an unknown obstacle behind a known obstacle from the observation of a wave at a place where the wave is generated. Note that we are considering the case when one can not see directly the unknown obstacle by using visible ray. In other words, this is a problem of finding a difference between two cases D = ∅ and D = ∅ in the wave u(x, t) observed on B× ]0, T [. We are mainly thinking about the case when D is in a so-called shadow region of a sound-hard obstacle D 0 from B and seeking an exact and constructive criterion for the existence. To the best of the author's knowledge there is no solution for Problems 1 and 2.
There are a lot of studies for clarifying the behaviour of a wave field in the shadow region which is a solution of the Helmholtz equation with high frequency in the exterior of a sound-hard obstacle with a single connected component. See [1] for the exterior of a convex obstacle in the two-space dimensions, whose shape depends on the positions of the observer and source; [3] for the justification of the leading profile of the asymptotic expression of a wave field in the exterior of an arbitrary plane convex domain derived in [18] in the case when the source and point of observation to be situated on the boundary; [23] for an upper estimate of a wave field as frequency tends to infinity in the exterior of a non-trapping obstacle with a real analytic boundary in n-space dimensions (n ≥ 2). See also the references in [1, 3, 23] for related other works. Those studies say that the wave field in the shadow region of a sound-hard obstacle from the source point is very weak as the frequency tends to infinity.
It is not clear that such studies yield the desired solution since: we observe the wave at the place where the wave is generated; we have to consider the wave field outside the obstacle D 0 ∪ D with D 0 ∩ D = ∅ which is non convex and may not non-trapping in general. However, we expect that there should be an impression of the existence of the unknown obstacle in the diffracted and reflected wave in time domain from D since the wave in the time domain shall be consists of several frequencies.
It should be pointed out also that there are some studies from engineering point of view which support this expectation. In [19, 20] , the detection problem of an unknown object behind another object (occlusion as called by them) has been considered. The problem is raised in robotics for object tracking. They made use of audible sound (3.2kHz) generated by a speaker as a wave and catches the reflected sound by microphones placed where the object is line-of-site because of the occlusion. They found that it is possible to give some estimate of the distance to the object when the object and occlusion are consists of two plates or balls and placed in a simple configuration. However their study is purely experimental and never formulate the problem as an inverse problem for the wave equation like Problems 1 and 2.
In this paper, we present an approach based on the time domain enclosure method developed in [9, 10, 11, 12, 13, 15, 16] which is a time domain version of the original enclosure method introduced in [6, 7, 8] .
First we introduce the indicator function of the time domain enclosure method in this paper. Definition 1.1. Define
where
is the unique weak solution of of the following problem:
Since we assume that D 0 is known, in principle, v is known. We call the function I B (τ ; T ) of independent variable τ the indicator function. Define also
Note that both I B (τ ; T ) and J B (τ ; D) depend also on f , however, for simplicity of description we omit putting the symbol f in them. A solution to Problems 2 is the following criterion to make a descision whether D = ∅ or not. Note that at the present time we do not specify the form of f . 
At a first glance one thinks that, in order to clarify the asymptotic behaviour of the indicator function I B (τ ; T ) as τ −→ ∞ one needs to study the asymptotic behaviour on B of the reduced wave w given by (1.3) and v as τ −→ ∞. However, Theorem 1.2 reduces the study to that of v on D as τ −→ ∞. Since v is a solution of (1.4) and (1.4) is independent of D, this means that D in (1.1) is eliminated in consideration. By formula (1.8), the leading profile of indicator function I B (τ ; T ) as τ −→ ∞ is completely governed by that of J B (τ ; D) provided (1.6) or (1.7) is satified and ∂D is sufficiently smooth. Theorems 1.1 and 1.2 raise the following two questions:
• the existence of T satisfying (1.6).
• if the existence has been ensured, then characterize the infimum of the set
Here we give partial answers to these questions. Before descrbing the answers, define
In what follows, from a technical reason, we specify the form of f :
where g ∈ C 2 (B) and satisfies inf x∈B g(x) > 0; p and η are the center and radius of B, respectively. Note that f belongs to H 2 (R 3 ) and supp f = B. 
Moreover, we have
See Figure 2 for an illustration of the choice of ball W . It should be emphasized that constant C given by (1.10) is independent of W . There is no assumption on the shape 
However, the dependence of C ′ on D 0 is not clear. See Appendix for the proof. Anyway this ensures that the left-hand side on (1.11) is finite and negative.
As a corollary of Theorems 1.1, 1.3 and Proposition 2.1 together with Lemma 2.3 in Section 2 (for ∂D ∈ C 2 ) or Theorems 1.1, 1.2 and 1.3 (for ∂D ∈ C 3 ) with the help of (1.12) we obtain Corollary 1.1. Assume that D satify (1.9) with an open ball W satifying D 0 ⊂ W . Let C be the same constant given by (1.10) We assume that D 0 is convex and thus D 0 is also convex. Then, given
Moreover, we have . Let C(α) be the constant given by (1.15) .
Thus, one can hear of the existence of an unknown obstacle behaind a known impenetrable convex obstacle using a single wave over the finite time interval ]0, T [ for an arbitrary fixed T > 2C(α)M under the a-priori information (1.14) and M > dist (D, B). Moreover, (1.17) gives us a lower estimate of dist (D, B) from the observed data. However, if D is placed in R 3 \ V α (B; D) or a nearest point on D to B is therein which is the case when D is close to the backside of D 0 from B, one can not say the behaviour of the indicator function at the present time.
Here we give a remark for general 
Then, (1.6 ) is satisfied for all T > 2 sup x∈B, y∈D d ǫ (x, y).
Note that from this one gets a general result, however, which is too rough compared to Corollaries 1.1 and 1.3.
Corollary 1.4. Under the assumptions in Theorem 1.5 we have: D = ∅ if and only if
This is a solution of Problem 2 for D 0 without assuming the convexity nor a priori assumption (1.9) /(1.14). However, the intrinsic geometrical quantity sup x∈B ,y∈D d ǫ (x, y) is not useful for the ranging of unknown D compared with the Euclidean distance dist (D, B).
Finally we point out that the v in (1.2) can be replaced with the V given by
where u 0 is the weak solution of
It is easy to see that we have, as
Thus, we have . This corollary shall be useful for making a test of the performance of the time domain enclosure method since the V on B also can be obtained by an experiment as done in [19] .
The results obtained in this paper are concerned with an inverse obstacle problem goverend by the classical wave equation. It would be interested to consider also the corresponding problem for the wave governed by the Maxwell system. See [14] for the time domain enclosure method for the Maxwell system in the case when D = ∅ and D 0 is unknown.
A brief outline of this paper is as follows. Theorem 1. 1 is proved in Section 2. The key point is the asymptotic decomposition formula of the indicator function as τ −→ ∞ as described in Proposition 2.1. In Section 3 Theorem 1.2 is proved by showing the asymptotic equivalence of the first and second terms in the asymptotic decomposition formula as stated in Proposition 3.1. The proof of Proposition 3.1 employs the LaxPhillips reflection argument developed in [17] originally for the analysis of the right-end point of the scattering kernel. Theorems 1.3 and 1.4 are proved in Section 4. Those are based on Lemmas 4.1 and 4.2 which are classical results for the Gaussian lower estimate of the heat kernels in Euclidean space due to van den Berg [24, 25, 26] ; Lemma 4.3 which is a corollary of a general comparison theorem of two semigroups due to Ouhabaz [21] ; Lemmas 4.4 and 4.5 concerning with the geometry of the exterior of a ball and that of the closed convex set, respectively. Those are listed in Section 4 and the proof of Lemma 4.4 is given. In Appendix first the proof of Lemma 4.5 which empolys a part of an argument due to Gyrya and Saloff-Coste [5] is given. Next (1.12) is proved by using a result from [22] .
In what follows, to avoid heavy notation, we simply write J B (τ ; T ) = J(τ ).
Proof of Theorem 1.1
The function w given by (1.3) satisfies
In what follows we write ǫ = w − v. The following lemma is a simple application of integration by parts and now well understood in the enlosure method in the time domain.
From (1.4) one can easily obtain the following estimate:
Proof. Rewrite (2.3) as
This gives
Since from (2.2) and (2.4) we have
. Similarry, it follows from (2.6) again we obtain ǫ
. Therefore applying these together with (2.4) to (2.3) we obtain (2.5). ✷ Using integration by parts, one gets Lemma 2.2. We have
From the proof of Proposition 2.1 and (2.8), we have, as τ −→ ∞
In particular, if D = ∅, we have
and J B (τ ; D) = 0. Thus (2.5) becomes
.
(ii) is a consequence of the non negativity of E(τ ) and (2.5). Remark 2.1. Note that (2.9) is a quite rough estimate. If D = ∅, then it follows from (1.4) and (2.1) that ǫ = w − v satisfies
However, the remainder term on (2.5) has bound O(e −τ T τ −1 ) and so no affects the result. Note that the proof of Theorem 1.1 is quite simple since the main tool is just integration by parts. We never make use of the trace theorem.
As a rough relationship between E(τ ) and J(τ ) we obtain Lemma 2.3. Given η > 0 there exist a positive constant C η such that, for all τ ≥ η
By the trace theorem, one can find aǫ 1 ∈ H 1 (D) such thatǫ 1 = ǫ 1 on ∂D and satisfies
Let η > 0. By the trace theorem we have
We have
From these we obtain
Since ǫ = ǫ 1 + ǫ r , from (2.11) and (2.12) we obtain (2.10). ✷ 
Proof. Since v satisfies (∆ − τ 2 )v = 0 in D, integration by parts yields the expression
Then, the boundary condition for ǫ on ∂D gives
A combination of this and (2.8) gives
Then the first term of the right-hand side on (3.2) becomes
Integration by parts together with (3.4) gives
This together with the governing equation of ǫ yields
Therefore (3.2) takes the form
This is the starting point of the proof of (3.1).
In what follows C denotes a positive constant. Definẽ
where φ = φ δ ∈ C ∞ (R 3 ) with 0 < δ < δ 0 for a sufficiently small δ 0 > 0 such that [4] ). We see thatṽ given by (3.6) satisfies (3.3) and (3.4) and has a compact support. We have
where φ(x)a ij (x) ∈ C 1 0 (R 3 ) and satisfies |φ(x)a ij (x)| ≤ Cd ∂D (x); each b j (x) has the form
. Substituting this into (3.7), we obtain
We substitute this into the first term of the right-hand side on (3.5) and as previously done in [11, 12] one has
Choosing δ = τ −1/2 , we see that this right-hand side becomes Cτ −1/2 (J(τ )E(τ )) 1/2 . Moreover, it is easy to see that
Therefore from these together with (3.5) we obtain
We have, for ǫ > 0
, it follows from (3.8) and (3.9) that
From this we have
A combination of this and (2.5) gives
Thus, (1.7) implies (1.6). Moreover, from (3.10) we have
Then from (3.8) again we obtain
Applying (1.6) to this right-hand side, we immediately obtain (3.1). ✷ 4 Proof of Theorems 1.3 and 1.4
Some lemmas on the heat kernels
In the following three lemmas, we do not assume that D 0 is convex. 
where K ǫ (x, y; t) denotes the Dirichlet heat kernel for the open ball with radius ǫ centered at the origin.
Lemma 4.2(Lemma 9 in [24]).
We have, for all t > 0
Let K 1 = K 1 (x, y; t) be the Neumann heat kernel for the domain R 3 \ D 0 e.g., see Theorem 6.10 in [22] . The following lemma is a direct consequence of Corollary 4.3, Proposition 4.4 and Theorem 4.21 in [22] which goes back to [21] .
On Theorem 1.3
In what follows, given an arc γ we denote by L(γ) its length. For the proof of Theorem 1.3, we employ the following simple fact.
2 there exists an arc γ in R 3 \ U with endpoints x and y such that
Proof. Without loosing a generality, one may assume that
′ denote the open ball centered at ξ with radius |x − ξ|. We have
Let y ′ denote the projection of y onto the sphere ∂U ′ , that is
Since x (North pole), x * (South pole) and y ′ are on the sphere ∂U ′ , one can find the meridian passing through y ′ . Let γ 0 denote tha part of the meridian that starts at x and ends at y ′ . This is an arc in R 3 \ U with endpoints x and y ′ . It is clear that there is a unique point x 0 on γ 0 such that Figure 4 for an irrustration of the choice. Is is clear that γ ′′ is an arc in R 3 \ U. Since x 0 y ′′ y is right, we have
This is an arc in R 3 \ U with endpoints x and y and from (4.2) and (4.3) we have
We see that the triangle △xx 0 x * is a right triangle. Since the angle of two vectors y − x 0 and x − x 0 is greater than that of x * − x 0 and x − x 0 , one concludes that the angle of two vectors y − x 0 and x − x 0 is greater than π/2. This yields (x − x 0 ) · (y − x 0 ) < 0 and hence
A combination of this and (4.4) yields (4.1). If (x − ξ) · (y − ξ) ≥ 0, it is easy to find an arc γ with endpoints x and y in R 3 \ U, lying in the half-space {z ∈ R 3 | (x − ξ) · (z − ξ) ≥ 0} and having the length at most √ 2 |x − y|. ✷ Now we give a proof of Theorem 1.3. By (1.5), it suffices to prove that: there exist real number κ, positive constants C 1 and τ 0 such that, for all τ ≥ τ 0
The point is to introduce a solution of the initial bounday value problem for the heat equation by using the semigroup theory [22] . The essence is the following.
Let D denotes the set of all functions
Note that ξ = ∆z in the sense of distribution. Define
It is known that −A becomes the generator of a holomorphic semigroup (
Since f ∈ D, we see that the map Z( · , t) ∈ D for all t ∈ [0, δ] and the map:
from (4.6) we have, in a weak sense
Then, it is a routine to have the estimate
Thus it suffices to give a lower estimate for v δ given by (4.7). For this we employ a Gaussian lower bound for the Dirichlet heat kernel in Lemmas 4.1 and 4.2 combined with a relationship between two semigroups.
From the meaning of the heat kernel one has the expression 
ǫ and hence (4.11) is valid for all x ∈ D and y ∈ B. Integrating both sides on (4.11) with repect to y over B and then using (4.10), we obtain, for all
Again integrating both sides multiplied with e −τ 2 t over time tinterval ]0, δ[, we obtain,
Now choose ǫ smaller in such a way that
W is an open ball in the assumption of Theorem 1.3. Let x ∈ D and y ∈ B. By (1.9) we have (x, y) ∈ (R 3 \ W ) 2 . Applying Lemma 4.4 to U = W , we can find an arc γ with endpoints x and y, lying in R 3 \ W and satisfies (4.1). Since γ lies also in (D 0 ) ǫ we have 13) where C is the positive number given by (1.10). Applying (4.13) to the right-hand side on (4.12), we obtain
Since we have the formula
we obtain, as τ −→ ∞ uniformly with respect to s > 0
Applying this to the left-hand side on (4.14), we obtain
Here we make use of the special form of f : 
See, Lemma 2.3 in [16] and Appendix therein for a computation. And also one can show that for all τ >> 1,
See, Lemma A.2 in [16] . Note that the concreate value of the power of τ is not important. A combination of this and (4.16) yields a lower estimate for v δ L 2 (D) and finally (4.8) yields (4.5) with κ = 8.
On Theorem 1.4
In the following lemma we make use of the assumption that D 0 is convex.
We do not think that the estimate (4.17) is optimal. Say take α ↓ −1. For the proof we employ a part of an argument done in the proof of Proposition 6.16 in [5] . In the proposition they showed that the complement of an arbitrary closed convex set is inner uniform (see [5] ). The proof of Lemma 4.5 is given in Appendix.
Once we have Lemma 4.5, Theorem 1.4 can be proved along the same way as Theorem 1.3 by replacing C in (4.13) with C(α) given by (1.15). So we omit to describe the proof of Theorem 1.4.
5 Appendix.
Proof of Lemma 4.5
We apply an argument for the first part of the proof of Proposition 6.16 in [5] done in the case when α = −1/ √ 2 to the case α general.
First we consider the case when y ∈ H x or x ∈ H y . Then, the straight line segment [x, y] is contained in H x or H y and thus in (D 0 ) ǫ . Thus we have
Next consider the case when y / ∈ H x and x / ∈ H y . This means that (y − x) · ν q(x) < 0 and (y − x) · ν q(y) > 0. Thus it must have ν q(x) · ν q(y) < 1.
Define
The unit vectors t(x) and t(y) satisfy
Thus, t(x) and t(y) are linearly independent. Therefore one can write
where a, b, c are real numbers depending on x and y. Moreover, we have b < 0 and a > 0 since (y − x) · ν q(x) < 0 and (y − x) · ν q(y) > 0. From (A.3) and (A.4) one has
Consder the case when 0 ≤ ν q(x) · ν q(y) . Since ab < 0, from (A.5) we have
Consider the case when α ≤ ν q(x) · ν q(y) < 0. Rewrite (A.5) as
Since we have
it follows from (A.7) that
Now consider the arc γ with end points x and y made of the three straight line segments
From (A.6) and (A. (A.10)
Applying [22] , (1) where γ is a positive constant independent of D and B. From this we immediately obtain (1.12).
