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ABSTRACT 
Spike sorting is a critical step for single-unit-based analysis of neural activities extracellularly and 
simultaneously recorded using multi-channel electrodes. When dealing with recordings from very 
large numbers of neurons, existing methods, which are mostly semiautomatic in nature, become 
inadequate.  
This dissertation aims at automating the spike sorting process. A high performance, 
automatic and computationally efficient spike detection and clustering system, namely, the M-
Sorter2 is presented. The M-Sorter2 employs the modified multiscale correlation of wavelet 
coefficients (MCWC) for neural spike detection. At the center of the proposed M-Sorter2 are two 
automatic spike clustering methods. They share a common hierarchical agglomerative modeling 
(HAM) model search procedure to strategically form a sequence of mixture models, and a new 
model selection criterion called difference of model evidence (DoME) to automatically determine 
the number of clusters. The M-Sorter2 employs two methods differing by how they perform 
clustering to infer model parameters: one uses robust variational Bayes (RVB) and the other uses 
robust Expectation-Maximization (REM) for Student’s 𝑡-mixture modeling. The M-Sorter2 is thus a 
significantly improved approach to sorting as an automatic procedure.  
M-Sorter2 was evaluated and benchmarked with popular algorithms using simulated, 
artificial and real data with truth that are openly available to researchers. Simulated datasets with 
known statistical distributions were first used to illustrate how the clustering algorithms, namely 
REMHAM and RVBHAM, provide robust clustering results under commonly experienced 
performance degrading conditions, such as random initialization of parameters, high 
dimensionality of data, low signal-to-noise ratio (SNR), ambiguous clusters, and asymmetry in 
cluster sizes. For the artificial dataset from single-channel recordings, the proposed sorter 
outperformed Wave_Clus, Plexon’s Offline Sorter and Klusta in most of the comparison cases. 
For the real dataset from multi-channel electrodes, tetrodes and polytrodes, the proposed sorter 
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outperformed all comparison algorithms in terms of false positive and false negative rates. The 
software package presented in this dissertation is available for open access.  
 iii 
 
ACKNOWLEDGMENTS 
First off, I would like to thank my advisor Dr. Jennie Si for her support, encouragement and for 
seeing me as my strengths but not my weaknesses. Without her, I would not be able to get over 
with everything that college and life throws at me. 
Thanks to my dissertation committee members, Dr. Antonia Papandreou-Suppappola, Dr. 
Jingrui He and Dr. Stephen Helms Tillery, for their constructive advices. 
I would like to thank former lab assistants in Dr. Jennie Si’s Lab, Amelia Spinrad, Eric 
Smith, Emily Herring, and Taylor Ketchum, for providing technical support on data collection and 
maintenance. 
I would like to give my thanks to former lab members Yuan Yuan and Hongwei Mao for 
their guidance and sharing when I first joined the lab. I also would like to thank Xiang Gao and 
Ruofan Wu for providing timely assistance and insights on my research. 
Thanks for the financial support in part by the National Science Foundation under Grants 
ECS-1002391. 
Last but not the least, I thank my parents for being my biggest support and always 
believing in me. And most of all to my lovely wife Tian Luo for filling my life and our home with 
love and happiness every single day.  
  
 iv 
 
TABLE OF CONTENTS 
Page 
LIST OF TABLES ........................................................................................................................... vii 
LIST OF FIGURES ........................................................................................................................ viii 
CHAPTER 
1 INTRODUCTION .......................................................................................................................... 1 
1.1 Introduction ............................................................................................................................. 1 
1.2 Spike Detection ...................................................................................................................... 2 
1.3 Feature Extraction .................................................................................................................. 2 
1.4 Spike Clustering ..................................................................................................................... 3 
2 ROBUST EXPECTATION-MAXIMIZATION BASED HIERARCHICAL AGGLOMERATIVE 
MODELING (REMHAM) WITH APPLICATION TO SPIKE SORTING ............................................ 6 
2.1 Finite Mixture Model with Multivariate 𝑡-distribution ............................................................... 6 
2.2 REMHAM ................................................................................................................................ 7 
2.3 Implementation of REMHAM ................................................................................................ 13 
2.4 Results .................................................................................................................................. 15 
2.5 Conclusion ............................................................................................................................ 28 
3 ROBUST VARIATIONAL BAYESIAN INFERENCE BASED HIERARCHICAL 
AGGLOMERATIVE MODELING (RVBHAM) FOR AUTOMATIC SPIKE SORTING .................... 30 
3.1 Preprocessing ....................................................................................................................... 30 
 v 
 
CHAPTER              Page 
3.2 Spike Detection .................................................................................................................... 32 
3.3 Feature Extraction ................................................................................................................ 33 
3.4 Clustering with RVBHAM...................................................................................................... 34 
3.5 Overlapping Spikes .............................................................................................................. 43 
3.6 Software Implementation ...................................................................................................... 44 
3.7 Results .................................................................................................................................. 44 
3.8 Conclusion ............................................................................................................................ 54 
4 AUTOMATIC SORTING OF NEURAL ACTION POTENTIALS – A NEW AND IMPROVED M-
SORTER ........................................................................................................................................ 55 
4.1 Preprocessing ....................................................................................................................... 55 
4.2 Detection with Improved MCWC .......................................................................................... 56 
4.3 Automatic Clustering with REMHAM and RVBHAM ............................................................ 60 
4.4 Results .................................................................................................................................. 63 
4.5 Conclusion ............................................................................................................................ 79 
REFERENCES .............................................................................................................................. 80 
APPENDIX ..................................................................................................................................... 86 
A REMHAM ................................................................................................................................... 87 
A.1 Previous Model Inference Methods for Finite Mixture Model ............................................... 87 
A.2 Limitations of Current Model Inference Strategy ................................................................. 89 
 vi 
 
APPENDIX              Page 
A.3 Advance of the Proposed HAM ............................................................................................ 92 
A.4 Insights of DoME Criterion ................................................................................................... 95 
B RVBHAM .................................................................................................................................. 100 
B.1 Evidence Function .............................................................................................................. 100 
B.2 Approximate Solution of the M-step 𝑣𝑚 Update ................................................................. 101 
B.3 Distributions ....................................................................................................................... 103 
B.4 Calculation of Auxiliary Variables ....................................................................................... 104 
B.5 Validation and Quality Measurements ............................................................................... 106 
B.6 Model Selection .................................................................................................................. 107 
B.7 Overlapping Spikes ............................................................................................................ 108 
B.8 Initialization ........................................................................................................................ 109 
C M-Sorter2 ................................................................................................................................. 112 
C.1 Evaluation of 𝑎 Value for MCWC Detection ....................................................................... 112 
C.2 Evaluation of 𝑎 Number for MCWC Detection ................................................................... 113 
  
 vii 
 
LIST OF TABLES 
Table               Page 
1. Implementation of the REMHAM for Spike Clustering .............................................................. 13 
 
  
 viii 
 
LIST OF FIGURES 
Figure               Page 
1. Simulated Data and Dependence of Clustering Results on Algorithm Parameter 𝑁𝑝 and 𝛽 in 
REMHAM ....................................................................................................................................... 18 
2. Dependence of Clustering Performance on the Number of Features (Principle Components) 22 
3. Comparison of Clustering Results for Simulated Dataset as the Inter-cluster Distance, Noise 
Level, Number of Cluster and Number of Additive Noise Samples Vary. ..................................... 24 
4. Comparison of Spike Clustering Results for Different Noise Level and Difficulty of the Four 
Artificial Wave_clus Datasets ........................................................................................................ 25 
5. Comparisons of REMHAM, REM, RVB, SPC and pREM Based on Real Neural Data. ........... 27 
6. Overview of RVBHAM Spike Sorting Processing Pipeline ........................................................ 31 
7. Clustering Performance of KlustaKwik, pREM, and RVBHAM on Artificial Data. ..................... 48 
8. Comparison of Sorting Performance Based on Simultaneous Intracellular/Tetrode Recordings
 ....................................................................................................................................................... 50 
9. Comparison of Sorting Performance Based on Simultaneous Juxtacellular/32-channel 
Polytrodes Recordings .................................................................................................................. 51 
10. Comparison of Sorting Performance Based on Simultaneous Juxtacellular/128-channel 
Polytrodes Recordings .................................................................................................................. 52 
11. Analysis of RVBEM Computational Runtime ........................................................................... 53 
12. Schematic of the REHAM/RVBHAM Clustering Procedure .................................................... 62 
 
 ix 
 
Figure                                                                                                                                        Page 
13. ROC Curves of the Modified MCWC Detection Results in Detection Accuracy 𝐷𝑎𝑐  and 
Detection Error 𝐷𝑒𝑟  Space ............................................................................................................. 69 
14. Most Appropriate Parameters That Optimized the Detection Results of the Simulated Data by 
M-Sorter2 ....................................................................................................................................... 71 
15. Detection Performance of Simulated Data with Optimal and Sub-optimal Parameter Settings
 ....................................................................................................................................................... 72 
16. Comparison of Total Clustering Accuracy and Features Extracted from Eight Simulated 
Datasets by PCA, RICA and Wavelet ........................................................................................... 74 
17. Detection Performance Comparison Based on Simulated Data. ............................................ 75 
18. Sorting Performance Comparison Based on Simulated Data ................................................. 76 
19. Sorting Results for Real Dataset by Human Labelling and Five Sorters................................. 78 
20. Evaluation of 𝑎 Value for MCWC Detection .......................................................................... 112 
21. Evaluation of the Number of 𝑎 for MCWC Detection ............................................................. 113 
 
 1 
 
CHAPTER 1 INTRODUCTION 
1.1 Introduction 
Extracellular electrophysiology using multi-channel electrode arrays has become one of the most 
powerful techniques for neuroscience studies based on neuronal population recordings (Berenyi 
et al., 2014; Csicsvari et al., 2003; Lopez et al., 2016). With this technique, neural action 
potentials or spikes of a large number of neurons near the probing electrodes can be recorded 
simultaneously with great spatial and temporal resolution (Fyhn, Hafting, Treves, Moser, & Moser, 
2007; Wilson & McNaughton, 1993). Detecting and clustering neural spikes is the process of 
identifying those neural snippets originated from the same neuron. This putative process is called 
spike sorting (Buzsáki, 2004; Lewicki, 1998; Pachitariu, Steinmetz, Kadir, Carandini, & Harris, 
2016; Rodrigo Quian Quiroga, 2012). The challenges of extracellular neural recording complicate 
reliable spike sorting. First, the recorded waveforms are usually distorted by background noise 
arising from various complex sources (Faisal, Selen, & Wolpert, 2008). Second, multiple neurons 
may have similar shapes and magnitudes, and one electrode may pick up spike activities from 
more than one neuron, some of which may time-overlap (Brown, Kass, & Mitra, 2004; Mokri et al., 
2017). Additionally, most of currently available spike sorting algorithms require human 
intervention, which introduces subjectivity to the sorting results (Harris et al., 2000; Rossant, 
Kadir, Goodman, Schulman, Hunter, Saleem, Grosmark, Belluscio, Denfield, Ecker, Tolias, et al., 
2016) and also becomes infeasible as neural data recording volumes increase significantly over 
the years. Therefore, it is expected that a good spike sorter should not only provide high sorting 
accuracy but also robust to noise conditions and free of user intervention. 
A general spike sorting procedure consists of three major steps: first is to detect neural 
spike candidates from digitalized recordings, second is to extract feature characteristics of the 
detected neural spikes, and last is to classify the detected neural spike waveforms into isolated 
neurons based on the extracted features (Lewicki, 1998; Rey, Pedreira, & Quiroga, 2015).  
 2 
 
1.2 Spike Detection 
One popular detection approach is to apply static or adaptive threshold-crossing on amplitude 
(Borghi, Gusmeroli, Spinelli, & Baranauskas, 2007), energy, non-linear energy (Kim & Kim, 2000) 
or statistics of the background noise (R Q Quiroga, Nadasdy, & Ben-Shaul, 2004). Although 
simple threshold-crossing is intuitive in principle, easy to implement and thus attracts many 
attentions in real-time implementation, it is sensitive to noise and user selected threshold. 
Particularly, the thresholding method performs poorly when the SNR is low. Another widely used 
detection method is to decompose the neural waveform through wavelet transformation into a set 
of time-frequency components, which are generated from scaling and time translating a chosen 
basic wavelet function. Then spike instances can be detected by searching spike feature 
corresponding to single scale or correlation of multiple scales, such as the wavelet detection 
(Benitez & Nenadic, 2008; Nenadic & Burdick, 2005), wavelet packets decomposition (E Hulata, 
Segev, Shapira, Benveniste, & Ben-Jacob, 2000; Eyal Hulata, Segev, & Ben-Jacob, 2002) and 
discrete wavelet transform product (Kim & Kim, 2003) methods. Wavelet-based method was 
demonstrated to have an improved detection performance over the thresholding methods. We 
introduced a wavelet-based detection algorithm, namely, the MCWC in our previous work (C. 
Yang, Olson, & Si, 2011). It has been demonstrated a robust detection method with high 
detection rate and low false alarm even under the low SNR scenario.  
 
1.3 Feature Extraction 
An efficient feature extraction method captures the most important features of the spike 
waveforms, which may simplify the clustering process, reduce the computational cost while 
produce good clustering results. Commonly used extracted spike features include simple 
amplitude or peak-to-peak value (Lewicki, 1998), derivatives of spike waveforms 
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(Paraskevopoulou, Barsakcioglu, Saberi, Eftekhar, & Constandinou, 2013; Z. Yang, Zhao, & Liu, 
2009), principle component analysis (PCA) (Adamos, Kosmidis, & Theophilidis, 2008; Takekawa, 
Isomura, & Fukai, 2012), independent component analysis (ICA) (Takahashi, Anzai, & Sakurai, 
2003), features in frequency domain (C. Yang, Yuan, & Si, 2013), wavelet coefficients (Letelier & 
Wever, 2000) and others (Chah et al., 2011). 
 
1.4 Spike Clustering 
Spike clustering is to assign detected spike waveforms to isolated single neurons based on the 
shape, extracted features, statistical distribution of spike waveform features, and others. Existing 
shape-based or feature-based clustering methods include k-means (Salganicoff, Sarna, Sax, & 
Gerstain, 1988), template matching (Yuan, Yang, & Si, 2012; Zhang, Wu, Zhou, Liang, & Yuan, 
2004), and fuzzy c-means (Oliynyk, Bonifazzi, Montani, & Fadiga, 2012; Zouridakis & Tam, 
2000). These methods rely on the chosen features represented in spike waveforms, which were 
shown not too effective in some datasets. Another concern associated with these methods is that 
they usually require manual tuning of critical parameters such as the threshold. As such, it 
introduces human biases resulting in significant variation in sorting results. Alternatively, model-
based clustering is one of the widely used approaches to unravel the underlying structure of data 
and partition it into meaningful groupings. It starts with an assumption that data points from each 
putative source follow a certain statistical distribution. The data is fitted to a generative model 
made up of individual probabilistic distributions. The parameterized model that best describes the 
data is the solution of a clustering problem. Mixture modeling involves both estimating model 
parameters and selecting the optimal model size or the number of mixture components. Although 
such distribution-based scheme is potentially capable of automatically determining both the 
number of cluster and cluster membership, its generalization performance in real life may be 
negatively affected by issues such as model uncertainty, inappropriate choice of probabilistic 
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distribution and parameterization, low data quality and high data dimension. Most model-based 
spike clustering approaches assume that spikes from each neuron are samples from a 
multivariate Gaussian distribution with distinct means and covariances. The respective 
parameters are estimated by maximum likelihood (ML) or maximum a posteriori probability (MAP) 
through an EM procedure. After that, model selection criteria, such as Akaike's information 
criterion (AIC) (Akaike, 1974) or Bayesian inference criterion (BIC) (Schwarz, 1978) is employed 
to infer the number of clusters. Bayesian clustering (Bar-Hillel, Spiro, & Stark, 2006; Lewicki, 
1994) and Klustakwik (Harris et al., 2000; Rossant, Kadir, Goodman, Schulman, Hunter, Saleem, 
Grosmark, Belluscio, Denfield, Ecker, & others, 2016) are examples of this type of spike 
clustering algorithms. One major challenge to these algorithms is a tendency of overestimation of 
the number of clusters since the distribution of real neural spikes exhibit a heavy tail. As such, 
manual correction of modeling errors is usually required. 
Alternatively, a more sophisticated mixture model based on multivariate 𝑡-distribution with 
an adjustable tail was shown more suitable than multivariate Gaussian to represent real neural 
spikes (Harris et al., 2000; Pouzat, 2004; Shan, Lubenov, & Siapas, 2017). To solve for this 
mixture model, a robust EM (REM) algorithm for spike clustering was developed (Shoham, 
Fellows, & Normann, 2003). It provides a multivariate 𝑡-distribution adaptation of the mixture 
modeling method in (MAT & K, 2002), which employed the minimum message length (MML) 
inference to account for both goodness of fit and model complexity, an agglomerative model 
selection procedure to competitively reduce a large number of mixture components until reaching 
an optimal model size, and an iterative EM procedure to optimize model parameters. As such, the 
parameter estimation process is conducted simultaneously with the model selection process. The 
𝑡-distribution EM in Plexon's Offline Sorter (Plexon Inc.) is a successful implementation of this 
approach as they have been widely used in many electrophysiology labs. The robust variational 
Bayes (RVB) is another 𝑡-mixture model based approach, in which the variational Bayes (VB) 
treats all model parameters as random variables and thus, no individual model selection criterion 
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is needed (Takekawa & Fukai, 2009; Takekawa, Isomura, & Fukai, 2010). Instead, the parameter 
estimation and model selection are accomplished inherently by maximizing an objective function 
through an EM-like procedure. 
Although theoretically appealing, these algorithms still require some level of user 
intervention or manual tuning when applied to real neural spike data for the following reasons. 
First, approximations and simplifications are considered in order to be computationally feasible, 
which consequently introduces model errors and thus affect an accurate description of the data. 
Second, the EM algorithm is highly sensitive to its initialization. A poor initial condition can lead to 
local maxima. Deterministic model selection methods, such as AIC, BIC and MML, may lead to 
inaccurate inferences at times with the randomness inherent in the EM algorithm implementation. 
Stochastic model selection methods, such as Markov chain Monte Carlo (Herbst, Gammeter, 
Ferrero, & Hahnloser, 2008; Wood & Black, 2008) and resampling scheme (G. T. McLachlan, 
1987), typically do not suffer from this type of model uncertainty problem, but they demand too 
much computation time to be useful for sorting high volume datasets. Last but not the least, all 
aforementioned algorithms may render poor clustering performance in high dimensional feature 
space due to the ‘curse of dimensionality’. Putting it together, the algorithms may behave well on 
some datasets after tuning but may not do as well using the same parameter setting on a 
different dataset or initialization, which limit the use of such algorithms as automatic procedures. 
Additionally, manual parameter tuning is undesirable since it introduces subjectivity, which has 
been shown resulting in high error rates and variations in clustering results (Harris et al., 2000; 
Wood & Black, 2008). 
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CHAPTER 2 ROBUST EXPECTATION-MAXIMIZATION BASED HIERARCHICAL 
AGGLOMERATIVE MODELING (REMHAM) WITH APPLICATION TO SPIKE SORTING 
The first contribution of this dissertation is the implementation of the REMHAM procedure to 
address aforementioned challenges for the application of spike clustering. We introduce a new 
hierarchical clustering procedure based on Selective EM (SEM) and MML to generate parameter 
estimates of agglomerative 𝑡-mixture models, and a novel DoME model inference criterion to 
determine the optimal number of distinctive neuron clusters automatically. The main advantage of 
this algorithm is that the optimal number of clusters is not determined by the selected model 
among a set of estimated candidates; instead, we infer the number of clusters through a robust 
model inference criterion based on model evolution. The REMHAM algorithm aims at offering an 
automatic spike clustering scheme that can be applied to large datasets with good performance 
and affordable computational cost. Specifically, we expect the REMHAM to perform consistently 
well without manual tuning under different signal conditions ranging from high to low SNR, and 
under the condition that there is significant inter-cluster similarity and moderate spike overlapping 
in the data. We also expect the REMHAM to provide consistent and accurate results under 
varying initial conditions and other modeling uncertainties, as well as high dimensionality in the 
input feature space. 
 
2.1 Finite Mixture Model with Multivariate 𝑡-distribution 
Let {𝒚𝑛}𝑛=1
𝑁  be 𝑁 multivariate observations of a 𝑑-dimensional random vector 𝒀 originated from 𝑀 
components. Let 𝜋𝑚 denote the fraction of data samples belonging to component 𝑚. Therefore, 
∑ 𝜋𝑚
𝑀
𝑚=1 = 1. It is assumed data samples from each component 𝑚 are from a multivariate 𝑡-
distribution with parameterization 𝜽𝑚, and thus, the probability density functions (pdf) of the 𝑀-
component finite mixture can be expressed as 
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 𝑓(𝒚; 𝚿) = ∑ 𝜋𝑚𝑓𝑚(𝒚; 𝜽𝑚)
𝑀
𝑚=1
, (1) 
where 𝚿 = {𝜽𝑚, 𝜋𝑚}𝑚=1
𝑀  represents the model parameters; component parameterization 𝜽𝑚 =
{𝝁𝑚, 𝚺𝑚, 𝑣𝑚} contains the component mean 𝝁𝑚, the covariance matrix 𝚺𝑚 and the degree of 
freedom (DOF) 𝑣𝑚; 𝑓𝑚(𝒚; 𝜽𝑚) is thus the multivariate 𝑡-distribution of component 𝑚 and can be 
described as 
 𝑓𝑚(𝒚; 𝜽𝑚) = Γ (
𝑣𝑚 + 𝑑
2
) (Γ (
𝑣𝑚
2
) (𝜋𝑣𝑚)
𝑑
2|𝚺𝑚|
1
2 (1 +
𝛿(𝒚; 𝝁𝑚, 𝚺𝑚)
𝑣𝑚
)
(𝑣𝑚+𝑑)
2
 )
−1
, (2) 
where 𝛿(𝒚; 𝝁𝑚, 𝚺𝑚) = (𝒚 − 𝝁𝑚)
𝑇𝚺𝑚
−1(𝒚 − 𝝁𝑚) is the Mahalanobis squared distance (MSD) 
between data sample 𝒚 and component mean 𝝁𝑚, and Γ is the Gamma function of the form 
Γ(x) = ∫ exp(−𝑡)𝑡𝑥−1𝑑𝑡
∞
0
. Throughout this chapter, we assume that all the components have the 
same 𝑡-distribution but different component parameter 𝜽𝑚. We also assume that all observations 
{𝒚𝑛}𝑛=1
𝑁  are independent and identically distributed. 
 
2.2 REMHAM 
In this section we outline a novel strategy named REMHAM for cluster analysis. It uses finite 
mixture model with multivariate 𝑡-distribution as a model basis to automatically infer the optimal 
number of clusters and sample-cluster assignments. REMHAM is consists of three core 
elements: model search via hierarchical mixture agglomeration, parameter estimation via the EM 
algorithm, and determination of cluster number and selection of model using a new DoME 
criterion. We summarize the REMHAM clustering procedure as follows. First, data samples 
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{𝒚𝑛}𝑛=1
𝑁  are partitioned into 𝑀0 clusters using a simple clustering algorithm, such as Fuzzy C-
means or k-means. The resulting partitioned data can be used to compute the starting value of 
mixture parameterization 𝚿 as defined in Equation (1). Here 𝑀0 can be much greater than the 
truth. Second, a hierarchical agglomerative procedure takes place by first employing the SEM 
algorithm for model parameter estimation under a given number of components 𝑀. Then the 
components are selectively eliminated from the respective mixture model by one. This procedure 
repeats from mixture model with 𝑀0 components to mixture model with only one component. 
Third, the DoME criterion is applied to determine the final optimal number of clusters 𝑀𝑓 by 
analyzing the evidences of obtained mixture models with 1, … , 𝑀0 components. Finally, sample 
cluster assignment is determined from the model that is associated with 𝑀𝑓. 
2.2.1 SEM  
Our parameter estimation procedure in REMHAM is realized by the SEM. It uses the EM 
algorithm to fit finite mixture model of 𝑡-distributions (Peel & McLachlan, 2000) and generates 
best estimates of model parameters that minimize the model evidence. The SEM evolves around 
two sets of hidden variables: 𝑧𝑛𝑚 for the posterior probability that 𝒚𝑛 belongs to component 𝑚, 
and 𝑢𝑛𝑚 for the weight of data sample 𝑛 in component 𝑚. Model parameters are estimated using 
the EM iterative process: at the 𝑡𝑡ℎ iteration, the hidden variables 𝑧𝑛𝑚 and 𝑢𝑛𝑚 are calculated 
using previous model parameter estimates in the E-step: 
 𝑧𝑛𝑚
(𝑡) =
𝜋𝑚
(𝑡−1)𝑓𝑚(𝒚𝑛; 𝜽𝑚
(𝑡−1))
𝑓(𝒚𝑛; 𝚿
(𝑘−1))
, (3) 
 𝑢𝑛𝑚
(𝑡) =
𝑑 + 𝑣𝑚
(𝑡−1)
𝛿(𝒚𝑛; 𝝁𝑚
(𝑡−1), 𝚺𝑚
(𝑡−1)) + 𝑣𝑚
(𝑡−1)
. (4) 
Then they will be used to update estimates of model parameters 𝚿 in the M-step: 
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 𝜋𝑚
(𝑡) =
∑ 𝑧𝑛𝑚
(𝑡)𝑁
𝑛=1 𝑢𝑛𝑚
(𝑡)
𝑁
, (5) 
 𝝁𝑚
(𝑡) =
∑ 𝑧𝑛𝑚
(𝑡)𝑁
𝑛=1 𝑢𝑛𝑚
(𝑡) 𝒚𝑛
∑ 𝑧𝑛𝑚
(𝑡)𝑁
𝑛=1 𝑢𝑛𝑚
(𝑡)
, (6) 
 Σ𝑚
(𝑡) =
∑ 𝑧𝑛𝑚
(𝑡)𝑁
𝑛=1 𝑢𝑛𝑚
(𝑡) (𝒚𝑛 − 𝝁𝑚
(𝑡))(𝒚𝑛 − 𝝁𝑚
(𝑡))
𝑇
∑ 𝑧𝑛𝑚
(𝑡)𝑁
𝑛=1 𝑢𝑛𝑚
(𝑡)
, (7) 
and the DOF parameter 𝑣𝑚
(𝑘)
 in Equation (4) is a solution of the following nonlinear equation 
 𝜓 (
1
2
𝑣𝑚
(𝑡)) + log (
1
2
𝑣𝑚
(𝑡)) + 𝑄 = 0, (8) 
where 𝜓 is the digamma function of the form 𝜓(𝑥) =
Γ′(𝑥)
Γ(𝑥)
. 𝑄 is an auxiliary variable defined by 
 𝑄 =
1
∑ 𝑧𝑛𝑚
(𝑡)𝑁
𝑛=1
∑ 𝑧𝑛𝑚
(𝑡) (log 𝑢𝑛𝑚
(𝑡) − 𝑢𝑛𝑚
(𝑡) )
𝑁
𝑛=1
+ 𝜓 (
𝑣𝑚
(𝑡−1) + 𝑑
2
) − log (
𝑣𝑚
(𝑡−1) + 𝑑
2
). (9) 
Solving Equation (8) typically requires a one-dimensional search which adds significant 
computational cost to parameter estimation. Instead, we propose an empirical approach to 
provide a fast yet acceptable solution for a wide range of 𝑣𝑚
(𝑡)
 values as in Equation (10): 
 𝑣𝑚
(𝑡) =
𝑑
𝑊(𝑐𝑒𝑄) − 𝑐
  , (10) 
where 𝑐 = −2.007655, 𝑑 = −1.947081, 𝑊 is the Lambert W-function of the form 𝑥 = 𝑊(𝑥)𝑒𝑊(𝑥). 
The approximate solution 𝑣∗ by Equation (9) and (10) was tested on simulated data with a wide 
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range of 𝑣 ∈ [10−1, 105] and it provided accuracy of |𝑣 − 𝑣∗| < 3 × 10𝑎−4 for 𝑣 ≤ 10𝑎 (𝑎 =
−1,1, … 5). 
2.2.2 Hierarchical Agglomeration of Mixture Components 
Hierarchical agglomeration is a widely used technique for clustering. Model-based hierarchical 
agglomerative clustering is to merge a pair of clusters in order to maximize an approximation of 
the classification likelihood ∏ 𝑓𝑙𝑛(𝒚𝑛; 𝜽𝑙𝑛)
𝑁
𝑛=1 , where 𝑙𝑛 is an unique sample-cluster label and 𝑙𝑛 =
𝑚 indicates that data sample 𝒚𝑛 is assigned to a single cluster 𝑚 (Fraley & Raftery, 2002). 
Our hierarchical mixture agglomeration procedure aims at iteratively minimizing the 
following model evidence 
 
𝐶(𝚿, 𝑀) =
1
2
(𝑁𝑝 ∑ log
𝑁𝜋𝑚
12
𝑀
𝑚=1
+ 𝑀 (log
𝑁
12
+ 𝑁𝑝 + 1))
− ∑ log ∑ 𝜋𝑚𝑓𝑚(𝒚𝑛; 𝜽𝑚)
𝑀
𝑚=1
𝑁
𝑛=1
, 
(11) 
where 𝑁𝑝 is the number of parameters per isolated component. The iteration process terminates 
when Δ𝐶(𝚿, 𝑀) is sufficiently small or 𝐶(𝚿, 𝑀) converges to 𝐶∗(𝚿, 𝑀). Then a cluster 𝑘 below 
with the least contribution to the model evidence 𝐶∗(𝚿, 𝑀) is to be eliminated, 
 𝑘 = arg min𝑚=1,…,𝑀 (− ∑ log(1 − 𝑧𝑛𝑚)
𝑁
𝑛=1
−
𝑁𝑝
2
log
𝑁𝜋𝑚
12
) . (12) 
Note that our hierarchical mixture agglomeration procedure offers some differences from 
most existing ones. First, it uses posterior probabilities 𝑧𝑛𝑚 to describe cluster membership in 
place of binary cluster assignment. Second, the least impactful cluster, instead of cluster with the 
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smallest size,  is eliminated, and its elements are merged into all other existing clusters to result 
in a new mixture model. Third, our cluster component elimination is to minimize changes to the 
model evidence instead of maximizing the increase in classification likelihood.  
2.2.3 DoME Criterion 
As a result of the aforementioned challenges, most existing model inference methods practically 
require manual tuning of key algorithm parameters, which is subjective, data dependent, and time 
consuming. We propose to address the issues by using a new model inference approach to infer 
the number of clusters. 
We define the first difference in the model evidence Δ𝐶∗(𝚿, 𝑀) as, 
 Δ𝐶∗(𝚿, 𝑀) = 𝐶∗(𝚿, 𝑀) − 𝐶∗(𝚿, 𝑀 + 1), (13) 
where 𝐶∗(𝚿, 𝑀) is the model evidence defined in Equation (11), 𝑀 is the number of clusters. 
Let 𝑆(𝑀) be the averaged |Δ𝐶∗(𝚿, 𝑀)| over the number of clusters where 𝑀0 is the initial 
guess of cluster numbers and it is much greater than 𝑀𝑓, i.e., 
 𝑆(𝑀) =
1
𝑀0 − 𝑀
∑ |Δ𝐶∗(𝚿, 𝑟)|
𝑀0−1
𝑟=𝑀
. (14) 
The importance of a cluster 𝑘 to its mixture model is evaluated by the hypothesis test 
𝐻0: 𝑘 is an unnecessary cluster, if |Δ𝐶
∗(𝚿, 𝑀)| < 𝛽𝑆(𝑀), and/or Δ𝐶∗(𝚿, 𝑀) < 0; 
𝐻1: 𝑘 is a necessary cluster, if |Δ𝐶
∗(𝚿, 𝑀)| > 𝛽𝑆(𝑀), and Δ𝐶∗(𝚿, 𝑀) > 0. 
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Together with 𝑆(𝑀), the free parameter 𝛽 directly affects the threshold level for 
hypothesis testing. Here we explain that the proposed DoME criterion is an adaptive thresholding 
method. The final optimal cluster number 𝑀𝑓 equals to the total number of identified necessary 
clusters plus one. It tends to be large for a large value of 𝛽 and vise versa. 
Notice that 𝑆(𝑀) in Equation (14) is the averaged absolute difference of model evidence 
of all unnecessary or ‘noise’ components that are previously eliminated. It therefore may reflect 
the ‘noise’ level in those components. Accordingly, 𝛽𝑆(𝑀) may be viewed as a cut-off threshold 
for ‘noise’. If the agglomeration proceeds, a true component is to be eliminated which results in a 
Δ𝐶∗(𝚿, 𝑀) value above this threshold thereafter corresponding to a ‘signal’ component. Thus, our 
DoME criterion for model inference can be viewed as an adaptive thresholding method based on 
hierarchical agglomeration of mixture components. 
To gain some insight on the thresholding level, we let 𝑆𝑠 = min(|Δ𝐶
∗(𝚿, 𝑀 < 𝑀𝑓)|) be the 
level of ‘signal’ components which characterizes the most ambiguous true component but is the 
nearest to the cut-off threshold in the hypothesis test. As such, it is difficult to be identified by the 
DoME criterion. Note that the ‘ambiguity’ may be a result of various factors such as closely 
nested neighboring components, or this component is small in size. Similarly, let 𝑆𝑛 =
mean(|Δ𝐶∗(𝚿, 𝑀 > 𝑀𝑓)|) be the level of ‘noise’ components and it mainly characterizes the 
magnitude corresponding to unnecessary components. Next, we can define the following 
component-wised ‘SNR’ ratio, which can also be interpreted as the maximum 𝛽 value that 
REMHAM can identify all ‘signal’ components and therefore the true/optimal number of clusters, 
as 
 𝛽𝑚𝑎𝑥 =
𝑆𝑠
𝑆𝑛
=
min(|Δ𝐶∗(𝚿, 𝑀 < 𝑀𝑓)|)
mean(|Δ𝐶∗(𝚿, 𝑀 > 𝑀𝑓)|)
  . (15) 
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2.3 Implementation of REMHAM 
Table 1. Implementation of the REMHAM for spike clustering. 
Inputs: Spike features {𝒚𝑛}𝑛=1
𝑁  and timestamps of spike events {𝑡𝑛}𝑛=1
𝑁 . Initial parameters 
𝑀0, 𝛽, 𝑁𝑝, {𝜋𝑚
(0), 𝜇𝑚
(0), 𝜽𝑚
(0), 𝑣𝑚
(0), 𝑓(𝒚𝑛; 𝜽𝑚
(0), 𝑣𝑚
(0))}
𝑚=1
𝑀
, 𝑡 = 0. 
Preprocessing: Remove spikes with ISI violation |𝑡𝑛 − 𝑡𝑛+1| < 1.5 𝑚𝑠. 
SEM: 
   Repeat 
      𝑡 = 𝑡 + 1; 
      E-step Update 𝑧mn
(𝑡)
 and 𝑢mn
(𝑡)
 using (3) and (4), respectively; 
      M-step Estimate 𝜋𝑚
(𝑡)
, 𝝁𝑚
(𝑡)
, 𝚺𝑚
(𝑡)
 and 𝑣𝑚
(𝑡)
 using (5)-(8), respectively; 
     Re-calculate 𝑓𝑚(𝒚𝑛; 𝜽𝑚
(𝑡)) and the model evidence 𝐶(𝑡) by (2) and (11), 
                  respectively; 
       Eliminate components where 𝜋𝑚
(𝑡) = 0 or 
𝜅(𝚺𝑚
(𝑡)
)
𝜋𝑚
< 10−5; 
   Until  |𝐶(𝑡) −  𝐶(𝑡−1)| < 0.1 and all components with |𝑣𝑚
(𝑡) − 𝑣𝑚
(𝑡−1)| < 0.1. 
Hierarchical Agglomeration Modeling: 
   While 𝑀 ≥ 1 
      Perform SEM procedure without implicit component eliminating until converging; 
      Cache model evidence 𝐶∗(𝚿, 𝑀); 
      Eliminate a component selected by (12). 
   End while 
DoME criterion: 
   Calculate 𝑆(𝑀) using  (13) and (14) based on {𝐶∗(𝚿, 𝑀)}𝑀=1
𝑀0 ; 
   Perform hypothesis test to determine final cluster number 𝑀𝑓. 
Final cluster assignment: 
   Assign the 𝑛𝑡ℎ spike to the 𝑚𝑡ℎ cluster according to arg min𝑚=1,…,𝑀𝑓(𝑧𝑛𝑚); 
   Generate spike templates for each of the 𝑀𝑓 clusters; 
   Assign all spikes to 𝑀𝑓 clusters by template matching. 
Output: Spike-cluster assignments. 
 
Table 1 summarizes the REMHAM procedure for implementation. First, a simple thresholding is 
applied to time instances of spike events to remove overlapping spike events appearing within 1.5 
ms. Second, SEM procedure as described in section 2.2.1 is performed with all ‘weak’ 
components purged implicitly. This component starvation step provides two major advantages: it 
allows the REMHAM to start from a reasonable number of components and thus greatly reduces 
the computational expense. The evidence model in Equation (11) is equivalent to adopt a 
Dirichlet-type prior for {𝜋𝑚}𝑚=1
𝑀  , which promotes competition among clusters and weakens the 
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weights of redundant clusters. It also prevents parameters of a component approaching its 
boundary. Since REMHAM initializes the mixture model with a large 𝑀0 value to include all 
potential truth clusters and minimize the effects of initialization, it may cause the objective 
function converging to a local optimum or 𝚺𝑚 becomes singular. A ‘weak’ component 𝑘 is 
eliminated if its corresponding 𝜋𝑘 is close to zero and its covariance matrix 𝚺𝑘 is ill-conditioned. 
Here 𝜅(𝐴) = ‖𝐴‖2‖𝐴
−1‖2 is the condition number of a matrix 𝐴 under 2-norm, and its value 
approaches zero when the matrix 𝐴 is ill-conditioned or nearly singular. Third, HAM is used to 
determine the optimal cluster memberships. Last, those overlapping spikes are evaluated and 
assigned to one of the clusters according to template matching. Specifically, a spike in the 
overlap set is placed into a cluster in which the spike and the cluster center has the smallest ratio 
of Mahalanobis distance over correlation coefficient. 
The algorithm was implemented in custom MATLAB code. All simulations were 
performed on a Windows 10 Enterprise 64-bit Operating System (Microsoft, Redmond, WA) 
platform, which was installed on a computer equipped with an Intel (R) Core (TM) i7-3770 CPU 
3.40 GHz and 16.0 GB RAM. The one and only subjective parameter 𝛽 in REMHAM trades-off 
between robustness to serious model uncertainty issue and discriminability of non-prominent 
clusters. We suggest that an empirically obtained value 𝛽 = 10 suffice to achieve accurate and 
reproducible results for clustering under a wide range of typical spike recording conditions without 
any human intervention. We continued this practice and all results reported in this dissertation 
were obtained using exactly the same parameter setting. 
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2.4 Results 
Clustering performance is evaluated by the determined number of clusters (or the number of 
miss-classified clusters) and the total clustering accuracy 𝑇𝑐, which is defined as 
 𝑇𝑐 = 100 ×
𝑁𝑐
𝑁
, (16) 
where 𝑁𝑐 is the total number of correctly clustered data points and 𝑁 is the total number of data 
points in a dataset. Hence, the total error rate is 100 − 𝑇𝑐. 
If it’s not specified, all results obtained in this chapter were based on repeated 
experiments of 20 times with random initializations. 
2.4.1 Clustering Algorithms under Comparison 
The REMHAM is evaluated and benchmarked against popular sorters including REM (Shoham et 
al., 2003), 𝑡-distribution EM in Plexon's Offline Sorter (pREM), Superparamagnetic Clustering 
(SPC) in Wave_clus (R Quian Quiroga, Nadasdy, & Ben-Shaul, 2004) and the robust variational 
Bayes (RVB) in (Takekawa et al., 2012) using simulated data with known distributions. 
The Offline Sorter is a popular commercial software package that provides several 
options for spike detection and clustering. The pREM, which is a variant of the REM algorithm, is 
a major unsupervised sorting method in the Offline Sorter and is considered to be the best 
automatic clustering method included in the package (Kretzberg, Coors, & Furche, 2009). It 
introduces a free parameter D.O.F. Mult. to modulate DOF 𝑣 aiming to reduce potential adverse 
effect caused by the user-assigned parameter 𝑁𝑝 on cluster number determination. The D.O.F. 
Mult. may be considered an additional penalty in order to control the number of clusters. To find 
the optimal cluster number, the pREM runs repeatedly with a range of user selected D.O.F. Mult. 
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values to generate candidate clustering results with different numbers of clusters, from which user 
manually choose the best representative based on statistical information. For each dataset, we 
scanned D.O.F. Mult. parameter from 2 to 50 with step size 2 to produce 25 clustering candidates 
with different numbers of clusters. Then, by employing statistical measurements, such as p-value, 
J3, Pseudo-F, Davies-Bouldin and Dunn, as provided in the Offline Sorter, we manually chose the 
final clustering outcome as the one that won the majority vote. 
The Wave_clus is a fast and unsupervised algorithm, which combines wavelet-based 
detection and SPC clustering (Blatt, Wiseman, & Domany, 1996). The annealing temperature is a 
free parameter that greatly affects the clustering performance of the SPC. Although Wave_clus 
provides a value for the annealing temperature in an automatic way, it may over-estimate or 
under-estimate the number of clusters for datasets containing not-easily-discriminable clusters. 
Therefore, in all the remaining tests, we manually selected the final temperature parameter for 
better clustering performance. 
The RVB algorithm employs Variational Bayes for a finite mixture model of 𝑡-distributions 
for clustering of neural spikes. The hyper parameter 𝛾0 of its prior Wishart distribution signifies the 
confidence in another hyper parameter 𝛾0 and it affects the final number of clusters by RVB. The 
estimated number of clusters is small for large 𝛾0 value, and vice versa. Simulation results in 
(Takekawa et al., 2012) suggested a small 𝛾0 for sparse-firing neurons but a large 𝛾0 for burst-
firing neurons. To select appropriate parameters in the RVB, we evaluated clustering 
performance over a range of 𝛾0 from 5 to 100 with a step size of 5. The RVB is performed 
automatically with the chosen 𝛾0 = 20 for 𝑑 = 3 and 𝛾0 = 15 for 𝑑 = 15.  
The REM is performed automatically using empirical value of 𝑁𝑝 = 45 for 𝑑 = 3 and 𝑁𝑝 =
115 for 𝑑 = 15 as suggested in (Shoham et al., 2003). 
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The parameters for REMHAM were placed at the default values for all the tests below. In 
another word, REMHAM generated all the following results automatically. 
2.4.2 Evaluation of the REMHAM Algorithm by Simulated Dataset 
In this section, we demonstrate the overall efficacy of the REMHAM using a simulated data set 
synthesized from a pre-determined mixture of 𝑡-distribution. If not specified, all subsets in the 
simulated data consisted of 𝑁 = 4000 samples of 20-dimensional data from a 5-cluster 𝑡-
distribution mixture model with different mixing proportions (𝜋1 = 𝜋2 = 0.3, 𝜋3 = 0.2, 𝜋4 = 𝜋5 =
0.1). Each 𝑡-distribution mixture had the same DOF value 𝑣 = 15. The cluster means for each of 
the 20 dimensions were uniformly distributed over a range of [-5,5]. The covariance matrix of 
each cluster was generated from a Wishart distribution with a DOF value of 20 and a predefined 
diagonal covariance matrix. In the diagonal matrix, each element was randomly generated and 
uniformly distributed between 0.5 and 2. The simulated data included four subsets: dataset 1 
varies the inter-cluster distances, dataset 2 includes different added noise levels, dataset 3 
changes the number of clusters, and dataset 4 changes the number of additive noise samples. 
Figure 1A is a pseudo-color visualization of the simulated data with five clusters. Figure 1B shows 
three example subsets (clean, noise and tight) projected onto the first two principal components. 
The choice of the datasets is similar to popular approaches in testing the overall performance of a 
model-based clustering method (Peel & McLachlan, 2000; Shoham et al., 2003; Wang, Zhou, 
Chen, Zhang, & Liang, 2006). 
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In classical mixture modeling of 𝑡-distributions, 𝑁𝑝 is usually given a theoretical value 𝑑 +
𝑑(𝑑+1)
2
. However, a critical issue arise is that, when clustering real experimental data, the 
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Figure 1. Simulated data and dependence of clustering results on 
algorithm parameter 𝑁𝑝 and 𝛽 in REMHAM. 
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clustering results are sensitive to the selection of 𝑁𝑝 value and the theoretical value leads to over-
clustering. In order to get confident clustering results, the algorithm needs to be run over a range 
of 𝑁𝑝 values and manual operation is required to select the optimal result by human judgment 
(Shoham et al., 2003) or manual post hoc cluster splitting and merging (Plexon’s Office Sorter). 
On the contrary, 𝑁𝑝 is not a user-assigned parameter in REMHAM and it is optimized or at least 
sub-optimized for a maximum component-based ‘SNR’ ratio 𝛽𝑚𝑎𝑥 under different data conditions 
and input feature dimension 𝑑, which is crucial for a good overall clustering performance. Figure 
1C shows the impact of parameters 𝑁𝑝 and input feature dimension 𝑑 on the component-based 
‘SNR’ ratio 𝛽𝑚𝑎𝑥 using data under different conditions. The black dashed line, red solid line and 
blue dots represent the theoretical 𝑁𝑝 , our chosen 𝑁𝑝 and the empirical 𝑁𝑝. The empirical 𝑁𝑝 is 
the maximum 𝛽𝑚𝑎𝑥 in each dimension by the simulation results. It's interesting to notice that the 
theoretical 𝑁𝑝 value is gradually away from the empirical 𝑁𝑝 as the feature dimension increases 
under all data conditions. By contrast, our suggested 𝑁𝑝 =
5𝑑2
12
 stays closely to the empirical 𝑁𝑝 as 
the feature dimension increases and hence yields approximately maximum 𝛽𝑚𝑎𝑥 for each 
dimension. Therefore, REMHAM with our chosen 𝑁𝑝 is capable of finding the correct number of 
clusters under different data conditions. 
Figure 1D shows the absolute difference of model evidence |Δ𝐶∗(𝚿, 𝑀)| for the 
hierarchical agglomeration from 𝑀 = 15 to 𝑀 = 1. Black and gray dots correspond to negative 
and positive changes in model evidence, respectively. The dashed dotted lines, solid lines and 
dashed lines represent ‘signal’ component level 𝑆𝑠, component threshold 𝛽𝑆𝑛 and ‘noise’ 
component level 𝑆𝑛, respectively. Green, blue and red colors correspond to simulation with the 
maximum 𝑆𝑛, the median 𝑆𝑛 and the minimum 𝑆𝑛 of 100 runs, and their affiliated |Δ𝐶
∗(𝚿, 𝑀)| 
values are marked out by square, upper-triangle and round shape markers, respectively. This 
figure illustrates how the threshold 𝛽𝑆𝑛 adapts to the ‘noise’ level 𝑆𝑛 and its correlation to the 
‘signal’ level 𝑆𝑠 or 𝛽𝑚𝑎𝑥. Poor initialization, parameter singularities, local maximum and other 
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model uncertainties, as well as selection of wrong model parameters may give rise to extreme 
|Δ𝐶∗(𝚿, 𝑀)| values, which results in a varying 𝑆𝑛 level. On the other hand, 𝑆𝑠 mainly reflects on 
characteristics of the data such as similarity among clusters, noise contamination and cluster 
size. Even in extreme cases in which 𝑆𝑛 and 𝑆𝑠 vary greatly, the threshold 𝛽𝑆𝑛 automatically 
provides a good adaptation to the change and clearly separates all ‘noise’ and ‘signal’ 
component, and thus the cluster number can still be well determined. Besides, by starting with a 
large number of components, the population of the ‘noise’ components is large. If there are a few 
extreme |Δ𝐶∗(𝚿, 𝑀)| values due to poor initialization or local maxima during the model search 
process, the magnitude of 𝑆𝑛 may slightly increase and lead to a high threshold value. This in 
return shadows those ‘noise’ components. Therefore, our proposed method provides robustness 
to different initialization conditions. 
Figure 1E shows the impact of free parameter 𝛽 on the DoME criterion, which reflects 
both ‘signal’ and ‘noise’ component level 𝑆𝑠 and 𝑆𝑛. The green bars indicate the number of 
clusters are determined correctly for all 100 runs while red and gray bars represent over-
clustering and under-clustering, respectively. It is apparent that 𝑆𝑠 is strongly affected by data 
conditions. Under the condition of mild noise contamination and good separations among clusters 
as in clean simulated data, 𝛽 can be selected over a wide range of values since 𝑆𝑠 is high. In 
contrast, for cases of severe noise contamination as in noise simulated data or high feature 
resemblance in the clusters, while the lower bound of the correct-clustering interval of 𝛽 is almost 
unchanged, its upper bound decreases as 𝑆𝑠 becomes small. On the other hand, 𝑆𝑛 is mainly 
affected by model uncertainties which may increase the magnitude and variation of |Δ𝐶∗(𝚿, 𝑀)| 
under model overfitting. Thus, the selection of 𝛽 is a balancing act of trading-off between 
accuracy and robustness: small 𝛽 is good for discriminating clusters with high similarity and 
identifying cluster with small proportion (both result in a small ‘signal’ component level 𝑆𝑠), but 
may lead to over-clustering if the threshold is too close to the ‘noise’ component level 𝑆𝑛 (some 
outliers of the noise clusters may exceed the threshold); A large 𝛽 value is quite resistant to 
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uncertainty issues since it guarantees all ‘noise’ components are below the threshold and only the 
true clusters are identified. However, the algorithm may under-cluster if the threshold is too close 
to the ‘signal’ component level 𝑆𝑠 and some ambiguous clusters (similar to its neighbor or low 
presence) fall below the threshold. Therefore, we suggest 𝛽 = 10 as a good candidate achieve 
good clustering performance without any human intervention. 
Next, we evaluate the dependence of clustering performance on the number of features 
used. In this evaluation, all methods were performed repeatedly with 100 random starts. Figure 2 
shows the dependence of clustering results on input feature dimension 𝑑 in REMHAM with our 
suggested 𝑁𝑝 =
5𝑑2
12
. In Figure 2A, the isolation distance between clusters is improved in high-
dimensional feature space. However, it also brings the well-known 'curse of dimensionality' issue 
to the model-based clustering methods. As shown in Figure 2B, we may interpret this trade-off 
reflecting on DoME criterion as: ‘signal’ component level 𝑆𝑠 increases since clusters become 
distinct to each other as additional features are considered; a high input feature dimension 𝑑 
deteriorates the model uncertainty, thus results in a large variance in |Δ𝐶∗(𝚿, 𝑀)| of ‘noise’ 
components and increasing ‘noise’ component level 𝑆𝑛. While typical model-based method may 
suffer from the ‘curse of dimensionality’, our DoME criterion finds a balancing point to this trade-
off: its threshold adapts to the increment of 𝑆𝑛 while taking advantage of the increment of 𝑆𝑠. 
Figure 2C shows our DoME criterion infers the correct number of clusters with remarkable 
consistence over a wide range of 𝛽 selection and repeatedly runs, regardless the occurrence of 
aforementioned modeling failure reflected in |Δ𝐶∗(𝚿, 𝑀)| under the high dimension circumstance.  
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Figure 3 compare the numbers of over-estimated or under-estimated clusters by all 
methods as the datasets become increasingly difficult to cluster. For each simulated data 
condition, the bar graphs on the left side show the clustering performance for difference data 
conditions. The mean and one standard deviation of the number of miss-classified clusters are 
represented by colored boxes and error bars, respectively. The mean of total error rate is 
represented by the colored and shaped dots. The scatter plots on the right side display the first 
two principle components of the worst data condition. The REM, SPC and pREM underestimated 
cluster numbers as inter-cluster distance decreased, and as other conditions, such as noise level, 
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Figure 2. Dependence of clustering performance on the number of features 
(principle components). (A) Isolation distance of clusters increase in high dimensional 
feature space. (B) |Δ𝐶∗(𝚿, 𝑀)| over varying feature dimensions.  (C)  Clustering results 
for various combination of 𝛽 values and feature dimensions. Colormap corresponds to 
the total number of trials that yields the correct cluster number out of 100 runs. Dark 
Green region indicates correct cluster number was obtained and the error rate is less 
than 4% for all 100 runs. 
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cluster number, or number of additive noise samples increased. The RVB, SPC and pREM are 
more suitable for datasets with large numbers of clusters while the REM is better at discriminating 
clusters having similar shape or under heavy additional noise contamination. Besides, the REM, 
RVB, SPC and pREM were not able to discriminate the additive noise cluster with Gaussian 
distribution from t-distributed clusters. On the contrary, REMHAM consistently provided the 
correct number of clusters under a wide range of data conditions with minimal performance 
degradation. It also successfully identified the additive noise cluster when the noise cluster was 
large. Furthermore, with the correct number of clusters identified, the REMHAM has a low total 
error rate of below 10%. 
 
2.4.3 Spike Clustering Performance Evaluation by Artificial and Real Datasets 
In this section, we demonstrate the efficacy of the REMHAM for spike sorting using artificial spike 
datasets and real neural recordings, both have ground-truth provided. 
The artificial data included four datasets: Easy1, Easy2, Difficult1 and Difficult2 from the 
Wave_clus package (R Q Quiroga et al., 2004) which is popular for performance evaluation and 
comparison. In each subset, the waveforms were constructed based on three real extracellular 
clusters recorded from the neocortex and basal ganglia, and then superimposed with artificial 
background noise. As such, there were three clusters as truth and each cluster was about the 
same size. Besides, there were approximately 3,500 spikes in each subset, around 800 of which 
are overlapped. Each of the four datasets in the artificial dataset contained multiple subsets with 
different noise levels. Specially, the standard deviation of noise varied between 0.05 and 0.4 of 
the peak spike amplitudes. The clusters in Easy1 were distinct in spike features such as spike 
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shape, amplitude and time duration while the clusters in Easy2, Difficult1 and Difficult2 had very 
similar spike features and thus difficult to differentiate. 
 
The real extracellular data contained two datasets: d12821.001 and d11222.001 from a 
publicly accessible neural database (http://crcns.org/datasets/hc/hc-1). Each subset contains both 
extracellular and intracellular raw data recorded simultaneously (Harris et al., 2000). To obtain 
spike waveform data for clustering, spike detection was performed for the extracellular data by 
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Figure 3. Comparison of clustering results for simulated dataset as the inter-
cluster distance, noise level, number of cluster and number of additive noise samples 
vary. 
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the MCWC (C. Yang et al., 2011) and approximately 20,000 spikes were detected for each 
subset. The intracellular spikes were extracted and used as the ground truth. 
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results are displayed using solid colored line and shaded region, respectively. 
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Figure 4 summarized clustering results by REMHAM, REM, RVB, SPC and pREM, in the 
presence of noise contamination, ambiguity among clusters and/or spike overlapping. Overall, the 
REMHAM outperformed other algorithms.  Figure 4A shows clustering results by using 3D-PCA 
features of the artificial spike data. The clustering performance of all five methods degraded as 
noise level increased, but at different rates. Specifically, RVB, SPC and pREM performed almost 
equally well when the noise level was low with correct estimation of the number of clusters and a  
clustering accuracy 𝑇𝑐 90%. But the REM suffered from over-clustering even when the noise level 
was low. Clustering accuracy 𝑇𝑐 of the four methods dropped quickly with at least 1 cluster mis-
identified for dataset Easy2, Difficult1 and Difficult2 while noise level at 0.2. Also note that 
clustering results by REM and RVB were not consistent over multiple runs. In contrast, REMHAM 
performed well when the noise level was low, and the performance degradation was minimal 
compared to other methods under consideration.  Figure 4B shows the results by 15D-PCA 
features of the artificial spike data. As more features added, REMHAM showed significant 
improvement in clustering performance. Specifically, REMHAM selected the number of clusters 
consistently and correctly and has a 𝑇𝑐 higher than 98% on all 4 datasets and 86% on 
overlapping spikes under all data conditions. On the other hand, additional input feature only 
improved the clustering results slightly for SPC. The two other model-based clustering methods 
REM and RVB only resulted in degraded performance because of ‘curse of dimensionality’. 
Figure 4C compares clustering results by using 3D-PCA features of the dataset 
Easy2_noise015 with neuron bursting or drifting. The clustering performance of all five methods 
doesn't change too much with neuron bursting, but RVB and SPC overestimated the number of 
clusters when there was neuron drifting in data. 
Figure 4D shows the clustering performance by REMHAM, REM, RVB, SPC and pREM 
on a different degree of spike overlapping. The figure on top shows 3D-PCA feature space 
scatterplot and some sample spike waveforms of both non-overlapping (single color) and 
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overlapping spikes (duel color). The figure at the bottom shows the clustering performance on 
dataset Easy2_noise1 for overlapping spikes. REMHAM maintains the highest total accuracy 𝑇𝑐 
regardless of neurons firing within small inter-spike intervals. 
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Real Neural Datasets 
Figure 5 shows sorting results of REMHAM and other methods for real datasets 
d12821.001 and d11222.001. Figure 5A shows the clustering results by all methods. Grey curves 
are the averaged spike waveforms in a cluster. Black traces are the first 100 sorted spike 
waveforms. Only the cluster that has the lowest total error ratio 𝐹𝑝 + 𝐹𝑛 was displayed for each 
clustering method. Figure 5B displays the clustering results in 2D-PCA space. Clusters in red 
color indicate the respective cluster in Figure 5A. As can be seen, REMHAM, REM, RVB, SPC 
and pREM produced 3, 3, 1, 2 and 2 clusters for d12821.001, and 4, 5, 2, 3 and 3 clusters for 
d11222.001, respectively. Figure 5C shows the false positive 𝐹𝑝 (white bars) and false negative 𝐹𝑛 
(black bars) next to the total number of spikes. The value on top of each pair of bars is the total 
error ratio 𝐹𝑝 + 𝐹𝑛 of each method. When comparing the selected clusters to the truth, REMHAM 
has the lowest total error ratio 𝐹𝑝 + 𝐹𝑛 as shown in Figure 5C and its spike waveform shape is 
very close to the shape of the truth labelled by intracellular recording as shown in Figure 5A. 
 
2.5 Conclusion 
In this chapter, we proposed a hierarchical agglomerative modeling method for automatic and 
robust clustering. Most existing spike clustering algorithms which were developed with the 
automatic sorting capability as the ultimate goal However, they usually fell short and require some 
level of human intervention when processing real datasets especially those challenging datasets 
collected from neuroscience studies. Our proposed REMHAM is automatic as its ultimate goal as 
well. In reality, one parameter beta requires user specification. Because of our new DoME 
criterion, we have shown that the REMHAM actually renders high performance under a wide 
range of beta parameter values. As such, we have shown great sorting performance of REMHAM 
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by using default beta parameter. Therefore, REMHAM may be considered and used as practical 
solution to addressing  today's spike sorting challenges as data volume grows. 
  
 30 
 
CHAPTER 3 ROBUST VARIATIONAL BAYESIAN INFERENCE BASED HIERARCHICAL 
AGGLOMERATIVE MODELING (RVBHAM) FOR AUTOMATIC SPIKE SORTING 
The second contribution of this dissertation is implementation of a novel spikes sorting algorithm, 
which uses an adaptive amplitude thresholding for spike detection and a novel RVBHAM 
algorithm for spike clustering. Our evaluations show that our proposed sorter have error rates that 
are comparable to or lower than those of existing semi-automatic and automatic approaches and 
have runtimes faster than current popular sorters. 
Figure 6A summarizes the spike sorting pipeline proposed in this study, which consists of 
the following major steps: (1) Preprocessing the raw recording data via temporal filtering and 
spatial whitening to reduce noise and artifacts; (2) Detecting spike candidates by automatic and 
adaptive amplitude thresholding; (3) Generating a set of prototypical spike waveforms by 
removing overlapping spikes and noise; (4) Extracting low dimensional features to further reduce 
noise and computational cost; (5) Clustering prototypical spikes; (6) Assigning overlapping spikes 
to single unit clusters by template matching and signal decomposition. We explain the details of 
these steps next. 
 
3.1 Preprocessing 
Extracellular neural waveform signals were first bandpass filtered between 300 Hz and 3 kHz 
using 3rd order butter-worth filter to remove any low and high frequency fluctuations due to local 
field potential and other noise. We then perform common average referencing by subtracting the 
median for every channel to diminish the interference of the artifacts. Finally, we apply a 
nonparametric standard whitening approach to suppress correlated noise across channels by 
multiplying the waveforms with the square root of the inverse of the covariance matrix (Marre et 
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al., 2012). Note that the whitening step is especially effective for signals recorded from silicon 
probes with multiple recording sites on a single shank since the correlated noise is mostly due to 
small signals of distant neurons spreading over the surface of the shank.  
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Figure 6. Overview of RVBHAM spike sorting processing pipeline. (A) Schematic of 
our method. Raw channel data is first pre-processed. Spike events are then detected and 
aligned. The model-based hierarchical clustering is then performed to determine the number 
of clusters. At last, spike-neuron assignment is computed using a template matching 
method.  (B) Illustration of component agglomeration from 5 mixtures to 2 mixtures for an 
artificial spike dataset in which three true neurons fire in moderate succession. At each 
agglomeration step, one mixture is eliminated selectively and merged into other mixtures. 
Spike waveforms were projected onto a 15-dimentional PCA feature space. Scatterplots 
display the first two principal components. Black ellipse shows the model cluster or mixture 
to be eliminated or redistributed at each step. Color coded histogram indicates actual 
distributions of Mahalanobis squared distance from the fitted mean of the cluster to be 
eliminated to the observed spikes. Black line indicates predicted beta distribution of the 
mixture component to be redistributed. (C) Normalized spike waveform traces after 
overlapping spikes removal for three example units. (D) Illustration of the DoME Criterion. 
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3.2 Spike Detection 
Spike detection was performed for each channel individually by applying a simple but effective 
amplitude thresholding method (R Q Quiroga et al., 2004) to the preprocessed data. Specially in 
our implementation, first we detect all local maximum of the filtered and whitened data if their 
amplitudes exceed a threshold and refer them as spike instances. The threshold was 
automatically set to four times the standard deviation of the background noise which is robustly 
estimated from the amplitude of the channel data. Then, we up-sampled the waveform of 
detected spike candidates around the local maximum by cubic spline interpolation to 5 times the 
sampling frequency 𝑓𝑠 of the recording data, align all the interpolated waveforms to their local 
maximum which is also referred to as the spike timestamp, and down-sampled to 𝑓𝑠. Eventually, 
for example, if 𝑓𝑠 = 24 kHz, each detected spike waveform has 48 samples (two milliseconds time 
window) and spike timestamp is placed at the 16th sample. 
Although the threshold is subjective to user’s choice, the default or a higher value is 
commonly preferred in previously reported results (Fournier, Mueller, Shein-Idelson, Hemberger, 
& Laurent, 2016; Mokri et al., 2017). Our experience shows that the multiplier of four is a low 
threshold value which works well on data with low noise level but allows noise to pass when the 
noise level is high. However, our spike clustering algorithm will produce additional clusters to 
collect most of these falsely detected noise waveforms and thus their impact on the final sorting 
results of synchronized spikes are minimal in our algorithm. 
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3.3 Feature Extraction 
We then performed feature extraction to project each high-dimensional prototypical spike 
waveform to a low-dimensional feature vector. We employed principal component analysis (PCA) 
since it has been shown effective for spike sorting. However, PCA is sensitive to outliers which, in 
extracellular recordings, can be noise, overlapping spikes and high-amplitude artifacts. The 
chosen basis with the largest variances may not correspond to principle components that 
showing the best discrimination among clusters (R Q Quiroga et al., 2004). 
Therefore, we also provide an additional and advanced feature extraction method with 
PCA to address this issue. Specially, first the wavelet coefficients are calculated by 
multiresolution decomposition using Haar and coif5 wavelets. The decomposition level is 
automatically set to the nearest integer of log2 𝐷 towards zero. The goal is to pick a few 
dimensions that exhibit best separation among multiple clusters, or equivalently, multimodal 
distributions if there is more than one clusters in data. Then we use Lilliefors test to check the 
normality for all dimension individually. The Lilliefors test compares the empirical cumulative 
distribution function (cdf) of the sample data with that of a normal distribution with the same 
parameterization. A nonnegative test statistic is computed by the maximum of the absolution 
difference between these two cdfs. It typically indicates the deviation of a dimension from 
normality but also can be regarded as indication of multimodality. Then we compare the sums of 
the top 10 test statistics by Haar and coif5 wavelets and choose a set of wavelet coefficients by 
the wavelet with higher summation. Each dimension of the selected set of wavelet coefficients is 
scaled according to its test statistic (multimodality) and norm (variance) as in (Takekawa et al., 
2012). Last, we perform PCA to the scaled data. The scaling emphasizing the multimodality in 
dimension while suppressing the variance at a relative low level. It greatly increases the chance 
that a dimension with large variance also exhibiting strong multimodality. Therefore, the resulted 
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features of the advanced PCA show better discrimination and less redundancy than the ones by 
the traditional PCA, according to our experiments. 
 
3.4 Clustering with RVBHAM 
In this section we describe RVBHAM step by step. The RVBHAM uses Bayesian mixture model 
with multivariate t-distribution as a basis to infer the optimal number of clusters and the inner-
structure between spikes and single neurons without manual curation of any parameters nor 
relying on prior knowledge of the data. The RVBHAM consists of three major elements: model 
search via hierarchical agglomeration modeling (HAM), parameter estimation via the robust 
variational Bayes Expectation-Maximization (RVBEM) algorithm, and model selection using 
DoME criterion. The sorting procedure is summarized below: 
Initial clustering. the prototypical spike features are partitioned into a sufficiently large 
number of clusters, which is greater than the truth, using a simple clustering algorithm such as 
Fuzzy C-means or k-means. The resulting partitioned data is used to compute the initial 
parameterization of the 𝑡-mixture model for the RVBEM algorithm. 
Iterative clustering. RVBEM is applied iteratively. During each iteration, clusters with 
weights approaching zero are eliminated competitively. As such, the number of clusters to 𝑀0 
The resultant model is used as the initial model for model selection. 
Model selection. selection of a best model during each iteration is solved by a 
hierarchical agglomerative procedure, which iterates the RVBEM procedure until convergence 
and eliminates a selected cluster. The importance of the eliminated clusters is evaluated by the 
DoME criterion at each iteration. This process repeats until the DoME criterion identifies a 
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necessary cluster been eliminated. The importance of the remaining clusters by the current model 
is also checked by the DoME criterion. If the current model consists of only necessary clusters, it 
is selected as the final optimal model, otherwise the hierarchical agglomerative procedure 
continues. 
3.4.1 Bayesian Mixture of Student’s 𝑡-distribution Model 
Let a set of 𝑁 observed spike data be denoted by 𝑋 = {𝒙𝑛}𝑛=1
𝑁  originated from 𝑀 neurons. Here 
𝒙𝑛 represents a multivariate 𝐷-dimensional vector and its dimensions can be the number of 
samples of a spike waveform or extracted spike features. If it is assumed that spike data points 
𝒙𝑛 from each cluster 𝑚 ∈ {1, … , 𝑀} is from a multivariate student’s 𝑡-distribution (hereafter we use 
𝑡-distribution in short), we may describe the observed spike data set by a weighted sum of 
𝑀components of 𝑡-distributions, or a finite mixture model with a probability density functions 
(PDF) given by  
 𝑝(𝒙𝑛|𝜽, 𝑀) = ∑ 𝜋𝑚
𝑀
𝑚=1
𝒯(𝒙𝑛|𝝁𝑚, 𝚲𝑚, 𝑣𝑚), (17) 
where 𝜋𝑚 denotes the 𝑚
𝑡ℎ component weight, or the fraction of spike data belonging to 
component 𝑚. Hence 𝜋𝑚 is non-negative and it adds to one; 𝒯(𝒙𝑛|𝝁𝑚, 𝚲𝑚, 𝑣𝑚) is the pdf of the 
multivariate student’s 𝑡-distribution parameterized by mean 𝝁𝑚, precision (inverse covariance) 
matrix 𝚲𝑚 and the degree of parameter 𝑣𝑚 > 0, which controls the robustness of distribution, i.e. 
a small 𝑣𝑚 value provides a heavier tail comparing to a Gaussian distribution with the same mean 
𝝁𝑚 and precision 𝚲𝑚 and vice versa. Specially, if 𝑣𝑚 value approach infinity, the Gaussian 
distribution is recovered; if 𝑣𝑚 = 1, 𝒯(𝒙𝑛|𝝁𝑚, 𝚲𝑚, 𝑣𝑚) is equivalent to a Cauchy distribution. 𝜽 =
{𝜋𝑚 , 𝝁𝑚, 𝚲𝑚, 𝑣𝑚}𝑚=1
𝑀  represents a collection of model parameters given 𝑀. It is worth noting that 
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we assume all components have the same form of 𝑡-distribution but with different 
parameterization 𝜽𝑚 = {𝜋𝑚, 𝝁𝑚, 𝚲𝑚, 𝑣𝑚}. 
In clustering analysis, a 𝑡-mixture model is typically viewed as a latent variable model by 
introducing a set of discrete label variable 𝑍 = {𝒛𝑛}𝑛=1
𝑁  and continuous scaling variable 𝑈 =
{𝒖𝑛}𝑛=1
𝑁  to encode the hidden structures in the observed data. Specifically, the 𝑀-dimensional 
vector 𝒛𝑛 represents the membership between spike data point 𝒙𝑛 and a unique component in the 
mixture. Given that 𝑧𝑛𝑚 ∈ {0,1}, for every spike data sample 𝒙𝑛, only a single dimension in 𝒛𝑛 is 
one while the rest are zero. The scaling variable 𝒖𝑛 is also of dimensionality 𝑀 characterizing the 
weight of spike data point 𝒙𝑛 with respect to each component in the mixture. Although these two 
latent variables are hidden or unobservable, they are computed implicitly from observed data and 
hence it allows us to infer the hidden structure that best explains the observations. For a given 
mixture model complexity 𝑀, Equation (17) is rewritten as a latent variable model in terms of 
Multivariate Normal 𝒩 and Gamma 𝒢 distributions as follows: 
 𝑝(𝒙𝑛 , 𝒛𝑛, 𝒖𝑛|𝜽, 𝑀) = ∏ [𝜋𝑚𝒩(𝒙𝑛|𝝁𝑚, 𝑢𝑛𝑚𝚲𝑚)𝒢 (𝑢𝑛𝑚|
𝑣𝑚
2
,
𝑣𝑚
2
)]
𝑧𝑛𝑚
.
𝑀
𝑚=1
 (18) 
In a Bayesian framework, we aim for computing the evidence of the observed data, which 
is not intractable for the 𝑡-mixture model. Variational Bayesian is a computationally efficient 
technique that provides not only an analytical approximation to the posterior probability of model 
variables, but also a tractable lower bound for the log marginal likelihood (logarithm of evidence) 
when assuming that the observed model variables and latent variables are mutually independent. 
To be specific, by defining the complete set of the model variables as 𝜳 = {𝑍, 𝑈, 𝜽}, VB inference 
introduces a variational distribution 𝑞(𝜳|𝑀) to approximate the true posterior 𝑝(𝜳|𝑋, 𝑀) and a 
variational free energy 𝐹[𝑞(𝜳|𝑀)] to lower bound the log-evidence as follows: 
 37 
 
 
 
𝐹(𝜳; 𝑀) = ∫ 𝑞(𝜳|𝑀) ln
𝑝(𝜳|𝑋, 𝑀)
𝑞(𝜳|𝑀)
𝑑𝜳 
= ln 𝑝(𝑋) − KL[𝑞(𝜳|𝑀)||𝑝(𝜳|𝑋, 𝑀)], 
(19) 
where KL[𝑞(𝜳|𝑀)||𝑝(𝜳|𝑋, 𝑀)] is the Kullback-Leibler (KL) divergence measuring the similarity 
between the variational distribution 𝑞(𝜳|𝑀) and the true posterior 𝑝(𝜳|𝑋, 𝑀). Since 𝑝(𝑋) is fixed 
for a given data set, maximizing 𝐹(𝜳; 𝑀) is equivalent to minimizing KL divergence in Equation 
(19) and therefore 𝑞(𝜳|𝑀) approaches 𝑝(𝜳|𝑋, 𝑀). 
To derive a tractable and computational efficient VB inference for 𝑡-mixture model, we 
make the following assumptions in this study:  
• The factorization 𝑞(𝜳|𝑀) = 𝑞(𝑍, 𝑈|𝑀)𝑞(𝜽|𝑀) always holds for the variational distribution; 
• The prior on  𝝅 = {𝜋𝑚}𝑚=1
𝑀  and {𝝁𝑚, 𝚲𝑚}𝑚=1
𝑀  are chosen to be conjugate to the 
distributions as described in Equation (18) and no prior is imposed on {𝑣𝑚}𝑚=1
𝑀 , leading to 
the joint prior as: 
 𝑝(𝜽|𝑀) = 𝒟(𝝅|𝜿0) ∏ 𝒩𝒲(𝝁𝑚, 𝚲𝑚|𝜂0, 𝛾0, 𝐦0, 𝐒0)
𝑀
𝑚=1
, (20) 
where 𝒟 and 𝒩𝒲 represent Dirichlet and Normal-Wishart distributions characterized by hyper-
parameters 𝜿0 and 𝜂0, 𝛾0, 𝐦0, 𝐒0, respectively; 
• The variational distribution is chosen to have the same form as previously defined in 
Equation (20): 
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 𝑞(𝑍, 𝑈|𝑀) = ∏ ℳ(𝒛𝑛|?̅?𝑛) ∏ [𝒢(𝑢𝑛𝑚|𝛼𝑛𝑚, 𝛽𝑛𝑚)]
𝑧𝑛𝑚
𝑀
𝑚=1
𝑁
𝑛=1
, (21) 
 𝑞(𝜽|𝑀) = 𝒟(𝝅|𝜿𝑚) ∏ 𝒩𝒲(𝝁𝑚, 𝚲𝑚|𝜂𝑚, 𝛾𝑚, 𝐦𝑚, 𝐒𝑚)
𝑀
𝑚=1
, (22) 
where ℳand 𝒢 represent Multinomial and Gamma distributions with ?̅?𝑛 = {?̅?𝑛𝑚}𝑚=1
𝑀  and 𝛼𝑛𝑚, 𝛽𝑛𝑚 
being the hyper-parameters, respectively; 
• All observations or spike data 𝑋 are independent and identically distributed. 
3.4.2 RVBEM 
We propose to use a RVBEM procedure to iteratively eliminate clusters one by one. For a given 
model with 𝑀 mixture components, the RVBEM starts with the E-step, followed by the evaluation 
step before completing the M-step. The EM steps alternatively maximize the variational lower 
bound 𝐹(𝜳; 𝑀) with respect to the variational posteriors 𝑞(𝑈, 𝑍|𝑀) in Equation (21) and 𝑞(𝜽|𝑀) in 
Equation (22), respectively. As we continue iterating the RVBEM, the variational lower bound 
𝐹(𝜳; 𝑀) becomes tighter and tighter, and the parameterization of the variational posteriors are 
optimized to approximate the true posterior 𝑝(𝑈, 𝑍, 𝜽|𝑋, 𝑀). We perform RVBEM iteratively until 
the normalized improvement of the variational lower bound 𝐹(𝜳; 𝑀) between two consecutive 
iterations is below a threshold, or when 
|𝐹−𝐹∗|
𝑁
< 10−6. Below we outline the implementations of 
our RVBEM method. Some mathematical details of the RVBEM algorithm can be found in 
(Archambeau & Verleysen, 2007). 
During an E-step, the variational lower bound 𝐹(𝜳; 𝑀) is maximized with respect to 
𝑞(𝑍, 𝑈|𝑀) while keeping 𝑞(𝜽|𝑀) fixed. By using the Lagrange multiplier method with the 
constraint of ∑ ∫ 𝑞(𝑍, 𝑈|𝑀)𝑑𝑈
𝑈𝑍
= 1, we can find such 𝑞(𝑍, 𝑈|𝑀) ∝ exp(𝔼𝜽{ln 𝑝(𝑋, 𝑍, 𝑈|𝜽, 𝑀)}). 
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Taking expectations with respect to each parameter of 𝜽 and rearranging leads to the update 
roles for latent variables (Archambeau & Verleysen, 2007). Specifically, ?̅?𝑛𝑚 for the label 
variable 𝑧𝑛𝑚 and  {?̅?𝑛𝑚, ?̂?𝑛𝑚} for the scaling variable 𝑢𝑛𝑚 are updated respectively using the fixed 
hyper-parameters {𝜅𝑚, 𝜂𝑚, 𝛾𝑚, 𝒎𝑚, 𝐒𝑚} and 𝑣𝑚 as follows: 
 ?̅?𝑛𝑚 =
𝜌𝑛𝑚
∑ 𝜌𝑛𝑚′
𝑀
𝑚′=1
 (23) 
 ?̅?𝑛𝑚 =
𝛼𝑛𝑚
𝛽𝑛𝑚
, (24) 
 ?̂?𝑛𝑚 =  𝜓(𝛼𝑛𝑚) − ln 𝛽𝑛𝑚, (25) 
where 𝜓 denotes the digamma function of the form 𝜓(𝑥) =
Γ′(𝑥)
Γ(𝑥)
, and the auxiliary variables 𝛼𝑛𝑚, 
𝛽𝑛𝑚 and 𝜌𝑛𝑚 are defined elsewhere in Appendix B.4. Γ is the gamma function of the form Γ(x) =
∫ exp(−𝑡)𝑡𝑥−1𝑑𝑡
∞
0
. 
Next, the variational lower bound 𝐹(𝜳; 𝑀) is evaluated using the estimates by the 
previous E-step. Giving that ∑ ∫ 𝑞(𝑍, 𝑈|𝑀)𝑑𝑈
𝑈𝑍
= 1 and ∫ 𝑞(𝜽|𝑀)𝑑𝜽
𝜽
= 1, the variational lower 
bound given by Equation (19) can be rewritten as 
 
𝐹(𝜳; 𝑀) = (𝔼𝑍,𝑈,𝜽[ln 𝑝(𝑋|𝑍, 𝑈, 𝜽, 𝑀)] + 𝔼𝑍,𝑈,𝜽[ln 𝑝(𝑈|𝑍, 𝜽, 𝑀)]
+ 𝔼𝑍,𝜽[ln 𝑝(𝑍|𝜽, 𝑀)] − 𝔼𝑈,𝑍[ln 𝑞(𝑈|𝑍)] − 𝔼𝑍[ln 𝑞(𝑍)])
− (𝔼𝜽[ln 𝑞(𝜽)] − 𝔼𝜽[ln 𝑝(𝜽|𝑀)]). 
(26) 
Because the functional form of 𝑞(𝑈|𝑍) and 𝑞(𝑍) can be analytically derived and because 
other posterior terms are already given in the previous section, the variational lower bound can be 
computed from 
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 𝐹(𝜳; 𝑀) = ∑ ln ∑ 𝜌𝑛𝑚
𝑚𝑛
− Penalty[𝝅] − ∑ Penalty[𝝁𝑚, 𝜦𝑚]
𝑀
𝑚=1
. (27) 
The new variational lower bound expression takes the form of a penalized log-likelihood: 
𝜌𝑛𝑚 denotes how likely a data sample 𝒙𝑛 belongs to the 𝑚
𝑡ℎ component while the last two penalty 
terms correspond to the KL divergence between the variational prior and the true distribution, and 
they penalize complex models. The penalty terms are defined elsewhere in Appendix B.4. It is 
worth mentioning that 𝜌𝑛𝑚 and some variables in the penalty term are already computed and 
cached in the preceding E-step. Therefore, computation demand is low in our evaluation of the 
lower bound, whereas conventional approaches are costly because they compute the integrals in 
Equation (19) or the product of expectations in Equation (26) directly (Takekawa & Fukai, 2009). 
Importantly, the RVBEM algorithm iteratively updates the variational posteriors by making the 
bound as tight as possible. By construction, the bound cannot decrease (Archambeau & 
Verleysen, 2007). 
Besides the variational lower bound 𝐹(𝜳; 𝑀), the contribution of each component to the 
lower bound of a given model is also evaluated at this step. Recall that the prior of the mixture 
proportions is chosen to be jointly Dirichlet distribution 𝒟(𝝅|𝜿). Consider that its marginal 
distributions are beta distributions of the form ℬ(𝜋𝑚|𝜅𝑚 , ∑ 𝜅𝑚
𝑀
𝑚=1 − 𝜅𝑚), we may calculate the 
contribution to 𝐹(𝜳; 𝑀) for each component 𝑚 as follow 
 𝐹𝑚(𝜳; 𝑀) ≈ − ∑ ln(1 − ?̅?𝑛𝑚)
𝑁
𝑛=1
− Penalty[𝜋𝑚] − Penalty[𝝁𝑚, 𝜦𝑚]. (28) 
In the model selection step, a cluster to be eliminated is the one with the least 𝐹𝑚(𝜳; 𝑀) 
among all. Again, most of the variables in 𝐹𝑚 are cached results from previous steps and thus the 
computational cost for 𝐹𝑚 is also minimal. 
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In the M-step, conversely, we maximize the lower bound 𝐹(𝜳; 𝑀) with respect to 𝑞(𝜽|𝑀) 
while considering 𝑞(𝑍, 𝑈|𝑀) a fixed quantity. This leads to 𝑞(𝜽|𝑀) ∝
𝑝(𝛉|𝑀) exp(𝔼𝑈,𝑍{ln 𝑝(𝑋, 𝑍, 𝑈|𝜽, 𝑀)}) (Archambeau & Verleysen, 2007). Computing the expected 
complete log-likelihood exp(𝔼𝑈,𝑍{ln 𝑝(𝑋, 𝑍, 𝑈|𝜽, 𝑀)}) and reorganizing the terms for the 
distributions of component parameter {𝜋𝑚 , 𝝁𝑚, 𝜦𝑚} result in new estimates of the hyper-
parameters as functions of both the hyperparameters for the prior distributions and the 
expectations of (or functions of) latent variables. Since there is no prior imposed on 𝑣𝑚, it is 
updated by maximizing E𝑈,𝑍{ln ℒ𝑐(𝜽|𝑋, 𝑍, 𝑈, 𝑀)} directly. This leads to a problem of solving a 
nonlinear Equation for 𝑣𝑚. We found an effective and fast approximate solution to this problem 
and the mathematical details can be found in Appendix B.2. To summarize the M-step procedure, 
the hyper-parameters {𝜅𝑚, 𝜂𝑚, 𝛾𝑚, 𝒎𝑚, 𝑺𝑚} and 𝑣𝑚 are updated based on 1) the given model 
parameter 𝜽, 2) spike waveform feature 𝒙𝑛, and 3) the computed parameters {?̅?𝑛𝑚, ?̅?𝑛𝑚, ?̂?𝑛𝑚} from 
the previous E-step: 
 𝜅𝑚 = 𝜅0 + ?̅?𝑚, (29) 
 𝜂𝑚 = 𝜂0 + ?̅?𝑚, (30) 
 𝛾𝑚 = 𝛾0 + ?̅?𝑚 , (31) 
 𝒎𝑚 =
𝜂0𝒎0 + ∑ ?̅?𝑛𝑚?̅?𝑛𝑚
𝑁
𝑛=1 ?̅?𝑚
𝜂𝑚
, (32) 
 𝑺𝑚 = ?̅?𝑚 +
∑ ?̅?𝑛𝑚?̅?𝑛𝑚
𝑁
𝑛=1 𝜂0(?̅?𝑚 − 𝒎0)(?̅?𝑚 − 𝒎0)
𝑇
𝜂𝑚
+ 𝑺0, (33) 
 𝑣𝑚 =
𝑐2
𝑊(𝑐1 𝑒𝑥𝑝(?̅?𝑚 + 𝑐1 + 1)) − 𝑐1
, (34) 
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where the constants 𝑐1 ≈ −2.1963344, 𝑐2 ≈ −1.8355495; the Lambert W-function is defined as 
𝑥 = 𝑊(𝑥𝑒𝑥);  other auxiliary variables are defined in Appendix B.4. 
3.4.3 Model Selection 
We propose a DoME criterion to infer the number of clusters for Bayesian learning. As will be 
shown, a model selection procedure using the DoME criterion is robust to initialization, selection 
of prior hyper parameters and other potential uncertainties mentioned previously. Thus, the 
RVBHAM is able to run automatically without fine-tuning of any parameters by its human user to 
optimize sorting performance for different datasets. 
We define the first difference in the variational lower bound Δ𝐹(𝜳∗; 𝑀) as follows, 
 Δ𝐹(𝜳∗; 𝑀) = 𝐹(𝜳∗; 𝑀) − 𝐹(𝜳∗; 𝑀 + 1), (35) 
where 𝐹(𝜳∗; 𝑀) is defined in Equation (27) with best estimate 𝜳∗ for a given model complexity 𝑀.  
Let 𝑆(𝑀) denotes an averaged bound Δ𝐹(𝜳∗; 𝑀) over cluster number {𝑀, … , 𝑀0}, i.e. 
 𝑆(𝑀) =
1
𝑀0 − 𝑀
∑ |Δ𝐹(𝜳∗; 𝑚′)|
𝑀0−1
𝑚′=𝑀
. (36) 
The DoME criterion evaluates the importance of the eliminated 𝑚𝑡ℎ cluster to its mixture 
model by the following hypothesis test: 
𝐻0: 𝑚 is an unnecessary cluster, if |Δ𝐹(𝜳
∗; 𝑘)| < 𝜉𝑆(𝑀), and/or Δ𝐹(𝜳∗; 𝑘) < 0; 
𝐻1: 𝑚 is a necessary cluster, if |Δ𝐹(𝜳
∗; 𝑘)| > 𝜉𝑆(𝑀), and Δ𝐹(𝜳∗; 𝑘) > 0. 
 43 
 
Together with 𝑆(𝑀), the free parameter 𝜉 directly affects the threshold level for 
hypothesis testing. A large 𝜉 value tends to result in a large final cluster number 𝑀𝑓. 
 
3.5 Overlapping Spikes 
If two neurons register on the same recording site at similar timing, their spike waveforms will 
overlap and result in a superimposed waveform that is significantly different from typical single-
unit waveforms. Properly resolving these overlapping spikes is a challenging task. Based on 
RVBHAM, we show how this automated method can be used to mitigate the overlapping spike 
issue with help from additional tools of template matching and signal decomposition.  
First, after spike detection and before feature extraction, we remove overlapping spikes 
and leave just prototypical spikes by applying a temporal thresholding and inspecting the inter-
spike-interval (ISI) histogram of all spikes. Two spikes are considered overlapping if their ISI 
value is smaller than 1.5 ms. Second, the prototypical spikes are clustered into their constituent 
single units in low-dimensional feature space by the clustering procedure summarized in section 
3.4. Third, the averages of the waveforms in each resultant cluster are computed to form 
templates of the recorded single units. Forth, the putative single-unit spike waveforms are 
assigned to the template clusters by template matching. Toward this end, a simple similarity 
measure of correlation coefficient and Euclidean distance as in (Yuan et al., 2012) is used. For 
those multi-unit waveforms, we subtract its waveform by the template with the least similarity 
measure. Then we shift each template from -1.5 ms to +1.5 ms (0 ms the subtracted spike 
overlapped with the shifting template completely) point by point and measure the similarity 
between the decomposed waveform and each template. If, at any point, the similarity measure is 
above the template matching threshold, we consider that an overlapping spike instance and 
assign this spike event to the corresponding template cluster. If more than two templates are 
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registered on the same point, then the template with the highest similarity was selected as the 
best match, and the overlapping spike is assigned to it accordingly.  
 
3.6 Software Implementation 
The proposed RVBHAM sorter was implemented with a custom MATLAB. To achieve affordable 
runtime even on large size recording data, the code was optimized to support parallel computing 
and GPU computing by the Nvidia CUDA platform. We placed those computation heavy 
procedures such as computing the squared Mahalanobis distance (𝐷 × 𝐷 × 𝑀 × 𝑁) and updating 
the hyper-parameters 𝐦𝑚 (𝐷 × 𝑀 × 𝑁) to the GPU to gain time efficiency. Since we sort one 
recording channel at a time, the number of feature dimensions and number of clusters are 
typically small, but the number of spikes  can be large. The runtime is expected to scale well with 
the number of spikes. 
 
3.7 Results 
All simulations reported in this study were performed on a Windows 10 Enterprise 64-bit 
Operating System (Microsoft, Redmond, WA) platform, which was installed on a computer 
equipped with an Intel (R) Core (TM) i7-8700 CPU 3.70 GHz, 32.0 GB RAM, and a single Nvidia 
GeForce GTX 1080ti graphics card, using double-precision arithmetic. 
3.7.1 Data Sources 
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We evaluated the performance of the RVBHAM method and compared it with that of three other 
popular sorters using datasets from three popular sources.  All datasets used in this study are 
provided with ground truth. 
The simulated data included four datasets: Easy1, Easy2, Difficult1 and Difficult2 from 
the Wave_clus package (R Q Quiroga et al., 2004) and was downloaded from 
http://www2.le.ac.uk/departments/engineering/research/bioengineering/neuroengineering-
lab/spike-sorting. In each subset, the waveforms were constructed based on three extracellularly 
recorded real neurons in the neocortex and basal ganglia, and then superimposed with artificial 
background noise. As such, there were three clusters as truth and each cluster was about the 
same size. Besides, there were approximately 3,500 spikes in each subset, around 800 of which 
are overlapped. The subsets are different from each other in two ways: (1) Each of the four 
datasets contained multiple subsets with increasing level of noise, ranging from standard 
deviation of 0.05 to 0.4 times the peak spike amplitude; (2) The neurons in Easy1 were distinct in 
spike characteristics such as spike shape, amplitude and time duration while the ones in Easy2, 
Difficult1 and Difficult2 had very similar spike characteristics and thus difficult to differentiate.  
The tetrode data included two datasets: d12821.001 and d11222.001 from a publicly 
accessible neural database and was downloaded from http://crcns.org/datasets/hc/hc-1. Each 
subset contains both extracellular and intracellular raw data recorded simultaneously from rat 
hippocampal CA1 with tetrodes (Harris et al., 2000). The intracellular spikes were extracted by a 
similar amplitude threshold-crossing as discussed in previous section and used as truth. 
The silicon polytrodes data included two datasets: 2014_11_25_Pair_3_0 and 
2015_09_03_Pair_9_0 from an open source as described in (Neto et al., 2016) and can be 
downloaded from http://www.kampff-lab.org/validating-electrodes/. Each dataset contains multi-
unit extracellular recordings by either 32 or 128 dense silicon polytrodes and juxta-cellular 
recordings by a glass micro-pipette at the same location in the brain.  Both types of recordings 
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are performed in rat visual cortex and sampled at 30kHz. Similar to the tetrode data, the juxta-
cellular spikes were extracted and used as truth.  
3.7.2 Performance Comparison 
We compared RVBHAM with two other popular spike sorting packages: Offline Sorter and Klusta 
(Rossant et al., 2015). Here we provide brief description of the two comparison packages. 
Offine Sorter is one of the most widely used commercial spike sorting software package. 
It provides several threshold-crossing methods for spike detection and a variety of manual, semi-
automated or fully-automated techniques for spike clustering. Energy thresholding is a simple yet 
powerful detection method in Offine Sorter which utilizes energy of the signal waveform for 
threshold-crossing. Plexon’s 𝑡-distribution EM (pREM) is a major unsupervised clustering method 
in Offine Sorter and has been demonstrated to be the best automatic clustering method in the 
Offine Sorter package. When using the pREM, a user design parameter D.O.F. Mult. need to be 
scanned with a series of values. Then, with the help of several statistical measurements (J3, 
Pseudo-F, Davies-Bouldin and Dunn) provided in the Offine Sorter, users are able to compare 
performance by properly selecting a D.O.F. Mult.. As such, user intervention is needed during the 
choice of an appropriate threshold for detection and D.O.F. Mult. value for clustering. 
Klusta is a popular open-source spike sorting software package. It was designed for 
automatic spike sorting of large recording datasets with probes containing a few dozen channels. 
Its sorting pipeline involves two major steps called SpikeDeteck and KlustaKwik: the former is a 
double amplitude threshold-crossing approach for spike detection, and the latter is automatic 
cluster analysis based on a mixture of Gaussians. Since Klustakwik may overestimate the 
number of clusters, Klusta typically requires manual curation as an additional step to verify all 
potential cluster merges and adjust cluster assignments.  
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In obtaining all the reported results, the parameters in RVBHAM were set to the following 
default values 𝜉 = 10, 𝛾0 = 10, 𝜂0 = 10, 𝑣0 = 15, 𝜅0 = 1 throughout without any tweaking to 
optimize performance for different datasets. For the Offline Sorter, we used the energy of the 
signal and threshold of -15% for detection. We scanned the D.O.F. Mult. of pREM from 2 to 50 
with step size of 2 and picked the clustering outcome as one that won majority vote. For Klusta 
(download from https://github.com/kwikteam/klustakwik2/), we used a weak threshold standard 
deviation factor of 2 and a strong threshold standard deviation factor of 4.5, and other parameters 
are set as default.  
3.7.3 Results based on Artificial Data 
We first benchmark spike clustering performance of the RVBHAM against pREM in Offline Sorter 
and Klustakwik in Klusta based on the artificial data. Only true spike waveforms were used for 
clustering. Figure 7 summarizes clustering results by pREM, KlustaKwik and RVBHAM. It can be 
seen that our RVBHAM method out-performed pREM and KlustaKwik in resolving single-unit and 
overlapping spike waveforms for this dataset at various noise level and between-cluster similarity. 
Specifically, the RVBHAM method was more capable of correctly determining the number of 
clusters than the comparisons.  The pREM and KlustaKiwk either underestimated or 
overestimated the number of clusters when noise level increased or when clusters became close 
to each other. Even in the worst case, the RVBHAM method still achieved a slightly higher 
accuracy (72.4% overall, 68.9% overlapping) than pREM (62.3% overall, 59.9% overlapping) and 
KlustaKwik (34.5% overall, 33.7% overlapping). Besides, although wavelet features improved 
clustering performance for all methods, RVBHAM performance improved significantly. On 
average, the RVBHAM method identified the highest percentage of spikes (> 96.4% 
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overall, >95% overlapping) when comparing to pREM (> 81.8% overall, >79.4% overlapping) and 
KlustaKwik (> 74.9% overall, >64.3% overlapping). 
 
3.7.4 Results based on Tetrodes Data 
Figure 8 summarizes sorting results of two tetrode datasets by the three different sorters under 
comparison.  The RVBHAM method was more capable of correctly identifying extracellular spikes 
than Offline Sorter and Klusta based on the truth provided by simultaneously and intracellularly 
recorded data. Specially, as shown in Figure 8B, clusters by RVBHAM method have larger 
amplitude and fewer outliers than the comparisons. Besides, as shown in Figure 8C, clusters by 
RVBHAM method have comparable or slightly less type I and II errors than KlustaKwik. Results 
by Offline Sorter have the highest error rates among all sorters under comparison since Offline 
Sorter over-penalized the number of clusters. 
3.7.5 Results based on Polytrodes Data 
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Figure 7. Clustering performance of KlustaKwik, pREM, and RVBHAM on 
artificial data. 
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We used two juxtacellular/polytrodes datasets as described above to test sorter 
performance under high channel count condition. Figure 9A and Figure 10A are sorting results for 
the 32-channel probe and the 128-channel probe, respectively. For each dataset, neurons 
detected simultaneously on multiple adjacent silicon probes was recorded intracellularly by a 
glass micro-pipette, as shown in Figure 9B and Figure 10B. For the 32-channel polytrodes 
dataset, RVBHAM successfully identified spikes originating from the same neuron. Specifically, 
the characteristics of clusters as shown in Figure 9C by RVBHAM is similar to the observations 
from the truth; As shown in Figure 9D, RVBHAM resulted in lowest type I and type II errors 
among the comparisons in most of the clusters. For the 128-channel polytrodes dataset, 
RVBHAM appears to be at least comparable to Offline Sorter and Klusta as shown in Figure 10C 
and Figure 10D. 
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Figure 8. Comparison of sorting performance based on simultaneous 
intracellular/tetrode recordings. (A) Whitened and filtered raw data. The ground 
truth spikes are marked in blue. (B) Clusters identified by three different spike 
sorters. Only the cluster that was identified as corresponding to the intracellularly 
record cell was plotted. The spike waveforms mean and standard deviation from 
the mean are plotted in gray, black solid and black dashed curves.  (C) Error ratios 
of spike sorting results. Empty and filled bars represent the ratios of false positive 
and false negative to the total spike number, respectively. Blue, gray and green 
bars represent results by Offline Sorter, Klusta and our method, respectively. 
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Figure 9. Comparison of sorting performance based on simultaneous 
juxtacellular/32-channel polytrodes recordings. (A) Layout of the 32-channel 
silicon-based polytrodes (B) Whitened and filtered raw data. The ground truth 
juxtacellular/extracellular spikes are marked in blue/red. (C) Clusters identified 
by three different spike sorters. Only the mean of cluster that was identified as 
corresponding to the intracellularly record cell was plotted. Color from black to 
gray represents increasing peak amplitude of mean.  (D) Type I and II errors 
of spike sorting results. Each dot represents error rates of a sorted channel. 
Only the top 20 channels by peak amplitude are scattered. 
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Figure 10. Comparison of sorting performance based on 
simultaneous juxtacellular/128-channel polytrodes recordings. (A) Layout of 
the 128-channel silicon-based polytrodes (B) Whitened and filtered raw data. 
The ground truth juxtacellular/extracellular spikes are marked in blue/red. (C) 
Clusters identified by three different spike sorters. Only the mean of cluster 
that was identified as corresponding to the intracellularly record cell was 
plotted. Color from black to gray represents increasing peak amplitude of 
mean.  (D) Type I and II errors of spike sorting results. Each dot represents 
error rates of a sorted channel. Only the top 24 channels by peak amplitude 
are scattered. 
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3.7.6 Computational Efficiency 
We benchmarked computation time for all three compared sorting methods.  The 10 min long, 
128-channel polytrodes dataset used in Figure 10 was used for this purpose. The total runtime for 
RVBHAM sorter was 243 s, 2761 s for Offline Sorter and 805 s for Klusta. All comparisons were 
performed on the same PC with a GPU and 7 threads. 
 
Since the RVBEM contributes the most computation time for spike sorting, we further 
assessed how computation time for each RVBEM iteration scales with the number of clusters, 
spike waveforms and maximum computational threads. Figure 11 shows the respective runtime 
results under different conditions. As expected, the CPU runtime roughly scaled linearly with the 
number of spikes 𝑁 and the number of clusters 𝑀. The GPU shows similar runtime trends and 
significantly speed-up the sorting process, but data with small 𝑁 did not benefit much from using 
a GPU as the start-up overhead of CUDA out-weight any potential gain from using a GPU. We 
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Figure 11. Analysis of RVBEM computational runtime. If it is not specified, the simulation 
is performed with M=10, N=100,000, D=3 with ten maximum computational CPU threads. We 
varied the number of clusters, spikes and maximum computational threads on simulations with 
only CPU (blue solid line with star markers) and with both CPU and GPU (red dashed line with 
square markers). 
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also noticed that, even though large numbers of computational threads may imply short 
processing time, the improvement is seen minimal when using 8 or more threads for the datasets 
we evaluated. In our implementation, action potentials from each channel were clustered 
independently, and this may be performed in parallel such that the computation time of spike 
sorting only scales linearly with the number of electrodes and can be divided by the number of 
computing cores and number of works notes available in the computing network. Taken together, 
our spike sorting approach can be much faster than two other sorters under comparison. 
 
3.8 Conclusion 
Current technological advances are enabling simultaneous recordings of up to several thousands 
of neurons. Automatic spike sorting is thus critical to decipher huge datasets generated from 
neuroscience labs around the world. In this chapter, we propose a novel and fully automated 
approach to sorting extracellular recordings from dense electrode arrays of varied types, sizes 
and geometries in multiple brain regions, with accuracies comparable to or exceeding existing 
popular commercial and open-source methods, and computational times much shorter than 
popular comparison algorithm based on office-level hardware. Besides, the proposed method is a 
fully functional and modularized open-source software package providing high performance spike 
sorting to a variety of existing data conventions. Thus, it is relatively easy and straightforward to 
implement and incorporate our sorter into a laboratory’s data processing pipeline.   
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CHAPTER 4 AUTOMATIC SORTING OF NEURAL ACTION POTENTIALS – A NEW AND 
IMPROVED M-SORTER 
The third contribution of this dissertation is about a new unsupervised neural spike sorting 
procedure which is referred as M-Sorter2. The M-Sorter2 utilizes modified MCWC in (Yuan et al., 
2012) for spike detection and offers several options for feature extraction, as well as the new 
REMHAM and RVBHAM clustering algorithms for spike clustering. Our evaluation results using 
both simulated and real single-channel and tetrode recordings showed that the REMHAM and 
RVBHAM not only automated the spike clustering process, but also greatly reduce the 
dependence of overall sorting performance on two key parameters in MCWC detection. It will be 
shown that our new M-Sorter2 is easy to use, robust to noise, well-performed and 
computationally efficient. 
The M-Sorter2 consists of three major components: the improved MCWC algorithm, 
feature extraction and REMHAM/RVBHAM clustering. A potential spike waveform (𝒚′) is first 
detected by the improved MCWC from raw neural waveform 𝑦(𝑡). Then an appropriate feature 
extraction method is applied to reduce the dimension of the potential spike waveform. The low 
dimensional spike features 𝒚 are submitted to REMHAM/RVBHAM for the automatic clustering. In 
the following, we discuss the implementation details of each component. 
 
4.1 Preprocessing 
Digitized extracellular signals, were first bandpass filtered between 300 Hz and 3 kHz using 3rd 
order butter-worth filter to remove any low and high frequency fluctuation due to local field 
potential and noise. We then perform common average referencing by subtracting the median for 
every channel to diminish the interference of the artifacts. Finally, we apply a nonparametric 
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standard whitening approach to suppress correlated noise across channels by multiplying the 
waveforms with the square root of the inverse of the covariance matrix (Marre et al., 2012). Note 
that the whitening step is especially effective for signals recorded from silicon probes with multiple 
recording sites on a single shank since the correlated noise is mostly due to small signals of 
distant neurons spreading over the surface of the shank. 
 
4.2 Detection with Improved MCWC 
The MCWC algorithm is a high performance neural spike detection algorithm first proposed in (C. 
Yang et al., 2011) and used in M-Sorter (Yuan et al., 2012). As demonstrated, MCWC is robust  
with high detection accuracy and low false alarm rate, as well as a small number of free 
parameters. 
Let 𝑦(𝑡) ∈ 𝐿2(ℝ) be a neural spike waveform, and 𝜓(𝑡) ∈ 𝐿2(ℝ) be a wavelet function with 
finite energy. Specifically, the wavelet function 𝜓(𝑡) herein MCWC is selected to be the 5𝑡ℎ order 
'coiflet' for neural spike detection, as reported in (E Hulata et al., 2000; Eyal Hulata et al., 2002; 
Kim & Kim, 2003). A dictionary of wavelets can be obtained by scale dilating and time shifting the 
wavelet function 𝜓(𝑡) as follows 
 𝜓(𝑡)𝑎,𝑏 =
1
√𝑎
𝜓 (
𝑡 − 𝑏
𝑎
), (37) 
where 𝑎 and 𝑏 are the respective scaling and time translation parameters. The scaling factor 𝑎 is 
applied within the common range of duration of action potentials between 0.5 ms to 1.5 ms as in 
(Benitez & Nenadic, 2008) and (Nenadic & Burdick, 2005), i.e., 
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 {𝑎𝑖} = {0.5,0.6, … ,1.5}  (𝑖 = 1, … ,16). (38) 
The time translation factor 𝑏 should be selected as the discrete times in the observation 
window 𝐽, i.e.,   
 {𝑏𝑗} = {0,1, … , 𝑁𝐽 − 1}  (𝑗 = 1, … , 𝑁𝐽), (39) 
where 𝑁𝐽 is the number of samples in the observation window 𝐽. 
The continuous wavelet transforms of neural signal 𝑦(𝑡) is implemented by integration 
within a finite time window with the length of 𝐽, which is given by 
 𝑇𝑦(𝑎, 𝑏) = ∫ 𝑦(𝑡)𝜓(𝑡)𝑎,𝑏𝑑𝑡.
𝐽
 (40) 
As shown in Equation (40), the wavelet transform 𝑇𝑦(𝑎, 𝑏) is a measure of resemblance 
between neural signal 𝑦(𝑡) and wavelet 𝜓(𝑡)𝑎,𝑏. It has been found that real neural spike 
waveforms strongly resemble a spike-like wavelet 𝜓(𝑡)𝑎,𝑏 with properly chosen scale 𝑎, 
translation 𝑏 and wavelet function 𝜓(𝑡), resulting in high wavelet transform coefficient. On the 
contrary, the waveforms of background noise usually fluctuate around zero, and yet do not 
resemble the spike-like wavelets. The wavelet coefficients value of noise is expected to be small 
or close to zero. Additionally, the correlation of wavelet coefficients at multiple scales may provide 
an improved separation of background noise and neural signal. Motivated by this consideration, 
MCWC detect neural spikes by distinguishing the correlation of wavelet coefficients of neural 
spike waveforms from background noise (C. Yang et al., 2011).  
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Let 𝑆 be the number of sampling scales. Each sampling scale is one possible 𝑎𝑖 from 
Equation (38). Let 𝑟𝑆(𝑎𝑖 , 𝑏𝑗) be the correlation of wavelet coefficients defined in Equation (40) 
among 𝑆 sampling scales, and it is given by 
 𝑟𝑆(𝑎𝑖 , 𝑏𝑗) = ∏ 𝑇𝑦(𝑎𝑖+𝑘 , 𝑏𝑗)
𝑆−1
𝑘=0
. (41) 
To make the correlation of wavelet coefficient 𝑟𝑆(𝑎𝑖 , 𝑏𝑗) cross 𝑆 scales numerically 
comparable with the wavelet coefficient 𝑇𝑦(𝑎𝑖 , 𝑏𝑗) at single scale, the former should be normalized 
based on their power, which are given by, respectively,  
 𝑃𝑟𝑆(𝑎𝑖) = ∑ 𝑟𝑆(𝑎𝑖 , 𝑏𝑗)
2
𝑗∈𝐽
, (42) 
 𝑃𝑇𝑦(𝑎𝑖) = ∑ 𝑇𝑦(𝑎𝑖 , 𝑏𝑗)
2
𝑗∈𝐽
. (43) 
The power normalized correlation of wavelet coefficient 𝑟𝑆
′(𝑎𝑖 , 𝑏𝑗)
2
 can be defined as  
 𝑟𝑆
′(𝑎𝑖 , 𝑏𝑗) = 𝑟𝑆(𝑎𝑖 , 𝑏𝑗) × √
𝑃𝑇𝑦(𝑎𝑖)
𝑃𝑟𝑆(𝑎𝑖)
. (44) 
The original MCWC in (C. Yang et al., 2011) introduced a binary hypothesis test to 
declare the existence of an action potential in 𝑦(𝑡) by comparing the power normalized correlation 
of wavelet coefficient 𝑟𝑆(𝑎𝑖 , 𝑏𝑗) with the wavelet coefficient 𝑇𝑦(𝑎𝑖 , 𝑏𝑗).  A neural spike is claimed if 
𝑇𝑦(𝑎𝑖 , 𝑏𝑗) is below the threshold value 𝑟𝑆
′(𝑎𝑖 , 𝑏𝑗). As discussed in (C. Yang et al., 2011), the 
detection procedure used in the original MCWC was actually an adaptive thresholding method. 
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The threshold level changes automatically according to the SNR of the neural recording and one 
free parameter 𝑆. A high 𝑆 value is usually preferred in a data where the SNR is low since higher 
𝑆 value results in better separation of neural spikes from noise. 
The revised MCWC in (Yuan et al., 2012) applied another simple threshold 𝜏 to the 
neural waveform 𝑦(𝑡) in the original MCWC hypothesis test, together with a modified spike 
instance selection method, to provide improved spike detection performance. Unlike spike 
detection algorithms based on magnitude thresholding, the choices of 𝜏 is not critical to the 
revised MCWC. The introduction of threshold 𝜏 benefits spike detection by removing waveforms 
with small magnitude, resulting in increasd robustness. 
Let [𝑡0, 𝑡1] ∈ 𝐽 be a small sub-interval around 𝑏𝑗. The hypothesis test for the revised 
MCWC (Yuan et al., 2012) is: 
𝐻0: 𝑦(𝑡) contains no spike in the window of width 𝐽, if  
 |𝑟𝑆
′(𝑎𝑖 , 𝑏𝑗)| ≤ |𝑇(𝑎𝑖 , 𝑏𝑗)|, and/or | max
𝑏𝑗∈[𝑡0,𝑡1]
𝑦(𝑏𝑗)| < 𝜏. (45) 
𝐻1: 𝑦(𝑡) contains a spike at 𝑏𝑗 in the window of width 𝐽, if  
 |𝑟𝑆
′(𝑎𝑖 , 𝑏𝑗)| > |𝑇(𝑎𝑖 , 𝑏𝑗)|, and | max
𝑏𝑗∈[𝑡0,𝑡1]
𝑦(𝑏𝑗)| ≥ 𝜏 (46) 
And the corresponding spike instance 𝑡𝑑 is given by 
 𝑡𝑑 = arg max𝑏𝑗∈[𝑡0,𝑡1]
|𝑦(𝑏𝑗)|. (47) 
In M-Sorter2, the threshold 𝜏 is automatically set as 
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 𝜏 = 3𝜎𝑛,   𝜎𝑛 = 𝑚𝑒𝑑𝑖𝑎𝑛 {
|𝑦(𝑡)|
0.6745
}, (48) 
where 𝜎𝑛 is an estimate of the standard deviation of the background noise (R Q Quiroga et al., 
2004). 
 
4.3 Automatic Clustering with REMHAM and RVBHAM 
The REMHAM and RVBHAM are high performance and automatic spike clustering methods 
introduced in CHAPTER 2 and CHAPTER 3, respectively. As demonstrated, they are 
characterized by high clustering accuracy, robustness to neural signal degradation, computational 
efficient and little to none user intervention. The flow chat of the spike clustering by REMHAM and 
RVBHAM is shown in Figure 12. As can be seen, both REMHAM and RVBHAM are iterative 
method that contains four major steps: pre-clustering for model initialization, hierarchical 
agglomeration for model search, DoME criterion for model selection and template matching for 
clustering of overlapping spikes.  
The prototypical spike features are partitioned into a sufficient large number of clusters greater 
than the truth using a simple clustering algorithm, such as Fuzzy C-means or k-means. The 
resulting partition of data is used to compute the initial parameterization of the 𝑡-mixture model for 
the REM/RVBEM algorithm. As the REM/RVBEM iterates, clusters with weights approaching zero 
are eliminated through competition. This procedure proceeds until convergence or when it 
reduces the number of clusters down to 𝑀0. The resultant model is used as the initial model for 
model selection.  
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Then selection of the best model is solved around a hierarchical agglomerative procedure, which 
calculates REM/RVBEM until convergence and eliminates a selective cluster iteratively. The 
importance of the eliminated cluster is evaluated by the DoME criterion at each iteration. This 
process repeats until the DoME criterion identifies a necessary cluster been eliminated. The 
importance of the remaining clusters by the current model is also checked by the DoME criterion. 
If the current model consists of only necessary clusters, it is selected as the final optimal model, 
otherwise the hierarchical agglomerative procedure continues.  
We resolve overlapping spike waveforms as following: first, after spike detection and before 
feature extraction, we remove overlapping spikes and leave just prototypical spikes by applying a 
temporal thresholding. Specifically, the inter-spike-interval histogram of all spikes are inspected. 
Two spikes are overlapped if their ISI value is smaller than 1.5 ms. Second, the prototypical 
spikes are clustered into their constituent single units in low-dimensional feature space. Third, we 
compute the average of the waveforms in each resultant cluster. These average waveforms are 
referred to as template of single-unit. Forth, we assign single-unit spike waveforms to the all the 
template clusters by template matching. We employ a simple similarity measure by correlation 
coefficient and Euclidean distance for template matching as in (Yuan et al., 2012). The spikes 
that were cut off by the template matching threshold were typical of multi-unit activities, so they 
were resolved subsequently. Last, for each spike in the multi-unit group, we subtract its waveform 
by the template with the least similarity measure. Then we shift each template from -1.5 ms to 
+1.5 ms (0 ms the subtracted spike overlapped with the shifting template completely) point by 
point and measure the similarity between the decomposed waveform and each template. If, at 
any time instance, the similarity measure is above the template matching threshold, we consider 
it an overlapping spike and assign this spike event to the corresponding template cluster. If more 
than two templates are registered on the same time instance, then the template with the highest 
similarity was selected as the best match, and the overlapping spike is assigned to it accordingly. 
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In M-Sorter2 we also integrated the ‘masked EM’ algorithm (Kadir, Goodman, & Harris, 
2014) into REMHAM to solve the problem of clustering high-dimensional cluster and overlapping 
spikes. The algorithm proceeds in two stages. In the first stage, a ‘masked vector’ 𝐦𝑛 is 
computed for each data point via a heuristic algorithm, encoding a weighting of each feature for 
every data point. Each feature of 𝐦𝑛 has a value between 0 and 1: 1) a value of 1 indicates that 
the corresponding feature is to be used in clustering, or unmasked; 2) a value of 0 indicating this 
feature is to be ignored, or masked; 3) and intermediate values corresponding to partial 
weighting. Masked features are ignored by replacing them with a virtual ensemble of data points 
REM / RVBEM
Clusters purged competitively 
REM / RVBEM
Initialization with M0 clusters
Pre-clustering
Cluster eliminated
Hierarchical 
Agglomeration
M   M0
M-1
Difference of Model Evidence (DoME) criterion 
Final spike-unit assignments
Template Matching
Mf
Model 
selection
Model evidence F
converge?
F*(Ψ, M)
Assignment of 
overlapping spikes
Figure 12. Schematic of the REHAM/RVBHAM clustering 
procedure. 
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generated from a Gaussian distribution. Implementation details of the ‘masked EM’ algorithm can 
be found in (Kadir et al., 2014). 
4.4 Results 
4.4.1 Test Data Description 
The M-Sorter2 was evaluated and compared with popular sorters using two types of data: 
simulated data and human labelled real neural data. Specifics of each data group are described 
below. 
The simulated data contains four datasets: easy1, easy2, difficult1 and difficult2, all of 
which were from the Wave_clus package (R Q Quiroga et al., 2004) (available at 
http://www/vis.caltech/edu/\~rodri/Wave\_clus/Simulator.zip). There were multiple subsets in each 
of the four datasets. The waveforms in each of the subset were 60 s long with the sampling rate 
of 24 kHz and were constructed based on three real neural clusters recorded from the neocortex 
and basal ganglia, then superimposed with background noise. The amplitudes of spike 
waveforms in each subset were normalized to 1. There were approximately 3,400 spike 
waveforms in each of the four datasets, in which around 700 spike waveforms were totally or 
partially overlapped with other spikes. There were three clusters as truth, and each cluster was 
about the same size with firing rate around 20 Hz. Each of the four datasets contained multiple 
subsets with different noise levels. Note that the noise level was determined by one standard 
deviation associated with the normalized amplitude of the spike waveforms. Dataset easy1 had 8 
subsets easy1-n05,...,easy1-n4 with noise levels at 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35 and 0.4. 
Datasets easy2, difficult1 and difficult2 each included four subsets with respective noise level at 
0.05, 0.1, 0.15 and 0.2. The clusters in easy1 were distinct in spike features such as spike shape, 
amplitude and time duration. The clusters in easy2, difficult1 and difficult2 had very similar spike 
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features and thus difficult to differentiate. Nonetheless, the clusters were still different in shape 
and time duration. 
The human labelled real neural data consisted of two datasets: H1 and H2, both of which 
are extracellular recordings of rat's motor cortices. The recordings were obtained when rats freely 
moved about in a skinner box. The electrophysiological waveforms were collected using TDT 
RX5 Pentusa Base Station (TDT, Inc) and sampled at 24.414 kHz. Each of the datasets was 60 s 
long with truth manually verified and labelled by three experts. These two datasets were collected 
from four two recording days of the same channel. 
Performance was assessed with the detection accuracy 𝐷𝑎𝑐 and detection error 𝐷𝑒𝑟  as 
the detection performance measures, total sorting accuracy 𝑇𝑎𝑐 and total sorting error 𝑇𝑒𝑟 as the 
first measure of the overall sorting performance, as well as a sorting confusing matrix (SCM) for a 
comprehensive comparison of a spike sorting system under comparison. 
Specifically, the detection accuracy 𝐷𝑎𝑐 and detection error 𝐷𝑒𝑟  are defined as 
 𝐷𝑎𝑐 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
× 100, (49) 
 𝐷𝑒𝑟 =
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑁
× 100, (50) 
where 𝑇𝑃, 𝐹𝑃, 𝐹𝑁 are the number of true positives, false positives and false negatives, 
respectively. A spike is a true positive only when it is within an interval of ±0.5 ms around the 
truth. A spike is a false positive when no corresponding truth exists. A false negative occurs when 
the sorter misses the spike in truth. 
The sorting confusion matrix can be arranged as  
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where 𝑇0 refers to noise or not actual neural spike in truth, and {𝑇𝑚}𝑚=1
𝑀  are 𝑀 true neural 
clusters; 𝐶0 corresponds to all miss-detected spikes, or false positives, {𝐶𝑚}𝑚=1
𝑀  reflect 𝑀 
observed clusters and 𝐶𝑀+1 refers to a gathering of the rest clusters if the number of identified 
clusters by sorting system is larger than 𝑀. Here true positives, false positives and false 
negatives have the same meaning as defined in Equation (49) and Equation (50) except that they 
are affiliated with corresponding clusters. For example, 𝑇𝑃𝑖,𝑖 is the number of correctly detected 
and labelled spikes in cluster 𝑖, 𝐹𝑃𝑖,𝑗 is the number of spikes from true neuron 𝑖 in the observed 
cluster 𝑗 and 𝐹𝑁𝑖 is the number of miss-detected spikes from true neuron 𝑖.  
Correspondingly, the total sorting accuracy 𝑇𝑎𝑐 and total sorting error 𝑇𝑒𝑟 can then be 
calculated as 
 𝑇𝑎𝑐 =
∑ 𝑇𝑃𝑖,𝑖
𝑀
𝑖=1
∑ 𝑇𝑃𝑖,𝑖
𝑀
𝑖=1 + ∑ 𝐹𝑃𝑖,𝑗
𝑀
𝑖,𝑗=1,𝑖≠𝑗
× 100, (51) 
 𝑇𝑒𝑟 =
∑ 𝐹𝑃𝑖,𝑗
𝑀
𝑖,𝑗=1,𝑖≠𝑗 + ∑ 𝐹𝑁𝑖
𝑀
𝑖=1
∑ 𝑇𝑃𝑖,𝑖
𝑀
𝑖=1 + ∑ 𝐹𝑃𝑖,𝑗
𝑀
𝑖,𝑗=1,𝑖≠𝑗
× 100. (52) 
4.4.2 Sorters Used for Comparison 
In this chapter, the proposed M-Sorter2 is compared with M-Sorter (Yuan et al., 2012) and three 
other popular spike sorting system: Plexon's Offline Sorter, Klusta (Rossant, Kadir, Goodman, 
  𝐶1 𝐶2 … 𝐶𝑀 𝐶𝑀+1 𝐶0   
𝑇1  𝑇𝑃1,1 𝐹𝑃1,2 … 𝐹𝑃1,𝑀 𝐹𝑃1,𝑀+1 𝐹𝑁1   
, 
𝑇2  𝐹𝑃2,1 𝑇𝑃2,2 … 𝐹𝑃2,𝑀 𝐹𝑃2,𝑀+1 𝐹𝑁2  
⋮  ⋮ ⋮ ⋱ ⋮ ⋮ ⋮  
𝑇𝑀  𝐹𝑃𝑀,1 𝐹𝑃𝑀,2 … 𝐹𝑃𝑀,𝑀 𝐹𝑃𝑀,𝑀+1 𝐹𝑁𝑀  
𝑇0  𝐹𝑃0,1 𝐹𝑃0,2 … 𝐹𝑃0,𝑀 𝐹𝑃0,𝑀+1 𝑁/𝐴  
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Schulman, Hunter, Saleem, Grosmark, Belluscio, Denfield, Ecker, Tolias, et al., 2016) and 
Wave_clus (R Q Quiroga et al., 2004). 
Offline Sorter is a widely used and trusted spike sorting software package that provides 
several threshold-crossing methods for spike detection and a variety of manual, semi-automated 
or fully-automated techniques for spike clustering. Energy thresholding (ET) is a simple yet 
powerful detection method in Offline Sorter which utilizes energy of the signal waveform for 
threshold-crossing. T-Distribution EM is a major unsupervised clustering method in Offline Sorter 
and has been demonstrated to be the best automatic clustering method in the Offline Sorter 
package. When using the T-Distribution EM, a user design parameter D.O.F. Mult. need to be 
scanned with a series of values. Then, with the help of several statistical measurements (J3, 
Pseudo-F, Davies-Bouldin and Dunn) provided in the Offline Sorter, users can compare 
performance by properly selecting a D.O.F. Mult. As such, user intervention is needed during the 
choice of an appropriate threshold for detection and D.O.F. Mult. value for clustering. 
Klusta is one of the most popular open-source spike sorting software packages. It was 
designed for automatic spike sorting and can scale up to recordings made with probes containing 
a few dozen channels. It’s sorting pipeline involves two major steps called SpikeDeteck and 
KlustaKwik: the former is a double amplitude threshold-crossing approach for spike detection, 
and the latter is automatic cluster analysis and it fits the data as a mixture of Gaussians, but with 
each feature vector replaced by a virtual ensemble in which features with masks near zero are 
replaced by a noise distribution. Since Klustakwik may overestimate the number of clusters, 
Klusta typically requires manual curation as an additional step, which manually verifying all 
potential cluster merges and adjusting of cluster assignments. 
Wave_clus combines a simple automatic amplitude thresholding, wavelet-based feature 
extraction and SPC clustering. Although the amplitude thresholding is based on an improved 
estimation of the background noise, several supplemental thresholds are still needed to be 
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manually tuned in real implementation for a robust detection. The feature extraction method used 
in Wave_clus first decomposes the spike waveforms into multiple wavelets with different scales 
and time translations. Then a few coefficients that provide best cluster separation are selected by 
the Kolmogorov-Smirnov (KS) test as the most important feature basis for spike clustering using 
SPC. The annealing temperature is a free parameter that greatly impacts the clustering 
performance of the SPC. Although Wave_clus has attempted to provide an appropriate value for 
the annealing temperature in an automatic way, manual selection of this parameter is usually 
needed for strong sorting results. Therefore, the supplemental thresholds and annealing 
temperature in Wave_clus need to be tuned by the user for an optimal sorting performance.  
The M-Sorter requires a few design parameters that can affect sorting performance. 
Scale 𝑆 and threshold 𝜏 are the same parameters as used in M-Sorter2 for spike detection. A 
large cluster number 𝑘 is preferred to generate enough templates if no prior information is 
available. Correlation 𝜌0 and distance 𝑑0 are two user-assigned parameters employed in template 
matching. For the implementation of M-Sorter in this chapter, both of them are set as the 
recommended value, i.e., 𝜌0 = 0.75 and √𝑑0 less than 10% of the spike magnitude (Yuan et al., 
2012). Besides parameter selections, user supervision is required in M-Sorter to aggregate 
similar clusters for optimal clustering after template matching step.  
The results by M-Sorter2, M-Sorter and Wave_clus reported in this chapter were all 
obtained by implementation in MATLAB 2017b (Mathworks, Natick, MA). All simulations reported 
in this study were performed on a Windows 10 Enterprise 64-bit Operating System (Microsoft, 
Redmond, WA) platform, which was installed on a computer equipped with an Intel (R) Core (TM) 
i7-8700 CPU 3.70 GHz, 32.0 GB RAM, and a single Nvidia GeForce GTX 1080ti graphics card, 
using double-precision arithmetic. To achieve an affordable runtime even on large size recording 
data, the M-Sorter2 software package is optimized for a good support of parallel computations 
and GPU computing by the Nvidia CUDA platform.  
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4.4.3 Impact of Free Parameters on M-Sorter2 Detection Performance 
In this section, we provide evaluations of the key parameters in the M-Sorter2 and their impacts 
on M-Sorter2 detection performance. As we discussed in section 4.2, the performance of M-
Sorter2 is mainly affected by two parameters: 𝑆 and 𝜏 in MCWC for neural spike detection, refer 
to Equation (41), (45), (46) and (48), respectively. These two design parameters 𝑆 and 𝜏 serve as 
two cooperative thresholds in MCWC: adaptive threshold 𝑆 first is used to search through all 
spike-like candidates, then waveform threshold 𝜏 is applied to excludes those with low amplitude. 
In other word, 𝑆 supervises the quality of the resulting spikes and 𝜏 reflects the floor noise level of 
the neural recordings. Next, we will show in details how 𝑆 and 𝜏 can be easily selected by the 
user according to our three test-based observations: 1) the threshold 𝜏, unlike in most threshold-
based methods, is not crucial, and an appropriate value crossing out most of the background 
noise will suffice for a good detection performance by MCWC. 2) A low 𝑆 value is preferred when 
noise level is low, and spikes have distinct biophysical features. However, A high 𝑆 value is more 
suitable for data with high noise level and/or ambiguous biophysical features among clusters. 3) 
As the supervising of parameters 𝑆 and 𝜏 introduces human objectivity and thus the variations in 
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detection results, the results are not significantly sensitive to their choices of use and the 
corresponding variations can be controlled at low level. 
 
Two simulated datasets (easy1-n2 and easy1-n4) and two human labelled real datasets 
(H-1 and H-2) were used to test how free parameters may impact on MCWC detection 
performance using parameter setting 𝑆 = {2,3, … ,7} in Equation (41) and 𝜏 = {0,0.05, … ,1.2} in 
Equation (45) and (46), respectively. When reporting the receiver operating characteristic (ROC) 
curves in 𝐷𝑎𝑐 and 𝐷𝑒𝑟  space, we found a similar arc shape pattern among all the test data, as 
shown in Figure 13. 
500 ms
A B
C D
500 ms
500 ms 500 ms
τ  :  .8,  .7,    
τ : 8 , 7 ,      µV τ : 8 , 7 ,     µV
Figure 13. ROC curves of the modified MCWC detection results in detection 
accuracy 𝐷𝑎𝑐 and detection error 𝐷𝑒𝑟 space. Each curve represents performance with a 
fixed 𝑆 value but varying 𝜏 from low to high (right to left). Black trace in the bottom right 
corner shows 500 ms sample of the band-pass filtered data (A)simulated dataset easy1-
n2 (B)simulated dataset easy1-n4 (C)human labeled real dataset H1 (D)human labeled 
real dataset H2. 
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Let's first consider detecting neural spikes from a dataset which does not have significant 
noise, e.g., subset easy1-n2 with noise level of 0.2. 
When the selected 𝑆 value is low, a relatively loose spike quality criterion introduces not 
only the true spikes, but also spike-like noise, most of which has amplitude lower than the truth. If 
an amplitude threshold 𝜏 value much smaller than the floor noise level is applied, spike-like noise 
waveforms with amplitude above this 𝜏 value are verified as the spikes detected by MCWC, 
introducing many false positives. Besides, the presence of a great number of FP waveforms 
distracted the spike alignment in MCWC and thus decreases the number of TP spikes. As an 
example, a pair of chosen values 𝑆 = 2 and 𝜏 = 0 leads to a detection accuracy of 𝐷𝑎𝑐 = 87.6% 
and high false alarm rate 𝐷𝑒𝑟 = 139.8% in Figure 13A. If threshold 𝜏 is set around the floor noise 
level, most of the spike-like noise waveforms will not be counted as spikes and thus the instances 
of all detected spikes will be correctly aligned according to their peak. In this case, the number of 
FP spikes is significantly reduced and number of TP spikes is maximized, e.g., 𝐷𝑎𝑐 = 95.8% and 
𝐷𝑒𝑟 = 5.3% given 𝑆 = 2 and 𝜏 = 0.6 in Figure 13A. Nevertheless, if threshold 𝜏 is chosen to be 
much greater than the floor noise level, both spike-like noise waveforms and true spikes with 
small amplitude will be removed from the spike candidates, resulting in decreasing number of TP 
spikes. Since only a few FP noise waveforms left in this sense, the false alarm rate increases as 
the increasing number of FN spikes. For example, in Figure 13A, MCWC with 𝑆 = 2 and 𝜏 = 0.8 
generates detection result with 𝐷𝑎𝑐 = 82.4% and 𝐷𝑒𝑟 = 9.2%. 
On the contrary, since MCWC with a high 𝑆 value only produces high quality spikes, low 
quality true spikes and a great amount of spike-like noise waveforms are excluded. The choices 
of 𝜏 under this condition have almost the same impact as in low 𝑆 case, but on the lower 𝑇𝑃 and 
𝐹𝑃 basis. 
Similar observation could also be found in human labelled real datasets as shown in 
Figure 13C and Figure 13D. Therefore, when detecting neural spikes from a data with low noise 
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level, a low 𝑆 value and noise level 𝜏 value are necessary to produce optimal results with high 
accuracy and low false alarm. 
However, in case of severely noise-contaminated data, e.g., subset easy1-n4 with noise 
level of 0.4, a high 𝑆 value pluses a noise level 𝜏 value are preferred for a good detection 
performance, as shown in Figure 13B. When the 𝑆 value is low, since the noise level is close to 
the neural signal level, 𝐹𝑃 is much higher than that in the low noise level case. With the 
increasing amount of 𝐹𝑃 noise waveforms, the detected truth spike may not be correctly aligned 
and thus the number of 𝑇𝑃 spikes is not so high. On the contrary, applying a high 𝑆 value greatly 
reduces 𝐹𝑃 and correspondingly increases 𝑇𝑃. Take Figure 13B as an example, given the same 
𝜏 = 0.7, the detection accuracy 𝐷𝑎𝑐 increases from 84.5% (𝑆 = 2) to 85.1% (𝑆 = 4) and false 
alarm rate decreases from 140.5% (𝑆 = 2) to 101.7% (𝑆 = 4). 
 
According to the observations above, given a neural dataset, it is possible to find an 
appropriate pair of 𝑆 and 𝜏 values that optimize the detection performance of MCWC. Figure 14 
shows the most appropriate parameters for simulated data easy1, easy2, difficult1 and difficult2. 
noise level 
0.2
0.3
0.4
0.1
500 ms
easy1 easy2
difficult1 difficult2
A B
2
3
4
S
5
Figure 14. Most appropriate parameters that optimized the detection results of the 
simulated data by M-Sorter2. (A) Dependence of best value on noise level. Black traces in 
the bottom right corner show 500 ms sample of the band-pass filtered data. The horizontal 
dashed lines shown for the filtered traces are the threshold 𝜏 for detection. (B) Dependence 
of best S value on noise level. Black traces in the bottom right corner show template 
waveforms of three true clusters for each data. 
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For each subset, the most appropriate 𝑆 and 𝜏 are selected from 𝑆 = {2,3, … ,7} and 𝜏 =
{0,0.05, … ,1.2}, and it corresponds with the highest 𝐷𝑎𝑐/𝐷𝑒𝑟 . As can be seen from Figure 14A, the 
optimal detection performance of MCWC can be easily achieved by placing the threshold 𝜏 above 
most of the noise waveforms. Similar observation can be found in Figure 14B that low value 𝑆 =
{2,3} is good for data with low noise level while a high value 𝑆 = {4,5} is suitable for data with high 
noise level. 
 
Although the detection performance of the MCWC can be optimized by selecting a pair of 
appropriate 𝑆 and 𝜏 values, it can not be done precisely in practise. Figure 15 shows the 
detection results with optimal and sub-optimal parameter pair settings. As can be seen, even in 
the subset with noise level of 0.2, and even if the chosen 𝑆 and 𝜏 values are 1 and 0.05 off their 
n05
n1
n15
n2
easy1 easy2
difficult1 difficult2
Figure 15. Detection performance of simulated data with optimal and sub-
optimal parameter settings. Markers with triangle, round, square and diamond 
represent simulated data of noise level 0.05, 0.1, 0.15 and 0.2 respectively. The 
filled markers correspond to the optimal parameters 𝑆𝑜 and 𝜏𝑜 in each subset while 
the empty markers correspond to the sub-optimal parameters 𝑆 = {𝑆𝑜 − 1, 𝑆𝑜, 𝑆𝑜 + 1}  
and 𝑆 = {𝜏𝑜 − 1, 𝜏𝑜 , 𝜏𝑜 + 1}. 
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respective optimal choices, the degradation of both detection accuracy and false alarm rate are 
still under 5%. It is worth mentioning that the 𝜏 value in M-Sorter2 is automatically determined by 
Equation (48). As we test on simulated and real data, as long as the firing rate of a single-channel 
is less than 150 Hz/s, the 𝜏 value set by Equation (48) is close to the real value, resulting in minor 
degradation of both detection accuracy and false alarm rate as shown in Figure 15. 
In summary, when performing MCWC, it's easy to select a pair of 𝑆 and 𝜏 values to 
achieve desirable detection performance signified by high detection accuracy and low false 
alarm. Besides, the detection performance is quite robust within a reasonable range of those 
parameters.  
Notice that although there are free parameters 𝛽 in REMHAM and 𝛽, 𝜂0, 𝜅0, 𝛾0 in 
RVBHAM, it was demonstrated that they can be chosen within a wide range of values and their 
choices of use do not significantly affect final clustering results. Thus, in this dissertation, they 
were fixed to their default settings 𝛽 = 10, 𝜂0 = 10, 𝜅0 = 1 and 𝛾0 = 10 as recommended. 
4.4.4 Impact of Feature Extraction on M-Sorter2 
The REMHAM and RVBHAM clustering procedures were tested with four widely used feature 
extraction methods, PCA, reconstruction independent component analysis (RICA)  and Wavelet 
(Section 3.3). They were used on the two heavily noise contaminated subsets from each dataset 
of the simulated data, i.e., easy1-n2, easy1-n4, easy2-n1, easy2-n2, difficult1-n1, difficult1-n2, 
difficult2-n1 and difficult2-n2. Only the true spike waveforms in each subset are used for feature 
extraction and clustering. The total clustering accuracy and extracted features are shown in 
Figure 16. REMHAM and RVBHAM results by Wavelet method produced the best overall 
clustering performance with high accuracy and low variance. Specially, all 8 datasets had the 
most remarkable clustering performance with accuracy over 97% and zero variance. However, 
even clusters tend to be separated from each other in Wavelet feature space, REMHAM* by 
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Wavelet had a degraded clustering performance since it overestimated the number of clusters. 
However, in PCA and RICA feature space, REMHAM* with Masked EM outperformed REMHAM 
and RVBHAM in most cases as the latter two method underestimated the number of clusters, 
leading to low clustering accuracy. 
 
easy1_n2 easy1_n4 easy2_n2 difficult1_n2 difficult2_n2
easy1_n2 easy1_n4 easy2_n1 easy2_n2 difficult1_n1 difficult1_n2 difficult2_n1 difficult2_n2
A
B
spike 
waveforms
PCA
Wavelet
RICA
REMHAM*-PCA
REMHAM*-RICA
REMHAM*-Wavelet
RVBHAM-PCA
RVBHAM-RICA
RVBHAM-Wavelet
REMHAM-PCA
REMHAM-RICA
REMHAM-Wavelet
Figure 16. Comparison of total clustering accuracy and features extracted from 
eight simulated datasets by PCA, RICA and Wavelet. (A) Clustering accuracy 
comparison. Each scatter is the averaged over 20 runs by REMHAM*, REMHAM and 
RVBHAM with respective feature extraction method for each of the eight datasets. 
REMHAM* here is the clustering algorithm described in Section 3.4 while REMHAM is 
the clustering algorithm augmented with the ‘masked EM’ as described in Section 4.3. 
The respectively thin lines denote the values of one standard deviation from the average 
values. (B) The first two-dimensional feature space from the extracted features. Three 
groups of dots represent spikes belonging to three neurons. Top row shows randomly 
sample 100 spike waveforms from each individual neuron. 
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4.4.5 Comparisons of Sorters 
In this section, M-Sorter2 is bench marked with other popular sorters for performance. Sorters 
under comparison include, our previous M-Sorter, Plexon's Offline Sorter, Klusta and Wave_clus 
(R Q Quiroga et al., 2004). When obtaining the following results, we used 3D PCA projections of 
the snippet data for clustering in all three algorithms under comparison. 
Simulated Data 
First, we compare the detection performance of M-Sorter, M-Sorter2, Offline Sorter, Klusta and 
Wave_clus. To make a fair comparison, all five methods were applied with their default settings. 
However, the minimum threshold in the Offline Sorter was scanned from 1% to 10% with step 
size 1 and the amplitude threshold 𝜏 in M-Sorter was scanned from 0.2 to 1 with step 0.1 (𝑆 was 
fixed to 3). Those with the highest 𝑇𝑎𝑐/𝑇𝑒𝑟 ratio all scans were chosen as the final detection 
results. 
easy1 easy2 difficult1 difficult2
Figure 17. Detection performance comparison based on simulated data. 
The solid lines are for detection accuracy 𝑇𝑎𝑐 and the dashed lines are for the 
detection error 𝑇𝑒𝑟. 
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Figure 17 shows the detection performance comparison among all sorters using 
simulated data. For data with low noise level, results from all sorters had low detection error and 
high accuracy. However, as noise level increased, result from all sorters degraded. M-Sorter2 
outperformed all other detection methods since it had the highest detection accuracy and lowest 
false alarm rate in all subsets. In almost all the subsets with different noise level and cluster 
similarities, the detection accuracy/false alarm rates of M-Sorter2 is higher/lower than Offline 
Sorter, Klusta and Wave_Clus. It is important to notice that M-Sorter2 detection performance by 
default parameter is comparable to or slightly better than M-Sorter by close-to-optimal parameter 
settings. 
 
As shown in Figure 18, M-Sorter2 also had outperforming clustering performance with the 
highest 𝑇𝑎𝑐 and lowest 𝑇𝑒𝑟. 1) 𝑇𝑒𝑟 by M-Sorter2 was much lower than that by Offline Sorter, Klusta  
and Wave_Clus in all sorted clusters. For example, as the noise level increased in dataset easy1, 
𝑇𝑒𝑟 by M-Sorter2, M-Sorter, Offline Sorter, Klusta and Wave_Clus increased from around 5% to 
easy1 easy2 difficult1 difficult2
Figure 18. Sorting performance comparison based on simulated data. 
The solid lines are for detection accuracy 𝑇𝑎𝑐 and the dashed lines are for the 
detection error 𝑇𝑒𝑟. 
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45% (both REMHAM and RVBHAM), 8% to 168%, 10% to 96%, 9% to 93% and 15% to 99%, 
respectively. 2) Sorting results by M-Sorter2 had the highest 𝑇𝑎𝑐. 𝑇𝑎𝑐 by M-Sorter2 was 
comparable to that by M-Sorter but again considering that the former one is an automatic sorting 
procedure.  
Besides, M-Sorter2 had a pronounced lead in clustering performance. 1) When a large 
amount of FP spikes (>2% of all detected spikes) were detected, M-Sorter2 was more capable of 
clustering most FP spikes into a spurious cluster, but not into neuron in which most of the 
clustered spikes were truth. Take easy1-n3 for example, while a total of 21.19% FP spikes were 
detected by M-Sorter2, 18.94% FP spikes were assigned to a spurious cluster, which contained 
few misclassified spikes from true neuron clusters. However, 14.56% out of 22.45% FP spikes by 
Offline Sorter and 26.27% out of 52.54% FP spikes by Klusta were clustered into c2 cluster, in 
which over 50% spikes are TP spikes. 2) Given the same feature extraction method and 
dimension of features to be clustered, M-Sorter2 had higher capability of discriminating clusters 
under high noise level scenario. Such an example could be found in dataset easy2-n2, difficult1-
n2 and difficult2-n2. While M-Sorter2 identified 3 clusters in all 4 subsets, Klusta, Offline Sorter 
and Wave_Clus only sorted 2 out of 3 clusters. 
Two real neural datasets were sorted by M-Sorter2, M-Sorter, Wave_clus, Offline Sorter 
and Klusta, respectively. The waveforms of averaged and sorted clusters are shown in Figure 
19A. M-Sorter2, M-Sorter, Klusta and Offline Sorter generated two clusters in all the dataset. 
Wave_Clus resulted in only one cluster w1 and an unsorted spurious cluster w2. A few similarities 
can be observed from the results between M-Sorter2 and M-Sorter. Clusters M1 and M2 from all 
datasets have similar template shape compared to m1 and m2. Spikes waveforms from all 
clusters have duration around 1 ms. Clusters M1 and m1 from all datasets have larger peak 
amplitude value (around 100 𝜇𝑉) or deeper depolarization compared to those in clusters M2 and 
m2. However, Cluster w1 from Wave_Clus has a spike amplitude around 60 𝜇𝑉. 
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Figure 19. Sorting results for real dataset by human labelling and five sorters. 
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Figure 19B shows the corresponding clustering statistics. Some similar observations can 
be found between M-Sorter2 and M-Sorter. Firing rates of clusters M1 and M2 are close to m1 
and m2. Averaged intra-cluster standard deviation of clusters from M-Sorter2 are comparable and 
slightly smaller than those clusters from M-Sorter. However, some other results statistics between 
M-Sorter2 and other sorters under comparison are significantly different.  
 
4.5 Conclusion 
The advancement in powerful recording systems has made it possible to simultaneously record 
neuronal signals from hundreds and thousands of neurons. With a massive amount of recording 
data to be sorted, the development of an automatic, reliable spike sorting system is thus 
essential, and is in critical need. In this chapter, we have presented a new automatic neural spike 
detection and clustering system, namely the M-Sorter2, which has made advances in the 
following two aspects. First, performance-wise, M-Sorter2 outperformed M-Sorter. Second, only 
one parameter needs to be specified by the user and it is easy to select. As shown, the M-Sorter2 
is consistent in sorting results, robust to design parameter variations.  
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REMHAM 
A.1 Previous Model Inference Methods for Finite Mixture Model 
A vast majority of model inference approaches, or cluster number determination 
procedures, infer the number of clusters 𝑀 by reaching an optimal trade-off between the two 
terms in the follow expression: 
 𝐶(𝚿, 𝑀) = 𝑃(𝚿, 𝑀) − 𝐿(𝚿, 𝑀), (53) 
where 𝚿(𝑀) = {𝜽𝑚, 𝜋𝑚}𝑚=1
𝑀  is an estimate of the mixture parameters and 𝑀 is the 
number of components in the mixture; 𝑃(𝚿, 𝑀) is a penalty term that punishes complex models; 
𝐿(𝚿, 𝑀) measures the goodness of fit to the observed data; and 𝐶(𝚿, 𝑀) is referred to as the 
objective function which preserves model evidence for model selection. A mixture model that 
balances the trade-off between goodness of fit and model complexity, namely one that minimizes 
the objective function 𝐶(𝚿, 𝑀), is the one with the optimal number of components 𝑀. 
Typical implementation of model inference corresponding to Equation (36) relies on a 
two-step procedure: first, a model search strategy, e.g. the model-based hierarchical 
agglomerative clustering, obtaining a set of candidate models with number of components 𝑀 
ranged from 𝑀𝑚𝑖𝑛 to 𝑀𝑚𝑎𝑥  in which it is assumed to contain the true/optimal 𝑀𝑓; then the optimal 
number of components is determined by 
 𝑀𝑓 = arg min
𝑘
𝐶(𝚿, 𝑀),   𝑀 = 𝑀𝑚𝑖𝑛 , … , 𝑀𝑚𝑎𝑥 . (54) 
The simple idea represented by Equation (54) and criterion defined by Equation (36) has 
a variety of different implementations. 
 88 
 
AIC and BIC and minimum description length (MDL) (Rissanen, 1978) are three different 
realizations of the trade-off defined in Equation (36). All three methods employ a log-likelihood 
expression log 𝑓(𝒚; 𝚿, 𝑀) as the 𝐿(𝚿, 𝑀) term, but they differ in the penalty term 𝑃(𝚿, 𝑀). In AIC, 
𝑃(𝚿, 𝑀) = 𝑁𝑡, where 𝑁𝑡 is the total number of parameters in the mixture. Although BIC and MDL 
are conceptually different as the BIC is under Bayesian framework while the MDL is based on 
information theory, they coincidently use the same plenty term 𝑃(𝚿, 𝑀) =
𝑁𝑡
2
. The integrated 
completed likelihood (ICL) (Biernacki, Celeux, & Govaert, 2000) is a BIC-like model selection 
criterion only the 𝐿(𝚿, 𝑀) term replaced by a complete log-likelihood function log 𝑓(𝒚, 𝒛; 𝚿, 𝑀), 
where the missing data 𝒛 is a binary 𝑀 × 𝑁 matrix describes the membership of 𝒚 in 𝑀 
components. 
In MML method, the trade-off in Equation (36) is formulated in the context of information 
theory with the following specific form, 
 𝐿𝑒𝑛𝑔𝑡ℎ(𝚿, 𝒀) = 𝐿𝑒𝑛𝑔𝑡ℎ(𝚿) + 𝐿𝑒𝑛𝑔𝑡ℎ(𝒀|𝚿), (55) 
where the shortest code length 𝐿𝑒𝑛𝑔𝑡ℎ(𝐸) of an event 𝐸 with probability Pr(𝐸) is defined as the 
smallest integer no less than − ln(Pr(𝐸)) nats (in bits if base-2 logarithm is used). MML evaluates 
statistical models based on their ability to build code for the data 𝒀. A short code for your data 
indicates a good representation model. To this end, the objective function in Equation (36) 
represented by the total message length 𝐿𝑒𝑛𝑔𝑡ℎ(𝚿, 𝒀) is a trade-off between 𝐿𝑒𝑛𝑔𝑡ℎ(𝚿) and 
𝐿𝑒𝑛𝑔𝑡ℎ(𝒀|𝚿), where 𝐿𝑒𝑛𝑔𝑡ℎ(𝚿) and 𝐿𝑒𝑛𝑔𝑡ℎ(𝒀|𝚿) account for encoding model complexity and 
goodness of fit to the observed data, respectively. The MML was implemented as a typical model 
inference method as described in Equation (54) to help solve the Gaussian mixture modeling 
problem in (Oliver, Baxter, & Wallace, 1996).  
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Instead of a typical approach of searching through a set of candidate models for different 
𝑀 values under the MML formulation, in (MAT & K, 2002), the authors proposed to search for the 
optimal model parameters and the number of components directly by employing an objective 
function under MML formulation as in Equation (11). Notice that 𝑁𝑝 =
𝑁𝑡
𝑀
 and the terms on the 
right side of Equation (54) corresponds to 𝑃(𝚿, 𝑀) and 𝐿(𝚿, 𝑀) in Equation (53), respectively. To 
infer the optimal number of components, the authors of (MAT & K, 2002) adopted an 
agglomerative procedure. It starts with an arbitrarily large number of components and then the 
mixture model is updated by the EM algorithm to minimize the objective function in Equation (54). 
Meanwhile, mixture components with zero weights (𝜋𝑚 = 0) are annihilated and thus the model is 
driven toward optimal parameterization and mixture size competitively. As such, the parameter 
estimation and model selection can proceed simultaneously, but not sequentially as the typical 
model inference approaches represented by Equation (54). The effectiveness of this algorithm 
has been demonstrated for many datasets with Gaussian distributions and it appeared to be 
simple, statistically plausible, and well-behaved. The robust EM (REM) algorithm (Shoham et al., 
2003) is a successful adaptation of (MAT & K, 2002) for multivariate t-distribution in place of the 
original Gaussian distribution. The REM algorithm currently appears to provide great overall 
performance in terms of computational simplicity and selection accuracy, and its variant pREM 
becomes a popular and important spike clustering tool in commercial sorters such as Plexon's 
Offline sorter and Blackrock's BOSS. 
A.2 Limitations of Current Model Inference Strategy 
Although mixture modeling with current model inference techniques appear to provide a 
statistically plausible explanation of the observed data without the need of manual adjustment of 
critical parameters, their application in real spike clustering is not as hands-free as users' wish 
because of four main problems. 
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First, nearly all deterministic model selection methods for fitting finite mixture model with 
unknown number of components employ EM algorithm. It is well-known that EM is highly 
sensitive to initialization and it may give rise to incorrect inference. Specifically, in typical model 
inference approaches as described in Equation (54), when selecting an optimal model from a 
pool of candidate models with different numbers of components, uncertainties caused by poor 
initialization may lead to a set of candidate models excluding the actual optimal model. Many 
ideas were proposed to address this issue. Some methods used shape-based clustering 
algorithms for a good initialization, but the same issue may still exist. Other solutions include 
using multiple random starts and deterministic annealing, but they require expensive computation 
to achieve robust results. Another solution (MAT & K, 2002) claimed that EM exhibits a self-
annealing behavior if it is uninformatively initialized (𝜋𝑚 ≈ 1/𝑀), but the initialization issue still 
cannot be completely avoided in practice. 
Second, typical model selection approaches determine the number of components or the 
best approximation of a finite mixture model by searching through a series of candidate models. 
This poses challenges in formulating a good objective function to faithfully represent the 
candidate model. For example, the penalty term 𝑃(𝚿, 𝑀) in Equation (54) is often simplified to 
reduce computation cost, which consequently affects model inference accuracy. In AIC, BIC and 
MDL, the penalty term 𝑃(𝚿, 𝑀) depends on the total number of parameters 𝑁𝑡 but not on the 
parameter values. Thus, all mixture components contribute equally to 𝑃(𝚿, 𝑀) regardless of 
individual cluster properties such as the values of component parameter 𝜽𝑚 and weight 𝜋𝑚. 
Some reports indicate that AIC tends to underestimate 𝑀 while BIC/MDL overestimate on some 
data sets (MAT & K, 2002). In the ICL (Biernacki et al., 2000), the complete log-likelihood function 
provides additional cost associated with clustering structure and it aims to find out the number of 
clusters which is overestimated by BIC. However, the ICL suffers an even worse overestimation 
problem when BIC overestimates the number of clusters (Baudry, Raftery, Celeux, Lo, & 
Gottardo, 2010). In MML, approximations are often made in the computation of the Fisher 
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information matrix by using the noninformative Jeffrey's prior on 𝚿 (MAT & K, 2002). However, 
the first term in Equation (54) in this case only captures the encoding cost of the dimensionality 
and weights of mixtures, but not entirely the model complexity. Even though the model inference 
approach in (MAT & K, 2002) aims at directly inferring the optimal model from the entire 
parameter space with 𝑀 = 𝑀𝑚𝑖𝑛 , … , 𝑀𝑚𝑎𝑥, it is reported that the simplification in its MML 
formulation may lead to overestimating the number of clusters and thus the MML approach 
degenerates to a typical model selection approach. 
In (Baudry et al., 2010), BIC is first used to select the number of components. Then their 
approach generates a sequence of mixture models by hierarchically merging the components 
resulted by BIC. The number of clusters is either determined by ICL, or an `elbow' rule based on 
the entropy differences against the number of clusters. In doing so, they combine the best of both 
BIC and ICL, and consequently the resulted number of clusters is closer to the truth when BIC 
overestimates. Similar idea has been implemented and successfully applied to the cell population 
identification in flow cytometry (Fink & Ultsch, n.d.). 
Third, when fitting finite mixture model with the number of components 𝑀 larger than the 
truth, some clusters will have their 𝜋𝑚 values approaching zero and the corresponding 𝚺𝑚 
approaching singularity. To circumvent this problem, some solutions utilize soft constraints on the 
covariance matrices (G. J. McLachlan, Bean, & Peel, 2002) and others utilize component 
annihilation (MAT & K, 2002), Unfortunately both may result in incorrect inference. For example, 
the component annihilation may result in underestimating the number of components in data 
cases where some clusters are of low prominence (small 𝜋𝑚). 
Last, it is also worth mentioning that existing model-based clustering methods tend to 
over-parameterize if the parameter space is of high dimensionality because they may result in 
severe uncertainty issues and thus degenerate clustering performance. Usually, dimension 
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reduction methods are used prior to clustering in order to reduce parameter feature dimension. 
But useful cluster information may be sacrificed by doing so. 
A.3 Advance of the Proposed HAM 
Under the circumstance where the density of a cluster is multimodal, an interesting way 
to select the number of clusters is model-based hierarchical clustering. The MML-based 
algorithms in (MAT & K, 2002) and (Shoham et al., 2003) employ a similar agglomerative 
procedure as in this chapter, but different model selection and search strategies. Both methods 
start with an arbitrary large number of components. The model size is first significantly reduced 
from 𝑀0 to 𝑀𝑠(𝑀𝑓 < 𝑀𝑠 < 𝑀0) within EM iterations by updating the component weights 𝜋𝑚 's and 
eliminating clusters with 𝜋𝑚 = 0, and then gently approach optimal one by eliminating the 
smallest component (with smallest 𝜋𝑚) when 𝐶
∗(𝚿, 𝑀) occurs. The mixtures agglomerate at a 
fast pace from 𝑀0 to 𝑀𝑠 and the best model is chosen to be the one with minimum value of 
𝐶∗(𝚿, 𝑀) among model candidates 𝑀 = 𝑀𝑓 , 𝑀𝑓 + 1, … , 𝑀𝑠. This approach greatly reduces the 
search scope of models and the optimal overall model can be selected only from a small set of 
candidate models. The DoME criterion is based on a novel search method which selectively 
eliminates components depending on contribution to the objective function and determines the 
optimal number of components by analyzing the first difference of objection functions as model 
evolving. Unlike the typical model selection method in which the cluster determination directly 
relies on the parameterization of candidate models, our method determines the optimal cluster 
number even if 𝚿 is not optimized. This provides advanced robustness to uncertainty issues 
introduced by initialization, parameter singularity, local minimum, approximation and simplification 
in modeling, and even high feature dimension when determining cluster number of a mixture 
modeling problem. 
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In a typical model-based hierarchical clustering procedure as described in (Faisal et al., 
2008), two clusters are chosen to be merged together at each stage so as to maximize the 
increment in classification likelihood which incorporates unique cluster-sample assignment. Thus 
all data samples from two clusters has the unique membership of the new cluster. (Bar-Hillel et 
al., 2006)'s hierarchical clustering procedure chooses two mixture components to be merged to 
minimize an entropy which is associated with probabilities of cluster-sample membership. Thus, 
the membership probability of each sample in the new cluster is the sum of probabilities of two 
original clusters. Our cluster merging is different from these two methods. In our hierarchical 
agglomerative procedure, a component is select to be eliminated and its members are re-
assigned, and this component is merged into other existing mixture components by SEM as 
described earlier in section 2.2.1. A component chosen to be eliminated is the one with the least 
contribution to the total message length as described by Equation (12), in which the first term 
− ∑ log(1 − 𝑧𝑛𝑚)
𝑁
𝑛=1  and the rest of terms −
𝑁𝑝
2
log(𝑁𝜋𝑚𝜅𝑐) −
1
2
log(𝑁𝜅𝑐) −
𝑁𝑝+1
2
  characterize 
cluster 𝑚's contribution to the second part message 𝐿∗(𝚿, 𝑀) and the first part message 
𝑃∗(𝚿, 𝑀), respectively. From a clustering point of view, a component is selected to be eliminated 
according to proportion 𝜋𝑚 and membership 𝑧𝑛𝑚. If we omit all the constant terms, Equation (12) 
yields − ∑ log(1 − 𝑧𝑛𝑚)
𝑁
𝑛=1 −
𝑁𝑝
2
log(𝑁𝜋𝑚𝜅𝑐). Consequently, if a component 𝑚 has small size 
(minimal 𝜋𝑚, thus the second term in Equation (12) is of high negative value) and overlap heavily 
with other components (most of its 𝑧𝑛𝑚 are high, thus the first term in Equation (12) is of high 
negative value), then its contribution to the total message length of the model is low. Therefore, 
our cluster elimination is expected to result in minimized change in 𝐶∗(𝚿, 𝑀). 
Our REMHAM not only preserves the advantages of typical 𝑡-distribution model-based 
clustering, or a good fit to the data, but also allows us to robustly estimate the correct number of 
clusters even with the presence of model uncertainty issues. In particular, our cluster number 
determination is based on the assessment of the whole hierarchy process as mixture number 𝑀 
decreases from 𝑀0 to 1. Our simulation showed that, even if EM related uncertainty issues 
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resulted in 𝐶∗(𝚿, 𝑀) disturbances of multiple 𝑀, it leads to little augment in 𝑆𝑛, but barely affected 
the estimated number of clusters. Therefore, REMHAM avoids several critical robustness issues 
associated with the EM algorithm, such as sensitive to initialization, singularity and possible 
convergence to local maximum. 
In model-based clustering methods using mixtures of multivariate 𝑡-distribution, the 
number of parameters to be estimated increases quadratically with the dimension of observed 
data space. An accurate and well-behaved parameter estimation of this over-parameterized 
model requires a substantial number of observed data samples. Unfortunately, if the extracellular 
data is sampled at a frequency of 24 kHz, the spike waveforms to be sorted typically have a 
dimension of 30-60, which is too high to be useful in model-based clustering when comparing to 
the number of recorded spikes. In practical, only the key features of the observed data are 
extracted from the original data and projected in a low-dimensional space for clustering. For this 
reason, current distribution-based approaches are usually optimized for the clustering of low-
dimensional spike data, but the high abstract features may lack of enough information to 
discriminate clusters with similar characteristics. On the other hand, features with high dimension 
preserved ample information of the data but might result in poor performance due to severe 
uncertainty issue introduced by ‘curse of dimensionality’. However, clustering by REMHAM can 
take advantage of additional feature information but hardly suffers uncertainty issue in high-
dimensional feature space. Specifically, although the magnitude and standard deviation of 𝑆𝑛 
over all noise components augmented as a result of input feature dimension increases, the 
threshold in DoME adapts to such changes and can still draw a clear boundary between 𝑆𝑛 and 
𝑆𝑠. As such, the correct number of clusters can still be obtained robustly. Besides, our simulations 
under various data conditions showed that the cluster SNR increases with input feature 
dimension, which indicates including additional feature dimension improved model selection by 
DoME criterion. This advance is crucial to the clustering of neural spikes as it makes the DoME 
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criterion more capable of discriminating similar but individual neurons by using high-dimensional 
input features. 
The model selection scheme in REMHAM is built upon the notion that difference of the 
total message length Δ𝐶∗(𝚿, 𝑀) in Equation (11) between two consecutive models preserves 
important information which can help choose the optimal cluster number. By using a hierarchical 
procedure that successively eliminates model components from 𝑀0 to 1, REMHAM results in a 
sequence of mixture models from overfitting to underfitting the data. Previous studies (Baudry et 
al., 2010; Chah et al., 2011; Wallace, 2005) examined the total message length 𝐶∗(𝚿, 𝑀) and our 
simulations examined the difference of the total message length Δ𝐶∗(𝚿, 𝑀). Both results indicate 
that either 𝐶∗(𝚿, 𝑀) or Δ𝐶∗(𝚿, 𝑀) exhibits a noticeable change when the respective model 
complexities reduced from overfitting the data to underfitting the data. It is this change that can be 
captured for determining the optimal number of clusters in data. 
Note that our hierarchical mixture agglomeration procedure will not necessarily be a 
strictly hierarchical agglomerative clustering because of three main reasons. First, our method is 
a soft clustering one that uses posterior probabilities 𝑧𝑛𝑚 to describe cluster membership rather 
than the hard way of assigning each data point to a unique cluster. Second, our method 
annihilates a mixture component and merges it to all other components to form a new mixture of 
distributions, but not just merging two clusters. Last, our component elimination aims to bring the 
least change to the model evidence at the next stage instead of the greatest increase in 
classification likelihood, and this difference leads to different model selection strategies as will be 
discussed in the next section. 
A.4 Insights of DoME Criterion 
We assume that 1) no true cluster in data has too small size, or 𝜋𝑚 ≥ 𝜖 > 0, and 𝜖 is an 
arbitrary number; and 2) no true cluster is heavily overlapped, or ∑ log(1 −𝑁𝑛=1
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𝑧𝑛𝑚) ≫
𝑁𝑝
2
log(𝑁𝜋𝑚𝜅𝑐) for all true clusters. According to Equation (12), both assumptions 
guarantee that there is no cluster has insufficient contribution to the total message length 
𝐿∗(𝚿, 𝑀) such that merging this cluster will result in a Δ𝐶∗(𝚿, 𝑀) fails below our threshold and the 
number of clusters will be underestimated. 
Notice that the two terms in Equation (11) contribute to the total message length 
differently as the number of components decreases. The difference of the second part message 
Δ𝐶∗(𝚿, 𝑀) signifies how well the model is fitted. When model is overfitted and there are 
redundant mixture components, the component to be eliminated overlaps significantly with other 
components, and thus its contribution to 𝐿∗(𝚿, 𝑀) is minimal. As this component is merged in 
subsequent iterations, the change in 𝐿∗(𝚿, 𝑀 − 1) or the magnitude of Δ𝐿∗(𝚿, 𝑀) is also minimal. 
However, when model is underfitted and there is little overlapping among clusters, the 
contribution of any component to 𝐿∗(𝚿, 𝑀) is of high value. Thus, any further component merging 
will result in great increase in 𝐿∗(𝚿, 𝑀 − 1) or high magnitude of Δ𝐿∗(𝚿, 𝑀). 
Looking at the difference of the first part message Δ𝑃∗(𝚿, 𝑀), since 
 Δ𝑃∗(𝚿, 𝑀) = Δ𝐿∗(?̃?, 𝑀) − Δ𝐿∗(?̅?, 𝑀 + 1) =
𝑁𝑝
2
(log
∏ ?̃?𝑚
𝑀
𝑚=1
∏ ?̅?𝑚
𝑀
𝑚=1
) + 𝑐, (56) 
where 𝑐 = −
𝑁𝑝+1
2
log
𝑁
12
−
𝑁𝑝+1
2
, Δ𝑃∗(𝚿, 𝑀) fluctuates around the constant 𝑐. Assume that 
∏ ?̃?𝑚
𝑀
𝑚=1,𝑚≠𝑚0
≈ ∏ ?̅?𝑚
𝑀+1
𝑚=1,𝑚≠𝑚1,𝑚2
 or ?̃?𝑚 ≈ ?̅?𝑚1 + ?̅?𝑚2, then 
 Δ𝑃∗(𝚿, 𝑀) =
𝑁𝑝
2
log (
1
?̅?𝑚1
+
1
?̅?𝑚2
) + 𝑐. (57) 
Since we can arrange 0 < ?̅?𝑚2 ≤ ?̅?𝑚1 < 1, and also it is always true that ?̅?𝑚1 + ?̅?𝑚2 ≤ 1, 
we have Δ𝑃∗(𝚿, 𝑀) ≥
𝑁𝑝
2
log(4) + 𝑐. Based on our first assumption, then we can have 
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Δ𝑃∗(𝚿, 𝑀) ≤
𝑁𝑝
2
log (
2
𝜖
) + 𝑐. Therefore, Δ𝑃∗(𝚿, 𝑀) is bounded between [0.6931𝑁𝑝 + 𝑐, 0.3466
𝑁𝑝
𝜖
+
𝑐]. Intuitively, the contribution of the eliminated cluster to Δ𝑃∗(𝚿, 𝑀), which is made up of a 
constant term plus a variational term 
𝑁𝑝
2
log(𝑁𝜋𝑚𝜅𝑐), changes very little as the hierarchical 
agglomerative procedure proceeds as clusters merged gradually. This is to say that Δ𝑃∗(𝚿, 𝑀) is 
not only bounded but also remains leveled. Our simulations show that for 𝑁𝑝 =
𝑑(𝑑+1)
2
, Δ𝑃∗(𝚿, 𝑀) 
fluctuates around a constant of similar magnitude of Δ𝐿∗(𝚿, 𝑀) during the overfitting phase. For 
underfitted models, Δ𝑃∗(𝚿, 𝑀) increases slightly that it is insignificant when compared to 
Δ𝐿∗(𝚿, 𝑀) at a given cluster number 𝑀. 
Also notice that the first and the second part messages in Equation (11) are monotonic 
increasing functions of 𝑀. As such, the differences Δ𝑃∗(𝚿, 𝑀) and Δ𝐿∗(𝚿, 𝑀) are positive, and 
thus they contribute to the difference of total message length Δ𝐶∗(𝚿, 𝑀) in an opposing way. 
Together with the aforementioned magnitude discussion, the trade-off between the two terms of 
the total message losses Δ𝐶∗(𝚿, 𝑀) can now be put together as follows: During model 
underfitting, Δ𝑃∗(𝚿, 𝑀) and Δ𝐿∗(𝚿, 𝑀) contribute oppositely but almost equally, thus the 
difference of the total message length Δ𝐶∗(𝚿, 𝑀) is at a low value around zero; During model 
underfitting, Δ𝐿∗(𝚿, 𝑀) takes charge so that Δ𝐶∗(𝚿, 𝑀) is elevated to a high positive value. 
Therefore, one can determine the number of clusters in data intuitively by counting the number of 
high positive values in Δ𝐶∗(𝚿, 𝑀) from 𝑀0 to 1. We formalize this idea by first thresholding all 
Δ𝐶∗(𝚿, 𝑀) values then count the number of remaining, which yields our DoME model selection 
criterion. 
Previous studies (Bouguila & Ziou, 2007; Roberts, Husmeier, Rezek, & Penny, 1998; 
Zeng & Cheung, 2014) based on popular datasets showed that MML provides low support 
(minimal value of Δ𝐶∗(𝚿, 𝑀)) to underfitted models or models with low complexity, but great 
support (significant value of Δ𝐶∗(𝚿, 𝑀)) to overfitted models or models with high complexity. It 
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was also observed that MML consistently preserves these characteristics of model support in a 
variety of data sets while some other model selection criterion, such as AIC and BIC, do not. One 
possible interpretation rest on that the MML more accurately reflects underlying model complexity 
by including priori information of mixture parameter values than AIC and BIC/MDL do. The latter 
approaches use a constant model complexity cost value by ignoring diversity in mixture 
components (Wallace, 2005). 
According to the total message length in Equation (11), the difference of total message 
length is the function of the ratio of the joint probabilities between two subsequent models as 
 Δ𝐶∗(𝚿, 𝑀) = − log (
Pr({𝚿, 𝑀}, 𝒀)
Pr({𝚿, 𝑀 + 1}, 𝒀)
). (58) 
Δ𝐶∗(𝚿, 𝑀) = 𝑗 implies that the model with 𝑀 components is 𝑗-bit shorter in message 
length, but 2𝑗 times more probable than its subsequent model with 𝑀 − 1. In our hierarchical 
agglomerative process, data is first over-clustered with 𝑀0 such that all mixture components have 
short message length and the resulting total message length cannot be too significant. As such, 
eliminating a component with shortest message length will not affect Δ𝐶∗(𝚿, 𝑀) to remain at a 
minimal value during overfitting. Since the overfitting condition implies heavily overlapped and 
small size clusters, merging the resolved cluster into existing clusters will not cause a sharp turn 
in the total message length. This constitutes of the baseline of our proposed DoME criteria. If 
eliminating a component gives rise to a sharp increment in total message length, it indicates 
model with 𝑀 is more probable than its subsequent model with 𝑀 − 1. This component is clearly 
a necessary cluster since most members have clear membership. Therefore, one can assess the 
number of clusters by first identifying all necessary components from unnecessary components 
based on Δ𝐶∗(𝚿, 𝑀), which is formalized by us as the DoME selection criterion. 
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RVBHAM 
B.1 Evidence Function 
The first term of Equation (26) has the following form: 
 
𝔼𝑈,𝑍,𝜽{ln 𝑝(𝑋|𝑈, 𝑍, 𝜽, 𝑀)} + 𝔼𝑈,𝑍,𝜽{ln 𝑝(𝑈|𝑍, 𝜽, 𝑀)} + 𝔼𝑍,𝜽{ln 𝑝(𝑍|𝜽, 𝑀)}
− 𝔼𝑈,𝑍{ln 𝑞(𝑈|𝑍)} − 𝔼𝑍{ln 𝑞(𝑍)}. 
(59) 
Traditional VB method compute each term in Equation (59) individually and it is time-
consuming.  
Instead, by using the constraint of ∑ 𝑧?̅?𝑚
𝑀
𝑚=1 = 1, we rewrite the first term as 
 
𝔼𝑈,𝑍,𝜽{ln 𝑝(𝑋|𝑈, 𝑍, 𝜽, 𝑀)} + 𝔼𝑈,𝑍,𝜽{ln 𝑝(𝑈|𝑍, 𝜽, 𝑀)} + 𝔼𝑍,𝜽{ln 𝑝(𝑍|𝜽, 𝑀)}
− 𝔼𝑈,𝑍{ln 𝑞(𝑈|𝑍)} − 𝔼𝑍{ln 𝑞(𝑍)} 
= ln ∑ ∫ exp(𝔼𝛉{ln 𝑝(𝑋, 𝑈, 𝑍|𝜽, 𝑀)}) 𝑑𝑈
𝑈𝑍
 
= ∑ ln ∑ 𝜌𝑛𝑚
𝑀
𝑚=1
𝑁
𝑛=1
, 
(60) 
which coincidences with the expression in (Takekawa & Fukai, 2009). Note that this term has 
already been calculated at the preceding E step and it saves a large amount of computation 
resources to calculate the multi-dimensional integrals.   
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B.2 Approximate Solution of the M-step 𝑣𝑚 Update 
Since no prior is imposed on the degrees of freedom, we update them by maximizing the 
expected complete data log-likelihood. 
 
𝜕(𝑝(𝜽|𝑀) exp(E𝑈,𝑍{ln ℒ𝑐(𝜽|𝑋, 𝑈, 𝑍, 𝑀)}))
𝜕𝑣𝑚
= 0. (61) 
This leads to the following nonlinear equation: 
 −𝜓 (
𝑣𝑚
2
) + ln
𝑣𝑚
2
+ 1 +
1
?̅?𝑚
∑ 𝑧?̅?𝑚{?̂?𝑛𝑚 −?̅?𝑛𝑚}
𝑁
𝑛=1
= 0. (62) 
𝑣𝑚 is typically solved from Equation (62) by one-dimensional line search. Specifically. 
However, it adds significant computational demand for a precise solution since 𝑣𝑚 need to be 
updated at every step of the EM iteration for each cluster. 
Shoham (Shoham et al., 2003) proposed an empirically approximate solution to a similar 
equation in (Peel & McLachlan, 2000). Although it works well on simulated data with 𝑣𝑚 ∈ [5,50], 
it may fail when applying to data with 𝑣𝑚 > 200. Instead, we found empirically an approximation 
that provides a very accurate and fast approximate solution for a wide range of 𝑣𝑚 to Equation 
(9).  
First, let 
 𝑦 =
1
?̅?𝑚
∑ 𝑧?̅?𝑚{?̂?𝑛𝑚 − ?̅?𝑛𝑚}
𝑁
𝑛=1
. (63) 
And we approximate the digamma function as: 
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 𝜓(𝑥) ≈ ln(𝑥 + 𝑐1) −
1
𝑐2𝑥
, (64) 
where 𝑐1 and 𝑐2 are constants. Then Equation (64) can be formulized as: 
 𝑐𝑒𝑦+𝑐+1 = 𝑐𝑧𝑒𝑐𝑧 , (65) 
which is a form of Lambert W-function, and 𝑣𝑚 can be solved as: 
 𝑣𝑚 =
𝑐2
𝑊(𝑐1𝑒𝑦+𝑐1+1) − 𝑐1
. (66) 
This solution is firmly test on simulated data with accuracy (|𝑣𝑚 − 𝑣𝑚
∗ | < 2 × 10−4𝜖 when 
𝑣𝑚 ∈ [0.1, 𝜖], 10
−1 ≤ 𝜖 ≤ 105) 
𝑐1 ≈ −2.196334400536039 
𝑑2 ≈ −1.835549511441046  
|𝑣𝑚 − 𝑣𝑚
∗ | < 0.1678 on 𝑣𝑚 = [1: 1: 1000] 
|𝑣𝑚 − 𝑣𝑚
∗ | < 1.8206 on 𝑣𝑚 = [1: 1: 10000] 
|𝑣𝑚 − 𝑣𝑚
∗ | < 18.3499 on 𝑣𝑚 = [1: 1: 100000] 
Alternatively, (Takekawa & Fukai, 2009) explicitly treats 𝑣𝑚 as a random variable and 
proposed an exponential distribution for 𝑣𝑚. Although probabilistically plausible, updating the 
hyper-parameter for 𝑣𝑚 requires multiple integrations from zero to infinity at each step of the EM 
iteration for each component. Although Takekawa (Takekawa et al., 2012) proposed to search 
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solution from a pre-calculate lookup table, precision and range of solution may become issues 
and hinder the clustering results. 
 
B.3 Distributions 
The Multivariate Student’s 𝑡-distribution, Multivariate normal, Gamma, Wishart, Dirichlet, 
Multinomial and Beta distributions used in this dissertation are respectively defined as follows:  
 𝒯(𝒙|𝝁, 𝚲, 𝑣) =
Γ (
𝑣 + 𝑑
2 )
Γ (
𝑣
2)
(𝜋𝑣)
𝑑
2
|𝚲|
1
2 (1 +
𝛿(𝒙; 𝝁, 𝚲)
𝑣
)
−
𝑣+𝑑
2
, (67) 
 𝒩(𝒙|𝝁, 𝚲) = (2𝜋)−
𝑑
2|𝚲|
1
2 exp {−
𝛿(𝒙; 𝝁, 𝚲)
2
}, (68) 
 𝒢(𝑢|𝑎, 𝑏) =
𝑏𝑎
Γ(𝑎)
𝑢𝑎−1 exp(−𝑏𝑢), (69) 
 𝒲(𝚲|𝛾, 𝐒) ==
|
𝐒
2|
𝛾
2
Γ𝑑 (
𝛾
2)
|𝚲|
𝛾−𝑑−1
2  exp (−
1
2
tr[𝐒𝚲]), (70) 
 𝒟(𝝅|𝜿) =
Γ(∑ 𝜅𝑚
𝑀
𝑚=1 )
∏ Γ(𝜅𝑚)
𝑀
𝑚=1
∏ 𝜋𝑚
𝜅𝑚−1
𝑀
𝑚=1
, (71) 
 ℳ(𝒛|𝒑) = ∏ 𝑝𝑚
𝑧𝑚
𝑀
𝑚=1
, (72) 
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 ℬ(𝑥|𝑎, 𝑏) =
Γ(𝑎 + 𝑏)
Γ(𝑎)Γ(𝑏)
𝑥𝑎−1(1 − 𝑥)𝑏−1, (73) 
where 𝛿(𝒙; 𝝁, 𝚲) = (𝒙 − 𝝁)𝑇 𝚲(𝒙 − 𝝁) is the Mahalanobis squared distance between data sample 
𝒙 and component mean 𝝁, and Γ𝑑(𝑎) = 𝜋
𝑑(𝑑−1)
4 ∏ Γ (𝑎 +
1−𝑖
2
)𝑑𝑖=1  is the multivariate gamma function.  
The Normal-Wishart distribution is the product of a Multivariate normal distribution and a Wishart 
distribution, i.e., 𝒩𝒲(𝝁, 𝚲|𝜂, 𝛾, 𝐦, 𝐒) = 𝒩(𝝁|𝐦, 𝜂𝚲)𝒲(𝚲|𝛾, 𝐒). 
 
B.4 Calculation of Auxiliary Variables 
The auxiliary variables used in the E-step (Equation (23) (24) and(25)) are calculated as 
follows: 
 𝛼𝑛𝑚 =
𝐷 + 𝑣𝑚
2
, (74) 
 𝛽𝑛𝑚 =
𝑣𝑚
2
+
𝛾𝑚
2
(𝒙𝑛 − 𝐦𝑚)
𝑇𝐒𝑚
−1(𝒙𝑛 − 𝐦𝑚) +
𝐷
2𝜂𝑚
, (75) 
 ?̅?𝑚 = ∑ 𝜓 (
𝛾𝑚 + 1 − 𝑑
2
)
𝐷
𝑑=1
, (76) 
 ?̅?𝑚 = ln(|𝐒𝑚|), (77) 
 ?̂?𝑚 = 𝜓(𝜅𝑚) − 𝜓(?̅?𝑚), (78) 
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ln 𝜌𝑛𝑚 = −
𝐷
2
ln 𝜋 + ?̂?𝑚 +
𝑣𝑚
2
ln
𝑣𝑚
2
− ln Γ (
𝑣𝑚
2
) +
1
2
(?̅?𝑚 − ?̅?𝑚) + ln Γ(𝛼𝑚)
− 𝛼𝑛𝑚 ln 𝛽𝑛𝑚. 
(79) 
The auxiliary variables used in the M-step (Equation (29)-(34)) are defined as follows: 
 ?̅?𝑚 = ∑ 𝑧?̅?𝑚
𝑁
𝑛=1
, (80) 
 ?̅?𝑚 = ∑ 𝑧?̅?𝑚?̅?𝑛𝑚
𝑁
𝑛=1
, (81) 
 ?̅?𝑚 =
∑ 𝑧?̅?𝑚?̅?𝑛𝑚
𝑁
𝑛=1 𝒙𝑛
?̅?𝑚
, (82) 
 ?̅?𝑚 = ∑ 𝑧?̅?𝑚?̅?𝑛𝑚
𝑁
𝑛=1
(𝒙𝑛 − ?̅?𝑚)(𝒙𝑛 − ?̅?𝑚)
𝑇 , (83) 
 𝑺𝑚 = ?̅?𝑚 +
𝜂0?̅?𝑚(?̅?𝑚 − 𝒎0)(?̅?𝑚 − 𝒎0)
𝑇
𝜂𝑚
+ 𝑺0, (84) 
 ?̅?𝑚 =
1
?̅?𝑚
∑ 𝑧?̅?𝑚{𝑙𝑛 ?̂?𝑛𝑚 − ?̅?𝑛𝑚}
𝑁
𝑛=1
, (85) 
where ?̅?𝑚 = ∑ 𝜅𝑚
𝑀
𝑚=1 , ?̅?0 = 𝑀𝜅0, ?̂?𝑚 = ?̅?𝑚 − 𝜅𝑚, ?̂?0 = ?̅?0 − 𝜅0. 
The penalty terms used in the model evaluation functions (Equation(27)) are computed 
as follows: 
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 Penalty[𝝅] = −𝑓(?̅?0, ?̅?𝑚) + ∑ 𝑓(𝜅0, 𝜅𝑚)
𝑀
𝑚=1
, (86) 
 Penalty[𝜋𝑚] = −𝑓(?̅?0, ?̅?𝑚) + 𝑓( ?̂?0, ?̂?𝑚) + 𝑓(𝜅0, 𝜅𝑚), (87) 
 
Penalty[𝝁𝑚, 𝜦𝑚] = +
𝐷
2
ln
𝜂𝑚
𝜂0
−
𝐷
2
𝜂𝑚 − 𝜂0
𝜂𝑚
+
𝛾𝑚𝜂0
2
 (𝒎𝑚 − 𝒎0)
𝑇𝐒𝑚
−1(𝒎𝑚 − 𝒎0)
− ∑ ln 𝛤 (
𝛾𝑚 + 1 − 𝑑
2
)
𝐷
𝑑=1
+ ∑ ln 𝛤 (
𝛾0 + 1 − 𝑑
2
)
𝐷
𝑑=1
+
𝐷
2
(?̅?𝑚 − ?̅?0)
+
1
2
((𝛾𝑚 − 𝐷)?̅?𝑚 − (𝛾0 − 𝐷)?̅?0) −
1
2
(𝛾𝑚𝐷 − 𝛾0tr[𝐒𝑚
−1𝐒0]), 
(88) 
where 𝑓(𝑥0, 𝑥𝑚) is an auxiliary function of the form 𝑓(𝑥0, 𝑥𝑚) = ln 𝛤(𝑥0) − ln 𝛤(𝑥𝑚) +
(𝑥𝑚 − 𝑥0)𝜓(𝑥𝑚). 
 
B.5 Validation and Quality Measurements 
To estimate the performances of the spike sorting on the ground truth datasets, we 
considered that a detected extracellular spike matched a ground truth spike when it occurred 
within a 1.5 ms window around the time of an intracellular action potential. We employed four 
matrices to measure the overall spike sorting performance: 𝐹𝑃 represents the number of false 
positive spikes, i.e. spike assignment with no match in the ground truth; 𝐹𝑁 represents the 
number of false negative spikes, i.e. ground truth with no match in the spike assignment. Ground 
truth spikes that could not be assigned to any extracellular spike were also counted as false 
negative; 𝑇𝑃 represents the number of true positive spikes, i.e. spikes assignment with match in 
ground truth spikes. For each dataset, we identified the single unit with the highest count of 
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matches with the ground truth and calculated the true rate of false positives and false negatives 
relative to the number of ground truth spikes detected in the extracellular trace: 
 𝐹𝑃% =
𝐹𝑃
𝐹𝑁 + 𝑇𝑃
, (89) 
 𝐹𝑁% =
𝐹𝑁
𝐹𝑁 + 𝑇𝑃
. (90) 
To facilitate the comparison with the percentage of correctly classified spikes estimated 
by different clustering methods, we also defined the clustering accuracy as: 
 𝑇𝑃% =
𝑇𝑃
𝐹𝑁 + 𝑇𝑃
. (91) 
 
B.6 Model Selection 
Typical deterministic approach for model-based clustering consist of estimating a set of 
finite mixture models corresponding to a selective range of cluster numbers and choosing the 
best model to the one that maximizes a model selection criterion (like, AIC, BIC etc.). In Bayesian 
framework, a higher data evidence 𝑝(𝑋) value for a model means a better fit of the data and thus 
a greater probability that the data is generated by this model. Since the data evidence 𝑝(𝑋) 
naturally takes the goodness-of-fit and model complexity into consideration, and since variational 
lower bound 𝐹(𝜳; 𝑀) is a tight and tractable approximation to 𝑝(𝑋), the latter one can be used as 
a model selection criterion and select the most adequate model as the one with the optimal 
number of clusters that maximizes the variational lower bound 𝐹(𝜳; 𝑀).  
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Although using the variational lower bound 𝐹(𝜳; 𝑀) as a model selection criterion has 
succeed in many VB applications (Takekawa & Fukai, 2009), some draw-backs may emerge and 
human curation of the number of clusters is still required when applied to real data: 1) Ideally, the 
prior distributions should be chosen to reflect information of the true posteriors of the real data. 
However, as the prior knowledge is unavailable and different from data to data, hyper parameters 
of the priors are usually set subjectively. As such, variational posterior function may approach to a 
posterior that is far from the truth, and in turn the variational lower bound 𝐹(𝜳; 𝑀) may give rise to 
wrong model inferences; 2) EM procedure is well-known to be sensitive to initialization. Local 
maxima of the variational lower bound 𝐹(𝜳; 𝑀) may arise and result in an un-desirable model 
selection; 3) It is implicitly assumed that 𝑝(𝑀) is uniformly distributed and thus maximizing 
𝐹(𝜳; 𝑀) is equivalent to maximizing the genal form of lower bound 𝐹(𝜳, 𝑀). However, this 
approximation leads to a less reliable 𝐹(𝜳; 𝑀) as a model selection criterion (Takekawa & Fukai, 
2009); 4) Since the factorization form of the variational posterior function neglects the 
dependencies between the latent and the model variables, and since the KL-divergence term is 
strongly supported by the variational posterior function but not the true posterior, 𝐹(𝜳; 𝑀) tends 
to over-penalize the complex model and in turn lead to an underestimated number of clusters 
(Archambeau & Verleysen, 2007). 
However, the aforementioned issues are addressed by our proposed model searching 
strategy and DoME criterion.  
 
B.7 Overlapping Spikes 
Our temporal thresholding requires that both spikes are detected. If two closely-
overlapping spikes are detected as a single event, and if the amplitude of the single spike 
waveform is low, they will not be removed and eventually show up as an outlier during the 
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clustering process. Thanks to the t-distribution’s robustness to outliers, these outliers do not 
substantially affect the model fitting and can be ignored during the interactive clustering process. 
In addition, even if our amplitude threshold-crossing might miss-detect some of the closely-
overlapping spikes, most of them were identified by the subsequent template matching and signal 
decomposition procedures.  
If spikes from different neurons are registered on the same recording site almost 
simultaneously, their waveforms will overlap, and they will appear as the outliers in the 
distributions of their originated neurons. Although it is reported that t-distribution is robust to 
outliers under certain data conditions, we find it severely affects the model fitting performance in 
some extreme cases. Specially, when the noise in data is at a notable level, the t-distribution of a 
spike cluster is heavy-tailed. Under this circumstance the addition outliers contributed by the 
overlapping spikes do not substantially affect the distribution. However, when the noise level in 
data is low, the t-distribution of a spike cluster is light-tailed. The presence of overlapping spikes 
may appear as outliers far away from the distribution center, which may cause the distribution to 
become multimodal. Therefore, we remove the heavily-overlapping spikes and only keep the 
prototypical spikes for clustering. But they are used in the step after where every spike candidate 
is given a cluster assignment. By acknowledging the overlapping spikes before performing the 
proposed sorting method, we can prevent the over-clustering issue and more accurately grouping 
the single-unit spikes together for each individual neuron. 
B.8 Initialization 
The RVBEM iterations starts from a mixture of a large number of clusters. It is based on 
two considerations: 1) The density of neurons can vary substantially across the probe, depending 
on the location of each recording site in the brain; 2) When performing RVBEM, local maxima 
arises if there are too many components within a local space, and too few in another since EM is 
not able to move a component from an overpopulated local region to an underpopulated local 
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region across regions that give rise to a low likelihood. By starting with a large enough number of 
components, all truth components are guaranteed to be clustered into many sub-clusters, these 
two problems are thus been avoided. However, if there are too many initial components, two 
issue can still arise: 1) some component may become ’too weak’ and their associated parameters 
may approach the boundary of parameter space, which may lead the objective function 
converges to a local maxima or cause 𝑺𝑚 become singular; 2) hierarchical agglomerative 
procedure from a very large 𝑀0 to 1 requires a huge amount of computational cost. 
To address these problems, RVBEM is performed separately after initialization but before 
proceeding to hierarchical mixture agglomeration until Equation (27) is minimized and all ‘weak’ 
components are eliminated. A ’weak’ component 𝑚 is eliminated if its corresponding 𝐹𝑚(𝜳; 𝑀) is 
negative and its covariance matrix 𝑺𝑚 is ill-conditioned, i.e., ‖𝑺𝑚‖2‖𝑺𝑚
−1‖2 < 10
−5 , where ‖𝑺𝑚‖2 
is the matrix 𝑺𝑚 under 2-norm, and its value approaches zero when the matrix 𝑺𝑚 is ill-
conditioned or nearly singular. Therefore, selection of 𝑀0 is not critical in RVBHAM clustering as 
long as it is selected to be greatly larger than the true number of clusters. The pre-clustering step 
of RVBHAM will always eliminate redundant clusters and start from a reasonable small number of 
clusters. 
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APPENDIX C 
M-Sorter2 
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M-Sorter2 
C.1 Evaluation of 𝑎 Value for MCWC Detection 
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Figure 20. Evaluation of 𝑎 value for MCWC detection  
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C.2 Evaluation of 𝑎 Number for MCWC Detection 
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Figure 21. Evaluation of the number of 𝑎 for MCWC detection 
