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Re´sume´
Nous conside´rons une classe assez ge´ne´rale de syste`mes diffe´rentiels sur
le cercle avec une perturbation ale´atoire d’ordre infe´rieur. Nous adoptons
deux points de vue, semiclassique et haute fre´quence. Nous montrons (a)
que dans la limite h → 0, les valeurs propres se distribuent selon une loi
de Weyl avec une probabilite´ tre`s proche de 1, (b) que les grandes valeurs
propres se distribuent presque suˆrement selon une loi de Weyl.
Abstract
We consider quite general differential operators on the circle with a
small random lower order perturbation. We embrace two points a view,
the semiclassical and the high energy limits. We show (a) in the semiclas-
sical limit, that the eigenvalues inside a subdomain of the pseudospectrum
are distributed according to a Weyl law with a probability close to 1, (b)
that the large eigenvalues obey a Weyl law almost surely.
Table des matie`res
1 Introduction 2
2 Enonce´ des re´sultats 2
3 Re´sultats pre´liminaires et Quasimodes 9
4 Proble`me de Grushin pour l’ope´rateur non-perturbe´ 12
5 Proble`me de Grushin pour l’ope´rateur perturbe´ 16
6 Proprie´te´s d’holomorphie de E−+ 17
7 Estimation de la probabilite´ que detEδ−+ soit petit 20
8 Preuve du The´ore`me 2.7 24
9 Re´duction semiclassique 27
1
10 Preuve du The´ore`me 2.9 28
1 Introduction
Les constructions de quasimode de E.B. Davies [3], M. Zworski [21] et d’autres
[5, 15] impliquent que les ope´rateurs h-pseudodiffe´rentiels non-autoadjoints ont,
en ge´ne´ral, la norme de la re´solvante qui est tre`s grande lorsque le parame`tre
spectral z se de´place a` l’inte´rieur de l’image du symbole principal. Dit autre-
ment, le spectre est tre`s instable sous petites perturbations. Une question natu-
relle est de comprendre comment les valeurs propres bougent quand l’ope´rateur
est perturbe´, et notamment lorsque la perturbation est ale´atoire.
Dans [11], M. Hager conside`re certaines classes d’ope´rateurs pseudodiffe´ren-
tiels semiclassiques P sur R ; incluant les ope´rateurs diffe´rentiels. Elle utilise des
petites perturbations ale´atoires multiplicatives δQω, ou` δ est un petit parame`tre.
Soit un domaine Γ ⋐ C avec une frontie`re lisse, on suppose que p−1(z) est une
collection finie de points pour z dans Γ et pour lequel {p, p¯}(ρ) 6= 0 si ρ ∈ p−1(Γ).
Sous des hypothe`ses additionnelles, Hager a montre´ qu’avec une probabilite´ qui
tend vers 1 lorsque h → 0, pour δ = e−ǫ/h, les valeurs propres de l’ope´rateur
perturbe´ se distribuent selon une Loi de Weyl dans Γ, ce qui e´tait de´ja` bien
connu dans le cas autoadjoint,
|#(σ(P + δQω) ∩ Γ)− 1
2πh
vol (p−1(Γ))| ≤ C
√
ǫ
h
, h→ 0. (1.1)
Mentionnons que M. Hager, J. Sjo¨strand ont e´tendu ce re´sultat au cas des
ope´rateurs sur Rn [12], et que J. Sjo¨strand l’a lui e´tendu au cas des varie´te´s
compactes [18].
Dans ce travail, nous allons e´tudier des syste`mes elliptiques d’ope´rateurs
diffe´rentiels sur S1 avec des perturbations ale´atoires. En adaptant des techniques
d’Hager [11] nous allons d’abord e´tablir une loi de Weyl avec une probabilite´
proche de 1 dans le cas semiclassique avec des petites perturbations. Ensuite
dans le cas non-semiclassique (h = 1) nous montrerons que les grandes valeurs
propres se distribuent presque suˆrement selon la loi de Weyl.
Remerciements. Ce travail fait partie de la the`se pre´pare´e sous la direction
de J. Sjo¨strand. L’auteur tient aussi a` remercier deux personnes M. Zworski
pour son accueil et les discussions tre`s utiles lors de son se´jour a` Berkeley, et le
rapporteur des Annales de l’institut Henri Poincare´ qui est pour beaucoup dans
cette nouvelle version.
2 Enonce´ des re´sultats
Asymptotique semiclassique. Conside´rons l’ope´rateur diffe´rentiel non-auto-
adjoint dans L2(S1,Cn)
P (h) =
∑
0≤α≤m
Aα(x;h)(hDx)
α, h ∈ (0, 1], Dx = 1
i
∂
∂x
, (2.1)
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ou` chaque Aα est une matrice n× n complexe de´pendant de manie`re C∞ de x,
et admettant la repe´sentation asymptotique dans C∞(S1),
Aα(x;h) ∼ Aα,0(x) + hAα,1(x) + h2Aα,2(x) + . . . , h→ 0. (2.2)
Le domaine de de´finition D(P ) choisi pour P est l’espace de Sobolev semiclas-
sique Hmsc(S
1,Cn) de´fini paru ∈ L2(S1,Cn)
∣∣∣∣ ‖u‖2m,h = ∑
0≤α≤m
‖(hDx)αu‖2 <∞
 . (2.3)
Le symbole principal semiclassique de P est donne´ par
p(x, ξ) :=
∑
0≤α≤m
Aα,0(x)ξ
α, (x, ξ) ∈ T ∗S1. (2.4)
Hypothe`se 2.1 On suppose que P est elliptique (au sens ou` detAm,0 ne s’an-
nule pas).
Nous notons l’ensemble des valeurs propres du symbole principal p par
Σ(p) =
⋃
(x,ξ)∈T∗S1
σ(p(x, ξ)), σ(p(x, ξ)) := spectre de p(x, ξ). (2.5)
Si P est un ope´rateur scalaire, alors Σ est l’ensemble des valeurs de p.
Proposition 2.2 Sous l’hypothe`se pre´ce´dente, pour tous z, P − z : D(P ) →
L2(S1) est un ope´rateur de Fredholm d’indice ze´ro.
Preuve. Il est connu qu’un ope´rateur elliptique sur une varie´te´ compacte (ici
S1) est de Fredholm. Apre`s multiplication par A−1m , on est ramene´ au cas ou`
Am = I. Puis, en utilisant l’invariance de l’indice de Fredholm par de´formation
elliptique, on obtient que l’indice de P − z est e´gal a` celui de (hD)m; les termes
de degre´ infe´rieur ont e´te´ e´crase´s. Pour finir, il est clair que l’indice de (hD)m
est ze´ro. 
En particulier, s’il existe un point z0 pour lequel la re´solvante (P − z0)−1
existe (ce qui est toujours le cas si Σ(p) 6= C), alors nous trouvons que le spectre
est discret dans C. En effet, par la the´orie de Fredholm analytique, nous savons
que pour un ope´rateur A d’indice ze´ro, dont le spectre n’est pas e´gal a` C, alors
le spectre consiste en des valeurs propres discre`tes.
Pour z fixe´, qz(x, ξ) de´signe, dans la suite, le de´terminant de p(x, ξ) − z.
Nous de´finissons l’ensemble
Φ = {z ∈ Σ | ∃(x, ξ) ∈ T ∗S1 avec z ∈ σ(p(x, ξ)) et {qz, q¯z}(x, ξ) = 0} (2.6)
ou` {•, •} de´signe le crochet de Poisson. Σ,Φ sont ferme´s et Λ(p) := Σ\Φ est un
ensemble ouvert.
Nous montrerons, dans la proposition 3.3, que l’image re´ciproque de ze´ro
par qz pour z donne´ dans Λ(p), est un ensemble de la forme
∀z ∈ Λ(p), q−1z (0) = {ρν+(z), ρν−(z)| ν = 1, . . . , β(z)}, (2.7)
3
ou` β(z) <∞ est localement constant, et
± 1
2i
{qz, q¯z}(ρ±) > 0. (2.8)
Ce qui implique que pour tout z ∈ Λ(p), ν = 1, . . . , β,
∃ eν+ = eν+(x, z;h) ∈ S, ‖eν+‖ = 1, ‖(P − z)eν+‖ = O(h∞),
eν+ est une solution BKW concentre´e pre`s de ρ
ν
+, et
∃ eν− = eν+(x, z;h) ∈ S, ‖eν−‖ = 1, ‖(P − z)∗eν+‖ = O(h∞),
eν− est une solution BKW concentre´e pre`s de ρ
ν
−.
Hypothe`se 2.3 Soit Ω ⋐ Λ(p) et connexe. On demande que pour tout z ∈ Ω,
ρν±(z) = (x
ν(z), ξν±(z)), x
ν 6= xκ, ν 6= κ. (2.9)
et que ξν+ 6= 0 pour tout ν ∈ 1, . . . , β, ou` β est la valeur constante de β(z) sur
la composante connexe de Λ(p) contenant Ω.
Soient (M,A,P) un espace de probabilite´ et Qω est un ope´rateur diffe´rentiel
d’ordre infe´rieur a` m de L2(S1) dans lui-meˆme, de domaine dense,
Qω =
∑
α0≤α≤α1
Qα(x;h)(hDx)
α, 0 ≤ α0 ≤ α1 ≤ m− 1. (2.10)
Ici (Qi,jα )i,j est une matrice n × n ou` chaque e´le´ment est une se´rie de Fourier
ale´atoire, c’est-a`-dire
Qi,jα (x;h) =
∑
k∈Z
qi,jα,k(h)
eikx√
2π
. (2.11)
Remarque 2.4 De manie`re ge´ne´ral, nous adoptons la convention suivante :
les coefficients d’une matrice Q seront indique´s par les exposants i, j, Qi,j .
On adopte l’hypothe`se suivante sur les variables ale´atoires qi,jα,k :
Hypothe`se 2.5 Les coefficients de Fourier qi,jα,k sont des variables ale´atoires
(pour faire court v.a.) complexes inde´pendantes de loi N (0, (σi,jα,k)2). La variance
peut de´pendre de h. Pour tout i, j, α et 0 < h ≤ 1,
σi,jα,k(h) ≤ C˜〈k〉−ρ, (2.12)
et pour α = α1, nous avons pour tout i, j
σi,jα1,k(h) ≥
1
C˜
〈k〉−ρ, (2.13)
ou` les constantes C˜ > 0 et ρ > 1 sont inde´pendantes de α, i, j, k, et h et ou` on
utilise la notation standard 〈k〉 = (1 + |k|2) 12 .
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On rappelle que X suit une loi gaussienne N (m,σ2) complexe d’espe´rance
m ∈ C et de variance σ2 > 0, si sa densite´ est
ϕ(z) =
{
1
πσ2 e
−|z−m|2
σ2 , σ > 0,
δ(z −m) (masse de Dirac en z = m), σ = 0.
La proprie´te´ remarquable des v.a. gaussiennes est que la somme de deux v.a.
gaussiennes inde´pendantes reste une v.a. gaussienne ou` les espe´rances et les
variances s’additionnent respectivement.
Sous ces conditions, Qω est presque suˆrement (p.s.) borne´ comme ope´rateur
de Hmsc dans L
2. Ce fait de´coule du re´sultat suivant concernant la re´gularite´ des
fonctions Qi,jα (x;h) :
Proposition 2.6 Sous l’hypothe`se pre´ce´dente, pour chaque α, i, j, Qi,jα (x;h)
repre´sente p.s. une fonction continue.
Preuve. Il suffit de remarquer, graˆce a` l’ine´galite´ de Markov, que
P(
∑
k∈Z
|qi,jα,k| > t) ≤ t−1E(|X |)
∑
k∈Z
σi,jα,k,
ou` X suit une loi gaussienne standard N (0, 1). On fait ensuite tendre t vers
l’infini pour voir que la se´rie ale´atoire (2.9) converge normalement presque
suˆrement, d’ou` la continuite´. 
Ils existent des re´sultats tre`s fins concernant la re´gularite´, l’irre´gularite´ des
se´ries de Fourier ale´atoires gaussiennes, voir [14].
Nous introduisons, pour (x, ξ) ∈ T ∗S1 et Γ ⋐ C donne´, le nombre de valeurs
propres de p(x, ξ) dans Γ par
mΓ(x, ξ) := #(σ(p(x, ξ)) ∩ Γ). (2.14)
Nous nous proposons alors d’e´tablir le re´sultat suivant :
The´ore`me 2.7 Supposons admis les hypothe`ses 2.1, 2.3 et 2.5. Soit Γ ⋐ Ω un
ouvert a` bord C2 par morceaux. On entend par cela que ∂Γ peut eˆtre parame´tre´
par une courbe S1 dans C continue et C2 en dehors d’un nombre fini de points
a1, a2, . . . , et pour lesquels l’angle forme´ par la de´rive´es a` gauche et a` droite est
non nul. Pour tous γ1, N0 > 0, il existe une constante positive C > 0 telle que,
pour hN0 < δ < hρ+γ1+
1
2 | lnh|−2, le spectre de P − δQω est discret et on a
|N(P − δQω,Γ)− 1
2πh
∫∫
mΓ(x, ξ) dxdξ| ≤ Ch− 12 | lnh| 12 ,
avec une probabilite´
≥ 1− Ch2γ1 | lnh|− 12 .
Notons que lorsque α1 = α0 = 0, nous nous trouvons dans la situation
d’une perturbation multiplicative ale´atoire. Nous donnerons au the´ore`me 8.6
une version de la loi de Weyl pour une famille G de domaine Γ dans Ω.
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Asymptotique des grandes valeurs propres. Soit l’ope´rateur diffe´rentiel
non-autoadjoint dans L2(S1,Cn)
P =
∑
0≤α≤m
Aα(x)D
α
x , Aα(x) ∈ C∞(S1). (2.15)
Le domaine de de´finition naturel est l’espace de Sobolev Hm(S1,Cn). On
impose comme pre´ce´demment une hypothe`se d’ellipticite´
detAm(x) 6= 0, x ∈ S1, (2.16)
rendant l’ope´rateur P −z de Fredholm d’indice ze´ro pour tout z. En particulier,
si P − z est bijectif pour au moins une valeur de z, et nous trouvons donc que
le spectre de P est discret. Le symbole principal classique de P est pm(x, ξ) :=
Am(x)ξ
m, et nous de´signons par Σ(pm) l’ensemble des valeurs propres de pm,
c’est a` dire
Σ(pm) =
⋃
(x,ξ)∈T∗S1
σ(pm(x, ξ)). (2.17)
Pour z donne´, on e´crit qm,z(x, ξ) pour det(pm(x, ξ) − z). Nous introduisons
ensuite l’ensemble,
Φ = {z ∈ Σ| ∃(x, ξ) ∈ T ∗S1 avec z ∈ σ(pm(x, ξ)) et {qm,z, qm,z}(x, ξ) = 0}.
(2.18)
Nous utilisons la perturbation,
Qω =
∑
α0≤α≤α1
Qα(x)D
α
x , 0 ≤ α0 ≤ α1 ≤ m− 1, (2.19)
ou` chaque e´le´ment Qi,jα est une se´rie de Fourier ale´atoire
Qα(x) =
∑
k∈Z
qi,jα,k(x)
eikx√
2π
.
Nous supposons de plus que les coefficients qi,jα,k ve´rifient l’hypothe`se 2.5. La
proposition 2.6 nous dit alors que Qω est un ope´rateur diffe´rentiel dont les coef-
ficients sont p.s. continus. De plus, puisque P et P −Qw ont le meˆme symbole
principal, alors p.s. P −Qw est un ope´rateur de Fredholm d’indice ze´ro.
Nous sommes inte´resse´s ici par la distribution des grandes valeurs propres
de P −Qω dans les dilate´s d’un profil conique inclus dans Λ(pm) := Σ \Φ (qui
est un coˆne du fait de l’home´ge´ne´ite´ du symbole principal). Choisissons, Ω, un
coˆne ouvert connexe dans Λ(pm).
Pour z fixe´ dans Λ(pm), l’image re´ciproque de ze´ro par qm,z est un ensemble
de la forme
∀z ∈ Λ(pm), q−1m,z(0) = {ρν+(z), ρν−(z)| ν = 1, . . . , β(z)}, (2.20)
ou` β(z) <∞ est constant sur chaque composante connexe de Λ(pm), et
± 1
2i
{qm,z, q¯m,z}(ρ±) > 0. (2.21)
On fait alors l’hypothe`se suivante :
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Hypothe`se 2.8 On demande que pour tout z ∈ Ω,
ρν±(z) = (x
ν(z), ξν±(z)), x
ν 6= xκ, ν 6= κ. (2.22)
Puisque le symbole principal est homoge`ne par rapport a` ξ, nous avons force´ment
ξν+(z) 6= 0 si z 6= 0.
Soient θ01 et θ
0
2 tels que
Λ(pm) ⊃ Ω = {reiθ| r > 0, θ01 < θ < θ02}.
Prenons θ1, θ2 ∈]θ01 , θ02[, avec θ1 ≤ θ2, et g, h ∈ C2([θ1, θ2],R+) satisfaisant
h < g. Nous introduisons alors l’ensemble
Ω ⋑ Γθ1,θ2(h, g) := {reiθ| θ1 ≤ θ ≤ θ2, h(θ) ≤ r ≤ g(θ)}. (2.23)
Pour θ1, θ2 fixe´s on e´crira parfois Γ(h, g) a` la place Γθ1,θ2(h, g). Nous notons
pour tout (x, ξ) ∈ T ∗S1 et Γ ⊂ C
mΓ(x, ξ) := #(σ(pm(x, ξ)) ∩ Γ). (2.24)
Notre re´sultat principal est le suivant :
The´ore`me 2.9 Soit Ω un coˆne connexe dans Λ(pm). On suppose que l’hy-
pothe`se d’ellipticite´ est satisfaite et 2.5, 2.8 sont ve´rifie´es. Si m−α1−ρ− 34 > 0,
alors il existe C˜ > 0 et M˜ ⊂ M avec P(M˜) = 1 tels que, pour tout ω ∈ M˜ ,
le spectre de P − Qω est discret, et le nombre N(P − Qω, λΓ(0, g)) de valeurs
propres de P −Qω dans λΓ(0, g) ⋐ Ω satisfait
∀λ ≥ 0,
|N(P −Qω, λΓ(0, g))− 1
2π
∫∫
mλΓ(0,g)(x, ξ) dxdξ| ≤ C(ω) + C˜λ1/(2m)
√
lnλ.
La constante C(ω) < +∞ de´pend de ω, mais pas de λ.
Pour le cas m = 2, le the´ore`me n’est ve´rifie´ que pour des perturbations mul-
tiplicatives avec 1 < ρ < 54 .
Notre de´monstration est organise´e comme suit. Apre`s quelques rappels sur
les ope´rateurs pseudodiffe´rentiels et les notations utilise´es, nous montrons que,
pour tout z ∈ Σ\Φ, l’ensemble q−1z (0) est compose´ par autant de points ρν+ et ρν−
tels que le crochet de Poisson {qz, qz} soit strictement positif aux points ρν+ et
strictement ne´gatif aux points ρν− (section 3). Dans [11], Hager fait l’hypothe`se
qu’il y a autant de point ρ+ que ρ−. Dans le cas du cercle, cette hypothe`se n’est
pas ne´cessaire.
L’hypothe`se Γ ⋐ Σ\Φ permet de construire des quasimodes, puis a` l’aide de
ces derniers, de faire un proble`me de Grushin pour ramener l’e´tude des valeurs
propres a` l’e´tude des ze´ros d’une fonction detEδ−+ (section 4 et 5). Apre`s avoir
rendu cette fonction holomorphe, nous concluons graˆce a` un lemme de comptage
de ze´ros de fonctions holomorphes (section 6). La condition 2.3 sert a` e´tablir
que detEδ−+ n’est pas trop petit avec une forte probabilite´.
Dans le cas classique, nous nous ramenons via une re´duction semiclassique
au cas pre´ce´dent (section 9) pour conclure avec le lemme de Borel-Cantelli afin
d’avoir la loi de Weyl presque suˆre (section 10).
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Rappel et notations. Pre´cisons au pre´alable quelques notations, qui nous
servirons par la suite. Soit m une fonction sur R de type 〈ξ〉ℓ, ou` ℓ ∈ R et Ω un
ouvert de R2. On introduit la classe S(Ω,m;Cn×n) des symboles matriciels sur
Ω
{A(x, ξ) ∈C∞(Ω,Cn×n)| ∀i, j, ∀α, β ∈ N, ∃C > 0 t.q.
|∂αx ∂βξ Ai,j(x, ξ)| ≤ Cm(ξ), (x, ξ) ∈ Ω}. (2.25)
Pour des symboles A(x, ξ;h) de´pendants de h, nous disons que A ∈ S(m) si
A(.;h) est uniforme´ment borne´e dans S(m) quand h ∈ (0, 1].
Pour k ∈ R, on pose Sk(Ω,m) = h−kS(Ω,m) et S−∞(Ω) = ⋂Sk(Ω,m).
Soient A,Ak ∈ S(Ω,m), k ≥ 0. Si ∀N ∈ N, A(x;h) −
∑
0≤k≤N Ak(x;h)h
k ∈
S−(N+1)(Ω,m), nous e´crirons alors A ∼∑∞k=0 Akhk.
SiA etB ont la meˆme repre´sentation asymptotique alorsA−B ∈ S−∞(Ω,m).
Si Ak ∈ S(m), k ≥ 0 alors il existe A ∈ S(m) tel que A ∼
∑
Akh
k.
Un symbole A ∈ S(m) est dit classique si A ∼∑Akhk, les fonctions matri-
cielles Ak e´tant inde´pendantes de h. A0 est de´nomme´ le symbole principal de
A. La classe des symboles classiques est note´e Scl(Ω,m).
Proposition 2.10 L’application biline´aire
S(R2,m1)× S(R2,m2) → S(R2,m1m2)
(A1, A2) 7→ A1#A2
ou`
A1#A2 = e
ih
2 σ(Dx,Dξ;Dy,Dη)A1(x, ξ;h)A2(y, η;h)|y=x,η=ξ (2.26)
est continue. De plus, nous avons la repre´sentation asymptotique
(A1#A2)(x, ξ;h) ∼
∑
k≥0
1
k!
(
ih
2
σ(Dx, Dξ;Dy, Dη)
)k
A1(x, ξ)A2(y, η)
∣∣
y=x,η=ξ
.
(2.27)
Graˆce a` (2.27), il est possible de de´finir une composition pour les symboles
de´finis sur Ω, S(Ω,m1)× S(Ω,m2)→ S(Ω,m1m2)/S−∞(Ω,m1m2).
Proposition 2.11 Soit A(x, ξ;h) ∈ Scl(Ω,m), les trois conditions suivantes
sont e´quivalentes,
i) A0 est inversible pour chaque (x, ξ) ∈ Ω et ve´rifie A−10 = O( 1m ).
ii) A0 est inversible pour chaque (x, ξ) ∈ Ω et ve´rifie A−10 ∈ S(m−1).
iii) ∃B ∈ S(m−1) tel que
A#B ∼ 1 dans S(Ω, 1)
B#A ∼ 1 dans S(Ω, 1).
Un symbole qui ve´rifie i) est dit elliptique (au sens semiclassique).
Lorsque Ω = R2, on associe a` A ∈ S(m) un ope´rateur pseudodiffe´rentiel Aw
continue de Sn → Sn et de (S ′)n → (S ′)n, de´fini par
Awu(x) :=
1
2πh
∫∫
e
i
h (x−y)ξA(
x+ y
2
, ξ)u(y) dydξ. (2.28)
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Puisque nous avons Aw =
(
(Ai,j)w
)
1≤i,j≤n , si Ai ∈ S(R2,mi) nous obtenons
alors la formule de composition Aw1 A
w
2 = (A1#A2)
w : Sn → Sn, (S ′)n → (S ′)n.
The´ore`me 2.12 Si A ∈ S(R2, 1), alors Aw : L2(R,Cn) → L2(R,Cn) est
borne´e, et sa norme est majore´e par une constante inde´pendante de h.
Lemme 2.13 Soit A ∈ Scl(R2,m), Ai,j ∼
∑
k≥0 h
kAi,jk , introduisons
Supp(Ai,j) :=
⋃
k
supp(Ai,jk ).
Prenons χ ∈ C∞0 (R2), inde´pendant de h, alors
∀i, j, Supp(Ai,j) ∩ supp(χ) = ∅ ⇒ ‖(A#χ)w‖L2(R)→L2(R) = O(h∞).
Dans le cas scalaire, on pourra aussi consulter [6], [7], et dans le cas matriciel
[1], [4].
3 Re´sultats pre´liminaires et Quasimodes
On se place dans le cadre semiclassique et on e´tudie l’ope´rateur diffe´rentiel
elliptique (Hypothe`se 2.1) non-autoadjoint dans L2(S1,Cn) de´fini dans l’intro-
duction. Rappelons que qz(x, ξ) = det(p(x, ξ) − z).
Si z0 une valeur propre simple de p(x0, ξ0), ou` (x0, ξ0) ∈ T ∗S1, alors il existe
un voisinage U ⊂ T ∗S1 de (x0, ξ0) et une fonction C∞, λ : U → C, tel que
λ(x, ξ) soit une valeur propre simple de p(x, ξ) pour tout (x, ξ) ∈ U, ve´rifiant
au point (x0, ξ0), λ(x0, ξ0) = z0.
Proposition 3.1 Soit z0 une valeur propre simple de p(x0, ξ0), ou` (x0, ξ0) ∈
T ∗S1, alors nous avons l’e´quivalence
1
2i
{qz0(.), qz0(.)}(x0, ξ0) > 0 ⇐⇒
1
2i
{λ, λ¯}(x0, ξ0) > 0.
Preuve. qz(x, ξ) se met sous la forme g(x, ξ, z)(z−λ(x, ξ)), ou` g(x, ξ, z) est po-
lynomiale en z et ne s’annule pas au point (x0, ξ0, z0). Il faut ensuite remarquer
que si a(x, ξ) = b(x, ξ)c(x, ξ) et ve´rifie au point ρ0 = (x0, ξ0), a(ρ0) = c(ρ0) = 0
et b(ρ0) 6= 0, alors
1
2i
{a, a¯}(ρ0) = |b(ρ0)|2 1
2i
{c, c¯}(ρ0).

Proposition 3.2 Soient ρ0 = (x0, ξ0), z0 ∈ σ(p(ρ0)).
(a) Si dimN (p(ρ0)− z0) ≥ 2 alors
1
2i
{qz0(.), qz0(.)}(ρ0) = 0.
(b) Si dimN (p(z0)− z0) = 1 alors il existe des matrices r0, s0 inversibles telles
que r−10 (p(ρ0)− z0)s0 admet 0 comme valeur propre simple.
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Preuve. (a) Pour une base convenable de Cn, les deux premie`re colonnes de la
matrice p(ρ0)− z0 s’annulent. On voit donc que det(p(ρ)− z0) = O(|ρ− ρ0|2).
(b) Soit e1, . . . , en une base telle que (p(ρ0)− z0)e1 = 0. Soit
f2 = (p(ρ0)− z0)e2
...
fn = (p(ρ0)− z0)en
(3.1)
et f1 tel que f1, . . . , fn soit une base. Alors pour les bases e1, . . . , en, et f1, . . . , fn
la matrice de p(ρ0)− z0 devient
0 0 . . . 0
0 1
...
. . .
0 1
 . (3.2)
Il existe donc deux matrices de passage r0, s0 pour lesquelles r
−1
0 (p(ρ0)− z0)s0
s’e´crit comme dans (3.2). 
Soit z donne´ dans Σ \ Φ, l’image re´ciproque de 0 par qz est donne´ par
q−1z (0) = {ρν+(z), ρκ−(z)| ν = 1, . . . , β(z), κ = 1, . . . , γ(z)} (3.3)
avec
± 1
2i
{qz(.), qz(.)}(ρ±) > 0. (3.4)
Proposition 3.3 a) Pour chaque z ∈ Σ \ Φ, nous avons β(z), γ(z) < +∞.
b) Pour tout z ∈ Σ \ Φ, nous avons β(z) = γ(z).
c) Si z1, z2 appartiennent a` une meˆme composante connexe de Σ \ Φ, alors
β(z1) = β(z2).
Preuve. Pour a) et c) c’est clair. z0 e´tant fixe´, on prend q(x, ξ) ≡ qz0(x, ξ). On
suppose pour se fixer les ide´es que q(0, ξ) 6= 0, pour tout ξ ∈ R : il n’y a donc pas
de points ρ+ ou ρ− au dessus de 0. Nous coupons le cercle S1 ≃ R/2πZ, pour
identifier, avec l’application (x, ξ) 7→ (Rew, Imw), le tube (S1\{0})×{|ξ| ≤ C}
a` un rectangle K de C. Concre`tement, nous pouvons e´crire
∂K = {ξ = −C, x ∈ [0, 2π]}︸ ︷︷ ︸
γ1
∪ {x = 2π, |ξ| ≤ C}︸ ︷︷ ︸
γ2
∪{ξ = C, x ∈ [0, 2π]}︸ ︷︷ ︸
γ3
∪ {x = 0, |ξ| ≤ C}︸ ︷︷ ︸
γ4
.
Puis nous calculons la variation de l’argument de q le long de la frontie`re de
K dans le sens positif. Premie`rement, puisque q(x, ξ) = a(x)ξmn + O(ξmn−1),
avec a(x) = det(Am,0(x)) pour ξ grand, nous voyons que pour C assez grand
var argγ1 q = var argS1 a(x)
= −var argγ3 q.
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Deuxie`mement, comme q(x, ξ) = q(x + 2π, ξ), nous avons
var argγ2 q + var argγ4 q = 0.
Nous avons donc montre´ que la variation de l’argument de q le long de ∂K
est nulle. Apre`s une de´formation de contour, nous pouvons aussi e´crire, pour ǫ
assez petit, que
var arg∂K q(x, ξ) =
∑
ζ∈q−1(0)
var arg∂D(ζ,ǫ) q(x, ξ). (3.5)
On conclut alors avec le lemme qui suit :
Lemme 3.4 Soit q(ζ) une fonction sur Cζ ≡ Rx+iRξ, et C∞ dans un voisinage
de 0. Si
q(0) = 0, ± 1
2i
{q, q¯}(0) := ± 1
2i
(∂ξq∂xq¯ − ∂xq∂ξ q¯)(0) > 0, (3.6)
alors pour ǫ assez petit var arg∂D(0,ǫ) q(ζ) = ±2π.
Preuve. On fait un de´veloppement de Taylor de q au voisinage de ze´ro
q = a (ξ + ix) + b (ξ − ix) +O(‖(x, ξ)‖2), a, b ∈ C.
Nous obtenons alors
1
2i
{q, q¯}(0) = |a|2 1
2i
{ξ + ix, ξ − ix}(0) + |b|2 1
2i
{ξ − ix, ξ + ix}(0)
= |b|2 − |a|2.
Deux cas se pre´sentent. Si 12i{q, q¯}(0) > 0 alors |b| > |a| et on voit que
var arg q = var arg (ξ − ix) = −2π. Si 12i{q, q¯}(0) < 0 alors |b| < |a| et on a
var arg q = var arg (ξ + ix) = +2π. 
Nous donnons maintenant un re´sultat d’existence de quasimode pour un
syste`me diffe´rentiel matriciel qui ge´ne´ralise celui e´tabli dans le cas scalaire par
M. Zworski [21].
Proposition 3.5 Pour tout z dans Σ(p) et ρ0 := (x0, ξ0) dans T
∗S1 avec
z ∈ σ(p(ρ0)), 1
2i
{qz(.), qz(.)}(ρ0) > 0,
il existe 0 6= u(h) ∈ L2(S1) tel que
‖(P (h)− z)u(h)‖ = O(h∞)‖u(h)‖.
De plus u(h) a la forme χ(x)a(x;h)eiϕ(x)/h ou` χ est une troncature a` support
dans un voisinage de x0. Aussi a(x0;h) 6= 0 et Imϕ(x0) = ξ0.
Preuve. On suppose pour commencer que z = 0 est une valeur propre simple de
p(ρ0). On cherche a` construire des solutions BKW, e
iϕ(x)/ha(x;h), satisfaisant
e−iϕ/hPeiϕ/ha = O(h∞), (3.7)
a(x;h) ∼ a0(x) + ha1(x) + . . . dans C∞(S1,Cn), a0 6= 0.
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La phase doit remplir l’e´quation eikonale det p(x, ϕ′(x)) = 0. Soit λ la va-
leur propre simple C∞ de p(x, ξ) de´finie dans un voisinage de ρ0 et ve´rifiant
λ(x0, ξ0) = 0. λ est analytique en ξ, et puisque ∂ξλ(ρ0) 6= 0, on peut trouver
une fonction ϕ′ de´finie dans un voisinage de x0, telle que λ(x, ϕ′(x)) = 0 =
det p(x, ϕ′(x)), et ϕ′(x0) = ξ0.
Les termes an satisfont, eux, un syste`me re´current d’e´quations (les e´quations
de transport). La proce´dure pour donner les expressions explicites des an est
de´crite dans [8] (p.54) pour l’ope´rateur hDx + A(x). Par ailleurs, pour le cas
scalaire on pourra consulter [11].
On prendra ensuite comme quasimode χaeiϕ/h, ou` χ est a` support compact
dans un voisinage de x0. Pour la normalisation, on proce`de comme dans le cas
scalaire, en remarquant que {λ, λ¯}(ρ)/2i > 0, ce qui entraine que Im ϕ′′(x0) > 0,
voir [3].
Pour le cas ou` z0 est une valeur propre multiple, on est ramene´ au cas d’une
valeur propre simple apre`s composition par r0 et s0 (proposition 3.2). 
Pour une e´tude plus approfondie de l’existence de quasimodes pour les
syste`mes d’ope´rateurs semiclassiques, on consultera [4].
4 Proble`me de Grushin pour l’ope´rateur non-
perturbe´
Pour le proble`me de Grushin, seule l’hypothe`se d’ellipticite´ est impose´e,
donc la condition 2.3 n’est pas ne´cessaire. Nous rappelons que qz(x, ξ) de´signe
le de´terminant de p(x, ξ)− z. On se place dans le cadre semiclassique.
Soit z0 un point de Λ(p) = Σ \Φ, et prenons les points ρν±(z0) de q−1z0 (0) tels
que
± 1
2i
{qz0(.), qz0(.)}(ρν±(z0)) > 0. (4.1)
Nous omettons dans la suite d’e´crire l’indice ν. Nous indiquerons dans le
texte quand nous en aurons besoin.
Comme dqz0 , dq¯z0 sont line´airement inde´pendant, il existe un voisinage U(z0)
de z0 et ρ±(z) ∈ C∞(U(z0)) pour lesquel q(ρ±(z), z) = 0, et
± 1
2i
{qz(.), qz(.)}(ρ±(z)) > 0. (4.2)
On suppose pour commencer que 0 est une valeur propre simple de p(ρ±(z0))−
z0. Dans le cas ge´ne´ral dim N (p(ρ±(z0)) − z0) = 1, la proposition 3.3 montre
qu’apre`s composition par r0 et s0 on est ramene´ au cas d’une valeur propre
simple.
Utilisant le paragraphe 3 du Ch.I de [9], on de´duit qu’il existe un voisi-
nage W (z0) de z0, un voisinage V± de ρ±(z0) pour lesquels il existe une ma-
trice u±(x, ξ) inversible pour chaque (x, ξ) ∈ V±, une fonction scalaire λ±(x, ξ)
ve´rifiant
λ±(ρ±(z)) = z, ∀(x, ξ) 6= ρ±(z), λ±(x, ξ) 6= z, (4.3)
et une matrice (n− 1)× (n− 1), h±(x, ξ), avec
∀(x, ξ) ∈ V±, ∀z ∈ W (z0), det(h± − z) 6= 0, (4.4)
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tels que
∀(x, ξ) ∈ V±, ∀z ∈W (z0),
u±(x, ξ)(p(x, ξ) − z)u−1± (x, ξ) =
(
λ±(x, ξ)− z 0
0 h±(x, ξ) − z
)
. (4.5)
Puisque V± est relativement compact, u±, u−1± , h± ∈ S(V±, 1) et p ∈ S(V+, 1),
S(V−, 1). On adapte ensuite un re´sultat du a` M. Taylor [19], voir aussi [13], pro-
position 3.1.1,
Proposition 4.1 Soit Ω un ouvert de T ∗S1. Soit A ∈ Scl(Ω, 1), dont le symbole
principal ve´rifie
U0A0U
−1
0 = A˜0 :=
(
A˜1,10 0
0 A˜2,20
)
, U0, U
−1
0 ∈ S(Ω, 1),
ou` pour chaque (x, ξ), A˜1,10 (x, ξ) et A˜
2,2
0 (x, ξ) ont des spectres disjoints. Il existe
alors U ∈ Scl(Ω, 1), U˜ ∈ Scl(Ω, 1) ve´rifiant
U#U˜ ∼ 1, U˜#U ∼ 1, U = U0modhScl(Ω, 1),
dans S(Ω, 1) tels que
U#A#U˜ ∼
(
A˜1,1 0
0 A˜2,2
)
,
ou` le symbole principal, A˜i,i0 , de A˜
i,i ve´rifie A˜i,i0 = A
i,i
0 , i = 1, 2.
Dans notre cas, nous obtenons :
Corollaire 4.2 Soit P (x, ξ)− z le symbole de l’ope´rateur P − z, alors il existe
U±, U˜±, H±, et λ˜± ∈ Scl(V±, 1) tels que
U±(x, ξ;h)#(P (x, ξ) − z)#U˜±(x, ξ;h) ∼
(
λ˜±(x, ξ;h)− z 0
0 H±(x, ξ;h)− z
)
dans S(V±, 1), ou` le symbole pricipal de λ˜± est λ± et celui de H±, h±.
H± est elliptique au sens semiclassique, et compte tenu de la proposition
3.1, le symbole principal λ± de λ˜± ve´rifie pour chaque z ∈W (z0),
ρ±(z) ∈ λ−1± (z), ±
1
2i
{λ±, λ¯±}(ρ±, z) > 0. (4.6)
On est ainsi ramene´ au cas scalaire traite´ dans [11]. La proposition 3.3
de [11] montre qu’il existe un voisinage W˜ (z0) ⊂ W (z0) de z0, un voisinage
V˜± ⊂ V± contenant ρ±(z) = (x±(z), ξ±(z)), z ∈ W˜ (z0), deux symboles q± ∈
Scl(V˜±, 1), et g± ∈ Scl(πx(V˜±), 1) qui de´pendent de manie`re C∞ de z ∈ W˜ (z0)
tels que
λ˜+(x, ξ;h) − z ∼ q+(x, ξ, z;h)#(ξ + g+(x, z;h)) dans S(V˜+, 1), (4.7)
λ˜−(x, ξ;h) − z ∼ (ξ + g−(x, z;h))#q−(x, ξ, z;h) dans S(V˜−, 1), (4.8)
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avec q±,0(ρ±(z), z) 6= 0, et ou g±,0(x±(z), z) = −ξ±(z) pour z ∈ W˜ (z0).
La fonction g± est de´finie sur πx(V˜±). On prolonge g± dans C∞(R) de telle
sorte que
g±(y) = ∓ i
C±
(y − x±), |y| ≥ C, C± > 0, (4.9)
et aussi Im g±(y) 6= 0 pour y 6= x±(z).
On identifiera fre´quemment les intervalles de R de longueur < 2π
a` des intervalles de S1.
Soit Υ± ∈ L2(R) les solutions normalise´es de
(hDx + g+)Υ˜+ = 0,
(hDx + g−)∗Υ˜− = 0.
Υ˜± est de la forme (type BKW) h−
1
4 a±(x, z;h)e
i
hϕ±(x,z), ou` a+ est un symbole
classique avec a±,0(x±(z), z) = 0, et
ϕ′±(x±(z), z) = 0, ∂xϕ±(x, z) = g±,0(x, z), Imϕ± ≥ 0. (4.10)
Puisque ∂xϕ±(x, z) = g±,0(x, z) et λ±(x, ξ)− z = q±,0(ξ + g±,0) alors
λ±(x,−∂xϕ±(x, z))− z = 0, ∀x ∈ V˜±, z ∈ W˜ (z0). (4.11)
On note Υ± := (Υ˜±, 0, . . . , 0) ∈ C∞(R;Cn).
On re´inte`gre l’indice ν.
Sans perte de ge´ne´ralite´ on suppose que z0 est une valeur propre simple de
p(ρν±(z0)) pour tout 1 ≤ ν ≤ β, β e´tant la valeur constante de β(z) sur une
composante connexe de Σ \Φ.
Il existe un voisinage de z0 note´ W˜ (z0) ⊂ W˜ ν(z0) pour tout ν, et des voi-
sinages Θν± ⊂ V˜ ν± contenant ρν±(z) pour z ∈ W˜ (z0), et tels que Θν± sont a`
adhe´rences disjointes, ce qui signifie que pour i, j = ±, Θνi ∩ Θκj = ∅ sauf pour
(i = j = ± avec ν = κ).
De´finissons alors les fonctions suivantes
χν± ∈ C∞0 (Θν±) inde´pendants de h, χν± = 1 pre`s de ρν±(W˜ (z0)), (4.12)
φν± ∈ C∞0 (πx(Θν±)), inde´pendants de h, φν± = 1 pre`s de πx(ρν±(W˜ (z0)).
Soient χ̂ν± ∈ C∞0 (Θν±) et φ˜ν± ∈ C∞0 (πx(Θν±)) satisfaisant χν± ≺ χ̂ν± et φν± ≺ φ˜ν±.
Introduisons e´galement les fonctions suivantes, de´finies sur S1,
eν+ = φ
ν
+(U˜
ν
+#χ
ν
+)
wΥν+, f
ν
+ = φ˜
ν
+((U
ν
+)
∗#χ̂ν+)
wΥν+, (4.13)
eν− = φ
ν
−(χ
ν
−#(U
ν
−)
∗)wΥν−, f
ν
− = φ˜
ν
−(χ̂
ν
−#U˜
ν
−)
wΥν−. (4.14)
Rappelons que les multiplications par les troncatures φ et φ˜ servent a` iden-
tifier les intervalles de longueur < 2π de R (ou` agissent nos ope´rateurs pseudo-
diffe´rentiels) et de S1.
Etant donne´ que Υ˜ν± est une fonction de type BKW microlocalise´e pre`s de
ρ±(z), nous avons
〈eν±, fν±〉 = 1 +O(h∞), pour tout ν, (4.15)
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de plus il existe une constante C > 0, inde´pendante de h, telle que 1C ≤‖eν±‖, ‖fν±‖ ≤ C. Normalisons eν± et multiplions en conse´quence fν± par une
constante minore´e et majore´e uniforme´ment par rapport a` h, pour que (4.15)
reste ve´rifie´.
Proposition 4.3 eν± ∈ L2(S1) sont des fonctions normalise´es de type BKW
ve´rifiant
‖(P − z)eν+‖L2(S1), ‖(P − z)∗eν−‖L2(S1) = O(h∞). (4.16)
De plus, eν± admet une expression de la forme
e
i
hϕ
ν
±(x,z)Iν±(x, z;h) + r
ν
±(x;h), I± ∈ C∞(S1,Cn), (4.17)
ou` les coefficients Iν,k± (x, z;h) du vecteur I
ν
±(x, z;h) ne s’annulent pas au point
xν±(z), et admettent un de´veloppement en puissances de h, dans C
∞(S1), de la
forme
Iν,k± (x, z;h) ∼ h−1/4(Iν,k±,0(x, z) + hIν,k±,1(x, z) + . . .) (4.18)
et ou` ϕ± a e´te´ introduit pour Υ˜±, et rν(x;h) ∈ S−∞(1), pour tout ν. eν± est
donc microlocalement concentre´ pre`s de ρν±(z) = (x
ν
±(z), ξ
ν
±(z)). f
ν
± admet une
repre´sentation similaire a` eν±.
L’expression (4.17) re´sulte d’un re´sultat de Melin-Sjo¨strand [16] sur l’action d’un
ope´rateur pseudodiffe´rentiel sur une fonction BKW avec une phase complexe ϕ
admettant un point critique non-de´ge´ne´re´ et ve´rifiant Imϕ ≥ 0.
The´ore`me 4.4 Pour tout z dans W˜ (z0),
P =
(
P − z R−
R+ 0
)
: Hmsc(S
1;Cn)× Cβ → L2(S1;Cn)× Cβ,
avec
(R+u)ν := 〈u, fν+〉, u ∈ Hmsc , (4.19)
R−u− :=
∑
1≤ν≤β
fν−u
ν
−, u− ∈ Cβ , (4.20)
est inversible d’inverse
E =
(
E E+
E− E−+
)
=
(
E0 +O(h∞) F+ +O(h∞)
G− +O(h∞) O(h∞)
)
ou` E0 = O( 1√h ), et
F+v+ =
∑
1≤ν≤β
vν+e
ν
+, v+ ∈ Cβ, (4.21)
(G−v)ν = 〈v, eν−〉, v ∈ L2. (4.22)
De plus E0 ne propage pas les supports au sens ou` si ψ1, ψ2 ∈ S(T ∗R, 1) sont
a` support disjoint avec |πx(suppψk)| < 2π, alors pour tous χk(x) ≺ χ˜k(x) ∈
C∞0 (S
1), k = 1, 2 avec {x; πx(ψk) = 1} ⊂ suppχk < 2π, alors
(χ˜2ψ
w
2 χ2)E0(χ˜1ψ
w
1 χ1) = O(h∞), dans L(L2(S1), H1sc(S1)).
Cette dernie`re proprie´te´ est a` relier aux lemmes 4.6 et 4.8 de Hager [11].
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5 Proble`me de Grushin pour l’ope´rateur per-
turbe´
Commenc¸ons par rappeler la proposition suivante qui ame´liore celle de [12],
section 6. Pour la preuve qui simplifie celle de [12], on consultera [2].
Proposition 5.1 Soit (Yk)k∈Z une suite de variables complexes inde´pendantes
de loi Yk ∼ N (0, σ2k). Si
∑
σ2k <∞, alors on a
∀x > 0, P(
∑
k∈Z
|Yk|2 ≥ x) ≤ exp[ C0
2s1
∑
k∈Z
σ2k −
x
2s1
].
Ici s1 = max σ
2
k, et C0 > 0.
Corollaire 5.2 Soit (Yk)k∈Z une suite de variables complexes inde´pendantes de
loi Yk ∼ N (0, σ2k). Si
∑
σk <∞, alors il existe C0 > 0 tel que
∀x > 0, P(
∑
k∈Z
|Yk| ≥ x) ≤ exp
[
C0
2‖σ‖∞ ‖σ‖1 −
x2
2‖σ‖∞‖σ‖1
]
,
ou` ‖ · ‖p de´signe la norme ℓp.
Preuve. Par Cauchy-Schwarz
P
(∑
k∈Z
|Yk| ≥ x
)
≤ P
(∑
k∈Z
σk)
1
2
(∑
k∈Z
|√σkXk|2
)1/2
≥ x
 ,
ou` Yk =
√
σkXk, Xk ∼ N (0, 1). On utilise la proposition 5.1 pour achever la
preuve. 
La norme de ‖Qω‖Hmsc(S1)→L2(S1) est majore´e par
C sup
α0≤α≤α1, x∈S1
‖Qα(x)‖ ≤ C˜ sup
α,i,j
‖Qi,jα (x)‖L∞ , (5.1)
ou` C, C˜ sont des constantes strictement positives et ‖ · ‖ est une norme sur
Cn × Cn.
Proposition 5.3 On suppose admis l’hypothe`se 2.5. Il existe C > 0 tel que
pour chaque x > 0, et 0 < h≪ 1, on ait
P(‖Qω‖Hmsc(S1)→L2(S1) ≤ x) ≥ 1− exp(C −
x2
C
). (5.2)
Qω est donc borne´e presque suˆrement comme ope´rateur de H
m
sc(S
1)→ L2(S1).
Preuve. Majorant ‖Qi,jα (x)‖L∞ par la somme des valeurs absolues
∑
k∈Z |qi,jα,k|,
nous avons
P(‖Q‖Hmsc(S1)→L2(S1) ≥ x) ≤ P(
∑
α,i,j
‖Qi,jα (x)‖L∞ ≥
x
C˜
) (5.3)
≤ P(
∑
α,i,j,k
|qi,jα,k| ≥
x
C˜
).
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Nous utilisons le corollaire 5.2, (5.3) devient alors
≤ exp[ C0
2 supσi,jα,k
∑
σi,jα,k −
x2
2C˜2 sup(σi,jα,k)
∑
σi,jα,k
],
ce qui termine la preuve puisque par hypothe`se σk est sommable. 
Corollaire 5.4 On suppose que l’hypothe`se 2.5 est ve´rifie´e. Il existe alors C > 0
tel que pour tout 0 < h≪ 1
P(‖Qω‖Hmsc(S1)→L2(S1) ≤ ln(h−1)) ≥ 1− Ce−
1
C (lnh)
2
.
Dans la suite on travaille sous l’hypothe`se 2.5.
Proposition 5.5 Soit δ ≪ √h| lnh|−1 un parame`tre de perturbation et z0 dans
Σ \ Φ. Il existe un voisinage W˜ (z0) de z0 inclus dans Σ \ Φ tel que avec une
probabilite´
≥ 1− Ce− 1C (lnh)2
pour tout z dans W˜ (z0),
Pδ =
(
P − z − δQ R−
R+ 0
)
est continu Hmsc(S
1)× Cβ → L2(S1)× Cβ et admet un inverse Eδ de la forme
Eδ = E0 +
( ∑
j≥1 E(δQE)
j
∑
j≥1(EδQ)
jE+∑
j≥1 E−(δQE)
j
∑
j≥1 E−(δQE)
j−1(δQE+)
)
(5.4)
= E0 + ln(h−1)
(
O( δh ) O( δ√h )
O( δ√
h
) O(δ)
)
. (5.5)
Preuve. Nous avons PδE = 1−K ou`
K =
(
δQE δQE+
0 0
)
.
Il existe C > 0 tel que avec une probabilite´ supe´rieure a` 1− Ce− 1C (lnh)2 on
ait ‖Q‖Hmsc→L2 ≤ | lnh|, impliquant
‖K‖ . δ‖Q‖‖E‖ = δh− 12 | ln | ≪ 1.

Dans la suite, on suppose que ‖Q‖Hmsc→L2 ≤ | lnh|, et δ ≪
√
h| lnh|−1.
6 Proprie´te´s d’holomorphie de E−+
Puisque ∂z¯(PE) = 0, nous avons
∂z¯E−+ = −E−+(∂z¯R+)E+ − E−(∂z¯R−)E−+. (6.1)
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Donc, graˆce a` la cyclicite´ de la trace, nous obtenons
∂z¯ detE−+ = tr((∂z¯E−+)E−1−+) detE−+
= −tr((∂z¯R+)E+ + E−(∂z¯R−)) detE−+
=: −k0(z) detE−+(z). (6.2)
De`s lors, si on choisit une solution de l’e´quation
1
h
∂z¯l
0 = k0, l0(z) =
h
π
∫
W˜ (z0)
k0(z′)
z − z′ dRez
′dImz′ (6.3)
dans un voisinage de W˜ (z0), nous obtenons une fonction e
l0/h detE−+ holo-
morphe avec les meˆmes ze´ros que detE−+ dans W˜ (z0).
Proposition 6.1 ∆Re l0(z), de´fini sur W˜ (z0), est strictement sousharmonique
et
(∆Re l0(z) +O(h)) dRe z ∧ dIm z =
∑
1≤ν≤β
(dξν− ∧ dxν− − dξν+ ∧ dxν+). (6.4)
Dans [11], Hager utilise des arguments ge´ome´triques pour de´montrer ce
re´sultat. Nous proposons ici une preuve directe.
Preuve. Rappelons ∆ := 4∂z∂z¯. Nous avons montre´ que
1
h
∂z¯l0 = k0(z) =
∑
1≤ν≤β
((∂z¯R+)E+)ν,ν + (E−(∂z¯R−))ν,ν (6.5)
=
∑
1≤ν≤β
〈eν+, ∂zfν+〉+ 〈∂z¯fν−, eν−〉+O(h∞). (6.6)
Nous avons
h〈e+, ∂zf+〉 = 〈e+, i(∂zϕ+)(x, z) f+〉+O(h).
Puisque 〈e+, f+〉 = 1+O(h∞), alors le lemme de la phase stationnaire implique
que
h〈e+, ∂zf+〉 = −i (∂zϕ+)(x+(z), z) +O(h).
De meˆme, on montre que
h〈∂z¯f−, e−〉 = i(∂z¯ϕ−)(x−(z), z) +O(h).
Il ne reste alors plus qu’a` achever la preuve avec le lemme suivant :
Lemme 6.2 Soit ϕ+(x, z) dans C
∞(R× C) et ve´rifiant pour tous z
ϕ+(x+(z), z) = 0, (∂xϕ+)(x+(z), z) = ξ+(z) ∈ R, (6.7)
et dans un voisinage de x+(z)
λ+(x+, ϕ
′
x(x, z))− z = 0, (6.8)
alors pour tout z,
4 Im
∂
∂z
(
(∂zϕ+)(x+(z), z)
)
(z) dRe z ∧ dIm z = −dξ+ ∧ dx+. (6.9)
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On a un lemme similaire avec ϕ−.
Preuve. Commenc¸ons par remarquer que, avec λ ≡ λ+ et ϕ ≡ ϕ+ :(
λ′x λ
′
ξ
λ¯′x λ¯
′
ξ
)(
∂zx+
∂zξ+
)
=
(
1
0
)
. (6.10)
C’est-a`-dire apre`s inversion de la matrice carre´e dont le de´terminant est {λ¯, λ},
1
{λ¯, λ}
(
λ¯′ξ −λ′ξ
−λ¯′x λ′x
)(
1
0
)
=
(
∂zx+
∂zξ+
)
. (6.11)
Nous en tirons les relations suivantes,
∂zx+ =
1
{λ¯, λ} λ¯
′
ξ, ∂z¯x+ = −
1
{λ¯, λ}λ
′
ξ, (6.12)
et
∂zξ+ = − 1{λ¯, λ} λ¯
′
x, ∂z¯ξ+ =
1
{λ¯, λ}λ
′
x. (6.13)
De l’e´quation λ(x, ϕ′x(x, z))− z = 0, il vient
λ′ξ(x, ϕ
′
x(x, z))ϕ
′′
x,z¯(x, z) = 0, soit ϕ
′′
x,z¯ = 0, (6.14)
et
0 = λ′x(x, ϕ
′
x) + λ
′
ξ(x, ϕ
′
x)ϕ
′′
x,x, soit ϕ
′′
x,x = −
λ′x
λ′ξ
(x, ϕ′x). (6.15)
Nous sommes maintenant en mesure de de´montrer l’e´galite´ (6.9). Nous avons
facilement
M(z) := Im
∂
∂z
(
(∂zϕ)(x+(z), z)
)
(z) = −Im ∂
∂z¯
(
(∂zϕ)(x+(z), z)
)
(z)
= −Im (ϕ′′x,z(x+, z) ∂z¯x+ + ϕ′′z,z¯(x+, z))
et, aussi sous l’hypothe`se ϕ(x+(z), z) = 0,
∂z¯(ϕ(x+, z)) =ϕ
′
x(x+, z) ∂z¯x+ + ϕ
′
z¯(x+, z) = 0,
∂z∂z¯(ϕ(x+, z)) =ϕ
′
x(x+, z) ∂z∂z¯x+ + ϕ
′′
x,z(x+, z) ∂z¯x+ + ϕ
′′
x,x(x+, z) |∂zx+|2
+ ϕ′′x,z¯(x+, z) ∂zx+ + ϕ
′′
z,z¯(x+, z) = 0.
Le terme ϕ′x(x+, z)∂z∂z¯x+ est re´el. En regroupant tout ce qui pre´ce`de, nous
obtenons donc
M(z) =Im (ϕ′′x,z¯(x+, z) ∂zx+) + |∂zx+|2 Im ϕ′′x,x(x+, z)
=− |λ
′
ξ|2
|{λ, λ¯}|2 Im
(
λ′x
λ′ξ
)
= − 1|{λ, λ¯}|2 Im λ
′
xλ¯
′
ξ
=− 1|{λ, λ¯}|2
{λ¯, λ}
2i
= − {λ, λ¯}{λ, λ¯}2 2i =
−1
2i{λ, λ¯} ,
car |{λ, λ¯}|2 = −{λ, λ¯}2. Le coˆte´ gauche de (6.9) = −2
i{λ,λ¯}dRez∧dImz. Pour finir,
un calcul direct, au moyen de (6.12) et (6.13), donne dξ+ ∧ dx+ = 1{λ,λ¯}dz ∧ dz¯.
La preuve se termine avec l’e´galite´ suivante
− 1
2i
dz ∧ dz¯ = dRe z ∧ dIm z. (6.16)
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
Pour le proble`me perturbe´, nous avons
∂z¯ detE
δ
−+ = −tr((∂z¯R+)Eδ+ + Eδ−(∂z¯R−)) detEδ−+ (6.17)
=: −kδ(z) detEδ−+.
Alors, graˆce a` la proposition 5.5, et au fait que ‖∂ze+‖, ‖∂z¯e−‖ = O(1/h), nous
obtenons
|kδ − k0| = O(δ ln(h
−1)
h3/2
).
On suppose maintenant que δ < h
3/2
ln(h−1) .
Proposition 6.3 Soit lδ la solution de l’e´quation 1h∂zl
δ = kδ, donne´e par
lδ(z) =
h
π
∫
W˜ (z0)
kδ(z)
z − z′ dRez
′dImz′,
Alors el
δ/hEδ−+ est holomorphe et |lδ − l0| = ln(h−1)O( δ√h).
Preuve. Nous avons :
|(lδ − l0)(z)| =
∣∣∣∣∣hπ
∫
W˜ (z0)
(k0 − kδ)(z′)
z − z′ dRez
′dImz′
∣∣∣∣∣
≤ h‖kδ − k0‖
L∞(W˜ (z0))
∫
W˜ (z0)
1
|z − z′|dRez
′dImz′
= O(δ ln(h
−1)√
h
). (6.18)

7 Estimation de la probabilite´ que detEδ−+ soit
petit
Soit z0 un point appartenant a` Ω ⋐ Λ(p). L’ensemble Ω a e´te´ introduit dans
l’hypothe`se 2.3. Rappelons e´galement que W˜ (z0) est l’ensemble intervenant dans
le the´ore`me 4.4 et que δ ve´rifie
δ ≪ h
3/2
| lnh| .
En nous restreignant a` ‖Q‖ ≤ | lnh|, nous savons alors que Eδ−+ s’e´crit
Eδ−+ = E−+ + E−Q
δE+ + E−Qδ
∑
k≥0
E(QδE)k
QδE+, (7.1)
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ou` Qδ := δQ. Le terme entre parenthe`ses, de´signe´ par E˜, est O(1/√h). Nous
trouvons alors
detEδ−+ =
∑
π∈Sβ
∏
1≤ν≤β
(sign(π))
(
〈Qδeπ(ν)+ , eν−〉+ 〈QδE˜Qδeπ(ν)+ , eν−〉
)
+O(h∞). (7.2)
L’ope´rateur E˜ satisfait la condition de non-propagation du support, au sens
de´fini dans le the´ore`me 4.4. Graˆce a` l’hypothe`se 2.3 (et plus particulie`rement,
au fait que xν+ 6= xκ− pour ν 6= κ), alors
detEδ−+ =
∏
1≤ν≤β
(
〈Qδeν+, eν−〉+ 〈QδE˜Qδeν+, eν−〉
)
+O(h∞). (7.3)
Remarquons ensuite, que si
|〈Qδeν+, eν−〉| ≥
3
2
x
1
β , et |〈QδE˜Qδeν+, eν−〉| ≤
1
2
x
1
β , (7.4)
nous avons
|〈Qδeν+, eν−〉+ 〈QδE˜Qδeν+, eν−〉| ≥ x
1
β . (7.5)
Ce qui entraˆıne la minoration suivante (confe`re l’ine´galite´ P(A ∩ B) ≥ P(A) +
P(B)− 1, pour deux e´ve`nements A et B quelconques) si x > 0,
P(| detEδ−+| ≥ x+O(h∞)) ≥ P(‖Q‖ ≤ | lnh|)− 2β
+
∑
1≤ν≤β
(P(|〈Qδeν+, eν−〉| ≥
3
2
x
1
β ) + P(|〈QδE˜Qδeν+, eν−〉| ≤
1
2
x
1
β )). (7.6)
Nous avons une estimation de P(‖Q‖ ≤ | lnh|) (corollaire 5.4). Il nous reste
donc a` estimer les probabilite´s des deux derniers termes de (7.6). Commenc¸ons
par e´tudier P(|〈Qδeν+, eν−〉| ≥ 32x
1
β ), puis P(|〈QδE˜Qδeν+, eν−〉| ≤ 12x
1
β ).
Lemme 7.1 Il existe C > 0 tel que pour tout ν ∈ 1, . . . , β
P(‖Qδeν+‖ ≤ x) ≥ 1− C exp(−
1
Cδ2
x2). (7.7)
La conclusion est la meˆme pour ‖δQ∗eν−‖. Soit
P(〈QδE˜Qδeν+, eν−〉 ≤ x) ≥ 1− C˜ exp(−
1
C˜δ2
x
√
h).
Preuve. Avec l’aide de (5.2), nous trouvons que
P(‖Q‖ ≤ x‖eν+‖
) ≥ 1− C exp(− 1
C
x2). (7.8)
pour une constante C > 0. Puisque ‖E˜‖ . h− 12 , nous avons
|〈QE˜Qeν+, eν−〉| = |〈E˜ Qeν+, Q∗eν−〉| . ‖Qeν+‖ ‖Q∗eν−‖ h−
1
2 .
Terminons en appliquant l’ine´galite´ cite´e avant (7.6). 
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Cherchons maintenant a` pre´ciser la loi de probabilite´ de 〈Qe+, e−〉, ou` e± ≡
eν± pour un ν fixe´. Un calcul direct de 〈Qe+, e−〉 donne∑
α,i,j
〈Qi,jα (x)(hDx)αe+,j, e−,i〉 =
∑
α,i,j,k
qi,jα,k 〈ek (hDx)αe+,j , e−,i〉. (7.9)
ou` e±,i sont les coordonne´es de e± et ek := e
ikx√
2π
. Il devient alors e´vident que
〈Qe+, e−〉 suit la loi gaussienne N (0, σ2), la variance satisfaisant
σ2(h) =
∑
α,i,j,k
(σi,jα,k(h))
2 |〈ek (hDx)αe+,j, e−,i〉|2. (7.10)
Reste alors a` donner le comportement de σ2(h) lorsque h→ 0.
Lemme 7.2 Il existe C > 0 tel que pour tout z dans W˜ (z0),
(a) si |k| ≤ 1hC on a |〈ek (hDx)αe+,j, e−,i〉| = O(h∞),
(b) si 1hC ≤ |k| ≤ Ch on a |〈ek (hDx)αe+,j, e−,i〉| = O(1),
(c) si |k| ≥ Ch on a |〈ek (hDx)αe+,j, e−,i〉| = O(1/|k|∞).
Preuve. Pour (b), utilisons l’ine´galite´ de Cauchy-Schwarz
|〈ek (hDx)αe+,j, e−,i〉| ≤ ‖e−,i‖ ‖(hDx)αe+,j‖ = O(1).
Pour (a) et (c), remarquons d’abord que 〈ek (hDx)αe+,j , e−,i〉 est une inte´grale
du type
h−1/2
∫ 2π
0
e−
i
hφ(x,z)+ikxa(x;h)dx,
ou` φ = ϕ− − ϕ+ satisfait φ′(x(z)) = ξ−(z) − ξ+(z) 6= 0 si on note x(z) :=
x+(z) = x−(z), et a est un symbole de classe S(1) a` support compact, qui
contient x(z). Ecrivons ϕ := −φh + kx. Il existe C > 0 pour lequel
∀z ∈ W˜ (z0), ∀|k| /∈ [ 1
hC
,
C
h
], |ϕ′x(x, z)| ≥
1
C
max(|k|, 1/h).
Nous nous servons du fait que inf |φ′| 6= 0 dans un voisinage de x(z) avant de
proce´der par inte´gration par partie pour trouver
〈ek (hDx)αe+,j, e−,i〉 = 1
i
∫
eiϕ(x)an(x)dx,
an :=
(
− d
dx
◦ 1
ϕ′
)n
(a) = O ((min(1/|k|, h))n) . (7.11)

Proposition 7.3 Soit Q ve´rifiant l’hypothe`se 2.5. Il existe C˜ > 0 tel que nous
avons 〈Qe+, e−〉 ∼ N (0, σ2), ou` la variance ve´rifie
1
C˜
h2ρ−1/2 ≤ σ2(h) ≤ C˜h2ρ−1/2.
22
Preuve. Pour la borne infe´rieure, il suffit de montrer qu’il existe i et j pour
lesquels nous avons pour α = α1,
h2ρ−1/2 .
∑
k∈Z
(σi,jα1,k)
2 |〈ek (hDx)α1e+,j, e−,i〉|2 (≤ σ2(h)). (7.12)
Conside´rons alors pour chaque i, j, la somme (7.12). Si nous de´coupons la som-
mation sur k en trois, suivant k ≫ 1/h, k ≪ 1/h et k ∼ 1/h, (7.12) s’e´crit alors
de fac¸on pre´cise∑
|k|< 1hC , |k|>Ch
(σi,jα1,k)
2 |〈ek (hDx)α1e+,j , e−,i〉|2
+
∑
1
Ch≤|k|≤Ch
(σi,jα1,k)
2 |〈ek (hDx)α1e+,j , e−,i〉|2, (7.13)
ou` C > 0 est la constante du lemme 7.2. Celle-ci montre que le premier terme est
O(h∞). Puis, graˆce a` l’identite´ de Parseval et l’hypothe`se 2.5 sur la minoration
des variances σi,jα1,k, le second terme de (7.13) est pour tout i et j
&h2ρ
(
‖((hDx)α1e+,j) e−,i‖2 −
∑
|k|< 1Ch , |k|>Ch
|〈ek (hDx)α1e+,j , e−,i〉|2
)
&h2ρ
(‖((hDx)α1e+,j) e−,i‖2 +O(h∞)). (7.14)
Observons d’une part que, puisque ‖e±‖ = 1, certaines coordonne´es de e±
sont elliptiques, c’est-a`-dire de terme principal non nul ; et d’autre part que, si
e+,j et e−,i sont elliptiques, alors nous avons
‖((hDx)α1e+,j)e−,i‖2 ≍ h−1/2 (car ξ+ 6= 0). (7.15)
Dans le cas ou` ξ+ = 0, la relation ci-dessous ne tient plus. En effet, le symbole
principal de ((hDx)
α1e+,j) s’annule au point critique.
Par conse´quent, si e+,j et e−,i sont choisis elliptiques dans (7.12), nous avons
le re´sultat demande´. Il suffit d’appliquer la meˆme proce´dure pour montrer la
borne supe´rieure. 
Si X suit la loi gaussienne complexe N (0, σ2) alors
P(|X | ≥ x) = exp(−x
2
σ2
). (7.16)
En re´sume´ : si z ∈ W˜ (z0) et x > 0 alors nous avons l’estimation suivante du
membre de gauche de (7.6)
P(detEδ−+(z) > x+O(h∞)) ≥ 1− Ce−
1
C (lnh)
2
+ β(exp[−C x
2/β
δ2h2ρ−1/2
]− 1)− Cβ exp[− x
1/β
Cδ2h−1/2
]. (7.17)
pour une constante C > 0. En prenant x de l’ordre de h(ρ+ǫ−1/4)βδβ, avec δ
minore´ par une puissance de h, pour que x soit le terme dominant de x+O(h∞),
nous pouvons proposer :
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Proposition 7.4 Pour tous z ∈ W˜ (z0), ǫ > 0, N0 ≫ 1, et
hN0 ≪ δ ≪ hρ+ǫ+ 14 | lnh|−2
nous avons
P(| detEδ−+(z)| ≥ h(ρ+ǫ−1/4)βδβ) ≥ 1− Ch2ǫ, (7.18)
pour une constante C > 0.
8 Preuve du The´ore`me 2.7
Graˆce a` lδ = l0 +O( δ| lnh|√
h
), de (7.3) nous obtenons que
|e l
δ
h detEδ−+| ≤ e
Re l0
h +O( δ| lnh|h3/2 )
×
∏
1≤ν≤β
((‖δQ‖‖eν+‖‖eν−‖+ ‖δQ‖2‖eν+‖‖eν−‖O( 1√
h
)
)
+O(h∞)
)
. (8.1)
Puisque ‖Q‖ ≪ | lnh| et δ ≪ hρ+ǫ+ 14 | lnh|−2, il en re´sulte que
|e l
δ
h detEδ−+(z)| ≤ e
1
hRe l
0(z), ∀z ∈ W˜ (z0). (8.2)
Introduisons la fonction holomorphe
Fδ(z, h) := e
lδ
h detEδ−+(z), z ∈ W˜ (z0). (8.3)
Corollaire 8.1 Soient z0 un point de Ω ⋐ Λ(p) et ǫ,N0 > 0. Il existe un
voisinage de z0 note´ W˜ (z0) inclus dans Ω tel que, si h
N0 ≪ δ ≪ hρ+ǫ+ 14 | lnh|−2,
alors il existe C, C˜ > 0 telles que
(a) avec une probabilite´ ≥ 1− Ce− 1C (lnh)2 nous avons
ln |Fδ(z, h)| ≤ 1
h
Re l0(z), (8.4)
pour tous les z dans W˜ (z0).
(b) pour chaque z de W˜ (z0), ǫ > 1/4 nous avons
ln |Fδ(z, h)| ≥ 1
h
(Re l0(z)− C δ| lnh|√
h
− hβ| ln(hρ+ǫ−1/4δ)|)
≥ 1
h
(Re l0(z)− h(C˜ + β)| ln(hρ+ǫ−1/4δ)|), (8.5)
avec une probabilite´ ≥ 1− Ch2ǫ.
Preuve. (a) de´coule de (8.2) et du corollaire 5.4, pour (b) il faut se re´fe´rer a`
(7.18). 
Nous pouvons maintenant re´pe´ter les arguments de [10, 11]. Rappelons une
proposition de [10], qui reste valable pour des contoursC2 par morceaux (confe`re
the´ore`me 2.7). En effet, la meˆme preuve permet d’avoir une frontie`re C2 avec
un nombre fini de points anguleux.
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Proposition 8.2 Soient Ω ⋐ C, Γ ⊂ Ω un domaine a` bord C2 par morceaux et
φ ∈ C∞(Ω,R). Soit f une fonction holomorphe dans Ω ve´rifiant
|f(z, h)| ≤ eφ(z)/h, z ∈ Ω. (8.6)
Supposons qu’il existe ǫ˜≪ 1, zk ∈ Ω, k ∈ K tels que
∂Γ ⊂
⋃
k∈K
D(zk,
√
ǫ˜), #K = O( 1√
ǫ˜
), (8.7)
|f(zk, h)| ≥ e 1h (φ(zk)−ǫ˜), k ∈ K, (8.8)
alors
#(f−1(0) ∩ Γ) = 1
2πh
∫∫
Γ
∆φd(Rez)d(Imz) +O(
√
ǫ˜
h
).
Nous pouvons appliquer la proposition avec ǫ˜ = h(C˜ + β)| ln(hρ+ǫ−1/4δ)|,
φ = Re l0 et f = Fδ. L’e´ve`nement (8.6) a la meˆme probabilite´ de se re´aliser que
l’e´ve`nement (8.4). L’e´ve`nement (8.8) se re´alise avec une probabilite´
≥ 1− Ch2ǫ (#K)
≥ 1− C˜ h
2ǫ√
h| ln(hρ+ǫ−1/4 δ)| . (8.9)
Compte tenu de la remarque apre`s la proposition 6.1, nous sommes mainte-
nant en possession du re´sultat suivant (γ1 +
1
4 = ǫ, γ1 > 0) :
The´ore`me 8.3 Soient z0 un point de Ω ⋐ Λ(p), et N0 ≫ 1. Il existe un voisi-
nage W˜ (z0) de z0, tel que si Γ est un ouvert relativement compact dans W˜ (z0),
a` bord C2 par morceaux, et γ1 > 0, alors il existe C > 0 tel que si
hN0 ≪ δ ≪ hρ+γ1+ 12 | lnh|−2, (8.10)
alors le spectre de P − δQω est discret, et, le nombre N(P − δQω,Γ) de valeurs
propres de P − δQω dans Γ satisfait
|N(P − δQω,Γ)− 1
2πh
∫∫
mΓ dxdξ| ≤ Ch− 12 | ln(hδ)| 12 (8.11)
avec une probabilite´
≥ 1− Ch2γ1 | ln(hδ)|− 12 .
Rappelons que mΓ a e´te´ introduit en (??).
Soit Γ ⋐ Ω. En recouvrant Γ par un nombre fini de Γk ⊂ W˜ (zk), nous
obtenons le the´ore`me 2.7.
Pre´cisons que nous n’avons aucune hypothe`se garantissant que Σ(p) 6= C. Le
spectre discret est une conse´quence de la perturbation ale´atoire. Ce fait re´sulte
de la the´orie de Fredholm analytique (impliquant que le spectre d’un ope´rateur
de Fredholm, d’indice ze´ro, est soit discret soit C) et de l’estimation probabiliste
(7.18) (detEδ−+(z) ne s’annule pas avec une forte probabilite´).
Nous allons maintenant donner un re´sultat similaire concernant l’asympto-
tique de Weyl pour une famille de domaines. Rappelons d’abord la proposition
suivante qui est le cas uniforme de la proposition 8.2.
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Proposition 8.4 Soit un domaine Ω ⋐ C, et G une famille de domaines inclus
dans Ω. Soit C0 > 0 une constante inde´pendante de G. Supposons que
∀Γ ∈ G, ∂Γ =
N⋃
j=1
γj([aj , bj]), N ≤ C0, (8.12)
ou` γj : [aj , bj]→ C est C2 avec
∀j, 0 < aj < bj ≤ C0, (8.13)
∀j, 1
C0
≤ |γ˙j(t)| ≤ C0, |γ¨j(t)| ≤ C0, (8.14)
γj(bj) = γj+1(aj+1), j ∈ Z/NZ. (8.15)
Soit φ ∈ C∞(Ω,R) et f une fonction holomorphe dans Ω avec
|f(z;h)| ≤ eφ(z)h , ∀z ∈ Ω. (8.16)
Pour un re´seau carre´ de points zk ∈ Ω de maille
√
ǫ˜
2 , 0 < ǫ˜≪ 1 avec
Ω ⊂
⋃
k∈K
D(zk,
√
ǫ˜
2
), |K| ≤ C
ǫ˜
et
|f(zk;h)| > e 1h (φ(zk)−ǫ˜), (8.17)
alors
∃D > 0, ∀Γ ∈ G,
|#(f−1(0) ∩ Γ)− 1
2πh
∫∫
Γ
∆φ d(Re z)d(Im z)| ≤ D
√
ǫ˜
h
.
A la section 6.3 (“Preuve du The´ore`me 1.9”) de [11], M. Hager de´montre la
proposition 8.4 pour une famille diffe´rente de Γ. Pour la preuve, nous suivrons
ici la de´marche de Hager de la section 6.3 (du de´but de la de´monstration a`
(6.16)) conjugue´e avec le lemme suivant :
Lemme 8.5 Soit une famille de lacets simples γj (j ∈ J) dans C de classe C2.
Parame´trisons les lacets γj : [0, 1] ∋ t → γj(t) ∈ C. Supposons e´galement qu’il
existe C0 > 0 tel que
∀j ∈ J, ∀t ∈ [0, 1], 1
C0
≤ |γ˙j(t)| ≤ C0, |γ¨j(t)| ≤ C0.
Alors il existe une constante C > 0, inde´pendante de j ∈ J, telle que pour tout
r ≪ 1/C30 chaque composante connexe de γj ∩D(z, r) est de longueur ≤ Cr, ou`
le point z est donne´.
Preuve. Posons fi(t) :=
1
2 |γi(t)−z|2. Un calcul montre (en omettant les indices)
que
f˙(t) = 〈γ(t)− z, γ˙(t)〉,
f¨(t) = |γ˙(t)|2 + 〈γ(t)− z, γ¨(t)〉,
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ou` 〈., .〉 repre´sente le produit scalaire dans R2.
Pour la suite nous travaillons dans D(z, r), c’est a` dire que nos t ve´rifient
γ(t) ∈ D(z, r).
Graˆce a` l’ine´galite´ de Cauchy-Schwarz et les hypothe`ses du lemme, il existe
C1 > 0 tel que pour r ≪ 1/C30
f¨(t) ≥ |γ˙(t)|2 − |γ(t)− z| |γ¨(t)| (8.18)
≥ 1
C20
− rC0 ≥ 1
C1
> 0.
Dans chaque composante connexe de γ ∩D(z, r), il existe un temps t1 pour
lequel f(t) est minimum, de`s lors f˙(t1) = 0. La formule de Taylor avec reste
inte´grale donne alors
f(t) = f(t1) +
∫ t
t1
(x− t1)f¨(x)dx
de la`
f(t) ≥ f(t1) + 1
2C1
(t− t1)2.
soit
|t− t1| ≤ r
√
2C1.
Ainsi la longueur de chaque composante connexe de γ ∩D(z, r) est majore´e
par ∫
|t−t1|≤r
√
2C1
|γ˙(t)|dt ≤ r
√
8C1C20 .

La proposition 8.4 nous conduit donc au re´sultat qui suit :
The´ore`me 8.6 Soit G une famille de domaines Γ ⋐ Ω, ve´rifiant les hypothe`ses
de la proposition 8.4. Nous supposons que l’hypothe`se 2.3 est satisfaite. Soient
γ2 > 0, δ ≪ hρ+γ2+ 34 | lnh|−2 et minore´ par une puissance de h, alors avec une
probabilite´
≥ 1− Ch2γ2 | ln(hδ)|,
nous avons (8.11) avec une constante C inde´pendante de Γ.
9 Re´duction semiclassique
Inte´ressons-nous maintenant a` la distribution des grandes valeurs propres de
P −Qω. Rappelons que P et Qω s’e´crivent respectivement
P =
∑
0≤α≤m
Aα(x)D
α
x , Qω =
∑
α0≤α≤α1
Qα(x)D
α
x ,
ou` les entre´es de Qα sont des se´ries de Fourier ale´atoires.Qα satisfait l’hypothe`se
2.5 et P est elliptique au sens classique. Nous allons pour commencer restreindre
le parame`tre spectral z au domaine ΩR, ou` ΩR = RΩ1, R ≫ 1, avec Ω1 ⋐
Ω ⊂ Λ(pm). Puisque Λ(pm),Ω sont des coˆnes, nous avons pour tout R ≥ 1,
ΩR ⋐ Ω ⊂ Λ(pm).
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Pour z ∈ ΩR, nous ramenons l’e´tude de P − z a` un proble`me semiclassique
en divisant par R. Nous sommes donc invite´s a` e´tudier, en posant hmR = 1,
l’ope´rateur
P 0 − w − Q˜ω = hm(P − z −Qω), w := z
R
∈ Ω1. (9.1)
Le symbole principal semiclassique de P 0 est alors pm. Nous avons
Q˜ω =
∑
α0≤α≤α1
hm−αQα(x)(hDx)α, Q˜0ω := h
−(m−α1)Q˜ω. (9.2)
Reprenons les notations δ et Λ(pm) introduites dans le cadre semiclassique.
P 0 satisfait l’hypothe`se d’ellipticite´ 2.1, et par l’hypothe`se 2.8, les points ρ± ∈
p−1m (w), w ∈ Ω1 ve´rifient la condition 2.3. De plus, la perturbation Q˜0ω entre
bien dans le cadre de 2.5. Dans ces conditions, Nous pouvons appliquer le
the´ore`me 8.3, a` P 0 − δQ˜0ω, avec δ = hm−α1 . La condition (8.10), δ = hm−α1 ≪
hρ+γ1+
1
2 | lnh|−2, e´quivaut ici a`
m− α1 > ρ+ γ1 + 1
2
(9.3)
et dans le cas d’une famille de domaines m− α1 > ρ+ γ2 + 34 .
Notons pour tout (x, ξ) ∈ T ∗S1 et Γ ⊂ C,
mΓ := #(σ(pm(x, ξ)) ∩ Γ). (9.4)
Nous avons les e´galite´s suivantes :
N(P 0 − δQ˜0ω,Γ) = N(P −Qω, RΓ) (9.5)
1
2πh
∫∫
mΓ dxdξ =
1
2π
∫∫
mRΓ dxdξ, (9.6)
Ce qui implique qu’avec une probabilite´ ≥ 1−CR−2γ1/m(√lnR)−1 nous avons
|N(P −Qω, RΓ)− 1
2π
∫∫
mRΓ dxdξ| ≤ CR1/(2m)
√
lnR (9.7)
Si G une famille de domaines Γ ⋐ Ω1, ve´rifiant les hypothe`ses du the´ore`me
8.4, alors avec une probabilite´ ≥ 1−CR−2γ2/m(√lnR)−1 nous avons (9.7) avec
une constante C > 0 inde´pendante de Γ.
10 Preuve du The´ore`me 2.9
Nous nous inte´ressons maintenant a` la distribution des valeurs propres dans
les dilate´s d’un profil conique de la forme Γ(0, g) ⋐ Ω, Γθ1,θ2(g, h) a e´te´ introduit
en (2.23). On peut supposer sans perte de ge´ne´ralite´ que infθ∈[θ1,θ2] g(θ) = 1.
On proce`de a` un de´coupage dyadique de Γ(0, λg) pour de grandes valeurs
de λ. Introduisons k0 l’entier pour lequel 2
k0 ≤ λ < 2k0+1. On trouve
Γ(0, λg) =Γ(0, 1) ∪
(
k0−1⋃
k=0
Γ(2k, 2k+1)
)
∪ Γ(2k0 , λg)
=Γ(0, 1) ∪
(
k0−1⋃
k=0
2kΓ(1, 2)
)
∪ 2k0Γ(1, λg/2k0). (10.1)
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Lemme 10.1 Supposons m − α1 − ρ − 3/4 > 0. Il existe alors C > 0 tel que
quelque soit ǫ˜ > 0, il existe k(ǫ˜) ∈ N tel que avec une probabilite´ ≥ 1− ǫ˜, on ait
∀λ ≥ 2k(ǫ˜),
|N(P −Qω,Γ(2k(ǫ˜), λg))− 1
2π
∫∫
mΓ(2k(ǫ˜),λg) dxdξ| ≤ Cλ1/(2m)
√
lnλ. (10.2)
Preuve. Nous tirons de la section pre´ce´dente : avec une probabilite´ ≥ 1 −
Ck−
1
2 2−2
kγ1
m nous avons
|N(P −Qω,Γ(2k, 2k+1))− 1
2π
∫∫
mΓ(2k,2k+1) dxdξ| ≤ C2k/(2m)
√
k (10.3)
Similairement, avec une probabilite´ ≥ 1 − Ck− 120 2−2
k0γ2
m nous avons pour tout
2k0 ≤ λ < 2k0+1,
|N(P −Qω,Γ(2k0 , λg))− 1
2π
∫∫
mΓ(2k0 ,λg) dxdξ| ≤ C2k0/(2m)
√
k0 (10.4)
(la famille de domaines Γ(1, λg/2k0) indexe´e sur λ entre bien dans le cadre du
the´ore`me 8.6.).
Soit Ak l’e´ve`nement (10.3) et Bk0 l’e´ve`nement (10.4). Pour tout γ1, γ2 dans
(0,m− α1 − ρ− 3/4), Nous avons
∞∑
k=1
P(∁Ak) + P(∁Bk) = C
∞∑
k=1
k−
1
2 (2−2
kγ1
m + 2−2
kγ2
m ) < +∞. (10.5)
Puisque la somme est finie, il existe k(ǫ˜) > 0 tel que
P(
∞⋃
k=k(ǫ˜)
∁Ak ∪ ∁Bk) ≤
∞∑
k=k(ǫ˜)
P(∁Ak) + P(∁Bk) < ǫ˜,
impliquant
P(
∞⋂
k=k(ǫ˜)
(Ak ∩Bk)) ≥ 1− ǫ˜.
Utilisant le fait que
k0∑
k=k(ǫ˜)
2
k
2m
√
ln 2k = O(1)λ 12m
√
lnλ,
on conclut qu’avec une probabilite´ > 1− ǫ˜ nous avons (10.2). 
The´ore`me 10.2 Supposons m1 > 0. Il existe C1 > 0 tel que ∀ǫ > 0, il existe
Mǫ ⊂M tel que P(Mǫ) ≥ 1− ǫ et ∀ω ∈Mǫ, il existe C(ǫ, ω) <∞ tel que l’ on
ait
∀λ ≥ 0,
|N(P −Qω, λΓ(0, g)− 1
2π
∫∫
mλΓ(0,g)| ≤ C(ǫ, ω) + C1λ1/(2m)
√
lnλ.
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Finalement, en prenant M˜ =
⋃
ǫMǫ, nous avons P(M˜) = 1 et le
Corollaire 10.3 Supposons m1 > 0. Il existe C1 > 0 et M˜ ⊂M avec P(M˜) = 1
tels que ∀ω ∈ M˜ on ait
∀λ ≥ 0,
|N(PQω, λΓ(0, g))− 1
2π
∫∫
mλΓ(0,g)| ≤ C(ω) + C1λ1/(2m)
√
lnλ.
Remarque 10.4 La somme (10.3) est finie, c’est la condition ne´cessaire pour
appliquer le lemme de Borel-Cantelli, rappelle´ ici∑
n
P(∁An) <∞⇒ P(lim inf An) = 1,
ou`
ω ∈ lim inf An ⇐⇒ ∃n(ω) ∈ N, ∀k ≥ n(ω), ω ∈ Ak.
Le lemme 10.1 et le the´ore`me 10.2 n’est autre qu’une rede´monstration du lemme
de Borel-Cantelli applique´ aux e´ve`nements Ak et Bk.
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