Abstract. In unconstrained minimization of a function/, the method of Davidon-FleteherPowell (a "variable-metric" method) enables the inverse of the Hessian H of / to be approximated step wise, using only values of the gradient of/. It is shown here that, by solving a certain variational problem, formulas for the successive corrections to H can be derived which closely resemble Davidon's. A symmetric correction matrix is sought which minimizes a weighted Euclidean norm, and also satisfies the "DFP condition." Numerical tests are described, comparing the performance (on four "standard" test functions) of two variationally-derived formulas with Davidon's. A proof by Y. Bard, modelled on Fletcher and Powell's, showing that the new formulas give the exact H after N steps, is included in an appendix.
1. The DFP Method. The class of gradient methods for finding the unconstrained minimum of a function fix)* in which the direction Sk of the next iterative step from Xh to Xk+x is computed from a formula such as: sk = -Gk~xgk is called the class of variable-metric methods. Here Gk is a (preferably) positivedefinite N X N matrix and gk is the gradient Vf evaluated at XkThe reason for this nomenclature is that Sk is the direction in which the directional derivative of / is a minimum, i.e., the direction in which (1) (2) skTgk = skTiVf)k = minimum subject to the length of Sk being constant:
(1-3) ||sfc|| = constant .
Usually, the length of sk is given in terms of a quadratic form involving a metric matrix (or tensor) G (of order N X N), so that:
(1-4) IHI2 = sTGs .
Then, it can easily be shown [2] that the solution to the problem is given by Eq.
(1-1). When G varies from point to point (as in Newton's method), the "metric" is variable, hence the name. Davidon's well-known method [3] was called by him a variable-metric method because it has this feature of using a changing "inverse matrix" from one step to the next. Fletcher and Powell [4] were able to simplify Davidon's method, and to clarify many of its features and characteristics.
The Davidon-Fletcher-Powell (or DFP) method is very closely related to Newton's method. If Gk were equal to the Hessian matrix of/, viz., (1) (2) (3) (4) (5) Gk = LdXidXjJx then Eq. (1-1) would be the Newton formula used for finding the root of Vf = 0. Since Newton's method is usually by far the most efficient of the gradient methods [5] , it would be very nice to have available at each step all of the quantities needed to evaluate Sk from . It is usually rather inconvenient, however, and sometimes not feasible, to calculate so many second derivatives.
In the DFP method, a sequence of progressive estimates {Hk\ is made of the inverse Hessian G~l, based only on the first derivatives of /. The sequence of steps in a cycle is as follows : From the calculated gradient gk sit Xk, the next step direction is computed using the current estimate for G~l, so that : (1) (2) (3) (4) (5) (6) sk = -Hkgk ■ Then the minimum of / is found along the direction Sk. Let the total step ok to this point be a multiple ak of Sk, i.e., We then define
(1-9) yk = gk+x -gk.
The correction to Hk, to form the next estimate, Hk+x, is as follows :
a icx\ v u i <TkCk Hkykyk Hk
(1-1UJ Hk+i = Hk + -¡TY, ~ ~Y^r7j T i"k yk) (yk Hkyk) and, using this new H, the whole cycle is repeated. As emphasized by Fletcher and Powell, a full appreciation of the significance of formula (1-10) rests on an analysis of functions / which are exactly quadratic. For such a function the Hessian G is a constant matrix, so that certain exact relationships are valid among the various quantities involved. In particular, they show that the first part of the correction in (1-10) follows from the form of the spectral resolution of C7_1. The second part is related to a very important requirement on H, viz., that it should satisfy a relationship derivable for a function which is an exact quadratic.** Let us therefore consider a quadratic / of the form :
where f0, go, and Go are all constants. We then have
(1-12) g = Vf=go + G<xx.
** Alternative corrections to Hk have been derived by Davidon [8], Broyden [9] and Wolfe [10] . These differ from the DFP correction in that they are of rank unity ("rank-one" corrections).
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Now, since g o is not known, but only gk (for x = xk), we can eliminate g0 by differencing two equations of the form of (1-12) which hold at xk and Xk+x, respectively. We obtain
so that if we define yk = gk+x -gk and ok = xk+x -Xk (as in (1-8) Hk+x=Hk + Ek so that Hk+x will satisfy (1-16). Since Ek is not thereby rendered unique, we need another principle, or criterion, to define it more precisely. Let us ask for the "best" correction Ek in some sense. There are many possible choices to make, but a good one is to ask for the smallest correction Ek, in the sense of some norm. To a certain extent, this would tend to keep the elements of H from growing too large, which might cause an undesirable instability.
The simplest type of norm, and one which would be expected to lead to simple solutions for E, is a quadratic form in the components of E. The most general form of this kind is
However, investigation of this general norm [6] yielded rather unsatisfactory, complicated formulas for E, which seemed to involve an amount of calculation comparable to that of calculating the Hessian directly. The simplest quadratic norm is, of course, the Euclidean norm, given by This form also rendered a solution for E too complicated ; however, when A = B, and ATA is denoted by W (a positive-definite symmetric matrix), the problem turned out to have a rather simple solution.
Hence, we shall take for NiEk) :
(2-6) NiEk) = Tr (WEkWEY) and we shall try to minimize NiEk), subject to (1-16), and to a symmetry condition:
which is required because the Hessian is symmetric, and we wish to preserve the symmetry of H (when we start with a symmetric first guess). We shall rewrite (1-16) in terms of Ek:
(2-8a) ok = Hk+xVk = (Hk + Ek)yk which reduces to :
In the remainder of this derivation, we shall ignore the subscript fc. We shall solve this constrained minimization problem by the use of Lagrange multipliers. We form the composite function $ as follows : Premultiplying by 2W, we have (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (y\T + \yT)My + 2Wr = 0 from which we solve for the X which is free from the inner product. The result is (2-20) X = -iyTMyY\2Wr + y(KTMy)] .
We now premultiply by yTM to obtain :
and, since yTMX is the same as \TMy, we can solve for \TMy. The result is (2-22) \TMy = -iyTMyY\yTr) .
We now substitute this back into (2-20) to obtain :
and we are in a position to replace X in Eq. (2-17). We then have for E (2-24)
and, finally, replacing r by o -Hy, we obtain E = T^kr, WM + Mv°T -HyyTM -mwTh
which is our final formula for E. The two obvious choices for the weighting matrix W, both of which lead to relatively simple formulas for E are
We obtain for E respectively so that Ei, to some extent, resembles EdThe resemblance between Er and ED goes deeper than mere appearance. Fletcher and Powell showed that for a quadratic function /, the DFP formula for E would lead to an exact solution of the minimization problem in N steps, and that the value of H attained at that point would be exactly Go"-1. The Appendix of this paper contains a proof, by the author's colleague, Dr. Y. Bard, that E¡ also has this desirable property. In the experimental tests, to be described in Section 4, this is borne out.
3. The Problem of Stability. The derivative of / in the direction sk at xk, is proportional to the expression in Eq. (1-2), i.e., (3-1) (df/dt)k = PksYgk where t is any parameter measured along sk, and p is some positive number independent of Sk. When Sk is found from a formula such as (1-6), we have
which is a quadratic form in the components of gk. Fletcher and Powell showed that, in the DFP method, Hk is positive definite for any fc, provided that Ho is positive definite, and that the line search for minimum / along Sk is carried out to sufficient accuracy. This is a very good property of the DFP estimates for G-1 since it guarantees that some progress can be made at each step in decreasing /. Fletcher and Powell called this stability.
Neither of the correction formulas (2-27) has this desirable property; this shows up in the numerical trials described in Section 4, in which it frequently happened that idf/dt)k > 0, when it was necessary to reverse Sk, i.e., to go backwards in order to make / decrease.
The question can now be raised: Is it not possible to formulate a "best" correction problem which will have some sort of stability, i.e., some guarantee that df/dt < 0 in the direction calculated from Hk+xt This can be done, but it is a problem involving an inequality constraint, which follows from the condition on df/dt.
Let us assume that we had made a step ok from xk to Xk+x, have evaluated gk+x, and have somehow calculated Hk+x, and, from it We wish now to assure that, in accordance with the requirement that (df/dt)k+i < 0, we have (3-4) -gî+xHk+xgk+i < 0 .
In order to make the conditions independent of the scale of gk+x, and to allow a little leeway, we shall instead require:
where co is a small number. (It may not always be possible to achieve (3-5), but this would only occur if xk+x were at a true stationary point.) Inequality (3-5) can be changed into an equality constraint by using a device due to Klein [7] . We introduce a new variable u, and set (3) (4) (5) (6) gk+xHk+xgk+x -oegk+xgk+x -u = 0 .
From this point on, we shall drop the subscripts, and denote quantities associated with Xk+x by a subscript asterisk. Those associated with xk will be unmarked.
We now replace H^ (= Hk+x) as follows:
and Eq. (3-6) becomes: By the same sort of manipulations as used before, the solution for E is
where (3-13a) e = gjMy (3-13b) t = yTMy .
In order to apply condition (3-1 lb), we note that if u ¿¿ 0, then | must vanish. Hence, we first evaluate E for £ = 0, and test for whether (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) gjEog* + k>0
(where Eo stands for E calculated with £ = 0). If this is so, then E0 is already satisfactory, and can be added to H. If, on the other hand, (3-14) does not hold, then u cannot differ from zero, but must be set equal to zero, and £ cannot vanish. The result of substituting M still must be selected, as previously ; the most natural choices are as before. However, this analysis will not be carried further here, since no numerical tests have been made on these formulas. viz., Ed, Ei and En. This program used the same line-search subroutine for all three methods, with the same set of stopping thresholds, etc. Provision was made for printing out the step number fc, the values of /*, gk, Hk, etc. at each step. Whenever, a nonnegative starting directional derivative was detected, a notation to this effect was printed out, and the sign of sk was reversed. The problem was considered solved when the Euclidean norm of gk fell below 10~4. An additional test was made on the magnitude of ok; when this fell below 10-6 before the minimum was reached, the method was considered to have failed. The reason for this is that when \df/dt\ was too small, it was impossible to obtain a detectable change in / in the st-direction in any reasonable step. This was the result, usually, of a poorly chosen direction sk due to the lack of positive definiteness of Hk, which pointed up the desirability of this attribute. There were two line searches used in the tests; in the first, which we shall call the "strong" one, the search was terminated when a certain quantity, estimated from current and past values of/, fell below 10~2. This quantity is the lowest-order dimensionless ratio associated with minimization, and it is given by :
(4-1) p -/"77/"2 where the primes denote directional derivatives of the various orders. This ratio is closely connected to the error made in estimating the minimum of a nonquadratic function by an interpolated parabola, and does not depend on the scale of / or on that of the independent variable along sk, so that this termination criterion is independent of whether the minimum is a sharp one or a flat one, and gave uniformly quite accurate minima. The second line search-the "weak" one, terminated as soon as a point along sk was found at which / was smaller than the values at the points immediately to its left and to its right; i.e., as soon as a point was "bracketed," it was taken as the solution point of the line search. The significance of this weakening is twofold: on the one hand, the successive directions {sk} will usually not be conjugate, since this depends on finding a rather accurate minimum in the search, and this causes the Fletcher-Powell proof of positive definiteness to break down. On the other hand, many fewer time-consuming evaluations are required before the search is terminated. Dr. M. J. D. Powell, who suggested trying the "weak" search, was interested in the outcome of this competition, with regard to overall efficiency. The tests were made on four "difficult" functions which have been used previously to test other minimization methods. These are : with a starting point of (3, -1, 0, 1).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The results of the trials are shown in Tables 1-10 , which are largely self-explanatory. They are modelled after the tables published by Fletcher and Powell, and by Box. A few explanations with regard to certain markings are, however, in order.
(a) Whenever a sequence terminates at a step whose number is not in the table, the actual terminal step number is placed in parentheses just preceding the/-value reached.
(b) The NF column contains the number times the function / was evaluated up to the completion of the step in question. The gradient at this point would have been evaluated a number of times equal to the step number.
(c) The entry "T.B.U." refers to the total number of "back-ups" due to df/dt being positive.
(d) In Tables 7 through 10 , the starting point numbers refer to the lists given above for the Box cases.
(e) In Tables 9 and 10 , the asterisk indicates that the "wrong" solution was found (see Box [1] ). This does not mean that the method failed, but that the starting point was unfortunate. 5. Conclusions. There are no very clear-cut implications in the results of the numerical experiments. In certain cases, the DFP method is best, and in others the worst. "Var I" seems to be competitive with the DFP methods, but "Var II" is almost always worse than the others. It is also clear that sometimes the weak search is more economical and sometimes not. It is certainly not as dependable as the strong search. This sort of thing suggests that it might be possible to derive other types of correction formulas on variational grounds. The writer has in fact derived a correction to the gradient, based on/ evaluations alone (and an assumed H), but it has so far not been tested numerically.
6. Acknowledgement. I wish to thank Dr. R. T. Mertz, whose remark, during one of our discussions, about the advisability of looking for the "best" fl-correction, consistent with the DFP condition, started me on the variational path. Let us assume that (A16) and (A17) are true for some value fc. We shall prove that they must then be true for fc + 1. Using (A16) and then (A12), we have ykHkGoi = yYoi = o Y Go i, (0 = i < fc) .
Thus, from (A17), 
