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We then turn our attention to recent experiments in which planar JJAs were placed in
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frequency.
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Chapter 1
Introduction
The world of quantum mechanics is full of strange and startling phenomena, and it is
natural that when faced with such bizarre effects that we would wish to make them
somehow useful. However, for quantum technology to be useful to us, it must be in
some way macroscopic - it must either involve quantum variables which are themselves
macroscopic, or it must involve some macroscopic manifestation of microscopic quan-
tum phenomena. If we wish to make use of quantum technologies we must find some
sort of bridge between the micro- and macro-scales - some quantum phenomenon with
macroscopic consequences.
The Josephson junction (JJ) is one such bridge. Via the Josephson effect [4], inherently
quantum degrees of freedom such as the phase of the superconducting condensate wave-
function have macroscopic manifestations in the current though or voltage drop across
the junction.
JJs are already used extensively in interferometry (especially in the celebrated SQUID
magnetometers [5]) and metrology [6–8]. They also form a key component in the de-
velopment of superconducting quantum computers [9, 10] and information processing
devices [11, 12]. More recently there are proposals to use Josephson junction devices as
tunable metamaterials [13–15] or as superconducting filters [16].
But it is not only the thirst for technological progress that draws us towards Joseph-
son junction devices. They also play a major role in our understanding of fundamental
physics. Because the Josephson effect connects the current across the junction to the
phase of the superconducting condensate, Josephson junctions are an excellent system for
achieving a coherent superposition of macroscopically distinct states, which offers great
insight into the crossover between quantum and classical physical laws. The Aharanov-
Casher effect (the electromagnetic dual of the famous Aharanov-Bohm effect) has been
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observed on macroscopic scales with vortices in Josephson junction arrays [17, 18]. Su-
perconducting qubits have been used to study a number of quantum phenomena, such
as a quantum version of the famous “Maxwell’s demon” thought experiment [19].
Large arrays of Josephson junctions act approximately as realisations of well-studied
theoretical models such as the XY, Bose-Hubbard and sine-Gordon models [20], which
makes them excellent systems for studying quantum and classical phase transitions [21,
22] and topological excitations such as vortices and single charge solitons [23–26]. The
fabrication technology for these systems is sufficiently advanced that the parameters
governing the physics of interest can be selected with a relatively high degree of precision,
and as such they can serve as model systems for investigating mesoscopic transport
phenomena.
Perhaps most of the scientific attention of Josephson junction devices in recent years has
been motivated by the possibility of constructing a superconducting quantum computer.
The non-linearity of the Josephson junction makes it possible to isolate just two states
and thus form a qubit. As superconducting devices, dissipation should be inherently
low, and as electrical devices the states of the Josephson junction should be easy to
manipulate via externally applied electromagnetic fields.
In this work, however, we will only be tangentially interested in immediate technological
applications. The prime motivator for this work is the use of Josephson junction arrays
as engineered quantum many-body systems, which allow us to study a plethora of many-
body phenomena in a system that can be tailor-made to suit our needs. Bulk systems
in solid state physics can often be complicated, displaying many different phenomena at
once in a way that makes it difficult to isolate the features we are interested in. This
is compounded by the fact in a material we are generally stuck with the parameters
nature has given us - coupling constants, screening lengths, etc. are set by fundamental
physics and cannot always be selected for in an experiment. In a Josephson junction
array, however, we have experimental control over virtually every aspect of the device.
The geometry and topology is a matter of design. Strength and length of charging
interactions between islands is set by the capacitance across islands and capacitance to
the ground, so that changing the size of islands and width of junctions changes the nature
of the Coulomb interaction. If one adopts a SQUID topology for the junctions, coherent
tunnelling rates can be tuned in real time by adjusting the externally applied magnetic
field. In the 56 years since the first prediction of the Josephson effect, fabrication
technology and experimental technique has advanced dramatically, and the production of
Josephson junction arrays with precisely selected parameters is now a routine procedure
for many labs around the world.
However, even in this case, there is much we do not understand.
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In Chapter 2 we will introduce the theoretical concepts and techniques necessary for this
work. First we will give an overview of Josephson junctions and their electromagnetic
dual, quantum phase slip elements. Then in Chapter 2.2 we will present a general
recipe for constructing quantum models of electromagnetic circuits. Two approaches
will be considered: the node-flux approach popularized by Devoret [27], and the loop-
charge approach developed by Ulrich and Hassler [28]. These two approaches are dual
to each other, and we will present a discussion of electromagnetic duality as it applies
to superconducting circuits in Chapter 2.3. In Chapter 2.5 we introduce linear response
theory, which is an important tool for connecting theoretical models with experimental
measurements (we shall make use of linear response theory later in Chapter 6). This
introductory chapter will conclude with a discussion of dissipation and decoherence in
Chapter 2.4, where we shall derive a Lindblad master equation which shall be used to
model dephasing in Chapter 6.
We shall then examine Mathieu’s equation in detail in Chapter 3. Since Mathieu’s
equation is identical to Schro¨dinger’s equation for a single JJ, we will be very interested
in effectively approximating various quantities related to Mathieu’s equation.
Then we shall begin applying the methods and results of Chapters 2 and 3 to physical
systems. Chapter 4 will review the established physics of JJAs. We will pay special
attention to transport phenomena in linear array, as this will introduce and develop
many concepts and methods which we will see again when we discuss the bilinear array
in Chapter 5. We will also examine single-charge effects and phase transitions, as these
have driven much of the interest in JJAs and have revealed some very interesting physics
(some of which is still not fully understood).
Chapter 5 takes the methods and concepts of Chapters 2-4 and applies them to a new cir-
cuit - the bilinear array. This system allows us to study the interplay between depinning
and Coulomb drag.
Chapter 6 will be concerned with the theoretical modelling of recent experiments on
planar JJAs in 3D microwave cavities. Here we will make extensive use of linear response
theory to calculate the susceptibility of circuits placed under perpendicular magnetic
fields, such that quantum vortices are injected into the array.
The unifying theme is the quasicharge description of the JJ. Mathieu’s equation gives
a firm mathematical grounding to the quasicharge; in Chapter 3 we will see that the
quasicharge corresponds to the Floquet exponent of a Mathieu function. We shall review
the great success of a quasicharge model in quantitatively describing the conduction
threshold observed in linear JJAs in Chapter 4, and in Chapter 5 we extend this model
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to describe bilinear arrays. The loop charge approach employed in Chapter 6 is in fact
yet another quasicharge model.
Our desire, in this work, is to present the reader with a variety of perspectives on JJAs,
to establish a range of tools to be used in their analysis, and to put it all to work on some
interesting specific examples. The examples selected - namely transport in the bilinear
JJA and the microwave response of a 2D array - are inspired by recent experiments. We
believe both to be of current interest, and fruitful avenues for future research.
Chapter 2
Methods and models
2.1 Superconducting circuit elements
Superconductivity is one of the most striking phenomena in condensed matter physics.
At low temperatures and small magnetic fields, certain materials will undergo a phase
transition where their conductance will drop to zero and any internal magnetic fields will
be expelled. The phenomenon was first observed by Onnes in 1911, but it was well over
forty years before a satisfactory microscopic description of the underlying mechanism
was found [29].
The details of the microscopic theory of superconductivity been explored in a number
of excellent texts1, so we will not concern ourselves with it here. For our discussion, one
need only consider a superconductor as particular material described by a complex order
parameter, ψ =
√
neiφ, which experiences the phenomena of Josephson tunnelling and
coherent quantum phase slip (however, zero-resistance and the Meissner effect should
be kept in mind). We should also note that the fundamental charge carriers of a super-
conductor are not ordinary electrons with charge e, but rather Cooper-pairs with charge
2e.
2.1.1 Josephson junctions
A Josephson junction (JJ) is a weak link between two superconductors. For all of the
discussions in this text we will consider the case where this weak link is given by a thin
insulating barrier between two superconductors, but it is worth noting that JJs can also
be formed by metallic barriers, constriction of the dimension of the superconductor, or
1For a comprehensive look at superconductivity, see [30]. The theoretical underpinnings of supercon-
ductivity are presented in detail in [31–33]
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even another superconductor with smaller order parameter (i.e. smaller superconducting
gap). The key feature is that the two superconductors can be described by different order
parameters, but that there is a non-zero overlap between them. The supercurrent is not
generally free to flow across the junction as it would in a bulk superconductor, but rather
it proceeds via quantum tunnelling through the barrier.
The notion of charges tunnelling through thin barriers is not unique to superconductivity
(indeed, normal-state tunnel junctions have been widely studied [34, 35] ) but the case
of charge tunnelling in superconductors is special as it can proceed with no applied
bias, driven only by the phase difference in the order parameters of the superconductors
on either side of the junction. More specifically, the current through and voltage drop
across a JJ are given by the Josephson relations
I = Ic sinφ
V =
~
2e
dφ
dt
(2.1)
where Ic is called the critical current, which is the maximum amplitude of the supercur-
rent through the junction (larger currents will be carried by quasiparticles, and will be
dissipative). φ is the difference in phase of the superconducting wavefunction on each
side of the junction, and is often referred to as the gauge invariant phase difference.
The energy scale EJ associated with Josephson tunnelling can be derived from these
two relations,
U(t) =
∫ t
−∞
dt′I(t′)V (t′) =
∫ t
−∞
dt′ [IC sin(φ)]
[
Φ0
2pi
dφ
dt
]
=
ICΦ0
2pi
∫ φ
0
dφ′ sin(φ′) =
ICΦ0
2pi
[1− cos(φ)]
⇒ EJ =ICΦ0
2pi
(2.2)
where Φ0 = h/2e is the magnetic flux quantum.
In addition to the Josephson energy, there will be some electrostatic energy coming from
the fact that, being a thin barrier between two conducting regions, the JJ will act like
a parallel plate capacitor, which has electrostatic potential U = Q2/2C, where Q is the
charge across the capacitor and C is the capacitance, which can be calculated from the
geometry of the barrier. Combining these two energies gives us a Hamiltonian for the
JJ,
H =
(2enˆ)2
2C
− EJ cos(φˆ) (2.3)
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where Q = 2enˆ is the charge due to n Cooper pairs. The circumflexes on nˆ and φˆ refer
to the fact that these are non-commuting operators. They act as conjugate variables2,
and have the commutation relation
[nˆ, φˆ] = −i. (2.4)
The fact that nˆ and φˆ do no commute, means that they cannot simultaneously be
well-defined. This will be important when we look at arrays of JJs, where competi-
tion between charge and phase will lead to superconductor-insulator quantum phase
transitions.
A crucial feature of the Josephson relations is that they relate macroscopic quantities
(the current and voltage drop) to a quantum mechanical variables (nˆ and φˆ). It is
this fact that has made Josephson junctions attractive from the perspective of studying
macroscopic quantum phenomena and developing quantum technologies.
2.1.2 Phase slip
According to the well-known Mermin-Wagner theorem [37, 38], there can be no sponta-
neous breaking of continuous symmetries in dimensions d ≤ 2, and thus no long-range
order, so it would naively seem that superconductivity is impossible in thin films and
nanowires. However, we find that two-dimensional systems may undergo a BKT transi-
tion at low temperatures and acquire a quasi-long-range order, becoming superconduct-
ing without the need for spontaneous symmetry breaking. There are still some mysteries
and controversies surrounding superconductivity in one dimension.
In nanowires, superconducting fluctuations can reduce the superconducting order pa-
rameter to 0 at a point, destroying superconductivity locally. When the amplitude of
the order parameter drops to 0, the phase is free to change by 2pin where n ∈ Z. This
will cause a voltage drop in the nanowire in accordance with the AC Josephson relation
(the second relation in Eq. 2.1). When there is no current applied, the phase will slip
equally often in either direction, so there will be no net voltage drop. However, apply-
ing an external current will introduce a preferred direction, and a finite voltage drop
will accumulate. In this way, phase slips lead to a finite resistance in low-dimensional
superconductors [39].
However, phase slip is not always an obstacle. Bu¨chler et al. argued that, in the in-
sulating state, phase slip corresponds to tunnelling between Bloch bands, and can be
2Strictly speaking, this is only an approximation, but for mesoscopic devices it is a very good ap-
proximation. For further discussion, see [12] and [36]
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made completely coherent [40]. it was then realised that such coherent QPS is dual to
the Josephson effect [41], which was followed by many experimental investigations into
coherent QPS [18, 42–44].
In the present work, we will only be concerned with coherent QPS (and for that reason
will refer to the them simply as QPS). Furthermore, we will not concern ourselves
with the material specifications of the QPS element - rather we will simply assume the
existence of some nonlinear element which manifests as a cosine charge dependence in
the Hamiltonian.
2.2 Circuit theory
A JJA can be considered as a special kind of electrical circuit. They have several inter-
esting and unique properties stemming from their non-linearity or their quantum me-
chanical nature, but at their core they still consist of charges moving through connected
conductors, and are still beholden to the laws of electrodynamics. We will therefore
review some standard techniques for studying electrical circuits in general.
When the wavelength of any driving electromagnetic field is long compared with the dis-
tance between elements, we can employ what is called the “lumped element” approxima-
tion. This means we treat the circuit as a discrete network where only the connectivity
matters - spatial distribution can be ignored. In this way, the circuit is represented as a
directed graph3 where each edge is associated with some circuit element.
The node-flux method presented here is taken largely from Refs. [12, 27, 46].
2.2.1 Node-flux and branch-flux approaches
To arrive at a description of the dynamics of a quantum circuit, we must first identify
what our dynamical variables are. The quantities measured and controlled in experi-
ment are ultimately currents and voltages, but these are generally not the most useful
quantities for describing the underlying processes. The most common approach is to
associate with each node of the circuit a time-integrated voltage, or “node flux”
ϕ(t) =
∫ t
−∞
dt′V (t′) (2.5)
3For an introduction to the elementary concepts and terminology of graph theory, see [45]. We will
not need anything more advanced than some simple definitions in this treatment.
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where we take the voltage at the node to have been 0 at time t = −∞. In the context of
superconducting circuits in which this node flux takes on a physical meaning as ϕ = Φ0φ,
where φ is the phase of the superconducting condensate on the island.
The astute reader may have already noted that neither phases nor voltages mean any-
thing in isolation, and that it is only differences in phase or voltage from one time or
place to another that have any observable effect. For this reason, the dynamical vari-
ables are often chosen to reside on the edges4 of the graph, rather than the nodes, so
that they correspond to the gauge-invariant phase difference across an element. We will
formulate the rules and methods for node variables first - moving to edge variables will
be a trivial extension.
Because only phase, flux or voltage differences matter, we are free to chose one node of
our circuit to be the ground, which we denote with the subscript 0, and set ϕ0 = 0. This
is the node that we will measure all nodes relative to.
The next step is to construct a spanning tree, T . This is a subgraph of our circuit which
includes every node but contains no loops. Much like the choice of ground node, the
choice of spanning tree is completely arbitrary and should be done so as to simplify the
description of the physics (it will have no bearing on the physics itself). Together, the
choice of ground node and choice of spanning tree amount to a choice of gauge.
The set of edges not contained in T are often called closure branches, as each one of
them closes some irreducible loop. Identifying the set of closure branches B = G /∈ T is
an easy way to identify irreducible loops without risk of double-counting.
We are now in a position to start writing down a Lagrangian. Each branch in the graph
will contribute some term to the Lagrangian based on the constitutive law associated
with the circuit element on that branch. For example, if the branch bij connecting nodes
i and j contains a capacitance C, then it will contribute a term 12C(ϕ˙j − ϕ˙i)2 to the
Lagrangian. Likewise, an inductor L on bij will contribute a term −(ϕj − ϕi)2/2L. A
table of different elements and different constitutive laws is given in Table 2.1.
In this approach, we can think of each node i of the circuit as a fictitious particle with
“position” ϕi. Thus the capacitive energy is equivalent to the kinetic energy of this
particle, while the inductive energy is the potential energy.
4In much of the literature, the term “branches” is used instead. These are entirely equivalent and
will be used interchangeably
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Circuit element Diagram Term in Lagrangian
Capacitor ϕi ϕj
1
2C(φ˙j − φ˙i)2
Inductor ϕi ϕj − 12L(φj − φi)2
Bias current φi φj I(φj − φi)
Table 2.1: Common circuit elements, their representation in a circuit diagram and
the corresponding term they contribute to the circuit Lagrangian. These relations
allow one to arrive at a classical Lagrangian for an arbitrary circuit diagram via nodal
analysis.
It is often more convenient to describe the circuit in terms of branch fluxes, rather than
node fluxes. These are related by
φb∈T =ϕn − ϕn′
φb∈B =ϕn − ϕn′ + Φext,b
(2.6)
where Φext,b is the external magnetic flux threading a loop containing branch b, which
we add only to the closure branches.
Let’s try this out with an example. Consider the circuit in figure 2.1. Here I have selected
the lowest node as the ground node, and labelled it g, but remember that we can equiv-
alently chose any node we want to be the ground. We set φg = 0, and then we look at
all of the branches of the circuit and find the appropriate term for the Lagrangian from
Table 2.1. We then write down
L = 1
2
C1φ˙
2
1 +
C2 + C3
2
(
φ˙2 − φ˙1
)2
−
(
φ21 − Φext
)
2L1
− φ
2
2
2L2
. (2.7)
We can obtain conjugate charges
∂L
∂φ˙1
= C1φ˙1 + (C2 + C3)
(
φ˙1 − φ˙2
)
= q1
∂L
∂φ˙2
= (C2 + C3)
(
φ˙2 − φ˙1
)
= q2.
(2.8)
This is a system of two equations, which we can write in matrix form(
CΣ −C1 − C2
−C1 − C2 C1 + C2
)(
φ˙1
φ˙2
)
=
(
q1
q2
)
(2.9)
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Figure 2.1: An example of a simple linear electrical circuit. Using the node-flux
analysis, we can show that it is governed by the Hamiltonian in Eq. 2.11.
where CΣ = C1 + C2 + C3. Alternatively, we can write this
C~˙φ = ~q. (2.10)
Going to full vector notation at this point might seem unnecessary, but this kind of repre-
sentation will become invaluable when we deal with larger circuits.
It is a simple matter to invert this matrix, so we can express our φ˙’s in terms of q’s,
~q = C−1 ~˙φ.
We then take the Legendre transformation to get a Hamiltonian
H = (q1 + q2)
2
C1
+
q22
C2 + C3
+
(φ1 − Φext)2
2L1
+
φ22
2L2
. (2.11)
It is then simply a matter of putting hats on top of our q’s and φ’s and imposing the ap-
propriate commutation relations [qˆi, φˆj ] = 2eiδij , and we have a fully quantum description
of the circuit in Fig. 2.1.
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This is identical to the Hamiltonian of two coupled harmonic oscillators,
H = ω1(nˆ1 +
1
2
) + ω2(nˆ2 +
1
2
) +
k
2
(aˆ1 − aˆ†1)(aˆ2 − aˆ†2), (2.12)
with ω1 = (2C1L1)
−1/2, ω2 = (2/L2C˜)−1/2,
C˜ =
√
C1(C2 + C3)
C1 + C2 + C3
k = 64
√
L2
C1
(
C1 + C2 + C3
C2 + C3
)1/4 (2.13)
Despite the fact that both a single harmonic oscillator and infinitely many coupled harmonic
oscillators are both exactly solvable models with relatively simple physics, the case of two
harmonic oscillators is not exactly solved in the general case [47]. However, obtaining a
numerical solution is straightforward, and there exist many analytic approximation schemes
one can apply (most commonly, the rotating wave approximation).
Note that, while we can simply include a non-linear inductor such as a Josephson junc-
tion, it is not possible to include non–linear capacitors in this framework, as that would
make it impossible to identify a “kinetic” energy in the problem. If we wish to include
nonlinear capacitors such as coherent quantum phase slip (QPS) elements, we will need
a different approach.
2.2.2 Loop-charge approach
An alternative and equivalent formulation is the loop-charge approach [28]. Although
this approach is common in electrical engineering of classical circuits (where it goes
under the name “mesh analysis”), it has only received a full quantum treatment quite
recently. This is partly because (as we will elucidate below), the loop-charge approach
is generally poorly suited to describing circuits containing non-linear inductances, such
as Josephson junctions. Since Josephson junctions have been the centrepiece of much of
the attention of quantum electrical circuits, this has made a loop-charge approach im-
practical. However, with the advent of coherent QPS elements, the need has arisen for a
circuit quantization formalism which can handle non-linear capacitances - a requirement
in which the node-flux approach fails. Furthermore, the loop-charge approach can admit
JJs if one adapts a mixed formalism, wherein some branches are described in terms of
node-fluxes and some are described in the loop-charges. As we will demonstrate below,
in some JJ circuits an adiabatic approximation can be applied which results in JJs act-
ing effectively like QPS elements, so that a certain class of JJ arrays can be described
completely in terms of loop variables.
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Circuit element Term in Lagrangian
Q1 Q2 − (Q1−Q2)22C
Q1 Q2
L
2 (Q˙1 − Q˙2)2
Q1 Q2 −ES cos(Q1 −Q2)
Q Φext
↑
ΦextQ˙
Table 2.2: Common circuit elements and the terms they contribute to the circuit
Lagrangian. A more comprehensive table can be found in [28].
In a planar circuit (that is, a circuit that can be drawn on a sheet of paper without
crossing any lines), each irreducible loop can be assigned an orientation. We can then
define loop charges Q. Whereas the node fluxes where time-integrated voltages along a
path, loop charges are time-integrated currents around a loop.
The loop charges are not by themselves physical variables, but differences between two
adjacent loops Qj − Qi give the charge polarization across the branch connecting the
two loops. To obtain charge polarizations for branches on the boundary of the circuit,
we place a fictitious loop around the exterior of the circuit, with loop charge Q0 = 0.
This serves as the analogue of a ground node.
Much like the node flux approach, the loop charge approach can be boiled down to a
simple recipe of identifying degrees of freedom and constructing a Lagrangian from a
circuit diagram. The rules for assigning terms in the Lagrangian to elements of the
circuit diagram were elucidated in detail in [28], and are given in brief in Table 2.2.
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To demonstrate this recipe in action, and to highlight the equivalence of the node and flux
approaches, we will apply the loop-charge approach to obtain a quantum description of the
circuit in Fig. 2.1 (the same circuit we investigated in the previous section). For simplicity,
we will assume no external magnetic flux (for an example of a loop-charge approach with
external flux, see Chapter 6). We will assign each plaquette of the circuit a loop charge as
shown in Fig 2.2. The Lagrangian for this circuit is then
L = 1
2
L2Q˙
2
2 +
1
2
L1
(
Q˙2 − Q˙3
)2
− 1
2C3
Q23 −
1
2C2
(Q2 −Q1)2 − 1
2C1
Q21. (2.14)
Immediately, it would seem unlikely that this model conveys the same physics as the node-
flux approach. There we only had two node-fluxes, whereas here we have three loop-charges,
so there is one additional degree of freedom. However, one of these is not a true degree of
freedom, as we can see from the Euler-Lagrange equation of motion for Q1
d
dt
∂L
∂Q˙1
− ∂L
∂Q1
=
Q1
C1
+
Q1 −Q2
C2
⇒ Q1 = C1
C1 + C2
Q2
(2.15)
so that Q1 can be eliminated completely. We are left with only four degrees of freedom -
the two Q’s and two Q˙’s - much like we had in the node-flux approach.
The Lagrangian can be rewritten
L = 1
2
L2Q˙
2
2 +
1
2
L1
(
˙Q2 −Q3
)2
− 1
2C3
Q23 −
Q22
2(C1 + C2)
. (2.16)
From this we can extract the conjugate fluxes and perform a Legendre transformation to
arrive at
H = (Φ2 + Φ3)
2
2L2
+
Φ23
2L1
+
Q22
2(C1 + C2)
− Q
2
3
2C3
. (2.17)
Once we quantize this Hamiltonian by imposing the usual charge-flux commutation rela-
tions, it is not difficult to see that, much like the node-flux Hamiltonian, this too can be
brought into the form of two coupled harmonic oscillators Eq. 2.12, with the same resonant
frequencies and coupling. Thus we see that the two different approaches yield equivalent
descriptions.
2.3 Electromagnetic duality
In the previous section we have seen two different approaches to circuit quantization.
They give descriptions of the same circuit in terms of different variables, but must
ultimately agree on the value of any measurable quantity. This is an example of duality.
In this section we will examine two different kinds of duality which arise in the study
of superconducting circuits. The duality seen above is an instance where there are two
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Figure 2.2: The same example circuit as Fig. 2.1, here with loops labelled so that a
description based on the loop-charge approach can be obtained.
different descriptions of the same physical system. We will also see examples where two
different physical systems have the same mathematical description.
In Section 2.1 we were introduced to the two phenomena that will act as the protagonists
of this current work - coherent tunnelling of Cooper-pairs across JJs, and coherent QPS
in superconducting nanowires. Superficially, these effects appear to be quite different.
Despite both originating from superconductivity, they are present is very different de-
vices and materials. However both effects can be understood as being opposite sides of
the same coin. At the mesoscopic level the two phenomena obey identical equations,
just with different quantities. As I will demonstrate below, JJs and QPS elements are
dual to each other.
Electromagnetic duality has a long history, and continues to be a topic of interest in
high-energy physics [48]. Here, however, we need only concern ourselves with classical
electromagnetic duality.
This duality stems directly from Maxwell’s equations
~∇ · ~E =ρe, ~∇ · ~B = 0
~∇× ~B − ∂E
∂t
= ~Je, ~∇× ~E + ∂B
∂t
= 0.
(2.18)
In a free theory with no sources, ρe = ~Je = 0, Maxwell’s equations are invariant under
the duality transformation
~E → ~B, ~B → − ~E. (2.19)
However, the presence of any electrical charges at all immediately breaks this duality,
so it is not terribly useful in any practical setting.
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Original circuit Dual circuit
Capacitor Inductor
Current Voltage
φi φj −+φi φj
Resistance Conductance
R G = R−1
Impedance Admittance
Z Y = Z−1
Elements in series Elements in parallel
Table 2.3: Transformation of circuit elements that must be performed to obtain the
dual circuit of a given circuit diagram. All relations listed here are reciprocal (e.g. one
exchanges capacitors for inductors and inductors for capacitors).
The duality would also hold if there were magnetic sources on the RHS of the second
and fourth Maxwell equations. This would require the existence of magnetic monopoles.
While such objects have never been observed, the possibility of their existence is at-
tractive as it would explain the origin of charge quantization [49]. However, there is
currently no experimental evidence in favour of the existence of fundamental magnetic
monopoles in 3-dimensional space.
In this work, however, we are not concerned with fundamental particles, and very rarely
with 3-dimensional space. Instead, we will be interested in planar circuits, in which we
do find magnetic “sources” in the form of the magnetic flux threading a loop. Here the
electromagnetic duality stemming from Maxwell’s equations manifests in the fact that
for every planar circuit, there is an electromagnetically dual circuit [50] which obeys the
same equations of motion, but with variables changed in accordance with Table 2.3 .
This form of electromagnetic duality has been long known in electrical engineering,
where the nodal analysis description of a given circuit is equivalent to the mesh analysis
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a)
−
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c) d)
Figure 2.3: a) ,b) Circuit diagrams for a single Cooper pair transistor and a single
flux transistor respectively. a) uses JJs which Cooper pairs may tunnel across, while
b) uses QPS elements which flux quanta may tunnel across. c), d) Cartoon of a single
JJ and a single QPS element respectively. Insulating regions are coloured blue, while
the superconductor is depicted in grey. In c), a single Cooper pair (coloured red) is
located in one superconducting region, and may tunnel across the insulation barrier to
the other superconducting region. Likewise, in d) a single flux quantum (green ring
with a red arrow indicating dipole moment) is located in an insulating region, and may
tunnel across the thin superconducting nanowire to the other insulator.
description of the dual circuit [51]. In superconductivity, however, this electromagnetic
duality becomes even more pronounced. Consider two seemingly unrelated devices: a su-
perconducting single-electron transistor (SSET) and a superconducting ring interrupted
by two narrow superconducting nanowires, see Fig. 2.3.
A SSET (Fig. 2.3 a) consists of a superconducting island connected to two leads via
Josephson junctions and connected to a gate voltage via a ground capacitance CG. The
JJs themselves have an associated capacitance of CJ each. The superconducting island
must contain an integer number of Cooper pairs, and therefore the charge is quantized
to 2en, where n ∈ Z. Cooper pairs may tunnel across either of the junctions, changing
the total charge on the island by ±1. The energy cost associated with adding/removing
Cooper pairs is given by EC = (2e)
2/2CΣ, where CΣ = CG+2CJ is the total capacitance
to the island . By tuning the gate voltage VG we can induce a “gate charge”, CGVG, on
the island, shifting the charging energy. If the gate voltage exceeds ±e, the number of
Cooper pairs on the island in the ground state will shift to compensate.
We can describe this system by a Hamiltonian
HSSET =
[2e(nˆ− nG)]2
2CΣ
− EJ
∑
n
[
|n+ 1〉〈n|+ |n− 1〉〈n|
]
(2.20)
where nG = CGVG/2e is the discretized gate charge. (For now, we have neglected the
possibility of source or drain voltages.)
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Now let’s have a look at the circuit depicted in Fig 2.3 b). This contains a single
superconducting loop, so that the flux threading that loop must be quantized to Φ0m,
wherem ∈ Z. We say that the loop contains an integer number of “fluxons” or “vortices”.
The thin superconducting nanowires in the loop, depicted by diamonds in the circuit
diagram, act as quantum phase slip (QPS) elements. Within these elements, the phase
of the superconducting condensate and spontaneously wind by 2pi, which causes a vortex
to tunnel across the wire. These phase slip events change the flux threading the loop by
±Φ0, or in other words that change the number of fluxons in the loop by ±1.
The loop will have an associated geometric inductance LG, and the two QPS elements
will each have a kinetic inductance LK . Thus the energy of a fluxon in the loop is give
by EL = Φ
2
0/2LΣ, where LΣ = LG + 2LK is the total inductance of the loop. We can
also apply an external flux Φext, which will shift the inductive energy of the loop. If the
external flux exceeds ±Φ0/2, then the number of fluxons in the loop in the ground state
will shift to compensate.
This system is described by a Hamiltonian
HSFT = EL(mˆ−mext)2 − ES
∑
m
[
|m+ 1〉〈m|+ |m− 1〉〈m|
]
(2.21)
where mext = Φext/Φ0.
The discussion of the circuit in Fig. 2.3 b) should sound very familiar. It is almost
identical to the discussion of the circuit in Fig. 2.3 a). It seems if we replace charge
with flux, inductors with capacitances, JJs with QPS elements, we end up with the
same description. This is what we mean when we say the two circuits are dual to
each other. After performing the dual transformation in Table 2.3, with the additional
transformation that JJs are exchanged with QPS elements, the two different systems
exhibit the same physics. In fact, the superconducting loop presented in Fig. 2.3 b) is
know as a single flux transistor [52] (albeit in a simplified version).
While charge/flux duality is common to planar electrical circuits, its manifestations in
superconducting devices are especially rich. The Meissner effect means that magnetic
fields cannot penetrate a (sufficiently thick) superconducting wire, so that the supercon-
ductor acts as a “flux insulator”. Thus the electromagnetic duality can be understood
not just by exchanging certain circuit elements, but by exchanging the roles of insulator
and superconductor. This is illustrated in Fig. 2.3 c) and d), where we can see that just
as the Josephson effect involves charges tunnelling across a thin insulating barrier, QPS
involves fluxes tunnelling across as thin superconducting barrier.
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The JJ/QPS duality was illuminated in [41], and has been illustrated theoretically in
[53], where simple devices based on JJ and QPS were discussed in detail. In [54] a new
design for an on-chip circulator was presented, and both a design using JJs and one
using QPS elements were examined. QPS duals to the SQUID [18] and the Cooper-pair
transistor [52] have been constructed and investigated experimentally. In this work we
wish to add to this growing body of work examining the relationship between JJs and
QPS.
2.4 Dissipation and decoherence
Consider a dissipationless superconducting circuit, to which we apply a finite voltage.
The circuit may be in an insulating state, in which we have a finite voltage but zero
current. This case is relatively straightforward, and need not be discussed further here.
If, however, the resulting current is finite, then we must have some power by the relation
P = IV . This immediately raises the question: where does the power go?
It is a rather general rule that any driven system must be a dissipative one. For this
reason we cannot sensibly talk about devices with an externally applied current or
voltage without considering dissipation. Even though our systems are superconducting,
we must allow for some sort of loss mechanism for their behaviour to have any hope of
approaching that of any real device.
Currently, the precise origin of dissipation varies in any given circuit, depending on the
material used to fabricate it, the circuit topology, the measurement apparatus, the en-
vironment of the circuit (e.g. the substrate of the chip) and the operation conditions.
However, there are an assortment of phenomenological tools frequently used in the liter-
ature to understand the effect that dissipation and noise have on the quantum behaviour
of superconducting circuits, such as the Caldeira-Leggett model [55] and P (E) theory
[56], both of which describe the effect of a dissipative electromagnetic environment on
the tunnelling rates across JJs.
2.4.1 Master equation approach
The Schro¨dinger time evolution of a quantum system is manifestly coherent and energy-
conserving. However, in many realistic experiments the system of interest will lose both
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energy and coherence over time. This is because most systems of interest are open
quantum systems [57], interacting with some environment 5.
When dealing with open quantum systems, we must be able to handle the possibility of
mixed states. We therefore introduce the density matrix
ρˆ =
∑
j
wj |ψj〉〈ψj | (2.22)
where {|ψ〉} are a complete set of pure states, and wj are weights which represent the
probability of the system being in any of these states. Note that this is fundamentally
different from the notion of superposition - the weights in the density matrix account
for classical uncertainties, i.e. a lack of knowledge about the system.
In a closed system, the density matrix evolves in time according to the Liouville-von
Neumann equation
dρ
dt
= −i [H, ρ(t)] . (2.23)
The interested reader can easily check that this is equivalent to the Schro¨dinger equation
when ρ is a pure state. We can represent this time evolution as an operator known as
the Liouville superoperator L, (sometimes called the Liouvillian, not to be confused with
the Lagrangian) (the term “superoperator” refers to the fact that this is an operator
that acts on operators, rather than states).
Now consider a system which has two parts: there is a part we don’t care about, which
we call the “bath”, and the part we are interested in, which confusingly is also called the
“system”. We will refer to the system + the bath as the “universe”. The Hamiltonian
for the universe is
Hˆ = HˆS ⊗ 1ˆB + 1ˆS ⊗ HˆB + HˆI (2.24)
where 1ˆ is the identity operator, S and B subscripts indicate operators acting only on
the system or bath subspaces of the universe, and HˆI is the interaction between the
system and the bath.
Since we are interested only is what happens to the system, we will trace out the bath
degrees of freedom and introduce the reduced density matrix
ρˆS = TrB [ρˆ] (2.25)
where TrB indicated a trace over the bath.
5In principle, every system is in fact an open quantum system, except perhaps the Universe itself.
However, there exist some systems sufficiently isolated from their environment that the isolated system
approximation well describes all relevant phenomena.
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Let us assume that we can prepare our universe such that at time t = 0 the states of the
system and bath are separable, ρ = ρS ⊗ ρB. Furthermore, let’s suppose we can neglect
any time evolution of the bath - it’s a large system of many degrees of freedom which
will equilibrate almost instantly, so that we won’t notice any change on the timescales
of interest to us. Then we can write the time evolution of the reduced density matrix as
ρS(t) = V (t)ρS(0) = TrB
{
U(t, 0) [ρS(0)⊗ ρB]U †(t, 0)
}
(2.26)
where U(t, 0) is a unitary time evolution operator for the universe, and V (t) is a dy-
namical map, which encapsulates the change of the state of an open system over time t.
This map is an element of the dynamical semigroup6, which formalizes time evolution
in a general context.
We will assume that the dynamical semigroup has a generator L such that V (t) =
exp(Lt), which gives us a differential representation for the evolution of the density
matrix as
dρS
dt
= LρS(t). (2.27)
An equation of this form is often called a master equation.
After an arbitrary amount of time evolution, we would like ρ(t) to still be a density
matrix. This means we require that the superoperator L preserve the trace, hermitivity
and positivity of the density matrix (at least approximately).
If we include the additional that our master equation is local in time and has constant
coefficients, then the most general form of the superoperator is the Lindblad form
Lρ = −i[H, ρ] +
N2−1∑
i,j
γij
(
AiρA
†
j −
1
2
{
A†jAi, ρ
})
(2.28)
where the Hermitian matrix H has an interpretation as an effective Hamiltonian7 and
γij is the dampening matrix, which together with the operators Ai mediates non-unitary
evolution.
We can obtain a simpler form by diagonalizing γij with some unitary transformation U ,
such that ∑
ij
Uk,iγijU
†
j,k′ = δk,k′Γk′ . (2.29)
6The term semigroup refers to the fact that dynamical maps may not have inverses - i.e. time
evolution may be irreversible. However, the dynamical maps will still obey the semigroup property
V (t1)V (t2) = V (t1 + t3) for t1, t2 ≥ 0.
7In many cases, it is precisely the Hamiltonian, or the Hamiltonian with some additional terms.
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Now we use a new set of operators defined via Aj =
∑
i UijLi. The Li operators are
sometimes called the Lindblad operators.
We can now express our master equation as
dρ
dt
= −i[H, ρ] +
∑
j
Γj
(
LjρL
†
j −
1
2
{
L†jLj , ρ
})
, (2.30)
which is called the Lindblad master equation (or sometimes simply the Lindblad equa-
tion).
The Lindblad equation is phenomenological in origin. This is not much of a drawback
in most applications, as often the microscopic details of the bath and the system-bath
coupling are not known, and any approach must be phenomenological to some extent.
However, the Lindblad equation can be derived more rigorously than in our presenta-
tion. In particular, it can be shown using the theory of dynamical semigroups that the
Lindblad form is indeed the most general form delivering on the requirements of pre-
serving trace, hermitivity and positivity [58]. The Lindblad equation can also be derived
rigorously using the Bloch-Redfield method [59–63].
2.5 Linear response theory
Given the Hamiltonian of an isolated system, we can in principle calculate anything we
could ever hope to know about that system. However, we must ultimately perform some
sort of experiment to determine whether or not our model is correct. This experiment,
whatever it may be, must couple to our system in some way.
A simple experiment 8 would be to probe the system somehow, and see how our probe
responds. However, in doing so, the probe itself necessarily disturbs the system. If the
probe is small enough, the system robust enough, the coupling weak enough, we can
ignore this disturbance and pretend that experiments allow us to observe the system
pristine and unadulterated, as if it were in isolation.
Of course, this is only ever an approximation. Here we wish to move one step further
towards a better approximation. The exact problem of the interface between experi-
mental probe and isolated theoretical model is beyond the scope of this text. Instead,
we will assume the probe only disturbs the system a little bit, so that the coupling is
only linear in the probing force.
8Here the author intends ‘experiment’ to be understood in a completely abstract and general way.
This section does not reflect any actual experimental practice.
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This is the basis of linear response theory [31, 32, 64]. Whether we consider an ex-
perimental probe or an external driving force, the key is that there is something from
outside disturbing our system, but only slightly. We wish to construct a theory of how
our system responds to such small disturbances.
We begin by describing our unperturbed system by a Hamiltonian H0. A small probe
or driving force f(t) couples to an operator Aˆ via
H1 = f(t)Aˆ. (2.31)
We can extend this to include multiple driving forces or multiple operators in a straight-
forward way.
Now consider some observable Bˆ, which in the unperturbed system has expectation
value 〈B〉0. The presence of a time-dependent perturbation may cause 〈B〉 to evolve in
time.
Consider turning on the perturbation at some time t = tstart. Long before we turn on the
perturbation, at t = t−∞  tstart, the system is in the ground state of H0, |ψ〉 = |ψ〉0.
Turning on the perturbation causes this state to evolve in time
|ψ(t)〉 = T
[
e
−i ∫ tt−∞ dt′H(t′)] |ψ〉0. (2.32)
where T is the time-ordering operator. Since we are interested in the linear response,
let’s expand this to linear order in H1.
|ψ(t)〉 =e−i
∫ t
t−∞ dt
′H0 |ψ(t)〉+ δ|ψ(t)〉
δ|ψ(t)〉 =− i
∫ t
t−∞
dt′f(t)e−iH0(t−t
′)Aˆe−iH0(t
′−t−∞)|ψ〉0
=− i
∫ t
t−∞
dt′f(t′)eiH0(t−t−∞)Aˆ(t′)|ψ〉0.
(2.33)
The first term is the time-evolution of |ψ(t)〉 due to the unperturbed Hamiltonian H0,
which will become finite once |ψ(t)〉 is driven out of an eigenstate of H0 by the action
of H1. The second term is the time-evolution due to the perturbation H1. Here Aˆ(t) is
the Heisenberg-picture evolution of Aˆ due to the Hamiltonian H0, given by
Aˆ(t) = eiH0(t−t−∞)Aˆe−iH0(t−t−∞). (2.34)
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The change in the expectation value of a second operator, Bˆ, due to the perturbation
H1, can be calculated from
〈ψ(t)|Bˆ|ψ(t)〉 − 〈ψ0|e−H0(t−t−∞)Bˆe−iH0(t−t−∞)|ψ0〉 ≡ δ〈ψ|Bˆ|ψ〉 (2.35)
which is the total time evolution of 〈Bˆ〉 minus the part that is due only to the unper-
turbed Hamiltonian H0.
We can re-write this as
δ〈ψ|Bˆ|ψ〉 =i
∫ t
t−∞
dt′f(t′)〈ψ0|
[
Bˆ(t), Aˆ(t′)
]
|ψ0〉
=
∫ ∞
−∞
dt′χAB(t, t′)f(t′) +O(f2),
(2.36)
which gives us the Kubo formula for the linear susceptibility
χAB(t, t
′) = −i〈ψ|[Bˆ(t), Aˆ(t′)]|ψ〉Θ(t− t′) (2.37)
where Θ(t) is the Heaviside step function, which we include to ensure causality (you
don’t get any response before you perturb the system).
Since we are eventually going to want to investigate the linear response of open quantum
systems, we will write this in density matrix form
χAB(t, t
′) = −iTr
(
[Bˆ(t), Aˆ(t′)]ρ
)
Θ(t− t′) (2.38)
where ρ is the density matrix of the system.
In all of the calculations we will need in this work, Aˆ = Bˆ, so we will only put a single
subscript on our response functions.
If we assume that the system in the ground state ρ0 (that is, we neglect thermal mixing
and decoherence), we can use the fact that ρ0 commutes with e
iHt and the cyclical
property of the trace to see that
χA(t, t
′) =Tr
[
e−iHtAˆeiH(t−t
′)AˆeiHt
′
ρ0
]
− Tr
[
eiHt
′
AˆeiH(t
′−t)AˆeiHtρ0
]
=Tr
[
eiH(t
′−t)AˆeiH(t−t
′)Aˆρ0
]
− Tr
[
eiH(t−t
′)AˆeiH(t
′−t)Aˆρ0
]
=〈A(τ)A(−τ)〉 − 〈A(−τ)A(τ)〉
(2.39)
where τ = t− t′. If the system was time-reversal invariant, so that A(τ) = A(−τ), then
the response function would be identically zero. So we see that the response function
tells us something about the asymmetry of the system with respect to time.
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Figure 2.4: A simple LC circuit. The physics of this device is identical to a harmonic
oscillator.
In the absence of dissipation, the zero-temperature response function is given by
χA(ω) =
∑
n
|〈ψn|A|ψ0〉|22piδ(ω − ωn0) (2.40)
where ωn0 is the gap between the energy En of the state |ψn〉 and the ground state
energy E0.
When considering an open system which may be in a mixed state, this formula must
be modified slightly, as the correlator 〈A(t)A(t′)〉 is now a weighted average over several
states rather than a ground state expectation value. The steady state of the system can
be described by a density matrix ρ =
∑
j wj |ψj〉〈ψj |, where wj are the statistical weights
of the mixture. In this case the non-dissipative (but mixed-state) response becomes
χA(ω) =
∑
n,m
wm|〈ψn|A|ψm〉|22piδ(ω − ωnm) (2.41)
where m runs over the states appearing in the steady state ρ.
2.5.1 Example from circuit quantization
The simplest system to describe in theoretical physics is generally the harmonic os-
cillator. For that reason, we will illustrate the use of linear response theory and the
Kubo formula on an LC-circuit - the electrical equivalent of the harmonic oscillator
(see [12, 27]). We use this example not only because of its simplicity, but because the
results can be directly compared to classical quantities that can be calculated simply
from the circuit diagram or the classical equations of motion. Since the susceptibility of
this system can be calculated so easily, employing the full theoretical machinery of the
preceding section is clearly overkill. It will, however, prove to be instructive overkill.
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We’ll start by ignoring dissipation, so that we can use the Hamiltonian approach. The
Hamiltonian for dissipationless harmonic oscillator is
H =
1
2
ω0
(
nˆ+
1
2
)
(2.42)
where nˆ = aˆ†aˆ and ω0 = (LC)−1/2. The relationship between the phase operator φˆ and
the creation/annihilation operators aˆ†, aˆ, is
φˆ =
1
2
(
L
C
)1/4 (
aˆ+ aˆ†
)
. (2.43)
This can be inserted into our linear response formula Eq. 2.38, to give us
χφ(t) =
i
4
√
L
C
〈0|
[
ei
ω0
2
(n+ 1
2
)t
(
aˆ+ aˆ†
)
e−i
ω0
2
(n+ 1
2
)t,
(
aˆ+ aˆ†
)]
|0〉θ(t)
=
i
2
√
L
C
sin (ω0t) θ(t)
(2.44)
χφ(ω) =
i
2
√
L
C
[
pi
2i
(
δ(ω − ω0)− δ(ω + ω0)
)
+
ω0
ω20 − ω2
]
. (2.45)
By convention, the first term (the one with the deltas) is often ignored, leaving us with
χφ(ω) =
i
2C
1
ω20 − ω2
. (2.46)
This is pure imaginary, because our system is dissipationless. Using the relation Z(ω) =
iωχφ(ω) (which we shall derive below), we see that our result agrees with the impedance
of an LC tank circuit, which can be obtain simply from the circuit diagram.
Similarly, using
qˆ = −i
(
C
L
)1/4 (
aˆ− aˆ†
)
(2.47)
we can calculate
χq(ω) =
i
2L
1
ω20 − ω2
. (2.48)
This, along with the relation Y (ω) = iωχq(ω), is in agreement with the standard result
for the admittance of a parallel LC circuit.
2.5.2 Response functions of electrical circuits: Impedance and admit-
tance
Response functions form an important connection between theory and experiment. Now
that we know how to obtain response functions theoretically, let’s see how the χq and
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χφ that we have calculated are connected to measurable quantities.
If an electrical circuit has a voltage drop V across it, and a current I flowing through
it, then it has a power P = IV . This power must go somewhere, or else the energy of
the system diverges. Every driven system must also be a dissipative system, and thus
resistance is ubiquitous in electrical circuits.
Ohm’s law relates the current, voltage and resistance as
V = RI. (2.49)
This can be generalized to describe the behaviour of AC circuits beyond the Ohmic
regime by introducing the notion of impedance.The impedance is a complex number
consisting of a resistive real part and a reactive imaginary part
Z(ω) = R(ω) + iX(ω) =
V (ω)
I(ω)
(2.50)
where X(ω) is called the reactance. Note that here the resistance R has been endowed
with a frequency dependence, which in general can manifest as a time-dependence under
Fourier transform. We recover the familiar Ohmic behaviour when R(ω) ∼ δ(ω).
When we Fourier transform the expression V (ω) = Z(ω)I(ω) we obtain the expression
V (t) =
∫ t
−∞
dt′Z(t− t′)I(t′) (2.51)
which looks an awful lot like the definition of the susceptibility. So we can identify Z(ω)
as the response function which quantifies the response of V to some driving force which
couples to I.
For our work in Chapter 6, it will be most convenient to calculate χΦ(t), the response
of the flux Φ through a loop in response to some force which couples to Φ. Dimensional
analysis reveals that this coupling will generically take the form of a current, so that our
Hamiltonian receives a time-dependent perturbation I(t)Φˆ, and the expectation value
of Φ will evolve as
〈Φ(t)〉 = 〈Φ〉0 +
∫ t
−∞
dt′χΦ(t− t′)I(t′). (2.52)
Using the formula for the electromotive force, we see that
〈V (t)〉 = d〈Φ〉
dt
=
∫ t
−∞
dt′
dχΦ(t− t′)
dt
I(t′) (2.53)
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which allows us to identify Z(t) = dχΦ/dt. Fourier transforming this gives us Z(ω) =
iωχΦ(ω), giving us a direct relationship between something we can calculate, χ(ω), and
something that can be measured, Z(ω).
2.6 Summary
In this section we have presented the basic concepts and tools to be employed throughout
the rest of this thesis. We briefly introduced the Josephson junction (JJ), which forms
the basic building block of Josephson junction arrays (JJAs). We also discussed the dual
element of the JJ, the coherent quantum phase slip (QPS) element.
With these essential elements in place, we saw how circuit theory forms a framework for
quantitatively describing systems consisting of JJs and QPS elements, as well as linear
circuit elements such as capacitors and inductors.
Superconducting circuits are attractive as engineered quantum systems, but they have
the drawback that coupling to the environment is often strong, so a description of the
dynamics of superconducting devices will require an account of decoherence. Here we
presented a phenomenological approach based on the Lindblad equation, which we will
later use to introduce dephasing into the time evolution of JJAs in microwave cavities.
Finally, we discussed linear response theory as one of the standard techniques for linking
theoretical calculations to realistic experiments.
With all of these tools in hand, we are well-equipped to begin exploring the physics of
Josephson junction arrays. However, there is one further item that is would be pertinent
to add to our arsenal - Mathieu’s equation. The properties of this equation will give
important insight into the behaviour of single JJs, as well as JJAs. We will study this
equation in detail in the next chapter.
Chapter 3
Mathieu’s equation
Mathieu’s equation plays a key role Josephson junction physics. The properties of this
equation and its solutions are central to the derivation of the quasicharge model, which
we will utilize heavily in the following chapters. We will therefore devote an entire
chapter to Mathieu’s equation, establishing the methods and approximations which we
will draw upon in later chapters. The chapter presents work previously published in
[65].
The Mathieu equation itself is
d2ψ
dz2
+ (a− 2η cos(2z))ψ = 0. (3.1)
Emile Mathieu was originally drawn to the equation through the study of vibrations
in elliptical membranes [66], but the equation has since been applied to the theory of
quadrupole ion traps [67–69], ultracold atoms [70] and quantum rotor models [71, 72].
This equation has also found attention as a simplified model of a particle moving in a
periodic potential [73].
Our interest in Mathieu’s equation comes from the fact that it is equivalent to Schro¨dinger’s
equation for a single Josephson junction[
−4EC d
2
dφ2
− EJ cos(φ)
]
ψ(φ) = Enψ(φ). (3.2)
(To obtain this from the Hamiltonian in Eq. 2.3, simply note that the Cooper-pair
number operator nˆ is conjugate to the phase operator φˆ, so that when represented in
the phase basis nˆ = −id/dφ.) Thus we can see that this becomes Mathieu’s equation
with a simple change of variables φ/2→ z, En/EC → a and EJ/2EC → η. To keep this
discussion general, we will use Mathieu’s equation notation, rather than the notation
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specific to Josephson junctions. Results important to later discussions, however, will be
presented in the Josephson junction language as well.
Mathieu’s equation is easy to write down, however its form is deceptively simple. There
exist no general closed-form solutions, and despite 150 years of study the topic of approx-
imating Mathieu’s equation or its related quantities is still a topic of active research. As
we will show below, solving Mathieu’s equation numerically is a trivial matter, however
analytical approximations will often be illuminating.
The current literature on Mathieu’s equation is vast , as are examples of Mathieu’s
equation being invoked with regard to Josephson junction physics (for example, see
[74–80]). However, in the physics community there is a tendency to apply results from
the mathematics of Matheiu’s equation without comment or justification. Here we will
gather the various approximations present in the literature and critically compare them.
The presentation will be pedagogical.
Much of the mathematics literature focuses on the Mathieu functions, ψ(z). Physically,
these correspond to the wavefunction of the Josephson junction. Often, however, we are
far less interested in wavefunctions than we are in the measurable quantities such as the
energy levels, band widths and band gaps.
Before we begin, let’s get some terminology out of the way. Solutions to Matheiu’s
equation ψ(z) are called Mathieu functions. These can either be odd- or even-parity
functions. The even Mathieu functions are called cosine elliptic functions, Cen(z), with
the odd functions are called sine elliptic, Sen(z). n labels the different characteristic
value an associated with a Mathieu’s function. It is standard practice in the literature
to denote the characteristic value associated with a sine elliptic function as bn instead
of an. For reasons that will become apparent in the discussion of the stability diagram
for Mathieu’s equation, the numbering for the sine elliptic functions starts at 1 whereas
for the cosine elliptic functions it starts at 0.
3.1 Floquet theory
Floquet’s theorem tells us that a differential equation with periodic coefficients with
period τ (such as Mathieu’s equation) has solutions of the form
ψ(z + τ ; a, η) = eiνzuν(z; a, η). (3.3)
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We call uν(z) a Floquet solution with characteristic exponent ν. These solutions are
stable only if ν is real, so that the corresponding eigenvalues a which lead to real ν form
bands, as shown in Fig. 3.1.
This is directly analogous to the situation in solid state physics, in which allowed energy
levels are precisely those which correspond to a real value for the quasi-momentum k
appearing in the Bloch wavefunctions for electrons in a periodic potential. Drawing
out this analogy, the physical variable in Josephson junctions which corresponds to ν
is called the quasicharge, q. We can explicitly include the characteristic exponent in
Mathieu’s equation by noting that
d2
dz2
[
eiνzuν(z)
]
=
(
d
dz
+ iν
)2
eiνzuν(z) (3.4)
so that Mathieu’s equation becomes(
d
dz
+ iν
)2
ψ + (a− 2η cos(2z))ψ = 0. (3.5)
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Figure 3.1: Shaded regions between the curves an and bn+1 correspond to stable
solutions of Mathieu’s equation, i.e. solutions with real Floquet exponent ν. The sta-
bility diagram of Mathieu’s equation is equivalent to the band diagram of a Josephson
junction. Here we can see visually the exponential suppression of bandwidths with
increased coupling η.
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If we translate this back to the language of a Josephson junction array, we note that the
charging term in the Hamiltonian has been shifted
EC nˆ
2 → EC(nˆ+ q)2. (3.6)
This will be crucial to our discussion of Josephson junction arrays, as we will be able to
describe the dynamics of our systems in terms of the continuous variable q rather than
the discrete variable n.
3.2 Small η
In the limit that η → 0, Mathieu’s equation becomes
d2ψ
dφ2
+ aψ = 0. (3.7)
This is identical to the Schro¨dinger equation for a free particle on a ring. In this limit,
the eigenvalues are continuous and do not form separate energy bands or levels. The
Mathieu functions themselves are simply± cos(√anz), ± sin(
√
bn+1z) (as can be trivially
verified). By convention we take the sign to be positive. The characteristic value of the
sine solution is denoted bn+1 rather than an by convention and for later convenience,
but it should be interpreted the same way (physically, as an energy eigenvalue).
For finite η corrections must be added to the simple sine and cosine solutions, however
the solutions retain their periodicity and parity. The finite η generalisations are referred
to as cosine-elliptic or sine-elliptic functions respectively, and are denoted cen(z, η) and
sen+1(z, η). These can generally not be expressed in closed form. However, we can
obtain many physically relevant quantities without direct reference to these functions.
At η = 0, stable solutions exist for any value of an (or bn). However, at finite η band gaps
appear, and solutions are only stable when the characteristic value a is an ≤ a ≤ bn+1,
where n is an integer and where we have used a without a subscript to denote an arbitrary
characteristic number which will generally be of fractional order.
Physically, this stability/instability of solutions manifests itself in the form of energy
bands, so that the stability diagram of Mathieu’s equation gives us the band structure
of a Josephson junction. At a given value of η, the characteristic energy is a periodic
function of the characteristic exponent ν (to be introduced below). Many quantities of
physical interest can be expressed in terms of the lowest and highest energies in a band,
an and bn+1 respectively. For example, the ground state bandwidth is just b1 − a0, and
the gap between the ground and first excited state is a1 − b1.
Mathieu’s equation 33
At small η, the characteristic values can be expanded in powers of η [1], giving
a0 =− 1
2
η2 +
7
128
η4 − 29
2304
η6 +
68687
18874368
η8 +O(η10)
b1 =1− η − 1
8
η2 +
1
64
η3 − 1
1536
η4 − 11
36864
η5 +
49
589824
η6
− 55
9437184
η7 − 265
113246208
η8 +O(η9).
(3.8)
The expression for a1 is identical to b1, but with η → −η. Similar expansions for higher
order characteristic values can be found in section 2.151 of ref. [1].
3.3 Large η
When η  1, z remains close to the minima of cos 2z, so that when expanded as a Taylor
series only the second order term is relevant. This reduces the Mathieu equation to the
form of Schro¨dinger’s equation for a harmonic oscillator, so that the Mathieu functions
may be approximated by the wavefunctions of a harmonic oscillator
ψHOn (z) = cnHn
(
(2η)1/4z
)
e−
1
2
√
2ηz2 (3.9)
with energy levels
an = 4
√
η(n+
1
2
)− 2η (3.10)
where Hn(x) are Hermite polynomials familiar from the theory of the quantum harmonic
oscillator, cn is a normalization constant and the constant shift 2η comes from the
expansion of the cosine. Introducing x = (2η)1/4z this simplifies to
ψHOn (x) = cnHn (x) e
− 1
2
x2 . (3.11)
In this limit, the Mathieu equation can be interpreted as the Hamiltonian for a tight-
binding model [81]. Following the standard textbook analysis of the tight-binding model,
we can calculate the bandwidth of the characteristic values of the Mathieu equation via
b1 − a0 = −
∫
dzψ(z)ψ(z − pi)V (z) (3.12)
where V (z) = −2η(1 + cos(z)) ≈ ηz2 + const. and we have shifted our integration
variable 2z → z. A detailed calculation of this integral, along with a discussion on the
appropriate approximate wave-functions is given in [75]. The final result is
b1 − a0 = 16
√
2
pi
η3/4e−4
√
η, (3.13)
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or, expressed in the notation relevant to Josephson junctions [74, 82],
t0 = 32
(
EJEC
pi
)1/2( EJ
2EC
)1/4
exp
[
−
(
8
EJ
EC
)1/2]
. (3.14)
The exponential decay of the bandwidth with
√
η justifies the approximation of the
bands as infinitely thin at large η in the asymptotic expansions of an.
Higher order corrections are given in section 3.43 of [1], however the corrections are only
polynomial in η so for large η the exponential decay is the dominant feature.
As the bandwidth shrinks exponentially, the characteristic values an and bn+1 become
approximately equal at large η. We can therefore neglect the difference between the two
and treat the bands as being infinitely thin, corresponding to a single energy which for
convenience we will label an. Asymptotic expansions for this value exist [2], and we find
that an to order η
−1 is
an =− 2η + (2 + 4n)√η − 1
4
− 1
2
n− 1
2
n2
+
(
− 1
32
− 3
32
n− 3
32
n2 − 1
16
n3
)
1√
η
+
(
− 11
256
− 3
256
n− 1
16
n2 − 5
256
n4
)
1
η
+O(η−3/2)
(3.15)
This formula increases in accuracy with η, but decreases in accuracy with n. Since we
are usually interested in the lowest energy bands a0 and a1, the decrease in accuracy
with n need not concern us.
We can use the asymptotic expansion to calculate the bandgaps δn = an+1 − an.
δn =4
√
η − 1− n
−
[
3
32
+
3
32
(2n+ 1) +
3n2 + 3n+ 1
16
]
1√
η
−
[
3
256
+
2n+ 1
16
+
5
128
(3n2 + 3n+ 1)
+
5
256
(4n3 + 5n2 + 4n+ 1)
]
1
η
+O(η−3/2).
(3.16)
For the special case of the gap above the ground state this simplifies to
δ0 = 4
√
η − 1− 1
4
√
η
− 17
128η
+O(η−3/2) (3.17)
which is expressed in terms of physical parameters as
δ0
EC
≈ 4
√
EJ/2EC − 1− 1
4
√
2EJ/EC
− 17EC
256EJ
. (3.18)
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If η is large enough that all but the η1/2 terms may be neglected (physically, EJ  EC),
then this corresponds with Likharev and Zorin’s result [74] based on presenting the
Mathieu functions in Wannier form in the tight-binding limit, where they determine
that the energy levels are just those of a harmonic oscillator
δn = ~ωp (3.19)
where ωp is the plasma frequency of the Josephson junction ωp =
√
8EJEC/~.
Some additional quantities of physical interest are the matrix elements Anm of the form
Anm =
∫ ∞
−∞
dzψ†n(z)Aψm(z) (3.20)
for some operator A. In particular, we will be concerned with znm, z
2
nm, cos(z)nm and
sin(z)nm. These can be computed analytically using the harmonic oscillator wavefunc-
tions given in Eq. 3.11. Beginning with znm we find
znm =
∫
dzψn(z)
∗zψm(z)
≈ c
∗
1c0
(2η)1/4
∫
dxH∗n(x)Hm(x)xe
−x2 .
(3.21)
The matrix elements for x = (2η)1/4z are equivalent to the matrix elements of the
position operator for a 1-D harmonic oscillator - an elementary calculation. Expressing
the position operator in terms of creation and annihilation operators, we find
znm = 〈n|z|m〉 = η−1/4〈n|(a+ a†)|m〉
= η−1/4(
√
n+ 1δn+1,m +
√
nδn−1,m)
(3.22)
a result which can be found in the appendix of [74].
By the same method, we can compute the matrix element z2nm
z2nm =〈n|z2|m〉 = η−1/2〈n|(a+ a†)2|m〉
=η−1/2
[√
(n+ 1)(n+ 2)δn,m−2 +
√
n(n− 1)δn,m+2
+ 2
(
n+
1
2
)
δn,m
]
.
(3.23)
The remaining matrix elements, cos(z)nm and sin(z)nm, cannot be so neatly expressed
in terms of ladder operators (rather, each involves an infinite sum of ladder operators).
However, we can conclude that if the difference between states |n − m| is odd, then
cos(z)nm will be zero, because cos(z) contains only even powers of the ladder operators
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a, a†. Similarly, if |n −m| is even, then sin(z)nm will be zero. To obtain quantitative
results, we can evaluate the matrix elements numerically, as is discussed below.
3.4 Comparison to numerical solutions
Despite the lack of exact analytic results, numerically solving Mathieu’s equation is quite
straight-forward. In the application of Mathieu’s equation to Josephson junction arrays
we make use of the fact that phase and charge are canonical conjugate variables, and
re-write Schro¨dinger’s equation for a single junction (Eq. 2.3) in the charge basis (see
Appendix A):
∑
n
[
−4EC(nˆ− q)2 − EJ2 (|n+ 1〉〈n|+ |n− 1〉〈n|)
]
|ψm〉
= Em|ψm〉, (3.24)
where nˆ is the Cooper pair number operator, m labels the different energy levels and q
is the quasicharge (corresponding to ν in the generic Mathieu equation notation). While
theoretically the sum over n should run over n ∈ (−∞,∞), for practical purposes we
must truncate at some finite value N . With the correct translation between Mathieu
function and Josephson junction notation, the discretized Mathieu’s equation is reduced
to the problem of finding the eigenvalues and eigenvectors of the (2N + 1) × (2N + 1)
tridiagonal matrix

(ν +N)2 −η
−η (ν +N − 1)2 −η
. . .
. . .
. . .
−η (ν)2 −η
. . .
. . .
. . .
−η (ν −N + 1)2 −η
−η (ν −N)2

(3.25)
We solve this eigenvalue equation for each value of ν separately. The resulting eigenvec-
tors are discretizations of Mathieu functions, and the resulting eigenvalues are am(ν).
Other quantities of interest can be obtained from these, for example the bandwidth
b1− a0 can be obtained numerically as max[a(ν)]−min[a(ν)] (where a(ν) is the contin-
uous band of characteristic values, of which b1 and a0 are the maximum and minimum
values respectively).
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Since the numerical results can be calculated to arbitrary precision, we use these to test
the validity of the analytic approximations introduced above.
Fig. 3.2 displays the characteristic values a0 and b1, as well as the mean value of the
lowest band of a(ν) for small η, giving a direct comparison between the asymptotic
expansions given in Eq. 3.8 (valid for small η), Eq. 3.15 (valid for large η) and numerical
calculations (valid to arbitrary precision across all values of η). We see that Eq. 3.8 is
extremely accurate up to η = 1, at which point the approximate value of a0 begins to
diverge significantly from the numerically calculated value.
In the inset of Fig. 3.2 we plot the same characteristic values to higher values of η, and
observe the gap between a0 and b1 shrinking exponentially. Approximating these two
quantities as a single value given by Eq. 3.15 becomes more and more accurate at larger
values of η.
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Figure 3.2: Comparison between various methods for computing characteristic values
at small η. Solid lines correspond to numerical results, while dashed lines show various
analytic approximations. It can be seen that asymptotic expansions expected only to
be valid for η  1 already well approximate the mean of a(ν) at η ∼ 1. Furthermore,
for η . 1, the small η expansions of a0 and b1 are indistinguishable from numerical
results.
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Figure 3.3: At small η the bandwidth b1−a0 can be reliably calculated from power law
expansions of the characteristic values given in section 2.151 of [1]. The tight-binding
approximation of the bandwidth remains inadequate until η  1.
The exponential suppression of the bandwidth is demonstrated in Fig. 3.3, where the
natural logarithm of the numerically calculated value b1 − a0 is compared to the small
η approximation calculated from Eq. 3.8 and the tight-binding approximation Eq. 3.13.
The bandwidth is shown to higher values of η in the inset of Fig. 3.3, where it can be
seen that Eq. 3.13 becomes a good approximation at large η.
Fig. 3.4 shows the width of the gap between characteristic values which correspond to
stable solutions of Mathieu’s equation, physically corresponding to the band gap between
the first two energy bands of a Josephson junction. The approximation a1 − b1 = 4√η
is common in the literature on Josephson junctions. This is simply Eq. 3.17 to lowest
order, O(η1/2). Going to the next highest order, O(1), is trivial, and yields a major
improvement to the accuracy of the approximation. Eq. 3.8 and the surrounding text
can give us a small η approximation for a1 − b1 which is very accurate for η . 1.
The characteristic values, bandwidths and bandgaps can all be seen together in Fig. 3.1,
which can be thought of as a “band structure” for a Josephson junction.
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Figure 3.4: The gap between stable solutions of Mathieu’s equation is equivalent to
the gap between allowed energy levels in a Josephson junction. Here we see that the
power law expansions given in section 2.151 of [1] fit the numerically calculated value
very well when η . 1, but rapidly diverge at higher values. The harmonic oscillator
value 4
√
η often quoted in the physics literature is only a good fit for values of η much
larger than those presented here. A first order correction derived from the asymptotic
expansions of [2] produces a much better fit for intermediate values of η.
If we wish to make use to the matrix representation in Eq. 3.25 to calculate the matrix
elements znm numerically, we must change the basis of our wavefunctions
ψn(z) =
1√
2pi
∑
k
ψkne
ikz (3.26)
where the superscript k is an index labelling the basis vector, not a power. inserting
this into our definition of znm in Eq. 3.21 we obtain
znm =
1
2pi
∫ pi
−pi
dz
∑
k,q
(ψkn)
†e−ikzzeiqzψqm =
1
2pi
∑
k,q
(ψkn)
†ψqm
∫ pi
−pi
dzzei(q−k)z
=
1
2pi
∑
k,q
(ψkn)
†ψqm
2i (sin(pi(k − q))− pi(k − q) cos(pi(k − q)))
(k − q)2
(3.27)
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Figure 3.5: Matrix elements |znm| ans |z2nm| calculated using the numerical methods
of Eqs. 3.28 and 3.29 (solid lines) and the analytic approximations Eqs. 3.21 and 3.23
(dashed lines).
except for in the case k = q, in which case the integral evaluates to 0. Since k − q can
only take integer values, sin(pi(k − q)) = 0 and cos(pi(k − q)) = (−1)k−q. Introducing
variable p = k − q, the above expression simplifies to
znm =
∑
k,p
(ψkn)
†ψk−pm
i(−1)p
p
. (3.28)
A similar calculation for z2nm gives
z2nm = 2
∑
k,p
(ψkn)
†ψk−pm
(−1)p
p2
, (3.29)
With numerically obtained vectors ψkn, we can calculate the above expressions and com-
pare it to the expressions we obtained analytically by approximating the Mathieu func-
tions as wavefunctions of the harmonic oscillator, as is done in Fig. 3.5.
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Other matrix elements of interest are cos(z)nm and sin(z)nm. These can be easily com-
puted numerically using the representations
cos(z)nm =
1
2
∑
p
〈n| (|p+ 1〉〈p− 1|+ |p− 1〉〈p+ 1|) |m〉
sin(z)nm =
i
2
∑
p
〈n| (|p+ 1〉〈p− 1| − |p− 1〉〈p+ 1|) |m〉.
(3.30)
3.5 Effective voltage
We will now consider a quantity which is of interest in Josephson junction physics, but
which has received little attention in the mathematics literature. When EC ∼ EJ ,
it is convenient to describe the Josephson junction not in terms of discrete charges n
or in terms of the Josephson phase φ, but rather in terms of the quasicharge q [74]
(equivalent to the characteristic exponent ν of Mathieu’s equation). In this case, the
effective voltage across a junction is dE0/dq, or, in the Mathieu equation notation used
above, da/dν. Our asymptotic formulae above approximate the bands of a as infinitely
thin in ν, and therefore do not include explicit ν dependence. Instead, a semi-analytic
approach has previously been employed (as presented in the thesis of Adem Ergu¨l [83]),
where the function form of V (ν) has been obtained from the Whitaker-Hill formula [84]
and constants have been chosen so as to reproduce the correct limits as η → 0 and
η →∞. This approach gives us
V (ν) =
4
pi
arcsin
(
sin(ν)√
f + 2
√
f + 1 + cos(ν)
)
, (3.31)
where f ∼= 1.2η2 is a fitting parameter chosen to give the correct results in the limits
η → 0 and η →∞. (The use of such a parameter is made necessary due to the difficulty
in analytically evaluating the infinite determinant ∆0 appearing in the Whittaker-Hill
formula.) This functional form is a very good approximation across all values of η,
matching numerical calculations very closely, as can be seen in Fig. 3.6.
3.6 Summary
Given that Mathieu’s equation is equivalent to Schro¨dinger’s equation for a single JJ,
it should be apparent that it will play an important role in the discussions of JJAs to
come. We have focused on properties of Mathieu’s equation and its solutions which are
of physical relevance in the study of JJs. There are many useful approximations for
Mathieu functions and their associated quantities in the limits that η  1 and η  1,
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Figure 3.6: Eq. 3.31 for the effective voltage V (ν) (dashed lines) compared with
numerical calculations (solid lines) for η = 0, 0.1, 0.5 and 2. It can be seen that the
approximation matches the numerical results extremely well, especially for large η and
for η = 0. Solid lines correspond to the numerically calculated values, while the dashed
lines are calculated using Eq. 3.31.
which physical correspond to the EJ/EC  1 and EJ/EC  1 limits respectively. In
between these limits, where η ∼ 1 or EJ ∼ EC , the approximations are expected to
break down. We plotted numerical solutions and compared these with the η  1 and
η  1 approximations to see just how well the approximations hold.
After having presented in necessary physical background in Chapter 2, and having now
developed the requisite mathematics of Mathieu’s equation, we are now well-prepared
to begin exploring the physics of JJAs.
Chapter 4
A summary of the physics of
Josephson Junction arrays
4.1 A brief history of the Josephson junction array
The study of Josephson junction arrays began more than four decades ago with the
realization that grain boundaries in granular superconducting films act like weak links
between superconducting grains, and thus the properties of these materials can be under-
stood by considering them as networks of JJs [85–88]. From the start there was a strong
interest in effects arising from the strong non-linearity of the Josephson coupling. In
particular, it was hoped that these granular films would exhibit the vortex binding/un-
binding transition described by Berezinskii, Kosterlitz and Thouless [89, 90] (discussed
in more detail in Section 4.5.1). However, the inherently disordered nature of granular
films made them difficult to work with. This motivated the fabrication of artificial JJAs
in the early 1980s [91–93], which allowed for a much greater level of homogeneity of of
couplings within the system, as well as more control over the experimental parameters.
As fabrication technology advanced, researchers working on JJAs were able to fabricate
smaller junctions, which have a larger charging energy, EC = (2e)
2/2CJ . When the
charging energy is large compared with the temperature of the system, EC  kBT ,
and the normal-state resistance of the junction is large compared with the fundamental
resistance quantum RN > RQ = h/(2e)
2, then single-charge effects can be observed.
Due to the canonical commutation relation between charge and phase, localizing single
charges necessitates the delocalization of phase, causing the phase to behave as a quan-
tum (rather than classical) variable. But the phase is a macroscopic variable, arising
from a coherent wavefunction of many, many electrons. This drove interest in observing
43
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quantum mechanical phenomena in macroscopic variables in single JJs [94], and opened
up the possibility of studying many-body quantum phenomena in JJAs.
The pursuit of a quantum computer based on superconducting circuits has greatly ex-
panded our understanding of single JJs. It would therefore be reasonable to expect
that JJAs may be equally well-understood. However, to quote Philip Anderson, “more
is different” [95], and there are many features and phenomena unique to arrays. Most
obvious are collective excitations, phase transitions and continuum/discreteness effects,
none of which are concepts that can be sensibly applied to single junctions. However,
even features present in single-junction devices, like the parity effect and the Coulomb
blockade, give qualitatively different behaviour in single junctions and long arrays. Here
we shall review some of the physics unique to arrays.
4.2 Single charge tunnelling
When the both junction capacitance CJ and conductance G are sufficiently small,
CJ  e2/kBT , G  1/RQ = (2e)2/h, single charge effects will dominate. This can
lead to a correlation of tunnelling events in both time and space. In single-junction
structures, this manifests as SET (single-electron transistor) voltage oscillations with
frequency f = 〈I〉/e [96]. However, in the early days of single charge tunnelling, large
stray capacitances made this effect impossible to observe. It was then proposed that
correlated single electron tunnelling could be more easily observed in linear arrays of
JJAs [97], and indeed this approach was met with considerable experimental success
[98, 99] until time-correlated single-electron oscillations could be observed with suffi-
cient sensitivity and control to measure the current through a structure by counting
single electrons in real-time [100]. All of these experiments measured incoherent single-
electrons (not Cooper-pairs). However, in [101], experimenters were able to tune the
array from quasiparticle-dominated to Cooper pair-dominated by tuning the external
magnetic field, observing a crossover between time-correlated single-electron tunnelling
to single-Cooper pair tunnelling. On the basis of the theory of single charge tunnelling,
one would expect one peak in power spectral density corresponding to single-electron
tunnelling, and a second peak corresponding to single-Cooper pair tunnelling, with the
electron peak disappearing at low magnetic fields (strongly superconducting) and the
Cooper-pair peak disappearing at high magnetic fields. Instead, what is observed is a
single peak which shifts continuously a function of magnetic field, from the location of
the single-electron peak to the location of the single-Cooper pair peak.
Single charge tunnelling in the quasiparticle-dominated limit is well understood in terms
of the so-called orthodox theory, and the experimental results are in good agreement with
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results of Monte Carlo simulations. The crossover behaviour observed in [101], however,
has received no satisfactory explanation, and indeed has scarcely been addressed in the
theoretical literature [102].
Beyond charging effects, single charges can be detected via the parity effect. Rather
than arising due to Coulomb repulsion, the parity effect stems from superconducting
pairing. In a superconductor, electrons pair up to form Cooper pairs. However, only
an even number of electrons can form pairs. Thus the ground state energy of a fixed
number of N electrons in a superconducting state depends on the parity of N . If N is
even, all electrons can pair up. However if N is odd then there must be one unpaired
electron, which incurs an energy cost equal to the superconducting gap ∆ [103]. This
effect is well-understood in single- and few-junction systems, but in JJA novel effects
arise which have received very little attention until quite recently. It was pointed out
fairly early on that parity effects may have implications for the charge dipole unbinding
BKT transition predicted in 2-D arrays (see Section 4.5.1) [104], but it took a further
eight years before any further serious discussion of the parity effect in JJAs appeared
in the scientific literature. However, in [105] it was found the manifestations of the
parity effect in one-dimensional JJAs are qualitatively different from the single-junction
counterparts. Tunnelling rates throughout the entire array are greatly enhanced by the
presence of ∼ 1 quasiparticle per island, effectively destroying the insulating state by
reducing the threshold voltage to zero. Kinetic Monte Carlo simulations have revealed
an interplay between the parity effect and charging effects, leading to oscillations in
the current at low bias when the array is below the parity temperature [106]. Recent
experiments have found signatures of the parity effect in one-dimensional arrays as non-
monotonic dependence of the threshold conduction voltage Vsw (see Section 4.4) as a
function of external magnetic field [107], indicating a transition from a Cooper-pair
insulator to quasiparticle-dominated transport.
Due to the complications in dealing with quasiparticles in JJAs, all of the original work
in this thesis will consider only Cooper-pairs as charge carriers.
4.3 The linear array
The linear JJ array (JJA), where a chain of superconducting islands are connected
in series by JJs, is perhaps the simplest possible system that can still be called an
‘array’. However, even with this simple case, there are many phenomena that are not
well understood. Long-ranged interactions play a large role in much of the physics of
extended JJ systems, and low-energy excitations are often delocalised across several
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junctions, which causes the physics of JJAs to be qualitatively different from that of
smaller JJ devices.
The physical properties of the device can vary drastically as we move through parameter
space, and complications such as charge noise and dissipation can obscure or even destroy
signatures of the underlying quantum mechanisms even at low temperatures. With
improvements in fabrication technology over the past few decades, experimental data
has gradually become clearer and more reproducible, allowing a great deal of control over
the parameters of the arrays and offering deeper insight into the physical mechanisms
underpinning their behaviour. However the technology is not perfect, and as such charge
noise and disorder are still ubiquitous.
The linear JJA, much like the single JJ, is governed primarily by two energy scales:
The Josephson energy EJ , associated with the tunneling, and the charging energy EC
equal to the electrostatic energy required to add one additional charge1 to an island,
(2e)2/2CJ . These two energies compete with each other. While the Josephson energy
tends to drive the array towards long-ranged phase coherence and superconductivity,
with Cooper pairs delocalized across the whole array, the charging energy tends to
drive the array towards a state of localized single charges, in which charge transport is
prohibited by the Coulomb blockade. As the ratio EJ/EC is changed, there is a quantum
phase transition between an insulating state at EJ/EC . 1 and a superconducting state
at EJ/EC & 1 [22, 108]. (It is important to note that in both of these states the
individual islands are still superconducting. Here the term ‘insulator’ refers to the array
as a whole.)
When considering an array (rather than a single junction), we must also consider the
fundamental length-scale of interactions along the array. Given a circuit diagram for
the array, we can obtain a capacitance matrix, which is inverted to obtain the long-
range Coulomb interactions (as will be done explicitly below). Analytic forms for this
inversion exist [20, 109–111], showing a screened (exponentially decaying) interaction
between sites. The screening length is given by
√
CJ/CG, where CG is the capacitance
of a single island to the ground plane (see Fig. 4.1). While it is possible to design arrays
with very short screening length so that we can restrict our attention to only on-site or
nearest-neighbour interactions, in general the screening length can be large compared
with the size of islands, and even of order of the system size is some cases. While this
makes quantitative analysis difficult (both analytically and numerically), it also gives
rise to interesting physics (see, for example, the depinning which we will discuss below).
1In the limit that quasiparticles can be neglected, our “single” charges are Cooper pairs with a charge
of 2e.
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Figure 4.1: Circuit diagram for a linear Josephson junction array. Each Josephson
junction has a junction capacitance CJ , and each superconducting island has a ground
capacitance CG.
4.4 Conduction threshold in the linear array
We will focus our attention on the limit where quasiparticles and dynamical noise can
be neglected, and instead concern ourselves with modelling the effects of static charge
disorder. Dissipation will be included phenomenologically, in the form of an ohmic
resistance ρ. Furthermore, in this chapter we will concentrate on the case where EC ∼
EJ . This puts us in the insulating regime, but not deep in this regime. In particular,
although the current at very small voltages will be zero, we shall obtain a finite current
at a voltage much less than is required to excite quasi-particles, Vsw  Vqp = 2|∆|/e.
The I-V characteristics of such a linear JJA are well known experimentally, and a cartoon
of a typical I-V curve is shown in Fig. 4.2. At low voltages, there is zero current due
to the Coulomb blockade. As voltage is increased from zero, there is a sharp switch-on
of current at some finite voltage Vsw. From then onwards, we see Ohmic conduction
(the origin of the Ohmic resistance is still not fully understood). If the voltage is then
decreased, conduction continues even below Vsw, until a different threshold Vrt is reached
[112]. This hysteretic behaviour, while interesting, will not be addressed directly in this
work. Instead, we will focus on understanding the behaviour of charges when the array
is in the insulating regime and the conducting regime, and on understanding the nature
of the switching voltage Vsw.
An early attempt to account for the sharp switch-on Vsw involved showing that the
linear JJ array can be described by an effective sine-Gordon-like model [23]. While
this approach has been shown to be qualitatively incorrect due to failure to account for
the ubiquitous charge disorder, it will be instructive to review that work here, as the
derivation of the sine-Gordon-like model is quite similar to the approach adopted in this
text.
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Figure 4.2: Schematic of the I-V curve of a linear JJA with EC ∼ EJ . At low voltage,
the array is insulating. As voltage is increased there is a sudden switch-on of current at
the switching voltage Vsw, after which we have dissipative conduction, as indicated by
the solid blue curve. If the voltage is then reduced down below the switching voltage,
the array will remain in the conducting state until the retrapping voltage Vrt is reached.
This hysteresis is typical of linear JJAs, but is still not well understood.
Beginning from the circuit diagram in Fig. 4.1 and applying the method detailed in
Chapter 2.2, we arrive naturally at the Lagrangian
L =
∑
j
1
2
CJ φ˙
2
j +
1
2
CGψ˙
2
j + EJ cos
(
2pi
Φ0
φj
)
(4.1)
where φj is the branch flux across the j
th junction, and ψj is the branch flux across the
jth ground capacitor. After a Legendre transformation, this gives us
E =
1
2CJ
(
qφj
)2
+
1
2CG
(
qψj
)2 − EJ cos(2pi
Φ0
φj
)
. (4.2)
Where qφ and qψ are the charges canonically conjugate to φ and ψ, qφ = CJ φ˙ and
qψ = CGψ˙. However, this is not a true Hamiltonian as the degrees of freedom are
not independent, but rather are constrained by charge neutrality and Kirchoff’s laws.
In particular, the requirement of charge neutrality tells us that the sum of all charge
polarizations across each capacitor connected to an island must equal the charge on that
island
qφj − qφj+1 + qψj = 2e(nj + fj) (4.3)
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and Kirchhoff’s voltage law tells us that the sum of fluxes (time-integrated voltages)
around a closed loop must be zero
φj + ψj − ψj+1 = 0. (4.4)
Using the charge neutrality condition, we can re-write the energy in terms of the number
of Cooper-pairs on each island, giving us a proper Hamiltonian description
H =
(2e)2
2
∑
ij
(ni − fi)C−1ij (nj − fj)− EJ
∑
j
cos
(
2pi
Φ0
φj
)
(4.5)
where Cij is the capacitance matrix
Cij =

CG + 2CJ i = j
−CJ j ∈ N (i)
0 otherwise.
(4.6)
This form of the Hamiltonian is known as the quantum phase model, (see Introduction).
While the quantum phase model is perhaps the most standard form of the JJA Hamilto-
nian, it is not necessarily the most useful, especially if one wishes to study it numerically.
In one dimension, the inverse capacitance matrix C−1ij is approximately an exponential
decaying over a characteristic length scale λ = cosh−1
(
1 +
CG
CJ
)
, which in the limit
that CG  CJ can be approximated as λ ≈
√
CJ/CG. When this length scale is λ ∼ 1,
we can approximate C−1ij by an on-site or nearest-neighbour term. More generally, how-
ever, this charging term couples distant islands in such a way that the problem becomes
quite complicated for large systems.
There is, however, another equivalent description, which is useful when the length scale
of interactions mediated by C−1ij is large. To derive this alternative model, consider the
charge neutrality condition Eq. 4.3. It can be re-arranged to
qφj+1 =q
φ
j + q
ψ
j − 2e(nj + fj)
=
[
qφj−1 + q
ψ
j−1 − 2e (nj−1 + fj−1)
]
+ qψj − 2e(nj + fj)
(4.7)
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where we have inserted the expression for qφj+1 into the expression for q
φ
j . It is clear that
we can continue to perform this substitution iteratively, ultimately arriving at
qφi =q1 +
i−1∑
j=1
qψj − 2e
i−1∑
j=1
(nj + fj)
=q1 +Qi + 2e(mj − Fj)
(4.8)
where we have introduced the cumulative variables
mi = −
i−1∑
j=1
nj i > 1
Fi =
i−1∑
j=1
fj i > 1
Qi =
i−1∑
j=1
qψj i > 1.
(4.9)
With these definitions, we have an alternative way of reducing Eq. 4.2 to a description
in terms of independent variables. Noting that qψj = Qj+1 −Qj , we find
H =
N∑
i=1
(Qi + 2emi − 2eFi)2
2CJ
+
(Qi −Qi+1)2
CG
− EJ cos
(
2pi
Φ0
φi
)
(4.10)
Which contains only nearest-neighbour couplings. Thus we have effectively decoupled
the array at the expensive of introducing an additional degree of freedom Q on each site.
It has been shown in [113] that this is formally equivalent to a Hubbard-Stratonovich
transformation.
Up until now, the treatment has been exact (within the lumped element approximation),
given the circuit diagram Fig. 4.1. However, any realistic superconducting circuit also
contains (possibly negligibly small) inductances: a kinetic inductance LK associated
with the inertia of the Cooper-pairs on the islands; a Josephson inductance
LJ =
Φ0
2piIC cos(
2pi
Φ0
φ)
(4.11)
which stems from the AC and DC Josephson relations; a geometric inductance LG
associated with irreducible loops in the circuit; and a Bloch inductance LB [114], which
owes its origin to the quasicharge picture we are about to introduce. We will assume
that the kinetic inductance of the islands LK is large compared with the Josephson
inductance of junctions LJ . This means that the redistribution of charge within an
island will be slow compared with the rate of Cooper-pair tunnelling across the junctions.
The separation of time scales allows us to apply a Born-Oppenheimer approximation.
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Whereas the original Born-Oppenheimer approximation assumes that the motion of
electrons is fast compared with that of nuclei, so that the electronic part of the atomic
Hamiltonian can be diagonalized separately from the nuclear part, here we assume that
the quasicharge evolves slowly compared with the microscopic degrees of freedom, so that
it can be treated as a constant classical parameter while we diagonalize the Hamiltonian
for the microscopic degrees of freedom nˆ and φˆ. In the part of the Hamiltonian that
depends on nˆ and φˆ, there is no coupling between islands and we are left with the task
of diagonalizing a sum of single-site Hamiltonians
Hi({Q}) = (Qi + 2emi − 2eFi)
2
2CJ
− EJ cos
(
2pi
Φ0
φi
)
(4.12)
As we have already seen, Schro¨dinger’s equation for a single Josephson junction is Math-
ieu’s equation, which we have discussed extensively. Recall from Chapter 3.1 that the
quasicharge plays the role of the characteristic Floquet exponent (or, specifically, the
quasicharge plus the disorder, Q+ 2eF , play this role).
From Chapter 3 we know that the gap between energy levels is approximately the Joseph-
son plasma frequency ωp =
√
8EJEC , so long as EJ ≥ EC (refer to Mathieu Equation
chapter for higher-order corrections to this value). So long as this is large compared
with the driving frequency and bias voltage eVb, the system is being driven adiabatically
and will remain in its ground state with respect to the microscopic parameters.
For each different value of Q, the single-junction Hamiltonian can be diagonalized. The
ground state energy EQ(Q) acts as an effective potential that our quasicharge experi-
ences. EQ(Q) is the lowest characteristic value of Mathieu’s equation as a function of
the characteristic exponent. As we have already seen, in the limit that EJ/EC  1, this
is a cosine. In the limit we are considering, EJ/EC & 1, the cosine becomes deformed
but the periodicity remains.
The Hamiltonain for the linear Josephson junction array is then
H =
∑
i
(Qi −Qi+1)2
2CG
− EQ (Qi − 2eFi) . (4.13)
This is a quasi-classical description in terms of the quasicharge Q, which consists of
an “elastic” term (nearest-neighbour quadratic interaction) and a disordered periodic
potential. As we will discuss below, models of this kind have been used to study pinning
and depinning phenomena.
A note now about the nature of the quasicharge model.
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CG
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Q,Φ
Figure 4.3: In the loop-charge approach, the quasicharge is equivalent to the loop-
charge within the loop formed by one JJ and two ground capacitors. The conjugate
flux to the quasicharge is therefore the flux threading this loop.
We have assumed that the system is always in the ground state with respect to the mi-
croscopic degrees of freedom on the time scales of interest. If the quasicharge (that is, the
charge polarization across a junction) accumulates too much, the Cooper pairs will lower
their energy by tunnelling across the barrier. Thus we can understand physically why the
energy is periodic in the quasicharge. We have been treating the quasicharge as a slowly
evolving, semi-classically variable. Later, when investigating the linear response of JJAs,
we will want to quantize it, and in doing so we will want to know what it’s conjugate
variable is.
Generally speaking, the conjugate variable to a charge is always a flux. Employing the
loop-charge method described in Chapter 2.2 and repeating the above derivation in that
language, we see clearly that the conjugate variable to the charge is the flux through the
loop (see Fig. 4.3).
When we consider the quasicharge as a quantum variable in the limit where our Born-
Oppenheimer approximation is valid, we must consider it to be compact. It is defined
only on the interval Q ∈ [−e, e). Leaving that interval corresponds to the tunnelling of a
single Cooper-pair, returning the quasicharge to its original value. Since the quasicharge
is compact, the flux through the loop must be discrete. That is to say, we have a certain
number of fluxons in the loop.
Flux quantization is very familiar to the theory of superconductivity, but usually requires
the loop to be fully enclosed by superconducting material. See, for example, a DC-SQUID,
where the presence of JJs means that the enclosed flux is a continuous variable [12]. How-
ever, in the limit we are considering, the Josephson tunnelling is integrated out and replaced
with a QPS-like term.
To demonstrate that the new term is, in fact, QPS-like, we will see how the quasicharge
periodic potential acts in the flux basis. The potential E(Q) is periodic, and can therefore
be expanded as Fourier series
E0(Q) =
1
2
a0 +
∞∑
n=1
an cos(nQ) +
∞∑
n=1
bn sin(nQ). (4.14)
A summary of the physics of Josephson Junction arrays 53
The first term, a0, is an unimportant constant shift which we will ignore. The sin(nQ)
terms are anti-Hermitian, so we will further assume that they must all vanish. That leaves
us with
E0(Q) =
∞∑
n=1
an cos(nQ) = 2
∞∑
n=1
(
einQ + e−inQ
)
. (4.15)
We then express this in the basis of fluxon occupation numbers m
E0(Q) = 2
∞∑
n=1
∑
m
an
(
einQ|m〉〈m|+ e−inQ|m〉〈m|)
= 2
∞∑
n=1
∑
m
an (|m+ n〉〈m|+ |m− n〉〈m|) .
(4.16)
which leads to tunnelling of flux quanta across the junction. We see that higher order
terms in the Fourier series correspond to multiple-particle tunnelling events. In the limit
EJ/EC →∞, all components except for n = 1 must vanish and E0(Q) ∼ cos(Q) .
We now have a semi-classical Hamiltonian which includes capacitive coupling between
neighbouring sites, and an effective periodic potential. Note that the charge disorder
appears only in the periodic potential. This will be important for our discussion on
depinning.
The discussion so far has assumed the presence of a large inductance in the array, which
we may now include explicitly. For simplicity, this inductance will be assumed to be
constant, neglecting possible dependence on Q or φ (since we are concerned here pri-
marily with the threshold behaviour of the array, i.e. the breakdown of a static solution,
the exact form and value of the inductance is not important, so long as it is sufficient to
render the quasicharge description legitimate). Reverting to a Lagrangian description,
this gives us
L =
∑
i
L
2
Q˙2i +
(Qi −Qi+1)2
2CG
− EQ (Qi + 2eFi) (4.17)
For simplicity, let’s ignore disorder for a moment, and take Fi → 0. We take the
continuum limit by applying
∑
i → (1/V)
∫
dx and (Qi−Qi+1)2 → ∇2Q(x), where V is
the total length of the array, giving us
L = 1V
∫
dx
[
L
2
(∂tQ(x))
2 +
1
2CG
(∂xQ(x))
2 − EQ (Q(x))
]
. (4.18)
If we further take the limit EC/EJ → 0, then EQ(Q) → cos(Q). All that is then
required is a simple transformation of variables to arrive at the celebrated sine-Gordon
Lagrangian
LSG =
∫
dx
[
1
2v
(∂tQ)
2 − v
2
(∂xQ)
2 + g cos(Q)
]
. (4.19)
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This is perhaps the most thoroughly studied quantum field theory, and it possesses
well-known solitonic solutions, which have the form
Q(x) = 4 tan−1
[
exp
(
x− vt
Λ
)]
. (4.20)
These are delocalised charge excitations extended over a length Λ. As topological ex-
citations, they enclose a charge of exactly 2e. However, they should not be thought
of simply as delocalised Cooper-pairs. It was found in [78] that the effective rest-mass
of a single charge soliton is ≈ 10−36 kg, which is 6 orders of magnitude less than the
mass of a single electron. Thus the single charge soliton should not be thought of as a
Cooper-pair dressed by a charge polarization cloud, but rather the charge soliton is the
polarization cloud. The charge quantization of the soliton comes from the compactness
of Q(x), rather than coming directly from the Cooper-pair charge.
Solitons in the sine-Gordon array are massive excitations, so a finite energy needs to
be injected into the array to create one. It was argued [23] that this mass gap explains
the threshold voltage in the I-V curve of a linear array, which based on this picture was
calculated to be
Vsw = 4
√
eVC
piCG
(4.21)
where VC is the maximum value of the effective voltage dEQ(Q)/dQ. In the limit
EC  EJ , VC ≈ e/CJ , whereas in the limit EJ  EC the value of VC is proportional
to t0 in Eq. 3.14 (that is, decaying exponentially with
√
EJ/EC). However, there are
some shortcomings of this explanation, both on theoretical and experimental grounds.
Experimentally, it was found that the threshold voltage depends on the length of the
array [112, 115]. This cannot be accounted for in the soliton picture, because Eq. 4.21
does not depend on the size of the array.
The key problem with the argument of [23] is the failure to account for charge disorder,
which is present in any real JJA. When disorder is strong and the soliton length Λ is
large, then the soliton is no longer a stable solution of the sine-Gordon equation [116].
More recently [113], the switching voltage was interpretted as an instance of depinning
[117–119]. This is a phenomena whereby transport or propagation of some sort is sup-
pressed at small driving due to the presence of disorder, but is suddenly switched on
once the driving force reaches some critical value. It has been observed in a wide variety
of many-body systems, such as vortex lattices in type-II superconductors [120], charge
density waves [121], and even truly macroscopic phenomena such as earthquakes [122].
The theoretical framework for studying depinning in one-dimensional boson systems was
elucidated in [123], and applied to the experimental situation of a linear JJA in [113].
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The mathematical details of depinning theory are quite involved, and not relevant to
the present work. Rather than embark on a lengthy detour through depinning, we will
merely state that the theoretical results were found to be in excellent agreement with
experiments, including the correct N - and Λ-dependence. Further details can be found
in the works cited above, particularly [113, 117, 123].
To illustrate some of the effects of disorder on transport in the linear JJA, we can calculate
I-V curves numerically. First, we take Eq, 4.17 and we add a phenomenological dissipation
term ρ. As we have already discussed, dissipation within large arrays of JJAs is not well
understood, but it is always present. Furthermore, if we are interested in I-V curves where
both I and V are finite, some dissipation must be present for the system to be stable and
for the numerical calculation to converge. It is a long-term goal of the study of JJAs to be
able to extract a value for ρ from microscopic arguments, but since we are concerned here
with threshold phenomena the precise value of ρ does not matter, so long as it is sufficiently
large to render the equations of motion stable.
Including the dissipation, the equations of motion for this system are
LQ¨1 +
Q1 −Q2
2CG
+ ρQ˙1 + VQ (Q1 + 2eF1) = V
LQ¨i +
2Qi −Qi−1 −Qi+1
2CG
+ ρQ˙i + VQ (Qi + 2eFi) = 0, i > 1
(4.22)
where VQ(Q) = dEQ(Q)/dQ is the effective voltage arising from the periodic potential.
In the limit EJ/EC  1, this is effectively a sine-wave, whereas when EJ/EC  1 it is
a saw-wave (for this reason, the above equation of motion is sometimes referred to as a
saw-Gordon equation [23]). A more accurate analytic approximation is given by Eq. 3.31,
but for most purposes a numerical approximation is sufficient.
Solving these equations of motion numerically yields I-V curves. In Fig. 4.4, we present
I-V curves for a linear JJA with N = 60, CG = 0.23, EJ/EC = 0.5, and Λ = 5. The solid
blue curve is a linear array with no charge disorder, while the dashed red curve shows an
average over 2048 different disorder realisations. Fig. 4.5 present a histogram of threshold
voltages, giving an indication of the spread of different thresholds for different disorder
realisations. Each disorder realisation assigns a random number f ∈ (0.5, 0.5) to each site.
This is the maximally disordered model (because of the periodicity of the quasicharge, a
charge offset of |f | > 0.5 just causes the charge to wrap back around again).
A more detailed discussion of the effects of disorder on treshold phenomena in linear JJAs,
including the effects of EJ and array length N , can be found in [124].
The take-home message is that it is crucial to take charge-disorder into account when
considering transport through JJAs, and this is properly done through the use of de-
pinning theory. We can, however, reverse this logic. Whereas in the work of Vogt et al.
depinning was used to study JJAs, we may turn this around and use JJAs to study de-
pinning. The classic exemplars of depinning listed at the start of Chapter 5 are all bulk
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Figure 4.4: I-V curves for a linear JJA with N = 60, CG = 0.23, EJ/EC = 0.5,
and Λ = 5. The solid blue curve corresponds to an array with no disorder, whereas the
dashed red curve is the mean current taken over 2048 different disorder realisations.
0 0.1 0.2 0.3 0.4 0.5 0.6
50
100
150
200
250
300
Vsw[mV]
C
ou
nt
s
Figure 4.5: Histogram of threshold voltages for 2048 different disorder realisations
of the linear JJA. This histogram uses the same parameters and data as Fig. 4.4.
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systems, and usually systems over which we have very little experimental control. With
the JJA, however, we have a great deal of control over all of the relevant parameters.
In the next chapter, we will be interested in using JJAs as a model system in which to
investigate the effects of depinning, and in particular the interplay between depinning
and other transport phenomena.
4.5 Phase transitions in Josephson junction arrays
The prospect of observing novel phases of matter and the transitions between them has
been a major motivation of the study of JJAs, and continues to be so to this day. We
will review some of the basic theoretical models which may be realised with a JJA, and
see what insight these models give us into the phase diagram of a JJA. Then, at the
end of this section, we will investigate some of the necessary extensions to make these
models realistic for JJAs, the implications for the phase diagrams. We shall have a look
at experiments on JJA and see how well they agree with the models presented in the
literature.
4.5.1 The XY model and the BKT transition
Consider a classical JJA, in which charging effects can be neglected. This system is
governed by the classical XY model
H = −EJ
∑
〈i,j〉
cos (φi − φj) . (4.23)
The XY model is one of the most thoroughly-studied models in many-body physics,
and therefore the discussion presented here will be neither complete nor rigorous. The
interested reader is referred to the many textbooks covering this topic, in particular
[31, 125], from which we will draw heavily in the ensuing discussion. Specifics relating
to the XY model as a description of JJAs are given in the review article [20].
Since only phase differences enter the Hamiltonian, this system is invariant under a
global phase rotation, φj → φj + δφ for all j. This is a continuous symmetry. The
Mermin-Wagner theorem [37] tells us that in dimension d ≤ 2 continuous symmetries
cannot be spontaneously broken, so there can be no long-range order. By the convention
wisdom, this would mean no phase transitions. However, let’s take a closer look anyway.
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The partition function for this system is
Z =
∏
i
∫ 2pi
0
dφi
2pi
exp
∑
〈i,j〉
J cos(φi − φj)
 (4.24)
where J = EJ/kBT . At high temperature (J → 0) we can expand the exponential
Z =
∏
i
∫ 2pi
0
dφi
2pi
∏
〈i,j〉
[
1 + J cos(φi − φj) +O(J2)
]
. (4.25)
To first order in J , each term in the product contributes either 1 or J cos(φi − φj). We
can ignore the 1’s, and focus on the cosine terms. We can visualise this product as a
graph, where each edge is associated with one term in the product (so that the term
J cos(φ1 − φ2) would represent an edge between nodes 1 and 2). The integral over a
single bond
∫ 2pi
0 dφi cos(φi−φj) is an integration over an entire period, so it vanishes by
symmetry. This means any graph with a “dangling bond” vanishes upon integration.
However, wherever two bonds meet, the integral does not necessarily vanish.∫ 2pi
0
dφ2
2pi
cos(φ1 − φ2) cos(φ2 − φ3) = 1
2
cos(φ1 − φ3). (4.26)
Therefore, the correlation function 〈cos(φr − φ0)〉 contains only products corresponding
to graphs that join sites r and 0, with all other graphs vanishing. Integrating over the
end points r and 0 gives,∫ 2pi
0
dφrdφ0
(2pi2)
[cos(φr − φr′)]2 = 1
2
∫ 2pi
0
dφr
2pi
cos(φr − φr) = 1
2
(4.27)
and each bond along the way contributes a factor of J/2. To lowest order, this gives us
a correlation function
〈cos(φr − φ0)〉 ≈
(
J
2
)r
= e
− r
ξ (4.28)
where the correlation length ξ is
ξ ≈ 1
ln(2/J)
. (4.29)
Thus we have exponentially decaying correlations, which indicates short-range order.
This is typical of high-temperature disordered phases.
The Mermin-Wagner theorem tells us that there will be no long-range order even at
T → 0, but we might as well check. Low temperature means J is overwhelmingly large,
so strong fluctuations in φi−φj are penalized and we can replace the lattice model with
a continuum H = J2
∫
d2r (∇φ)2. The energy is quadratic, so the partition function will
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be Gaussian. This allows us to write
〈cos (φ(r)− φ(0))〉 = Re
[
〈ei(φ(r)−φ(0))〉
]
= Re
[
e
i
2
〈[φ(r)−φ(0)]2〉
]
. (4.30)
In a two-dimensional Gaussian model, fluctuations are logarithmic,
1
2
〈[φ(r)− φ(0)]2〉 = ln(r/a)
2piJ
(4.31)
where a is a short-distance cut-off of order of the lattice spacing (needed to ensure
convergence). Since 〈[φ(r)−φ(0)]2〉 decays logarithmically, it’s exponential decays alge-
braically. Thus at low temperatures we see
〈cos(φr − φ0)〉 ≈
(a
r
) 1
2piJ
. (4.32)
This is not quite the long-range order we would see in the presence of spontaneous
symmetry breaking (for example, ferromagnetic order), but is it also qualitatively dif-
ferent from the short-range order of the high temperature phase. This type of order,
characterised by algebraic decay of correlations, is called quasi-long-range order.
We can expect a phase transition between these two distinct phases. However the
Mermin-Wagner theorem still holds and we will still not see any spontaneous symmetry
breaking. Instead we get what was historically the first discovered example of a topolog-
ical phase transition, where the high- and low-temperature phase are distinguished not
by different symmetries, but by differences in topology.
The phase at a site is single-valued, but only defined modulo 2pi. Therefore a closed
loop can wind by 2pin, with n being any integer. We call n the topological charge, and
a phase configuration with n 6= 0 is called a topological defect - specifically, a vortex.
Because the vortex is discrete, it cannot be removed by an continuous transformation
of the phase configuration. This means we cannot continuously transform from a state
with vortices to the uniform, ordered state with no vortices.
The phase distribution far from a vortex core is relatively uniform. Therefore it is
convenient and conventional to describe the energy cost of the vortex in terms of a
contribution from the core and a contribution from outside the core. The definition of
“core” is quite arbitrary; one can imagine drawing a circle of radius a around the centre
of the vortex to separate the system into the “core” and the rest. Outside the core,
where the field is almost uniform, we can use a continuum description. The energy cost
of a single vortex of charge n is then
βEvortex = βEcore(a) +
J
2
∫ L
a
d2r (∇φ)2 = βEcore(a) + piJn2 ln
(
L
a
)
(4.33)
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where β = 1/kBT and L is the length of the system. The dominant contribution is
the second term, which diverges logarithmically with system size (remember, we will be
interested in the thermodynamic limit L→∞). This large energy cost prevents vortex
formation at low temperatures. However, each vortex also has a configurational entropy
(L/a)2 stemming from the number of possible vortex locations within a 2-dimension
area L2. The partition function for a single vortex of charge n is then
Zvortex(n) ≈
(
L
a
)2
exp
[
−βEcore(a)− piJn2 ln
(
L
a
)]
. (4.34)
The entropy and the energy of a single vortex both grow as lnL. At low temperatures,
the energy will dominate and vortex creation will be energetically prohibited, giving
rise to an n = 0 state with quasi-long-range order. At high temperatures, entropy will
dominate, and rampant vortex formation will drive the system into a disordered state.
The ordered, low temperature state consists of phase coherence across the system, which
corresponds to superconducting order throughout the system. In this state charge fluc-
tuations are strong due to the conjugate relationship between charge and phase, and
supercurrents are able to freely flow through the array.
When there are many vortices in the system, vortex-vortex interactions become im-
portant and Eq. 4.34 is no longer accurate. The interaction between two vortices is
logarithmic2, and gives rise to an energy
βHint = −2pi2J
∑
i,j
ninjC(ri − rj) (4.35)
where C(r) = ln(|r|)/2pi. This is identical to the Coulomb plasma in two-dimensions. In
fact, at large distances, this is the same as the energy of a JJA in the limit of dominating
charging energy (the inverse of the capacitance matrix for a lattice is approximately
logarithmic at large distance scales). This is an example of the self-duality of the JJA.
This duality can be taken a step further. In Section 4.4, we saw that a one-dimensional
JJA can be described by a sine-Gordon model, and we discussed the existence of soliton
solutions. The sine-Gordon description can be easily extended to two-dimensions, where
the topological solutions are not solitons but vortices. In fact these are the same vortices
we discussed in the two-dimensional XY model. The fact that in two-dimensions XY,
sine-Gordon and Coulomb plasma descriptions exist for the same underlying system is
a fundamental fact and is not unique to JJAs - these models are dual to each other.
So we have see that any system that is described by a Coulomb plasma also admits a
description by an XY model and a sine-Gordon model. For EJ/EC  1, charges are
2Full details are found in [20, 31, 125]
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highly localised and the JJA is well-described by a Coulomb plasma of Cooper pairs.
However, when EJ/EC  1 we obtain a description in terms of a Coulomb plasma of
interacting vortices. In each of the two limits, EJ/EC  1 and EJ/EC  1, there
are three dual descriptions (XY model, Coulomb plasma, sine-Gordon model). In the
intermediate regime both vortices and charges may play a significant role, and one may
then adopt a mixed description, as is done in [20], where a low-energy effective action
is obtained which describes two interacting Coulomb plasmas - one of vortices and one
of charges.
4.5.2 The Bose-Hubbard model and quantum phase transitions
Besides the XY model discussed in the previous section, there are a number of other
well-studied models that can be used to study the JJA. The most common of these is
perhaps the Bose-Hubbard model [3, 126, 127]. This model is defined by the Hamiltonian
HBH =
U
2
∑
i
nˆi(nˆi − 1)− µ
∑
i
nˆi − t
∑
〈i,j〉
bˆ†i bˆj (4.36)
where bˆ, bˆ† are the usual bosonic creation/annihilation operators and nˆ = bˆ†bˆ is the
boson number operator.
The Bose-Hubbard model, as presented here, contains only on-site interactions between
particles. However in a JJA the electrostatic interaction, which drops off as e−r/Λ in
1D and K0(r/Λ) in 2D, remains important when the distance between sites r . Λ.
The value of the interaction length Λ depends on the circuit parameters of the array
in question. There exist extensions to the Bose-Hubbard model that include nearest-
neighbour interactions [128] and dipole interactions [129] however as far as the author
is aware there has been no work to date, theoretical or otherwise on a BH model with
exponentially decaying (but nevertheless long-ranged) interactions. Additional, much of
the recent work on extended Bose-Hubbard models has focused only on one-dimensional
systems.
We can approximate a JJA by the original (on-site only) Bose-Hubbard model if we
consider the limit CJ/CG → 0 . In this case the capacitance matrix is diagonal, and the
JJA Hamiltonian contains only on-site interactions. If we make the further assumption
of a homogeneous array, so that C−1ii = C
−1
jj = EC for all i and j, our model can
then be mapped to the celebrated Bose-Hubbard model with U = 2EC , t = EJ/2 and
µ = EC(1 + 2f), where we have neglected the constant
∑
ij C
−1
ij f
2.
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Figure 4.6: Zero-temperature phase diagram of a Bose-Hubbard model, Eq. 4.36
calculated via mean field theory following the procedure of [3]. z is the co-ordination
number of the lattice, and the colour axis indicates the mean-field expectation value of
the boson number operator, 〈nˆ〉. Areas where 〈nˆ〉 are integer and constant correspond
to Mott lobes, whereas the remainder of the diagram is a superfluid phase. This mean
field calculation is only valid in dimension d ≥ 2, and at d = 1 novel phases will appear.
To extend this model to arbitrary Λ (arbitrarily long-ranged interactions), we must
include a term ∑
j 6=i
C−1ij ninj . (4.37)
Long-range interactions mean that our effective chemical potential µ becomes EC +
2f
∑
iC
−1
ij , where the sum is over one column or row of our inductance matrix. In the
lattices we consider, this sum is always
∑
iC
−1
ij = 1/CG for every row, even in finite
systems3.
The assumption of a homogeneous system is also unrealistic, and finite-size effects are
important for realistic circuits. In the language of the Bose-Hubbard model, this would
mean that both U and µ become site-dependant.
3This is because the capacitance matrix can be written as C = CG1ˆ + CJ∆, where ∆ is the graph
Laplacian (the discrete equivalent of the Laplace operator). ∆ is a matrix, with diagonal elements ∆jj
equal to the degree (or co-ordination number) of the jth site, and ∆ij = −1 when site i is adjacent
to site j. When the rows of ∆ are summed, these terms exactly cancel, so that the vector of all ones
~1 = (1, 1, 1, . . . 1)T is always an eigenvector of ∆ with eigenvalue 0. ~1 is also an eigenvector of the
identity, and therefore of the capacitance matrix (CG1ˆ + Lk∆)~1 = (CG + 0)~1. Thi means that ~1 is
also an eigenvector of the inverse capacitance with eigenvalue 1/CG. Thus, summing any row of C
−1
gives 1/CG. All finite-size effects are contained within ∆, and thus all identically cancel when rows are
summed.
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In dimension d ≥ 2, the phase diagram of the standard Bose-Hubbard model of Eq. 4.36,
presented in Fig 4.6 can be readily obtained from mean field theory [3]. At t = 0 the
system is in a Mott insulating phase, where each site has the same (integer) number of
bosons. As the chemical potential µ is varied, more bosons are injected into the array,
leading to phase transitions between different Mott insulating phases (e.g. a phase
with one boson on each site, and a phase with two). At finite t, the different Mott
insulator phases form “lobes” in the phase diagram, and between each Mott lobe there
is a superfluid phase.
In one-dimension, the mean field approach breaks down, however many qualitative fea-
tures of the phase diagram still hold. In particular, while the shape of the phase diagram
may change, there still exist distinct Mott insulator and superfluid regions [130].
These are quantum phase transitions occurring at zero temperature, as opposed to the
BKT transition of the XY model which is a thermal phase transition. Rather than arising
due to competition between energy and entropy, the superfluid-insulator transition in
the Bose-Hubbard model arises due to competition between charge order and phase
order. However, as spontaneous breaking of a continuous symmetry is still forbidden in
d ≤ 2 dimensions, this phase transition is still BKT-type.
Because charge and phase are conjugate variables, an uncertainty relation exists between
them and both cannot simultaneously be arbitrarily well-defined. Instead, when the
charging energy dominates, charge becomes well-defined while phase is subject to strong
quantum fluctuations. This drives the system into an insulating phase. On the other
hand, when the tunnelling energy dominates, charge fluctuates while phase becomes
well-defined and coherent across the array. Long-range phase coherence establishes a
superfluid phase. Of course, this simple picture is not sufficient to explain the lobe-like
shape of the phase boundary - this arises due to the discreteness of the particle number.
4.5.3 Experimental realisations in JJAs
The basic models described above give a general outline to the structure of the phase
diagrams of JJAs, but realistic arrays can include much more complicated behaviour
arising from disorder, long-range interactions, dissipation or specially tailored circuit
geometry or topology.
It should be noted that, since the above models all aim to describe the same physical
system, and are all mappable onto each other, there will often be no clean separation
between them. We see Bose-Hubbard-like models exhibiting BKT physics, and we see
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Mott lobes and quantum phase transitions in XY-like models. This distinction is mostly
one of terminology, rather than physics.
Extending the Bose-Hubbard model to include nearest-neighbour repulsion leads to the
existence of some highly sought-after exotic phases. Short-range repulsions generally
leads to insulating density wave phases where particle density varies on alternating sites
(for example, in a checkerboard pattern at half-filling). In one-dimension, an additional
insulating phase can be seen called the Haldane insulator [131], named in analogy with
the gapped phase in integer spin chains [132]. In two dimensions nearest-neighbour
interactions induce supersolid phases where both cyrstaline order and superfluid order
exists simultaneously (i.e. we have spontaneous breaking of both spatial translational
and U(1) gauge symmetry) [133, 134]. Theoretical work on the extended Bose-Hubbard
model to date has not included long-ranged exponential or logarithmic interactions, and
it is not clear if either the Haldane phase or the supersolid phase will persist in the limit
of long soliton length.
The presence of disorder also has a drastic effect on the phase diagram of the Bose-
Hubbard model. In both one- and two-dimensions, strong disorder in µ leads to the
appearance of a Bose glass phase in between the superfluid and Mott-insulator phases
[135]. This has in fact been observed in one-dimensional JJAs [105], where it was noted
that the properties of this phase are quite different from the true Mott insulator. Unlike
the Mott insulator, the Bose glass is compressible, which is detrimental for attempts
to realise a fundamental current standard based on linear JJAs. (The work in question
actually came to the conclusion of the existence of a Bose glass phase not via a disordered
Bose-Hubbard model, but via a disordered sine-Gordon model of the sort described in
Section 4.4.)
While most work focuses on phase transitions at different temperatures or coupling
strengths, a superconductor-insulator transition can also be driven by tuning the gate
voltage [136] or dissipation [137, 138]. Circuit topology can also play a role, as two-layer
systems (such as the bilinear array discussed in the next chapter) display quite different
phase diagrams [20, 139–141].
In two-dimensional arrays, the existence of insulating and superconducting phases at
different values of EJ/EC and magnetic field has been well-established [142, 143]. A
vortex Mott insulator state, the electromagnetic dual to the charge insulating state
described above, has also been observed [26] (see Chapter 6 for a discussion of the dual
Bose-Hubbard system).
However, this agreement between theory and experiment is largely qualitative (with
some notable exceptions, such as [105]). While the theory of phase transitions in JJAs
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is extensive and detailed, it can only describe broad, thermodynamic phases as real time
dynamics of currents in phases in JJAs is often not well understood and not accounted
for in many of the models [137].
4.6 Open Problems in Josephson Junction Arrays
In this chapter we have seen that, despite many achievements over the span of nearly
fifty years, there are still many lingering mysteries surrounding JJAs. We shall review
some of them here.
• What is the nature of dissipation in JJAs?
In single-junction devices, there may be dissipation due to leads, due to the elec-
tromagnetic environment, due to two-level system (TLS) defects in the junctions,
and due to dissipative quasiparticles. In JJAs, however, it seems that there are
additional, qualitatively different sources of dissipation arising, even in situations
where the sub-gap dissipation of the individual junctions is negligible [107]. It has
been demonstrated that currents carried entirely by Cooper-pairs are still dissi-
pative [144], and this dissipation persists well below the superconducting critical
temperature, field and current.
• Why is the crossover from single-electron tunnelling to single-Cooper
pair tunnelling so continuous?
In [101] it was shown that when an array is continually tuned from the quasiparticle-
dominated limit to the Cooper-pair dominated limit, the single charge tunnelling
peak in the power spectral density shifts continuously from one corresponding to
a charge of e to one corresponding to a charge of 2e, as if the charge carriers had
a continuously varying charge e < Q < 2e. This is surprising because the peak in
the power spectral density arises specifically from single charge tunnelling events,
which are discrete by nature.
• What is the cause of hysteresis seen in I-V curve of the linear array?
It is well established experimentally that the voltage at which a finite current first
appears when sweeping from low to high voltage is not the same as the voltage
which current drops to zero when sweeping from high voltages to low. The origin
of this hysteresis is currently completely unknown.
These fundamental problems will not be directly addressed in this thesis, but are pre-
sented here for completeness and to indicate possible directions for future work.
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Instead, we will focus on some specific JJAs that have been the subject of recent exper-
imental interest. The overall concept is that understanding existing experiments allows
us a baseline knowledge from which it becomes easier to tackle the larger questions listed
above in the future.
In the next chapter, we will examine in detail the bilinear JJA, and try to understand the
experimental I-V curves seen in [145, 146]. Ultimately, we will understand their results in
terms of Coulomb drag and depinning, and we will predict novel behaviour arising from
the interplay of these phenomena at voltages larger than were experimentally reported.
Chapter 5
Transport in the Bilinear Array
We now shift our attention to the bilinear array. The following discussion is based
primarily on work previously published in New Journal of Physics [147].
When two systems with long-ranged Coulomb interactions are placed in close proximity,
applying a voltage bias to only one of these systems can produce a current in both,
even when there is no direct transfer of charge carriers. This effect, known as Coulomb
drag [148], is of great interest in condensed matter physics and nano-electronics, and
has been observed in a wide variety of systems, including graphene bilayers [149, 150],
2-D electron gases [151], edges states of fractional quantum Hall systems [152], quantum
point contacts [153], nanowires [154, 155] and superconducting wires and films [156].
While the previous section was concerned with depinning in linear Josephson junction
arrays, here we wish to study the interplay between depinning and Coulomb drag. To
that end, we consider bilinear Josephson junction arrays. These systems consist of two
linear chains of Josephson junctions coupled capacitively, so that the two arrays interact
electrostatically but no direct transfer of charge carriers occurs between the two arrays.
Experiments on these bilinear arrays have shown Coulomb drag and current mirror
behaviour [145, 146], but the quantitative details of these effects have so far not been
understood theoretically (however, transport in the normal state was investigated in [34],
and the superconductor-insulator transition in bilinear arrays was studied [139, 140]).
Two different coupling geometries for bilinear arrays have been fabricated: straight
coupling [146], where each site is coupled to only one site on the opposite array, and
slanted coupling [145], where each site is coupled to two sites on the opposite array.
Differences in the phase diagrams between these systems have been studied theoretically
[140]. For concreteness, we will focus primarily of the case of straight coupling. However
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our methods can be readily applied to slanted coupling, and we will include results for
both arrays where relevant.
In the bilinear Josephson junction array with straight coupling, depicted in Fig. 5.1,
each site is coupled to two other sites on the same array via Josephson junctions, and
to one site on the opposite array by a capacitance CC . Each site also has a ground
capacitance CG. There is assumed to be no tunnelling of charge carriers between the
two arrays.
In a typical experiment, one of these arrays is held at a fixed voltage (assumed to be 0).
We call this array the passive array. The voltage on the active array, however, is varied,
so that an I-V curve can be determined. Both arrays remain insulating at low voltages.
At the switching voltage Vsw both arrays become conducting, even though no voltage
is directly applied to the passive array. The current through the active array is much
larger, but the drag current in the passive array is clearly present and proportional to
the active bias.
Previous theoretical work on these systems has focused on their static features such as
their free energy [109] and phase transitions [140], or has focused on dynamics in the
quasiparticle-dominated limit [34]. Here we are more concerned with the dynamical
behaviour when each grain is deep in the superconducting regime, and we explicitly
derive equations of motion for the charges on each island, which we use to numerically
calculate I-V curves.
5.1 Theoretical Model
For clarity, we will first derive the Hamiltonian and equations of motion for the bilinear
array with straight coupling. From this it is trivial to alter our model to the case of
slanted coupling.
Across each capacitor and junction in the array there will be a difference in the phase
of the superconducting condensate. We use φ, ψ and χ to denote the phase difference
across the Josephson junctions (CJ), ground capacitors (CG) and coupling capacitors
(CC) respectively (see Fig. 5.1). From the circuit diagram in Fig. 5.1 (a), we can use
the circuit theoretical techniques presented in Chapter 2.2 to derive a Lagrangian for
the system,
L =
∑
i,ζ
CJ
2
(φ˙ζi )
2 +
CG
2
(ψ˙ζi )
2 +
CC
2
(χ˙i)
2 + EJ cos(φ
ζ
i ) (5.1)
where the index i runs over different sites in an array and the index ζ labels the two
layers, ζ =↑, ↓.
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+
−V ↑ CG
CC
+
−V ↓
CJ
+
−V ↓ CG
+
−V ↑
CJ
CC
(a) Straight coupling
(b) Slanted coupling
Figure 5.1: Circuit diagram of bilinear Josephson Junction arrays with (a) straight
and (b) slanted coupling. The electrostatics of these circuits are determined by the
capacitance to ground CG, the Josephson junction capacitance CJ and the coupling
capacitance CC .
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Each phase in the Lagrangian has a conjugate charge variable
qφ,ζi = CJ φ˙
ζ
i ; q
ψ,ζ
i = CGψ˙
ζ
i ; q
χ
i = CC χ˙i. (5.2)
These charges are related to the number of Cooper pairs on a superconducting island by
charge neutrality and Kirchoff’s laws, which allow us to write the Hamiltonian in terms
of the number of Cooper pairs
H =
∑
i,j,ζ
4e2(nζi + f
ζ
i )
[
C−1
]ζζ′
ij
(nζ
′
j + f
ζ′
J )
−EJ cosφζi − EJ cosφζ
′
i
(5.3)
where Cζζ
′
ij is the capacitance matrix which expresses Coulomb interactions between
sites (and therefore depends on the particular coupling geometry) and
[
C−1
]ζζ′
ij
is the
(i, j) element of the inverse of Cζζ
′
. fi is the charge frustration on the ith junction due
to, e.g., trapped charges or defects, and is modelled by a random number fi ∈ (−1, 1),
which we take to be evenly distributed across the entire interval (although other disorder
distributions have been considered, such as weak or Gaussian disorder[35, 123]).
We have chosen to include only charge disorder in our model, neglicting the possibility
of, for example, disorder in EJ and CJ . We expect disorder in these quantities to be
much weaker in experimental systems, and to have the same qualitative effect as charge
disorder (that is, to modify the potential energy profile).
The inverse capacitance matrix in Eq. 5.3 is similar to the one we encountered in the
linear array, although it now includes coupling between layers. As with the linear array,
the capacitance matrix leads to a long-ranged Coulomb interaction which makes the
problem difficult both analytically and numerically. It will be convenient here to switch
to a quasicharge description to effectively decouple the system.
To this end, we introduce cumulative quasicharge variables
mζi = −
i−1∑
j=1
nζj ; F
ζ
i =
i−1∑
j=1
f ζj ; Q
ζ
i =
i−1∑
j=1
qψ,ζj + q
φ,ζ
1 ;
Xi =
i−1∑
j=1
qχj ; n
ζ
i = m
ζ
i −mζi+1; qψ,ζi = Qζi+1 −Qζi
(5.4)
where the inclusion of qφ,ζ1 in the definition of Q
ζ
i is an offset term fixing the number
of charges on the first site. These variables are constrained by requirements of charge
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neutrality, such that
qφ,ζi =
i−1∑
j=1
qψ,ζj + q
φ,ζ
1 − 2e(nζi + f ζi ) + (−1)ζXi (5.5)
= Qζi − 2e(mζi + F ζi ) + (−1)ζXi. (5.6)
Using these relations we can rewrite the Lagrangian in Eq. 5.1 in terms of quasichagre
variables
L =
∑
i,ζ
(
Qζi + (−1)ζXi − 2e(mζi + F ζi )
)2
2CJ
+
(
Qζi −Qζi+1
)2
2CG
+
(Xi −Xi+1)2
2CC
+ EJ cos
(
φζi
)
.
(5.7)
The Lagrangian can be further simplified by introducing a dimensionless coupling pa-
rameter α = CC/CG and noting that, due to Kirchhoff’s laws, Xi = α(Q
↑
i − Q↓i ). For
notational clarity, we will also switch to a vector representation where ~Qi = (Q
↑
i , Q
↓
i )
T
(and likewise for other quantities defined on both arrays), and introducing the discrete
differential operator ∇ such that ∇ ~Qi = ~Qi+1 − ~Qi. Finally, we introduce a coupling
matrix M.
This gives us the Hamiltonian of the system,
H =
∑
i
{
1
2CG
∇ ~QTiM∇ ~Qi +
1
2CJ
[
M ~Qi + 2e
(
~mi + ~Fi
)]2 − EJ cos(~φi)} (5.8)
M =
(
1 + α −α
−α 1 + α
)
, (5.9)
where α = CC/CG.
We now assume that the Q are slow-changing parameters compared with m and φ, which
is always the case when there is a sufficiently large inductance (in [113] it was shown that
the Bloch inductance of the array is sufficient so long as the system is driven adiabatically
so as to avoid Landau-Zener transitions). In this limit, we may separate the time-scales
of evolution of these parameters and apply a Born-Oppenheimer approximation. We
take the portion of the Hamiltonian which depends on mi and φi
HQ(mi, φi) =
∑
i
1
2CJ
[
M ~Qi + 2e
(
~mi + ~Fi
)]2 − EJ cos(~φi) (5.10)
and take Q to be a constant, classical parameter. In this Hamiltonian, the coupling
matrixM only acts on the classical parameter Q, and not on the quantum operators mi
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and φi. Therefore, the Hamiltonian separates into the sum of single-site Hamiltonians,
which can be easily diagonalized numerically. Diagonalizing HQ for various values of Q,
and taking only the lowest energy band, gives us an effective potential EQ(Q
ζ , F ζ) =
EQ(Q
↑, F ↑) +EQ(Q↓, F ↓). The form of this potential is equivalent to the characteristic
value of Mathieu’s equation [1] a(νζ) with argument νζ = (1 + α)Qζ − αQζ′ + 2eF ζ ,
where ζ ′ simply indicates the array opposite to ζ. This is a 2e-periodic function which
reduces to a(ν) ∼ cos(ν) in the limit EJ  EC . Applying this approximation, we get
an effective semi-classical Hamiltonian
H =
∑
i
1
2CG
∇ ~QTiM∇ ~Qi + EQ(M ~Qi + 2e ~F ). (5.11)
In this Hamiltonian, there exists only nearest-neighbour coupling between islands in the
array. Coupling between arrays is mediated by the matrixM, and charge frustration in
the array enters in the form of the disordered periodic potential EQ.
In this model EQ is responsible for pinning the system and preventing charge transport
in the arrays. The presence of M in the argument of the potential indicates that
this pinning potential is highly coupled. To understand the depinning of each of the
arrays separately, we introduce new charge variables which are decoupled in the pinning
potential
Υ↑ = (1 + α)Q↑ − αQ↓, Υ↓ = (1 + α)Q↓ − αQ↑ (5.12)
which is the same as “rotating” the vectors ~Qi by the matrixM. In this rotated frame,
the Hamiltonian is
H =
∑
i
1
2CG
∇~ΥTiM−1∇~Υi + EQ(~Υi + 2e ~Fi). (5.13)
Coupling between the two arrays occurs only in the charging term, not in the pinning
potential. The theory of depinning would thus lead us to expect that each array in
this rotated frame has a separate pinning potential, and therefore a separate depinning
transition. If a voltage were to be applied to only one array in this frame, only one array
will depin, and there will be no drag current. However, when a voltage is applied only
to the active array in the unrotated frame (as is the case experimentally), there is an
effective voltage on each array in the rotated frame, given by(
V ↑rot
V ↓rot
)
=M
(
V ↑lab
0
)
=
(
(1 + α)V ↑lab
−αV ↑lab
)
(5.14)
where the subscripts correspond to the voltage applied in the rotated frame and the
physical laboratory frame. The voltage applied to the upper array in the rotated frame
is larger than that applied to the lower array, so we expect this array to depin first. At
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this point, there will be a current flowing through the upper rotated array, but not the
lower rotated array. This regime corresponds to the point in the lab frame where both
arrays are conducting. The lab frame currents will be given by(
I↑lab
I↓lab
)
=M−1
(
I↑rot
0
)
(5.15)
which allows us to predict the ratio between the active and passive currents in the lab
frame as
I↑lab
I↓lab
=
1 + α
α
. (5.16)
As we increase the voltage in the lab frame, the voltage on the lower array in the rotated
frame will increase until it too reaches its threshold. As can be seen in Eq. 5.14, the
effective voltage felt by the lower array will be negative, so that in the rotated frame
the two currents will flow in opposite directions. In the rotated frame, the ratio between
currents is
I↑rot
I↓rot
= −1 + α
α
. (5.17)
Switching back to the lab frame, the current on the passive array is
I↓lab =
α
1 + 2α
I↑rot +
1 + α
1 + 2α
I↓rot (5.18)
which, upon using Eq. 5.17 to express this in terms of only one of the rotated currents,
gives us I↓lab = 0.
Here we have seen a separation of the pinning of each array. When the first threshold is
reached, the active array depins and we enter the Coulomb drag regime. As voltage is
increased beyond this first threshold, we predict that there will exist a second threshold
voltage, where the passive array will depin. After the second threshold, Coulomb drag
behaviour will cease and the passive current will drop to 0 (provided there is no voltage
directly applied to the passive array).
From the Hamiltonian in Eq. 5.13 we can derive equations of motion for the variable ~Qi,
1
CG
M∇ ~Qi + VQ(M ~Qi + ~Fi) + ρ ~˙Qi + L ~¨Qi = 0, (5.19)
which in the rotated frame becomes
1
CG
M−1∇~Υi + VQ(~Υi + ~Fi) + ρM−1 ~˙Υi + LM−1 ~¨Υi = 0 (5.20)
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Figure 5.2: I-V curves for the bilinear Josephson junction array with straight coupling
calculated numerically for using 20 sites per array, with EJ/EC = 0.5, CJ = 5.75fF ,
CG = 0.23fF , Λ = 5, and various values of the coupling constant α. These values were
chosen for numerical speed and convenience. Since a phenomenological resistance is
used, the units of current are arbitrary and only thresholds and ratios between currents
are qualitatively correct. The same I-V curves are shown in the rotated frame in an
insert. Note that in the rotated frame the magnitude of both currents depends on the
coupling strength.
where VQ(Q) = ∂EQ(Q)/∂Q, ρ is the resistance per site of the array and L is the in-
ductance. ρ and L are phenomenological and have been including to ensure numerical
convergence (it should be noted that ρ is not necessarily related to the normal-state
resistance R, but is rather the sub-gap resistance that is observed even in the Cooper-
pair limit [112]). Since these terms couple to Q˙ and Q¨ respectively, these terms do not
influence the location of the threshold voltages. Because ρ and L are strictly phenomeno-
logical, their values are chosen for numerical convenience. This model is therefore not
able to quantitatively predict the absolute magnitude of the currents in the system.
Solving these equations of motion should, however, correctly return qualitative struc-
ture of the I-V curve, as well as quantities independent of L and ρ, such as the ratio
between currents I↑/I↓.
Many of these results are readily extended to the case of slanted coupling. One must
replace the 2-component quasicharge vector ~Qi = (Q
↑
i , Q
↓
i )
T with the 2N -component
vector (Q↑1, Q
↓
1, . . . Q
↑
k, Q
↓
k, . . . Q
↑
N , Q
↓
N )
T, which we shall denote by ~Q as it should always
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be clear from context whether we are referring to the 2-component vector or the 2N -
component vector. Then the 2× 2 coupling matrixM is replaces by a 2N × 2N matrix
M =

1 + α −α 0 . . .
−α 1 + 2α −α
0
. . .
. . .
. . .
... −α 1 + 2α −α
−α 1 + α

. (5.21)
This leads to a Hamiltonian
H = 1
2CG
∇ ~QTM∇ ~Q+ EQ(M ~Q)
=
1
2CG
∇~ΥTM−1∇~Υ + EQ(~Υ)
, (5.22)
where, as with straight coupling, ~Υ =M ~Q. This gives us an equation of motion identical
to Eq. 5.20, but with the slanted definitions of ~Q, ~Υ and M
The form of the coupling matrix for the slanted array is the same as that of the capaci-
tance matrix for a linear Josephson junction array (with the identifications CJ → α and
CG → 1), and so it can be inverted analytically using the same methods [102, 109].
Much of the analysis of the array with straight coupling depended on the fact that the
Hamiltonian separates neatly into a sum of two-site terms. This is not the case with
slanted coupling, and we are not able to obtain the same analytical results.
5.2 Results of numerical simulations
The equation of motion Eq. 5.20 enables us to numerically determine I-V curves for the
bilinear array with either slanted or straight coupling. In Fig. 5.2 we present such I-V
curves for arrays with straight coupling calculated at a variety of different couplings α
using parameters given in the caption to figure 5.2, which were chosen for numerical
speed and convenience. The existence of two distinct pinning thresholds can clearly be
seen, and the predicted current ratios hold. The qualitative form of the I-V curves at
low voltages (i.e. before the second threshold) are in good agreement with the published
experimental results of Ref. [146].
I-V curves for the case with slanted coupling are very similar in form, but with lower
threshold voltages. This is in contrast to the results reported in [145], where qualita-
tively different results were observed. This is not surprising, however, as the I-V curve
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presented in that work was obtained at finite magnetic field and with a finite voltage
applied to the passive array. Furthermore, the array investigated in [145] consisted of
SQUID-loops rather than simple Josephson junctions and are therefore susceptible to
the effects of low-frequency flux noise and other complications not considered in the
present work.
The exact location of the threshold voltages depends on the disorder realisation in the
system. Different experimental systems will have different disorder realisations, and
therefore there are a range of possible threshold voltages. In any numerical simulation
one disorder realisation must be used, and therefore no single numerical I-V curve will
exhibit exactly the same threshold voltage as a corresponding single experimental I-V
curve unless both the theoretical and the experimental systems have exactly the same
disorder realisation. General qualitative trends, however, such as the dependence of the
thresholds on the coupling α, remain true across different disorder realisations.
Our calculations can be easily generalized to the case where the voltage on both arrays
is non-zero. In this case we obtain an I-V surface, with the current being a function
of both V ↑ and V ↓. To study the depinning thresholds and Coulomb drag behaviour
change as both voltages are varied, we calculate a conduction diagram, as depicted in
Fig. 5.3. Slight asymmetries in the diagram arise due to asymmetry in the disorder
realisation. The conduction diagram for the (physically unrealistic) completely clean
bilinear array (~F = 0) has no such asymmetry.
From the conduction diagram we can see that there exist regions where, in the absence of
coupling, a current would flow in one direction, but due to overpowering Coulomb drag
it instead flows in the other direction. These regions of overpowering Coulomb drag are
marked in Fig. 5.3 by red arrows. The conduction diagram for slanted coupling, Fig. 5.4,
displays even larger regions of overpowering Coulomb drag given the same parameters.
This can be understood as being due to a larger effective coupling between the two
arrays with slanted coupling, as in there are more coupling capacitors.
In numerical simulation, if one wishes to observe the second depinning threshold it is
vital that the voltage is applied adiabatically and that the system retains memory of
past charge configurations. This is to be expected as the microscopic details of depinning
theory depend heavily on the existence of metastable states [117]. When the system is
driven diabatically we see a current not because the insulating state is unstable against
the formation of current, but because the system has been driven sufficiently fast to push
it away from stable configurations. Simulations in which the voltage was increased slowly
displayed second threshold behaviour (Fig. 5.2). In figures 5.3 and 5.4, however, we are
interested only in the conduction behaviour near the first threshold. These simulation
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Figure 5.3: Conduction behaviour of a bilinear Josephson junction array as a function
V ↑ and V ↓, calculated with the same parameters as Fig. 5.2 and coupling α = 0.5.
Arrows indicate the direction of current (up for positive, down for negative) for the
upper and lower arrays respectively. Asymmetry in the diagram is due to asymmetry
in the disorder realisation. A region of insulating behaviour is found in the centre of
the diagram, with other regions corresponding to currents in both arrays either in the
same direction or in opposite directions as indicated by the arrows. Red arrows indicate
regions where the current flows in the direction opposite to that of the voltage applied
to it, i.e. regions in which Coulomb drag dominates ordinary conduction.
were performed with a diabatic switch-on of voltage, so the second threshold could not
be seen.
Experimentally, to observe the second depinning threshold one should ensure that the
this threshold lies below the quasiparticle excitation gap, V ≈ 2N∆/e. The second
threshold can be kept at a relatively low voltage if one ensures that the coupling to
ground CG is small, as this ensures that both the dimensionless coupling α and the
effective interaction length Λ will be large.
One must also ensure that the coupling is not too strong. Our entire theoretical approach
is based around an understanding that the system is in the insulating regime of the
quantum phase diagram. It has been shown that strong coupling between the arrays
leads to an insulator-superconductor quantum phase transition in bilinear JJ arrays, even
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Figure 5.4: Conduction diagram for a disordered bilinear Josephson junction array
with slanted coupling with the same parameters as 5.3 and coupling α = 0.5. It can be
seen that the regions of overpowering Coulomb drag are much larger than in the straight-
coupled array with the same parameters. This can be understood by recognising that
the coupling geometry leads to a stronger effective coupling.
when each array would individually be in the insulating state[157]. We therefore only
expect our theory to hold when
√
EJCC/(2e)2 < 2
√
2/pi ≈ 0.9 for straight coupling and√
EJCC/(2e)2 < 2/pi ≈ 0.6 for slanted coupling (as is the case in all of our simulations).
5.3 Summary
JJAs make excellent analogue systems for studying complex many-body physics which
may be obscure or uncontrolled in bulk materials. In this case, we have seen that
the bilinear array can function as a model system for studying both Coulomb drag
and depinning. To the author’s knowledge, this is the only such system in which the
interplay between Coulomb drag and depinning has been discussed, and in this work we
have predicted novel physics arising from this interplay.
While transport phenomena are important both in understanding the underlying physics
and in creating usable technologies, transport measurements require attaching normal
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conducting leads, which inevitably add a source of microwave noise. In the next chap-
ter, we will explore a different method for studying JJAs - 3D microwave cavity spec-
troscopy.

Chapter 6
Arrays in 3D Microwave Cavities
The following discussion is based primarily on work previously published in the pre-print
[158].
6.1 Introduction
We have seen that transport phenomena in JJAs can vary greatly from device from
device, and can offer great insight into the underlying physics of these devices. However,
any transport measurement requires one to attach leads, which will always provide
an additional source of microwave noise, and will tend to drive the system far from
equilibrium.
Both fundamental investigations and technological applications of Josephson junction
devices are limited by the ubiquity of charge noise and disorder. It has been shown
that the presence of charge disorder can qualitatively change the transport properties
of Josephson junction arrays [35, 113, 123], and mitigating charge noise is a key design
criterion in the development of a superconducting quantum computer [159, 160]. Ex-
periments that avoid external leads are therefore desirable, to avoid injecting additional
noise from the room temperature control electronics.
Motivated by the success of the 3D transmon qubit [161], several experimental groups
have begun investigating Josephson junction devices by placing them inside microwave
cavities [162–164], as is schematically illustrated in Fig. 6.1. This allows the device to
be probed via spectroscopy, rather than transport measurements. The effects of charge
noise from external sources should be minimised in such experiments, and transport
should be close to equilibrium.
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Figure 6.1: Cartoon of a Josephson junction array inside a microwave cavity. Such
set-ups have been used experimentally to probe quantum behaviour of Josephson junc-
tion devices via spectroscopy measurements.
Here we shall employ the tools of linear response theory established in Chapter 2.5 to
study the response of a superconducting circuit to a small microwave probe. The loop-
charge approach described in Chapter 2.2 will allow us to construct a description of the
array in terms of flux quanta threading the loops.
It should be noted that a description of the circuit in terms of loop charges is in fact
a quasicharge description. This was pointed out in [28], where the sine-Gordon-like
quasicharge model for the linear array used in Chapter 4.4 was derived from the loop-
charge approach.
6.2 Model building
In the previous chapter we saw that Eq. 4.5 for a linear array can be derived from
the node flux approach, and that this description of a JJA is appropriate for small-
capacitance junctions, where charging effects dominate, i.e. when EC > EJ . This model
can be trivially generalized to a 2D array as
H =
(2e)2
2
∑
ij
(ni − fi)C−1ij (nj − fj)− EJ
∑
〈ij〉
cos(φi − φj). (6.1)
In the opposite limit, ground capacitance CG of the superconducting islands is large and
single-charge effects can be neglected due to the smallness of EC = (2e)
2/2Cg. Here,
charge ceases to be a good quantum number and instead the effects of single flux quanta
become important. To study this limit, we employ the loop-charge approach to derive
an equivalent dual circuit.
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Figure 6.2: Illustration of the mixed-representation, which allows us to incorporate
Josephson junctions into a loop-charge approach. The branch with the Josephson junc-
tion (coloured blue) is initially considered within the node-flux representation, while all
other branches are incorporated via the loop-charge representation. The fictitious loop
charge Q′ij will be reduced to an algebraic constraint.
6.2.1 Vortex lattice model
A limitation of the loop-based approach is the inability to handle non-linear inductors,
which would make it seem a poor choice for the modelling of an array of Josephson
junctions (which are close to as non-linear an inductor as one can find). However, we
will show that by beginning in a mixed representation and integrating out fast-moving
variables, we can transform the model from one of a lattice of non-linear inductors
(Josephson junctions) to one of non-linear capacitors [e.g coherent quantum phase slip
(QPS) elements]. It is important to note that this transformation is purely one of
description - the physical system remains a Josephson junction array.
The mixed approach is depicted in Fig 6.2, where the branch with the Josephson junc-
tion (in blue) is treated using the branch variable φij (thus the non-linear part of the
Josephson junction is not treated in the loop-charge formalism). Fig. 6.2 shows a single
junction represented in the capacitively shunted junction model. A realistic junction
also includes a kinetic inductance LK [112], which we have represented here as running
in series with the the tunnel junction, as well as a geometric inductance LG associated
with each loop.
An additional limitation of the loop-charge approach is the restriction to planar circuits
[28]. Thus, in the following derivation, we will not include a ground plane (which would
violate the planarity of the circuit and by extension the validity of the loop charge
approach). This is equivalent to assuming that charging effects will be small. In a cavity
set-up this should indeed be true as the array should be be quite far from the walls of
the cavity the capacitance between the circuit and the ground should be negligible. If,
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however, we wished to include a ground plane, this task would be more complicated.
Obtaining a circuit theory Lagrangian may still be possible via a mixed representation,
however it will introduce additional degrees of freedom.
We will now derive a description of a 2D JJ array in terms of loop-based degrees of
freedom. Using the techniques described in Chapter 2.2, we obtain a Lagrangian for the
array
Llattice[Q, Q˙, φ, φ˙, Q′] =
∑
〈i,j〉

(
Q′ij −Qi
)2
2CJ
+
LK
2
(
Q˙i − Q˙j
)2
+ EJ cos
(
2pi
Φ0
φij
)
− (Qj −Q′ij) φ˙ij

+
∑
i
[
LG
2
Q˙2i + ΦextQ˙i
]
(6.2)
Since derivatives of Q′ do not appear in the Lagrangian (the fictitious loop has no induc-
tance), the Euler-Lagrange relations for this variable yield only the algebraic constraint
Q′ij = Qi − CJ φ˙ij . (6.3)
We can therefore write the Lagrangian
Llattice[Q, Q˙, φ, φ˙] =
∑
〈ij〉
[
1
2
Q˙iLijQ˙j + (Qi −Qj) φ˙ij + 1
2
CJ φ˙
2
ij + EJ cos
(
2pi
Φ0
φij
)]
+ Φext
∑
i
Q˙i
(6.4)
where Lij is the inductance matrix,
Lij =

ziLK + LG i = j
−LK j ∈ N (i)
0 otherwise
(6.5)
Here zi is the co-ordination number of site i (zi = 4 for all sites on a square lattice) and
N (i) is the neighbourhood of site i.
It will be convenient at this point to introduce the vector notation ~Q = (Q1, Q2, . . . QN )
T.
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We move to a Hamiltonian description by obtaining the conjugate variables
qij =
∂L
∂φ˙ij
= Qi −Qj + CJ φ˙ij ; ~Φ = ∂L
∂ ~˙Q
= L ~˙Q+ Φext~1 (6.6)
where ~1 is the vector of length N whose elements are all 1. For notational convenience,
we will write Φext~1 = ~Φext.
Our Hamiltonian is then
H =1
2
(
~Φ− ~Φext
)T
L−1
(
~Φ− ~Φext
)
+
∑
〈i,j〉
[
(qij −Qi +Qj)2
2CJ
− EJ cos
(
2pi
Φ0
φij
)]
.
(6.7)
The terms inside the sum can be readily recognised as a sum of single junction Hamilto-
nians, where Qi−Qj plays the role of the quasicharge [74]. This is the same situation we
found ourselves in when describing linear arrays, where now Qi−Qj plays the role of our
quasicharge (note that in both linear and planar arrays, the quasicharge has an interpre-
tation as the charge polarization across a branch of the circuit). The Born-Oppenheimer
approximation introduced in Chapter 5 gives us
H =1
2
(
~Φ− ~Φext
)T
L−1
(
~Φ− ~Φext
)
− ES
∑
〈i,j〉
cos
(
Qi −Qj
2e
)
(6.8)
where
ES = 32
(
EJEC
pi
)1/2( EJ
2EC
)1/4
exp
[
−
(
8
EJ
EC
)1/2]
. (6.9)
The Born-Oppenheimer approximation assumes that the system is always in the ground
state with respect to the fast-moving degrees of freedom (Cooper pairs). Under this as-
sumption, the quasicharge becomes a periodic variable with period 2e, because changing
the quasicharge by ±e will simply cause a Cooper pair to tunnel across a junction so
as to remain in the ground state. Because Q is now compact, its canonical conjugate
Φ becomes discrete. This can be understood heuristically by noting that we have effec-
tively replaced a Josephson junction with a coherent quantum phase slip (QPS) element
(as evidenced by the cos(Q) term in the Hamiltonian). If this replacement is taken lit-
erally, we now have an uninterrupted superconducting loop, so that the flux through it
becomes quantized. In two-dimensional arrays with large EJ , these flux quanta manifest
as vortices, and we will therefore refer to them as vortices here.
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Expressed in the vortex-number basis, the second term in the Hamiltonian becomes
− 1
2
ES
∑
〈i,j〉
∑
n,m
(|ni + 1,mj − 1〉〈ni,mj |+ H.c.) (6.10)
where ni(mj) label the number of vortices on site i (j).
The replacement of a Josephson junction with a QPS element is a consequence of the
self duality of a Josephson junction, and an example of the electromagnetic duality we
discussed in Chapter 2.3. In particular, the model in Eq. 6.8 is an exact dual to the
usual quantum phase model for a Josephson junction array expressed in terms of island
charges and fluxes, given in Eq. 6.1. Thus for every vortex-based circuit described by
Eq. 6.8, there is a dual charge-based circuit described by Eq. 6.1.
We will present most of this work in the vortex language, but there is a simple translation
between vortex-based circuits and charge-based circuits. Circuit diagrams for flux-based
circuits will be drawn with QPS elements in place of JJs, with the understanding that
they equivalently represent Josephson junctions in the quasicharge limit discussed above.
6.2.2 Mapping to other models
Due to the similarity between Eq. 6.8 and Eq. 4.5, much of the discussion in Chapter 4.5
applies also to this model. Eq. 6.8 can be represented as a Bose-Hubbard model with
long-ranged interactions. There is one minor complication arising from the fact that, due
to existence of anti-vortices, the operator Φˆ has negative eigenvalues. This means that
there is no possible decomposition into creation/annihilation operators Φˆ = b†b, which
prevents a simple mapping to the BH model. However, we can define a new operator
nˆ = Φ−M 1ˆ where M is equal to the lowest eigenvalue of Φ and 1ˆ is the identity operator.
This allows us to introduce creation/annihilation operators bˆ†, bˆ, defined by nˆ = bˆ†bˆ. The
operator nˆ is ill-defined unless we truncate the operator Φ at some minimum number of
vortices (maximum number of anti-vortices), so as to make M finite.
Similarly, Eq. 6.8 can be mapped onto a sine-Gordon model with long-ranged interac-
tions. In the linear array we saw that the 1-D sine-Gordon model has soliton solutions.
In 2-D, the elementary topological excitations are vortices. In our case these are charge
vortices, where the charge around a loop winds by 2en for some integer n. It may seem
strange at first to think of charge winding, but this is a natural consequence of the
compactness of charge in the quasicharge approximation. The 2-D sine-Gordon model
undergoes a BKT transition much like the XY model discussed in Chapter 4.5.1. Draw-
ing on flux-charge duality, we can see that the 2D JJA will undergo a charge-BKT
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at EJ  EC and a vortex-BKT transition at EC  EJ [20]. There is also a zero-
temperature quantum phase transition between the charge dipole phase and the vortex
dipole phase as we vary EJ/EC .
6.2.3 Classical limit
In the limit ES → 0, tunnelling is suppressed and the system becomes a classical lattice
of fluxes. Finding the ground state is simply a matter of energy optimisation. At zero
external flux this is trivial: the ground state is the state with no fluxes at all in it.
As the external flux is increased, we will inject more fluxes into the array. A simple
calculation shows that the state containing a single vortex at site k is lower in energy
than the empty state when the external frustration reaches
f =
L−1kk
2
∑
i L
−1
ik
. (6.11)
For a completely homogeneous system, the exact value of the index k is completely
arbitrary. When a boundary is included, however, the situation is different as Lkk will
vary across the array. Lkk will be lowest towards the centre of the array, so that is where
the first vortex will appear.
In considering the appearance of two vortices at higher frustrations, we need to be
careful where they appear. They will want to avoid edges of the array much like the
single vortex did, but they will also want to avoid each other. So we find a transition
from the state of a single vortex at site k to a state of two vortices at sites q and q′ will
occur at a frustration of
f =
L−1qq + L
−1
q′q′ + 2Lqq′ − Lkk
2
∑
i(L
−1
iq + L
−1
iq′ − L−1ik )
. (6.12)
Similar arguments apply as we increase the external flux, but as we do so the particular
dimensions of the array become more and more important, and it is much more conve-
nient to just calculate this numerically. We eventually arrive at a completely full array
at a frustration of
f = 1− L
−1
kk
2
∑
i L
−1
ik
(6.13)
and therefore the width of the flux injection region is
∆f = 1− L
−1
kk∑
i L
−1
ik
. (6.14)
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In the experimental data of [162], we see that ∆f approaches 1, meaning that the on-
site inductive energy is not much larger than the inductive interaction between different
sites. In contrast, in the limit of negligible inductive interactions (so that the on-site
interaction is dominant), ∆f approaches 0, so instead of a gradual injection of one
vortex after another we get a steep, sharp injection of N vortices at once (where N is
the number of plaquettes).
6.3 Two-site system
We initially consider a system consisting of only two sites connected by a tunnel junction.
There are two dual systems we can discuss here: the hard-boundary system depicted
in Fig. 6.3, and the junction-boundary system depicted in Fig. 6.4, each of which has
a JJ form and an equivalent dual form in terms of QPS elements. The charge-based
circuit, Fig. 6.4 a), is known as the double-island Cooper-pair box or superconducting
SET [165–167].
We can describe these circuits in a charge/vortex agnostic language by defining nˆj as
the number of particles, be they vortices or charges, on site j. bˆ is the operator that
reduces the number of particles by one, and bˆ† increases the number of particles by one.
(Note: these are not identical to the usual bosonic creation/annihilation operators, since
nˆ may have negative eigenvalues and thus cannot be written as nˆ = bˆ†bˆ. This technical
point can be circumvented, but here we shall simply ignore it as it will not affect the
physics of this simple system.)
6.3.1 Hard boundary
We can write a charge/vortex-agnostic Hamiltonian
H =
1
2
(
nˆ1 − f, nˆ2 − f
)(β 1
1 β
)(
nˆ1 − f
nˆ2 − f
)
− t
2
(
bˆ†1bˆ2 + bˆ1bˆ
†
2
)
(6.15)
where we have written all energies in units where the off-diagonal inductive interaction
strength is 1. t corresponds to the tunnelling amplitude (either ES or EJ), β is the
energy cost of adding a single particle to a site (i.e. the diagonal terms of the inductance
or capacitance matrix), and f is a generalized frustration. Note that, since the diagonal
elements of the inverse inductance/capacitance matrix are always greater than the off-
diagonal elements, β ≥ 1.
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Figure 6.3: a), b) Two examples of two-site systems with hard boundaries. Each
of these circuits is an electromagnetic dual to the other. c) The dynamical response
|χn(ω)| of the two-site systems depicted in a) and b). The response consists only of
sharp peaks at the resonance frequencies given in Eq. 6.19. The susceptibility has been
normalized at each value of f to make peaks equally visible across the whole spectrum,
so that the colour axis is arbitrary and does not represent the actual peak height.
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If t  1, we can restrict ourself to particle numbers of n = 0 and n = ±1. With this
restriction, the Hamiltonian is reduced to a 9 × 9 matrix which may be diagonalized
exactly. We find that the eigenstates are
|ψ1〉 = 1√
2
(
| − 1, 1〉 − |1,−1〉
)
|ψ2〉 =| − 1,−1〉
|ψ3〉 =|1, 1〉
|ψ4,5〉 =N4,5
[
| − 1, 1〉+ |1,−1〉
+
β − 1±√(1− β)2 + 2t2
t
|0, 0〉
]
|ψ6,7〉 = 1√
2
(
|0,−1〉 ± | − 1, 0〉
)
|ψ8,9〉 = 1√
2
(
|0, 1〉 ± |1, 0〉
)
(6.16)
with eigenvalues
λ1 =(β − 1) + (β + 1)f2
λ2,3 =(β + 1)(f ∓ 1)2
λ4,5 =
1
2
(β − 1) + (β + 1)f2 ∓ 1
2
√
(β − 1)2 + 2t2
λ6,7 =f(f − 1)(β + 1) + 1
2
(β ± t)
λ8,9 =f(f + 1)(β + 1) +
1
2
(β ± t)
(6.17)
where N4,5 are normalization constants. At zero frustration, the ground is |ψ4〉 (remem-
bering that β > 1 and in this limit t 1).
The ground state changes character at a frustration of
|fc| = 1− t+
√
(β − 1)2 + 2t2
2(β + 1)
. (6.18)
For f > fc, the ground state is |ψ8〉, and for f < −fc, the ground state is |ψ6〉
In the absence of dissipation, the zero-temperature linear response of this circuit is very
simple. Eq. 2.40 can be calculated by noting that the matrix element will only be non-
zero for states with the same number of excitations as the ground state. In each of the
three regimes (|f | < fc, f < −fc and f > fc) there is only one non-zero term. We
find that the reactive response of the system consists of sharp peak at the resonance
Arrays in 3D Microwave Cavities 91
frequency χ(ω) ∝ δ(ω − ωr),
ωr =

ω7,6 = t, f < −fc
ω1,4 =
1
2
[
β − 1 +√(β − 1)2 + 2t2] , |f | < fc
ω9,8 = t, f > fc.
(6.19)
Note that within each region the response it completely independent of f .
The resulting response spectrum, calculated using Eq. 2.38, can be seen in Fig. 6.3.
Except where stated otherwise, all calculations are performed with ES = 1 GHz, LG =
10−3 nH and LK = 10−2 nH (or, equivalently, for charge-based circuits, EJ = 1 GHz,
CG = 10
−3 nF and CJ = 10−2 nF). The height of the peaks in χ(ω) differ significantly,
so a normalization has been applied to make the features easier to see 1. For this reason,
the colour axis is arbitrary, and this spectrum only gives information about locations of
peaks and their relative amplitudes at a given value of f . The same normalization is
applied to all other response spectra presented in this work.
6.3.2 Junction boundary
The problem becomes more interesting if we place additional tunnel junctions in the
system, as depicted Fig. 6.4. These add a term to our Hamiltonian
Vˆ = − tedge
2
(
bˆ1 + bˆ
†
1 + bˆ2 + bˆ
†
2
)
(6.20)
which breaks conservation of particle number. States can now exist in superpositions
of different numbers of particles, and rather than having the ground state expectation
value 〈N〉 = ∑i〈ni〉 change in sharp jumps at a particular value of f , we have a more
gradual crossover to states of different total particle number.
With the edges open, an exact analytic solution is no longer accessible. However, we can
still numerically calculate the response of the system, obtaining the spectrum presented
in Fig. 6.4. In that calculation, we take tedge = t.
The smooth crossover region can be clearly seen from Fig. 6.4. In this region, the
average number of particles in the ground state is not an integer, as the ground state is
not an eigenstate of the total particle number operator. The width of this region can be
estimated from the eigenspectum of the solvable circuit with closed edges. We assume
that the crossover in the open circuit begins when the ground state and first excited
1The normalization applied consists of dividing each value of |χ(ω, f)| by the maximum value of χ(ω)
for that particular value of f , so that the maximum height of the peaks is always unity as f tuned.
Without these features, peaks at some values of f are much larger than others.
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Figure 6.4: a) , b) Two-site systems with junction boundaries, such that particle
number is no longer conserved. In a), the ground plane acts as a reservoir of Cooper
pairs, whereas in b) the surrounding insulator is a reservoir of flux. c) The dynamical
response |χn(ω)| of the two-site systems depicted in Fig. 6.4. The presence of addi-
tional tunnel junctions means that particle number is no longer conserved, so that the
zero-particle and one-particle ground states are adiabatically connected. Energy levels
curve as they approach the crossover, and addition resonant frequencies appear when
compared with the response in Fig. 6.3
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Figure 6.5: Energy gaps for a 2-site circuit with closed boundary (grey) and open
boundary (dashed green). Vertical blue lines illustrate estimates for width of crossover
region given by Eq. 6.21 and 6.22. The colour of the thick green line indicates the
magnitude of the matrix element |〈ψm|nˆ|ψn〉|, which gives the magnitude of the linear
response in accordance with Eq. 2.40.
state of the closed system have a different number of particles, as this is when states of
different particle number in the open circuit will begin to hybridize.
This crossover begins when λ1 = λ6, at
f =
1− 12(β + t)
1 + β
(6.21)
and ends when λ4 = λ7, at
f =
t+ 1 +
√
(β − 1)2 + 2t2
2(β + 1)
, (6.22)
giving the crossover a width of
∆f =
β − 2 + 2t+√(β − 1)2 + 2t2
2(β + 1)
(6.23)
as illustrated in Fig 6.5. (Note that this ∆f is the width of a single transition, in
contrast to Eq. 6.14 which is the range of frustration over which particles vortices enter
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Figure 6.6: Energy gaps of a two-site system as the junctions on the boundary are
turned on with an external frustration of f = 0.24, in the centre of the crossover region
described by Eqs. 6.21 and 6.22. Thick green lines indicate the matrix element, as in
Fig. 6.5. Black dotted lines give the results of second-order perturbation theory, given
in the Appendix. It can be seen that some levels acquire a finite matrix element as
tunnelling through the boundary increases. This occurs as the total number of particles
is no longer conserved, and eigenstates of the Hamiltonian consist of superpositions of
states of different particle number.
the array.) This should be a good approximation so long as all tunnelling energies remain
small compared with interaction energies, t β.
We can also calculate the shift in energy levels perturbatively, as the edge-tunnelling is
gradually increased from zero, so as to see how the flat bands with sudden transitions for
the closed case map smoothly onto the curved bands with gradual crossovers seen in the
open case. Shifts in the energy levels are calculated to second-order, and the resulting
gaps are plotted along with the corresponding numerical calculations in Fig. 6.6. The
change in energy is minimal at most values of the frustration, so we tune the frustration
to sit in the middle of the transition where the number of particles in the ground state
changes (the precise value chosen is given by the average of Eq. 6.21 and Eq. 6.22). We
give a full derivation of these results in an aside, which can be skipped over if the reader
is only interested in the results.
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We wish to find the leading-order corrections to the eigenvalues in Eq. 6.17 due to pertur-
bations in the form of Eq. 6.20,
λn = λ
(0)
n + λ
(1)
n + λ
(2)
n +O(t3edge), (6.24)
where λ
(0)
n are the exact hard-boundary eigenvalues given by Eq. 6.17. We shall proceed
using the standard techniques of time-independent perturbation theory (see, for example,
[168]).
The first order term vanishes, because the matrix element 〈ψn|Vˆ |ψm〉 is zero when |ψn〉
and |ψm〉 are superpositions of states with a fixed number of particles N . However, the
eigenstates do shift at first order, attaining contributions from states of different numbers
of particles. This means that the matrix element 〈ψ(0)n |Vˆ |ψ(1)m 〉 may be non-zero, and the
energy levels will shift at second order. When levels are non-degenerate, we can calculate
the change in energy via the standard formula from second-order perturbation theory [168]
λ(2)n =
∑
m 6=n
〈ψ(0)m |Vˆ |ψ(0)n 〉
λ
(0)
n − λ(0)m
. (6.25)
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Using the eigenstates and eigenvalues given by Eq. 6.16 and Eq. 6.17, we obtain
λ
(2)
1 =t
2
edge
[
1
λ01 − λ06
+
1
λ01 − λ08
]
λ
(2)
2 =
2t2edge
λ02 − λ06
λ
(2)
3 =
2t2edge
λ
(0)
3 − λ(0)8
λ
(2)
4 =2t
2
edge
(
1 +A4√
2 +A24
)2 [
1
λ
(0)
4 − λ(0)6
+
1
λ
(0)
4 − λ(0)8
]
λ
(2)
5 =2t
2
edge
(
1 +A5√
2 +A25
)2 [
1
λ
(0)
5 − λ(0)6
+
1
λ
(0)
5 − λ(0)8
]
λ
(2)
6 =t
2
edge
 1
λ
(0)
6 − λ(0)2
+
(
1 +A4√
2 +A24
)2
1
λ
(0)
6 − λ(0)4
+
(
1 +A5√
2 +A25
)2
1
λ
(0)
6 − λ(0)5

λ
(2)
7 =
2t2
λ
(0)
7 − λ(0)1
λ
(2)
8 =t
2
edge
 1
λ
(0)
8 − λ(0)3
+
(
1 +A4√
2 +A24
)2
1
λ
(0)
8 − λ(0)4
+
(
1 +A5√
2 +A25
)2
1
λ
(0)
8 − λ(0)5

λ
(2)
9 =
2t2
λ
(0)
9 − λ(0)1
(6.26)
where
A4,5 = β − 1±
√
(1− β)2 + 2t2
t
. (6.27)
As we move to larger systems, analytic calculations become impractical even in the
closed case. However, some features from the two-site system will remain generally true.
Systems with no tunnel junctions on the exterior edges will always host states of well-
defined particle number, and give rise to response functions which are independent of
external frustration except for sharp sudden transitions when the ground-state particle
number changes. Adding exterior tunnel junctions will mean that particle-number is
no longer well-defined in general, and will cause all energy gaps and matrix elements -
and by extension, the response functions - to be frustration-dependant. Sharp, sudden
transitions will give way to smooth, continuous crossovers.
Arrays in 3D Microwave Cavities 97
6.4 Including dissipation
Since a key motivation of 3D cavity experiments on JJAs is the mitigation of dephasing
and dissipation, we would like to be able to say something quantitative about these
phenomena in our circuit. While the cavity architecture may mitigate charge noise and
dissipation, it will still be present in any experiment on JJAs. The precise origin of dissi-
pation in these systems is contentious. It persists at temperatures T  ∆/KB, voltages
V  ∆/2e and currents far below a junction’s critical current, so that quasi-particle
effects should be negligible. Such dissipation is also observed in circuits fabricated from
low transparency junctions with negligible sub-gap leakage [107]. Nevertheless, the dis-
sipation in arrays of junctions is there [44, 105–107, 144, 163]. To tackle this problem
we will need to consider our circuits to be open quantum systems with some dephasing.
There have been many different approaches to generalizing the Kubo formula to open
quantum systems [169–171]. We shall adopt the method presented in [172], which is
based upon considering first the Liouvillian of the open quantum system L0 and then
treating the driving force f(t) as a perturbation f(t)L1. To simplify things further, we
will assume L1 is of Hamiltonian type (i.e. non-dissipative). This allows us to write the
Kubo formula as
χφ(t) = iθ(t)Tr {[φ(t), ρ˜]φ} (6.28)
where ρ˜ is the steady-state density matrix and the time evolution φ(t) is generated by L0.
So the calculation of the response for an open system involves first calculating the steady
state density matrix ρ˜ defined by L0ρ˜ = 0, and then calculating the time-evolution of
the operator φ under the action of L0 (compare to the closed-system case, where we
used the ground-state density matrix, and the time evolution of φ was generated by the
Hamiltonian).
Due to the present lack of a complete microscopic model for dissipation in supercon-
ducting devices, we treat dissipation phenomenologically. In the present work we will
consider dephasing due to charge and flux noise, however we note other channels of
decoherence and loss will also play an important role.
To that end, our Liouvillian L0 is given by a Lindblad equation derived in Chapter 2.4,
L0 = − i~ [HS , ρ] +
∑
k
Γk
(
LkρL
†
k −
1
2
{
L†kLk, ρ
})
(6.29)
where Lk are the Lindblad operators Q and Φ for each site in the system, Γk are
dephasing rates and ρ(t) is the density matrix.
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We will need to make some assumptions about the coupling of the environment in order
to select appropriate Lindblad operators. Important sources of noise in superconducting
circuits are charge and flux fluctuations in the environment [173–176], so it is natural
to assign L1 =
∑
j Qˆj/2e, L2 =
∑
j Φˆj/Φ0, where by summing over all sites we are
implicitly assuming that the coupling is homogeneous across the device. Another process
to consider would be dissipative quantum tunnelling, which we can include via a Lindblad
operator
L3 =
∑
n,m,〈i,j〉
[
|ni,mj〉〈ni + 1,mj − 1|
+ |ni,mj〉〈ni − 1,mj + 1|] .
(6.30)
In a circuit with junction boundaries, boundary terms which change the total number
of particles in the system may be included in the definition of L3.
Since we have no microscopic model for the decoherence channels, we select our Γk phe-
nomenologically. A reasonable estimate for the minimum dephasing present would come
from the inverse dephasing time 1/T1 of circuits discussed in the literature. Transmon
qubits in 3D cavities (similar to the cavity systems we consider in the present work) can
routinely achieve T1 60µs [161], which would give us a dephasing rate of the order of
104 Hz. In practice, most many-site devices will fare far worse than the 3D transmon
qubit, so we will take 104 Hz as a lower bound and examine the response spectrum as
the dephasing rate is increased beyond that.
To solve the Lindblad equation numerically for QPS systems, we will need to repre-
sent the charge operator in the basis of flux-number operators. This was derived in
Chapter 3.4, and is given by
(
Qˆj
)
nm
=

e
pi
(
1
2pi
)N i(−1)Φn−Φm
Φn−Φm δΦ˜n,Φ˜m , n 6= m
0, n = m.
(6.31)
where N is the number of sites (here we consider N=2), Φn is the total number of flux
quanta in state n, and Φ˜n is a vector of the number of flux quanta on every site except
j in state n. This result is a generalization of Eq. 3.28.
We present here numerical calculations of the linear dynamical susceptibility χn(ω) as a
function of the external frustration f for a two-site system with both hard- and junction-
boundaries presented in Fig. 6.7, where we have chosen Γ1 = 10
−4 GHz, Γ2 = 10−2
GHz and Γ3 = 0, corresponding to charge noise, flux noise and dissipative tunnelling
respectively. To illustrate more explicitly the effect of dephasing on the system, we have
also calculated the linear response for a fixed frustration f = 0 as a function of the
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Figure 6.7: The dynamical response χn(ω) for a two-site system with closed (top) or
open (bottom) edges with dephasing, calculated using Eq. 6.28, with dynamics given by
the Lindblad equation Eq. 6.29. Compared with the (pure) ground state calculations in
Fig. 6.3 and Fig. 6.4 respectively, additional lines appear in the spectrum, corresponding
to energy gaps relative to other states appearing in the steady state mixture. Some of
these additional states are listed in Fig. 6.8.
dephasing rate Γ1, while other rates have been fixed to zero, Fig. 6.8. The effect of
this dephasing is to drive the system into a mixed state, ρM . The response function for
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Figure 6.8: The linear dynamical response χn(ω) for f = 0 as the charge dephasing
rate Γ1 is adjusted while all other dephasing rates are fixed at 0. The peaks A, B1,
B2 and C labelled in (a) and (b) correspond to transitions between states listed in (c).
At zero dephasing, the only peak present is C, corresponding to the transition between
the ground and first excited state (see Fig. 6.5). Dephasing drives the system from
the ground state into a mixed state, so that other transitions can contribute. As the
dephasing rate is increased, the peaks broaden until, at strong dephasing, important
features are washed out completely.
the system in this state is given by Eq. 2.41. The presence of additional states in the
mixture leads to the presence of additional peaks in the response spectrum, while the
process of dephasing itself leads to a broadening of the peaks.
In addition to dephasing, a realistic system may also exhibit relaxation. We have ne-
glected such effects here, as the precise rates depend on both the system eigenvalues
and the functional form of the noise spectrum for each noise source. More sophisticated
techniques, such as the Bloch-Redfield master equation [59, 60, 177] may be required for
such an undertaking.
6.5 (3× 2)-site system
In a full quantum treatment, we are limited to relatively small systems due to the
prohibitively large Hilbert space of the problem. Even if we are able to restrict ourselves
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Figure 6.9: Circuit diagrams for a 2×3 loop flux-based circuit. The relevant degrees
of freedom for this circuit are vortices in the loops, which may tunnel across the QPS
elements on the branches. In the top circuit, total vortex number is conserved, whereas
in the bottom circuit vortices may enter and exit the array by tunnelling across the
outer edges.
to a maximum of ±1 excitation per site, the size of the Hilbert space scales exponentially
with the number of sites.
We now consider a 2× 3 system with circuit diagram depicted in Fig. 6.9. The response
spectrum for this circuit is calculated numerically, with the same parameters as the 2×1
calculations.
Despite the increase in complexity and computational cost in larger systems, we see
many of the features present in the spectra resemble features present in the more simple
2-site system.
In the spectra for this circuit we see four distinct regions as we vary f , corresponding to a
total of 0, 1, 2 or 3 particles in the ground state. For hard boundary conditions, tuning
f causes sharp transitions between regions of different ground-state particle number.
However, when the boundaries contain tunnel junctions the total number of particles in
the system is no longer a conserved quantity, and we see smooth, gradual transitions
between the different regions. Within these transition regions, the ground state consists
of a superposition of different particle numbers.
The spectra presented in Fig. 6.10 a) and b) can be understood as arising from Eq. 2.40.
The frequency of each of the lines is given by the gap between the ground and excited
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Figure 6.10: a), b) The dynamical response |χn(ω)| for the 2×3 grids shown in
Fig. 6.9 with hard (top) and junction (bottom) boundaries. c) The energy gaps about
the ground state energy plotted as a function of external flux (dotted lines). Colour of
thick, solid lines corresponds to the amplitude-squared of the matrix element for the
vortex number operator between that state and the ground state, |〈ψn|Φˆ1|ψ0〉|2, c.f.
Eq. 2.40.
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Figure 6.11: Energy gaps above ground Ei − E0 as a function of the boundary
tunnelling tedge. The darkness of the solid green lines indicated the value of the matrix
element |〈ψi|nˆ|ψ0〉|2. These lines are not visible where the matrix element vanishes.
energy levels, and the height or magnitude of the response is given by the matrix element
|〈ψi|nˆ|ψj〉|2. In Fig. 6.10 c), we plot all of the gaps above ground in the junction-
boundary system as dashed green lines. The thick, solid lines appearing in c) also follow
the gaps, but with a colour weighted by the matrix element, so that this curve gives the
same response spectrum as b).
We can examine the way in which the sharp transitions in the hard-boundary system
map onto the smooth transitions in the junction-boundary system by looking at how the
energy levels shift and the boundary tunnel amplitude is gradually turned on from zero.
The result is plotted in Fig. 6.11, where gaps in energy levels Ei−E0 are represented as
dashed green lines, and the corresponding matrix elements |〈ψi|nˆ|ψ0〉|2 are represented
by the darkness of the thick solid green lines, in a manner analogous to the two-site
calculation presented in Fig. 6.6.
The 2×3 array differs from the 1×2 in that, for each value of f , there are many excited
states with the same number of particles as the ground state, and therefore many lines in
the response spectrum. This arises simply from having a greater number of different ways
to arrange N particles on six sites than on two. As the number of sites increases, more
and more lines will appear in the spectrum, and the gap between them will decrease.
As systems approach a large number of sites, these distinct spectral lines will merge
together in a manner analogous to the formation of energy bands in solids. Indeed,
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in experiments on 2D Josephson junction arrays consisting of 90 loops, the measured
response spectrum forms a single band [162].
6.6 Summary
We have presented a theoretical formalism for describing microwave cavity experiments
performed on planar JJAs under a perpendicular magnetic field. We focused on vortices,
rather than charges, as the relevant degrees freedom, and found a model for vortex
tunnelling coherently between plaquettes of an array which is dual to the quantum
phase model which describes Cooper-pairs tunnelling coherently between islands of the
array. The response of this array to an external microwave probe was calculated within
linear response, as a function of external magnetic flux. Sharp jumps in the impedance of
the array were seen, corresponding to the injection of additional vortices as the external
flux is increased.
Chapter 7
Conclusion
The Josephson junction itself is an extraordinarily simple object. However the physics
which arises from arrays of these junctions is not only complex, but fascinating and rich.
In Chapter 3, we examined Mathieu’s equation, which is Schro¨dinger’s equation for
a single JJ in the phase basis. There exists no general closed-form solution for this
equation, however several approximations exist for quantities of physical relevance. We
collected several of these approximations and compared them with numerical results.
One results of particular interest is that of the gap between stable solutions of Mathieu’s
equation - physically corresponding to a bandgap. In much of the physics literature the
characteristic values of Mathieu’s equations are approximated as the eigenvalues of a
harmonic oscillator (see, for example [74]). In this work we have seen that the harmonic
oscillator approximation corresponds to a first order approximation with respect to the
low η asymptotic expansions of Frenkel and Portugal [2]. Extending the approximation
to second order is trivial - it merely involves an additive constant - but already yields a
large improvement to the approximation, as can be seen in Fig. 3.4.
The results of Chapter 3 were then used to quantitatively model the behaviour of various
devices constructed from several Josephson junctions. In Chapters 4, 5 and 6, we replace
fast-moving degrees of freedom in the Hamiltonian with an effective potential which is
given by the lowest eigenvalue of Mathieu’s equation - thus Chapter 3 provides us with
a convenient reference for both the validity of this approximation and the form of the
resulting potential.
Chapter 4 was concerned with presenting established results form the literature on JJA.
Special attention was paid to transport properties, single-charge tunnelling effects and
phase transitions (an exhaustive review of all of the phenomena appearing in JJAs would
be far beyond the scope of this book). This served not only to motivate interest in JJAs,
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but also to develop some further theoretical techniques, most notably the quasicharge
sine-Gordon-like model, which would be employed in the remainder of this thesis.
Chapter 5 concerned the bilinear array, which is a system that exhibits both Coulomb
drag and depinning. To the author’s knowledge, it is the only system in which both of
these effects have been observed and studied together. From our numerical calculations,
we predict novel behaviour arising from the interplay between Coulomb drag and de-
pinning, which may be observed at higher voltages than have currently been presented
experimentally.
However, the present work on the bilinear array suffered from the lack of a microscopic
model for dissipation in JJAs. Instead, dissipation was included phenomenologically
by adding a resistance term to the equations of motion. This is justified when we are
concerned only with threshold behaviour, but if we wish to obtain quantitative results
about the nature of transport after the threshold voltage has been exceeded, a more
sophisticated and physically motivated model of dissipation is required.
In Chapter 6 we shifted our attention from transport to spectroscopy. Motivated by
experiments on JJAs in 3D microwave cavities, we constructed a theory of the linear
response of planar arrays, with particular attention to the limit where the relevant
degrees of freedom are vortices in the loops of the array.
Spectroscopy experiments in microwave cavities provide a new and fruitful avenue for
studying the dynamics of superconducting networks while minimising the additional
noise due to the measurement apparatus itself. Here we have explored linear response
theory as a theoretical tool to connect circuit theoretic formulations of superconducting
networks to microwave spectroscopy experiments.
Characteristic features of these spectra as the external frustration f is varied correspond
to changes in the number of particles in the ground state. This can be compared with
a similar situation with much larger Josephson junction array system, where features in
the experimentally obtained response spectrum corresponded to changes in total number
of vortices in the array [162].
We were able to understand the key features of the response spectrum in terms of the
spectral representation Eq. 2.40. Analytic results were derived for 2 × 1 circuits, and
many of the features exhibited by these simple cases have counterparts in the larger 2×3
circuits which we studied numerically.
There is still much to be done in the area of superconducting circuits. In this work we
made use of the duality between JJ and QPS as a conceptual tool. For every planar
circuit containing JJs, there exists a dual circuit in which JJs are replaced with QPS
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elements (along with other replacements described in Chapter 2.2). However, due in
part to this duality, in experiments it is often unclear whether a true QPS element has
been fabricated, or whether they are only see phase-slip-like behaviour due to a JJ.
It would therefore be an important avenue of future work to examine and illuminate
the differences between JJ and QPS. This would not only help clear up ambiguities
regarding the experimental evidence for QPS, but would also aid in device design, as it
would help make it clear whether a JJ or QPS element would be most effective.
The problem of dissipation in JJAs was treated phenomenologically here. This is quite
dissatisfying, as all of the underlying physics gets ignored as we instead just guess what
the result will look like. However, obtaining a full and general microscopic model for
dissipation in large JJAs has proven difficult. A thorough investigation of possible
dissipation pathways (eg. TLS defects, self-heating, trapped quasiparticles, charge and
flux noise) and the deployment of advanced computational methods may be needed
before we can make confident quantitative statements about dissipation in JJAs.
Finally, as microwave cavity experiments are performed on larger and larger arrays, we
will need to find alternative ways of describing these systems. The full, explicit, brute-
force calculation performed in this work is ill-suited to systems of N & 10 because the
state space grows too rapidly. Therefore, it may be advantageous to adopt a continuum
description of the lattice. Such continuum models have been studied in the literature
in the context of transport measurements and phase transitions. This gives us some
encouragement that a description of the microwave response of such models may offer
insight into the 3D cavity experiments.
JJAs continue to spark interest after more than fifty years of research. The sheer wealth
of physics contained within these superficially simple devices is at times daunting, at
times exciting. In many cases it is precisely the features that make JJAs attractive
that makes their study difficult. Their high degree of nonlinearity, their strong coupling
within the array and to the external environment, emergent features arising from a large
number of degrees of freedom - all of these contribute to make JJAs incredibly interesting,
but all pose technical problems. We listed some of the most striking open problems
in JJAs in Chapter 4.6. In this work we have edged closer towards a comprehensive
understanding, but we are still far from the day in which JJAs can be considered a
trivial, “solved” system. It is the hope of the author that within this thesis are the tools
and illustrations which may one day lead other researches to edge closer still.

Appendix A
Tunneling Hamiltonian in charge
and flux basis
The Josephson tunnelling term in a Hamiltonian is expressed in the flux basis as
HJ = EJ cos φˆ. (A.1)
For numerical calculations, it is often more convenient to express this term in the charge
basis. First we express the cosine in exponential form,
cos φˆ =
1
2
(
eiφˆ + e−iφˆ
)
. (A.2)
Phase and particle number are conjugate variables, much like position and momentum.
In exactly the same way that the exponential of a momentum operator eiapˆ is a trans-
lation operator for position, eiapˆ|x〉 = |x + a〉, the exponential of a phase operator is
a translation operator for particle number. Thus, inserting the resolution of identity∑
n |n〉〈n| we see
HJ =
EJ
2
∑
n
(
eiφˆ + e−iφˆ
)
|n〉〈n| = EJ
2
∑
n
(|n+ 1〉〈n|+ |n− 1〉〈n|) (A.3)
which makes explicit the role of the Josephson coupling as a tunnelling term, changing
the number of Cooper-pairs in the system by 1.
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