Abstract. How does one determine a surface which is as flat as possible, such as those created by soap film surfaces? What does it mean to be as flat as possible? In this paper we address this question from two distinct points of view, one local and one global in nature. Continuing with this theme, we put a temporal twist on the question and ask how to evolve a surface so as to flatten it as efficiently as possible. This elementary discussion provides a platform to introduce a wide range of advanced topics in partial differential equations and helps students build geometric and analytic understanding of solutions of certain elliptic and parabolic partial differential equations.
Introduction.
Here is a fun experiment: bend a piece of wire into a closed curve and dip the resulting shape into a soap film solution to produce a surface. The surfaces created are endlessly fascinating-they must bend and stretch to conform to the boundary data, but they do so in an efficient way. In fact, the surfaces seem to be as flat as possible, given the predefined boundary data. A typical soap film surface is shown in Figure 1 .1(a). In this case the answer is not so immediate. In particular, while a line was a reasonable candidate for the flattest function in one dimension, it is not at all clear what one means by "as flat as possible" in the two-dimensional setting. One reasonable answer to this question is that the value at the center should be the average of the values on the boundary ∂B(0, 1). More precisely, if the boundary data is given by a function g : ∂B → R, then This would allow the surface graph of u to continuously connect to the given boundary data in an efficiently flat manner. Another nice feature of this approach is that it generalizes the previous case of a line. But do soap film surfaces satisfy this property? More generally, does such a continuous surface exist? We'll return to these questions momentarily.
The averaging idea above lends itself to a possible definition of a surface which is absolutely as flat as possible. Namely, for every point x 0 = (x 0 , y 0 ) in the domain of u, what if the value u(x 0 ) was the average of the values of u on any circle centered at x 0 ? More precisely, what if (2.2) u(x) = 1 2πr
∂B(x 0 ,r) u(x, y) ds for any disk B(x 0 , r)? Here ds = rdθ denotes arc length on the circle. Could such a function exist? If it did, then it would be in a sense as flat as possible, since the average or mean-value property defined by (2.2) is a higher-dimensional version of the property that holds for lines in one dimension. The existence of such a function would also resolve the existence question introduced above, where we asked that the property only hold at the origin. Accordingly, we make this our first definition. Definition 2.1. A function u : Ω → R with boundary data g is as flat as possible if (2.2) holds for all x 0 ∈ Ω.
u(x 0 )
Temporarily postponing the question of existence, suppose we do have a sufficiently smooth function u which satisfies (2.2) at a given point x 0 for all sufficiently close circles centered at x 0 . For each such circle the left-hand side of (2.2) is constant (the value of u at x 0 ), while the right-hand side is a function of the radius r (the integral of u over the circle of radius r). If we differentiate each side with respect to r, then the left-hand side will vanish, but what about the right-hand side? The situation is a bit unusual, in that the region of integration depends on the independent variable r. One way to resolve this is to parametrize the boundary curves in terms of the fixed interval [0, 2π] . In this way we obtain an integral with limits independent of r (the dependence moved to the integrand):
u(x, y) ds
Now we can differentiate each side with respect to r to find
where the partial derivatives are evaluated at (x, y) = (x 0 + r cos θ, y 0 + r sin θ). Since the vector n = (cos θ, sin θ) represents the unit outer normal vector on the unit circle, the integrand in (2.3) is the dot product of the gradient of u, ∇u = (∂u/∂x, ∂u/∂y), with the normal vector n along the boundary. Thus the integral represents the local flux through the boundary. Something interesting happens when we now apply the divergence theorem (dropping the unnecessary factor 1/2π):
where ∆u = div(∇u) = ∇ · ∇u = u xx + u yy denotes the Laplacian of u. From this calculation we conclude that
∆u dx dy for all sufficiently small disks B(x 0 , r) at x 0 . If ∆u is a continuous function, then this implies ∆u(x 0 ) = 0. If not, suppose ∆u(x 0 ) > 0; then by continuity there would exist a small neighborhood of x 0 , say B(x 0 , ε), for which ∆u > 0 remained true. This would imply B(x0,ε) ∆u dxdy > 0, contradicting (2.5). The same argument rules out the possibility that ∆u(x 0 ) < 0. If the mean-value property (2.2) holds for all points x in the domain of u, then we conclude (2.6) ∆u = 0 for each x ∈ Ω.
Functions which satisfy (2.6) on a domain Ω are called harmonic functions on Ω.
We have arrived at our first characterization of the "flat as possible" surfaces. With flatness measured by Definition 2.1 (i.e., measured by the mean-value property (2.2)), it follows that the surface which agrees with g on the boundary and is as flat as possible is defined by the solution of the boundary value problem
That is, u is a harmonic function that agrees with g on the boundary. The function u is called the harmonic extension of g. In particular, this answers the existence question previously postponed. The existence of a function u satisfying (2.2) throughout Ω is equivalent to the existence of a solution to the partial differential equation (2.7). This is an interesting way to derive a partial differential equation. Starting from the pointwise assumption that u is the average of its neighboring values on nearby circles, we arrived at the conclusion that u must solve the partial differential equation defined by Laplace's equation. 2 Remarkably, for continuous functions the mean-value property (2.2) is equivalent to being harmonic and, in particular, such functions are necessarily infinitely differentiable (see, e.g., [6] ). for each x ∈ Ω and B(x, r) ⊂ Ω. The statement also holds in R n , with averages over circles and disks replaced by the appropriate averages over higher-dimensional spheres and balls.
The implications of this theorem are worth dwelling on. Although we have no connection yet between the "flat" soap film surfaces and harmonic functions, we have gained tremendous insight into the properties of harmonic functions. If their graphs bend or change at all, it must always be in a way that preserves the mean-value property. This is even more striking when one considers the many examples of harmonic functions. For instance, it follows from the Cauchy-Riemann equations that the real and imaginary parts of any analytic function are harmonic. This gives us an endless source of interesting harmonic functions-and all of them satisfy the mean-value property! For example, f (z) = z 2 = (x + iy) 2 = (x 2 − y 2 ) + i(2xy) is everywhere analytic. Thus u(x, y) = x 2 − y 2 and v(x, y) = 2xy are harmonic functions on R 2 . Another famous analytic function is e z = (e x cos y) + i (e x sin y) , which defines two
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Fig. 2.3
Harmonic function defined by the real part of e z -is it a soap film surface?
harmonic functions u(x, y) = e x cos y and v(x, y) = e x sin y. Harmonic functions are fundamental in mathematical physics. For example, Maxwell's equations govern the interaction between electric and magnetic fields [10] . In the static case the equations for the electric field and magnetic field decouple and the electric field E is governed by the two equations
where ρ(x) is the charge density. Since E is curl free it follows that E = −∇φ for some scalar function φ, called the electric potential. Substituting this into the second equation yields −∆φ = 4πρ. Thus in any charge-free region ρ = 0 and it follows that ∆φ = 0. In parlance, the electrostatic potential in a charge-free region is harmonic. This implies that such electrostatic potentials are also as flat as possible, in the sense that (2.2) holds where they are defined. Harmonic functions also play an essential role in the study of fluid dynamics. In fluid dynamics one is interested in the velocity field v = v(x, y, z, t) of a given fluid in motion. If the flow is steady, then the velocity field is independent of time t. If the flow is irrotational (i.e., curl v = 0), then v = −∇u for some scalar function u, called the velocity potential. If the flow is incompressible (e.g., constant density), then div v = 0. Therefore, if it is incompressible and irrotational, then div v = div(−∇u) = −∆u = 0. Consequently, the velocity potential for an incompressible irrotational fluid is harmonic. This is a very important result in the theory of fluid dynamics, and, once again, the fact that the mean-value property (2.2) holds tells us something interesting about velocity potentials for such flows.
The mean-value property provides a fundamental understanding of the apparent "flatness" of harmonic surfaces. They can bend, but only in such a way as to always preserve the mean-value property. This characterization also implies there can be no interior maxima or minima, for if the surface bends up, then to keep the average 
the same it has to also bend down-a phenomenon evident in the graphs shown in Figures 2.3 and 2.4. That the extremal values of harmonic functions occur on the boundary is known as the maximum principle, and we invite the reader to derive a proof based on the mean-value property (2.2).
The calculation leading to (2.2) also provides a physical and geometric interpretation of the Laplacian ∆u. For any given function u (not necessarily harmonic), if we let M r [u;
u ds denote the mean value of u on the circle centered at x 0 of radius r, then the calculation leading to (2.4) shows that
∆u dx dy ds.
Since the left-hand side is the difference between u(x 0 ) and its local average, it follows from the integral on the right-hand side that the Laplacian measures how u deviates from its average on nearby circles. For example, if we consider a sufficiently small circle of radius ε for which ∆u(x) ≈ ∆u(x 0 ) for x ∈ B(x 0 , ε), this yields
While we have found one answer to the first fundamental as flat as possible question and gained much understanding of harmonic functions and the Laplacian, we still don't know if these are what we observe with soap films. For example, if we make a wire frame in the shape of the boundary curve of Figure 2 .4 and dip it in soap film solution, will we see Figure 2 .4? Do the real and imaginary parts of analytic functions represent soap film surfaces? To gain further insight we turn to a completely different approach to answering the question. How do we find a surface, with given boundary data, which is as flat as possible?
For our second approach, rather than define a pointwise constraint such as (2.2), we consider assigning a positive numerical measure of flatness to a given surface u. One reasonable choice for smooth functions is to integrate the square of the gradient over the surface:
The value E[u] is a crude measure of a surface's flatness. For example, if E[u] = 0, then |∇u(x)| = 0 for all x ∈ Ω, in which case u is constant, which is as flat as possible.
On the other hand, typically g is nonconstant, in which case E[u] > 0 for any function u that agrees with g on ∂Ω. This approach of integrating the change over the entire surface lends itself to a second possible definition of a surface which is absolutely as flat as possible. Namely, the surface with minimal value of E. Definition 3.1. A function u : Ω → R with boundary data g is as flat as possible if it minimizes E[u] over all possible functions with boundary data g.
Once again postponing the question of existence, suppose that for a given g defined on ∂Ω, the function u minimizes E over the set of all functions that agree with g on ∂Ω. For φ smooth, with φ = 0 on ∂Ω, notice that u + φ also agrees with g on ∂Ω, in which case, since u is the minimizer, it follows that
In fact, for each such φ we can define a nonnegative scalar function i φ by
The fact that u minimizes E implies that the function i φ has a minimum at ε = 0, or i φ (0) = 0. But i φ is a single variable function whose derivative we can compute: Integrating by parts (recall φ = 0 on ∂Ω) yields
Curiously, the Laplacian has made its second appearance in our quest to understand flatness. Since this calculation is independent of the choice of φ we conclude that u minimizes E over all functions that agree with g on ∂Ω only if In other words, we have shown that harmonic functions are precisely the minimizers of the integral (3.1). Not only are they as flat as possible in the mean-value property sense, they also minimize the integral of |∇u| 2 over all possible functions that agree with g on ∂Ω. Surprisingly, the two completely different definitions, one based on a local pointwise estimate and the other based on a global integration, have led to the same partial differential equation.
This second approach is an example of the calculus of variations and is a very active area of research (see [6] for a modern introduction). Typically, in the calculus of variations one is interested in the critical points of a given scalar-valued function of functions like E[u], called a functional. In the example above the functional E[u] is known as the Dirichlet energy integral, from the fact that if u represents a velocity, then E[u] represents the kinetic energy. We have shown that another characterization of harmonic functions is as minimizers of the Dirichlet energy integral.
It may have occurred to the reader that the choice of the Dirichlet energy integral for our second definition of flatness, while reasonable, was somewhat arbitrary. However, given a different numerical measure of flatness, we can still proceed as above and obtain a partial differential equation for its minimizers, which are the flattest possible surfaces for that measure. For example, minimizers of
are called p-harmonic functions and solve ∆ p u := div(|∇u| p−2 ∇u) = 0.
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Fig. 3.1
A loose loop of string was embedded in the soap film surface. When the film is poked inside the loop, the loop rapidly expands into a circle. Since a circle encloses the maximal area for a fixed perimeter, this demonstration shows that surface tension acts to minimize the surface area.
The operator ∆ p u is known as the p-Laplacian and is an important operator with a growing body of literature and applications (see, e.g., [8] ). It is this second global approach to measuring flatness that yields the key insight into soap film surfaces. From physical principles we know that surface tension acts to minimize the surface area of the soap film. A beautiful demonstration of this is provided by placing a small loop of string on a flat soap film surface and gently popping the fluid inside the loop. The loop will rapidly expand to form the shape of a circle, maximizing the region of air inside, while simultaneously minimizing the complementary surface area of the soap film. Figure 3 .1 shows the result immediately after popping the portion of the soap film inside the loop.
Thus, the soap film surface that spans a given wire frame is the surface that minimizes the surface area integral Performing the earlier computations for i φ (0) with the surface area integral (3.4) yields the partial differential equation
which is known as the minimal surface equation [6] . For example, in the two-dimensional case this takes the form (3.6) (1 + u 2 y )u xx − 2u x u y u xy + (1 + u 2 x )u yy = 0. For a given function u(x, y), the expression on the left-hand side of (3.5) measures twice the mean curvature of the surface at a point (x, y, u(x, y)). Thus solutions to (3.5) have the property that their mean curvature vanishes everywhere. Such surfaces with zero mean curvature are called minimal surfaces [5] .
With this approach, we see that the function whose graph defines the soap film surface is not harmonic, but rather a minimal surface. Moreover, it does not satisfy the mean-value property, but it can come close. Indeed, from the Taylor approximation
Thus within the context of this approximation (i.e., for |∇u| 2 small) minimizing the surface area is equivalent to minimizing the Dirichlet energy integral.
However, there is a much stronger connection between minimal surfaces and harmonic functions, which is provided through parametrization. Rather than viewing the surface as the graph of a given function on the domain Ω, consider the surface as the parametric image of a given region in the plane. For example, the parametrization corresponding to the graph of u(x, y) is H(r, s) = (r, s, u(r, s)) for (r, s) ∈ Ω. We have shown that if the resulting surface is minimal, then u solves (3.6). However, the parametrization of a surface is not unique. A parametrization X(r, s) = (x(r, s), y(r, s), z(r, s)) is isothermal if |X r | 2 = |X s | 2 and X r · X s = 0. An important result from the theory of surfaces is that a surface with isothermal parametrization is minimal if and only if the component functions x, y, and z are harmonic [5] . Thus, the component functions x, y, and z of an isothermal parametrization of a minimal surface are as flat as possible. Viewing surfaces through parametrization also has the advantage of opening up the notion of a minimal surface beyond those that are restricted to be the graph of some function, which carries with it a predetermined coordinate system. Indeed, in the words of one expert, parametrization "shows that minimal surfaces are truly harmonic, in a geometric sense, independent of the tyranny of a particular coordinate system!" We refer the reader to [2, 5, 12, 13] for more on minimal surfaces. In other words, if we evolve the curve according to a partial differential equation
Evolution and Gradient
what should the operator A be in order to flatten u as fast as possible?
The ideas of the last section offer one possible approach to answering this question. Recall that we had
as a measure of the flatness of u. Since u also now depends on t we should actually consider the time-dependent function E[u](t), Here the gradient of u is taken with respect to the spatial variable x only. 3 Thus the partial differential equation that decreases E as fast as possible will have the effect of flattening the graph of u as fast as possible. Given this perspective, we can recast the second fundamental question as follows:
What partial differential equation will decrease E[u](t) as fast as possible?
In order to understand this question, let's consider an analogous, but finitedimensional, scenario. Suppose you are hiking and you happen to know the mountains' height above sea level is defined by the scalar function h(x 1 , x 2 ). How should you hike in order to decrease h as rapidly as possible?
If x(t) = (x 1 (t), x 2 (t)) represents your path on the map as you walk, then the instantaneous change in height as you walk is defined by
or, in terms of the inner product (
Thus knowing the gradient ∇h allows us to precisely measure our rate of change of height along any given path x(t). In particular, it shows that we can decrease h(x(t)) most efficiently by making the right-hand side of (4.2) as negative as possible. Since x·y = |x| |y| cos θ, where θ is the angle between x and y, it follows that ∇h(x(t))·x (t) is most negative when θ = π, or x (t) points opposite the direction of ∇h. In other words, we should take the path x(t) defined by (4.3) x (t) = −∇h(x(t)). The evolutionary law defined by (4.3) is known as the law of steepest descent and was introduced in 1847 by Cauchy [4] as a numerical tool for finding roots of a function H(x 1 , . . . , x n ). The basic idea is to start at any point (x 1 , . . . , x n ) and use steepest descent to decrease along the surface y = H(x 1 , . . . , x n ). Since the gradient is orthogonal to the level curves of the surface, paths of steepest descent also proceed orthogonal to level curves. This phenomenon can often be seen on topographic trail maps, where the river lines tend to run orthogonal to the contour lines of constant altitude (see Figure 4 .2). Inspired by this finite-dimensional calculation, let us return to the partial differential equation problem of decreasing E[u](t) as fast as possible. To decrease the height h as fast as possible one moves in the direction opposite to the gradient ∇h. If we could find a suitable notion for ∇E, then we could make sense of the equation
The key insight to understanding ∇E is (4.2). If u lies in an inner product space H, then if 
What actual law (4.5) represents depends on the choice of E and the choice of inner product, of which there may be many. Thus, how efficient the method of steepest descent is depends on the mathematical setting, but with these tools we are able to precisely quantify any given setting. For example, a natural first choice is to let H = L 2 (Ω), where
is the space of square integrable functions on Ω (where dx is Lebesgue measure). The inner product on L 2 is
and the associated norm is
With this inner product and norm, L 2 (Ω) is a complete normed inner product space, or a Hilbert space. Using this setup we can find ∇E[u] for E[u] defined by (4.1). We compute
where we have used Green's identity (or integration by parts) in the last step. Since u is fixed on ∂Ω it follows that u t = 0 and therefore
Comparing with (4.4), we see that we have found the gradient of E at u in L 2 (Ω), namely, ∇E[u] = −∆u, the negative of the Laplacian of u! We conclude that to decrease u as efficiently as possible in L 2 one should evolve u according to the rule u t = −(−∆u), or (4.9) u t = ∆u. 4 Alternatively, the derivative of the map h : R 2 → R is defined as the best linear approximation L : R 2 → R of h at x. By the Riesz representation theorem it is uniquely represented by an element in the domain R 2 , denoted ∇h(x). In particular,
Similarly, the derivative of E : H → R is defined as the best linear approximation of E at u and is also uniquely represented by an element W of H, with
Equation (4.9) is known as the diffusion or heat equation. In other words,
The heat equation is the law of steepest descent for the Dirichlet energy integral in the Hilbert space L 2 (Ω).
That is, we can understand heat flowing (or any diffusive process) as evolving the temperature (or density) in L 2 so as to efficiently decrease E, just as we think of rivers flowing down mountains so as to efficiently decrease the height h. As the river flows it traces out a path along the map in R 2 . As the temperature function flows, it also traces out a path, now in the function space L 2 (Ω). In one dimension the heat equation takes the form u t = u xx . Thus, the infinitesimal time rate of change of u (i.e., where it flows next in the function space L 2 ) is governed by the concavity of u. The temperature will decrease at points which are concave down and increase at points which are concave up. The reader is invited to reexamine (Ω) inner product (4.10) of u with u t . In other words, for this choice of Hilbert space we find
0 (Ω) and the law of steepest descent reads
In this case, the temperature decreases wherever u is positive and increases wherever u is negative, and this represents the law of steepest descent in the Sobolev space W 
assuming, for instance, u t = 0 on ∂Ω. Thus, the law of steepest descent in L 2 (Ω) with flatness measured by the surface area function is (4.18) u t = div ∇u 1 + |∇u| 2 .
The right-hand side of (4.18) represents the mean curvature of the surface u, and this law is known as flow by mean curvature. That is, mean-curvature flow is the most efficient way of decreasing the surface area integral in L 2 (Ω). Flow by mean curvature is another active area of research, and we refer the reader to [9, 7, 3] and the references therein for more on this fascinating subject.
The methods indicated here are also of interest for numerical applications. For instance, in numerical methods, a subject of current interest is the choice of Hilbert space, and hence the gradient, and its impact on numerical algorithms for steepest descent methods. Of particular importance for differential equations is the use of Sobolev spaces, their associated Sobolev gradients, and rates of convergence for steepest descent methods [11] . Table 4 .1 summarizes our study of the second fundamental question of this paper.
Classroom Notes.
Before discussing either of the fundamental questions in a particular class, it may be useful to leave students with the question at the end of the previous lecture to allow them sufficient time to develop possible approaches. Although the calculations in section 2 were presented in R 2 , depending on the class, the same calculation could be worked out in R n , the only difference being the surface measure on the boundary on the sphere. One might also want to prove Liouville's theorem for R n (a bounded harmonic function u : R n → R is constant) as an application of the mean-value property of harmonic functions.
Finally, in order to make the material accessible to a broad range of undergraduates, we have been slightly carefree with the introduction and use of function spaces. To properly handle such notions would require a discussion of weak derivatives or generalized functions (see, e.g., [1] ). (Ω) initial data to begin with, and no further regularity is introduced. Mean-curvature flow can also lead to singularities in finite time [14] . These topics may be nice for class projects, or the instructor may wish to emphasize that the calculations only really hold for sufficiently smooth functions in the given spaces. The hope is that the ideas contained herein will motivate students to seek answers to these deeper questions.
