Abstract. We observe that there is an equivalence between the singularity category of an affine complete intersection and the homotopy category of matrix factorizations over a related scheme. This relies in part on a theorem of Orlov. Using this equivalence, we give a geometric construction of the ring of cohomology operators, and a generalization of the theory of support varieties, which we call stable support sets. We settle a question of Avramov about which stable support sets can arise for a given complete intersection ring. We also use the equivalence to construct a projective resolution of a module over a complete intersection ring from a matrix factorization, generalizing the well-known result in the hypersurface case.
Introduction
Given an element f in a commutative local ring Q, a matrix factorization of f is a pair of n × n matrices (A, B) such that AB = f · I n = BA. This construction was introduced by Eisenbud to study modules over the factor ring R = Q/(f ). Indeed, in the case Q is regular local and f = 0, he showed [15, Theorem 6 .1] that for any finitely generated R-module M , the minimal free resolution of the d-th syzygy of M , where d is the Krull dimension of Q, is of the form . Thus, matrix factorizations describe the category of finitely generated R-modules, "up to finite projective dimension." This was further clarified by Buchweitz in [11] where he noted that there is an equivalence of categories between the homotopy category of matrix factorizations and the quotient of the bounded derived category of finitely generated R-modules by perfect complexes:
This functor sends a matrix factorization (A, B) to coker A, regarded as an object of D sg (R). Here, the homotopy category of matrix factorizations is defined analogously to the homotopy category of complexes of modules. Also, a complex is perfect if it is isomorphic in D b (R) to a bounded complex of finitely generated projective R-modules. We call D sg (R) the singularity category of R, following [25] .
In the equivalence 1.1, the right-hand side is well defined for any ring R.
Question. What should the left-hand side of (1.1) be when R is a complete intersection -i.e., when R = Q/(f 1 , . . . , f c ) for a regular ring Q and a Q-regular sequence f 1 , . . . , f c ?
For a complete intersection R = Q/(f 1 , . . . , f c ) we refer to c as the codimension of R (technically c is the codimension of the presentation Q/(f 1 , . . . , f c ) -but we fix a presentation throughout); complete intersections of codimension 1 are called hypersurfaces. In this paper we propose an answer for higher codimension complete intersections and investigate the consequences. To state it we introduce some notation. If X is a scheme, L a line bundle on X, and W a regular global section of L, then a matrix factorization of the triple (X, L, W ) consists of a pair of locally free coherent sheaves E 1 , E 0 on X and maps
such that e 0 • e 1 and (e 1 ⊗ 1 L ) • e 0 are both multiplication by W . The homotopy category of matrix factorizations, written [M F (X, L, W )], has these matrix factorizations as objects. To define the morphisms in this category one starts out as in the affine case, but some adjustment is needed to deal with the higher cohomology of the locally free sheaves involved. In Section 2 we recall the full definition of morphisms and give details on the following: The first equivalence of this theorem has been proven in various contexts by various authors in [24, 28, 29] . The version we use here is from our previous paper [13] . The second equivalence is essentially due to Orlov [26, Theorem 2.1] . In Appendix A we provide a slight generalization of loc. cit. removing the assumption that Q is equicharacteristic and, more significantly, that Q is regular. (When Q is not regular, D sg is replaced by the "relative singularity category".) This allows us to state many results in the paper in a "relative" form in which Q is not necessarily regular but rather that the modules involved have finite projective dimension over Q.
The composition of the equivalences in Theorem 1, which we write Ψ = Φ • coker : [M F (P c−1
provides an answer to Question 1. We note here that matrix factorizations of W were (perhaps first) used in the proof of [4, 3.2] and their relation to MCM R-modules is currently being studied in work of Buchweitz, Pham, and Roberts -see [12] . Also related is work of Isik [20] . In this paper we show that the above equivalence and non-affine matrix factorizations provide a new and useful perspective on many aspects of homological algebra over complete intersection rings. These results are naturally stated in terms of the stable Ext-modules of finitely generated R-modules M, N , defined as Ext n R (M, N ) := Hom Dsg(R) (M [−n], N ), n ∈ Z. These modules are also known as the stable cohomology, or the Tate cohomology, of M and N . When R is Gorenstein it is a well known result of Buchweitz that they may be computed using a complete resolution of M ; see [11] and also Appendix B. The term "stable" reflects the facts that Ext for all n ∈ Z. For complete intersections of higher codimension the stable Ext-modules are not necessarily two-periodic in this sense. They are, however, given as the sheaf cohomology modules of certain sheaves on Y that do satisfy a "twisted" periodicity, as we now explain. For finitely generated R-modules M and N , let M = β * π * (M ) and N = β * π * (N ), where π : P The isomorphisms (1.3) show that in high degrees there are natural maps of degree two on the stable Ext-modules, given by multiplication by the variables T 1 , . . . , T c . On the other hand, it is well known that Ext *
is a graded module over the polynomial ring R[χ 1 , . . . , χ c ] (which is graded by setting |χ i | = 2), where the action of the χ i 's is induced by the Eisenbud operators [15] . Theorem 3.2 shows that these two families of operators coincide under the isomorphisms Ext n R (M, N ) ∼ = Ext n R (M, N ), for n ≫ 0: Theorem 2. Let M and N be finitely generated R-modules. For n ≫ 0 and i = 1, . . . , c there is an equality:
This statement of this Theorem and its consequences occupy Section 3. The (surprisingly delicate) proof makes up Section 4.
As outlined above, the equivalence (1.1) was first proved using the fact that the minimal free resolution of a module over a local hypersurface is eventually given by a matrix factorization. In Section 5 we go in the opposite direction and use the equivalence Ψ to show: Theorem 3. Let M be a finitely generated R-module and E = (E 1 → E 0 → E 1 (1)) a matrix factorization of (P c−1
There is an integer n, that depends on E, such that the n-th syzygy of M has a free resolution constructed from the sheaf cohomology of twists of E 1 and E 0 .
See Theorem 5.2 for a precise description of this resolution. In Section 6 we show how to construct a matrix factorization E M such that Ψ(E M ) ∼ = M , using a finite resolution of M over Q and a system of higher homotopies, as in [15, §7] . Using this explicit construction we also show that one may describe D sg (R) using graded matrix factorizations of W over the ring
When R is local, Avramov and Buchweitz in [4] use the action of R[χ 1 , . . . , χ c ] on Ext * R (M, N ) to define the notion of a support variety. Given finitely generated R-modules M and N , their support variety is a closed subset of A c k , which we write as V
, where k is the residue field of R.
For R = Q/(f ) a (not necessarily local) complete intersection, we define the stable support set of a pair of R-modules M and N to be
One can check that stable support sets are contained in the singular locus of Y , which is a subset of P c−1 R ; see 8.2 . Thus the following result shows that every "conceivable" subset of P c−1 R is the stable support set of an R-module. This answers in the affirmative a question suggested to us by Avramov, and it generalizes [10] and [5] ; see also [31, 7.11 ].
Theorem 5. For every closed subset C of the singular locus of
This Theorem is proved in Section 8. Also in that section we show how notions of support for modules and complexes over complete intersections defined in [8, 31] relate to stable support.
The paper also contains two appendices: Appendix A gives the generalization of Orlov's theorem described above and Appendix B shows that if a module M has a complete resolution in the sense of [33] , then this resolution may be used to compute the stable Ext-modules as defined above. This is well known in the Gorenstein case, see [11] , but we could not find the result in the literature in the generality that we need it here.
As alluded to above, we have endeavored to state and prove the results in this paper in a more general setting than discussed in this introduction. In particular, we do not typically assume Q is a regular ring, but instead assume that M (and occasionally N ) has finite projective dimension over Q. This leads to somewhat more complicated statements than those listed in this introduction. To counteract this, we have also sought to include explicitly the "simple case" in which Q is regular, so that the reader who is only interested in this case can find the results in a more pleasing and easy-to-understand format.
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Matrix factorizations of locally free sheaves and Orlov's Theorem
In this section, we summarize relevant results from our previous paper [13] on matrix factorizations of locally free sheaves and then show how a theorem of Orlov [26] relates these to affine complete intersections.
2.1. Matrix factorizations of locally free sheaves. Throughout X will denote a Noetherian separated scheme and L a line bundle on X. To simplify notation, even if L is not very ample, for a quasi-coherent sheaf G (or a complex of such) on X and integer n, we will write
(Here, and elsewhere, Hom denotes the sheaf-Hom.) In particular, O(1) = L. Similarly, if f is morphism of (complexes of) quasi-coherent sheaves, then
− → E 1 (1)) of the triple (X, L, W ) consists of a pair of locally free coherent sheaves E 1 , E 0 on X and morphisms e 1 : E 1 → E 0 and e 0 : E 0 → E 1 (1) such that e 0 • e 1 and e 1 (1) • e 0 are multiplication by W . A strict morphism of matrix factorizations from (E 1 → E 0 → E 1 (1)) to (F 1 → F 0 → F 1 (1)) is a pair of maps E 0 → F 0 , E 1 → F 1 causing the evident squares to commute. Matrix factorizations and strict morphisms of such form a category which we write M F (X, L, W ) or just M F for short.
The previous definition first appeared in [28] . The category M F (X, L, W ) is made into an exact category in the sense of Quillen [30] by declaring a sequence of strict maps to be exact if it is so in both degrees. Definition 2.2. A twisted periodic complex of locally free coherent sheaves for (X, L) is a chain complex C of locally free coherent sheaves on X together with a specified isomorphism α :
, where we use the convention that C [2] i = C i+2 . The category TPC(X, L) has twisted periodic complexes as objects and a morphism is a chain map that commutes with the isomorphisms in the evident sense. There is an equivalence
given by sending (C, α) to C
The motivating example of a twisted periodic complex is the following:
− → F 1 (1)) be matrix factorizations of (X, L, W ). We define the mapping complex of E and F, written Hom MF (E, F), to be the following twisted periodic complex of locally free sheaves:
. . .
Here Hom(E 0 , F 0 ) ⊕ Hom(E 1 , F 1 ) lies in degree 0, and the differentials are given by
using the canonical isomorphisms
One checks that ∂ 0 • ∂ −1 and ∂ −1 (1) • ∂ 0 are both zero, and hence Hom MF (E, F) is in fact a twisted periodic complex.
Note that there is an isomorphism
where Γ(X, Hom MF (E, F)) is the complex of abelian groups obtained by applying the global sections functor degree-wise to Hom MF (E, F), and Z 0 denotes the cycles in degree zero. Following [24, 28] we define the homotopy category 
Thus "homotopic" morphisms in M F are identified. The category [M F ] naive is triangulated with shift functor and triangles as given in e.g. [13, 2.5 ]. An object E of [M F ] naive is locally contractible if for each x ∈ X the evident localization at x, written E x , is isomorphic to zero in
The set of such objects forms a thick subcategory. The homotopy category [M F ] is the Verdier quotient
We developed in [13] a more explicit description of the Hom-sets of [M F ] when X is projective over a Noetherian ring. Recall that a scheme X is projective over a ring Q if there is a closed embedding j : X ֒→ P m Q for some m ≥ 0. In this case, we say that
(1) is the corresponding very ample line bundle on X.
To describe the construction, we first make a fixed choice of a finite affine open cover U = {U 1 , . . . , U m } of X, and for any quasi-coherent sheaf F on X, let Γ(U, F ) denote the usual Cech construction. Since X is separated, the cohomology of the complex Γ(U, F ) gives the sheaf cohomology of F . We define Γ(U, Hom MF (E, F)) to be the total complex associated to the bicomplex
given by applying the Cech construction degree-wise. If G is another matrix factorization, there is an evident morphism of chain complexes
which is associative and unital.
We set
and define the category [M F (X, L, W )] H to have the same objects as M F (X, L, W ) with morphisms
The composition maps in this category are the maps in homology induced by (2.4).
There is a functor
H that is the identity on objects. The maps on morphisms are given by the canonical maps 
In the rest of the paper X will always be assumed projective over an affine scheme and we write
2.2. Singularity category. The singularity category of a scheme Z is the Verdier quotient
where
is the bounded derived category of coherent sheaves on Z and Perf(Z) is the full subcategory consisting of perfect complexes -i.e., those complexes that are locally quasi-isomorphic to bounded complexes of free modules of finite rank. This construction was introduced by Buchweitz [11] in the case when Z is affine and rediscovered by Orlov [25] .
We need the following generalization:
We write RPerf(Z ֒→ X) for the full subcategory of D b (Z) whose objects are relatively perfect on X.
Since i has finite flat dimension, Perf(Z) is a thick subcategory of RPerf(Z ֒→ X). We define the relative singularity category of i to be the Verdier quotient
The canonical functor D rel sg (Z ֒→ X) → D sg (Z) is fully faithful and we thus identify D rel sg (Z ֒→ X) with a full subcategory of D sg (Z). (A different definition of "relative singularity category" is given by Positselski in [29] . There is a fully faithful functor from the version given here to Positselski's version but in general the two need not coincide; see [13, 6.9] .) If X = Spec Q is affine, so that Z = Spec R where R = Q/I, we write D Recall that L is a line bundle on X and W is a global section of L. We now set Z ֒→ X to be the zero subscheme of W (i.e., the subscheme with ideal sheaf given as the image of the map
, we define the cokernel of E, written coker(E), to be coker(e 1 ). Multiplication by W on coker(e 1 ) is zero and so we regard coker E as a coherent sheaf on Z. When W is a regular, i.e. the map O X W −→ L is injective, there is a finite resolution of i * coker(E) on X by locally free sheaves:
and hence i * coker(E) is perfect on X. Thus the image of coker(E) in D sg (Z) is in D rel sg (Z ֒→ X). This assignment is clearly natural and by [28, 3.12] there is an induced triangulated functor
The following was first proved by Polishchuk and Vaintrob in the case when X is regular, see [28, 3.14] , and there are analogues in [22, 24, 29] . The version below is [13, 6.3] .
Theorem 2.7. Let X be a scheme that is projective over a Noetherian ring of finite Krull dimension, L = O X (1) be the corresponding very ample line bundle, and W be a regular global section of L. Define i : Z ֒→ X to be the zero subscheme of W . Then the triangulated functor
is an equivalence. In particular, if X is regular, there is an equivalence of triangulated categories . In fact, F may be chosen so that i * (F ) admits a resolution of length one by locally free coherent sheaves on X.
Proof. Let E be the image of M under some inverse of coker. Then M ∼ = coker E, and coker E is a coherent sheaf that admits a resolution of length one by locally free coherent sheaves.
2.3.
Orlov's Theorem. We now fix Q to be a commutative Noetherian ring of finite Krull dimension, f = (f 1 , . . . , f c ) a Q-regular sequence, and R = Q/(f ). Set
where each T i has degree 1.
Q . This is locally a complete intersection of codimension c − 1 and factors through the map γ : Y ֒→ P c−1
where the vertical arrows are the canonical proper maps and each horizontal arrow is locally a complete intersection and thus has finite flat dimension. Since β is a finite map, there is a right adjoint to β * , see [18, III.6 ], which we write as 
In particular, if Q is regular, we have an equivalence
Proof. In the notation of Theorem A.4, let S = Spec Q, let E be a free Q-module of rank c, and let
As an immediate consequence of Theorems 2.7 and 2.10 we have:
There is an equivalence of triangulated categories
In particular, if Q is regular, we have an equivalence of triangulated categories
Q ) requires making choices, and hence so does an inverse equivalence to Ψ. We fix one such inverse equivalence
. In Section 6 we give one explicit way of constructing E M using a system of higher homotopies on a Q-free resolution of M . Definition 2.12. Let A be any commutative Noetherian ring and let M and N be complexes of A-modules with bounded finitely generated homology. For q ∈ Z, the q-th stable Ext-module of M and N is Ext
). The definition above first appeared in [11] where the ring A was assumed to be Gorenstein. We show in Appendix B that, as in [11] , the stable Ext-modules may be computed using a complete resolution of M when such a resolution exists.
Note that for all q ∈ Z there is a natural map Corollary 2.14. Let M and N be objects of D rel sg (Q ։ R). For all q ∈ Z there is an isomorphism, natural in M and N, Ext
. In particular, if Q is regular, such an isomorphism holds for all finitely generated R-modules.
Fix an object
We write γ * E for the following complex of locally free coherent sheaves on Y :
is the natural inclusion. This is a complex since multiplication by W is the zero map on Y .
The following result is an analogue of Corollary 2.14 which relaxes the assumption that N is perfect over Q.
For all q ∈ Z there are isomorphisms that are natural in both arguments:
This gives the first isomorphism in (2.17).
The functor
. This is an inverse to
which is the second isomorphism in (2.17). The third isomorphism is due to [13, 5.10 ].
Eisenbud operators
We return to the notation and assumptions of §2.3. For each matrix factorization E and any i = 1, . . . , c, multiplication by T i ∈ Γ(P c−1
given by
These maps determine natural transformations
from the identity functor on [M F ] to the functor which sends E to E [2] .
On the other hand, there is a family of natural transformations t
. . c, given by the Eisenbud operators [15] ; the construction of these maps is recalled in §4.1 below. These descend to natural transformations
One expects that these two natural transformations coincide via the equivalence
of Corollary 2.11 and this is precisely the content of the following theorem.
where the vertical map is the canonical isomorphism associated to the triangulated functor Ψ.
Our proof of this theorem requires the development of additional machinery, and is contained in Section 4. In this section we explore several consequences of the theorem. The first is the following:
commutes for i = 1, . . . , c, where the horizontal isomorphisms are given by Corollary 2.14, the left vertical map is H 0 (P c−1
, composed with the natural isomorphism
and t i is the i-th Eisenbud operator.
where the horizontal maps are induced by the functor Ψ. The diagram commutes by Theorem 3.2.
One checks that the middle vertical map above is equal to the left vertical map in the statement of the corollary.
We wish to extend the previous result by dropping the assumption that N is perfect over Q. This is best stated using a "stable Ext sheaf" introduced below. With an eye toward future applications, we work at a level of greater generality than needed presently.
3.1. Stable Ext sheaf. Let X be a scheme that is projective over a Noetherian ring A of finite Krull dimension, L = O(1) the associated very ample line bundle, and W a regular global section of L. Let γ : Z ֒→ X be the embedding of the zero subscheme of W . Under these assumptions, by Theorem 2.7 there is an equivalence coker :
We fix an inverse equivalence of coker and for M in D rel sg (Z ֒→ X) we let E M denote the image of M under this inverse. 
where γ * E M is the complex of locally free coherent sheaves on Z defined in (2.15).
Remark 3.6. When Z = Spec A is affine, the definition above agrees with the previous definition of stable Ext given in 2.12 by Example B.5 and Lemma B.6.
to D(coh Z), the unbounded derived category of coh Z. In particular, Ext
Proof. Recall D(coh Z) may be defined as the category of complexes of coherent sheaves, C(coh Z), with quasi-isomorphisms inverted. Then D b (Z) is the full subcategory of D(coh Z) with objects those complexes with bounded cohomology. For any fixed matrix factorization E, we have a functor from
Since each component of γ * E M is locally free and N is bounded, this functor preserves quasiisomorphisms and hence induces a functor from D b (Z) to D(Z). Since the construction is natural for strict morphisms of matrix factorizations, we obtain a functor
If E → F is locally a homotopy equivalence, then so are γ * E → γ * F and
and hence the latter is a quasi-isomorphism. It follows that we get an induced functor
Precomposing with the chosen inverse of coker gives the result. . For all y ∈ Z and q ∈ Z there are isomorphisms
that are natural in M and N . For all q, there is a map
, that is natural in M and N . This map is an isomorphism when q ≫ 0.
Proof. The first isomorphism is due to the fact that Hom OZ (γ * E M , N ) is a twisted periodic complex; see Definition 2.2.
For the second isomorphism, we are in the context of Example B.5 which shows that there is a complete resolution T → P → M y with T = γ * (E M ) y . It follows from Lemma B.6 that T can be used to compute Ext OZ,y (M y , N y ) and we have:
The last map in the statement of the proposition is an edge map in the spectral sequence
By the first isomorphism and the fact that L is very ample, we obtain H p (Z, Ext q OZ (M, N )) = 0 if p > 0 and q ≫ 0 by Serre's Vanishing Theorem, and hence the map is an isomorphism for q ≫ 0.
The following is the sought-after generalization of Corollary 3.3, which drops the requirement that N is perfect over Q. We return to the context and notation of §2.3.
Corollary 3.9. Let M be an object of D rel sg (Q ։ R) and let N be an object of D sg (R). Let M and N be the images of β * π * M and β * π * N , respectively, in D sg (Y ). For all q ∈ Z there is a natural map
that makes the following diagram commute:
Here T i is multiplication by N ) , the isomorphism on the lower-right is from Proposition 3.8, and t i is the i-th Eisenbud operator. Moreover, for q ≫ 0, the horizontal maps in this diagram are isomorphisms.
Proof. By Proposition 2.16 we have the following string of isomorphisms:
By Theorem 3.2 and the naturality of the maps in Proposition 2.16 the following diagram is commutative:
Now by Proposition 3.8 we have a natural map
One checks that the following diagram commutes
By the claim, there is a natural isomorphism Ext N ) . Piecing together the commutative squares and the isomorphism M ∼ = coker E M gives the commutative diagram in the statement of the proposition.
That the horizontal morphisms are isomorphisms for q ≫ 0 follows from 3.8.
We return again to the more general context that X is a Noetherian scheme that is projective over an affine scheme, L is the corresponding very ample line bundle, W is a regular global section of L, and γ : Z ֒→ X is the zero subscheme of W . Recall that Ext q OZ (M, N ) denotes the quasi-coherent sheaf satisfying
Proposition 3.11. For each q ∈ Z, there is a natural transformation
is the localization functor. For all y ∈ Z, the induced map on stalks
is the map (2.13). Moreover, for fixed M ∈ RPerf(Z ֒→ X) and N ∈ D b (Z), there exists q 0 ≥ 0 such that η q is an isomorphism for all q ≥ q 0 .
Remark 3.12. Corollaries 3.9 and 3.11 establish (1.2) and (1.3) from the Introduction.
In the case of an affine scheme, say Z = Spec A and M = M for an A-module M , one may compute Ext * A (M, −) using a complete resolution T → P → M by Lemma B.6. In this case the map T → P induces the natural transformation Ext *
In the more general case, γ * E M represents, in some sense, the T in a complete resolution of M in D rel sg (Z ֒→ X). However there is not necessarily a locally free resolution P of M and a comparison map γ * E M → P. Thus to define the natural transformation in Proposition 3.11 requires more work than in the affine case. Our approach is to construct a global version of the Eisenbud operators.
We begin by proving that given a complex M = (· · · → M j+1 → M j → · · · ) of coherent sheaves on Z that is bounded to the right (i.e., M j = 0 for j ≪ 0), there exists a sequence of maps of locally free coherent sheaves on X
and maps g j : E j → γ * M j of coherent sheaves on X, for all j, such that the following conditions hold: (1) E j = 0 for j ≪ 0, (2) the square
commutes for all j, (3) the sequence γ * (E) is a complex, and (4) the map γ * (E) → M of complexes given by the adjoints of the g j 's is a quasi-isomorphism. Note that E itself need not be complex.
It suffices to construct such sheaves and maps of sheaves so that (1) -(3) and the following condition holds: (4') the canonical map from γ * E j to the pullback of (3.14)
is surjective for all j. Indeed, an easy diagram chase shows that, so long as γ * E is a complex, condition (4') implies that γ * E → M is a quasi-isomorphism. We give a recursive construction of E j , d j and g j . Since M j = 0 for j ≪ 0, there is no problem starting the construction. Suppose E j , d j , and g j have been constructed for all j ≤ n so that (3.13) commutes, the composition of γ * E j → γ * E j−1 → γ * E j−2 is the zero map, and the map from γ * E j to the pullback of (3.14) is surjective, for all j ≤ n. Observe also that these conditions ensure that γ * E j ։ M j is surjective for all j ≤ n, since M j = 0 for j ≪ 0. Now define F n+1 to be the coherent sheaf fitting into the pullback square
Then we can construct a locally free coherent sheaf E n+1 and maps so that
/ / γ * γ * E n commutes and the left vertical map is surjective, by choosing E n+1 to be a locally free coherent sheaf mapping onto the pullback of the other three components of this square. Define g n+1 as the composition E n+1 ։ γ * F n+1 → γ * M n+1 . One may readily verify that the above conditions are now satisfied for all j ≤ n + 1, completing the recursive construction.
Tensoring the exact sequence 0 → L −1 → O X → γ * O Z → 0 with any locally free coherent sheaf G on X gives an exact sequence
It follows that for every j, the composite map
factors through a uniquely determined map
Let t j = γ * (t j ). By localizing and using the results of [15, Section 1], we see that the collection t j determines a map of chain complexes
Lemma 3.15. For a complex M on Z with bounded coherent cohomology, choose E and define t :
OZ (M, −). Moreover, this map is natural in M and it is the unique map such that, for all y ∈ Z, the induced map on stalks at y, Ext at y is identified with I and the stalk of γ * L −1 is identified with I/I 2 . Now, I/I 2 is a free O Z,y -module of rank 1, and picking a generator f of the principle ideal I determines a basis of I/I 2 and hence yields the more customary form of the Eisenbud operator for a hypersurface:
But, this map depends on the choice of f -any other generator of I has the form uf for a unit u of O X,x and the operator obtained from the choice of uf is given by u times the operator arising from f .
Proof. We use the locally free resolution γ
for every q ≥ 0. It follows from the construction that, locally, this agrees with the map constructed by Eisenbud. The naturality and uniqueness assertions may also be verified locally and thus follow from [15, Section 1].
Proof of Proposition 3. 
Such an isomorphism is an equivalence class of diagrams
in RPerf(Z ֒→ X) such that the cones of both morphisms lie in Perf(Z). For P ∈ Perf(Z) and any N , we have Ext q OZ (P, N ) = 0 for q ≫ 0. It follows that, given N , there is an integer r 0 such that both arrows in
are isomorphisms for r ≥ r 0 . This determines a family of isomorphisms
The induced map on the stalk at any point y is given by the usual map from ordinary to stable Extmodules by B.6 and 3.8. This proves, in particular, that for r ≥ r 0 , η r is natural in both arguments and that it is independent of choices.
Finally, to complete the proof of the proposition, we extend the definition of η r to all r by using Lemma 3.15, defining η r to be the composition of
for N ≫ 0, where the isomorphism on the right is from Proposition 3.8. To see that the definition of η r is independent of the choice of N ≫ 0 and that the resulting map is natural, it suffices to localize at an arbitrary point. Locally, these properties are seen by combining Lemma 3.15, the fact that
is, locally, given by the Eisenbud operator, and the fact that the canonical map from Ext to Ext commutes with the Eisenbud operator. The latter property is seen to hold by using a complete resolution to compute the stable Ext modules.
3.2. Some additional corollaries. Again we return to the context and notation of §2.3. For complexes of R-modules M and N with bounded and finitely generated cohomology, we define the graded R[T 1 , . . . , T c ] modules:
When M has finite projective dimension over Q, Gulliksen proved in [17] that Ext N ) . Note that while Gulliksen did not use Eisenbud operators, it was shown in [7] that the action used by Gulliksen coincides, up to a sign, with the Eisenbud operators and moreover Gulliksen's result, which was originally stated only for modules, was extended to complexes of R-modules with bounded and finitely generated cohomology. 
Proof. For n ≫ 0, we have natural isomorphisms Ext n R (M, N ) ∼ = Ext n R (M, N ) that commute with the Eisenbud operators. It thus follows from Corollary 3.9 and Proposition 3.11 that, for q ≫ 0, we have isomorphisms 
is finitely generated. Hence so is (Ext ev R (M, N )) ≥q for q ≫ 0, by Corollary 3.9 and Proposition 3.11. Adding on the finitely generated R-module (Ext We close with a definition. Definition 3.21. Let M and N be complexes of R-modules with bounded and finitely generated cohomology and assume that M is perfect over Q. The stable support set of (M, N ) is the closed subset
In Section 8 we study this support further and clarify its relation to the notions of support for R-modules defined previously in [4, 8, 31] . 
If N is also perfect over Q, then there is an equality
for any i ∈ Z. This follows from 3.5 and the definition of Hom MF (E M , E N ) as a twisted periodic complex which shows that 
Proof of Theorem 3.2
In this section we prove Theorem 3.2. The first step is to associate to a matrix factorization E an explicit complex of finitely generated projective modules that represents Ψ(E) in D sg (R), where Ψ is the equivalence of Corollary 2.11. We remain in the context and under the assumptions of §2.3.
For any scheme X, we write C(X) for the category of arbitrary complexes of quasi-coherent sheaves and C b (X) for the full subcategory consisting of complexes with bounded and coherent cohomology. If X = Spec R, we write C(R) and C b (R).
Definition 4.1. Set δ ♯ to be the additive functor from M F (P c−1 
is a locally free resolution of coker(E)(−1). Thus there is a functorial isomorphism in
We thus have a functorial isomorphism
. . , U c ) denote the standard affine cover of P c−1 R and let P be a complex of quasicoherent sheaves on P c−1 R . As in Section 2, Γ(U, P) is the total complex associated to the bicomplex given by applying the Cech construction with respect to the cover U degree-wise to P. We view this as a functor Γ(U, −) :
There is a natural isomorphism
Combining (4.3) and (4.4) we see that for E a matrix factorization, we have a natural isomorphism:
Since 
, which we also write as Γ(U, δ ♯ −), and there is an isomorphism of triangulated functors
, where Ψ is the equivalence of Corollary 2.11.
As the sheaves in the complex Γ(U, δ ♯ E) are not coherent, we look for a complex of coherent sheaves that represents it in D rel sg (Q ։ R). 
R , E 0 (−1)) located in cohomological degree 2c − 2. If E is any coherent sheaf on P c−1 R , there is a natural map of complexes (4.7)
R , E), the map (4.7) is a quasiisomorphism if and only if H i (P c−1
R , E) = 0 for all i = c − 1. Applying (4.7) degree-wise to a chain complex P yields a map of bicomplexes and taking the total complex gives a map η P : Γ(U, P) → F (P). It is natural in P and so gives a natural transformation
From this construction we see that if H i (P c−1 R , P j ) = 0 for all i = c − 1 and all j then η P is a quasi-isomorphism. Also note that for all P there is a commutative diagram
/ / F (P) [1] where [1] is the shift functor on the respective categories of complexes.
For a complex P, recall that P ≤m is the brutal truncation in cohomological degree m. There are natural maps P → P ≤m and P ≤m → P ≤n for m ≥ n.
Definition 4.10. An integer m is sufficiently small for an object E = (
The name of this condition is justified by:
Lemma 4.11. Let E be an object of M F (P c−1
There is an integer m 0 , which depends on E, such that all m ≤ m 0 are sufficiently small for E. Moreover, if m is sufficiently small for E, then
≤m is a right bounded complex of finitely generated projective R-modules and the map
≤m is a quasi-isomorphism.
Proof. Consider the complex δ ♯ E. By construction, if for some i, the sheaf (δ
). It follows from Serre Vanishing and the isomorphism (4.12) that
By [16, 7.9 .10], H 0 (P c−1
is thus a finitely generated projective R-module for each such E. By a corollary to Serre-Grothendieck Duality, see [18, III.5.2], we get
≤m and all i. The first two assertions follow. The last part was noted below the definition of η. Proposition 4.13. For every object E of M F (P c−1 Q , O(1), W ) and integer m that is sufficiently small for E, there is an isomorphism
such that the following naturality condition holds: given a strict map g : E → F and an integer n ≤ m that is sufficiently small for F, the diagram
Proof. Given such a pair (E, m), define ζ m E to be the map in D sg (R) represented by the composition of (4.14)
≤m . The naturality of η shows that the diagram
commutes, where the vertical maps are induced by δ
Thus to show that (4.14) is an isomorphism it is enough to show that the left vertical map and the lower horizontal map in (4.15) are isomorphisms.
The lower horizontal map of (4.15) is an isomorphism in D sg (R) by Lemma 4.11. The cone of
≤m is a bounded complex of locally free coherent sheaves, i.e. is a perfect complex, and Rπ * = Γ(U, −) maps perfect complexes to perfect complexes by [1, III.4.8.1] . Thus the left vertical map of (4.15) is an isomorphism in D sg (R).
The naturality assertion is evident from the construction.
Remark 4.16. By 4.9 and the construction of ζ above, we see that there is a commutative diagram
Recollection of Eisenbud operators.
We recall from [15, §1] the construction of the Eisenbud operators for the commutative ring R = Q/(f ), where f = (f 1 , . . . , f c ) is a Q-regular sequence. Note that the ring Q need not be regular for this construction. Let F be a complex of projective R-modules such that there exists a sequence of maps of projective Q-modules
The sequence of maps F is not required to be a chain complex. Since F ⊗ Q R ∼ = F , for each i = 1, . . . , c and all n, there exist (non-unique) mapst
Then the following properties hold [15, Section 1]:
(1) for each i, the maps t n i assemble to give morphisms of chain complexes, t i : F → F [2]; (2) the chain map t i is independent of the choice of F and thet n i 's, up to homotopy; (3) the t i 's commute, up to homotopy; (4) the t i 's are natural, up to homotopy, in the argument F .
It is assumed in [15] that F is a complex of free R-modules, in which case a lifting F always exists: viewing the differentials of F as matrices, simply lift each element in each matrix to an element of Q. However, if F is only assumed to be a complex of projective modules for which such a lifting exists, then the proofs in [15] go through unchanged.
For any object M in D b (R) we may choose a complex of projective R-modules F , an isomorphism
, and a lifting F of F as above. For example, one could take F to be a bounded above complex of free modules that maps via a quasi-isomorphism to M . Define t
where the map t i is induced from a choice of mapst n i satisfying (4.18). The facts listed above imply that t M i does not depend on the choice of
commutes. In other words, the collection of maps t M i form a family of pairwise commuting natural transformation from the identity functor to the functor (−) [2] . We call these the Eisenbud operators on D b (R) given by (Q, f ). It is clear that t 
. Let m be an integer which is sufficiently small for E [2] ; by definition it will also be sufficiently small for E. By 4.11 and 4.13,
≤m is an isomorphism in D sg (R) and
≤m is a complex of finitely generated projective R-modules. Using the isomorphism of functors Ψ(−)
Indeed, the top left square commutes since it is given by a natural transformations applied to the map T i . The top right square commutes by Proposition 4.13. The lower left square commutes since Ψ(−)
is an isomorphism of triangulated functors, and the lower right square commutes by (4.17) .
≤m is a complex of projective R-modules, we may calculate Eisenbud operators using it. Let us call the right hand vertical map in the above diagram β i :
. To prove Theorem 3.2 it is enough to find a lifting of
≤m to a complex of projective Q-modules and degree −2 endomorphismst i of the lifting such that 4.18 holds, and such thatt i ⊗ Q R ∼ = β i .
To lift F (δ ♯ E) ≤m to a sequence of projective Q-modules consider the sequence of maps of Qmodules defined in analogy with Definition 4.6:
≤m is a finitely generated projective Q-module (but this is not a chain complex). We claim there is an isomorphism of chain complexes
Q , then by [18, II.5.12] we have the isomorphism
→ Spec Q is the canonical map. Moreover, if E is locally free and H i (P c−1
Q , E) = 0 for all i = c − 1, then this gives an isomorphism of R-modules
Q , E) ⊗ Q R, and the claim follows.
Thus F (E) ≤m is a lifting; to see it is the lifting we sought, note that β i is given in each degree by
)). The composition of two successive maps in F (E)
≤m is the map on sheaf cohomology induced by multiplication by
Q , T i ) we see that β i =t i ⊗ Q R and the theorem follows.
Projective resolutions
We continue to work in the context and under the assumptions of §2.3, with the added assumption that Q is Gorenstein, i.e. Q has finite injective dimension over itself. Let M be a finitely generated Rmodule that has finite projective dimension over Q. In this section we construct a projective resolution over R of a high syzygy of M using the equivalence Ψ of Corollary 2.11 and the explicit representative of Ψ(E) given in Section 4.
Recall that a coherent sheaf F on P 
is the canonical inclusion, and (−) ∨ = Hom(−, O).
where Q is a Gorenstein ring of finite Krull dimension and f 1 , . . . , f c is a Q-regular sequence. Let M be a finitely generated R-module that has finite projective dimension over Q and let E = (E 1 → E 0 → E 1 (1)) be an object of M F (P c−1
where Ψ is the equivalence of 2.11. Set
where e is the is the Krull dimension of Q. The complex
is a projective resolution of a n E -th syzygy of M , where δ ♯ E is defined in 4.1 and F (−) is defined in 4.6. Remark 5.3. On this resolution one may choose the Eisenbud operators
to be multiplication by T i ∈ Γ(P c−1
(1)). In particular these operators commute.
We need several preliminary results for the proof of Theorem 5.2. is k-regular then it is also (k + 1)-regular. Thus the sheaves (δ
In particular
As in the proof of 4.11, this implies that for j = 0, 1 and all k ≥ α(E):
and so in particular H c−1 (P c−1
Now consider the complex
and by the above each sheaf appearing in this complex satisfies the two conditions of Definition 4.10.
Proposition 5.5. The cohomology of the complex
Proof. From the definition of F we have that
. Set n = −2α(E) − c + 1. By Lemma 5.4, n is sufficiently small for E and thus by Lemma 4.11 there is an isomorphism in D b (R):
By Remark 4.2 the complex of sheaves δ ♯ E ≤n only has cohomology in degree n.
Since the functor Γ(U, −) represents Rπ * , we have the following isomorphisms in D b (R):
Since Rπ * has cohomological dimension c − 1, we see that Rπ * (N ) has cohomology in degrees at most 0 ≤ i ≤ c − 1. Combining the above gives
has cohomology in degrees at most n ≤ i ≤ n + c − 1.
Proof of Theorem 5.2. Let M be a finitely generated R-module with finite projective dimension over Q, and let E a matrix factorization such that Ψ(E) ∼ = M ∈ D sg (R). Since −2α(E) − c + 1 is sufficiently small for E by 5.4, there is, by 4.5 and 4.13, an isomorphism in D sg (R)
Thus we have that
By Proposition 5.5, the complex
is a complex of projective modules, the cone of the canonical map
is perfect, and hence (5.6) is an isomorphism in D sg (R). Finally, since R is Cohen-Macaulay, we may truncate
to the left d = dim R more steps so that the module
is maximal Cohen-Macaulay (MCM). Note also that c+d, where c is the length of the regular sequence defining R, is exactly the Krull dimension of Q, which we called e. Thus −2α(E) − c − d + 1 = −n E which was defined above. We now have an isomorphism
−−→ P 0 be a projective resolution of M over R. By induction on n one checks that there are isomorphisms for all m ≥ 0:
, which is MCM since n E ≥ d, we have that
By [11, 4.4.1] this implies that M ′ ∼ = N in the stable category of MCM modules; i.e. there exist projective R-modules Q 1 , Q 2 and an isomorphism of R-modules
This allows us to glue the acyclic complexes
to give a projective resolution of M .
Graded matrix factorizations and a description of Ψ −1 on objects
We work in the context and under the assumptions of §2.3. Let M be a finitely generated Rmodule that has finite projective dimension over Q. Our goal in this section is to give an explicit method of constructing a matrix factorization E M such that Ψ(E M ) ∼ = M holds in D sg (R), where Ψ is the equivalence of 2.11. We achieve this using the data of a projective resolution of M over Q and a system of "higher homotopies" on this resolution, as introduced by Eisenbud in [15] . Using the explicit construction, we also show that D rel sg (Q ։ R) may be described using graded matrix factorizations.
6.1. Standard resolutions. Let G = 0 → G n → · · · → G 0 → 0 be a resolution of M by finitely generated projective Q-modules.
For an element J = (a 1 , . . . , a c ) ∈ N c , we set |J| = 
where σ J ∈ σ has degree 2|J| − 1 (i.e. the components are σ
, that satisfy the following equations:
Such a family σ is called a system of higher homotopies.
Remark 6.1. The result above is stated for complexes of free modules in [15] but the proof works under the weaker assumption that the modules are projective.
Example 6.2. Let K = K e 1 , . . . , e c | ∂(e i ) = f i be the Koszul complex resolving R over Q. Then K has the structure of a differential graded (DG)-algebra with multiplication given by the alternating product. For an R-module M with finite projective dimension over Q, we may find a finite projective resolution G of M over Q such that G is a DG-module over K (and such that the Q-module structure coincides with the restriction along the canonical map Q → K). See [3, Section 2] for an explicit construction of such a G. Setting σ 0 = ∂ G , σ i to be multiplication by e i for i = 1, . . . , c, and σ J = 0 whenever |J| ≥ 2 gives a system of higher homotopies on G. While such a system of higher homotopies is simpler than the general type, not every Q-projective resolution of M has the structure of a DG-module over K; see [2] . 
where G is the projective Q-resolution of M above, and G = G ⊗ Q R. Note that G i ⊗ R D 2j lies in cohomological degree 2j − i. Let σ be a system of higher homotopies on G, and define ∂ = [15, Theorem 7.2] shows that this complex is an R-free resolution of M . By localizing, we see that, in general, G ⊗ R D is a projective R-resolution of M . This is a standard resolution of M which we write as G{σ}.
Graded matrix factorizations.
Recall that S is the graded Q-algebra S := Q[T 1 , . . . , T c ], with |T i | = 1, and W = f 1 T 1 + · · · f c T c ∈ S. Definition 6.3. A graded matrix factorization of W is a pair of graded free S-modules E 1 , E 0 and maps − → E 1 (1)) such that ((coker e 1 ) p ) 0 is a free (S p ) 0 -module for all p ∈ Proj S. Note that C is a thick subcategory.
There is a functor (−) :
Proof. We first note that (−) :
Here, for a coherent sheaf E, we set Γ * (E) := n∈Z Γ(P c−1 
is also fully faithful, and the kernel of (−) :
is zero. The result now follows formally; see e.g. the proof of 2.1 in [26] .
6.3. Construction of a matrix factorization. As before S is the graded Q-algebra Q[T 1 , . . . , T c ], and |T i | = 1. Let S(j) denote the graded free S-module with S(j) i = S i+j , and for a graded S-module E we set E(j) = E ⊗ S S(j).
Given a finitely generated R-module M with finite projective dimension over Q, pick a finite projective resolution G of M as a Q-module, and a system of higher homotopies σ = {σ J }. We define the finitely generated graded projective S-modules E 1 and E 0 as follows:
For J ∈ N c , consider the maps
We use these to define homogeneous maps g 1 : E 1 → E 0 and g 0 : E 0 → E 1 (1), component-wise, as:
Using the defining properties of the system of higher homotopies, one checks:
Lemma 6.5. There are equalities:
Definition 6.6. For G and σ as above, we set E = E(M, G, σ) to be the object
− → E (1)) with
Proposition 6.7. Let M be a finitely generated R-module that has finite projective dimension over Q. Let G be a finite projective Q-resolution of M , σ a system of higher homotopies on G, and E = E(M, G, σ) the matrix factorization constructed above. Then the complex F (δ ♯ E), where δ ♯ E is defined in 4.1 and F is defined in 4.6, is exactly the standard resolution G{σ} constructed from G and σ. In particular, there is an isomorphism in D sg (R)
is the functor of Corollary 2.11.
is the canonical inclusion. Thus, we have that
where the last term is in cohomological degree c − 1. Applying the functor F we have
where the last term is located in cohomological degree 2c − 2. In general, we have that 
Since each G i is a projective R-module, this gives that
where the last term is in cohomological degree 2c − 2. However, D j = 0 unless j ≤ 0 and G i = 0 unless i ≥ 0, and thus the first non-zero terms of this complex are
where G 0 ⊗ D 0 is in degree 0. As a graded R-module this is exactly G ⊗ D, and one may readily verify that the differentials are the same.
Thus F (δ ♯ (E)) is a free resolution of M and so is isomorphic to M in D b (R). Let m be an integer which is sufficiently small for E. Then by 4.13 we have that
is projective in each degree, the canonical map
Corollary 6.8. There is an equivalence
where C is the full subcategory of [M F gr (S, W )] with objects those (
If M is an R-module with a finite projective resolution G over Q and σ is a system of higher homotopies on G,
Proof. Define ϕ to be the composition of the equivalence (−) of 6.4 with the equivalence Ψ of 2.11.
where the last isomorphism is by Proposition 6.7.
Properties of matrix factorizations
In this section we state and prove basic isomorphisms using matrix factorizations and discuss the support of a matrix factorization. These properties will translate directly to the properties of stable support sets described in Theorem 4 of the Introduction.
In this section, as there is nothing gained in working over P c−1 Q , we work in the generality that X is a Noetherian separated scheme and L is a line bundle on X. As a matter of convenience, we write F (1) for F ⊗ OX L even though L is not assumed to be very ample. − → E 1 (1)) and
The differentials are given by the formulas
and
(2) Their Hom-object is the object ( 1) with the differentials defined using the same formulas as in Definition 2.3, which represents the special case W = V . Remark 7.2. We will eventually assume X is regular. If X is not regular, these definitions should be view as "non-derived".
Remark 7.3. If W + V = 0, we may interpret E ⊗ MF F as an object of T P C(X, L), i.e. a twisted periodic complex. See 2.2 for the definition. If W = V = 0, we obtain a tensor operator for the category T P C(X, L).
Proposition 7.4. Let W, V, and U be global sections of L, and E, F, and G be objects of M F (X, L, W ), M F (X, L, V ), and M F (X, L, U ), respectively. There are isomorphisms:
Proof. The isomorphisms of underlying locally free sheaves are the natural ones in each degree, taking care to observe the usual sign convention. For example, the map E ⊗ MF F → F ⊗ MF E sends a section a ⊗ b of E i ⊗ F j to (−1) ij b ⊗ a. A straightforward, but tedious, check shows that these isomorphisms commute with the differentials of the matrix factorizations.
where (−) ∨ denotes the functor Hom OX (−, O X ) and we use the canonical isomorphisms E 1 (1)
Proof. Recall that for locally free coherent sheaves E and F , there is a canonical isomorphism E ∨ ⊗ F ∼ = −→Hom(E, F ) given on sections by δ ⊗f → (e → δ(e)·f ). In homological degree 1, the isomorphism we seek is the direct sum of these canonical ones:
can :
In degree 0, it is can 0 0 −can :
where we have also used the canonical isomorphism Hom(E 1 (1), F 1 (1)) ∼ = Hom(E 1 , F 1 ). We omit the straightforward verification that the differentials commute with these isomorphisms.
Remark 7.8. In the case W = V , the proposition gives an isomorphism of twisted periodic complexes. Proposition 7.9. For matrix factorizations E and F in M F (X, L, W ) and M F (X, L, V ), respectively, there are natural isomorphisms
Proof. Part (1) follows from Hom-tensor adjointness and Proposition 7.7.
For (2), we have the following isomorphisms:
by 7.7, part (1) of this Proposition, 7.6, 7.4(2), and 7.7, respectively.
There is an isomorphism
Proof. This follows immediately from Propositions 7.4 and 7.7.
Definition 7.11. The support of a complex P of quasi-coherent sheaves on a scheme X is supp P = {x ∈ X | P x is not exact} = i∈Z supp H i (P).
For an object P of T P C(X, L) = M F (X, L, 0), i.e., a twisted periodic complex, we have that
In particular the support of a twisted periodic complex is a closed subset of X.
Recall that if L = O X is the trivial line bundle, then T P C(X, O X ) is the category of Z/2-graded complexes of locally free coherent sheaves on X.
Lemma 7.12. Assume X is a regular Noetherian separated scheme and L is a line bundle on X. For a point x ∈ X, let k(x) denote its residue field and let i x : Spec k(x) → X be the canonical map. Given P ∈ T P C(X, L), a point x ∈ X belongs to supp(P) if and only if the Z/2-graded complex of k(x)-vector spaces i * x (P) is not exact. Proof. We can reduce immediately to the assertion that for a regular local ring (S, m, k) and a (possibly unbounded) complex P of finitely generated free S-modules, P is exact if and only if k ⊗ S P is exact. Let x 1 , . . . , x n ∈ S be a regular system of parameters. The long exact sequence in cohomology associated to the short exact sequence 0 → P xn −→P → P/x n P → 0 of complexes and Nakayama's Lemma give that P is exact if and only if P/x n P is exact. The result follows by induction on n.
Remark 7.13. The assumption that X is regular is essential for Lemma 7.12.
Proposition 7.14. Assume X is a regular Noetherian separated scheme and L is a line bundle on X. For objects P and Q of T P C(X, L), we have
Proof. For any x ∈ X we have
where ⊗ Z/2 k(x) denotes the tensor product for Z/2-graded complexes of k(x)-vector spaces (i.e., for the category T P C (Spec k(x), O) ). For any Z/2-graded complex of k(x)-vector spaces V , we have [1] . It follows that for a pair V, W of such complexes, we have
In particular, V ⊗ T P C W is exact if and only if V or W is exact. The result follows from Lemma 7.12.
The equality of support sets now follows from the isomorphism Ext Let M = β * π * M , in the notation of §2.3. We have an isomorphism
* induces an inverse equivalence of Φ. Thus we have that E M ∼ = E OC , and hence that
We wish to show that V In this appendix we establish a generalization of a theorem of Orlov [26, Theorem 2.1] . This generalization does not require the schemes in question to be defined over a ground field and drops a smoothness assumption. Our proof follows loc. cit. closely; most parts of that proof work in the more general setup.
Let S be a Noetherian separated scheme of finite Krull dimension that has enough locally free sheaves (i.e., every coherent sheaf on S is the quotient of a locally free coherent sheaf). Let E be a vector bundle of rank r on S and let U ∈ Γ(S, E) be a regular section. Let j : S ′ ֒→ S be the zero subscheme determined by U .
Let q : X = P(E) → S be the projective bundle corresponding to E and write O X (1) for the associated line bundle on X. Let W ∈ Γ(X, O X (1)) be the section induced by U and let u : Y ֒→ X be the zero subscheme of W . Also consider the locally free sheaf j * E on S ′ , which is isomorphic to the normal bundle N S ′ /S of the inclusion of S ′ into S. Let p : Z = P(j * E) → S ′ be the corresponding projective bundle and O Z (1) the canonical line bundle.
The canonical map Z → X factors through Y → X via a map i : Z → Y . There is a short exact sequence of coherent sheaves on Z (A. 1) 0
where N Z/Y is the normal bundle of Z in Y and p * j * E → O Z (1) is the canonical map. These constructions are summarized in the following diagram:
Since p is flat, Lp * = p * preserves boundedness of complexes. Since i is a closed immersion, Ri * = i * preserves coherence and boundedness. It follows that i * p * induces a functor
Here, as in the body of the paper we write D b (Y ) for the bounded derived category of quasi-coherent sheaves on Y with coherent cohomology.
We recall the definitions of relatively perfect complexes and the relative singularity category from 2.6. [26] goes through verbatim to show that the natural map id → Φ * Z Φ Z is an isomorphism and thus that Φ Z is fully faithful. sequence, set B = A/(f 1 ), C = B/(f 2 , . . . , f c ), and let M be a finitely generated B module with an infinite free right resolution such that M ⊗ B C has finite projective dimension over C. To finish the proof it is enough to show that under these conditions M must be free. By [15, Lemma 0.1], the Bregular sequence (f 2 , . . . , f c ) is also M -regular. Thus by [34, 4.3.12] we have pd B M = pd C (M ⊗ B C). Finally, since C has finite projective dimension over B, one checks that the infinite free right resolution of M remains exact upon tensoring by C and so M ⊗ B C also has an infinite right free resolution. Thus M ⊗ B C is free, and hence so is M because they have the same projective dimension.
Lemma A.7. [26, Lemma 2.6] An object G ∈ D b (Z) is perfect if and only if Rp * (G(n)) is perfect over S ′ for all n ∈ Z.
Since we are not working over a field, the argument given in loc. cit. does not apply.
Proof. If G is perfect, then so is G(n) for all n, and by [1, III.4.8.1] so is Rp * (G(n)).
To show the converse we may work locally and assume S ′ is affine, so that p has the form p : Z = P r R → Spec R. Since G is perfect if and only if some syzygy in a locally free resolution of G is, we may assume that G is a coherent sheaf. Moreover, since G is perfect if and only if G(n) is perfect for some n, we may assume that H i (Z, G(n)) = 0 for all i > 0 and n ≥ 0 by Serre's Vanishing Theorem. In particular this implies that G is regular and that Rp * G ∼ = p * G. (See Section 5 where the definition is of regularity is recalled.)
Since G is regular, [30, 8.1.11] shows that there is a resolution of G of the form
where T i are R-modules defined as follows. We set T 0 to be p * G, which is perfect by assumption, and define Z 1 to be the kernel of the map O X (−1) ⊗ R T 0 → G. Note that p * (Z 1 (n)) is perfect for all n. where the lower horizontal map is (2.13).
Proof. First note that we may assume that q = 0. We view the bounded derived category of Amodules as the homotopy category of complexes of finitely generated projective modules with bounded cohomology. Thus we replace M by P and we may assume that N is a complex of finitely generated projective A-modules. Fix an integer k such that P i = 0 = N i for i ≥ k. There is a natural map T → T ≤k , and the map γ : T → P factors as
Note also that the cone of ǫ is perfect. In the remainder of this proof, we use ≃ to denote a morphism whose cone is perfect. For example, we have ǫ : T 
