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CLASSIFICATION OF LIPSCHITZ SIMPLE FUNCTION
GERMS
NHAN NGUYEN, MARIA RUAS AND SAURABH TRIVEDI
Abstract. It is known that the bi-Lipschitz right classification of func-
tion germs admit moduli. In this article we introduce a notion called the
Lipschitz simple function germs and present a full classification in the
complex case. A surprising consequence of our result is that a function
germ is Lipschitz modal if and only if it deforms to the smooth unimodal
family of singularities called J10 in Arnold’s list.
1. Introduction
After Thom and Mather’s foundational works on classification of ele-
mentary catastrophes and singularities of mappings, Arnold [2] presented
a complete classification of simple, unimodal and bimodal function germs
under the right equivalence. The simple singularities include two series
Ak, k ≥ 1,Dk, k ≥ 4 and three exceptional germs called E6, E7, E8, together
called the ADE-singularities. Among the modal germs the one with the low-
est codimension is T3,3,3 of corank 3 and codimension 8. For the corank 2
modal germs X9 with codimension 9 has the lowest codimension. In positive
characteristics, the simple singularities were classified recently by Greuel–
Nguyen [11] and unimodal and bimodal by Nguyen [17].
It is well known from a result of Mostowski [16] that the bi-Lipschitz
right equivalence of complex analytic set germs does not admit moduli.
This result was extended by Parusin´ski [20] for subanalytic sets and by
Valette and the first author [18] for definable sets in polynomially bounded o-
minimal structures. However, this is not true for function germs. Henry and
Parusin´ski [12] showed that the bi-Lipschitz right classification of function
germs does admit moduli. They constructed bi-Lipschitz invariants that
vary continuously in the family fλ(x, y) = x
3 − λ2xy4 + y6 of corank 2
function germs. This led us to ask whether there exists a classification for
the bi-Lipschitz equivalence of function germs analogous to the smooth case.
In this article we introduce the notion of Lipschitz simple function germs
and give a complete classification of Lipschitz simple singularities. Roughly
speaking, a finitely determined germ f is said to be Lipschitz simple if there
is a neighbourhood around a sufficiently high k-jet of f that intersects only
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finitely many bi-Lipschitz equivalence classes. A germ is said to be modal
if it is not simple. Notice that a smooth simple germ is also Lipschitz
simple and so the ADE-singularities are Lipschitz simple. We observe that
a germ is Lipschitz modal if it deforms to a Lipschitz modal family. This
observation provides us with a strategy to list all Lipschitz simple germs
which we describe below.
In Section 4 we prove that the rank and corank of function germs are
Lipschitz invariants. We would like to emphasize that these seemingly simple
results about Lipschitz equivalence were not known before and their proofs
use some very recent work of Sampaio [23].
While bi-Lipschitz invariance of rank and corank allows us to distinguish
between the bi-Lipschitz type of certain germs, there are several germs in
Arnold’s list with same corank and codimensions that, a priori, could be
bi-Lipschitz equivalent. In Section 5, we prove that the multiplicity and the
singular set of the algebraic tangent cone of the non-quadratic part of a germ
obtained after applying the splitting lemma are also bi-Lipschitz invariants.
This allows us to differentiate the bi-Lipschitz type of many germs. However,
it is still not enough to write the Lipschitz normal forms as in Section 8.
The only pair left in our analysis is (Q11, S11). This pair is shown to be of
different bi-Lipschitz type by using a result of Bivia`-Ausina and Fukui [3]
on the bi-Lipschitz invariance of the log canonical threshold of ideals.
We show in Section 6 that J10 : x
3 + txy4 + y6 + Q where Q is a non-
degenerate quadratic form, is Lipschitz modal. We would like to remark
that the result does not immediately follow from Henry–Parusin´ski’s [12]
result. This result implies that any germ that deforms to J10 is Lipschitz
modal. It is worth mentioning that the result follows trivially if there were
a Lipschitz version of Splitting lemma. Unfortunately, this is not known.
We observe later that J10 is the Lipschitz modal singularity of the smallest
codimension.
The main result is contained in Section 8 where we present a complete list
of Lipschitz simple germs (Theorem 8.4 and Theorem 8.5). This uses the
fact that most singularities in Arnold’s list deform to J10 (see Lemma 8.2).
For example, all smooth bimodal singularities deform to J10. Therefore,
they are Lipschitz modal. The rest of the singularities are shown to be Lips-
chitz simple by proving that they belong to a bi-Lipschitz trivial family (see
Section 7) and are not adjacent to any class of Lipschitz modal singularities.
The bi-Lipschitz triviality is proved by constructing vector fields satisfying
the Thom-Levine criterion. Our method is inspired by and improves upon
the works of Abderrahmane [1], Fernandes and Ruas [8], Saia et al. [6] and
Humberto and Fernandes [9]. The non-adjacencies follow from a result of
Brieskorn [4].
We would like to remark that in the paper we only consider the Lipschitz
classification of complex simple germs. The real case turned out to be more
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delicate and requires more careful analysis. For example, in the real case the
family J10 is Lipschitz modal if t ≤ 0 (see Section 5) and is Lipschitz simple
when t > 0 (see [13]), and this must be taken into account while checking
deformations. Moreover, the Milnor number is not a bi-Lipschitz invariant
in the real case; see example in Section 2.
Throughout the paper, ‖.‖ denotes the Euclidean norm, and |.| denotes
the absolute value of real numbers or the modulus of complex numbers. Let
K = C or R, and let f, g : Kn ⊃ U → K be two functions. We write f . g
(or g & f) if there is a C > 0 such that |f(x)| ≤ C|g(x)| for all x ∈ U . We
write f ∼ g if f . g and g . f . Suppose that U is a neighbourhood of
a point x0, we write f = o(g) or f ≪ g at x0 if limx→x0
|f(x)|
|g(x)| = 0. And,
f = O(g) or f & g at x0 if limx→x0
|f(x)|
|g(x)| is bounded.
2. Preliminaries
Let K = R or C. Given a smooth germ f : (Kn, 0) → (K, 0), we denote
by Df(x) the derivative of f at the point x, by Vf the zero set of f , and
by Σf = {x ∈ K
n : Df(x) = 0} the singular set of f . We write the Taylor
expansion of f at 0 as T0f = fk + fk+1 + . . ., where fi is the homogeneous
polynomial of degree i, fk 6= 0. We denote by Hf = fk the lowest degree
homogeneous polynomial and by mf = k the multiplicity of f at 0.
Given a semialgebraic set X ∈ Kn, for x ∈ X where X denotes the closure
of X, the tangent cone of X at the point x is defined as follows
C(X,x) = {λu : λ ∈ R≥0, u = lim
m→∞
xm − x
‖xm − x‖
,X ⊃ {xm} → x}.
We call Cg(f, 0) = C(Vf , 0) the geometric tangent cone of f . The algebraic
tangent cone Ca(f, 0) of f at 0 is defined by
Ca(f, 0) = {x ∈ K
n : Hf (x) = 0}.
By the singular set of the algebraic tangent cone of f we mean the set ΣHf .
For K = C, it is known that Ca(f, 0) = Cg(f, 0) (see Theorem 10.6 in
Whitney [25] or, Proposition 2.6 in [14]). This is not true in the real case.
For instance, if f(x, y) = x2+y2k where k is an integer greater than or equal
to 2, then Ca(f, 0) = {x = 0} and Cg(f, 0) = {(0, 0)}.
Two smooth function germs f, g : (Kn, 0) → (K, 0) are said to be bi-
Lipschitz right equivalent if there exists a germ of bi-Lipschitz homeomor-
phism ϕ : (Kn, 0) → (Kn, 0) such that f ◦ ϕ = g. More precisely, there
exist a neighbourhood U of 0 ∈ Kn, a homeomorphism ϕ : U → ϕ(U) with
ϕ(0) = 0 and
1
L
‖x− y‖ ≤ ‖ϕ(x) − ϕ(y)‖ ≤ L‖x− y‖ (1)
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for any x, y ∈ U and for some L positive such that f ◦ ϕ = g. The least L
satisfying (1) is said to be the bi-Lipschitz constant of ϕ. In the rest of the
article by “equivalence” we mean the right equivalence.
It follows from the main result of Sampaio [23] that if f and g are bi-
Lipschitz equivalent then Cg(f, 0) and Cg(g, 0) are also bi-Lipschitz homeo-
morphic as sets.
We denote by En the set of all smooth function germs at 0 ∈ K
n and
by mn the set of germs in En vanishing at 0. Notice that En is a local
ring and mn is the maximal ideal of En. Denote by Rn the group of all
smooth diffeomorphism germs H : (Kn, 0) → (Kn, 0). Then Rn acts on En
by composition H.f = f ◦ H. Two germs f, g ∈ En are called smoothly
equivalent, denoted by f ∼R g, if they lie in the same orbit of this action.
Given a germ f ∈ En, denote by Jf the Jacobean ideal of f , i.e. the ideal
in En generated by the partial derivatives of f . The codimension (also called
the Milnor number of f) of a germ f ∈ En is defined to be dimK En/Jf . It
is well-known that in the complex case the Milnor number is a topological
invariant (Milnor [15]), and is therefore a bi-Lipschitz invariant, i.e. if f, g ∈
En are bi-Lipschitz equivalent then their codimensions are equal. We would
like to remark that the Milnor number is not a bi-Lipschitz invariant in the
real case. Consider the family ft(x, y) = x
4 + y4 + tx2y2 + y6, t ≥ 0. By
Remark 7.9, this family is bi-Lipschitz trivial, however, µ(ft) = 9, t 6= 2 and
µ(f2) = 13.
Denote by Jk(n, 1) the k-jet space of mn, by R
k
n the set of k-jet space
of Rn. A germ f ∈ mn is called k-determined if for any g ∈ mn such
that jkg(0) = jkf(0) then f ∼R g; f is called finitely determined if f
is k-determined for some k ∈ N. Recall that if a germ f : (Kn, 0) →
(K, 0) is finitely determined then it has an isolated singularity at 0. In
addition, if a germ f is finitely determined, then for a sufficiently large k
there is a neighbourhood of jkf(0) in Jk(n, 1) such that every germ in this
neighbourhood is k-determined. We call the number k sufficiently large for
f .
The action of Rkn on J
k(n, 1) is defined by taking the composition and
then truncating the Taylor expansion. A germ f ∈ mn is said to be smooth
simple if for k ∈ N sufficiently large for f , there exist a neighbourhood of
jkf(0) in Jk(n, 1) that meets only finitely many Rkn-orbits in J
k(n, 1). The
germs that are not smooth simple are called smooth modal.
Two k-jets z, w ∈ Jk0 (n, 1) are bi-Lipschitz equivalent if there exists a
bi-Lipschitz homeomorphism germ φ : (Kn, 0) → (Kn, 0) such that z ◦ φ =
w. By Lipschitz orbits we mean the equivalence classes of the bi-Lipschitz
equivalence. A germ f ∈ mn is Lipschitz simple if for k ∈ N sufficiently
large for f , there is a neighbourhood of jkf(0) in Jk(n, 1) that meets only
finitely many Lipschitz orbits. The germs that are not Lipschitz simple are
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called Lipschitz modal. We remark that if a germ is smoothly simple then
it is also Lipschitz simple. The converse is not true in general.
Given f ∈ En, the corank of f at 0 is defined to be the nullity (dimension
of the kernel) of the Hessian
(
∂2f
∂xi∂xj
(0)
)
. The following result is known as
the Splitting lemma; see Ebeling [7] or Gibson [10] for example.
Lemma 2.1. Let f ∈ m2n be a finitely determined germ of corank c. Then
there exists g ∈ m3c such that
f(x1, . . . , xn) ∼R g(x1, . . . , xc)± x
2
c+1 ± . . .± x
2
n.
The codimension of f and g are equal. Moreover, g is uniquely determined
up to smooth equivalence, i.e. if g +Q ∼R h+Q then g ∼R h, where Q is
the non-degenerate quadratic form.
3. Arnold’s results on classification
In this section, we recall some results of Arnold about the classification
of complex analytic germs that will be used in the later sections.
It is known that the germs in mn of codimension 0 (or non-singular germs)
are equivalent to the germ (x1 . . . , xn) 7→ x1, hence they are smooth simple.
Arnold classified germs in m2n with isolated singularity into classes of con-
stant Milnor numbers, represented by a germ or family of germs called the
‘normal form’ of the class of singularities. More precisely, a class D has a
normal form Ft(x1, . . . , xk), if D contains all germs smoothly equivalent to
Ft + x
2
k+1 + · · ·+ x
2
n for some t.
Recall that a smooth germ F : (Cn × Ck, 0) → (C, 0), F (x, t) = ft(x)
is said to be a k-parameter deformation of a germ f : (Cn, 0) → (C, 0) if
f0(x) = f(x). A class of singularities C is said to be adjacent to a class D,
denoted C → D, if every f ∈ C can deform to D. That is, for every f ∈ C,
there exists a smooth deformation ft of f such that f0 = f and ft belongs
to D for every t near 0.
The following results are due to Arnold [2].
Theorem 3.1. A germ f ∈ m2n is smooth simple if and only if it is equivalent
to one of the germs in the following table:
Name Normal form Codimension
Ak x
k+1 k ≥ 1
Dk x
2y + yk−1 k ≥ 4
E6 x
3 + y4 6
E7 x
3 + xy3 7
E8 x
3 + y5 8
Theorem 3.2. The adjacencies of all smooth modal germs can be described
by the diagrams below. The modal germs that do not appear in the diagram
deform to one of the classes inside the brackets.
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Corank 2:
J10 = (T2,3,6)←− · · ·
X9 = T2,4,4
· · · // (T2,4,6) // T2,4,5
OO
Z11oo (Z12)oo · · ·oo
· · · // (T2,5,6)
OO
// T2,5,5
OO
W12
OO
oo (W13)
OO
oo · · ·oo
Corank 3:
P8 = T3,3,3
· · · // (T3,3,6) // T3,3,5 // T3,3,4
OO
Q10oo Q11oo (Q12)oo · · ·oo
· · · // (T3,4,6)
$$■
■
■
■
■
■
· · · // (T3,5,6) // T3,5,5 // T3,4,5
OO
// T3,4,4
OO
S11oo
OO
S12oo
OO
(S1,0)oo · · ·oo
· · · // (T4,5,6)
OO
// T4,5,5
OO
// T4,4,5
OO
// T4,4,4
OO
(U12)oo
OO
· · ·oo
· · · // (T5,5,6)
OO
// T5,5,5
OO
(T4,4,6)
OO
(O)
OO
...
OO
...
OO
where the normal forms of the above singularities are
J10 x
3 + ax2y2 + y6 4a3 + 27 6= 0
X9 x
4 + y4 + ax2y2 a2 6= 4
P8 x
3 + y3 + z3 + axyz, a3 + 27 6= 0
Tp,q,r x
p + yq + zr + axyz, a 6= 0, 1
p
+ 1
q
+ 1
r
< 1
Z11 x
3y + y5 + axy4
Z12 x
3y + xy4 + ax2y3
W12 x
4 + y5 + ax2y3
W13 x
4 + xy4 + ay6
Q10 x
3 + y4 + yz2 + axy3
Q11 x
3 + y2z + xz3 + az5
Q12 x
3 + y5 + yz2 + axy4
S11 x
4 + y2z + xz2 + ax3z
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S12 x
2y + y2z + xz3 + az5
U12 x
3 + y3 + z4 + axyz2
S1,0 x
2z + yz2 + y5 + azy3 + bzy4
O germs of corank ≥ 4
Notice that by changing x 7→ x + λy2, the normal form of J10 becomes
x3 + axy4 + y6. This is exactly the family considered by Henry–Parusin´ski
in [12]. For convenience, we will take x3 + axy4 + y6 as the normal form of
J10.
4. Bi-Lipschitz invariance of rank and corank
The aim of this section is to prove that the rank and corank of smooth
germs are bi-Lipschitz invariants. We use a construction of a map associated
to a bi-Lipschitz map ϕ due to Sampaio [23], which in some sense works as
the derivative of ϕ. Let us give the details of the construction.
Let ϕ : (Kn, 0) → (Kn, 0) be a bi-Lipschitz map germ with ψ as its
inverse. By definition, there exist r, L ∈ R+ with L ≥ 1 such that for all
x, y ∈ B(0, r), where B(0, r) denotes the closed ball of radius r centered at
0, we have:
1
L
‖x− y‖ ≤ ‖ϕ(x) − ϕ(y)‖ ≤ L‖x− y‖.
For m ∈ N, put
ϕm(x) = mϕ(
x
m
) and ψm(x) = mψ(
x
m
).
It is easily checked that ϕm and ψm are a bi-Lipschitz germs of the same
Lipschitz constant for any m. By the Arzela–Ascoli theorem there exists a
subsequence {mi} ⊂ N such that {ϕmi} and {ψmi} converges uniformly to
a bi-Lipschitz germs dϕ and dψ respectively. It was proved in [23] that dψ
is the inverse of dϕ. Notice that the domains of ϕmi and ψmi grow bigger as
mj increases and the limits dϕ and dψ are well-defined on the whole of K
n.
We first prove the bi-Lipschitz invariance of the rank.
Theorem 4.1. Let f, g : (Kn, 0) → (Kp, 0) be two smooth map germs. If f
and g are bi-Lipschitz equivalent then the rank of f is equal to the rank of g
at 0.
Proof. Since f and g are bi-Lipschitz equivalent, there exists a germ of a
bi-Lipschitz homeomorphism ϕ : (Kn, 0) → (Kn, 0) such that f ◦ ϕ = g.
Then, there exists a sequence {mi} in N such that the sequence of maps
ϕmi : (K
n, 0) → (Kn, 0) defined by ϕmi = miϕ(
x
mi
) converges uniformly
to a bi-Lipschitz germ dϕ on a neighbourhood of 0 as i tends to ∞. Write
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f(x) = Df(0)(x)+o(‖x‖) and g(y) = Dg(0)(y)+o(‖y‖) on a neighbourhood
of 0. Since f ◦ ϕ(y) = g(y)
mif ◦ ϕ(
y
mi
) = mig(
y
mi
)
=⇒ mi(Df(0)(ϕ(
y
mi
)) +mio‖ϕ(
y
mi
)‖ = miDg(0)(
y
mi
) +mio‖
y
mi
‖
=⇒ lim
i→∞
Df(0)(miϕ(
y
mi
)) + lim
i→∞
mio‖ϕ(
y
mi
)‖ = Dg(0)(y) + lim
i→∞
mio‖
y
mi
‖.
Hence,
Df(0)(dφ(y)) = Dg(0)(y)
for y in a small neighbourhood of 0. This implies that the rank of f and g
are equal. 
In the rest of the section we fix f, g : (Kn, 0) → (K, 0) to be bi-Lipschitz
equivalent smooth function germs, and fix ϕ : (Kn, 0) → (Kn, 0) to be a
germ of a bi-Lipschitz homeomorphism such that f ◦ ϕ = g.
To show that the corank of finitely determined smooth germs is also a
bi-Lipschitz invariant, we need the following lemmas. It has been known
that the multiplicity is a bi-Lipschitz invariant (see [21], [8]). We present
another proof below.
Lemma 4.2. The multiplicities mf and mg of f and g are equal.
Proof. Write ϕ = (ϕ1, . . . , ϕn) where ϕi : (K
n, 0) → (K, 0). Assume that
mf = k and mg = l. In a neighbourhood of 0 we can write
f(x) = Hf + o(‖x‖
k) and g(x) = Hg + o(‖x‖
l).
By a change of coordinates, we may assume that Hf (1, 0, . . . , 0) 6= 0 and
Hg(1, 0, . . . , 0) 6= 0. Then, we can write g in two ways:
g(x) = xl1 + . . .+ o(‖x‖
l)
and
g(x) = f(ϕ(x)) = ϕk1(x) + . . .+ o(‖x‖
k).
Since ϕ is bi-Lipschitz, each ϕi, i = 1, . . . , n is Lipschitz. Thus,
‖ϕk1(x) + . . .+ o(‖x‖
k)‖ . ‖x‖k.
Restricting to the x1-axis, we have
1 = lim
x→0
‖ϕk1(x) + . . .+ o(‖x‖
k)‖
‖xl1 + . . . + o(‖x‖
l)‖
. lim
x1→0
|x1|
k
|x1|l
= lim
x1→0
|x1|
k−l.
This implies that l ≥ k. Interchanging f with g, we have also l ≤ k.
Therefore, k = l. 
Lemma 4.3. The lowest degree homogeneous parts Hf and Hg of f and g
are bi-Lipschitz equivalent.
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Proof. We can write f and g at 0 as
f(x) = Hf (x) + o(‖x‖
k) and g(x) = Hg(x) + o(‖x‖
k) (2)
Then, for x ∈ Kn and m ∈ N big enough we have
mk
[
f(ϕ(
x
m
))
]
= mkg(
x
m
).
Substituting the expansions of f and g in the equation (2), we have
mk
[
Hf (ϕ(
x
m
)) + o(‖ϕ(
x
m
)‖k)
]
= mk
[
Hg(
x
m
) + o
(
‖
x
m
‖k
)]
Since the multiplicity is a bi-Lipschitz invariant, Hf and Hg are homoge-
neous polynomials of the same degree k = mf = mg. Thus,
Hf (mϕ(
x
m
)) +mko(‖ϕ(
x
m
)‖k) = Hg(x) +m
ko
(
‖
x
m
‖k
)
.
Then, by the Arzela–Ascoli theorem, there exists a sequence {mi} of pos-
itive integers such that as i tends to ∞, the sequence of maps {miϕ(
x
mi
)}
converges to a bi-Lipschitz map germ dϕ. By taking limits on both sides of
the above equation as mi tends to ∞, we get
Hf (dϕ(x)) = Hg(x).
This completes the proof. 
Remark 4.4. (i) Consider the sequence {mi} associated with the map ϕ as
in the proof of Lemma 4.3. Let f : Kn, 0→ K, 0 be a smooth function germ
with the multiplicity mf = k. We always have
lim
i→∞
mki f(ϕ(
x
mi
))→ Hf (dϕ(x)).
(ii) The result in Lemma 4.3 is sharp. In general, T l0(f) is not bi-Lipschitz
equivalent to T l0(g) for l > k, where T
l
0(f) denotes the Taylor expansion
of f at 0 up to degree l. For example, consider f(x, y) = x3 + y6 and
g(x, y) = (x+ y2)3+ y6. It is easy to see that f and g are smooth equivalent
under the change of coordinates ϕ(x, y) = (x+ y2, y). However, T 40 (f) = x
3
is not bi-Lipschitz equivalent to T 40 (g) = x
3 + 3x2y2.
Lemma 4.5. Let L be the bi-Lipschitz constant of ϕ. Then,
L−1‖Df(ϕ(x))‖ ≤ ‖Dg(x))‖ ≤ L‖Df(ϕ(x))‖.
Proof. The proof follows directly from the definition of the derivative. First,
Dg(x) = lim
∆x→0
g(x+∆x)− g(x)
‖∆x‖
= lim
∆x→0
f ◦ ϕ(x+∆x)− f ◦ ϕ(x)
‖∆x‖
= lim
∆x→0
f(ϕ(x) + ϕ(x+∆x)− ϕ(x)) − f(ϕ(x))
‖ϕ(x+∆x)− ϕ(x)‖
‖ϕ(x+∆x)− ϕ(x)‖
‖∆x‖
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Since ∆x→ 0 implies that ϕ(x+∆x)− ϕ(x)→ 0, we have
lim
∆x→0
f(ϕ(x) + ϕ(x+∆x)− ϕ(x))− f(ϕ(x))
‖ϕ(x+∆x)− ϕ(x)‖
= Df(ϕ(x)).
On the other hand,
L−1 ≤
∥∥∥∥ϕ(x+∆x)− ϕ(x)∆x
∥∥∥∥ ≤ L.
Therefore,
L−1‖Df(ϕ(x))‖ ≤ ‖Dg(x)‖ ≤ L‖Df(ϕ(x))‖.

Lemma 4.6. Σf and Σg are bi-Lipschitz equivalent.
Proof. By Lemma 4.5, we have
‖Df(ϕ(x))‖ ∼ ‖Dg(x)‖ and ‖Df(x)‖ ∼ ‖Dg(ϕ−1(x))‖.
This shows that ϕ maps Σg onto the Σf . 
Theorem 4.7. The corank of f is equal to the corank of g at 0.
Proof. If the corank of f is n, then mf ≥ 3. We know from Lemma 4.2 that
the multiplicity is a bi-Lipschitz invariant, so mg ≥ 3. This implies that the
corank of g is n.
Now we assume that the corank of f is r and that of g is k with (0 ≤
r < k < n). By the Splitting lemma, f ∼R Rf (x1, . . . , xr) + Qf and
g ∼R Rg(x1, . . . , xk) +Qg where Qf and Qg are quadratic forms in further
variables.
By Lemma 4.3, Qf and Qg are bi-Lipschitz equivalent. Then, their sin-
gular sets ΣQf and ΣQg are bi-Lipschitz equivalent (see Lemma 4.6). Notice
that ΣQf = K
r × {0} and ΣQg = K
l × {0}. It is known that the dimension
of a semialgebraic set is a bi-Lipschitz invariant, therefore r must be equal
to k. This completes the proof. 
5. Bi-Lipschitz type of the non-quadratic parts
Given a finitely determined germ F : (Kn × Kp, 0) → (K, 0) of corank n,
we know by the splitting lemma that F (x, y) ∼R f(x)+Qf (y) where Q is a
quadratic form in p variables. Moreover, this splitting of F is unique in the
sense that if F ∼R g +Qg then f ∼R g. In this section we prove a weaker
version of this result for bi-Lipschitz equivalence.
Consider two smooth germs F,G : (Kn ×Kp, 0)→ (K, 0) of the following
forms: F (x, y) = f(x) + Qf (y) and G(x, y) = g(x) + Qg(y) where f, g :
(Kn, 0) → (K, 0) are smooth germs of multiplicities ≥ 3 and Qf , Qg are of
the form ±y21 ± . . .± y
2
p. We prove the following result.
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Theorem 5.1. If F and G are bi-Lipschitz equivalent, then
(i) mf = mg;
(ii) ΣHf and ΣHg are bi-Lipschitz equivalent.
Proof. Let ϕ = (ϕ1, ϕ2) : (K
n × Kp, 0) → (Kn × Kp, 0) be a germ of a bi-
Lipschitz homeomorphism such that F ◦ ϕ = G. Let ψ = (ψ1, ψ2) be the
inverse of ϕ. For m ∈ N, set
ϕm = (ϕ1,m, ϕ2,m) = mϕ
(
x
m
,
y
m
)
and
ψm = (ψ1,m, ϕ2,m) = mψ
(
x
m
,
y
m
)
.
We know that there exists a subsequence {mi} ⊂ N such that ϕmi and
ψmi uniformly converge to bi-Lipschitz homeomorphisms which we denote
by dϕ and dψ respectively. Moreover, dψ is the inverse of dϕ. In fact,
dϕ = (dϕ1, dϕ2) and dψ = (dψ1, dψ2) where dϕ1 (reps. dϕ2, dψ1, dψ2) is the
limit of the sequence {ϕ1,mi} (resp. {ϕ2,mi}, {ψ1,mi}, {ψ2,mi}).
By Lemma 4.3 and Lemma 4.6, we have dϕ(ΣQg ) = ΣQf . Since ΣQg =
ΣQf = K
n × {0},
dϕ(x, 0) = (dϕ1(x, 0), 0).
The map dϕ is a bi-Lipschitz homeomorphism, so is the map dϕ1(., 0) :
Kn, 0 → Kn, 0. It is easy to check that the inverse of dϕ1(., 0) is the map
dψ1(., 0).
By Lemma 4.5, for all (x, y) ∈ Kn ×Kp near 0 we have
‖DF (ϕ(x, y))‖ . ‖DG(x, y)‖
and
‖DG(ψ(x, y))‖ . ‖DF (x, y)‖.
This yields that
‖DF (ϕ(x, 0))‖ . ‖DG(x, 0)‖, (3)
and
‖DG(ψ(x, 0))‖ . ‖DF (x, 0)‖. (4)
Notice that DF (ϕ(x, 0) = (Df(ϕ1(x, 0)), 2ϕ2(x, 0)) and DG(x, 0) = Dg(x).
The inequality (3) implies
‖Df(ϕ1(x, 0))‖ . ‖Dg(x)‖. (5)
Similarly, (4) implies
‖Dg(ψ1(x, 0))‖ . ‖Df(x)‖. (6)
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We now prove (i). First we prove that mg ≤ mf . Let us consider the
subsequence {mi} mentioned at the beginning of the proof. It follows from
(5) that
‖m
mg−1
i Df(ϕ1(
x
mi
, 0))‖ . ‖m
mg−1
i Dg(
x
mi
)‖. (7)
The right-hand side of (7) tends to DHg(x) as mi → ∞ (see Remark 4.4,
(i)), therefore, it is bounded when x is bounded. Recall that Hg is the lowest
degree homogeneous polynomial of g. Let x∗ be a point near 0 such that
DHf(dϕ1(x
∗, 0)) 6= 0. If mg > mf , then ‖m
mg−1
i Df(ϕ1(
x∗
mi
, 0))‖ tends to
infinity as mi → ∞, which violates (5). Thus, mg ≤ mf . By the same
arguments applied to (6), we get mg ≥ mf .
To prove (ii), it is enough to show that dϕ1(., 0)(ΣHf ) = Hg, or equiva-
lently,
dϕ1(., 0)(ΣHg ) ⊂ ΣHf , and dψ1(., 0)(ΣHf ) ⊂ ΣHg .
Since mf = mg, the left-hand side of (7) tends to ‖DHf (dϕ1(x, 0))‖ as
mi →∞. Thus,
‖DHf (dϕ1(x, 0))‖ . ‖DHg(x)‖.
This shows that dϕ1(., 0) maps ΣHg into ΣHf . Analogously, dψ1(., 0) maps
ΣHf into ΣHg . Therefore, ΣHf and ΣHg are bi-Lipschitz equivalent. 
Example 5.2. Consider the families J10 and T2,4,5 as in Arnold’s list (see
Section 3). Recall that germs in J10 have the form x
3 + txy4 + y6 +Q and
germs in T2,4,5 have the form x
4+y5+tx2y2+Q where Q is a quadratic form
in further variables. Put f(x, y) = x3+txy4+y6 and g(x, y) = x4+y5+tx2y2.
It is obvious that mf 6= mg. By Theorem 5.1, germs in J10 and germs in
T2,4,5 have different bi-Lipschitz types.
6. Lipschitz modality of J10
Henry and Parusin´ski [12] proved the the non-quadratic part of J10 which
is x3+ txy4+y6 is Lipschitz modal. However, this does not imply that J10 is
Lipschitz modal. Following the idea of Henry–Parusin´ski [12], [13] we prove
in this section that J10 is also Lipschitz modal.
We fix K = C or R and consider two bi-Lipschitz equivalent smooth
function germs f, g : Kn, 0 → K, 0. Assume that ϕ : Kn, 0 → Kn, 0 is a
germ of a bi-Lipschitz homeomorphism such that f ◦ ϕ = g. Let L be the
bi-Lipschitz constant of h. It is shown in Lemma 4.5 that
L−1‖Df(ϕ(x))‖ ≤ ‖Dg(x))‖ ≤ L‖Df(ϕ(x))‖. (8)
Given δ > 1, we define
V δ(f) = {x : f(x) 6= 0, δ−1‖x‖‖Df(x)‖ ≤ ‖f(x)‖ ≤ δ‖x‖‖Df(x)‖}.
It follows from (8) that
V L
−2δ(f) ⊂ ϕ(V δ(g)) ⊂ V L
2δ(f). (9)
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Given σ > 0, d > 0, we define
W σ(f, d) = {x ∈ Kn : |f(x)| ≤ σ‖x‖d}.
It is obvious that
W σL
−d
(f, d) ⊂ ϕ(W σ(g, d)) ⊂W σL
d
(f, d). (10)
Denote by Ωδσ,d(f) = V
δ(f) ∩W σ(f, d). It follows from (9) and (10) that
ΩδL
−2
σL−d,d
(f) ⊂ ϕ(Ωδσ,d(g)) ⊂ Ω
δL2
σLd,d
(f). (11)
Now we consider J10 that consists of germs of the following form
fλ(u, v, w) = u
3 − 3λ2uv4 + v6 + w2
where (u, v, w) ∈ K2 ×Kp, w = (w1, . . . , wp) and w
2 := w21 + . . .+ w
2
p.
Fix ξ = fλ with 1 ± 2λ
3 6= 0. Given δ, σ > 0. Notice that Ωδσ,6(ξ) is a
semialgebraic set. Suppose that the germ at 0 of Ωδσ,6(ξ) has dimension ≥ 1.
Then, we have the following results.
Lemma 6.1. The tangent cone at 0 of Ωδσ,6(ξ) is contained in the v-axis.
Proof. Let µ = (a, b, c) ∈ K2+p be a unit vector of the tangent cone of
Ωδσ,6(ξ) at 0. There exists a real analytic curve γ : [0, ε) → Ω
δ
σ,6(ξ) such
that γ(0) = 0 and µ = limt→0
γ(t)
‖γ(t)‖ . Write γ(t) = (γu(t), γv(t), γw(t)).
Reparametrizing γ if necessary, we may assume that ‖γ(t)‖ ∼ |t|. It suffices
to show that a = c = 0.
Indeed, if c 6= 0, we have |γu(t)| ∼ |t|
α, |γv(t)| ∼ |t|
β and |γw(t)| ∼ |t|
where α, β ≥ 1 (put |t|∞ = 0 as a convention). This implies |ξ(γ(t))| ∼ |t|2.
Hence γ(t) 6⊂W σ(ξ, 6).
If c = 0, a 6= 0, we have |γu(t)| ∼ |t|, |γv(t)| ∼ |t|
α and |γw(t)| ∼ |t|
β
where α ≥ 1 and β > 1. Recall that Dξ(u, v, w) = (3u2−3λ2v4,−12λ2uv3+
6v5, 2w). There are two possibilities
• if 2β ≤ 3 then g(γ(t)) . |t|2β and |Dξ(γ(t))| ∼ |t|β. Thus,
‖γ(t)‖‖Dξ(γ(t))‖ ∼ |t|β+1 ≫ |t|2β ∼ |ξ(γ(t))|
(since β > 1). This implies γ 6⊂ V δ(ξ).
• if 2β > 3 then |ξ(γ(t))| ∼ |t|3. Hence, γ(t) 6⊂W σ(ξ, 6).
All the cases above give contradiction, therefore a and c must be equal to
0. 
Lemma 6.2. On the set Ωδσ,6(ξ), we have
(1) u = ±v2 +O(v3),
(2) g(u, v, w) = (1∓ 2λ3)v6 +O(v7).
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Proof. We have ∂ξ/∂u = 3(u2−λ2v4), ∂ξ/∂v = 6v3(v2−2λ2u), ∂ξ/∂w = 2w.
Let x = (u, v, w) ∈ Ωδσ,6(ξ), then ‖Dξ(x)‖‖x‖ ∼ |ξ(x)| and |ξ(x)| . ‖x‖
6.
By Lemma 6.1, we have ‖x‖ ∼ |v|. This implies that ‖Dξ(x)‖ . ‖x‖5 ∼ |v|5.
Therefore, 

|3(u2 − λ2v4)| . |v|5,
|6v3(v2 − 2λ2u)| . |v|5
2|w| . |v|5
This implies that u = ±λv2+O(v3), w = O(v5), and hence we have formula
(1). The second formula then follows directly from (1). 
Lemma 6.3. Let {ak}, {bk} be two sequences of points in Ω
δ
σ,6(ξ) converging
to 0 such that ‖ak − bk‖ . ‖ak‖
1+ε for some ε > 0. Then,
lim
k→∞
ξ(ak)
ξ(bk)
= c,
where c is one of the following values {1, 1+2λ
3
1−2λ3
, 1−2λ
3
1+2λ3
}.
Proof. Let ak = (uk, vk, wk) and b = (u
′
k, v
′
k, w
′
k). By Lemma 6.2,
g(ak) = (1∓ 2λ
3)v6k +O(v
7
k)
and
g(bk) = (1∓ 2λ
3)v′k
6
+O(v′k
7
).
Since ak ∈ Ω
δ
σ,6(ξ), by Lemma 6.1, |ak| ∼ |vk|. Moreover,
|vk − v
′
k| ≤ |ak − bk| . |ak|
1+ε ∼ |vk|
1+ε.
The result then follows. 
We now prove the main result of the section.
Theorem 6.4. Assume that 1 ± 2λ3 6= 0 and 1 ± 2λ′3 6= 0. If fλ and fλ′
are bi-Lipschitz equivalent then λ3 = ±λ′3.
Proof. For 1± 2λ3 6= 0, we consider the polar curve of fλ
Γλ = {fλ/∂u = ∂fλ/∂w = 0} = {u = ±λv
2, w = 0}.
The restrictions of fλ and Dfλ to Γλ are
fλ|Γλ = (1± 2λ
3)v6
and
Dfλ|Γλ = (0,∓12λ
3v5 + 6v5, 0).
We observe that they satisfy the following conditions: (i) |fλ(x)| . ‖x‖
6; (ii)
‖x‖‖Df(x)‖ ∼ |fλ(x)|. Therefore, for a given L ≥ 1 we can choose δ, σ > 0
big enough such that the set
ΩδL
−2
σL−d,6(fλ) = V
δL−2(fλ) ∩W
σL−6(fλ, 6)
contains the polar curve Γλ.
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Now, since fλ and fλ′ are bi-Lipschitz equivalent, there is a germ of a bi-
Lipschitz homeomorphism h : (K2+p, 0) → (K2+p, 0) such that fλ ◦ h = fλ′ .
We assume that L ≥ 1 is the bi-Lipschitz constant of h.
Take d = 6. By (11), we have
ΩδL
−2
σL−6,6(fλ) ⊂ h(Ω
δ
σ,6(fλ′)) ⊂ Ω
δL2
σL6,6(fλ). (12)
Choose δ, σ > 0 large enough such that ΩδL
−2
σL−6,6(fλ) contains the polar curve
Γλ and Ω
δL−2
σL−6,6(fλ′) contains the polar curve Γλ′ .
The polar curve Γλ ⊂ Ω
δL−2
σL−6,6(fλ) has two branches γ1(v) = (λv
2, v, 0)
and γ2(v) = (−λv
2, v, 0). The restriction of fλ to these branches are fλ(γ1(v)) =
(1− 2λ3)v6 and fλ(γ2(v)) = (1 + 2λ
3)v6. Thus,
lim
v→0
fλ(γ1(v))
fλ(γ2(v))
=
1− 2λ3
1 + 2λ3
.
Take xk = (λv
2
k, vk, 0) ∈ γ1 and x
′
k = (−λv
2
k, vk, 0) ∈ γ2 where limk→∞ vk =
0. Obviously,
lim
k→∞
fλ(xk)
fλ(x
′
k)
=
1− 2λ3
1 + 2λ3
.
Put x˜k = h
−1(xk) and x˜
′
k = h
−1(x′k). By (12), x˜k and x˜
′
k belong to Ω
δ
σ,6(fλ′).
Since |xk − x
′
k| . |xk|
2 and h−1 is bi-Lipschitz, |x˜k − x˜
′
k| . |x˜k|
2. Taking
a subsequence if necessary we may assume limk→∞
fλ′(x˜k)
fλ′(x˜
′
k
) exists, and hence
the limit is one of the following values {1, 1−2λ
′3
1+2λ′3
, 1+2λ
′3
1−2λ′3
} (see Lemma 6.3).
On the other hand,
lim
k→∞
fλ′(x˜k)
fλ′(x˜
′
k)
= lim
k→∞
fλ(xk)
fλ(x
′
k)
=
1− 2λ3
1 + 2λ3
.
This implies 1−2λ
3
1+2λ3
∈ {1, 1−2λ
′3
1+2λ′3
, 1+2λ
′3
1−2λ′3
}. The same arguments applied to Γλ′
we have 1−2λ
′3
1+2λ′3
∈ {1, 1−2λ
3
1+2λ3
, 1+2λ
3
1−2λ3
}. Therefore, λ3 = ±λ′3. 
7. Bi-Lipschitz determinacy of smooth function germs
This section is devoted to proving that all families of singularities in The-
orem 3.2 which are not enclosed in brackets are bi-Lipschitz trivial. Our
idea is to prove the existence of vector fields that satisfy the Thom–Levine
criterion (see Theorem 7.2).
7.1. A criterion for Lipschitz functions. We recall a classical criterion
to verify if a given function is Lipschitz.
Lemma 7.1. Let U be a convex open subset of Rn and f : U → R be a
continuous semialgebraic function. If Df(x) exists and ‖Df(x)‖ ≤M except
finitely many points in U , then f is Lipschitz with the Lipschitz constant also
bounded by M .
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Proof. We first prove the statement for n = 1. Without loss of generality
we can assume that U = (a, b) is an open interval. Then, Df(x) is C1
everywhere except finitely many points a1 < . . . < ak.
Let x1, x2 ∈ (a, b). Assume that x1 ≤ ai < ai+1 < . . . < al ≤ x2. We have
|f(x1)− f(x2)| ≤ |
∫ ai
x1
Df(x)dx+
∫ ai+2
ai+1
Df(x) + . . .
∫ x2
al
Df(x)dx|
≤M |
∫ x2
x1
dx| ≤M |x1 − x2|.
This implies that f is Lipschitz.
For n > 1 fix x, y ∈ U . Set v = y−x‖x−y‖ . Define g : U ⊃ [0, ‖x− y‖]→ R by
g(t) = f (x+ tv) .
Notice that g is a semialgebraic function and |Dg(t)| = |Dvf(x+ tv)| when-
ever Dv(f, x+ tv exists, where Dvf is the directional derivative of f in the
direction v. Since ‖v‖ = 1, |Dvf(.)| ≤ ‖Df(.)‖. From the hypothesis that
‖Df(.)‖ ≤ M is bounded except finitely many points, so is |Dg(t)|. Then
by the arguments as in the case n = 1, g is a Lipschitz function with the
Lipschitz constant bounded by M . Therefore,
|g(0) − g(‖x − y‖)| ≤M‖x− y‖
|f(x)− f(y)| ≤M‖x− y‖.
This implies that f is Lipschitz. 
The Thom–Levine criterion for bi-Lipschitz triviality is as follows:
Theorem 7.2. Let K = C or R and F : (Kn × K, 0) → (K, 0) be a one-
parameter deformation of a germ f : (Kn, 0)→ (K, 0). If there exists a germ
of a continuous vector field of the form
X(x, t) =
∂
∂t
+
n∑
i=1
Xi(x, t)
∂
∂xi
Lipschitz in x, (i.e. there exists a number C > 0 with
‖X(x1, t)−X(x2, t)‖ ≤ C‖x1 − x2||
for all t), such that X.F = 0, then F is a bi-Lipschitz trivial deformation of
f .
Proof. The existence of the flow of the vector field X(x, t), denoted Φ(x, t),
follows from the classical Picard–Lindelof theorem. Applying the Gronwall
lemma, we can show that Φt : K
n, 0 → Kn, 0 is a bi-Lipschitz homeomor-
phism. Therefore, this flow induces the bi-Lipschitz triviality of F . 
It seems to be unknown whether the converse of the above statement
holds. For this reason we call the deformation F in Theorem 7.2 strongly
bi-Lipschitz trivial. Fernandes and Ruas [8] gave sufficient conditions for
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a deformation of a quasihomogeneous polynomial (in the real case) to be
strongly bi-Lipschitz trivial. In this section we first establish a similar result
for the complex case.
From now on we always work with complex function germs.
7.2. Bi-Lipschitz determinacy. Let A ⊂ Qn≥0 be a finite set of points.
For r ∈ Q+, denote by rA = {rα : α ∈ A}. The Newton polyhedron Γ+(A)
of A is defined as the convex hull of the set
⋃
α∈A(α + R
n
≥0). The union
of compact faces of Γ+(A), denoted Γ(A), is called the Newton diagram of
A. We say that A is a Newton set if the intersection of Γ+(A) with each
coordinate axis is non-empty and A coincides with the set of vertices of
Γ+(A).
Given a Newton set A, the control function associated with A is defined
as follows
ρA(x) =
∑
α=(α1,...,αn)∈A
|x1|
α1 . . . |xn|
αn .
We denote by x¯ = (x¯1, . . . , x¯n) the complex conjugate of x. Consider a
polynomial f in the variables (x, x¯) given by
f(x, x¯) =
∑
ν,µ
cν,µx
ν x¯µ
where xν = xν11 . . . x
νn
n for ν = (ν1, . . . , νn) ∈ N
n and x¯µ = x¯µ11 . . . x¯
µn
n for
µ = (µ1, . . . , µn) ∈ N
n. Such a polynomial is called a mixed polynomial of x
(see also [19]). The support of f is supp(f) = {(ν1+µ1, . . . , νn+µn) : cν,µ 6=
0}. The Newton polyhedron and the Newton diagram of supp(f), denoted
Γ(f) and Γ+(f) respectively, are called the Newton polyhedron and Newton
diagram of f .
For w = (w1, . . . , wn) ∈ Q
n
+, the filtration (with respect to w) of a mixed
monomial M = xν x¯µ is defined by
filw(M) =
n∑
j=1
wj(νj + µj).
The filtration of a mixed polynomial f , denoted filw(f) (or fil(f) if w
is clear from the context), is the minimum of the filtrations of the mixed
monomials appearing in f .
Let w = (w1, . . . , wn) ∈ Q
n
+ and d ∈ Q+. A polynomial h(z) is called
quasihomogeneous of the type (w1, . . . , wn; d) if
h(λw1x1, . . . , λ
wnxn) = λ
dh(x),∀λ ∈ C∗.
A polynomial g =
∑
α aαx
α can always be written as
g = gd + gd+1 + . . .
where gj =
∑
filw(xα)=j
aαx
α. We call gd the initial part (w.r.t. the weight
w) of g.
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Amixed polynomial f is called quasihomogeneous of the type (w1, . . . , wn; d)
if
f(λw1x1, . . . , λ
wnxn, λ¯
w1 x¯1, . . . , λ¯
wn x¯n) = λ
df(x, x¯),∀λ ∈ C∗.
Suppose that f(x, x¯) =
∑
ν,µ cν,µx
ν x¯µ and supp(f) ⊂ Γ+(A) for some
Newton set A. We say that 0 is a Γ+(A)-isolated point of f if for all compact
faces σ of Γ+(A), f(x)|σ = 0 has no solution in (C
∗)n where f(x)|σ =∑
ν+µ∈σ cν,µx
ν x¯µ is the restriction of f to the compact face σ.
From now on we assume that A is a Newton set.
Lemma 7.3. Let f be a mixed polynomial with supp(f) ⊂ Γ+(A). Then,
there exists a constant C > 0 such that in a neighbourhood of the origin
ρA(x) ≥ C|f(x)|.
In particular, if supp(f) lies entirely in the interior of Γ+(A) then
lim
x→0
|f(x)|
ρA(x)
= 0.
Proof. For simplicity we may assume f is a mixed monomial xν x¯µ. Put
u = ν + µ. We have u ∈ Γ+(A) and |x
ν x¯µ| = |xu| = |x1|
u1 . . . |xn|
un .
Now assume on the contrary that the germ at (0, 0) of the set
X = {(x, c) ∈ Cn × R+ : ρ(x) < c|x
u|}
is non-empty. Notice that X is a semialgebraic germ of dimension ≥ 1. Since
(0, 0) ∈ X, there exists a real analytic curve γ(t) = (γ1(t), . . . , γn(t), γn+1(t)) :
[0, ε)→ X, with γ(0) = 0, |γ1(t)| ∼ t
a1 , . . . , |γn(t)| ∼ t
an , |γn+1(t)| ∼ t
b and
|ρA(γ˜(t))| . t
b|γ˜(t)u|,
where γ˜(t) := (γ1(t), . . . , γn(t)). This implies that∑
α∈A
ta1α1 . . . tαnαn . tbta1u1 . . . tanun .
For t small enough, we have ∑
α∈A
t〈a,α〉 < t〈a,u〉.
Hence, 〈a, u〉 < infα∈A〈a, α〉. Since 〈a, u〉 is a linear function on Γ+(A), it
attains a minimum at one of the vertices of Γ+(A). So 〈a, u〉 = infα∈A〈a, α〉.
This gives a contradiction.
If u lies in the interior of Γ+(A), then there is a δ = (δ1, . . . , δn) ∈ Q
n
+
such that u− δ still lies in Γ+(A). This implies,
|xu|
ρA(x)
=
|xu−δ||xδ|
ρA(x)
≤ C|xδ|
which tends to 0 when x tends to 0. 
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Lemma 7.4. Let f be a mixed polynomial such that 0 is a Γ+(A)-isolated
point of f . Then, there is a C > 0 such that in a neighbourhood of the origin
|f(x)| ≥ CρA(x).
Proof. Suppose that f(x) =
∑
ν,µ cν,µx
ν x¯µ. Assume on the contrary that
there exists a real analytic curve γ : [0, ε) → Cn, γ(0) = 0 such that
limt→0
|f(γ(t))|
ρA(γ(t))
= 0. Write γ = (γ1, . . . , γn) where γj(t) = (bjt
βj+o(tβj))eiθj (t),
j = 1, . . . , n. Set b = (b1, . . . , bn), β = (β1, . . . , βn) and θ = (θ1, . . . , θn).
Consider the linear function h(α) = 〈α, β〉 defined on Γ+(A). Then, h(α)
attains its minimum value m at a compact face, say σ, of Γ+(A). We can
write
ρA(γ(t)) =
∑
α∈σ
t〈α,β〉 + o(tm),
and
f(γ(t)) =
∑
ν+µ∈supp(f)∩σ
cν,µb
ν+µt〈α,β〉ei〈θ,ν−µ〉) + o(tm).
Since limt→0
|f(γ(t))|
ρA(t)
= 0,
∑
ν+µ∈supp(f)∩σ cν,µb
ν+µt〈α,β〉ei〈θ,ν−µ〉) = 0. This
implies that γ∗(t) := (b1t
β1eiθ1 , . . . , bnt
βneiθn) is a solution of f |σ(x). Since
bj > 0 for all j = 1, . . . , n, γ
∗(t) is contained in (C∗)n. This contradicts the
hypothesis that 0 is a Γ+(A)-isolated point of f . 
Denote by KA the set of (n−1)-dimensional compact faces of Γ+(A). Let
σ ∈ KA. Then, there is d ∈ Q+ such that σ belongs to some plane ∆σ given
by wσ,1x1+. . .+wσ,nxn = d, where wσ,i ∈ Q≥0. We call wσ = (wσ,1, . . . , wσ,n)
the weight corresponding to σ with total weight d. Notice that wσ,i and d
can be chosen to be integers. The following result is a consequence of Lemma
7.3.
Lemma 7.5. Let B = rA, where r ∈ Q+. If minσ∈KA{filwσ(f)} ≥ rd then
|f(x)| . ρB(x).
In particular, if minσ∈KA{filwσ} > rd then
lim
x→0
|f(x)|
ρB(x)
= 0.
Let (w1, . . . , wn; 2k) be integers. We call
ρk(x) = |x1|
2α1 + . . .+ |xn|
2αn
where αi = k/wi the standard control function of type (w1, . . . , wn; 2k).
Lemma 7.6. Let f be a mixed polynomial and {ft}t∈U be a smooth defor-
mation of f . Suppose that ft is a quasihomogenous mixed polynomial of type
(w1, . . . , wn; 2k) for every t ∈ U and f
−1
t (0) = {0}. If U is compact then
there are 0 < C1 < C2 independent of t such that
C1ρk(x) ≤ |ft(x)| ≤ C2ρk(x).
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Proof. Let A be the set of vertices of Γ+(ρk). It is obvious that Γ+(A) =
Γ+(ρk) and ρk(x) = ρA(x). Since supp(f) ⊂ Γ+(A), there is C2(t) > 0
such that |ft| ≤ C2(t)ρA (see Lemma 7.3). Since f
−1
t (0) = 0, 0 is a Γ+(A)-
isolated point of ft. Thus, there is exists C1(t) > 0 such that |ft| ≥ C1(t)ρA
(see Lemma 7.4). By the continuity in t of ft, C1(t) and C2(t) can be chosen
to be continuous in t. Then, C1 = mint∈U C1(t) and C2 = maxt∈U C2(t) the
desired inequality. 
Lemma 7.7. Let ρk be the standard control function of the type (w1, . . . , wn; 2k)
with w1 ≤ . . . ≤ wn. Let U ⊂ C be a compact set, and {ft}t∈U be a contin-
uous family of mixed polynomials. If
fil(ft) ≥ 2k + wn
for every t ∈ U , then ft
ρk
is a germ of a Lipschitz function at 0 with the
Lipschitz constant independent of t.
Proof. Set gt(x) =
ft
ρk
,∀x 6= 0 and gt(0) = 0. Note that g is a mixed rational
function. By Lemma 7.1, it suffices to show that gt is continuous and has
the partial derivatives bounded everywhere except 0. Here, by the partial
derivatives we mean the derivatives in variables xi and x¯i.
Let A be the set of vertices of Γ+(ρk). Then, ρk = ρA and ρ
2
k ∼ ρ2A (see
Lemma 7.5). Since ρk is quasihomogeneous of the type (w1, . . . , wn; 2k),
Γ+(A) has only one (n− 1)-dimensional compact face. The weight this face
is w = (w1, . . . , wn) and the total weight is d = 2k.
Since fil(ft) > 2k, limx→0
ft
ρk
= 0 (see Lemma 7.3), gt is a continuous
function.
And,
∂gt
∂xi
=
1
ρ2k
(ρk
∂ft
∂xi
− ft
∂ρk
∂xi
) ∼
1
ρ2A
(ρk
∂ft
∂xi
− ft
∂ρk
∂xi
).
It is clear that
fil(ρk
∂ft
∂xi
− ft
∂ρk
∂xi
) ≥ fil(ρk) + fil(ft)− wn ≥ 4k.
By Lemma 7.5, ∂gt
∂xi
is bounded near the origin By the continuity of ∂gt
∂xi
on
the compact set U , the bound can be chosen such that it does not depend
on t.
The boundedness of ∂g
∂x¯i
is proved in the same way. This completes the
proof. 
Theorem 7.8. Let f : Cn, 0 → C, 0 be a germ of a quasihomogeneous
polynomial of the type (w1, . . . , wn; d) with isolated singularity at 0. Let
ft(x) = f(x) + tθ(x, t) be a smooth deformation of f such that the initial
part of ft w.r.t (w1, . . . , wn) has an isolated singularity at 0 for every t. If
fil(θ) ≥ d+maxi,j{wi −wj} then ft is strongly bi-Lipschitz trivial over U .
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Proof. Notice that ∂f
∂xi
is quasihomogeneous of type (w1, . . . , wn : si) where
si = d− wi. Set
N∗f =
∑
i
∣∣∣∣ ∂f∂xi
∣∣∣∣
2αi
=
∑
i
(
∂f
∂xi
∂f
∂xi
)αi
where αi =
k
si
, k = lcm(si).
Let us denote by f intt the initial part of ft w.r.t the weight w = (w1, . . . , wn).
It is obvious that N∗f intt is a quasihomogeneous mixed polynomial of the
type (w1, . . . , wn; 2k). Since f
int
t has isolated singularity at 0, by Lemma 7.6,
N∗f intt ∼ ρk. We have N
∗ft = N
∗f intt + tR(x, t) where fil(R(x, t)) > 2k.
It follows from Lemma 7.5 that R(x, t)/ρk(x) → 0 when x → 0. Thus,
N∗ft ∼ ρk.
Now, consider the vector field W =
∑
Wi
∂
∂xi
where
Wi :=
∂ft
∂t
(
∂ft
∂xi
)αi(∂ft
∂xi
)αi−1
.
We have
∂ft
∂t
N∗ft = Dft(W ).
Without loss of generality, we may assume that w1 ≤ . . . ≤ wn. We have
fil(∂ft
∂t
) ≥ d+ wn −w1 and
fil
((
∂ft
∂xi
)αi(∂ft
∂xi
)αi−1)
= αifil
((
∂ft
∂xi
))
+ (αi − 1)fil
((
∂ft
∂xi
))
= (2αi − 1)fil
((
∂ft
∂xi
))
= (2αi − 1)(d − wi)
= 2k − d+ wi ≥ 2k − d+ w1.
Thus, fil(Wi) ≥ (d+ wn −w1) + (2k − d+ w1) = 2k +wn. By Lemma 7.7,
Wt
ρk(x)
is Lipschitz. Since ρk ∼ N
∗ft, vt :=
Wt
N∗ft
is also a Lipschitz vector
field. The flow generated by v gives the required bi-Lipschitz triviality (see
Theorem 7.2). 
Remark 7.9. (1) Notice that Theorem 3.3 in [8] has a gap when applied to
homogeneous germs. The statement of the theorem only holds for sufficiently
small t. Consider for example ft(x, y) = x
2 + y2 + t(xy + y3). This family
satisfies the hypothesis of the theorem but it is not bi-Lipschitz trivial. It is
easy to see that f2(x, y) = (x+ y)
2 + 2y3 cannot be bi-Lipschitz equivalent
to ft (t 6= 2), for their tangent cones are different. It seems the mistake first
occurs in Lemma 3 in [22] which is used to prove the theorem.
(2) Theorem 7.8 also holds in the real case.
An application of Theorem 7.8 is that
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Corollary 7.10. The singularities X9, Z11, W12, P8, S11, S12, U12 in
Arnold’s list are bi-Lipschitz trivial.
In the following, we show that certain families are bi-Lipschitz trivial.
Theorem 7.8 does not apply to these families.
Lemma 7.11. T2,4,5 : ft(x, y) = x
4 + y5 + tx2y2(t 6= 0) is strongly bi-
Lipschitz trivial.
Proof. It suffices to prove that for t0 6= 0 there is a neighbourhood U of
t0 such that ft is bi-Lipschitz trivial along U . We will show that there is
continuous vector field X(x, y, t) = − ∂
∂t
+X1(x, y, t)
∂
∂x
+X2(x, y, t)
∂
∂y
which
is Lipschitz in (x, y) such that X.ft = 0. The conclusion will then follow
from the Thom-Levine criterion.
We have
∂ft
∂x
= 4x3 + 2txy2,
∂ft
∂y
= 5y4 + 2tx2y2,
∂ft
∂t
= x2y2.
Put ρ =
∣∣∣∂ft∂x ∣∣∣2+∣∣∣∂ft∂y ∣∣∣2 = |4x3+2txy2|2+|5y4+2tx2y|2. It is a mixed polyno-
mial. Denote by A the set of vertices of Γ+(ρ), i.e. A = {(6, 0), (2, 4), (0, 8)}.
y
x
σ1
σ2
Figure 1. Newton diagram of Γ+ρ
The control function associated with A is ρA = |x|
6+ |x|2|y|4+ |y|8. Since
supp(A) ⊂ Γ+A, ρ . ρA. It is easy to check that 0 is a Γ+(A)-isolated point
of ρ, hence by Lemma 7.4, ρA . ρ. Thus, ρ ∼ ρA.
Notice that
ρ.
∂ft
∂t
=
(
∂ft
∂t
∂ft
∂x
)
∂ft
∂x
+
(
∂ft
∂t
∂ft
∂y
)
∂ft
∂y
. (13)
This implies,
∂ft
∂t
=
(
∂ft
∂t
∂ft
∂x
)
ρ
∂ft
∂x
+
(
∂ft
∂t
∂ft
∂y
)
ρ
∂ft
∂y
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Put a = ∂ft
∂t
∂ft
∂x
and b = ∂ft
∂t
∂ft
∂y
. Then, set
a˜(x, y, t) =
{
a
ρ
, (x, y) 6= (0, 0)
0 (x, y) = (0, 0)
and
b˜(x, y, t) =
{
b
ρ
, (x, y) 6= (0, 0)
0 (x, y) = (0, 0)
.
By the equation (13), the vector field
X(x, y, t) = −1
∂
∂t
+ a˜
∂
∂x
+ b˜
∂
∂y
satisfies X.ft = 0. We will now show that X is continuous. The New-
ton diagram of A has two 1-dimensional compact faces, denoted σ1 and
σ2 (see the Figure 1). The weights corresponding to σ1 and σ2 are wσ1 =
(4, 4) and wσ2 = (6, 3) with the total weight d = 24. Computation gives
mini=1,2{filwσi (a)} = 28 > d and mini=1,2{filwσi (b)} = 30 > d. By Lemma
7.5, a
ρA
and b
ρa
tend to 0 when (x, y) tends to (0, 0). Since ρ ∼ ρA, a˜ and b˜
are continuous.
In order to prove that a˜ and b˜ are Lipschitz in (x, y), it suffices to show
that the derivatives with respect to x, x, y and y are bounded everywhere
except 0. We will show that ∂A
∂x
is bounded, the boundedness of the other
partial derivatives can be shown similarly.
For (x, y) 6= (0, 0),
∂a˜
∂x
=
1
ρ2
(ρ
∂a
∂x
− a
∂ρ
∂x
) ∼
1
ρ2A
(ρ
∂a
∂x
− a
∂ρ
∂x
)
Notice that fil(ρ∂a
∂x
−a ∂ρ
∂x
) ≥ fil(a)+fil(ρ)−wx. Restricting to the compact
faces σ1 and σ2, we get
filwσ1 ((ρ
∂a
∂x
− a
∂ρ
∂x
) ≥ filwσ1 (a) + filwσ1 (ρ)− w1,x = 28 + 24− 4 = 48,
f ilwσ2 ((ρ
∂a
∂x
− a
∂ρ
∂x
) ≥ filwσ2 (a) + filwσ2 (ρ)− w1,x = 30 + 24− 6 = 48.
Thus, mini=1,2 filwσi ((ρ
∂a
∂x
− a ∂ρ
∂x
)) = 48 ≥ 2d. By Lemma 7.5, ∂A
∂x
is
bounded. 
Remark 7.12. (i) Using the method of Lemma 7.11, one can easily prove
that the following families are strongly bi-Lipschitz trivial :
(1) T2,5,5, take ρ =
∣∣∣∂ft∂x ∣∣∣2 + ∣∣∣∂ft∂y ∣∣∣2,
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(2) Tp,q,r, 3 ≤ p, q, r ≤ 5, take
ρ =
∣∣∣∣∂ft∂x
∣∣∣∣
2
+
∣∣∣∣∂ft∂y
∣∣∣∣
2
+
∣∣∣∣∂ft∂z
∣∣∣∣
2
,
(3) Q10, take
ρ =
∣∣∣∣∂ft∂x
∣∣∣∣
4
+
∣∣∣∣∂ft∂y
∣∣∣∣
4
+ |y|2
∣∣∣∣∂ft∂z
∣∣∣∣
4
.
Notice that all the control functions we have used so far are of the form
ρ =
∑n
i=1 ai
∣∣∣ ∂ft∂xi
∣∣∣2. It is easy to see that ρ ∈ Jf since we can write
ρ =
n∑
i=1
ai
∂ft
∂xi
∂ft
∂xi
.
This implies that
∂ft
∂t
=
n∑
i=1
ai
∂ft
∂t
∂ft
∂xi
ρ
∂ft
∂xi
.
If the vector field W = (W1, . . . ,Wn) where Wi =
ai
∂ft
∂t
∂ft
∂xi
ρ
is Lipschitz then
it satisfies the Thom–Levine criterion. Checking the Lipschitzness of W
is quite easy because we know exactly what the Wi’s are. However, the
vector field W induced by the control function ρ of the form above is not
always Lipschitz. For example, in the case Q11, we could not find a control
function of the same type. For this reason, in the following we suggest
another control function for Q11 that belongs to Jf . This control function
does not give precisely what the vector field W is, but it enough for us to
prove the bi-Lipschitz triviality of Q11.
Lemma 7.13. f(x, y, z) = x3+y2z+xz3+tz5 is strongly bi-Lipschitz trivial.
Proof. The partial derivatives of f are ∂f
∂x
= 3x2 + z3, ∂f
∂y
= 2yz, ∂f
∂z
=
y2 + 3xz2 + 5tz4 and ∂f
∂t
= z5. Set ρ = |x|16 + |y|16 + |z|16. It is obvious
that ρ is a standard control function of type (1, 1, 1; 16). We will show that
there exist germs of mixed polynomials εi(x, y, z, t) (i = 1, 2, 3) satisfying
ρ = ε1
∂f
∂y
+ ε2
∂f
∂y
+ ε3
∂f
∂z
, (14)
such that εiz
5
ρ
is a Lipschitz function germ in the variables (x, y, z) for each
i = 1, 2, 3. Multiplying the equation (14) by ∂f
∂t
= z5 we get,
∂f
∂t
=
(
ε1z
5
ρ
)
∂f
∂x
+
(
ε2z
5
ρ
)
∂f
∂y
+
(
ε3z
5
ρ
)
∂f
∂z
. (15)
The lemma will then follow from the Thom-Levine criterion.
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Observe that, for εiz
5
ρ
to be a Lipschitz function germ, it is enough to show
that its partial derivatives in the variables x, x¯, y, y¯, z and z¯ are bounded.
Set ε′i = εz
5. We have
∂
∂u
(
εiz
5
ρ
)
=
∂ε′i
∂u
ρ− ε′i
∂ρ
∂u
ρ2
,
where u ∈ {x, x¯, y, y¯, z, z¯}.
Put N =
∂ε′i
∂u
ρ− ε′i
∂ρ
∂u
. Notice then that
fil(N) ≥ fil(ρ) + fil(ε′i)− wu,
where wu is the the weight of u. By Lemma 7.3, if
fil(ρ) + fil(ε′i)− wu ≥ fil(ρ
2) = 2fil(ρ), ∀u ∈ {x, x¯, y, y¯, z, z¯} (16)
then ∂
∂u
(
εiz
5
ρ
)
is bounded. Since the weights of x, x¯, y, y¯, z, z¯ are equal to
1, the inequality (16) is equivalent to fil(ε′i) ≥ 17, or fil(εi) ≥ 12.
Since ρ = x8x¯8 + y8y¯8 + z8z¯8, to prove (14) it suffices to prove that x8,
y8 and z8 belong to Jf and their coefficients have filtrations ≥ 4. Here,
by coefficients of a polynomial h = h1
∂f
∂x
+ h2
∂f
∂y
+ h3
∂f
∂z
∈ Jf we mean
(h1, h2, h3).
Observe that,
∂f
∂x
· x6 = 3x8 + x6z3
∂f
∂x
· x4z3 = 3x6z3 + x4z6
This gives (
3 1
0 3
)(
x8
x6z3
)
=
(
∂f
∂x
· x6
∂f
∂x
· x4z3 − x4z6
)
(17)
It is easy to check that z6 ∈ Jf (see the Gro¨ebner basis of Jf). Then,
x4z6 ∈ Jf and its coefficients have filtrations ≥ 4. Since the system (17)
has unique solution, x8 ∈ Jf . The filtrations of x6 and x4z3 are ≥ 4, this
implies that the coefficients of x8 have filtrations ≥ 4.
Similarly,
∂f
∂x
· z5 = z8 + 3x2z5
∂f
∂z
· xz3 = 3x2z5 + 5txz7 + xz3y2
∂f
∂z
· z5 = 3xz7 + 5tz9 + z5y2
This gives
 1 3 00 3 5t
0 0 3



 z
8
x2z5
xz7

 =


∂f
∂x
· z5
∂f
∂z
· xz3 − xz3y2
∂f
∂z
· z5 − 5tz9 − z5y2

 (18)
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Put g(x, z) = f(x, 0, z). We have ∂g
∂x
= ∂f
∂x
and ∂g
∂z
= ∂f
∂z
− y2. Checking the
Gro¨ebner basis of Jg, we have z5 ∈ Jg. Therefore, there exist polynomials
η1 and η2 such that
z5 = η1
∂g
∂x
+ η2
∂g
∂z
= η1
∂f
∂x
+ η2(
∂f
∂z
− y2)
Thus,
z9 = η1 · z
4.
∂f
∂x
+ η2 · z
4 ·
∂f
∂z
− η2 · z
4y2
= η1 · y
4.
∂f
∂x
+ η2 · y
4 ·
∂f
∂z
−
1
2
η2 · z
3y ·
∂f
∂y
.
This shows that z9 ∈ Jf and its coefficients have filtrations ≥ 4. Also,
xz3y2 = 12xz
2y · ∂f
∂y
, z5y2 = 12z
4y · ∂f
∂y
, therefore, they belong to Jf and the
filtrations of their coefficients ≥ 4. The system (18) has unique solution,
this implies that z8 ∈ Jf with coefficients of filtrations ≥ 4.
Finally y8 = y6 · ∂f
∂z
− 12(3xy
5z + 5ty5z3) · ∂f
∂x
, y8 ∈ Jf and its coefficients
have filtrations ≥ 6. 
8. Classification of Lipschitz simple germs
8.1. Adjacencies. Consider the list of adjacencies given in Theorem 3.2.
We know from a result of Brieskorn [4] that the singularities not appearing
in the brackets do not deform to J10. In this section we prove that the
singularities enclosed in the brackets deform to J10.
Let ft(x, y) = x
3 + txy4 + y6 ∈ m2. Give (x, y) the weight w = (2, 1).
Then, filw(ft) = 6. It follows from Arnold’s result [2] that
Lemma 8.1. (i) Any polynomial g(x, y) ∈ m2 with isolated singularity at 0
and filw(g) = 6 is smoothly equivalent to ft for some t;
(ii) If g(x, y) is a monomial such that filw(g) ≥ 7 then ft+ g is smoothly
equivalent to ft.
We prove further that,
Lemma 8.2. Let f ∈ m2n be a polynomial with isolated singularity at 0. Let
w1 = 2, w2 = 1, wj = 3,∀j ≥ 3, and let w = (w1, . . . , wn). If filw(f) ≥ 6,
then f deforms to J10.
Proof. First, we take the deformation as follows
F = f +
∑
j≥3
ajx
2
j .
By the Splitting lemma, we know that F is smooth equivalent to g(x1, x2)+∑
j≥3 a˜jx
2
j . Notice that filw(g) ≥ filw(f) (see Gibson [10], page 126, the
algorithm in the proof of the Splitting lemma). It suffices to prove that
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g(x1, x2) +
∑
j≥3 a˜jx
2
j deforms to J10. Indeed, consider the following defor-
mation:
G = g(x1, x2) +
∑
j≥3
a˜jx
2
j + b1x
3
1 + b2x
6
2 + b3x1x
4
2.
It follows from Lemma 8.1 that g(x1, x2)+ b1x
3
1+ b2x
6
2+ b3x1x
4
2 is smoothly
equivalent to ft(x1, x2) for some t. This implies that G is J10. 
Theorem 8.3. All germs belonging to the families enclosed in the brackets
in the diagram in Theorem 3.2 deform to J10.
Proof. (1) That Tp,q,6, p ≥ 2, q ≥ 3, Z12 and W13 deform to J10 is a direct
consequence of Lemma 8.2 by giving (x, y, z) the weight w = (2, 1, 3).
(2) Q12 → J10. We have
Q12 : x
3 + y5 + yz2 + axy4.
By the change of coordinates of type z 7→ z + iy2 and leaving other coordi-
nates fixed, we can eliminate y5. That is, Q12 is smooth equivalent to
g(x, y, z) = x3 + yz2 + 2iy3z + axy4.
Let w = (2, 1, 3) be the weight of (x, y, z). Then, filw(g) = 6. This implies
that g deforms to J10 (see Lemma 8.2).
(3) S1,0 → J10. Recall that S1,0 has the normal form x
2z + yz2 + y5 +
a1zy
3+a2zy
4. First, by the change of coordinate z 7→ z+Ay2, we have S1,0
is smooth equivalent to
g(x, y, z) = Ay2x2+zx2+ bAy6+(A2+Aa+1)y5+ bzy4+(2A+a)zy3+z2y
Choose A such that A2 + Aa + 1 = 0 to eliminate y5. Give (x, y, z) the
weight w = (2, 1, 3). Obviously, filw(g) = 6. By Lemma 8.2, g deforms to
J10.
(4) U12 → J10. Recall that U12 has the normal form x
3+ y3+ z4+axyz2.
Take the deformation as suggested in [4]:
x3 − y3 + z4 + axyz2 + t2(x+ y)2 + 2t(x+ y)z2.
By the change of coordinate x 7→ x− y, we have
x3 − 2y3 + 3xy2 + z4 + axyz2 − ay2z2 + axyz2 + 2txz2 + t2x2.
By changing x 7→ x− 1
2t2
(x2−3xy+3y2+2tz2), the term z4 will be eliminated,
and the polynomial obtained has filtration with respect to the weight w =
(3, 2, 1) is equal to 6, so it deforms to J10 (see Lemma 8.2).
(5) (O) → J10. Since every germ of corank ≥ 4 can deform to a germ of
corank 4, it suffices to prove that all corank 4 germs deform to J10.
Let g be a corank 4 germ. By the Splitting lemma, we may assume (up
to addition of a non-degenerate quadratic form of further variables) that
g ∈ m34. Consider a small deformation of g of the form hλ = g+ λ(x
3+ y3+
z3+w3). Notice that for λ 6= 0 near 0, hλ = λ1x
3+ λ2y
3 + λ3z
3 + λ4w
3 + p˜
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for some λi 6= 0, i = 1, . . . , 4 and p˜ is a polynomial of order greater than or
equal to 3 which does not contain the terms {x3, y3, z3, w3}. By a change
of coordinates we may assume λi = 1,∀i = 1, . . . , 4. Transversal unfolding
shows that j3(hλ) is smooth equivalent to fa,b,c,d(x, y, z, w) = x
3+ y3+ z3+
w3 + axyz + bxyw+ cxzw+ dyzw, for some a, b, c, d (see [10], Chapter III).
Since Jfm24 + m
5
4 + 〈xyzw〉 = m
4
4, by the complete transversal method
(see [5]), every germ whose 3-jet is equivalent to fa,b,c,d has 4-jet equivalent
to fa,b,c,d,e := fa,b,c,d + exyzw for some e. It is easy to check that hλ is
4-determined, thus it is equivalent to fa,b,c,d,e for some a, b, c, d, e.
It remains to show that fa,b,c,d,e deforms to J10. First, we take the change
of coordinate as follows: x 7→ x− z +mw + a3y, z 7→ x+ z, w 7→ w + lx for
m, l ∈ C. Then, deform the obtained germ with tx2+ tw2. Next, we use the
algorithm of the Splitting lemma to eliminate the terms of degree 3 contain-
ing either x or w or both. The resulting polynomial, let say ga,b,c,d,e, includes
monomials of filtration (with respect to the weight (3, 2, 1, 3)) greater than
or equal to 6 except z4 and zy3. Since the coefficients of z4 and zy3 de-
pend on two parameters m and l, there is a closed algebraic set S ⊂ C5 of
dimension less than 5 such that for all (a, b, c, d, e) ∈ C5 \ S we can choose
m, l such that the coefficients of z4 and zy3 equal to zero. By Lemma 8.2,
ga,b,c,d,e deforms to J10 for (a, b, c, d, e) ∈ C
5 \ S. Since dimS < 5, thus
ga,b,c,d,e deforms to J10 for all a, b, c, d, e. 
8.2. Classification of Lipschitz simple germs. We are now in position
to state and prove our main result. Observe that
(1) smooth simple germs are Lipschitz simple;
(2) J10 is Lipschitz modal (see Theorem 6.4);
(3) if a germ deforms to a class of Lipschitz modal singularities, then it
is also Lipschitz modal;
Theorem 8.4. A germ f ∈ m2n of corank 1 or 2 is Lipschitz simple if and
only if it is bi-Lipschitz equivalent to one of the germs in the table below:
Table 2: Corank 1 and 2 Lipschitz simple germs
Name Smooth normal form Lipschitz normal form Codimension Corank
Ak x
k+1 xk+1 k ≥ 1 1
Dk x
2y + yk−1 x2y + yk−1 k ≥ 4
E6 x
3 + y4 x3 + y4 6
E7 x
3 + xy3 x3 + xy3 7
E8 x
3 + y5 x3 + y5 8 2
X9 x
4 + y4 + ax2y2 x4 + y4 + x2y2 9
T2,4,5 x
4 + y5 + ax2y2) x4 + y5 + x2y2 10
T2,5,5 x
5 + y5 + ax2y2 x5 + y5 + x2y2 11
Z11 x
3y + y5 + axy4 x3y + y5 + xy4 11
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W12 x
4 + y5 + ax2y3 x4 + y5 + x2y3 12
Proof. By Theorem 8.3, germs of corank 2 which are not equivalent to germs
in the list deform to J10 and hence are not Lipschitz simple.
The singularities Ak, (k ≥ 1), Dk, (k ≥ 4), E6, E7 and E8 are smooth
simple germs (see Theorem 3.1), they are obviously Lipschitz simple germs.
Now we prove that the germs in X9 are Lipschitz simple. Let f ∈ X9
and k ∈ N be sufficiently large for f . Since corank and codimension of
singularities are upper semicontinuous, the only singularities contained in a
small enough neighbourhood U of jkf(0) are X9 or ADE-singularities. It is
shown in Corollary 7.10 that X9 is a bi-Lipschitz trivial family. We know,
moreover, that ADE-singularities belong to only finitely many bi-Lipschitz
classes. This implies that f is a Lipschitz simple germ.
The proof for T2,4,5 is as follows. Let g ∈ T2,4,5 and m ∈ N be sufficently
large for g. Then, again the only singularities contained in the small neigh-
bourhood V of jmg(0) are those with corank ≤ 2 and codimension ≤ 10. By
Brieskorn’s result [4], T2,4,5 cannot deform to J10. Shrinking V if necessary,
we can assume that V does not contain germs of J10. Thus, singularities
in V are either contained in T2,4,5 or X9 or are ADE-singularities. It is
proved in Lemma 7.11 that T2,4,5 is bi-Lipschitz trivial. We also know that
all germs in X9 and ADE-singularities belong to finitely many bi-Lipschitz
classes. Therefore, g is Lipschitz simple.
The proof for the other germs is similar by induction on the codimen-
sion and using the fact that they belong to bi-Lipschitz trivial families (see
Corollary 7.10, Lemma 7.2 and Remark 7.12) and none of them deform to
a class of Lipschitz modal singularities (see Brieskorn’s result [4]).
It remains to prove that every normal form in the third column of Table
2 represents a unique bi-Lipschitz class. Notice that except T2,5,5 and Z11,
they all have different codimensions. The normal forms of T2,5,5 and Z11 are
given by f = x5+ y5+x2y2 and g = x3y+ y5+xy4. It is easy to check that
ΣHf = {(x, y) ∈ C
2 : xy = 0} while ΣHg = {(x, y) ∈ C
2 : x = 0}. Therefore,
by Theorem 5.1, T2,5,5 and Z11 are of different bi-Lipschitz types. 
Theorem 8.5. A germ f ∈ m2n of corank 3 is Lipschitz simple if and only
if it is bi-Lipschitz equivalent to one of the germs in the table below:
Table 3: Corank 3 Lipschitz simple germs
Name Smooth normal form Lipschitz normal form Codimension Corank
P8 = T3,3,3 x
3 + y3 + z3 + axyz x3 + y3 + z3 + xyz 8
T3,3,4 x
3 + y3 + z4 + axyz x3 + y3 + z4 + xyz 9
T3,3,5 x
3 + y3 + z5 + axyz x3 + y3 + z5 + xyz 10
T3,4,5 x
3 + y4 + z5 + axyz x3 + y4 + z5 + xyz 11
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T3,5,5 x
3 + y5 + z5 + axyz x3 + y5 + z5 + xyz 12
T4,4,4 x
4 + y4 + z4 + axyz x4 + y4 + z4 + xyz 11
T4,4,5 x
4 + y4 + z5 + axyz x4 + y4 + z5 + xyz 12
T4,5,5 x
4 + y5 + z5 + axyz x4 + y5 + z5 + xyz 13 3
T5,5,5 x
5 + y5 + z5 + axyz x5 + y5 + z5 + xyz 14
Q10 x
3 + y4 + yz2 + axy3 x3 + y4 + yz2 + xy3 10
Q11 x
3 + y2z + xz3 + az5 x3 + y2z + xz3 + z5 11
S11 x
4 + y2z + xz2 + ax3z x4 + y2z + xz2 + x3z 11
S12 x
2y + y2z + xz3 + az5 x2y + y2z + xz3 + z5 12
Proof. By Theorem 8.3, all germs of corank 3 which are not in the above
list deform to J10, hence they are Lipschitz modal. We know from Corollary
7.10, Lemma 7.13 and Remark 7.12 that every singularity class in the above
list is bi-Lipschitz trivial. Moreover, by the result of Brieskorn [4] none of
the singularities are adjacent to any class of Lipschitz modal singularities so
by arguments as in the proof of Theorem 8.4, they are Lipschitz simple.
Now let us prove that every normal form in the third column of Table 3
represents a unique bi-Lipschitz class. Notice that except Q11 and S11, all
germs have different bi-Lipschitz type, for one of the bi-Lipschitz invariants,
namely either the codimension or the singular part of the tangent cone,
associated with them are different. We list the invariants for these germs
below (see Table 4).
Table 4: Singular sets of the algebraic tangent cone of normal forms
Name Lipschitz normal form (f) ΣHf Codimension
T3,3,5 x
3 + y3 + z5 + xyz y-axis ∪ z-axis 10
Q10 x
3 + y4 + yz2 + xy3 y-axis 10
T3,4,5 x
3 + y4 + z5 + xyz y-axis ∪ z-axis 11
T4,4,4 x
4 + y4 + z4 + xyz x-axis ∪ y-axis ∪ z-axis 11
Q11 x
3 + y2z + xz3 + z5 y-axis 11
S11 x
4 + y2z + xz2 + x3z x-axis 11
T3,5,5 x
3 + y5 + z5 + xyz y-axis ∪ z-axis 12
T4,4,5 x
4 + y4 + z5 + xyz x-axis ∪ y-axis ∪ z-axis 12
S12 x
2y + y2z + xz3 + z5 z-axis 12
Lemma 8.6 shows that the bi-Lipschitz types ofQ11 and S11 are different. 
Lemma 8.6. Q11 and S11 are not in the same bi-Lipschitz class.
Proof. Set f(x, y, z) = x3+ y2z+ xz3+ z5 and g(x, y, z) = x4+ y2z+ xz2+
x3z. Recall that the germs in Q11 are bi-Lipschitz equivalent to f + Q,
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and germs in S11 are bi-Lipschitz equivalent to g + Q where Q = w
2
1 +
. . . + w2n−3. We need to show that f + Q and g + Q are not bi-Lipschitz
equivalent. In [3], Theorem 4.2, Bavia`-Ausina and Fukui proved that the
log canonical threshold of the Jacobian ideal, let us denote by lct, is a
bi-Lipschitz invariant. We show that lct(J(f + Q)) 6= lct(J(g + Q)). By
Lemma 3.2 in Totaro [24], lct(J(f +Q)) = lct(Jf) + lct(JQ) and lct(J(g +
Q)) = lct(Jg) + lct(JQ). Thus, it suffices to prove that lct(Jf) 6= lct(Jg).
To calculate the log canonical threshold of a Jacobian ideal we follow the
method suggested in [3] using the Newton polyhedron. Let us start with
computing lct(Jf).
Set
I = Jf = 〈3x2 + z3, 2yz, y2 + 3xz2 + 5z4〉.
Let I0 denotes the monomial ideal associated with the Newton polyhedron
Γ+(I) of I (see the definitions in [3], page 8.1). Then, I
0 = 〈x2, yz, y2, z3〉.
By formula (4.1) in [3], we have lct(I0) = 32 . Consider the map
α = (α1, α2, α3) =
(
∂f
∂x
,
∂f
∂y
,
∂f
∂z
)
.
It is obvious that α1, α2, α3 ∈ I and Γ+(α) = Γ+(I
0). Moreover, α is
strongly non-degenerate (see [3], Definition 4.6). By Corollary 4.9 of [3],
lct(I) = lct(I0) = 32 .
The calculation of lct(Jg) is similar. Set
J = Jg = 〈4x3 + z2 + 3x2z, 2yz, y2 + 2xz + x3〉.
Then the monomial ideal associated with the Newton polyhedron Γ+(J) is
J0 = 〈x3, yz, y2, z2〉. It is obvious by formula (4.1) in [3] that lct(J0) = 43 .
Consider the map
β = (β1, β2, β3) =
(
∂g
∂x
,
∂g
∂y
,
∂g
∂z
)
.
Since β1, β2, β3 ∈ J , Γ+(β) = Γ+(J
0) and β is strongly non-degenerate, by
Corollary 4.9 of [3] we have lct(J) = lct(J0) = 43 
Theorem 8.7. Every germ of corank ≥ 4 is Lipschitz modal.
Proof. By Theorem 8.3, all germ of corank ≥ 4 deform to J10. Since J10 are
Lipschitz modal, the result follows. 
A direct consequence of the above theorems is
Corollary 8.8. (1) A germ in m2n is Lipschitz modal if and only if it deforms
to J10.
(2) Germs in J10 are Lipschitz modal germs of the smallest codimension.
(3) Every germ of smooth modality greater than or equal to 2 is Lipschitz
modal.
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