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We propose a novel periodicity-free unfolding method of the electronic energy spectra. Our
new method solves a serious problem that calculated electronic band structure strongly depends
on the choice of the simulation cell, i.e., primitive-cell or supercell. The present method projects
the electronic states onto the free-electron states, giving rise to the plane-wave unfolded spectra.
Using the method, the energy spectra can be calculated as a completely independent quantity
from the choice of the simulation cell. We have examined the unfolded energy spectra in detail
for three models and clarified the validity of our method: One-dimensional interacting two chain
model, monolayer graphene, and twisted bilayer graphene. Furthermore, we have discussed that
our present method is directly related to the experimental ARPES (Angle-Resolved Photo-Emission
Spectroscopy) spectra.
I. INTRODUCTION
Electronic-structure calculations based on the density
functional theory (DFT) are one of the most powerful
tools to elucidate and even predict the electronic proper-
ties of condensed matters. In material science, impurity
doping, alloying, and surface deposition and adsorption
are widely used for manipulating the electronic proper-
ties of target materials. In particular, impurity doping is
of high technological importance. In order to treat such
imperfectness in a crystal, DFT calculations often adopt
the supercell approach and it is known to be efficient for
comprehensive understandings of material properties. In
that approach, one has to increase the size of the unit cell
to mimic the randomness and/or to simulate the low den-
sity of impurities within periodic boundary conditions.
However, when we use the supercell scheme, it causes
a serious problem. A supercell is by definition larger
than the primitive cell and hence the corresponding Bril-
louin zone (BZ) is smaller than the primitive-cell BZ.
The larger the chosen supercell is for faithful simulation
of a perturbed system, the denser the calculated band
structure are in reciprocal space, hindering the direct
comparison between angle-resolved photo-emission spec-
troscopy (ARPES) experiments1 and band calculations.
As a prescription for solving such a dilemma, the band
unfolding method was proposed 2–4 and has been widely
used particularly in DFT calculations. By virtue of this
conventional band unfolding technique, we can compare
the calculated band structure with experiments and rea-
sonable agreements have been reported5. This method
enables one to analyze the various perturbative effects
on a periodic system such as disorder and defects6–8. A
more generic formulation of the unfolding applicable to
two-component wave functions9 and those from the group
theoretical viewpoint10,11 have been proposed. The spirit
of the conventional unfolding approach is also applicable
to phonon spectra12–14.
However, as we have already pointed out15, the con-
ventional unfolding method has a big issue to provide
unphysical/artificial ghost bands in the unfolded bands
in applying it to multi-periodicity materials, such as piled
thin films and two-dimensional materials on a substrate.
In them, there exist multiple possible primitive-cell BZs.
The modified unfolding method reported in Ref. 15 was
demonstrated to correct dramatically the wrong behav-
iors inherent in the conventional unfolding method and
to give physically reasonable results for such materials.
Still the unfolding schemes possess a serious problem in
its practical applications that the unfolded energy spec-
tra strongly depend on the choice of the primitive cell to
which the electronic bands are unfolded. In addition, a
much severe calculation target might be alloys, because
they don’t have a clear primitive cell anymore. In such
cases, we cannot apply the periodicity-assumed unfold-
ing schemes. The energy band structure should be deter-
mined independently from how we prepare the simula-
tion cell. To satisfy the physical condition, the unfolding
methods defined without any assumption of the primi-
tive cell (periodicity-free) are strongly desired. In present
study, we propose a plane-wave unfolding method, which
does not assume the existence of a primitive cell at all.
The periodicity-free method allows us to draw even the
electronic band structures which are essentially aperi-
odic. The aim of this study is to propose the novel band
unfolding method and to demonstrate successful results
for three simple models using tight-binding (TB) calcu-
lations: One-dimensional interacting two chain model,
monolayer graphene, and twisted bilayer graphene. We
have to mention, however, that our new formulation can
be used also in DFT calculations without any change.
This paper is organized as follows. In Section II, we
derive the expressions for the unfolded spectral function
in linear combination of atomic orbitals (LCAO) picture
employed throughout the present study. The relation be-
tween the new method with ARPES simulations are also
discussed. In Section III, we apply the new method to
three systems which are two chains, monolayer graphene,
and tBLG using TB calculations. The various kinds of
contributions to the spectral functions are intensively an-
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2alyzed to understand the features of the calculated spec-
tra. In Section IV, the conclusions are provided.
II. METHODS
A. Expressions
We begin with the projected spectral function defined
by
A(λ, ε) ≡ − 1
pi
ImTr
[
Pˆλ 1
ε+ iη − Hˆ
]
, (1)
where the trace is taken over the electronic states for the
target system, whose one-body Hamiltonian is Hˆ. η is
an infinitesimal positive constant. Pˆλ is the projection
operator onto the Hilbert space spanned by the states
characterized by continuous parameter(s) λ in reciprocal
space chosen so that the Hilbert space is expected to be
helpful for the analyses. For a case where the target sys-
tem is a perturbed but periodic system and λ is a crystal
momentum k for the unperturbed system, the spectral
function defined above reduces to the original unfolded
spectra proposed by Ku et al.2 For a case where the target
system is aperiodic and λ designates a vector in recipro-
cal space together with the localization in real space15,
our definition is also suitable. These observations indi-
cate that our spectral function assumes neither periodic-
ity nor perturbed nature in target systems. Therefore we
refer to it as the generalized unfolded spectral function.
The conventional unfolding techniques employ the su-
percell method in which a target system is assumed to be
a weakly perturbed or disordered but is essentially peri-
odic. While such systems ensure the successful applica-
tion of the existing unfolding method as useful tools for
the analyses of large periodic systems, those consisting of
subsystems having incommensurate periodicities hinder
the straightforward applications of the methods to them.
In this study, we focus on the unfolding method with λ
being the wave vector of a plane wave since one of our
purposes is to demonstrate that the plane-wave unfolding
is useful also for a system consisting of subsystems with
truly or nearly incommensurate periodicities. The spec-
tral function projected onto a free-electron state having
a wave vector kf for a periodic target system is given by
A(kf , ε) =
∑
k,m
|〈kf |ψkm〉|2δ(εkm − ε) (2)
as a special case for eq. (1) using Pˆkf = |kf〉〈kf |. |ψkm〉
is the m-th energy eigenstate belonging to the eigen-
value εkm for a crystal momentum k defined within the
FBZ. We ignore the spin degree of freedom in the present
study for simplicity. Since the free-electron states span
the complete orthonormalized set for one-electron states,
that is,
∑
kf
|kf〉〈kf | = 1ˆ, the unfolded spectral function
integrated over the wave vectors is equal to the electronic
density of states. This means that all the original infor-
mation on the energy spectra obtained in an electronic-
structure calculation is conveyed to the unfolded spectral
function without any loss. It can be equivalently said
that the original band structure in a periodic system is
reconstructed by folding the plane-wave unfolded spec-
tra. We have therefore adopted the terminology ”plane-
wave unfolding” associating with the previous unfolding
techniques.
If one tries to perform electronic-structure calculations
of an incommensurate-periodicity material, a periodic
system consisting of sufficiently large unit cells is practi-
cally often prepared for mimicking the incommensurabil-
ity. The prescription described below is thus needed also
for such calculations.
We assume that the electronic state of the three-
dimensional periodic target system is described accu-
rately in LCAO picture. The generic expressions for
the conventional unfolding in LCAO picture have been
provided16. The method described below can be appli-
cable to low-dimensional systems with slight modifica-
tions. The Bloch sum of the µ-th localized basis |φRµ〉
within a unit cell located at a lattice point R is |φkµ〉 =
N
−1/2
cells
∑
R e
ik·R|φRµ〉, where Ncells is the number of unit
cells contained in the system. The energy eigenstate is
expanded in the Bloch sums using the eigenvector ckm
of the one-body Hamiltonian as |ψkm〉 =
∑
µ ckµm|φkµ〉.
Substitution of this expression into eq. (2) leads to
A(kf , ε) ∝
∑
m
∫
FBZ
d3k ·
·
∣∣∣∣∣∑
µ
ckµme
−ikf ·τµ φ˜µ(kf)
∑
R
ei(k−kf )·R
∣∣∣∣∣
2
δ(ε− εkm),
(3)
where τµ is the relative position of the site within a unit
cell and the integration is performed over the first BZ
(FBZ). φ˜µ(kf) ≡
∫
d3r e−ikf ·rφµ(r) is the Fourier com-
ponent of the basis function localized at the origin. Using
the primitive lattice vectors a1,a2, and a3, the formula
of the delta functions
∑∞
n=−∞ δ(x−n) =
∑∞
n=−∞ e
i2pinx
for an arbitrary x, the summation over lattice points in
the equation above is calculated as∑
R
ei(k−kf )·R =
∏
j
∞∑
nj=−∞
δ
(
(k − kf) · aj
2pi
− nj
)
. (4)
Since there exists only a single combination of nj(kf)’s
and k(f) in the FBZ for an arbitrary kf such that (k(f)−
kf) · aj − 2pinj(kf) = 0 for all the j’s, the k integration
in eq. (3) can be performed to give
A(kf , ε) ∝
∑
m
Im(kf)δ(ε− εk(f)m), (5)
where
Im(kf) =
∑
µ,µ′
γatomµµ′ (kf)γ
geom
µµ′ (kf)γ
Bloch
mµµ′ (k(f)) (6)
3is the spectral intensity coming from the m-th band. We
have factorized the intensity into
γatomµµ′ (kf) ≡ φ˜µ(kf)φ˜µ′(kf)∗ (7)
depending only on the shapes of the basis functions,
γgeomµµ′ (kf) ≡ e−ikf ·(τµ−τµ′ ) (8)
depending only on the relative positions of the atoms,
and
γBlochmµµ′ (k(f)) ≡ ck(f)µmc∗k(f)µ′m, (9)
which in contrast depends on the electronic structure of
the periodic system. This factorization tells us that the
damped behavior of an unfolded spectra with an increas-
ing kf comes only from the shapes of the localized or-
bitals, regardless of the crystal structure.
For a simple case in which the target system consists
of repeated primitive cells each of which contains only
a single localized orbital, the geometric and the Bloch
parts of the intensity in eq. (9) are identically unity:
γgeom(kf) = 1 and γ
Bloch(k(f)) = 1, indicating that the
intensity is determined only by the atomic part. In par-
ticular, if the localized orbital is approximated as an s-
type Gaussian function, whose the Fourier component is
always decreasing and nonzero, the intensity is ensured to
be nonzero on an iso-energy plot of the spectral function.
Approximation of all the localized orbitals in the target
system as having the same shape allows one to factor out
the decaying term and to define
Icrystm (kf) ≡
∑
µ,µ′
γgeomµµ′ (kf)γ
Bloch
mµµ′ (k(f)) (10)
instead of the true intensity in Eq. (6). This function is
useful for simple analyses for capturing the features of
the spectral function since it does not decay and its non-
periodicity in reciprocal space can come only from γgeom.
For a system in which this approximation is good, we are
lead to the following two insights. First, the presence or
absence of the periodicity of Icrystm in reciprocal space is
determined only by the relative positions of the atoms.
Second, if multiple atoms exist in the primitive cell and
the periodicity of Icrystm exists, the periodicity is larger
than the primitive-cell BZ since every vector connect-
ing the atoms in the unit cell is inside it [see Eq. (8)].
The direct consequence of the second insight is found in
monolayer graphene, as demonstrated later.
If the localized basis functions are the so-called Carte-
sian Gaussian functions17, the expression for the atomic
contribution to the spectral intensity can further be fac-
torized. We provide the explicit expressions in Appendix.
B. Relation with ARPES simulations
We discuss here the relation between the plane-wave
unfolding and ARPES simulations. The theoretical stud-
ies for describing a photoemission process began from the
three-step model18, in which the process consists of the
photoelectron excitation, the photoelectron transport to
the surface, and the photoelectron escape out of the sam-
ple. Later the one-step model19,20, where the process is
”compressed” to a single step, was proposed and has been
continuing to be modified as well as the three-step model
to incorporate the correlation effects and/or the relativis-
tic effects (see, e.g., Ref. 21).
Puschnig and Lu¨ftner22 performed simulations of
ARPES images from the results of DFT calculations us-
ing plane-wave basis set by adopting the one-step model
and assuming the final state to be a plane wave23. Specif-
ically, they used the following expression for the ARPES
spectra:
I(kf , ω) =
occ.∑
k,m
|A · kf |2|〈kf |ψmk〉|2δ(εkm + Φ + Ekin − ω),
(11)
where kf is the momentum of the photoelectron in the fi-
nal state having the kinetic energy Ekin = k
2
f /(2m), A is
the polarization vector of an incident photon having a fre-
quency ω, and Φ is the work function. The contributions
coming from the factors involving the polarization vector
in eq. (11) are called the matrix elements effects. Their
simulated spectra for graphene exhibited good agreement
with the experiments.
Moser24 recently demonstrated that ARPES spectra
can be well reproduced for various systems including
monolayer graphene within TB calculations. He derived
the expressions for the spectral function by taking into
account the matrix elements effects and the surface states
from which the photoelectrons jump into the detector.
The final state was assumed to be well approximated as
a plane wave as well as by Puschnig and Lu¨ftner22. The
central part of his expressions is the momentum distri-
bution of the localized orbitals, which is mathematically
equivalent to the plane-wave unfolding, and his simulated
spectra for graphene look quite similar to those obtained
in the present study.
The ARPES intensity within the one-step model us-
ing the plane-wave final state given by eq. (11) with the
matrix element effects removed essentially coincides with
the plane-wave unfolded intensity. Although we intro-
duced the plane-wave unfolding originally as a tool for
the analyses of computational results and it has nothing
to do with any physical process, this coincidence suggests
that the plane-wave unfolding can also be a useful tool
for comparison with ARPES experiments. We should,
however, keep in mind that the assumption that the fi-
nal state of the photoelectron can be approximated ac-
curately as a plane-wave has often been criticized25–27 by
stating that it is oversimplification. If it is the case for a
target system, we need to resort to more rigorous meth-
ods incorporating the nonequilibrium nature of the pho-
toemission processes28 such as time-dependent DFT29.
4III. APPLICATIONS
A. Two chains
To capture the characteristics of our new method, we
examine here a simple TB model for infinite-lengths in-
teracting two chains [see Fig. 1 (a)]. Since this periodic
system is analytically solvable, it helps one to understand
clearly the differences between the ordinary band struc-
ture and the unfolded spectra onto plane-wave states.
The unit cell consists of two sites at each of which
an s-type orbital is localized. We assume that the lo-
calized orbitals do not overlap with each other. t(t′) is
the real intrachain (interchain) transfer integral between
the nearest-neighboring sites. The geometric part of the
spectral intensity in eq. (8) is calculated as γgeomAA (kf) =
γgeomBB (kf) = 1, γ
geom
AB (kf) = γ
geom
BA (kf)
∗ = exp(−ikfyw).
The Hamiltonian matrix components for a one-
dimensional crystal momentum kx are HAA(kx) =
HBB(kx) = 2t cos(kxd), HAB(kx) = HBA(kx) = t
′, whose
eigenvalues are ε±kx = 2t cos(kxd) ± t′. The eigenstates
are thus given by |kx,±〉 = N
∑∞
m=−∞ e
ikxmd(|m,A〉 ±
|m,B〉), where |m, j〉 represents the orbital localized at
the m-th lattice point on the chain j. N is the normal-
ization constant. The Bloch part of the spectral intensity
in eq. (9) is thus calculated as γBloch+jj′ (k(f)) = 1 for j, j
′ =
A,B and γBloch−AA (k(f)) = γ
Bloch
−BB (k(f)) = 1, γ
Bloch
−AB (k(f)) =
γBloch−BA (k(f)) = −1.
We adopt a normalized s-type Gaussian function
φ(r) = (piσ2)−3/4 exp[−r2/(2σ2)] with a width σ as
the basis function. The atomic part of the spectral
intensity in eq. (7) is thus calculated as γatomjj′ (kf) =
2(piσ2)−1/2 exp(−k2f σ2) for j, j′ = A,B. The intensities
coming from the branches in eq. (6) are then, ignoring
the common factors, given by
I+(kf) = e
−k2f σ2 cos2
kfyw
2
, I−(kf) = e−k
2
f σ
2
sin2
kfyw
2
.
(12)
The unfolded spectral functions with some fixed kfy’s
are shown in Fig. 1 (b) as a function of kfx. Their
isotropic damped behavior for an increasing magnitude of
kf comes only from the shape of the localized basis func-
tion. It is seen that the intensities for the two branches
exhibit anti-phase oscillations as a function of kfy [see
the left panel in Fig. 1 (c)]. This effect is attributed to
the interference between the sublattices and essentially
the same effect occurs also in bilayer graphene, as will be
shown below. The intensities as functions of kfz in con-
trast exhibit a monotonous decrease [see the right panel
in Fig. 1 (c)] since there is no sublattice in the z direction.
B. Monolayer graphene
Let us consider the monolayer graphene as an
archetype of the two-dimensional systems with a sublat-
FIG. 1. (a) Two chains A and B having infinite lengths
along the x axis. d(w) is the intrachain (interchain) inter-
site distance. (b) The plane-wave unfolded spectral function
A(kf , ε) with kfz = 0 for kfyw = 0, pi/2, and pi. The region
containing the origin surrounded by the vertical lines repre-
sents the FBZ, inside which the band structure is drawn as
dashed curves. t′/t = 0.5, w/d = 1, and σ/d = 0.15 were
used. (c) The spectral intensities I±(kf) as functions of the
wave vector of a plane wave.
tice structure. We truncate the transfer integrals30 up to
the eighth-nearest neighbor hopping for simplicity. The
monolayer graphene is well described by the TB model
on a honeycomb lattice, in which the conventional prim-
itive cell [black lines in Fig. 2 (m)] has two sublattices.
In this paper, we consider the pi-orbitals only; the local-
ized wave function around each site is approximated as a
pz-type orbital, φ(r) = Nσ exp[−r2/(2σ2)]z/r, where Nσ
is the normalization constant. We set σ = 0.44l with the
carbon-carbon distance l as a realistic parameter from a
DFT calculation.
We have calculated the unfolded energy spectra for the
monolayer graphene. As an overall feature of them, the
spectral intensity is getting smaller with increasing the
5FIG. 2. (a)-(h) The plane-wave unfolded spectral function A(kf , ε) with kfz = 1.8 A˚
−1 for various ε’s. The blue hexagons
represent the primitive-cell BZs, while the white ones represent the sublattice cell BZs. (i)-(l) The spectral function without
the atomic contribution γatom(kf). (m) The conventional primitive cell (black lines) and the sublattice cell (green lines). (n)
The BZs. That containing Γ1st is the first BZ.
distance from the Γ point of the 1st BZ. Another notable
point is the existence of the Dirac cones at K points, as is
well known in the monolayer graphene. The existence of
the Dirac cones causes many intriguing electronic prop-
erties such as anomalous quantum Hall effect31,32. Fig-
ure 2 (a)-(h) shows the spectral function A(kf , ε) on the
(kfx, kfy) plane by changing ε, for which kfz is fixed at
1.8 A˚−1. If the kfz is set to be zero, the energy spectra
should be zero due to the symmetry of the pi orbitals, as
discussed below. We find high-intensity circles around K
points of the primitive-cell BZ (depicted by the apexes of
the blue-colored hexagons) near the Fermi energy, which
indicate the conical intersections of the Dirac cones on
the iso-energy surface.
The most interesting point here is that the high-
intensity circles near the Fermi energy have deficits (in-
complete circles) as pointed by an yellow arrow in Fig. 2
(c) and (g), for example. We found that this incomplete-
ness of the circler spectra originates from a phase factor
due to the two sublattice structure. Since the Hamilto-
nian matrix for each crystal momentum can be diago-
nalized analytically, the spectral intensities coming from
6the two branches are calculated, by considering only the
nearest-neighboring transfers and ignoring the common
factors, as
INN± (kf) = γ
atom(kf)
∣∣∣∣∓ ρ(k(f))|ρ(k(f))|eikf ·(τA−τB) + 1
∣∣∣∣2 ,
(13)
where ρ(k(f)) ≡ 1 + exp[ik(f) · a1] + exp[ik(f) · a2] for
the primitive lattice vectors a1 = (3l/2,
√
3l/2, 0) and
a2 = (−3l/2,
√
3l/2, 0). τA = (0, 0, 0) and τB =
(−l/2,√3l/2, 0) are the positions of the carbon atoms
forming the two sublattices. The deficit of energy spectra
around a given kf is the direct consequence of the second
factor in the right-hand side of Eq. (13). This feature is
expected to be common in systems having sublattices.
Figure 2 (i)-(l) also present the calculated energy spec-
tra without the decay factor, γatom(kf). Looking at the
unfolded bands carefully, one can see that the unfolded
spectra do not exhibit the periodicity of the primitive-
cell BZ (represented by the blue hexagons), but an-
other larger periodicity depicted by the white colored
hexagons. We have found that these white hexagons cor-
respond to the BZ of a sublattice-cell as shown by the
green arrows in Fig. 2 (m). When we move from a point
kf in reciprocal space by ∆kf = ∆1b1 + ∆2b2 expressed
in the reciprocal primitive lattice vectors b1 and b2, the
phase factor in eq. (13) changes by ∆kf · (τA − τB) =
2pi(∆1+2∆2)/3. This expression clearly tells us that the
spectral intensity is invariant only when ∆kf is a recip-
rocal lattice vector with ∆1 + 2∆2 being a multiple of 3,
which is the reason for the larger periodicity of the γatom-
ignored intensity in reciprocal space than the primitive-
cell BZ. These spectral features, missing spectra and su-
per periodicity in the reciprocal space, are already re-
ported by ARPES measurements33–36 and the reasons
for this deficit were discussed as the matrix element ef-
fects. However, our calculations clearly manifest that the
circle-opening is attributed to the symmetry coming from
the existence of another primitive cell and is inherent in
the electronic bands itself of the monolayer graphene. It
is recently demonstrated that the missing spectra can be
reproduced using the conventional unfolding by adopting
the sublattice cell37, which gives fair agreement with our
descriptions above.
Another noteworthy point is that the position of the
missing point is the opposite side between above and be-
low the Fermi energy: Below the Fermi energy, the deficit
point is located on the segment K-Γ line, whereas above
the Fermi energy it is in the opposite direction. This
behavior is also observed in experiments33–36.
In Fig. 3 (a) and (b), we show γatom(kf) in and out of
the (kfx, kfy) plane, respectively. By using the damped
oscillatory function
F(ζ) ≡ 1
ζ2
[
ζ√
2
− (ζ2 + 1)
∫ ζ/√2
0
dt et
2
]
, (14)
it is expressed as γatom(kf) = |φ˜(kf)|2 ∝
F(kfσ)2(kfz/kf)2. For fixed kfx and kfy in figure
(a), the intensity takes the maximum value around
kfz = 1.8 A˚
−1. For a fixed kfz in figure (b), the damping
factor is monotonically decreasing as increasing the
magnitude of kf vector. We have also plotted the
kfz-dependence of the spectral function at the K point
in Fig. 3 (c). As clearly seen, at the kfz = 0 the energy
spectra have no intensity at all. Corresponding to figure
(a), the maximum value achieves around kfz = 1.8 A˚
−1.
We have plotted the spectral function along the path
specified in Fig. 2 (n), as shown in Fig. 3 (d). In the
figure, the clear linear dispersion of a Dirac cone appears
at the K point. However, corresponding to the missing
spectra mentioned above, one branch is missing above
the Fermi energy.
C. Twisted bilayer graphene
In this subsection, we consider a tBLG where two
sheets of graphene are stacked with a twist angle θ via
the van der Waals interaction. The size of the unit cell
for tBLG can be arbitrarily changed by tuning θ, and the
size can be even infinite to form incommensurate tBLGs.
In this study, we set θ = 9.43◦, so that the number of
sites in the unit cell is 148. We set the interlayer dis-
tance to d = 3.349 A˚30,38. Consequently, an enormous
number of bands are folded in a tiny supercell BZ. How-
ever, in practice, it is rarely easy to analyze such bands
because they are crossing each other in a very complex
way (a typical example is demonstrated in Ref. 39). As
explained in Ref. 15, tBLG is one of the systems that
the conventional band unfolding method is not applica-
ble to, because the system has multi periodicities. Two
primitive-cell BZs corresponding to each monolayer exist
in the system and that the conventional unfolding meth-
ods do not work properly. We, therefore, applied the new
method to tBLG to disentangle such a difficult situation.
Fig. 4 shows the unfolded energy spectra of the tBLG.
As one of the most important features, the unfolded spec-
tra show Dirac cones at the K points of the primitive-cell
BZs of each monolayer graphene. The unfolded Dirac
cones show a similar behavior as those of monolayer
graphene: The unfolded spectra also exhibit incomplete
circles and circular opening positions are opposite below
and above the Fermi energy. The overall feature can be
understood as the superposition of the energy spectra of
the independent two monolayer graphenes. The unfolded
spectra do not exhibit the periodicity of the conventional
primitive-cell BZ but that of each sublattice unit cell.
Fig. 4(i)-(l) show the unfolded spectra without the damp-
ing factor γatom. As clearly seen, the distance between
adjacent two Dirac points is getting far from each other
with increasing the magnitude of kf .
Fig. 5 (a) shows the spectral intensity along the kz di-
rection around a K point. As fig. 5 (c) shows a schematic
picture in which two adjacent Dirac cones across the K
7FIG. 3. (a), (b) γatom(kf) in and out of the (kfx, kfy) plane. (c) The spectral function at the K point with varying kfz. (d)
The spectral function for fixed kfz = 1.8 A˚
−1 along the path specified in Fig. 2 (n). Blue dashed lines represents conventional
energy bands of the monolayer graphene.
FIG. 4. (a)-(h) The plane-wave unfolded spectral function A(kf , ε) with kfz = 2pi/d for various ε’s. The blue hexagons
represent the primitive-cell BZs of the two monolayer graphenes. (i)-(l) The spectral function without the atomic contribution
γatom(kf).
point, three intersections exist at the K point with dif-
ferent eigen energies. The three bands clearly appear
in figure (a). The band at ε = 0 represents the Dirac
point at the K point, while the other two bands are de-
rived from the branches of the other adjacent Dirac cone.
Interestingly, the intensity of the latter two electronic
bands is oscillating with damping. Such kz dependence
of the two-dimensional electronic bands has been ignored
so far. Fig. 5 (b) shows the unfolded energy dispersion
along the same k-path in Fig. 2 (n). The result shows
energy splitting at certain k points. This result shows
good agreement with the previous works15,39, which gives
the validity of our new unfolding method even for multi-
periodicity materials.
8FIG. 5. (a) The spectral function for various kfz’s at the K point, with d being the interlayer distance. (b) The spectral
function at kfz = 2pi/d along the same high-symmetry path specified in Fig. 2 (n). (c) Schematic picture of the two adjacent
Dirac cones in tBLG. Four electronic bands across the K point (the dashed line) at three intersections. Blue dashed lines
represent energy bands of the tBLG without interlayer interaction.
IV. CONCLUSIONS
In conclusion, we propose a novel periodicity-free un-
folding method of the electronic energy spectra. In prin-
ciple, the energy band structure should be determined in-
dependently from whether we prepare the simulation cell
by the primitive cell or by the supercell. Our new method
does satisfy the physical condition. The present method
projects the electronic states onto the free-electron states,
giving rise to the plane-wave unfolded spectra. We de-
rived the expressions of the unfolded spectral function
in LCAO picture employed in practical calculations. It
was demonstrated that the spectral intensity is factor-
ized into three contributions, which are the atomic, the
geometric, and the Bloch parts. We examined the plane-
wave unfolding by applying it to the TB models for the
two chains, the monolayer graphene, and the tBLG. The
unfolded spectra for the two chains, despite the simplicity
of the model, was found to exhibit the typical behavior
of plane-wave unfolded spectra, that is the oscillation of
the intensity coming from the interferences between the
sublattices.
For monolayer graphene, we analyzed the unfolded
spectra by adopting the pz-type orbital as the basis func-
tion and derived the expression for the intensity. We
found that the missing spectra around on the iso-energy
surfaces are formed due to the sublattices, consistent
with the earlier reproductions in ARPES simulations.
We demonstrated that the larger periodicity in recipro-
cal space than the primitive-cell BZ originates from the
specific relative positions of the sublattices.
Next, we have checked the validity of our plane-wave
unfolding method for tBLG, to which the conventional
method is not applicable due to its multi-periodicity na-
ture. Our method successfully produced the unfolded
electronic bands of tBLG and unveiled that the electronic
bands have also missing spectra inherent in each consti-
tuting monolayer graphene.
The application of the new method to DFT calcula-
tions is straightforward. The new method applied to
electronic-structure calculations for various systems hav-
ing aperiodic nature such as defects will allow us to un-
derstand the experiments more clearly than the conven-
tional method. In particular, the plane-wave unfolding is
suitable for systems with defects since the spectral inten-
sity calculated in the conventional method should vanish
in the low-density limit. The new method will be useful
also for analyses of variations in the electronic structure
of a periodic system with changing its cell parameters
since the changes in the shape of BZ complicate the di-
rect comparison between the ordinary band structures.
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Appendix A: Spectral intensity for Gaussian-type
basis functions
If one work with a TB calculation, our plane-wave un-
folding method requires the explicit expressions for the
localized basis functions in real space. Although what
shapes are assumed for the unfolding is arbitrary in prin-
ciple, we adopt here the Cartesian Gaussian function of
the form
φCGµ (r) = Nµx
nµxynµyznµze
− r2
2σ2µ , (A1)
whereNµ is the normalization constant for this Gaussian-
type function with its width σ. This function is used for
represent a localized orbital having an orbital angular
momentum lµ ≡ nµx + nµy + nµz. Since the basis func-
tions in this form are often adopted in fields of quantum
chemistry17, they are expected to give us reliable insights
into the unfolded spectra from TB calculations.
By using the definition of the Hermite polynomial
Hn(x) ≡ (−1)nex2(d/dx)ne−x2 , we can calculate an in-
9tegral ∫ ∞
−∞
dxxn exp
(
− x
2
2σ2
− ikx
)
=
(
i
∂
∂k
)n ∫ ∞
−∞
dx exp
(
− x
2
2σ2
− ikx
)
=
√
2piσ2
(
−i σ√
2
)n
e−k
2σ2/2Hn
(
kσ√
2
)
(A2)
for a non-negative integer n. With this, the Fourier com-
ponents φ˜CGµ (kf) of the basis functions can be calculated
analytically and the atomic contribution to the intensity
in eq. (7) is factorized as
γatomµµ′ (kf) = Nµµ′γ
atom−damp
µµ′ (kf)γ
atom−osc
µµ′ (kf), (A3)
where
γatom−dampµµ′ (kf) ≡ e−k
2
f (σ
2
µ+σ
2
µ′ )/2 (A4)
and
γatom−oscµµ′ (kf) ≡ (−i)lµilµ′
∏
ν=µ,µ′
∏
j=x,y,z
Hnνj
(
kfjσν√
2
)
(A5)
have been defined. Nµµ′ is a constant independent of
kf . γ
atom−damp is the only factor responsible for the
isotropic damped behavior of the spectral intensity in
reciprocal space, while γatom−osc is the only factor re-
sponsible for the oscillatory behavior coming from the
anisotropic shapes of the basis functions.
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