Is there a difference in purpose between modelling in material science and in engineering? The scope of the Journal of Strain Analysis (JSA) embraces material behaviour, to quote the journal's scope: 'studies in the mechanics of any material system (metal, polymer, ceramic, composite or other) at one or more length scales which provide insight and understanding in material properties and failure modes are welcome'. The scope also includes 'measurement and analysis of strain' and the use of strain 'data in understanding nature; in engineering decision-making and in the design of industrial processes, structural components, or systems'. So my opening question is pertinent when considering the importance and relevance of articles describing modelling that are submitted for publication.
In some disciplines, the primary value of models is seen to be heuristic. They are representations that are valuable for guiding further investigation. 1 Whether or not a model is absolutely correct is not the key question, but instead a model needs to be useful and functional in providing relevant insights. This has been paraphrased as 'validation of phenomena' 2 and may be appropriate in pure science. However, the role of models in engineering is distinctly different because models are used to inform decisions that have economic and human consequences. Consequently, it is important to ascertain the degree to which a model is 'an effective surrogate for reality'. 3 To someone about to trust their life to a machine, it might not be reassuring to know the model used to optimise its design was only tested to establish that it was an 'effective surrogate for reality', perhaps what they should really be interested in is 'the degree to which the model was an accurate representation of the real world'. 4 This implies a level of quantification of the validity of the model that goes beyond establishing that phenomena are appropriately embodied in the model and involves establishing credibility in the model, that is, the willingness of people to make decisions based on data from the model. 5 In practice, the people making the decisions will be those who will be held to account when the machine or structure fails.
Hence, it would be reasonable to conclude that when the intended use of models in material science is 'to provide insight and understanding in material properties and failure modes', then it is sufficient to demonstrate that the model reliably reproduces the appropriate phenomena or behaviour observed in the real-world. However, when models are intended to support 'engineering decision-making' or 'the design of industrial processes, structural components, or systems', then a higher level of evaluation is necessary that would usually include a quantitative comparison to the real world. 4, 6 In other words, models can be divided into two classes: informative and predictive, with the latter requiring a more rigorous demonstration of their fidelity.
Tegmark 7 identified an epistemological boundary between physics in which a theory is testable and metaphysics where theories are not testable. Perhaps there is a similar boundary between computation models that are essentially concerned with retrodiction or post-diction, that is, generating data that describe phenomena which have happened already or for which it is relatively easy to conduct an experiment, and engineering meta-models that predict future events for which no real-world data are available * . In many scenarios, engineers are not very concerned about meta-models because they can build and test prototypes in order to provide data for validation. However, there are fields of engineering, such as the design of engineering devices for nuclear fusion reactors and planetary exploration probes, in which computational models have been created that it is impossible to test comprehensively using real-world data, i.e. meta-models. This separation between engineering models and engineering meta-models is illustrated schematically by the two boxes on the left in Figure 1 with an epistemological boundary between them (horizontal line in Figure 1 ). It is tempting to make the right-hand edge of the boxes the epistemological boundary between physics and metaphysics, that is, testable and not testable laws of nature. However, this is beyond the realm of analysis for engineering design and engineering in general. It is more instructive to use the right-hand edge as the boundary between known and unknown physics, whereby unknown physics includes those phenomena * Note that in computer science, the term 'meta-model' is used to describe a model of model which is not necessarily the case here. Here, the prefix 'meta' is used as defined in the Oxford English Dictionary as 'a designation a higher science of the same nature but dealing with ulterior problems'.
that we can observe and quantify in nature but which we cannot yet explain or describe using scientific laws or principles. This allows two more boxes to be added to create a 2 3 2 diagram. The zone represented by the bottom right box is an area in which engineers can operate using relevant empirical evidence to support engineering models. The upper right box is a region of radical uncertainty, in which the physics is not understood and relevant evidence is not available to support engineering modelling, effectively rendering it a no-go area. Our ability to validate and establish credibility for engineering models decreases from left to right and from bottom to top in Figure 1 , as indicated by the decreasing density of greyness. The lack of information in the top right box implies there is no possibility of confirming an engineering meta-model. In the top left box, there remains an inability to obtain directly relevant evidence from the real-world, but an approach based on the epistemic values of a model might be viable. Simplicity, internal consistency, external consistency and explanatory power are epistemic values of models that are identified as being truth-conducive by Biddle and Winsberg. 8 The label 'Friedmann approach' in the bottom right box derives from Milton Friedmann's approach to the validity of an economic model which he believed depends not on the veracity of its assumptions but on its ability to predict. 5 The same approach is relevant to engineering models when the underlying physics is unknown, and hence, the veracity of the assumptions cannot be ascertained but the reliability of the model can be tested by comparison to relevant empirical evidence. In the bottom left box, it is appropriate and viable to deploy the full range of validation methodologies and metrics discussed in engineering guides 4, 9 and the wider literature (e.g. Bayerri et al., 3 Lin et al. 10 and Lampeas and Pasialis
11
). Besides the advanced applications exemplified by fusion energy and space exploration above, increasing layers of complexity could also transform a model into a meta-model that exhibits emergent behaviour, that is, properties that emerge from fundamental interactions and which could not have been anticipated from the relevant fundamental principles. Such meta-models would then fall into the top right-hand box because although they are based on known physics, their emergent behaviour cannot be explained completely using the known laws of nature. This does not make a model exhibiting emergent behaviour any less useful or instructive; in fact, it could make it more so as it allows the efficient exploration of very complex behaviours. DeLanda 12 has discussed how emergent properties allow simulations to decompose reality and replicate phenomena at one scale without the need for high fidelity representation at all scales, and this is relevant to hierarchical and multi-scale modelling approaches.
This editorial has digressed from the scope of JSA, particularly the discussion of the right-hand boxes in the figure. However, if 'physics' was replaced by 'material science' in Figure 1 , then the discussion regains relevance and comes sharply into focus when consideration is given to, for instance, the residual stresses arising from additive manufacturing of aerospace components (e.g. Pinkerton et al. 13 ) or the impact behaviour of graphene composites (e.g. Kamar et al. 14 ). The underlying mechanics of materials for these scenarios are not fully understood, but relevant empirical evidence can be acquired; so the corresponding models would lie in the bottom right-hand box in Figure 1 . Whereas models of components subject to extreme conditions, such as thermoacoustic fatigue, would be in the top left-hand box but are being pulled into the bottom left-hand box by advances in experimental mechanics that permit the acquisition of validation-quality data in these conditions. 15 In practice, the horizontal division on the diagram is not a distinct line but a fuzzy zone in which measured data become less sparse as the downward transition is made. Perhaps the vertical boundary is also fuzzy and can be generalised as the division between principled and unprincipled models, that is, those based on scientific laws or principles and those which are not. 16 In the fuzzy zone in between are models based on principles but which contain approximations required to make them computationally tractable, for instance, the assumptions of constant work hardening exponent and index of anisotropy that Vadavadagi et al. 17 have shown lead to less accurate simulations of deep-drawing processes, or the use of the penalty method to model frictionless contact, for example, in threaded connections. 18 In both of these examples, careful comparisons with experiments provided confirmation of the reliability of the simulations and places them firmly in the lower half of Figure 1 . 
