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Foreword
In 1962 a committee of the Division of Mathematics of the
National Research Council presented to the Space Science Board of
the National Academy of Sciences a report on the current and
anticipated uses of mathematics in space activities. A key finding
was the need for much more intensive work in various mathematical
areas, both to develop more powerful results in these areas and to
discover ways of using the existing knowledge more effectively. The
Summer Seminar of 1963 was planned to fill this need in part. It was
the third Summer Seminar in Applied Mathematics sponsored by
the American Mathematical Society.
In order to keep the Seminar within bounds and to achieve
reasonable coherence, many mathematical areas of great importance
and urgency for space activity were not considered at the Seminar.
The most notable omissions are the area of nonlinear differential
equations, which is of use in the study of guidance systems for
propulsive space vehicles, and various areas of statistics, such as
those involved in the design of experiments to be performed in space,
analysis of large amounts of data from experiments aboard space
vehicles, etc.
Primarily, the topics considered at the Seminar were those having
to do with the behavior of nonpropulsive space vehicles. Inevit-
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ably, this led to heavy emphasis on the theory of orbits. For this
reason, the Seminar was combined with the fifth annual Summer
Institute in Dynamical Astronomy. Four previous Summer Institutes
in Dynamical Astronomy have been sponsored by Yale University,
in the summers of 1959 through 1962. They were devoted primarily
to topics in the theory of orbits, and were more restricted in scope
than the present Seminar.
The orbits of most present and planned space vehicles differ so
markedly from the orbits of the classical celestial bodies that only
parts of the classical theories of celestial mechanics are applicable.
Much effort is being expended to determine which of the classical
methods are applicable, to find suitable modifications of some of the
classical methods to make them more widely applicable, and to find
new methods to handle novel situations.
Such matters were a main concern of the four previous Summer
Institutes in Dynamical Astronomy, and received a considerable
amount of attention at the present Seminar; it was to assure this
that the Seminar was combined with the fifth Institute. Notes were
compiled for the Institute of 1959, but their supply is exhausted.
Notes for the Institute of 1960 were edited by William E. Felling
and published in 1961 by The McDonnell Aircraft Corporation,
St. Louis, Missouri, under the title, "Notes of the Summer Institute
in Dynamical Astronomy at Yale University, July 1960". Copies
of these notes can be obtained from The McDonnell Aircraft
Corporation.
The Institute of 1961 was held at Tucson, Arizona, and the
Institute of 1962 was held at Yale University. Only scattered notes,
mostly in mimeographed form, survive from these meetings. Some
of these were collected and have been included in the present
Proceedings. Specifically, from the Institute of 1961 come the
chapters: Precession and nutation by Alan Fletcher; Lectures on
regularization by Paul B. Richards. From the Institute of 1962 come
the chapters: Problems of stellar dynamics by G. Contopoulos; Matrix
methods by J.M.A. Danby; The effect of radiation pressure on the
motion of an artificial satellite by Gen-ichiro Hori; The two variable
expansion procedure for the approximate solution of certain nonlinear
differential equations by J. Kevorkian; Stability and small oscillations
about equilibrium and periodic motions by P. J. Message; The
spheroidal method in satellite astronomy by John P. Vinti.
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Some of the lecturesof the earlierInstitutes,and of the present
Seminar, have been published elsewhere, either separately or as
parts of largerworks. Indeed, some lectures excerpted particularly
relevant material already in print. Besides the Notes of the 1960
Institute already cited, a listof publications containing material
not covered in the present Proceedings which was presented in
lecturesat the Institutesand the Seminar follows:
R. F. Arenstorf, Periodic solutions of the restricted three body prob-
lem presenting analytic continuations of Keplerian motions, Amer. J.
Math 85(1963), 27-35.
V. I. Arnol'd, The stability of the equilibrium position of a Hamil-
tonian system of ordinary differential equations in the general elliptic
case, Dokl. Akad. Nauk SSSR 137(1961), 255-257 = Soviet Math.
Dokl. 2(1961), 247.
__, Generation of quasi-periodic motion from a family of periodic
motions, Dokl. Akad. Nauk SSSR 138(1961), 13-15 = Soviet Math.
Dokl. 2(1961), 501.
__, The classical theory of perturbations and the problem of
stability of planetary systems, Dokl. Akad. Nauk SSSR 145(1962),
487-490 = Soviet Math. Dokl. 3(1962), 1008.
__, Proof of A. N. Kolrnogorov's theorem on the preservation of
quasi-periodic motions under small perturbations of the Hamiltonian,
Uspehi Mat. Nauk SSSR 18, Ser. 5 (113), 1963, pp. 13-40.
__, Small divisor and stability problems in classical and celestial
mechanics, Uspehi Mat. Nauk SSSR 18, Ser. 6(119), 1963, pp. 81-192.
R. E. Bellman, Adaptive control processes; a guided tour, Princeton
Univ. Press, Princeton, N. J., 1961.
R. E. Bellman and S. Dreyfus, Applied dynamic programming,
Princeton Univ. Press, Princeton, N. J., 1962.
D. Brouwer, Solution of the problem of artificial satellite motion
without drag, Astronom. J. 64(1959), 378-397.
D. Brouwer and G. M. Clemence, Methods of celestial mechanics,
Academic Press, New York, 1961.
D. Brouwer and G. Hori, Theoretical evaluation of atmospheric
drag effects in the motion of an artificial satellite, Astronom. J.
66(1961), 193-225; 264-265.
C. J. Cohen and E. C. Hubbard, A non-singular set of orbit elements,
Astronom. J. 67(1962), 10-15.
C. C. Conley, A disk mapping associated with the satellite problem,
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Comm. Pure Appl. Math. 17(1964), 237-243.
S. Dreyfus, Dynamic programming and the calculus of variations,
J. Math. Anal. Appl. 1(1960), 228-239.
W. J. Eckert and D. Brouwer, The use of rectangular coordinates in
the differential correction of orbits, Astronom. J. 46(1937), 125-132.
B. Garfinkel, Motion of a satellite in the vicinity of the critical in-
clination, Astronom. J. 65(1960), 624-627.
Y. Hagihara, Theories of equilibrium figures of a homogeneous rotat-
ing fluid mass, Blaisdell, New York, forthcoming.
__, Celestial mechanics, Blaisdell, New York, forthcoming in
four volumes.
Paul Herget, The computation of orbits, Observatory of the Univer-
sity of Cincinnati, 1948.
__, Computation of preliminary orbits, Astronom. J. 70(1965),
1-2.
G. Hori, Motion of an artificial satellite in the vicinity of the critical
inclination, Astronom. J. 65(1960), 291-300.
A. N. Kolmogorov, Dokl. Akad. Nauk SSSR 98(1954), 527-530.
_, General theory of dynamical systems and classical mechan-
ics, Proc. Internat. Congr. Math., Amsterdam, 1954, (Amsterdam:
Erven P. Nordhoff, 1957), Vol. 1, pp. 315-333.
W. T. Kyner, Qualitative properties of orbits about an oblate planet,
Comm. Pure Appl. Math. 17(1964), 227-236.
__, A mathematical theory of the orbits about an oblate planet,
J. Soc. Indust. Appl. Math. 13(1965), 136-171.
J. Moser, Nonexistence of integrals for canonical systems of differ-
ential equations, Comm. Pure Appl. Math. 8(1955), 409-436.
__, On invariant curves of area-preserving mappings of an
annulus, Nachr. Akad. Wiss. GSttingen Math.-Phys. Kl., No. 1
(1962), 1-20.
__, Stability and nonlinear character of ordinary differential
equations, Proc. Sympos. on Nonlinear problems, 1962, Univ. of
Wisconsin Press, Madison, Wis., 1963, pp. 139-150.
P. Musen, Special perturbations of the vectorial elements, Astronom.
J. 59(1954), 262-267.
S. Ostrach, Melting ablation, to appear in 1966 as one of the Inter-
national Series of Monographs on Interdisciplinary and Advanced
Topics in Science and Engineering, Pergamon Press, Oxford.
C. L. Siegel, Iteration of analytic functions, Ann. of Math. 43(1942),
607-612.
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__, Uber die Existenz einer Normalform analytischer Hamilton-
scher Differentialgleichungen in der NiChe einer GleichgewichtlOsung,
Math. Ann. 128(1954), 144-170.
Together with the above references, the present Proceedings
should acquaint the reader with the current state of research on the
behavior of nonpropulsive space vehicles, indicate the more pressing
unsolved problems, and furnish examples of mathematical techniques
which are currently useful. It is hoped that the reader will be stimu-
lated to make contributions of his own, either in the way of developing
better mathematical techniques, or finding more ingenious uses of
existing ones.
Besides presenting much new and advanced material, an effort is
made in these Proceedings to give readers basic information, in
fields other than their own, which they need to have a full under-
standing of space problems in their own fields. Accordingly an effort
is made to acquaint the mathematical specialists with the key space
problems in aerodynamics, geophysics, orbit theory, etc.; to acquaint
orbit specialists with useful mathematical techniques, and to give
them enough background in geophysics, aerodynamics, etc. for them
to see the relevance of these areas for the new orbits required for
space exploration; and so on, for other areas represented in space
activity. Thus, for the benefit of the readers who are not specialists
in orbit theory, there is included the chapter Elliptic motion by
J. M. A. Danby. This is a summary exposition of the simplest orbit
problem, the problem of two bodies. However, it includes only those
points of especial relevance for space activity, and makes no effort to
cover all developments that have been made in the two-body problem
in the more than three hundred years since Newton gave the first
solution.
Useful mathematical techniques for orbit studies are presented in
the chapters Matrix methods by J. M. A. Danby, The Lagrange-
Hamilton-Jacobi mechanics by Boris Garfinkel, Stability and small
oscillations about equilibrium and periodic motions by P. J. Message,
Lectures on regularization by Paul B. Richards, and The spheroidal
method in satellite astronomy by John P. Vinti. For near earth satel-
lites, precession and nutation play such a prominent role that the
chapter Precession and nutation by Alan Fletcher is almost required
reading for anyone concerned with near earth satellites. For satellites
that go further afield and also come near the moon, the motion is
essentially covered by the "restricted problem of three bodies" in
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which the mass of one body is infinitesimal compared to the masses
of the other two. This is dealt with in the chapter Notes on a two-degree-
of-freedom irreversible dynamical system: the restricted problem of three
bodies by Victor Szebehely. The chapters Problems of stellar dynamics
by George Contopoulos and Qualitative methods in the n-body problem
by Harry Pollard are explanations of some classic techniques of
interest.
To a first approximation, a small object will remain at one vertex
of an equilateral triangle of which the earth and moon are the other
two vertices; it rotates at the same rate as the earth and moon about
a common center of gravity. This "triangular point" has been
proposed as a good place to park a permanent space station, say for
communication purposes. However, the pull of the sun would cause
the space station to wander about the "triangular point," perhaps to
the extent of rendering it useless. Though this question is of
immediate concern, no completely satisfactory treatment exists. Five
chapters deal with aspects of this, namely Motion in the vicinity of the
triangular libration centers by Andr6 Deprit, Motion of a particle in
the vicinity of a triangular libration point in the earth-moon system
by J. Pieter de Vries, The dominant features of the long-period libra-
tions of the Trojan minor planets by P. J. Message, Outline of a theory
of nonperiodic motions in the neighborhood of the long-period librations
about the equilateral points of the restricted problem of three bodies by
Eugene Rabe, and Elements of a theory of librational motions in the
elliptical restricted problem by Eugene Rabe.
Many artificial satellites have orbits very close to the earth, and as
a result these orbits are much more perturbed by irregularities in the
potential field of the earth than is the case for the more distant
natural celestial objects. This is compelling a more careful study of
the distribution of masses within the earth, as well as requiring new
methods for taking account of the effects on orbits of irregularities in
this distribution. Thus it is that two chapters are devoted to ques-
tions of geophysics, and relevant matters, namely, The shape of the
earth in the light of recent discoveries in space science by John A.
O'Keefe and The stability of a rotating liquid mass by John A. O'Keefe.
If the orbit of some satellite is known with sufficient precision over
a considerable period of time, one can make many inferences about
the potential field of the earth. The determination of such an orbit is
based on observations from various stations on the earth. To deter-
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mine the orbit with precision from these observations re_luires know-
ledge of the positions of the stations relative to the equipotential
surfaces of the earth's potential field, and hence some knowledge of
the potential field. The question of finding what orbits and potential
fields are consistent with a set of observations is very difficult at best.
Since the observations cannot be totally free from error, it may be
that no orbit or potential field is exactly consistent with them, and
one must use variational and optimization techniques to find an orbit
and potential field that gives a "best fit." A specific discussion of this
point is given in the chapter Geodetic problems and satellite orbits
by W. H. Guier. Relevant general mathematical techniques are
discussed in the chapter Elements of calculus of variations and opti-
mum control theory by Magnus R. Hestenes.
Many artificial satellites have low orbits, where the drag of the
atmosphere is not negligible. To understand better the nature of this
drag requires investigation into some difficult areas of aerodynamics.
Presentations were made at the Seminar of the latest results in this
area, and are recorded in the chapters Basic fluid dynamics by S. F.
Shen and Shock waves in rarefied gases by S. F. Shen. In extreme
cases, such as re-entry or flow inside rocket nozzles, there may be
chemical dissociation and other effects. These are discussed in the
chapter Models of gas flows with chemical and radiative effects by
F. K. Moore. The specific effects of drag on a satellite orbit are dis-
cussed in the chapter Decay of orbits by P. J. Message. Other
peculiarities of the orbits of artificial satellites are discussed in the
chapter The effect of radiation pressure on the motion of an artificial
satellite by Gen-ichiro Hori.
In all too many problems of the most immediate urgency, no
suitable theoretical treatments have yet been perfected, and the best
that can be done is to seek approximate numerical answers by means
of high speed computers. A discussion of computational techniques
is given in the chapter Special computation procedures for differential
equations by S. V. Parter.
Although very little was said at the 1963 Seminar about general
techniques for solving nonlinear differential equations, a chapter
on the subject is included from an earlier Institute, namely The two
variable expansion procedure for the approximate solution of certain
nonlinear differential equations by J. Kevorkian.
A topic which now particularly timely, namely the rendezvous of
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two space vehicles, is treated in Rendezvous problems by J. C. Houbolt.
The Seminar was supported by the following government agencies:
National Science Foundation,
Air Force Office of Scientific Research,
National Aeronautics and Space Administration,
Army Research Office (Durham),
Office of Naval Research,
Atomic Energy Commision.
The success of such a Seminar is the result of much dedicated work
and planning by many individuals. Gordon L. Walker, Executive
Director of the American Mathematical Society, contributed greatly
to the planning and functioning of the Seminar. Edmund T. Cranch,
of the Engineering College at Cornell University, served as Adminis-
trative Director. He handled matters of preparation skillfully and,
with the assistance of Margaret Kellar from the Office of the
American Mathematical Society, managed the day-by-day operation
of the Seminar in a highly satisfactory fashion. The enthusiastic
office staff of Ann Smith, Virginia Cranch, and Neva Strever were
effective in the many things, both obvious and unseen, that they did
to promote the success and unity of the Seminar. Space for offices
and meetings, and many forms of cooperation, were furnished by
Cornell University and members of its staff. The scientific planning
and direction were done by the Joint Invitations and Organizing
Committee. Its members were Dirk Brouwer, Director of Yale
University Observatory; Morris Davis, Director of Yale Computer
Center; William R. Sears, Director of the Graduate School of Aero-
space Engineering of Cornell University; Victor Szebehely, Manager
of Space Mechanics Operation, General Electric Company; and
Chairman, J. Barkley Rosser, Director U. S. Army Mathematics
Research Center, The University of Wisconsin. During the Seminar,
Dirk Brouwer served as Associate Director and Morris Davis as
Assistant Director. They assumed day-by-day responsibility for the
staff and program, and also furnished valuable advice and continuity
with previous Institutes.
J. BARKLEY ROSSER
J. M. A. Danby
Elliptic Motion
N67 14411
1. Introduction to the mechanics of celestial bodies.
1.1. Newton's Law of Gravitation. Celestial mechanics is, in the
main, a branch of Newtonian mechanics, and the fundamental law is
Newton's law of gravitation. It is true that this law may not cover
every contingency in cosmogony, but its inadequacies in celestial
mechanics are few indeed. Also, in cases where the relevant argu-
ments of general relativity have achieved explicit forms, the result-
ing modifications to motion governed by Newton's laws have been
dealt with by established perturbation theories of celestial mechanics
(see [5]).
Newton's law states that: "any two particles attract each other
with a force that is proportional to the product of their masses
and inversely proportional to the square of the distance between
them". Let the particles have masses rnl and m2, and position vec-
tors r_ and r2, respectively. Then the force exerted by m2 on m_ can
be written
-- k2mlrn2(rl- r2)/j1"1-
(In these notes a vector is written in boldface type. A unit vector
is written with a "cap" above it, i.e., f, and Irl, or simply "r" stand
for the modulus of r. It is assumed that the reader is acquainted with
1
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elementary vector algebra and calculus; if not, see [2].) k 2 is often
written as "G", and the value in c.g.s, units is about 6.67 × 10 -8.
Consider a system of masses rnl, rn2, ..., rnn at rl, r2, ..., rn. They
will exert a total force on a mass m at r of amount
-- k2rn_, mi(r- ri)/Ir - ril3.
i=1
The particle m will experience some force wherever it is, and the n
bodies are said to set up a "field of force". The strength of a field of
force at a point r is the force exerted on a particle of unit mass placed
at r. Strictly, the word "force" in this context means "force per
unit mass". The n bodies produce, therefore, a field of force
(1.1.1) - k2_-_, mi(r- ri)/Ir- ri[ 3
i=1
In the system of n masses the force acting on rni is
_ k 2 _ mimi(ri- rj)/Ir i - rjl 3.
j_l;j_i
This can be calculated from the gradient of the "force function"
n
(1.1.2) U= k2__, _ mgmdlri- rjl.
j_l i<j
For instance, the x-component would be OU/Oxi. Since
Irz- rjl = {(x_- xi)2+ (y_- yi)Z+ (zz- zj)_} _/2
then
alri- rjl/Ox_ = (x_- xj){ (x_- xj)2÷ (y_- yj)2+ (zi- zj)2} -_/2
and
OU/Oxi= - k 2 _ rn_mj(x_- x_)/Ir,- rjl z.
j=l;j_i
The force function is the negative of the work that would be done
in assembling the system of n bodies from a state of infinite diffusion.
As the words are normally used, it is minus the potential; but this
convention is not universal, and I shall use only force functions here.
The transition from particles to solid bodies is accomplished by
integration. Consider the force function of a uniform, thin spherical
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P
da 0
FIGURE 1. Force Due to a Shell
shell at a point 0 outside the shell (see Figure 1). Let the shell have
center C, radius a, thickness da, and density p; and let OC = r. If P
is a point on the shell, let the angle OCP = 8. Divide the shell into
thin rings perpendicular to OC and defined by 0 lying within the
limits 0 and 0 + d0. The radius of a ring is a sin 8, and its mass is
p2_a sin 0 a dOda.
Any element of the ring is at the distance
(r 2 + a 2 - 2ar cos0) 1/2
from O, so that the force function of the ring at 0 is
k2p2_ra 2da sin OdO(r24- a 2 - 2ar cos 8) -1/2,
and the total force function due to the shell is
f/U = k2p2_a2da sinOdO(r 2 + a 2 -- 2arcosO) --1/2,
where the square root must always be positive. This can be inte-
grated at once to give
U = k2dm -_(r2+ a2 -- 2arcosO) 1/2
_0
= k2dm/r,
where dm = 4_a_p da is the mass of the shell. This means that, so
far as 0 is concerned, the shell could just as well have all its mass
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concentrated at C. This must also apply to a shell of finite thickness,
since the result is not affected by integration over a, and it applies
in particular to any solid body that is constructed in concentric
spherical shells, provided we are outside it.
If, therefore, we have a system of n bodies, each having spherical
symmetry, then they can be considered as particles generating a
force function (1.1.2), provided they do not approach too close to
each other. The mass of each body is considered to be concentrated
at its center of gravity, and the coordinates of a body are the coordi-
nates of its center of gravity.
Fortunately, in most problems of celestial mechanics the bodies
can be assumed to be spheres. In the first place they are, in fact,
nearly spherical, and in the second place the distances between the
bodies are usually large compared with the dimensions of the bodies
themselves. In the case of the motion of an artificial satellite the
latter condition does not hold, and the oblateness of the Earth
actually causes major perturbations in the motion.
Outside a gravitating body the force function must satisfy La-
place's equation,
V2 U =- 02U/Ox 2+ 02 U/Oy 2+ 02 U/Oz 2 = O.
(This can be proved by differentiating equation (1.1.2) ; the summa-
tion is replaced by an integration.) It transpires that the force
function of the body can normally be expanded in a power series
in 1/r, where r is the distance from its center of mass; the coeffici-
ents are called sperical harmonics. If, as is often the case, the body
has symmetry about an axis, the force function can be expressed as
(1.1.3) Mk2(1- 1 1 )r _J2P2- _J3P_ .... ,
where the Pi are Legendre polynomials (functions of the latitude)
and the Ji are constants; if the body is nearly spherical, the latter
become small quite rapidly. Now it would be possible to find the
force function of such a body by integration, if we knew precisely
how it was put together. Failing this knowledge, it is still possible
to write down its force function directly, so far as all the variable
quantities are concerned. The theory of the motion of an artificial
satellite, without drag, can be constructed using the force function
(1.1.3). Then, later, observations may furnish the values of the Ji.
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A lack of knowledge about the insides of a body is therefore no great
hardship when its force function is required. (For more details, see
[2, Chapter 4].)
1.2. Newton's Laws of Motion. We are concerned with Newtonian
mechanics, the basic assumptions of which are contained in New-
ton's laws of motion. These are:
(1) Every particle continues in a state of rest or uniform motion
in a straight line unless it is compelled by some external force to
change that state.
(2) The rate of change of the linear momentum of a particle is
proportional to the force applied to the particle and takes place
in the same direction as that force.
(3) The mutual actions of any two bodies are always equal and
oppositely directed.
A man who observes the motion of surrounding bodies that are
not acted on by forces, and notes that they are not accelerated is
entitled to feel that, for practical purposes, he is at rest with respect
to some inertial system of reference. But if these bodies have any
accelerations, then he is not (although he may invent forces such as
centrifugal or Coriolis forces, to preserve the illusion). Certainly,
no point fixed on the surface of the Earth could be the origin of an
inertial system, although some sufficiently parochial experiments
might give that impression. Motion observed in an ideal case by a
nonrotating man at the center of the Earth would still show acceler-
ation because of the action of the Sun, Moon, etc., on the Earth.
Similarly, motion observed from the center of mass of the solar
system should be affected by nearby stars, and the field of the
galaxy (to say nothing about nearby galaxies): this is true in prin-
ciple; but there is no known experiment to detect such effects, so
that no purpose is served by considering acceleration with respect to
the center of the galazy, and so on. So we shall not worry about
the practical difficulties of choosing an inertial reference system, and
we are certainly not concerned here with the thornier difficulties as
to whether such a system can exist at all. We adopt the attitude
that, given any problem in Newtonian mechanics, there exists an
inertial system with respect to which the equations of motion can
be written down; but no special assumption must be made about
the whereabouts of the origin. Once the equations of motion have
been set up, algebra will enable the origin to be transferred to this
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place or that. Also, inspection of some terms in the equations may
result in their being rejected on account of their smallness. But the
original equations must be written down without any assumptions
being made about the origin, or the relative importance of different
terms.
The measurement of "uniform motion" requires the use of a
"uniformly flowing" time. The use of Universal Time (which is based
on the rotation of the Earth) threw up accelerations of the Moon and
planets that could not be explained by Newtonian mechanics, but
which could result from nonuniform flowing of Universal Time.
A suitable time has therefore been invented; this is Ephemeris Time.
Its relation with Universal Time is given in the almanacs.
The second law can be applied only to motion observed with
respect to an inertial reference system. If a particle of mass m is
at r and the resultant of the forces acting on the particle is F, then
d [ dr_
(1.2.1) F : _-k rn _7.
Two important formulas follow from this. Firstly,
(1.2.2) rXF=_ rXm_- ,
or "the moment of the external forces is equal to the rate of change
of the angular momentum". Then, if F is the gradient of a force
function U that does not contain the time explicitly, and if m is
constant,
1
( dry" _ U = constant.(1.2.3) 2 dt]
(For, differentiating (1.2.3) with respect to the time, we have the
scalar product of dr/dt and (1.2.1).) This is the energy integral.
The third law is obeyed by Newton's law of gravitation, and is
needed in a derivation of this law from Kepler's laws of planetary
motion (quoted in §2.4).
Newton's laws apply directly to the motion of particles. If a
body of finite extent is acted on by a system of forces, then the
motion of its center of mass can be found by shifting the forces
parallel to themselves so that their lines of action pass through the
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center of mass. The motion about the center of mass is considered,
basically, through equation (1.2.2); subjects such as precession or
physical libration fall under this heading; but they will not be con-
sidered here.
1.3. Equations o[ Motion. Consider the motion of n particles with
fixed masses rnl, rn2, ..., rnn, which have position vectors pl, p2,'. ",
p,, with respect to an inertial reference system. The equation of mo-
tion of mi is
(1.3.1) mio[' = -- k2mi _ mi pi-- Pi3 '
j=l;j_i Pij
where pij = Ipi- Pi]- A prime stands for differentiation with respect
to the time. Adding the equations for all the particles, the forces
cancel (from the algebra, or from Newton's third law) leaving
n
(1.3.2) __, mi p[' = O.
But __,mipi is proportional to the position vector of the center of
mass of the system, and (1.3.2) says that this not accelerated with
respect to the original inertial system; therefore the center of mass
could be the erigin of an inertial reference system.
Multiply (1.3.1) vectorially by ri ×, and add all n equations. The
right-hand sides again cancel, leaving
(1.3.3) _ re, r, X r[' = O, or _ rniri X r[ = h
i=l i=l
where h is a constant vector. The plane through the center of mass
of the system and perpendicular to h is constant throughout the
motion, and is called the "invariable plane" of the system.
The equations (1.3.1) can be written in the form
(1.3.4) mio_' = Vi U,
where, if pi has components (_i, Tli,_i), V i has components 0/0_i,
0/0_i, O/O_i, and where
(1.3.5) U = k_] _ mirn i
i<1=1 Pij
We therefore have the energy integral for the whole system,
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1 "
(1.3.6) -_ __, mip[ 2 -- U = constant.
i=l'=
But no integral can be written down for an individual member of the
system.
Suppose that one mass, m,, is considered to be dominant, either
because of its relatively great magnitude, or because the motion in
which we are interested takes place very close to it. Subtracting the
equation of motion of mn from that of mi (after dividing by m, and
m, respectively) we find
n-1Pi -- Pj k 2 P_ -- Pjp:"- p_' = - k '_ rnj _ + _, rni ----s--
j=l;j#i Pij j-1 Pnj
3
Pin Pni
k2 _ 1 [Pi--Pj Pn--Pjl-- mj
j=l;j#i _ij _njJ"
Now let the position vector of mi with respect to mn be ri, so that
ri = p, - pn. Then
ri =k 2 _ 1 Iri--ri rJj3](1.3.7) r: + k2(mn + m3 -_ -" rni ----:Y-+ "j=l;j#i rij
Further, if
(1.3.8)
then
(1.3.9)
R_j= k2[ 1 r" rJ1L ro r} '
n-rl
ri
r" + k2(m, + m3 r_ = _ mj V i Rij.
j=l;j#i
Now if all the masses except rnn and m_ were zero, the right-hand
sides of (1.3.7) or (1.3.9) would vanish, and the equations of motion
would refer to the two-body problem; the solution of this is called
Keplerian motion, and is described in the following chapter. It is
frequently possible in celestial mechanics to find a dominant body,
rn,, such that the terms on the right-hand side of (1.3.9) are much
smaller than k2(m_ + m3ri/r_. In this case the motion can be con-
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sidered as Keplerian motion "perturbed" by the forces on the right-
hand side. This is why Keplerian motion is so important in celestial
mechanics. The word "perturbation" normally implies a departure
from Keplerian motion; the forces on the right-hand side of (1.3.9)
are "perturbing forces" and the Rii are "perturbative functions".
The reference system in (1.3.9) is noninertial. The terms on the
right-hand side include the "direct" attractions of the bodies on mi,
and the "indirect" attractions on mn, the origin. In a practical
application many of these terms might be found to be negligible;
but it can happen that the direct attraction of a body is negligible,
but the indirect attraction is not. Further modifications can be
made by adjusting the origin, and the mass of the dominant body;
for details, see [2, §9.5].
2. The two-body problem.
2.1. Properties of Conics. Any orbit in the two-body problem is
a conic, and before discussing the solution we shall briefly review
the relevant properties of conics.
The polar equation of a conic can be written as
(2.1.1) p/r = 1 + e cos/,
where the origin is at a focus of the conic, and [ is the polar angle,
measured from the major axis. [Equation (2.1.1) follows from the
"focus-directrix" definition of a conic; i.e., that it is the locus of a
point such that the ratio of its distance from a fixed point (a focus)
B
Y
J
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A
FIGURE 2. Features of an Ellipse
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to its distance from a fixed line (a directrix) is constant, the value
of the constant being equal to e.] e is the eccentricity; if e = 0 the
conic is a circle; ife is less than one, it is an ellipse, which is bounded;
if e = 1 it is a parabola; if e is greater than one it is a hyperbola.
Let an ellipse have center C, foci S, S', major axis AA', and minor
axis BB', as shown in Figure 2. The following relations are useful,
and should be memorized:
CA = CA' = a,
CB = CB' = b,
SA = q = a(1- e),
SA' = q' -- a(1 + e),
CS = CS' = ae,
p = a(1 - e2),
b2 = a2(1 - e2),
SB = a.
The ellipse can be obtained by the vertical projection of a circle.
Let Q be a point on the circumference of the circle, and P the corre-
sponding point on the ellipse, and let QP cut the major axis at R.
Then PR/QR = b/a. Further, let ± ACQ = E (the "eccentric anom-
Q y
A X
FIGURE 3. Orbital Reference System
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aly"). With origin at S, let the X-axis point along SA, and the Y-axis
point along the latus rectum, as shown in Figure 3. This reference
system will be called the "orbital reference system". Then the co-
ordinates of P can be written:
(2.1.2) X=a(cosE-e)=rcosf, Y=bsinE=rsin[.
The area of the ellipse is _ab. We also have
(2.1.3) r = X,/(X2+ y2) = a(1 - e cosE).
Formulas for the parabola can be obtained from those for the
ellipse by (carefully) letting a---oo and e--, 1. It is safest first to
eliminate a or e using q = a(1 - e), since q remains finite. Suitable
modifications to cover hyperbolic motion will be given in §2.4.
2.2. The Solution o[ the Orbit. Consider two particles of mass ml
and m2. Let the position vector of m2 with respect to ml be r. From
(1.3.7) we see that the equation of motion of m2 is
(2.2.1) r" + k2(ml + rn2)r/r 3 = O.
If the origin were at the center of mass of the two bodies, the
reference system (nonrotating) would be inertial. Then if the masses
were at rl and r2, the equation of motion of rn2 would be
m2r_' = - k2mlm2r/r 3
or, since r2 = [ ml/(rnl + m2) ] r,
(2.2.2) r_' = - k2[ m3/(m_ + m2) 2] r2/r 3.
Equations (2.2.1) and (2.2.2) are of the form
(2.2.3) r" = - ttr/r 3
but with different values of _.
Equation (2.2.3) requires six constants of integration for its solu-
tion. Taking r × (2.2.3), we find r X r" = 0, so that
(2.2.4) r f r' = h, a constant.
h supplies three arbitrary constants. From (2.2.4), r. h = 0, which
is the equation of a plane through the origin. The motion must take
place in this plane; h determines its orientation, as well as the magni-
tude of the angular momentum. Now take h × (2.2.3), and use
12
(2.2.4).Wefind
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h×r"= - _(r×r') ×r
r 3
u [r2r , _ (r. r')r]
--r- _
__ U [r2r , - (rr')r]
= - u[r'/r- rr'/r 2]
= - u d (r/r)
= - ud_/dt.
Jr' is the velocity vector; r' is the rate of change of the scalar r.
Differentiating r 2 = r 2, we find r • r' = rr'; a useful relation.] Inte-
grating, we obtain
(2.2.4) h X r' = - gf- P,
where P is an arbitrary vector; but since it is perpendicular to h, it
only contains two arbitrary constants. The remaining constant of
the motion will be considered in the following section. Taking
r. (2.2.4) we obtain
or
or
or
r- (h × r') = - ur- P. r
- h • (r × r') = - gr - P. r
h2 = gr + P • r
h21g - l+(P/g).t _.
r
This is the same as equation (2.1.1). We have h2/g = p, the vector
P points along the major axis toward pericentron, and P = ge. The
angle f is called the "true anomaly". If e is greater than one, only
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the branch of the hyperbola that is concave toward the origin can
be described in the motion.
2.3. The Orbit in Time. The vector r' has components r' along
and rf' perpendicular to it; therefore the modulus of r X r' is r2f ',
which is twice the rate of change of the area swept out by the radius
vector. From (2.2.4) we have
(2.3.1) r2(df/dt) = h.
The integration of this equation supplies the final constant of inte-
gration. Substituting for r from (2.1.1) we get a simple integral;
but except when e = 1, it is convenient to introduce an intermediate
angle, the eccentric anomaly.
Assume the motion to be elliptic. Differentiating (2.1.3) we find
r' = ae sin E E'.
And differentiating r cos f= a(cosE- e) (from (2.1.2)),
r' cosf - r sin ff' = - a sin E E'.
Eliminating r' and f' from these two equations and (2.3.1) we find
h sinf = a sin EE'(1 + e cosf)r.
Now using the relation
h2 = _p = _a(1 - e2),
and the formulas (2.1.2) and (2.1.3) to eliminate f and r, we find
v/(_/a 3) = (1 - ecosE)E',
which can be integrated to give
V/(_/a 3) (t - T) = E - e sin E,
where T is a constant of integration; it is equal to the time when
E = 0, or when the body is at pericentron. This is Kepler's equation.
By letting the eccentric anomaly go from 0 to 2_-, we get the time
for a complete revolution, or the period of the motion, which is
(2.3.2) P = 27r v/(a3/p).
The "mean motion", n, is defined by
(2.3.3) n = 2_/P,
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so that n2a 3 = #. The angle
(2.3.4) M = n(t- T)
is defined as the "mean anamaly". So Kepler's equation can be
written as
(2.3.5) M = E - e sin E.
Normally we are given the time, and want to calculate E. That
there is a unique solution can be seen from the fact that the right-
hand side of (2.3.5) is monotonic increasing with E (for its differen-
tial coefficient with respect to E is (1 - e cosE), which is always
positive). One of the best ways to find E is to use Newton's Method.
If E0 is a good guess, and E is correct, let
AE=E-Eo,
and
AM = M - M0 = M - E0 + e sin Eo.
Then if (AE) 2 is neglected,
AE = AM  (1 - e cos Eo).
Because of the approximation, this correction is not exact, and the
process will have to be repeated until AM becomes less than some
small pre-assigned value. This process converges best when e is
small, when a good first guess is
Eo= M+ e sinM,
(although the series for E in terms of M and powers of e, given in
the following chapter, can be truncated further along if desired). For
more details, and for a discussion of the situation when e is nearly
equal to one, see [3].
2.4. Miscellaneous Properties. Kepler's three laws of planetary
motion are:
(1) The orbit of each planet is an ellipse, with the Sun at one of its
loci. (Actually "Keplerian motion" is often now taken to include
parabolic and hyperbolic motion, so that "conic" might replace
"ellipse".)
(2) Each planet revolves so that the line joining it to the Sur
sweeps out equal areas in equal intervals of time. (Therefore th_
acceleration of the planet is directed toward the Sun, and so also i,
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the force acting on the planet. From this law, and the first, Newton's
law of gravitation can be deduced.)
(3) The squares of the periods of any two planets are in the same
proportion as the cubes of their mean distances from the Sun.
(This law should be modified so that P2(m 1 zr m2)/a 3 is a constant
for any two bodies, where a is the semimajor axis of the relative
orbit, P is the period and ml and m2 are the masses of the bodies.
The law can be used to find the mass of a planet that has a satellite.)
Many important formulas for elliptic motion have been given
already. A notable omission is the energy integral,
(2.4.1) r '2 = tL(2/r - 1/a).
The parabolic velocity, or velocity of escape is found by putting
1/a = O. The circular velocity is found by putting r = a.
When changing from E to [ or [ to E, the following formulas are
useful:
cos/= (cosE - e)/(1 - e cosE),
(2.4.2) sin f-- x/(1 - e2)sinE/(1 - e cosE),
cosE -- (e+ cosf)/(1 _- e cosf),
sinE-- V/(1 - e2)sin[/(1 + e cos f).
Using the relation tan2(//2) = (1 - cos f)/(1 + cos f), it is easy to
verify that
/ C1 -}- el tan(E/2).(2.4.3) tan (//2) = \1 el
When using these formulas, it should be remembered that [/2 and
E/2 always lie in the same quadrant. If we write
e = sine (0 < _b< _/2),
as is commonly done, then
tan(f/2) = tan(,r/4 + ¢_/2)tan(E/2).
From Kepler's equation, and (2.1.3) we have
(2.4.4) E' = na/r.
Also we have
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(2.4.5} r' = na2 e sin E/r = (ett/h)sinf.
Formulas (2.1.2) are important. Differentiating them, we find
(2.4.6) X' : - na2sinE/r, y' = na 2 v/(1 - e 2) cosE/r.
In parabolic motion let q be the pericentron distance, then the
equation of the orbit is
r = q sec2(//2).
An equation involving the time is
_1 tan3(//2 ) + tan(f/2) = V/(tt/2q3)(t - T)
3
Formulas for hyperbolic motion can be derived from those for
elliptic motion as follows. Assume a to be negative for a hyperbola.
If i2= - 1, replace E by iF (so that cosE becomes coshF and
sinE becomes i sinhF), replace n by -iv, where v2a _= -_, and
v is positive, and replace V/(1 - e 2) by iv/(e 2 - 1).
Many important formulas have been omitted here. The reader
should consult, in particular, [3].
2.5. The Orbit in Space. An orbit is defined by six constants, and
these require some kind of reference system. The celestial equator
or ecliptic are often used as reference planes, with the direction of
the vernal equinox defining an axis. Neither of these planes is fixed,
and it is necessary to use their mean positions for some definite
epoch.
A suitable set of constants would be the components of position
and velocity, r0, r_, at some time to; it is possible to calculate from
these the position r at any time t (formulas for the calculation of the
velocity are easily deduced and will not be given here). Since the
motion takes place in a plane, it must be possible to resolve r along
the directions of r0 and r_. So we can write
(2.5.1) r = fro + gr_,
where / and g are scalar functions of to and t and the initial condi-
tions. From (2.5.1) we find
/!l=r×r_ and gh=r0)<r.
These are vector equations, independent of the reference system.
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So f and g can be evaluated by substituting components referred to
the "orbital reference system" defined in 92.1. The components are
given by formulas (2.1.2) and (2.4.6). After substitution and some
simplification, we find
f = a_[ cos(E - Eo) - e cos Eo],
(2.5.2) r
g--- -ln[sin(E- E0) - e(sinE- sin E0) ].
Before using (2.5.1) and (2.5.2) to calculate r, it would be neces-
sary to calculate a, e, E0, and E. We are given r0 and rg. (2.4.1)
will give a. Then (2.1.3) and (2.4.5) will give e cosEo and e sinE0,
from which e and E0 can be found. (In using (2.4.5), remember that
rorO = r0. r_.) Finally, Kepler's equation can be used to find E.
In the formulas above a, e, and E0 are introduced as intermediate
elements; but they help to give a picture of the shape and size of
the orbit, and the initial whereabouts in the orbit, that ro and rg com-
!R
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FIGURE 4. Geometrical Elements.
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pletely fail to do. It is more usual to use six constants, each of which
has an easily visualized geometrical meaning; these are the "geome-
trical elements" of the orbit, a and e are two possible elements,
and a third is a time of pericentron passage, T, or any number, such
as the mean anomaly at some time, that enables the position in the
ellipse to be found at any time. The description of the orientation
of the orbit in space requires three angles, illustrated in Figure 4.
In the figure the fundamental plane is the ecliptic (it could equally
well be the celestial equator, if preferred), the Sun is at O, Ox points
toward the vernal equinox and Oz toward the north pole of the
ecliptic. The plane of the orbit cuts the celestial sphere in the great
circle NPR where N is the point where the body in its orbit crosses
the ecliptic, going north; it is called the "ascending node". The angle
xON (measured eastward around the ecliptic) is called the "longi-
tude of the ascending node" and is written as f_. The angle between
the ecliptic and the plane of the orbit is the "inclination", I. For
0 < I < 90 ° the orbit is direct; for 90 ° < I < 180 °, it is retrograde.
If OP points toward pericentron, the angle NOP -- _ (measured in
the sense in which the orbit is described) is called the "argument of
pericentron".
These six constants are sufficient to give a geometrical picture of
the orbit, and to enable position (and velocity) in the orbit to be
calculated at any time. Among the alternatives often used is _ =
q- _, called the "longitude of pericentron". (The word "pericentron"
would be replaced by "perihelion", or "perigee", etc. as appropriate.)
To find the position at any time when the elements are given,
first solve Kepler's equation for the appropriate value of the ec-
centric anomaly, and then use equations (2.1.2) to find the coordi-
nates in the orbital reference system. The coordinates in this system
can be related to the coordinates in any other system by a series of
rotations. The following successive rotations: - _ about the Z-axis,
- I about the new x-axis, and - f_ about the new z-axis, will trans-
form coordinates in the orbital reference system to those in the
x-, y-, z-system of the figure. A further rotation about the x-axis
through-_ (where _ is the obliquity of the ecliptic) will lead to
coordinates based on the celestial equator; these are necessary if
right ascension and declination are to be calculated. The transforma-
tion resulting from a rotation about an axis of reference can be most
conveniently described by a matrix multiplication. For details, see
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[2, Appendix B]. The result of all the rotations described above can
be written in the form
(2.5.3) = Py ,
Pz
where the P's and Q's are direction cosines of the X- and Y-axes with
respect to the x-, y-, z-axes.
Suppose that it is required to find the geometrical elements when
position and velocity, r0, r_, are given for a time to. a is found from
(2.4.1) and e and Eo from (2.1.3) and (2.4.5), as before. Then T, or
M0, the mean anomaly at the epoch, can be found from Kepler's
equation. The individual angles fi, w, and I might now be found from
the formulas:
h = ro × r_
= (hx, hy, hz),
hx = h sin fi sin I,
hy = - h cos _ sin I,
(2.5.4)
h_ = h cos I.
[ from (2.4.3),
Z
sin u = - cosec I,
r
r cos u = x cos _ + y sin _,
(u is the "argument of the latitude")
where an extra 360 ° may have to be added to make w lie between 0
and 360 ° .
Alternatively, it may be better to find the P's and Q's of (2.5.3)
directly. (2.5.3) can be written more generally as
Y0 Y; = PY Yo Y;J ,
Zo zg P_
where Xo -- a(cosE0 - e), etc. from (2.1.2) and (2.4.6). Then, solving
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for the P's and Q's, we find (since Xo Y_ - YoX_ = h),
(2.5.5) [x0xPy Qy = yo yg Yo/h Xo/h 1.
Pz Qz Zo zg
The individual angles fi, _, and I can also be determined from the
P's and Q's.
For an account of the determination of the elements when two
positions for two different times are given, see [3].
In certain cases some element can only be poorly determined.
For instance, if e is small, Eo and _ or w cannot be found as accurate-
ly as the other elements because, somewhere along the line, their
calculation involves division by e. Similarly, if I is small, fi is poorly
determined. It is possible to put too much emphasis on the difficul-
ties that result. _ or _ should not be considered as goals in them-
selves. Suppose that the object of the work is to calculate position
and velocity at any time; then it need not matter that for small e
an angle such as _ is poorly determined (in fact there will be a multi-
plication by e during the calculation), and the accuracy of the final
result need not suffer at all. Difficulties due to a small I can be
avoided by using the P's and Q's. If a programmer is determined
to avoid any division by e, there are several ways in which this can
be achieved. One possibility is to use ecosEo and e sin E0 as ele-
ments; there need be no doubt about their accuracy. Let E be the
eccentric anomaly at time t, then from Kepler's equation applied to
the times to and t, we find
n(t - to) = E - Eo - e sinE + e sinEo
(2.5.6) = AE - e cos E0 sin AE - e sin E0 cos AE ÷ e sin E0,
where AE = E- E0. This can be solved for AE, and then e sinE
and e cosE can be calculated, and {2.5.2) and (2.5.1) used to find
the position at time t.
If the elements are to be considered as slowly varying quantities
in perturbed motion, other problems may arise, and different ele-
ments are needed for special cases.
3. Expansions in series.
3.1. Expansions in Powers of the Eccentricity. The stumbling block
in any attempt to express position in Keplerian motion explicitly
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in terms of the time comes in any attempt to express the eccen-
tric anomaly explicitly as a function of the mean anomaly. In general
it cannot be done in a finite number of terms. But if the eccentricity
is sufficiently small, approximate expressions can be developed that
are good enough. Fortunately, nearly all the planets and satellites
in the solar system have orbits with moderately small eccentricities.
For a circular orbit, E = M. If e is small, then, writing Kepler's
equation in the form
E = M- e sinE,
we see that to the order of e, we can put
El= M q-esinM.
Now if we put E2 = E1 q- _E1, and ignore e 3, we find
1 e2
E2=M+esinM+_ sin2M.
Further development along these lines becomes immensely tedi-
ous, and it would be an advantage if some formula could be found
that would give the general term. Such a formula is given by La-
grange's theorem, which can be stated for the problem in hand as
follows: Let
E = M + el(E),
then
e 2 d
F(E) = F(M) q- _v. [(M)F' (M) q- 2-_. d----M{ [ [(M) ]2 F' (M) } + "'"
e q d q- 1
+ q! dM q-' {[[(M)]qF'(M)} + ....
Now put F(E)- E, so that F'(E)= dF/dE = 1; and put [(E)
-- sin E. Then we get
e e 2 d (sin2M)+...
E = M+ _ sinM+ 2-_-.d--M
(3.1.1)
e" d "-1
-k n! dM "-1 (sin"+lM)-k--..
Any other F(E), such as r - F(E) = a(1 - e cosE), can be expanded
similarly.
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The general statement of Lagrange's theorem would be useful,
because it includes the condition for convergence of the series (and
it is not often that a question of the convergence of a series in celes-
tial mechanics can be answered). Limitation of space prevents a dis-
cussion here, but see [4, §46]. The upshot is that series in powers
of the eccentricity converge for values of e less than 0.6627 ....
3.2. Applications of Lagrange's Theorem. An unattractive feature
of (3.1.1) is that powers of trigonometric functions appear. It is
usually simpler to deal with terms such as sin kM rather than sin kM,
so that Fourier series are generally preferable to power series. Also,
it is laborious to change from one to the other, so that it is an
advantage if a Fourier series can be generated in the first place.
One way of doing this is to use the exponential function. For
E ikM = cos kM + i sin kM,
where E is the exponential and i 2 = - 1, so that what is generated
as a power series in E IM becomes a Fourier series.
Consider (2.4.3). It is usual in these developments to get rid of
the square root, so we introduce
i+_ _ _[(l+e_(3.2.1)
1 --B "_ \1 - e/
so that
1 e(l___2)(3.2.2) 8 = _ •
Also, introducing sin_ = e. we have B = tan :¢2 "
equally well have been written as
(3.2.2} could
/1\
_= M + _2 e) (1 +_2), M=O.
Then/_J can be expanded in powers of ½e by Lagrange's
to give
., = [ ,)y<]{  dq-' [ (1 -l- M2)qJMY-']} M=o
theorem
V/,l( dq-1 [ _-o q! M2p+)-I]}= J £ [ (le)// q J{ d---MT:Y (q - p),p,
q-1 M-O
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For a term to survive the operation M = 0 after the differentiation,
we must have 2p + j - 1 -- q - 1. Then for a definite value of p,
q -- 2/) + j; so we can write
(3.2.3)
l
2! _- ""J "
We are now in a position to consider expansions in powers of B.
For the applications, put
(3.2.4) if-- logx, iE = logy, iM = logz,
where i 2 = - 1, and the logs are to the base E, so that x = Ei/, etc.
Then
x k A- 1/x k = 2 cosk/, x k - 1/x k = 2i sink/, etc.
From (2.4.3) and (3.2.1) we have
x-1 1+By-1
x+l 1-By+I'
so
Y-B x+B(3.2.5) x=- or y-
1 -BY' l+Bx"
Then from the first of these,
logx = logy + log(1 - B/Y) - log(1 - BY),
and, bearing in mind that for Izl <1, log(l+z)=z-z2/2
+z3/3 +..., we can write this as
1
logx -= logy + B(Y - 1/y) + _ B2(y 2- 1/y 2) + ...,
so that, from (3.2.4) we have (after division by i)
(3.2.6) [= E+ 2(BsinE+ 1B2sin2E+ 1 3B sin3E+.../.
From (3.2.5) we see that to exchange x and y it is sufficient to
change the sign of B. Therefore
1B2sin2/+ gB sin3/+ ... .(3.2.7) E---f-2 Bsin/-
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Substituting from (3.2.4) into Kepler's equation, we have
1 e(y- 1/y).logz = logy -
Eliminating y, from (3.2.5), and using (3.2.2) to eliminate e, we can
transform this to
(1 - _ (x2 - 1)
logz=logx-_log(l_-B/x}-log{l_-_x) 1 _- _ (x-t-/_)(1 -h Bx) "
Now (1 -/_2)/(1 + B2) = V/(1 - e z) = cos_b, so that the final term
on the right-hand side can be written as
- Bcos_[x/(1-_Bx) - (1/x)/(1 T B/x)]
: Bcos_[l(1-B/x + _lx 2 .... )- x(1- _x + B2x 2 .... )_.
Therefore, expanding the logarithms as before, and substituting from
(3.2.4), we get
( 1 2[ + ... )M = f- 2 \_sin/- _2 sin
+ 2_ cos _ ( - sin f + _ sin 2[ .... )
(3.2.8)
=/-2[_(1 + cos¢} sin/-B2 (l-i-cos¢)sin2/
_B3(_l -_cos¢)sin3[+...l
The difference between the mean and true anomalies is called the
"equation of the center".
3.3. Fourier Series. The derivation of the series in the preceding
section was a trifle roundabout. Before proceeding with the direct
derivation of Fourier series we shall briefly state enough theorems
to build up the relevant background.
Let/(t) be a periodic function with bounded variation and period
2_; let it be integrable for all t, so that the products f(t) sinpt,
[(t) cospt are also integrable. Define
1 [" 2_
ao = x---| [(t)dt,
Z_JO
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and
ly- Joap [(t) cosptdt, bp 1 _2,.... f(t) sinptdt.
71" 7r
The series
(3.3.1) ao -4- _ (ap cospt + bp sinpt)
p=l
is called the Fourier series of f(t). If f(t) is continuous, its sum is
equal to [(t). Furthermore, if its derivative is bounded, then the
Fourier series is uniformly convergent.
If the form (3.3.1) is accepted, then the formula for the coefficients
is very easily recovered by multiplying through by cospt or sinpt
and integrating from 0 to 27r, so that every term but one vanishes.
If f(t) is an even function, then only the ap appear, and it is sufficient
to integrate from 0 to _r, and divide by 7r/2. Similarly, if fit) is an
odd function, only the bp appear.
Using the exponential function, we could also put
(3.3.2) [(t) = _ apE ip`,
p=
where
lf02 ap = _ E-iptf(t) dt.
(Note that as soon as trigonometric functions are replaced by ex-
ponential functions, the summations must go from minus infinity to
plus infinity.)
Consider the expansion of the function a/r as a Fourier series in
the mean anomaly. It is an even function of E, and consequently of
M. Also a/r = dE/dM. Therefore
T T
a 1 fo adM+2_ fo a.... cospM - cospMdM
r _ r 7rp= 1 r
r x
lfo dE+ 2_-_cospMfoCOS(pE-pesinE)dE.
"/r _p=l
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Define the "Bessel's coefficient" Jp(x), of order p and argument x
by
(3.3.3) Jp(x) = _ cos(pC - x sin0_)d0_.
Then we can write
(3.3.4) a = 1 -F 2 _ Jp(pe) cos pM.
r p_l
These coefficients are ubiquitous, and it is'necessary to break off
and derive some of their properties before continuing to develop any
other series.
3.4. Properties of Bessel's Functions. Jp(x) was defined in (3.3.3).
But since
2r
1 f0 sin(p_ xsin¢)d_ = 0,27r
we could have written
2r
_-
Now suppose that we wanted to expand the function E ixsi_* as
Ei_si_* = __, apE i_.
p_ -_
Then, from (3.3.2) we would find that ap = Jp, so that
(3.4.2) E i_*= _] Jp(x)E i_,
a formula that can be useful, incidentally, where trigonometric func-
tions of trigonometric functions are concerned.
Now put E _ = z, so that 2i sine = z - 1/z. Then (3.4.2) becomes
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The left-hand side of (3.4.3)
(lx)_z_/a! and
a=O
27
can be written as the product of
To find the coefficient ofz p put a =/_ q- p. Now a cannot be negative,
so that for p > 0,
18=0 8!(8 + p)! x .
For p<0, the summation runs from /_= -p, -p-kl,.... The
series (3.4.4) is absolutely convergent for all x.
In (3.4.3) change z to - z, and x to - x; the left-hand side is the
same, so that
Jp(x) = ( - 1)PJp( - x).
Also, change z to - 1/z. The left-hand side is still the same, so
that
Jj,(x) = ( - 1)"J_,(x).
Combining these two results, we find
(3.4.5) J_p( - x) = Jp(x).
Differentiating (3.4.3) with respect to z, and using (3.4.3) to re-
move the exponential on the left-hand side, we get
1
x(1+ 1/z2t_ J.(x)z.= _: pJ.(x)z.-1
p_--_ p=--_
So that from the coefficients of zp-l, we find
1 x[Jp__(x) -k Jp+,(x) ] = pJp(x).(3.4.6)
Similarly, differentiating (3.4.3) with respect to x, and considering
the coefficients of z p, we can find
1 Jp-i(x) Jp+l(x) ] J_(x).(3.4.7) _[ - =
Differentiating (3.4.7) with respect to x, we have
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1
J[,'(x) = _ [J__,(x) - J;+l(x)]
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_ 1 [Jp_2(x) - 2Jp(x) +Jp+2(x)]
4
(from (3.4.7))
= 14 [ 2x (p - 1)Jp_,(x) - Jp(x) - 2Jp(x) +
2 (p + 1)Jp+l(x) - Jp(x)1+x (from (3.4.6))
1
= - Jp(x) + 2x [(p - 1)Jp_l(x) + (p + 1)Jp+l(x)]
p2 1 J_(x) (from (3.4.7)).
= - J.(x) + -ff Jr(x) - x
So Jp is a solution of the equation
1
-y' + (1 - p2/x2)y = O.Y"+ x
The general theory of Bessel's functions can start from this equa-
tion; but this is not needed for our purpose. We need only the
solutions of the first kind, with integral values of p, and the defini-
tion given above is sufficient.
The series (3.4.4) demonstrates that the Jp can always be calcu-
lated. But there are many alternative methods of calculation, using
such devices as recurrence relations, or continued fractions. See [ 1].
3.5. Applications of Bessel's Functions. Consider the expansion of
sin mE. It is an odd function of E or M, so that
2 /-
it
sin mE=- _ sinpM [ sin mEsinpM dM.
71- p= 1
ju
Now sinpMdM = - (1/p)d(cospM), so that, introducing E, we can
write
sinpM
_r
sinmE = - "_z_-_ | sinmE d[cos(pE - pe sinE) ],
"Wp_l P do
and, integrating by parts,
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" I[ 11sin mE = _ _2_ sinpM sin mE cos(pE - pe sin E)
"/1" p_ 1 p
- fo" mcosmEcos(pE-pesinE)dE} .
The integrated term vanishes at the limits; using the formula for
the product of two cosines, the integrand can be developed to give
sinmE = m 2 sinpM ('{-- cos [ (p + m)E - pe sinE]
7rp=l p do
+ cos[ (p - m)E - pe sinE]} dE
m _ sinpM= {Jp_m(pe) + Jp+m(pe)}.
psi P
When m = 1, we have, by (3.4.6),
(3.5.1) sinE = e-2p_=l__sinpMp Jp(pe).
Similarly, we find
± fo"cos mE = ao 4- -2 cospM cos mE cospM dM
91" p_l
_2_-, fo'mpz.., cospM - sin mE sin(pE - pe sin E) dEao +
7r p_l
(after integration by parts)
= ao 4- m _ cospM {Jp_m(pe) - Jp+m(pe)I.
p=l P
Here
1;a0 = - cosmE dM = - cosmE (1 - e cosE) dE
/r /r
fo[ ]1 cosinE -_ecos(m4-1)E 1 e cos(m 1)E dE
-- 7/"
= 1 ifm = O; - e/2ifm = 1; Oifm > 1.
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In particular, using (3.4.7),
1 cospM J_(pe).(3.5.2) cosE = - _ e -_- 2 _ P
We now have enough formulas to expand quite a lot of functions
as Fourier series in the mean anomaly. For instance, Kepler's equa-
tion combined with (3.5.1) will cope with E. r/a can be expanded
using (2.1.3) and (3.5.2). X and Y of (2.1.2) can be found similarly.
Sometimes a little ingenuity can help; in seeing, for instance, that
X/r 3 : - a-3d2X/dM 2, Y/r 3 = - a-3d 2 Y'/dM 2. Another example
is
sin/= @(1 - e2)sinE/(1 - e cosE) = cote _ _ •
cos/is easily found from (2.1.1) and (3.3.4). A function such as (r/a) 2
can be easily written down in terms of a Fourier series in E, and
from there to one in M. And so on. Many more examples are given
in [11 and [41 .
It should be noted that these Fourier series are valid for any value
of the eccentricity; but if they are re-arranged as power series in the
eccentricity, then the upper limit noted in §3.1 applies.
In the series for a/r or r/a or powers of these, it is noticeable that
the lowest power of e in any coefficient is equal to the multiple of M
in that term; this fact is a great help when deciding where to trun-
cate a series. Although the equality just pointed out is not general,
the fact that the lowest order of e increases as the coefficient of M is;
this is a characteristic of these expansions stressed by D'Alembert,
which now bears his name. In the expansion of (a/r)±k times the
sine or cosine of rn times the eccentric or true anomaly, the lowest
power of e is in general equal to the coefficient of M minus rn.
3.6. Postscript. The reader should be warned that the above notes
are extremely incomplete. No mention has been made of expansions
in powers of the time; nor of the first-order differences between two
"nearly equal" elliptic orbits. These fall usually under the heading of
"orbit determination" and are dealt with more than adequately in
[3]. Nothing has been said about the proper choice of units, even
though, without this, an attempt at practical calculation in celestial
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mechanics may be stillborn. Also hyperbolic orbits have been
neglected, in spite of their increasing importance. Bearing in mind
these and other omissions, the reader should consult some of the
references.
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Matrix Methods
Consider the system of n first order differential equations
(1) dXi/dt = fi(X1,X2, ...,Xn; t), i -- 1,2, -..,n,
relating the n coordinates Xi and the time t. These can be written
symbolically in the condensed form
(1A) X' = f(X, t),
where X and f are column matrices; the prime represents differ-
entiation with respect to the time.
Suppose that a solution XR(t) has been found, having initial
conditions
XR(t0) = X0.
A "slightly different" solution, XR + fiX, might be found by solving
equations (1) again, subject to initial conditions X0 + fXo at to. Then
fiX would be found by subtracting XR. But this approach can be
extravagant in significant figures, and it is often better to solve
directly for fX.
If the squares and products of small quantities are neglected,
then fX must satisfy the first variational equations of the system (1):
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(2)
_X¢l
_x_ I
Ofl/OXl Ofl/OX2
o[2/oX1 oA/oX2
OL/OX_ oL/oX2
or
(2A) _X' = A_X.
,,t.
,.k
0fl / 0 X/ -(IX 1-
O_2/OXn OXl
Ofn/OXn 6Xn
33
The solution Xn(t) will be called the "reference orbit". Each of
the partial differential coefficients in the n-by-n matrix A is evalu-
ated along the reference orbit, so that A is a known function of
the time.
Equations (2) are solved when any set of n linearly independent
solutions is known. Finding these may present difficulties; but
suppose for the moment that we have such a set, and that it con-
sists of the separate columns of the matrix with elements 5xii(t).
Since any linear combination of these columns also gives a solution,
the columns of
(3) _t(to, t) =- [Sxij(t) ] [Sxq(to) ]-1
must all be solutions. The matrix _(to, t) is equal to the identity
matrix when t = to; this provides the necessary initial conditions
to find its components by numerical integration. For example,
equations (2) would be solved subject to the initial conditions
_X 1 = 1, _X i = 0 (i _ 1) to give the first column. The initial
conditions for the second column would be 5X2 = 1, 5Xi = 0 (i _ 2);
and so on. 2(to, t) is called the "matrizant" (or "fundamental solu-
tion matrix" or "state transition matrix") of the system (2)• Since
each of its columns satisfies (2), it must itself satisfy
(4) _' = Aft,
where
e(to, to) = I.
If the function 5X(t) were to have initial conditions 5X(to) = _X0,
then the appropriate solution of (2) would be
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(5) _X(t) = _(t0, t) _Xo.
It is clear that _(to, t) is the Jacobian matrix with components
cgXi/OXo.j, etc.
Consider the relations between residuals _X at times to,tl, and
t2. We have
6X2 = _(to, t2) 8Xo,
and
/iX2 = _(tl, t2) ($Xl
= _(t,, t,,)_(to, t,) _X0.
Therefore
(6) IS(to, t2) = fi(t,, t2) fi(t0, tl),
a result that is also evident from the fact that _(to, t) is a Jacobian
matrix.
Consider the application of the matrizant to some situations in
the context of astronautics. Suppose that a reference orbit has been
calculated. If some maximum permissible error at time t_ is speci-
fied, then the maximum permissible error at any earlier time to
can be calculated if t_(tl,to) is known. If an error is observed at
to, the effect at a later time tl can be calculated using _(t0, ti). But
if tl is fixed and to varies it is obviously inconvenient to solve the
equations for t_(to,h) many times for different to, and it is better
to put
(7) _X_ = _-_(t,, to)_Xo,
and solve the corresponding equations with the initial conditions
applied at tl. We notice, incidentally, that _-_(t_,to)= _(to, tO.
Furthermore, it is possible to avoid the inversion of the matrix;
for let
T(t,,t)_(t,,t) = I.
Differentiating with respect to t, and using (4), we find
(8) T' = -- TA.
Equation (8) is called the "adjoint equation" of (4). (The use of
the adjoint equations in this sort of context was first cultivated
in ballistics, and is described in [113
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Now suppose that equations (4) and (8) have both been solved,
the initial conditions making each matrix equal to the identity
matrix at time tl. Writing (6) as
(6A) _(to, t2) = _(tl, t2) _-l(t,, to) = _(tl, t2) T(tl, to),
we see that the matrizant relating any two times can be found.
Normally X will have six components, of position[x] ]r= = X2 ,andvelocityr'= y' = X5
X3 z' X6
Let the matrizant in (5) be subdivided into four three-by-three
matrices:
(9) _(t0, t) = [ U(to, t) V(to, t) 1
[ W(to, t) Y(to, t) J "
Suppose that an error 5ro is observed at to, and it is required that
after a thrust has been applied there will be a velocity residual
5r_ such that 5r at time t is zero. Then we have
(10) _r_ = - V-1U_ro.
Consider motion subject to a force function R. The differential
equations of motion are
X_ = X4, X_ = Xs, X's = X6, X'4 = OR/OX1,
X' = cgR/OX2, X_ = OR/OX3.5
The first variational equations can be written as 5X' = A_X, where
(11)
A
0 0 0 100
0 0 0 010
0 0 0 001
02R/OX_ 02R/OXIOX2 02R/OX_OX3 0 0 0
02R/OX,OX2 02R/OX_ 02R/OX20X3 0 0 0
02R/OX3OX1 02R/OX3OX2 02R/OX_ 0 0 0
= B , say.
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Then substituting from (9) and (11) into the equation _'= Ag,
we find
U'= W, V'= Y, W'=BU, Y'=BV,
from which
(12) U'=BU and V'=BV.
Equations (12) are to be solved subject to the initial conditions
U(to, to) = I, V(to, to) = 0;
(13)
U' ( to, to) = O, V' ( to, to) = I.
The columns of U and V are six linearly independent solutions
of the equation
(14) 5r" = BSr,
which is the first variational equation of the equation of motion
in the form r" = grad R.
Let 5r0 and 5r_ be the initial increments in position and velocity
to be applied to the reference orbit at time to. Then at time t
(15) 5r = U(to, t) 5ro ÷ V(to, t) 5tO.
5r is a solution of (14), and since the components of 5ro and 5r(_
can be considered as six independent, arbitrary constants, it is clear
that (15) is the general solution of (14).
The matrizant and its components should always be considered
as functions of two variables (two independent times). Now consider
We have
and
t
Z(to, t) = U(r, t) dT.
)
t
oZ/Ot = I + (oU(_,t)/ot) d_
)
t
02Z/Ot 2 = (02U(r, t)/Ot 2) dr
)
L= B(t) U(r, t) dr = BZ.
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So Z satisfies the differential equation as well as the initial condi-
tions for V, and must therefore be identical with V. Hence
(16) U(to, t) = - 0 V(to, t) /Oto.
So the matrizant (9) can be written
(17) _(to, t) = [ -- OV/Oto
- 02V/OtOto
Let
Then from (8)
Therefore
So
(18)
where
V(to, t) 7
J0 V/Ot i
U
tl l(to, t) = T(to, t) = I _V V].
and (11) we find
W'Y' =- W B0 "
V'=-U, Y'=-W, U'=- VB, W'=-YB.
V" = VB, Y'= YB,
V(to, to) = O, Y(to, to) = I,
(19)
V'(to, to) = - I, Y-' (to, to) = O.
Now B is symmetrical, so that transposing equations (18), we find
(lSA) y.,tT= BFT, _,,r= B_T.
Comparing (18A) and (19) with (12) and (13), we see that
V= - V T, U= yT, VV= - W v, and Y-- U r.
Therefore
(20) tl-l(to, t) = I U V j -1= i Yv -- vT ]W - W v U v '
a result that applies in general when the original system of equa-
tions is canonical.
The components of a matrizant would normally have to be
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found numerically; but in some cases it is possible to find them
analytically. This is notably so in the case of Keplerian motion,
for which the components of V are given in a paper in [2]. This
matrizant has possible applications in perturbation problems in
celestial mechanics. The components are most easily found, not
by solving the differential equation, but by considering, from
first principles, what the effects of errors in velocity at time to
will be on errors in position at time t.
Consider the equation
(21) _X' = A_X + g(t),
in which a "forcing function", g(t), has been added to (2). The
equation is no longer homogeneous, and one way to solve it is to
take the solution of the homogeneous part, viz.,
(22) 5X(t) = _(t0, t) 5X0,
and allow the arbitrary constants, 5Xo, to vary. Then
_X' = _YSXo + _2_X_
= A _5Xo + t25X(_.
Substituting this, and (5), into (21), we have
so that
5Xo = J_t_-lgdt.
The complete and general solution is therefore
(23) _X = _(to, t) _Xo + _(to, t) a-'(to, T) g(T) dT,
where 6X0 is once again constant. This is the exact solution of (21),
subject to the initial conditions 6X(to)= 5X0; no conditions about
orders of magnitude are imposed. The first term, which includes
the arbitrary constants, is the complementary function, and the
second is the particular integral. If the particular integral is to
be found numerically, probably the best procedure is to solve equa-
tions (21) subject to the initial conditions 6X(to) = 0. (23) can be
simplified by the use of the multiplication formula (6) to give
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= _(to, t) _Xo + "J_(24) 5X
Another form is
(25) _X = _(t0, t) _X0 + _(s, t)
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e(r, t) g(T) dr.
"J__(T, s) g(r) &,
where s is an arbitrary time, chosen to make _ as simple as possible.
If the equations of motion are in cartesian coordinates, then
the first three components of g are zero; writing the last three as
f, we have, from (24)
£(26) (_r= U(to, t)_ro+ V(to, t)_r_ + V(r,t) f(r)dr.
Or, from (25) and (20),
_r = U(to, t) _ro + V(to, t) _r_
(27) + [U(s,t) V(s,t)] llt[ - VT(s'r) | f(r) dr.
Ur(s, _) J
In the case of disturbed Keplerian motion, s would certainly be
a time of perihelion passage. Also in this case there are advantages
in changing the independent variable from the time to the eccentric
anomaly in the reference orbit.
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The Lagrange-Hamilton-Jacobi Mechanics
I. Introduction. Consider a dynamical system specified by a set of
generalized coordinates q = (qi) (i-- 1, 2,-.., N), subject to m holo-
nomic constraints, of the form
(1) ¢(q, t) = O,
where ¢ = (0j) (] = 1, 2, .--, m). Then m of the coordinates can be
eliminated; the remaining coordinates number
(2) n = N - m,
which equals the number of degrees of freedom. Such a system is
said to be holonomic. If the constraint equations (1) do not contain
the time explicitly, we say the system is scleronornic, in contrast to a
rheonomic system, with time-dependent contraints.
LEMMA 1. The kinetic energy is a quadratic function of the general-
ized velocities q.
PROOF. Let the system be composed of N particles of mass m_ and
position vectors r_ of the form
(3) r_ = rAq, t) ; k = 1, 2, ..., N.
4O
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Then
(4) ¢k = rk,, + rk,qi(li,
(5) t"_= r_ A- 2rk,t. rk,qiqi-4- rk.qi, rk,qjqiqj, i,j = 1,2,..., n,
where the subscripts t and q denote the arguments of partial differ-
entiation, and summation with respect to repeated indices i,j is
understood. The substitution from (4) and (5) into the defining
equation
1 mk ¢2(6) T =
leads to an expression of the form
1- 1
(7) T= -_-Gq w ffq A- 5c.
Here G is the square matrix,
(8)
b is a column matrix,
and c is a scalar,
(9)
G : (mkrk,qi • rh,qj),
b = (mkrk,t. rk,qi),
c = mk r_,t.
The bar over a matrix will denote its transpose; thus b is a row
matrix. The conclusion now follows by inspection of (7).
COROLLARY. If the system is scleronomic, the kinetic energy is a pure
quadratic function of the generalized velocities.
PROOF. Since t is absent in (3), it follows that rk,,= 0, so that b = 0,
c = 0, and
1=
(10) T = _q Gt/.
Observe that: (1) G is the metric tensor of the configuration space;
i.e., the space of the coordinates q; (2) G is symmetric and positive-
definite; i.e.,
(11) G = G, IGI > o.
The differential of work dW can be written
(12) dW = _dq,
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where Q = (Qi) is the generalized force. We say the system is mono-
genic if there exists a potential function of the form
(13) V = V(q, q; t),
such that
d
(14) Q = _ Vq- Vq.
We note that if the potential is not velocity-dependent, then Vq = O,
and
(15) Q = - Vq;
i.e., the force equals the negative gradient of V in the configuration
space. A system is said to be conservative if
(16) V= V(q).
Generally, we define the Lagrangian function L by
(17) L(q, q, t) - T - V.
An axiomatic foundation of analytical dynamics is furnished by
the Hamilton Principle. The latter asserts that
(18) _ Ldt = 0
on a dynamical path connecting two fixed points q(t_) and q(t2) in the
(q, t) space. If the system is holonomic, it is then necessary that L
satisfy the Euler equations of the calculus of variations;
d Lq = Lq.(19) d-/
Define the set of conjugate momenta p by
(20) p = Lq(q, q, t).
The latter equation can be solved for q to yield
(21) q = q(q,p, t)
provided
(22) IL_I _ 0.
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LEMMA 2. Ira system is scleronomic and conservative, then JL_J _ 0.
PROOF. From (10), (11), and (16) we deduce
1
L = _ qGq - Y(q),
(23) Lq = Gq,
L_= G,
JL_J = JGJ> 0.
The Hamiltonian H of a system is defined by
(24) H(q,p, t) =-_q - L(q, q, t),
where q appearing in the right-hand member is to be expressed as a
function of q,p, t by means of (21).
T_.OREM 1. /f the system is scleronomic, and if the potential is
velocity independent, then the Hamiltonian equals the total energy E of
the system.
PROOF. From (23.1) and (20) it follows that
p=C_,
(25)
= G-lp.
Here we recall that G is symmetric and that the transpose of the
product of several matrices equals the product of the transposed
matrices arranged in the reverse order. Therefore, with the aid of
(10), we obtain T= ½qC-q = ½_G-'GG-lp, leading to
(26) T = _pG- p.
Finally, (24) and (17) imply H = 2T- L and
(27) H=T+V---E.
A set of 2n variables (q,p) is said to be canonical if it satisfies the
canonical equations of Hamilton,
(28) q - H,, p = - Hq.
We shall show that (28) is implied by (18). In the original formula-
tion of the Hamilton Principle, the end points were fixed in the con-
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figuration space. We shall now modify the Principle by fixing the
end points in the phase-space of (q, p).
THEOREM 2. The Hamilton Principle implies the canonical equations
of motion.
PROOF. In view of (24), the integrand of (18) can be written as
(29) L = ffq - H(q,p, t),
and can be regarded as a function of (q,p,t) and the derivatives
(q,p). Then the hypothesis requires that L(q,p,q,p,t) satisfy the
Euler equations in the form
d L_=Lq, d Lp Lp.(30) d-t- d--t- =
From (20) and (29), we deduce
(31) Lq= p, Lq= - Hq, Lp= O, Lp= q - Hp,
which together with (30) implies (28).
THEOREM 3. I[ the Hamiltonian does not contain the time explicitly,
then it is a constant o[ the motion.
PROOF. With the aid of (28),
H= H, + ¢H, + pHp
(32) = H, + lip Hq - Hq Hp
= Ho
since the inner product of the vectors Hq and Hp is commutative. The
hypothesis Ht = 0 then implies H = 0 and H = const.
Let the state of a system in the phase-space be specified by a 2n-
vector
x:(;)
and let D be the corresponding 2n-vector differential operator. We
introduce the canonical matrix ¢0 represented by
(°'o)(34) 0o = - I '
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where 0 denotes the n × n null-matrix, and I the n X n identity
matrix, and note the following identities:
(35) = - *o = ¢01, = - I, I¢01= 1;
i.e., ¢o is skew-symmetric and orthogonal. With the definitions (33)
and (34), the canonical equations (28) assume the form
(36) x = ¢o H, = ¢o DH.
The extended phase-space of 2n + 2 dimensions includes the conju-
gate variables
(37) q0=-t, Po-=-H.
With the extended Hamiltonian, defined by
(38) _g/= H + P0,
the canonical equations,
(39) Oo = -_o, Po = -- 2ffqo,
are, indeed, satisfied. The first one is equivalent to the trivial identi-
ty 1 = 1; the second is equivalent to H = Ht, which is equation (32).
The invariant imbedding described in this paragraph eliminates the
time from the Hamiltonian, and reduces t to the role of a parameter.
II. Transformation of variables. Consider the transformation x _ x'
defined by
(40) x' = x'(x).
If the transformation should involve the time, the latter could be
eliminated by the imbedding construction of §I. Let J denote the
Jacobian matrix of the transformation,
(41) J-= x" = (Ox[/Oxj) , i,j = 1,2, ...,2n.
The following properties of the Jacobian will be used:
(1) d = d-_D, where d is the total differential operator;
(2) J= D_-';
(3) dx' = Jdx;
(4) ac = ab be;
(5) aa = I;
(6) ab= (ba)-l;
(7) D' = j--1 D.
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The proofs are quite elementary and will be omitted here. In the
language of tensor analysis, we say that dx is a contravariant vector,
whose transformation is described by the matrix J in (3), while D is
a covariant vector, transforming by the matrix J-_ in (7). The two
matrices so related that the transpose of one equals the inverse of
the other are said to be mutually contragredient.
THEOREM 4. If J is the Jacobian matrix of the transformation x' (x)
on a canonical set x with the Hamiltonian H, then the equations of
motion in terms of x' are
(42) :_' = cD'H,
where
(43) • =- J_oJ,
and the scalar invariant H is expressed as a function of x'.
The proof involves the relations x' = Jx and D = 3"D' implied
by the properties (3) and (7) respectively, and the use of the canoni-
cal equation (36).
The 2n X 2n matrix • defined by (43) is named after Poisson; its
elements ¢ij are the Poisson brackets, denoted by the symbol (i,j)
in the present chapter.
III. Canonical transformation. A transformation is said to be canon-
ical if it preserves the canonical form of the equations of motion.
THEOREM 5. A transformation with the Jacobian J is canonical if
and only if
(44) J_o J = 40.
The proof follows from (36), (42), and (43). The Jacobi relation
(44) is equivalent to the following:
f --/ f --!qq qp -- qp qq = O,
(45) ' --' ' -'qqpp - qppq = I,
pq_ - '-' =0.' pppq
The proof involves the block representations (34) and
(46) J = ( q; q;
\P; Pl/'
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with the use of the rule of matrix block-multiplication.
Another form of (44) is
(47) ¢oJ = j-1 ¢o,
which is equivalent to
_'=pp,, _'= _ qp,,
(48)
__ = -- pq,, _ = qq,.
THEOREM 6. For any function S(q,p',t) with ISz_,l ;_0, the trans-
formation (q,p)_ (q',p') defined by
(49) p = Sq, q' = Sp,, H' = H + S,
is a canonical transformation.
PnOOF. Let (q,p) be canonical variables satisfying (28) with the
Hamiltonian H. Define L and L' by
L dt = _-dq - H dr,
(50)
L' dt = _'dq' - H' dt.
Then it follows with the aid of (49) that
Ldt - L' dt= _qdq A- _,dp' + Stdt - d(ff' q')
(51) = dS - d(_' q')
=dW,
where
(52)
Hence
W=-S-_-'q'.
f q t2 I t2 =(53) _ (L - L')dt= _W tl 0,
since W is a function of q,p', t and since the end points are assumed
fixed in phase-space. On the other hand,
(54) L dt = 0
in consequence of (28). Hence _ fil _ L'dt = 0, or
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(55)
whichimplies
(56)
ft[ 2 (_' q' - H')dt = O,
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q' =Hi, p'= -He
by the argument of Theorem 2. Provided ]Sqv, I # 0, the first equa-
tion of (49) can be solved for p' and the result substituted into the
second equation. Then the transformation is specified by the equa-
tions of the form q' = q'(q,p,t) and p' = p'(q,p,t).
COROLLARY 1. The transformation is canonical if
(57) _dq - Hdt - (_' dq' - H' dt) = dW,
where dW is a total differential.
COROLLARY 2. The transformation is canonical if H'= H and
(58) _dq - _-' dq' = O.
Of the 2n arguments of S, n are old variables and n are new. Alto-
gether four forms of S are distinguished, which are related to W as
indicated below:
(1) W = S(q,q'),
(2) W= S(q,p') - ff' q',
(59)
(3) W = - S(q',p) + Pq,
(4) W = S(p,p') - _-' q' + _q,
p = Sq, P' = - So';
p = Sq, q' = Sp,;
q= Sp, p' = Sq,;
q = - Sv, q' = Sv,.
IV. Some algebraic properties of a canonical transformation. A trans-
formation such that q' is a function of q only and p' a function ofp
only is termed an extended point transformation.
THEOREM 7. An extended point transformation is canonical if and
only if (1) it is linear, and (2) the coordinate and the momentum trans-
formations are described by mutually contragredient matrices.
PROOF. Since q' = q'(q) and p' = p'(p), it follows from (48.2) and
property (6) of §II that
(60) q_= (_) I=_A,
where the matrix A is independent of q and p.
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COROLLARY 1. A linear transformation of the form
(61) q' = Aq, p' = Bp
is canonical if and only if the matrices A and B satisfy the relation
(62) A = B -1.
In the proof we note that
(63) q_ = A, p_ = B.
Then (62) follows from (60).
COROLLARY 2. //the coordinates are multiplied by a constant factor k,
while the momenta are divided by the same factor, the transformation is
canonical.
The proof follows from (62), which is clearly satisfied by
(64) A = hi, B = I/x.
THEOREM 8. The set of all canonical transformations is a group.
In the proof, the properties of closure, associativity, the existence
of the identity element, and the existence of the inverse are estab-
lished with the aid of (44), the rules of matrix algebra, and the prop-
erties of the Jacobian, numbered 4-6 in §II. A useful identity,
(65) J _0 J = 4%,
is derived from (44) by premultiplying the latter by _o j-1 and post-
multiplying by _0 J.
THEOREM 9. The Jacobian determinant of a canonical transforma-
tion equals unity.
PROOF. Since I_ol = 1, it follows from (44) that IJI = + 1. The
negative sign is then ruled out by two circumstances: (1) the group
of transformations is continuous; (2) for the identity transformation
x'=xthe relations J=I and IJI = +1 hold.
V. The Hamilton-Jaeobi equation.
THEOREM 10. If the generating function S(q,p',t) of a canonical
transformation is so chosen that the new Hamiltonian H' is identically
zero, then the new coordinates q' and the new momenta p' are constants
of the motion, and S satisfies the Hamilton-Jacobi partial differential
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equation
(66) H(q, Sq, t) -4- S, = O.
PROOF. The first part of the conclusion follows from (28) with all
quantities primed and H' -= 0; (66) is a direct consequence of (49.3).
THEOREM 11. // the Hamilton-Jacobi equation (66) has a solution
S(q, a, t) with a a set of n constants, then the functions q(t) determined
by the equations S_ = _, with B another set of n constants, and the func-
tion p(t) determined by the equations p = Sq, are the coordinates and
the momenta respectively in the solution of the dynamical problem with
the Hamiltonian H(q,p, t).
PROOF. Let the new variables be defined by
(67) p' = a, q' = t_.
By Theorem 6, S(q,a,t) is then the generating function of the
canonical transformation (q,p) _ (_,a) with the new Hamiltonian
H' = H + St = 0, vanishing identically in virtue of (66). Since a and
:t trivially satisfy the canonical equations with H'-0, they are
canonical variables. Furthermore, (t_,a)---(q,p), being the inverse
of a canonical transformation, is also a canonical transformation by
Theorem 8. Therefore, (q,p) are canonical variables with the Hamil-
tonian H. Ifa and t_ are so chosen as to satisfy the initial conditions
q(O) = qo and p(O) = Po, the solution of the dynamical problem is
unique.
Thus, if one succeeds in solving the Hamilton-Jacobi equation to
obtain a function S(q,,,t), he has in effect performed a canonical
transformation (q,p) _ (_, a) with H' _ 0. In the new variables, the
phase path shrinks to a point a = const. B = const. The old variables
are then expressed with the aid of the function S in the form q(a,/_, t)
and p(ct,[3, t). The detailed procedure is summarized below:
(1) Construct the Hamiltonian H(q,p, t) of the system and set up
the Hamilton-Jacobi equation (66).
(2) Find a solution S(q,a,t) of (66) containing n arbitrary con-
stants a.
(3) Write the kinematic equations of motion So = t_, where t_ is
another set of n arbitrary constants.
(4) Solve the latter equations for q, obtaining q = q(a,/_, t).
(5) Determine the constants of integration a,/_ from the initial
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conditions q(O), q(O).
The Hamilton-Jacobi equation can be solved exactly if it is separ-
able.
VI. The separable case. A system is said to be partially separable
if a solution of Hamilton-Jacobi equation can be represented by
(68) S(q, t) = W(q) -4- 3-(t),
where W is a function ofq only, called the Hamilton Principal Func-
tion, and __ a function of t only.
THEOREM 12. A conservative scleronomic system is partially separa-
ble.
PROOF. Since t is absent in the Hamiltonian, (66) assumes the form
(69)
which separates into
H(q, Sq) + St = 0,
H(q, Wq) = al = const.,
(70)
._t = --Otl
by means of the substitution (68). Then (70.2) leads to _= - al t
and
(71) S = W(q, a) - al t,
where W is to be obtained as a solution of (70.1) with n arbitrary
constants a.
A coordinate is said to be ignorable if it does not appear explicitly
in the Hamiltonian. By the argument of the proof of Theorem 12,
such a coordinate qi contributes to S a linear term aiqi. In Theorem
12, the role of ignorable coordinate is assumed by the time. Another
example is furnished by the azimuth coordinate ¢ of a particle in an
axi-symmetric potential field.
We note that al in (69) is the total energy by Theorem 1. The
transformation equations are p = Wq, and
W_I = _1 + t,
(72)
W-2 = _2,
A system is said to be completely separable if a solution of the
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Hamilton-Jacobi equation can be represented in the form
(73)
n
S(q, t) = ._ Si(qi),
0
q0-= t.
Then p = Sq leads to
(74) S[ = Pi(qi, a), (i = 0, 1, ..., n),
so that each momentum is a function of the conjugate coordinate
and the n separation constants _. In particular, for i = 0, Sg = Po = -
a_ = - H by the argument of Theorem 12. This result is in accord
with (37). In the process of solution, the Hamilton Jacobi equation
splits into n + 1 ordinary differential equations (74). With the aid of
(73), S is obtained by quadrature,
(75) S= _ f pi(qi, a)dqi = f (_dq- Hdt).
i=O
In view of (29) and (18), the latter expression can be identified with
the action, defined by
(76) S=min fL dr.
A useful criterion for separability is furnished by the Staekel Con-
dition: In an orthogonal coordinate system q, there exists a non-
singular matrix _ii(qi) and a vector ¢i(qi) with i, j = 1,2,-..,n
such that
V = _ _bi/gii,
(77) 1
(_-_)_j = 1/g_,
where g,i are the elements of the diagonal matrix G, representing
the metric tensor of the configuration space.
THEOREM 13. If a conservative scleronomic system satisfies the
Staekel Condition, then the system is separable.
PROOF. In view of Theorem 1 and (26), the Hamiltonian can be
written
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1
(78) H = _ _G-l(q)p + V(q).
The Hamilton-Jacobi equation (70.1) then becomes
1 WqG-_(q) Wq + Y(q) = ,_1.(79)
The substitution
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(80) W = _ Wi(qi)
1
converts (79) into
1 _ (W[)2/gii ___ V = oq.
(81) _ ,
We shall show that if the functions Wi are defined by
(82) (W[)2 = _ 2¢/i + __, _ii a j, i, j = 1, 2,..., n,
i
where ai are the separation constants, then (81) is identically satis-
fied. Let a and b denote the n-vectors defined by
(83) a = ((W/)2), b = (g/71).
In the matrix notation (81) and (82) then become
l ba+ V=a,,
2
(84)
a= -2¢+2_a.
By the hypothesis (77),
(85) b¢ = V, (1,0,...)_-1 = _.
Finally, the elimination of a and b reduces (84.1) to (1, 0, ...)_-l_a =
a_, which is readily seen to be an identity.
Examples of a Staekel system for a particle are furnished by the
following potentials:
(1) V = - 1/r, where r is a spherical coordinate.
(2) V= - 1/r fl- 3 J2[ cl(cos20- c2)/2r 2 + c3/r fl- c4/r3],
where r,O,O are spherical coordinates and c_,c2,c3,c4 are disposable
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parameters. In the artificial satellite theory, c3 = 0 was used by
Sterne in [8], and c4 = 0 by Garfinkel in [9].
(3) V = - _/(_2 -4- 2), where _, _, ¢ are spheroidal coordinates,
was used in the artificial satellite theory by Vinti in [12].
(4) The most general separable potential in spherical coordinates
is of the form
(86) V :/l(r) -_-/2(0)/r 2 -_-/3(_b)/r 2 sin 20.
The Staekel Condition is satisfied with
1 -r -2 0
(87) ¢= 0 1 csc 20/.0 0 1
VII. Conditional periodicity. For a Staekel system, (74) and (71)
imply
(88) Pi = W'(qi, a); (i = 1,2, ...,n).
In view of (82), it then follows that
p2 = _ 2¢i(qi) + Y_ ¢ii(qi)aj
(89) i
=-- Fi(qi, a).
Thus the phase-path is decomposed into n two-dimensional curves
of the form
(90) Pi = _ _/(Fi(qi, a)).
If F > 0, the motion is real and can be classified as circulation or li-
bration.
A coordinate q_ is said to circulate if it is an angle and if Fi is
bounded from above and below by positive constants. Depending
on the initial conditions, the phase-path is one of the two branches
of (90). Since G is a diagonal matrix, (25.1) reduces to
(91) Pi = gii qi
with g, > 0. Therefore, if qi(0) > 0 then qi(t) > 0 and pi(t) > 0 for
all t, so that qi increases monotonically from q(0) to _. If Fi(q) is a
periodic function, then p(q) is also periodic with a period 2x. As qi
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increases by 2_, the coordinate is said to go through a cycle.
A coordinate qi is said to librate if there exist constants a and b
such that
Fi > 0 if a < qi < b,
(92)
Fi = O if qi = a or qi = b, a <=qi(O) < b.
It then follows from (91) and the continuity of qi that qi(t) is
"trapped" in the interval (a, b), traversing it back and forth while
the phase-point describes a closed loop pi(qi), symmetric about the
q-axis. Each closed loop constitutes a cycle of the coordinate.
A simple pendulum librates or circulates, according as E < 2mgl
or E > 2mgl. If E = 2mgl, the phase-path is traversed in infinite
time, and the orbit is said to be asymptotic.
The phase-integrals of the motion are defined by
f
(93) J_ =- y Pi(qi, a)dqi, (i = 1, 2, -.., n),
where the integral is taken over a cycle. Clearly, the n-vector J is
a function of the n-vector a only; i.e.,
(94) J = J(a)
and is therefore a constant of the motion. Let the Principal Func-
tion, written as W(q, J), be the generator of the canonical transfor-
mation (q,p)--_ (w, J) with H' = H = const. Then
(95) p = Wq, w = Wj.
Since J = 0, w is ignorable, and
(96) H = H(J).
Indeed, the canonical equations are
(97) 3 = 0, W = Hj,
whose solution is of the form
J = const.,
(98)
w= vt -4- _,
where _ and _ are constants. The conjugate variables J and w are
called the action-variables and the angle-variables respectively, and
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v is the set of the fundamental frequencies of the motion. If (71) is
now written in the form
(99) S = W(q, J) - Ht,
and differentiated with respect to J, it then follows with the aid of
(95) and (98) that
(100) _ = Hj, _ = Sj.
Thus the fundamental frequencies of the motion are equal to the
partial derivatives of the Hamiltonian with respect to the action-
variables. The result (98) is a special case of the following theorem.
THEOREM 14. If all the coordinates are ignorable then the conjugate
momenta are constants of the motion and the coordinates are linear [unc-
tions of the time. The theorem is valid if the words "coordinates" and
"momenta" are interchanged.
We shall next examine the relation between q and w. A function
[(x) is said to be quasi-periodic if it is a sum of a periodic and a
linear function of x; i.e.,
f(x) = rx + g(x),
(101)
g(x + P) = g(x).
Such a function is characterized by its secular rate r and its angular
[requency oo= 2_r/ P.
THEOREM 15. Each (librating/circulating) coordinate q is a (peri-
odic/quasi-periodic) function of the angle variables w. The period in
wi equals unity, and the secular rate equals 27r.
PROOF. First consider the case where all the coordinates librate.
By (95), both w and p are functions of q and the constants J. Hence
(102) dw = wqdq = Wjqdq = Wqjdq = (-fidq)j.
Let the number of cycles traversed by q lie between m and m -t- 1,
where m is a n-vector composed of integers. In view of (93), the
integration of (102) over m cycles contributes to Aw the expression
(103) (_J)j = m;
the entire AW is therefore
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-q{t)[-
(104) Aw= m + Jq¢o) _jdq < m + l,
where the integral is taken over a "fraction" of a cycle. If q goes
exactly through m cycles, then q(t) = q(O), and
(105) Aw = m,
and conversely. If a coordinate circulates, then it advances by 27r
each cycle. In the analysis, q(0) is replaced by 27rm, without affecting
the conclusion (105). Therefore qi can be expressed in terms of the w's
in the form
(106) q, = 2rw, c ÷ _ A_ '_exp [27rV/(- 1)(/lwl + j2w2+ ...)],
where jl, J2, ..-, J, are integers, and c assumes the value 0 if q/librates,
and the value 1 if it circulates.
In view of (98) two types of motion are distinguished:
(1) If ,i are commensurable, then q(t) is a periodic function of the
time, and the orbit is said to be periodic.
(2) If vi are incommensurable, then q(t) is not a periodic function
of the time, and the orbit is said to be conditionally-periodic.
It is to be noted that (105) cannot be satisfied in the actual motion
if vi are incommensurable. However, this circumstance does not
affect the proof of Theorem 15, which deals only with the mathe-
matical properties of the function q(w).
THEOREM 16. In a conditionally-periodic system the mean frequency
of the coordinate qi averaged over an infinite number of cycles is equal
to the fundamental frequency ,i of the motion.
PROOF. The set defined by
(107) (i = vz/v_ (i = 1,2, ...,n)
contains at least one irrational number. By a theorem of Dirichlet,
the system of inequalities
(108) [_i - mi/N[ < N -1-1/n
has an infinite number of integer solutions for N and mi. The division
of (104) by the time interval T defined by pl T = N yields with the
aid of (98)
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(109)
and
_qq(q(t)
o) P J " dq
= IN_i - rail < N -l/n,
m t/lN_l_l/n(110) u - _ < .
Therefore the mean frequency v is given by
(111) u. = lim re T= p.
We shall redefine J and w by means of
1 _pidqi 'J'=2--_
(112) wi = 2r(vit q- _i),
= nit q- ai.
That the new variables are canonically conjugate follows from Corol-
lary 2 of Theorem 7. The new wi(t) are angles described with the
angular frequencies ni; the initial values wi(0)= ai are the phase-
constants.
VIII. Application to the Kepler problem. The Kepler two-body
problem is a simple example of a separable system. In the spherical
coordinate system (r, 0, _) with 0 the complement of the polar angle,
for a particle of unit mass,
V = - u/r,
(113)
1
T = _ (:2 A- r202 + r2cos20_2),
where tt is the product of the gravitational constant and the mass of
the central body. From (17) and (20),
P, = :, P2= r20; p3=r2cos20d.(114)
By Theorem i,
1 2
(115) H = _ (Pl h- p_/r _ -4- p_/r2cos20) - u/r;
the Hamilton-Jacobi equation is
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(116) (S_ + S2,/r 2 _- S_/r 2cos20)/2 - Mr + S, = O.
Since the Staekel Condition is satisfied in virtue of (86), let
S = So(t) + Sl(r) + $2(6) + $3(¢).(117)
Then,
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and the uniformizing variables E, v, l, ¢ by
r = a(1 - ecosE),
r =p/(1 _- e cosy),
(122)
l = E - e sinE,
sin 0 -- sin i sin ¢.
- _/2a, a_ = _a(1 - e 2) =- _p, cosi = a3/_2,
_l = a/n, f12 = o_, f13= _,
a3n 2 = ix,
x._) _ -- iXl,
St = (2al _- 2_lr - a21r2) 1/2= Pl,
(118)
S' = (a_ a_ sec 20) 1/2 = P2,2
S_ = G 3 = P3,
where the a's are the separation constants. (The constants as and a3
of (82) have been replaced here by _a_ and _'a 23.j_ The integration
of (118) yields
(119) S = - _t W a34_ + f pldr-+- Sp2dO.
From Theorem 11 follow the kinematical equations,
f drlpl = fl1-4- t,
(120) - _2 f drlr2pl-+- a2 f dO/p_= fl2,
For a bounded orbit, al < 0, the integrals are evaluated as follows:
Define new constants a, e, i, a, w, _; n by the equations
OL1
(121)
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Then,
(123)
and
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dr =ae sinEdE, - d(1/r) = e sinvdv/p,
r
I, =- [ dr p,
jrm nr
(124) = f r(.a)-".'[ (1 + e - r/a)(r/a - 1 + e) l-'.'dr
1
- (E-esinE)=l/n,
n
£12 =-- a2dr/r2pt
r
¢125) = -..'ft(./a) [a(l+ e)/r- 1111 - a(1 - e)/r]} 1/2d(1/r)
V_
0 0
I3=- fooa.'dO/ps= jo(a.'(a2-_sec20)-'/2dO
(126) = F°(sin .' i - sin '_O) - _/2d(sin O)
,J IO
= ¢,
( _' fo'I4 -= __asee.'0(c_ - c_._sec"0)-_/.'d0 = cos/ sec.'0d¢j0(127)
= cos i jd_ /(1- sin" i sin.' ¢) = tan- 1(cos i tan ¢).
The equations of the orbit now appear in the form:
E- esinE = nt+ _, r= a(1 - ecosE),
v _ ./(1 +e\ E
tan 2 h/\ _-_--_) tan _,
(128)
¢ = v -4- 0o, sin 0 = sin i sin ¢,
= _ + tan-_(cos i tan¢).
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It is easy to show that (1) the orbit is a plane curve; (2) the
plane of the orbit is specified by its inclination i and the longitude
of the ascending node _; (3) v is the angle made by the radius vector
with a fixed line in the plane; (4) hence the orbit is an ellipse, the
fixed line is the line of apses, o_ is the argument of the pericenter,
and v is the true anomaly; (5) E is the eccentric anomaly, l the mean
anomaly, n the mean motion; (6) ¢ is the argument of latitude.
IX. The orbital elements. The elements of a Kepler orbit are the
six quantities by which the orbit can be specified. We shall discuss
six types of such elements.
1. The Jacobi elements are the constants a and _ introduced in
the solution of Hamilton-Jacobi equation:
a_--the energy
a2--the angular momentum
a3--the axial component of the angular momentum
_--minus the time of the pericenter passage
_2--the argument of the pericenter
_3--the longitude of the ascending node
2. The Kepler elements are the constants a, e, i, a, _, _ introduced
in §VIII:
a = - #/2_1, the semi-axis;
e = [1 + 2ala_/u2] 1/2, the eccentricity;
i = cos -l(a3/a2), the inclination;
a = _ln = ( - 2_1)3/2_1/u, the mean anomaly at t = 0;
00= _2, the argument of the pericenter;
= B3, the longitude of the ascending node.
3. The action and angle variables are the J's and the w's defined
in (112). In terms of the a's, we calculate:
J1 __ __ 2oq) -1/2 -- O_2,
(129) J2=
j3=l_o2"_3d¢=a3.
The integration in the first two lines of (129) has been carried out by
means of partial differentiation with respect to the a's. Indeed, with
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the aid of(124-127),
1 E=2T
J,=l = _ 11 E=0 --
1
- g( - 2a,)-3/2,
n
(130)
1
Jl=2 - 27r
1
J2.2 = _ 13
1
J2_3 -- 2_
IJ=2_
-- -- -- 12 = - 1,
v=O
v= 2_
1,
_=2r
------I4 *=0 =--1.
From the relation dJ = J_d_ we derive J = fJada + c, and (129)
follows immediately within the additive constant c. To show that
c - 0, we note that (1) e = 0 implies _ -: 0, p_ -= 0, J1 = 0, 2a_ _ 22-b 2
=0;(2) i=0implies0-=0, p2-0, J2=0, a2=a3-
The a's can be expressed in terms of the J's:
3
Ji : #( - 2al)-1/2 = V/(tta),
1
1
al = -- _ g 2(Jl -4- J2 -4- J3)-2,
(131)
Or2 = J2 -}- J3,
0/3_--- J3-
In view of (100), (112), and the relation H = a,, we calculate the
fundamental angular frequencies ni and the phase-constants ai from
the equations
(132) ni = cqj i , ai = Sj i , (i = 1, 2, 3).
The first equation yields
(133) nl = n2 --- n3 = #2(Jl -_- J2 -_- J3)-3 = /-1( __ 2al)3/2 __ n.
Since the frequencies are commensurable, the motion is periodic;
since they are equal, the motion is said to be degenerate. In view of
identities (1) and (3) of §II, the second equation of (132) can be
written in the form
(134) a = Sj = -'_jS a.
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By the differentiation of the a's in (131) we obtain
i °(135) a--j= 1 0
1 1
Since S, -- _, (134) then leads to
(136)
al = n_l = a,
a2 = n_l -4- _2 = a -4- _o,
o'3 = n_l -{- _2 -_- _ 3 = a_- w-_- _.
{140) A = 0
0
Then, the contragredient of A is
Finally, the angle-variables wi are constructed with the aid of
(112):
wl = nt-4- a = l,
(137) w2 = l A- _0,
w3 = l-_- w --_ _.
4. The canonical elements of Delaunay can be obtained from the
action and angle-variables (w, J) by means of a linear extended-point
transformation. The latter will be generated by a function S of the
form
(138) S = _' Ap,
where A is a constant matrix. By Theorem 11, the transformation
defined by
p' = Ap, q = _q'
is canonical. As a check, we note that the relations
(139) p_ = A, q_ = A--1
indeed satisfy the hypothesis of Theorem 7. Let q = w, p = J, and
choose A as
11 )1 .
0
54 (10!)(141) _-1= - 1 1 ,
0 -1
and the new variables are constructed from
(142) q' = A_, p' = Ap,
which yields
(143) q' =
l
p! =
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Delaunay adopted the notation L = _/(_a), G = a2, H = a_, g = _2,
h = _3- In terms of the Kepler elements,
L = x/(ga), l = nt + a,
(144) G=Lv/(1-e2), g=_,
H= Gcosi, h=t_.
Conversely, the relations
wl=l, JI=L- G,
(145) w._ = l + g, J2 = G- H,
w.,_=l+g+h, J:_=H,
express the action and angle-variables in terms of the elements of
Delaunay.
Since the letter H has been pre-empted by Delaunay, it has be-
come customary in celestial mechanics to use the letter F for the
Hamiltonian. Another convention is the change of sign of the Hamil-
tonian, which is equivalent to the interchange of the coordinates and
momenta. Thus
F = - _l = _2/2L'2,
(146)
[-, = Ft = O, i = - FL = _'2/L:_ = n.
With the exception of l, the Delaunay elements are constants in the
undisturbed motion.
An alternate derivation of Delaunay elements is based on the
generating function
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(147) S = - _lt + _( - 2_1)-1/2_ + _2_+ -4-_3_,
where the unprimed a and 6 are the previously defined elements of
Jacobi. Then a; = S_ and _1 = S_,, leading to
a_ = _( - 2a1)-1/2 _--- X/(tta)- L,
(148) _, = - t + _( - 2_1)-3J2_ = _ t + _/n,
_ = n(t + 6l) = nt A- a= l.
The remaining elements are unchanged. Since the old Hamiltonian
corresponding to the Jacobi elements is zero, the new Hamiltonian
becomes
(149) F' = F-k St = - al = #2/2L2,
in agreement with (146).
The "slow" Delaunay set, obtained by the replacement of I by the
constant _, can be derived from S of (147) with the term -alt
omitted. The corresponding Hamiltonian is zero in the undisturbed
motion, in contrast to (150), which belongs to the original, or the
"fast" set.
5. A modified Delaunay set is constructed by a canonical linear
transformation of the original set. With S of the form (138), and(00)(150) A= -1 1 0 ,0 -1 1
we first construct the contragredient matrix,
111
(151) _-1= 0 1 1
001
and then derive the new variables from (139) as
(152) L,G- L,H- G; l+g+h, g÷h,h.
We recognize l + g ÷ h as the mean longitude, and g + h as the longi-
tude o[ the pericenter. It is noteworthy that
G- L=O(e2),
(153)
H- G = O(sin 2 i/2).
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6. The Poincar6 elements,
L,
(154) V/(2(L - 6)) sin(g + h),
V/(2(G - H)) sinh,
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l+g+h,
X/(2(L - G)) cos(g + h),
x/(2(G - H)) cosh,
are derived from the modified Delaunay elements by means of the
transformation
(155) q[ = _¢/( - 2qi)sinpi, P[ = x/( - 2qi) cospi (i = 2,3).
That this transformation is canonical follows from the fact that the
Jacobian determinant is + 1 in each of the three phase subspaces.
Hence the Jacobi relation (45.2) is satisfied.
Poincar6 elements are especially useful for orbits of small eccen-
tricity and inclination. Indeed,
q_ _-- e sin w , p_ ,-- e cos w ,
(156)
q_ _ sin (i/2) sin h, pJ _ sin (i/2) cosh,
where _ - g + h.
X. The method of variation of constants. A nonseparable system
with a small parameter k can be solved approximately. In planetary
theory, k is the ratio of the mass of the disturbing planet to the
mass of the Sun; in the lunar theory it is the ratio of the mean mo-
tion of the Sun to that of the Moon; in the artificial satellite theory
k is J.,, the coefficient of the second zonal harmonic of the geo-
potential. In all cases, the solution can be expressed as a power series
in k.
The method of variation of constants involves the following four
steps:
1. Choose a "reference" potential V0 for which the Staekel Con-
dition is satisfied and for which the "disturbing" potential V1 _- V
- V0 is of order k.
2. Solve the Hamilton-Jacobi equation
(157) Ho(q, Sq, t) + St = O,
corresponding to V = V0, yielding S(q,a; t); then So = _ furnishes
the solution q(°)(t; a,_) of the "unperturbed" problem. (Examples:
the Kepler ellipse for I/0 = - 1/r and the Garfinkel and the Vinti
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"intermediaries" in the artificial satellite theory.)
3. Let H_ -= H - Ho = 0(k), where H is the Hamiltonian of the
original problem, and let S above be the generating function of the
canonical transformation (q,p)_ (f_,a). The new Hamiltonian is
(158) H' = H + St = Ho + St + H1 = H1,
and the new variables (_, a) satisfy
_"= H_, d = - Hl_.(159)
In matrix form,
(160) d=_oH,_, e_(_).
These are the equations of the variation of the elements.
4. Solve the equations of variation by successive approximation,
such as the method of Poisson and the method of Delaunay. An
epitome of the entire procedure was given by T. E. Sterne: "In order
to solve the exact problem approximately, we first solve an approx-
imate problem exactly."
An independent derivation of (160} is contained in the following
theorem.
THEOREM 17. If the solution of the problem with H = Ho + H1 is
expressed in the same form x = X(o)(t, e) as that of the unperturbed
problem with H = Ho, but with e no longer constant, then e satisfies
(161) e = _H_,
where
(162) • -- ex _o e-_.
PROOF. From (36),
(163) x = _oHx, x<o)= _oHo_.
By the differentiation of x = x(t, e),
(164) x = x_ q- xee.
- Since x = X(o) corresponds to e = const.,
(165) x(o) = xt.
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Let D_ and De denote the gradient operators in the x-space and the
e-space respectively. Then
(166) xee = 40(H - Ho)x = 40H1, = 4oD_Hv
By properties (6) and (7) of §II (xe) -1= e, and D x = FxDe. The
conclusion now follows with the aid of (162).
Ife is a canonical set of constants, such as
e:(3
then 4 = 40. In accord with the convention of §IX the coordinates
and the momenta are interchanged while the sign of the Hamiltonian
is reversed. If the disturbing function R is defined by R = - Hi, then
the canonical equations for the variation of constants take the form
(167) _ = R_, 3 = - R,,
or
XI. On the Poisson brackets. The equations of variation for a non-
canonical set of variables involve the Poisson matrix 4. The calcula-
tion of 4, is facilitated by the use of the following two theorems.
THEOREM 18. The Poisson matrix 4(e) belonging to a set of varia-
bles e is a function ore only, and is independent of the reference canoni-
cal variables x appearing in the definition (162).
PROOF. Let x and y be two sets of canonical variables, and let
4(el x) denote 4(e) defined with respect to x. For the canonical trans-
ibrmation y_ x, with d = xy, (162) and (44) imply
(169) 4(el x) = e_ 40 _ = e_(xy 4o Xy)e_.
By the associative property of matrix multiplication, property (4) of
§II, and the reversal rule for transposition, we obtain
(170) 4(eJx) = (exXy)4o(xye-x) = ey40Vy = 4(elY).
THEOREM 19. If the two 2n-vectors
() (;)e'= , e= ,p'
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have the following properties: (1) e is a canonical set; (2) e' is derived
from e by the semi-identical transformation of the form
(171) q' = q'(q), p' = p,
then the Poisson matrix _(e') has the structure
(172) • = _ Q ,
where Q = q_.
The proof follows from (43) with
(173) J = e_' = 0 :)
As an example, let e' be the Kepler set of elements and e the
"slow" Delaunay set of §IX. The semi-identical transformation
e-_e' is characterized by
(174) Q= eL ea .
0 iv iH
The partial derivatives are obtained from
a = L2/u, e = (1 - G2/L2) 1/2, cosi = H/G,(175)
tt _ n2a 3,
leading to
(176)
aL= 2L/tL = 2/na -- (1,4),
eL = (1 -- e2)/na2e =-- (2,4),
ec = -- (1 -- e2)i/2/na2e =-- (2,5),
ic = cot i/na2(1 -- e2) 1/2_ (3, 5),
iH= -- csci/na2(1 -- e2) 1/2 _----(3,6),
the remaining derivatives being zero.
With e replaced by e', (161) becomes the celebrated equations of
Lagrange for the variation of the Kepler elements. Explicitly,
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d = (1,4) Ro,
= (2, 4) Ro + (2, 5) R_,
t = (3, 5) R. + (3, 6) R_,
(177)
= - (1, 4) Ra - (2, 4) Re,
= - (2, 5) Re - (3, 5) R.
{_= - (3, 6) R_.
It should be noted that a enters R explicitly through r, as well as
implicitly through l -- nt + _, with n2 aa = _. Therefore,
= - (1,4) (R.) - (1,4) n.Rot- (2,4) Re,
(178)
_i= (I,4)Ro,
where (R_) denotes explicit differentiation. Since no _ = f_,
(179) _ + at = - (1,4) (R.) - (2, 4) R,.
The appearance of t outside the trigonometric term can therefore be
avoided if we use, instead of a, the element a. defined by
(180) l = ; ndt + a,.
Then #, and (R.) replace _ and R. respectively throughout {177).
As a result of this transformation, double quadrature is required to
calculate the perturbation 5l. Indeed,
51= j 5ndt + 53.,
(181) _n = - (3n/2a),_a,
,5a = [ (2R./na)dt,
J
and hence
fF
(182) 6l = - JJ (3R./a2)dtdt + 6a..
Another form of the Lagrange equations uses the modified Kepler
elements a, e, i, _, w, l_, where _ is the mean longitude at t = 0, and w
is the longitude of the pericenter,
(183)
w=_o+fl.
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The effect of this transformation is to replace Q of (174) by
/i°°(184) Q' = Q 1 0
1 1
The new Poisson brackets that are affected are:
(185)
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(2,4)' = (2,4) -4- (2,5) = -- (1 -- e2)1/2[1 -- (1 --e2)lj2]/na2e,
1
(3,4)' = (3,5) + (3,6) = -- tan_ i/na2(1 -- e2) 1/2,
(3, 5)' = (3, 4)',
_x =- x - x _°) = kx (1_+ k2x (2) + ....
The two expansions are substituted into (187), and the coefficients
of like powers of k are equated, yielding
x(0)= 0,
(190) ._o_ =/Co,
x¢_= (f_)oxo_,
...... .
(188)
where
(189)
and (177) becomes
= (1, 4) R,,
d = (2, 4)' R, + (2, 5) R.,
[ = (3, 4)' (R, + R_) + (3, 6) R,,
(186)
i = - (1, 4) Ra - (2, 4)' Re - (3, 4)' Ri,
= - (2, 5) Re - (3, 5)' Ri,
= - (3, 6) Ri.
X.II. On the Poisson method. The equations of variation of the
elements are of the form
(187) x = ,_DR = kf(x, t); (k << 1).
The variables x and [ are expanded into a Taylor series about the
undisturbed orbit x = x (°) corresponding to k = 0. We have
1_
/ =/o + (L)o_x + -_x. (L_)o. _x + ...,
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Thus we have
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x (o)= const.
x ") = I/(x (°_,t)dt,
(191) x ('_) df fx(x (°), t)x (1)dt,
for the perturbations of successive orders.
Consider a problem of two degrees of freedom with R in the form
of a Fourier series in the angle variables w with coefficients func-
tions of the action variables J. Then
(192) R = £ Ajii._ (J)cos(j_ nl + J2 n2)t,
0, _,
and x _ is of the form
(193) x v= Boot + __,Bj_j2exp [ x/(- 1)(j,n, + j2nz)t](jln,+ j2n2)-'.
The perturbation terms can be classified as follows:
(1) Secular term B_)t, J, = J2 = O,
(2) Short-periodic terms, Jl n, + j._ n._ = O(kn).
(3) Long-periodic terms, j_ n, + J2 n2 = O(n),
We observe that (1) only the angle variables have secular perturba-
tions; (2) in the integration of the long-periodic terms there occurs
a reduction of the order by unity; i.e., first-order effects appear in
the expression for x 12_,etc.
In the artificial satellite theory, the long-periodic terms have the
argument 2g = 2(w 2 - wl), which corresponds to j_ + J2 = 0 with
n2- n, = 3u2 d2nl(5Cos2i 1),
(194)
k -= J2 _ 10 3
At resonance, i _ 63°.4, where the classical solution breaks down,
special treatment is required.
XIII. On the Delaunay method. Let the Hamiltonian F be of the
form
(195) F = _ Aij(L, G) cos(i/+ jg).
THE LAGRANGE-HAMILTON-JACOBI MECHANICS 73
As in the preceding section, the terms of F are classed as secular
(i = j = 0), the long-periodic (i --- 0, j _ 0), and the short-periodic
(i _ 0) terms. Let the corresponding portions of F be denoted by the
bar, the star, and the tilde; i.e.
F = A00, F* = _ Aoj cosjg,
1
(196)
_=F-F-F*.
Delaunay used a succession of canonical transformations to re-
move, one by one, the periodic terms of F. In the limit the new
Hamiltonian F' becomes purely secular; i.e. a function of L' and G'
only. Then by Theorem 14, L' and G' are constants of the motion,
and l', g' are linear functions of the time. With the generating func-
tion S correlating the new and the old variables, the problem is
solved. The feasibility of a single transformation to accomplish the
same purpose was suggested by von Zeipel. It is often conveni-
ent to remove first the terms of short period.
XIV. On the yon Zeipel method. The von Zeipel method (1916)
will be illustrated here by a problem of two degrees of freedom.
Without any loss of generality, we denote the canonical variables of
the system by L, G, l, g, where l is the "fast" variable appearing in
the short-periodic terms, and g is the "slow" variable that character-
izes the terms of long period. Furthermore, let the undisturbed
Hamiltonian F0 be a function of L only. Then the undisturbed mean
motion n is given by
(197) n = - FOL.
We seek a transformation (L, G, l,g) _ (L', G',g', h') such that the
new Hamiltonian F' is a function of L', G' only. As noted in the
previous section, the problem of motion is solved if we can determine
F' and the generating function S(L',G',I,g).
We write
F =Fo+F,+F2+...,
(198) F' = F_ + F_ + F_ + .--,
S =L'l+G'g+S_+52+S_+...,
where the numerical subscripts denote the order of magnitude with
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respect to the small parameter of the system. The transformation
equations are of the type (59.3), and take the form
L = St = L' + Su+ S_+ "",
a= = a' + ...,
(199)
l' = SL, = l + SIL' + S_L, + ..',
g' = Sq = g -4- S,q 4- S_ + ....
The old Hamiltonian F is now expanded about L', G', l, g by means
of the Taylor series:
1 FoLLS_,] +'"Fo = [ Fo + FoL(S,, + Su) + -_ ",
(200) F, = [F, 4- F,L 'S,, A- F,G(S_ 4- S_s)]4- ...,
....
Here the expansion is carried out to the second order, and the
bracket is used as the symbol of the substitution L---,L', G---*G'.
Since St = 0, (49) yields F' = F, and
Fg4-Ff4-F_+ ....
(201)
[ Fo 4- F, 4- Fz 4- ¢5 4- F, GS_ - n(S,, 4- Su) ],
where ¢2 is defined by
(202) ¢2 _ F, LS1, 4- F, GS_ 4- -2 0LL •
Separation by orders of magnitude converts (201) into
= [F0],
(203) F_ = [ F, - nSu],
f_ = [F2 4- _2 4- F, GS_ -- nS2_].
In our problem, the feasibility of the von Zeipel transformation
requires that
(204) F_* = O.
If this requirement is satisfied,(203) can be separated by type of
term; i.e.,the secular,the long, and the short, leading to:
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F_ = [Fo],
F_= IF1],
(205) 0 = IF, - nS,,],
F_ = [F2+ _2],
0 = [F: + ¢: + PI_S_],
o [_2+_+- *= F1GS_- nSa].
Now the sixequations (205) determine the six unknowns Fg, F_,
F_, S,, $1", $2. In particular, S is obtained from
s'= [-1 f F'd/] 'n
(206) S_= - [ f (F¢+¢¢)ag/Fl_],
l.
From the canonical equations in the new variables it follows that
L' = const., l' = - (F'L,)t + l'(O),
(207)
G' = const., g' = - (F'_)t+g'(O).
Finally, the generalized Kepler equations (199.3) and (199.4) are
solved for l and g in terms of the constants L', G' and of the linear
functions l', g' of the time.
The appearance of a small divisor F,G in the calculation of the
long-periodic terms is clearly seen in (206.2). If this divisor vanishes,
as in the problem of the Critical Inclination in the Artificial Satellite
Theory, it becomes necessary to carry the Taylor expansion to the
next higher term.
Generally, the feasibility of the von Zeipel transformation is as-
sured by the following Poincar_ criterion, which is a generalization of
(204) : "The order of a periodic term in the Hamiltonian is at least
one more than the order of the time derivative of its trigonometric
argument."
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ABERDEEN PROVING GROUND, MARYLAND
P. J. Message
Stability and Small Oscillations
about Equilibrium N _ _ ]"/4 4 1 _
and Periodic Motions "
The general motion in a problem in celestial mechanics may often
by exhibited as an oscillation or combination of oscillations about
one or another of a number of configurations of absolute or relative
equilibrium, or about a periodic motion (which may be one of a series
of periodic motions). The periodic motion may be regarded as a
generalisation of relative equilibrium, and variables may of course
always be found in terms of which it appears as a relative equilibri-
um configuration. The value of periodic motions as intermediate
orbits is illustrated in Hill's Lunar Theory Ill de Sitter's theory of
the great satellites of Jupiter [2], and in many theories of the mo-
tion of minor planets and satellites involving commensurable or
nearly commensurable periods (for example the Trojan group). 1
Poincar_'s treatment of periodic motions in general, and his ap-
plication of it to the general motion problem of three bodies, leading
to the proof of the existence of periodic solutions of three sorts in
that problem, was the subject of lectures at the July, 1960, Summer
Institute. 2 The first part of the present chapter deals with the
1See e.g.E.W. Brown, Astronom. J. 3S(1923), 69. Yale Trans. 3(1923), Parts 1 and
3; D. Brouwer, Yale Trans. 6 (1933), Part 7; W. M. Smart, Mem. Roy. Astronom.
Soc. 62(1918), 79; and H. Hertz, Astronom. J. 56 (1946), 121.
See §§1,2 and 3 of the notes on Periodic orbits for the July 1960 Summer Institute
in Dynamical Astronomy at Yale University, McDonnell Aircraft Corp., St. Louis,
Missouri, 1961.
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application of Poincar6's procedure to the main problem of the
Lunar Theory, and the second part to an investigation of motion in
the vicinity of a periodic solution or equilibrium configuration, using
the equations of linear variation.
M
.- / _/_\\\
/
• ,, / \ P
\
/ I _ j.// \ \ \ \f d \/ \
.r.._ _\
S r8 G rE E
n !
FIGURE 1. Coordinates tbr Sun, Earth, Moon System
I. Application of Poincar6's procedure to the lunar theory.
a. Description of problem. The "Main Problem" of the moon's
motion is an idealisation in which we suppose the Sun, S, and the
Earth, E, to revolve about their common centre of mass G with
angular velocity n', and suppose the mass of the Moon, M to be so
small that its effect on the motion of the other two bodies is negligi-
ble. Then (see Figure 1) if r, rs and rE are the position vectors of
M, S and E respectively, referred to G, in a frame which is rotating
with angular velocity n', the equation of motion of the Moon may be
written
(I.1) f+ 2n' X t + n' X (n' X r) - GmE(r -- re) Gms(r - rs)
p3 A _
where ms, mE are the masses of the Sun and Earth respectively, G
is the constant of gravitation, and
p = Jr- rgJ = EM,
A= Jr- rsl =SM.
We now use the position vector of the Moon relative to the Earth,
p = r - r_. At the same time put _ = GmE and note that if a' is the
radius of the Earth's orbit about the Sun (SE), then
G_ms = n tza_3
d
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very closely. Equation (I.1) then becomes
(I.2) _ + 2n' × p + n'(n' • p) - n '2 (r_ + p) ....
where a' = rE- rs = SE ----rE very closely. Now
A2 _- (a" _- p)2
= a '2 -J- 2a' • p + p2,
SO
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#p n'2a'3(p Jr- a')
p3 A3 ,
1 1 3a'.p 1 (p2 /A3 -- a, 3 a, 5 + _ 0 _ ,
and so equation (I.2) becomes, collecting terms, writing a' for rE,
and neglecting p2 in comparison with a '2,
3n'2(a , -4- p){I.3) _ _- 2n' × p + n'(n' • p) - _P
-_+
p a p
(The latter approximation is equivalent to taking the limit as the
Sun's distance (a') tends to infinity while the mass also tends to
infinity in such a way that the angular speed (n') of the Earth about
it remains constant.) Taking a system of axes with E as origin, axis
of _ in the direction of SE, axis of _ in the plane of the Earth's
motion, and axis of _- completing the right handed orthogonal set,
we have
n'= (0,0, n'), a'= (a',0,0), p= (_,_,_),
and so the equation (I.3) becomes
_'- 2n' ;1 - 3n'2 _ - #_
3 •
P
(I.4) _ + 2n'_" -- u_
p3'
3"
P
b. The circular solution, and motion in its vicinity. In the absence
of the Sun, the last term of (I.2) does not appear, and also G coin-
cides with E, so that r_ = O. The equations are then
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_'-- 2n'# -- n"_ _i .= M3p
(I.5) ii + 2n'_" -- n'2n = _ 3p
_" + n '2/- -
which have the periodic solution
(I.6) _ = a cosvt, _ = a sinvt,
u_
3p
_=0
where a is a constant and (, + n')2a 3 = u. This represents an undis-
turbed circular motion, in the plane of the Earth's orbit. We will
study possible motions in the vicinity of this circular orbit, in its
plane, in the presence of the Sun under the conditions of equations
(I.3) and (I.4). So we put
(I.7) _ = a cosvt ÷ _, _=asinvt÷_, _=0.
Then o" = _-' + 2 = a _+ 2a(cos ,t_ + sin ,t_n) + 0(5_ _, _n"_) and
equations (I.4) become, putting (with i = ( - 1)_/2)
w = 5_(xi) + i5_, z = exp ivt,
(I.8) f2 ÷ 2in' fv -- n'2w - 1 (n' + ,)_ (w + 3z"K)
_ 1 n,,2a(z + 3z_l) + O(w2).
2
In order to seek a complementary function, we try
w= Az" + Bz _ _,
where A, B and a are constants to be determined. Substitution into
(I.8) leads to
_ { (,_,, + n,),, + 1 (v+n,)._}Az _ 3 .2_z._- _ (v÷ n') "
{ 1 (v÷n' } Bz'_ ''
- (2. - ,_,, + n')" + _ )'_
_ a_(_ + n,)" Bz_ = O.
2
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The coefficients of z_ and z2-° must each vanish, and if A and B are
not both zero,
1
(a_ + n') 2 -k _ (_ + n') 2,
3 (v -k n') 2,
or
(I.9)
where p = n'/_.
3 (_ + n,)2 I]1 (v + n') 2(2_ - a_ -k n') 2 + =0
(a - 1)2(a +p)(a - 2 - p) = 0,
Corresponding to the root a = - p we have B = -A/3, so that if
A = P + iQ, P and Q being real disposable constants,
1
(I.10) w = (P + iQ)z -_ - -_ (P- iQ)z 2+p,
and a = 2 -_-p leads to nothing new.
Corresponding to the double root a = 1 we try
w = (C + inEt)z,
which leads to
3
- _ n') 2(C ÷ _) - 2v(v -k n')E
3 (v + n,)2in(E_ E)t_z= O
2 J
so that E must be real, and equal to - 3(1 +p)(C÷ _)/4. So if
C = R ÷ iS, R and S being real disposable constants,
3
E= - _(l+p)R,
and the corresponding part of the complementary function is
(I.11) w= R+iS--_in(l+p)Rt z.
For a particular solution we try
w = A'z-l-t - B'za+ (C' + intE')z,
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which leads to
(I.12)
A' = 3m2a(3p2 + 14p -t- 19)
16(p + 3)(p - 1)
= b_l, say, where m = n'/v,
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(I.13)
B' = - 9m2a(P + 1)2
16(p + 3)(p - 1)
= b3, say,
_ m2a
E'
4(1 + p)
(I.14)
= e,, say,
and we may take C' = O.
So the complete solution of the equation (I.8) is
1
w = (P + iQ)z -p - -_ (P - iQ)z 2+p
(I.15)
3 p)R] ivt -t-+ {R_iS+[cl-_(I+ . }z+b_,z-' b3z 3.
c. The search for a periodic solution. Suppose that at t = 0 we have
w = t_, + it_2and W =/_3 + itS4,
which corresponds to the general set of initial conditions
This corresponds to
and
2
B1 = _ P-I- R+ b_l + ba,
4
t_2= _ Q+S,
2
_3= -5(1-p)vQ-vS,
t_4= -_(1-}-2p)vP- (l+3p)_RWvcl-_b _-}-3pb3.
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Solving for the disposable constants,
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3(1 + 3p) _ 3
P-- 2(1 +p) (1 +p)v
3 3
Q = 52 + &,
2(1 +p) 2(1+p)v
R = 2(1 + 2p._{_ + 2 /3;,,
1 +p (1 +p).
and
S (1 - p) _2 2 _a,
1 + p (1 + p)v
where _ = _1 - b_l - ba and _ = _4 - vcl + vb_l -
Suppose now that at t = 2,r/v + r we have
and
w = & + ¢1 + i(_2 + ¢_2)
3pb 3.
W = & + ¢3 + i(_4 + ¢4).
There is a relation between the _i, which arises from Jacobi's integral
1(_2+_2)___+ 3n,2_2(I.17) _ r 2 = constant.
Substituting the expression (I.7) gives
1 (a 2v2 _ 2av sin _ + 2av cos vt&j)
2
+ a_ (cos vtS_ + sin vt_,j)
a
3 n,2(a2
+ _ + 2a cos vt_)
+ 0(_2, 52) = constant,
and consideration of the values at t = 0 and t = 2_/v + r shows that
av sin vrCa + av cos vr¢4 + (v + n')2 a(cos vr¢2 -{- sin vr¢2 )
+ 3n'2a COSVr¢l = O.
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Therefore it is sufficient, in order to establish a periodic orbit, to
satisfy
(I.18) ¢, = ¢2 = ¢3 = 0,
since ¢4 = 0 is then assured. We may then take _2 and r both to be
zero, leaving ¢_1, B3 and _4 to be determined. The equations to be
solved are then
2
2 (cos2rp - 1)Pq- _ sin 27rp • Q = o,
¢2=-gsin27rp.P+g(cos27rp- 1)Q+27r c,- (l+p)R
= 0,
and
2 2
Ca = _ v(1 - p) sin 27rp • P - g v(1 - p) (cos27rp - 1)Q
--27r. c1-_(I+p)R =0,
which lead to
P = Q = 0, and R - 2cl
3(1 + p) '
which in turn require that
B3 = 0, /_ - 2Cl and _ (1 -k 3p)cl
3(1 ÷ p) 3(1 + p)
Then S -- 0, and so the appropriate solution is (using p = m)
(I.19)
w= 2c, z + b _z -_ + b3z 3
3(1 + p)
1 19 36 am2z - '_ am2z-l -_ am'_z3 + O(m'_)"
The Jacobian determinant, which must not vanish if the expression
for the Bi appropriate to the periodic orbit are to be obtained as
power series in m by the method indicated by Poincarb, is
0(¢1, ¢2, Ca) '_ 67r
_/=ai=0 -- n (1- cos27rp).
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Correct to m 2, the expressions for the coordinates are, then,
=a 1-_m 2 cosrt+ _-6am cos3pt,
(1.20)
n--a(l+ 9 )m 2 sinut+ 3am2sin3rt'16
This orbit crosses the axis of _ at right angles, and is symmetric
about it. It is, in fact, the intermediary orbit used by Hill in his
Lunar Theory [ l].
II. The equations of linear variation.
a. General formulation. Suppose a dynamical system is described
by means of variables x_,x2,...,xn which satisfy equations of the
type
(II.1) dxi -- Xi(Xl, X2,. xn ) (i = 1,2,• ..,n)
dt ""
which possess a periodic solution given by
(II.2) xi = ¢i(t) (i = 1,2, ...,n)
which has period T. Then for motion in the vicinity of this solution
(II.3) xi = ¢i(t) -_- }i (i = 1, 2, ..., n)
where the }i are small• Substitution in (II.1) gives
d_i _ _ OXi
(II.4) dt J=_ _ (O_(t), 02(t), • --, On(t)) _j d- 0(_ 2)
or, to first order in the _i,
,..%
(II.5) - _ Aii(t) 4i (i = 1, 2, ..., n)
dt j=_
where Aij(t) = (OXi/O_i) (01(t), 02(t), ..., On(t)). These are called the
"equations of linear variation."
• _(n) (t) are a linearly independent set ofNow if _!1) (t), _!2)(t), ..,,i
solutions of the equations (II.5), any solution may be written in the
form
(II.6) _i(t) = _ B _°_ (t) (i = 1,2,---,n)
j=l
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where the B u) are appropriate constants. Now the _i(t) have period
T, and therefore so does Ao(t). 8o if _i = _*(t) is a solution of (II.5),
so also is _i = _*(T +t). In particular so is _i = _)(T + t) which may
therefore be written, as in (II.6),
(II.7) _)(T+t) = ,_ Bti'k)_!k)(t) (i= 1,2,..-,n)
k=,
for appropriate B (/'k).
We now seek a solution _(t) which has the property that
(II.8) _(T + t) = _,_(t) (i = 1,2, ..., n), for all t.
If_(t) is written in the form
_(t) =_-_ B(/)_)(t) (i = 1,2, ...,n)
j-,
then this requires that
B u). _)(T+ t) = X2 Bu)}_)(t) (i = 1,2,...,n)
j=l j=l
or, using (II.7), that
Z BU) BU'k_(} _)(t) = X_'_ BU)(i °) (t) (i = 1, 2,...,n).
j=] h=l j=l
The _it/) (t) are a linearly independent set, and so we must have
n
B (k)B (k'j) = XB 0 (j = 1, 2, ..., n).
hffil
Thus h must be an eigenvalue of the matrix B (kJ), that is a solution
of the equation
B(,,_ _ ),, B (_.2_ ,
B (2'1) , B (2'2) - _k,
(II.9)
B(n,x) B_,2)
•.., B (x,")
• • •, B (2.n)
--_ 0,
• .., B (n'n)- X
and (B ('), B (2), ..., B (")) is a corresponding eigenvector.
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If X is such an eigenvalue, then the value of a satisfying
(II.10) _ = exp (aT)
and whose imaginary part, _¢{a), is in the range - _/T < _f(a)
< 7r/T, is called a "characteristic exponent" of the solution (II.2).
If the n solutions of the equation (II.9) are different, then the n
corresponding eigenvalues are linearly independent, and the n cor-
responding solutions _i -- _(t) are linearly independent, and so form a
complete set. So if the eigenvalues are _(1), _(2), .. ", _(n), the corre-
sponding characteristic exponents are a _1), a(2), ...,a (n_, and the cor-
responding solutions are _1)(t), _2)(t), ...,_n)(t)respectively, then
any solution may be written in the form
n
(II.11) _i(t) : _ Ck_ k) (t) (i = 1,2,...,n)
h=l
where the Ck are constants to be determined. Since _k) (t) satisfies
(II.8) if the corresponding characteristic exponent is a (k), we have,
in view of (II.10), the result that the function
(II.12) ×_h) (t) = exp (- a (_)t) _k) (t)
for i = 1, 2,..., n, is periodic with period T. Therefore the general
solution (II.11) of the equations (II.5) may be written in the form
n
(II.13) _i(t) = __, Ck exp (a(k_t)x_ k) (t) (i = 1, 2,..., n)
k=l
where the x! k) (t) are periodic functions with the period T of the
solution (II.2).
If two or more of the solutions of equation (II.9) are equal, then
the form (II.13) does not usually give the general solution of the
equations (II.5). Suppose the two of the solutions are equal, so that
there are n- 1 distinct eigenvalues, X_1), x(2), ..., _(_-_), correspond-
ing to which there are n- 1 linearly independent solutions,
_) (t), _2) (t), ..., _,-x) (t), respectively, of (II.5). These do not form
a complete set, so we can find a solution, say _*(t), which is not a
linear combination of them. Now the set _1) (t), _2)(t), ..., _n 1) (t),
_* (t) are linearly independent, n in number, and so form a complete
set, and so the solution _* (T % t) may be written in terms of them as
n--1
(II.14) _*(T-}- t) = _ bk_ k) (t) + bn_*(t).
h=l
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Now consider the solution
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n-1
(II.15) _!n) (t) = Y'_ ck$_ik) (t) + cn_/*(t),
k=l
where the constants cl, c2, ..., c, are still to be determined. We have,
since the solutions _m (t), ..., _n-ll (t) satisfy (II.8), and from (II.14),
.-1 X(k)_,k) {.-1 }_c")(T+t)= _--_ck (t)+c. __.bk_4_(t)+b._*(t)
k=l 4=1
"' { "' }= __, (c4X (4)+c.b4)g4)(t)+b. g")(t)-__,c4g 4)(t) ,
4=1 4=1
(using (II.15) again), i.e.,
n 1
(II.16) _.(n)(T+ t) = Z {ca( x'4, - b,) + c, ba } _!a' (t) + b,_! "1(t).
a=l
Suppose, if possible, that b, is different from all of the X_a_.Then we
may choose ca = c,/(b,- Xla)) (k = 1,2, ...,n - 1), and (II.16) be-
comes
_("_ (T + t) = b. _!") (t),
showing that _!") (t) satisfies (II.8), and X = b. must be a solution of
equation (II.9), contradicting the assumption that b. is different
from all of the roots of that equation. Therefore bn must equal one
of X_a), and by appropriate enumeration of the latter we may take
b. = X(" 1).
Also we may take Ca = c, ba/(X _" _-XCal), k = 1,2,...,n- 2, and
(II.16) becomes
(II.17) g")(T+t)=c.b._lg"-_)(t)+x _" 1)g")(t).
Now if b,__ = 0, the functions
x} ") (t) = exp ( - a_" lit) g")(t)
have period T, and the general solution has the form (II.13), as in
the ease where all the X(a_are different, except that now a C"_= a ("-1).
If on the other hand b. 1 ¢ 0, we put c. = 1/b._1, and the function
×!") (t) -- exp ( - a ("- 1)t) _") (t) TX(.- 1) (t)
STABILITY AND SMALL OSCILLATIONS 89
is periodic with the period T. The general solution of the equations
(II.5) now has the form 3
n--1
_i (t) = Y'_ C_ exp (a (k)t) x! _) (t)
k=l
(II.18)
--_-Cn exp (a ("-1) t) t x!") (t) + -- t X!,_l) }Th(,_I) (t)
(i = 1,2,-..,n).
In the case of a greater multiplicity of roots of (II.9), suppose the
root X¢') is repeated p + 1 times, then we shall find that the corre-
sponding contribution to the general solution is
[ C (s) (t) + Cs+Iexp '(a('lt). , xi xi('+l) (t) + ... + Cqx_ q)(t)
+ Cq+ 1 x} q+l) (t) -_- _ X} q) (t)
t x}_+1)(t)+ C_+2 x! _+2)(t) + T-_
(II.19)
t(t- T) (q) I
+ _ x; (t) _ + ...
t x! s+p+_)(t) + ...+ C,+p x! s÷p) (t) +
+t(t-T)(t-2T)...(t-rT) x!q) (t) } ]
(r + 1)! (T),(')) '+1
where the functions x_ ) (t) have period T, and q is some number
which will lie in the range s<q<s+p, and r=s+p-q- 1.
b. The case of constant coefficients. If we are investigating motion
in the vicinity of a configuration of equilibrium, then the quantities
¢i(t) of (II.2) are constants, and so the coefficients Aij in the equa-
tions (II.5) are also constants.
Suppose that the eigenvalues of the matrix (Air), that is, the roots
X = X (1), X (2), "- -, X (n) of the equation
3The proof previously given for this result does not cover all cases. I am grateful
to Dr. Barrar for casting doubt on it.
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(II.20)
All-- X, A12 , ... , Aln
A21 , A22- x, ..., A_
An] , An2 , • •., An,, - x
=0,
are different. Then corresponding to each x _ we can find an eigen-
vector (P_i, P2/, "",Phi) such that
n
(II.21) Z AikPki = x_Pi_ (i,j = 1,2, ...,n).
kffil
Then the n eigenvectors are linearly independent, and the matrix
(Pit) is consequently nonsingular. If (P/i) is its inverse matrix, define
new variables n_, n2, --., ¢_ by
n
(II.22) _ = )-_/3ii _i (i= 1,2, ...,n).
j=l
Then they satisfy the equations, using (II.5),
d_ i
d-T= --di-
j-I
n tl
= Z P,jAj a
j=l k_l
n n n
j=l k_l l=l
using the converse of (II.22). Then (II.21) shows that
-- = [_iiPyl ntdt _-" x(l)
jffil lffil(II.23)
= x _/_m (i = 1, 2, ..., n).
This has the solution
(II.24) Tli(t) = _i(O) exp (x "}t) (i = 1, 2, ..., n),
and therefore the solution of (II.5) is given in the case by
STABILITY AND SMALL OSCILLATIONS 91
n
(II.25) _i(t) = __,pijnj(O) exp (x°)t) (i = 1,2, ...,n).
j=l
The eigenvalues x °) of (A_j) are therefore to be identified with the
characteristic exponents, and the periodic functions x/_) (t) are re-
placed by the constants p_j.
c. The equation satisfied by the characteristic exponents. In Poincar6's
notation [3, §§37-39, 11, 40, 42, 43 and 46-48], we have
(II.26) and _i(0) = _i } (i = 1,2, ...,n),
_i(T) = _i + ¢i
and, since the ¢i are zero when the _i are, we may put
(II.27) ¢i = _ (&k_
,=_ \O_k/o _' + (_2),
for a sufficiently small range of the Bi, where the suffix "0" indicates
that the f_i have been put equal to zero. But if a is a characteristic
exponent we know that the equations (II.5) have a solution of the
form
(II.28) _(t) = _ exp (at)×i(t) (i = 1, 2,..., n),
where _ is a constant and the functions ×i have period T. Making use
of the relations (II.26),
_i = _×i(O) and
(II.29) _i + ¢i = E exp (aT)×i(T)
= _ exp (aT)xi(O) (i = 1, 2,..., n).
Therefore the equation (II.27) may be written
n
_{exp(aT) - 1 ix,(O)= E (0¢i_
k=l \0_k/o _Xk(0) + 0(_ 2)
SO that, dividing by _ and letting _ tend to zero,
?1
(II.30) {exp(aT) - X}xi(0)= E (0¢i_
k=l \0_k// 0 Xk(0) (i = 1, 2, ..., n).
Since the xi(0) are not all zero, the quantity x -- exp (aT) - 1 must
be an eigenvalue of the matrix (O¢i/O_k)o, that is, a solution of the
equation
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(II.31)
or
0ff,/o-X' \0f2/o '''" \0ff./o
0fd o' \0&/o - x, --., \0ff./o
ooo -- X
\0&/o' \0&/o ' ' \0f./o
=0
det (0¢i_
\ Oflj/ o - x_° = O,
where air = 0 if i _ j, and 1 if i = j. If the characteristic exponents are
different they are all given by the n roots of this equation.
d. Some properties of the characteristic exponents. If the equations
of motion (II.1) are real, then real values of the fi lead to real values
of the _,i, so that the (O_,i/Ofik)o are real, and if a root of equation
(II.31) is complex, its complex conjugate is also a root. Thereibre if a
characteristic exponent is complex, its conjugate is also a character-
istic exponent.
If the variables & are subjected to a linear transformation
n
(II.32) ,/= _ To(t) 4; (i = 1,2,...,n)
j=l
where the To(t) have period T, then if
and hi(T) = f: + ¢[ (i = 1,2, ...,n),;(0) = f:,
we have
and
n
fl[ = __. To(O) fj
j=l
n
f[ + ¢/[ = Z To(T)(fi+ gQ (i= 1,2,...,n)
j=l
so that
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(II.33) ¢[ = _ Tii(0) ¢i
j=l
and
(II.34)
(i = 1,2,...,n)
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(II.36)
since
equation (II.35) may be written
(0¢ 6
detl Tik(0) I • det \0-_(/0
or
= T_(O) _ \0-_/o
k=l l=l
n
50 = __, Tik(O) 5_ _0(0),
k=l
-- XtS_
detl 7'ii] = 1 + det ITijl-
The equation (II.36) is the same as the equation (II.31) whose roots
are the quantities x derived from the characteristic exponents arising
from the 8i, which are therefore identical with those arising from the
hi. Therefore the characteristic exponents are unaltered when a linear
transformation of the type (II.32) is applied to the variables _i.
• det J_/'ti(O) [ = O,
(OCk_
det \0_-(/ o -- xtSkl = O,
and since
_i = _ _'o(0) _S (i = 1,2,---,n)
j=l
where (_'ij) is the inverse matrix to (T ij). The equation satisfied
by the quantity x' = exp (a t T) - 1, where a t is a characteristic expo-
nent derived from the equations for dni/dt, is
(II.35) det (0¢_[_
\0_j/0 - x'@ = 0.
But, using (II.33) and (II.34),
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If the variables xi of the equations (II.1) are subjected to a general
transformation
(II.37) Yi = [i(Xl, x2, ..., x,) (i = 1, 2,..., n)
then the periodic solution (II.2) is described by the values Yi
=/i{Ol(t), ¢2(t),-..,0n(t) I (i -- 1,2,...,n) of the yi. The equations
of linear variation for the yi are obtained by putting
y, = [,{O_(t),...,On(t)} d-,, (i = 1,2,...,n)
corresponding, to first order in the _, to the motion described by
(II.3), namely
xi = ¢i(t) + _i (i -- 1,2,...,n),
so that
n
(II.38) _ = _ Ohj=l _ {¢_(t),...,¢n(t)}(i.
The coefficients in this last equation have the period T of the peri-
odic solution (II.2), and so this transformation is of the type (II.32),
and leaves the characteristic exponents unaltered. Therefore the
characteristic exponents associated with a given periodic solution of
a dynamical problem are independent of the variables used.
Suppose the equations (II.1) possess an integral of the form
(II.39) F(xl, x2, ..., xn) = C.
Then in the motion (II.3) we must have
F(¢1 + El, " -, ¢, + _n) = F(¢1 + _1 + ¢1, -" ", ¢, + _n + Cn),
and so, differentiating with respect to 5j,
n
___ __OF__O¢,=0 (j--1,2, ...,n).
i_10Xi O_j
Thus there is a linear relation between the columns of the matrix
unless the solution (II.2) corresponds to a stationary value of F
with respect to all the x, and so equation (II.31) has a zero root,
and there is a zero characteristic exponent. It can be shown that
there is a zero characteristic exponent corresponding to each inde-
pendent integral of the type (II.39) [3, §65]. This result is true even
if the functions Xi of the equations (II.1) depend explicitly on the
time (with respect to which they must then of course have the period
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T, if the solution (II.2) is to be possible).
If the functions Xi do not depend explicitly on the time, then a
solution near to (II.2) is
xi = ¢i(t + _t) (i = 1, 2, ..., n),
where 5t is an increment in the time. This corresponds to the solu-
tion
d¢i
(I:[.40) _i = -_ _t (i = 1,2,...,n)
of the equations of linear variation. This solution has period T, and
so corresponds to a zero characteristic exponent, which must exist
even in the absence of integrals of the type (II.39), and may be
shown to be additional to the zero exponents arising from such
integrals [3, §§66 and 67].
Again, if the solution (II.2) is a member of a one parameter fam-
ily of such solutions, all of the same period,
xi = ¢i(a, t) (i = 1, 2, ..., n)
then another solution is
X i = _i(O" -J- _0", t) (i = 1, 2, ..., n)
corresponding to
(II.41) _ = -_a _ (i = 1, 2,..., n),
which is independent of (II.40), and therefore corresponds to
another zero characteristic exponent.
e. The case of a canonical system. Consider now a dynamical system
whose equations of motion may be put in the canonical form
(II.42) dxi _ OH dyi _ OH (i = 1, 2, ..., n)
dt Oy i ' dt Oxi
where H is a function of the variables x_,y_; x2,y2; .--; Xn, yn, of the
problem. The variables may be arranged in conjugate pairs. Let
(II.43) xi = q_i(t), Yi = ¢_n+i(t) (i = 1, 2, ..., n)
be a periodic solution, the functions ¢i(t) having period T. Then the
equations of linear variation are obtained by putting
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(II.44) xi = dpi(t) + _i, Yi = O,+l(t) + ni (i = 1, 2, " ", n)
and retaining only the first order in _i and m, which gives
d_i ff_=l t 02H 02H }(II.45) _/ - = _OxJ ay_j+ OYJOY-------_ni (i=1,2,...,n)
d__ _= _ 02H 02H }dt .= (Ox i Oxi _j + Oyi Ox, nj
the second derivatives of H being evaluated by use of the expressions
(II.43). Then if (_i,m) and (_[,_[) are two solutions of these equa-
tions we may easily verify that
n
i=1
is constant.
If a and a' are two
corresponding to them
_, = exp
ni = exp
and
_[ = exp
,[ = exp (a' t) x" _i (t)
and x[ (t)
characteristic exponents of the solution then
there exist solutions of the equations given by
(at) ×i (t)
(i =1,2, ...,n)
(at) ×.+_ (t)
(a' t) x[ (t)
(i = 1,2, ...,n)
where the functions ×_(t) either have period T, or are
finite polynomials in t with coefficients which have period T, as we
have seen in §IIa. Then the quantity
n
exp(a + a') Z {xi(t)x,'+i(t) - x[(t)x,+i(t)l
i=l
is constant, and so either c, = - a', or the constant is zero. That
(a + a') could be equal to an integral nonzero multiple of 2,d/T is
excluded since the a are chosen to have imaginary parts in the range
- _r/T to -4- 7r/T, and if a = a' = _ri/T, then one of them may be
taken equal to - 7ri/T without altering the results of §IIa, and then
we have a = - a'.
Suppose now that q of the characteristic exponents have the same
value a. Then there are q linearly independent solutions corre-
sponding to them, say
_') exp (at) x_" (t), .q_r) exp (at) (" (t)
_- _ Xn+i ,
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where r takes the values 1,2,...,q. Consider now those solutions
(_i, _i) for which
n
(II.46) _ (_ (r) _!r)_i_i - vi) = 0,
i=1
for r = 1, 2,.-.,q - 1 and q. There are q such relations, and so we
may use them to reduce the system of 2n equations (II.45) by elim-
ination to a system of degree 2n - q, which therefore has 2n - q
linearly independent solutions. But the system (II.45) has 2n inde-
pendent solutions altogether, and so therefore q of these have
n
Z (_i,!r) _ _!r),i) _ 0
i=1
for some r, and therefore there are q independent solutions cor-
responding to a characteristic exponent a' = -a, so that q of the
exponents have that value. Therefore, in a canonical system, to each
characteristic exponent there corresponds an exponent equal in mag-
nitude but opposite in sign.
f. The stability o/an equilibrium configuration or periodic motion. A
formal definition of the stability of a configuration was given by
Liapounov [4], who called a configuration "stable" if, given any
open neighborhood of phase space containing the configuration, then
we can find another open neighborhood such that all motions origin-
ating within the second neighborhood always remain within the first
one subsequently. Thus we may call the solution (II.2), namely
xi=_bi(t) (i= 1,2,---,n)
of the equations (II.1) stable if, given any positive number e, we can
find another positive number 5 (in general depending on e) such that,
for any motion xi = xi(t) satisfying
n
_, Ixi(to) - ¢_(to) I <
i=1
for some time to, we have
n
Z Ix_(t) - 4Ji(t) l <_
i=1
at all times t after to.
If the equations of linear variation described the equations of mo-
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tion of the displaced motions (II.3) exactly, then their solution
(II.13), (II.18) or (II.19) shows that the condition for stability is
satisfied if all the characteristic exponents have negative real parts,
or if they all have negative or zero real parts, those with zero real
parts being distinct. If one at least has negative real part, and the
others have zero real part, the displaced motion will in general tend
asymptotically towards the solution (II.2) as the time tends to infin-
ity. In this case the solution (II.2) is said to be "asymptotically
stable". In the case of dynamical systems whose equations may be
written in the canonical form (II.42), which is the case if the system
is holonomic and the forces are conservative, which therefore applies
in the case of the motion of celestial bodies under gravitational
forces, we have seen that the characteristic exponents occur in pairs
with opposite sign. Thus in this case, for stability, they must all be
pure imaginary or zero, and different. Then the general solution of
the equations of linear variation is a sum of sines and cosines of the
time, and thedefinition of stability is satisfied.
In most cases, or course, the exact equations of motion of the
displaced motion will have terms of higher degree in the _i than the
first, and the effect of these terms must be considered. Liapounov
[4]showed that they cannot alter the fact that a solution which is
shown by the equations of linear variation to be asymptotically sta-
ble is in fact asymptotically stable. Where all the exponents have
zero real parts, and are distinct, however, these higher terms may
prevent the foregoing formal definition of stability from being satis-
fied. Birkhoff [5, Chapter IV] showed that, in this case, neverthe-
less, ifs is any integer greater than unity, there exists a finite number
K, such that, given any positive number , (not larger than some
definite quantity), then in all motions satisfying
n
Z Ixi(t0) -¢_(t0) l <,
i=l
we have
n
i=1
for all times satisfying It-tol < (l/K,,'), thus placing definite
bounds on the rate at which the displaced motion departs from the
solution (I1.2).
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In the case of periodic solutions, the above definition of stability
is rarely satisfied even in the equations of linear variation; for exam-
ple, in a one-parameter family of periodic solutions, the period usual-
ly varies with the parameter, and so in a disturbed motion whose
initial conditions place it on a neighboring periodic solution to the
original one, the point in phase space representing the motion is
carried steadily further away from the corresponding point in the
original motion, because of the progressive increase of the difference
in phase, although the paths may always lie close together. The
longitude of a planet or satellite may depart linearly from the cor-
responding value in the original motion, because of a small change in
the mean motion arising from a small constant change in the major
axis, without this constituting what we would wish to call an in-
stability in the original motion. This shows itself in the term linear
in time arising in the solution of the equations of linear variation
when two of the characteristic exponents have equal values. We have
seen that a periodic solution will usually have a number of zero
characteristic exponents, which will usually give rise to such terms.
We are therefore led to define the solution (II.2) as "orbitally
stable" if any displaced motion, originating within an appropriate
distance in phase space of some point in the original motion, has no
point which is further than assigned distance from all points of the
original path. Each case must be examined on its merits, to discover
whether the powers of time arising in the solution of the equations
of linear variation are allowable in this sense.
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Lectures
on Regularization
I. Existence and uniqueness theorems of ordinary differential equa-
tions, a. Single Equation. Consider the first order differential equa-
tion
dx
(I.1) dt - f(t,x)
where f is a real-valued function of the real variables t, x. Let (to, Xo)
be a particular pair of values assigned to the variables (t, x).
PICARD-LINDELOF THEOREM. HYPOTHESIS: 1. f(t, x) continuous in
R:lt- tol <a, lx- Xot < b;
2. If(t,x)l <A (constant)in R;
I R . (to, xo)
t
FIGURE 1. Domain for Solving (I.1)
1O0
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3. If(t,x_) - f(t, x2) l < Mix2 - xll in R, M = constant.
CONCLUSION: There exists a unique function ¢(t), defined for all
valuesof t in S: It - tol < h = min(a,b/A), such that x = ¢(t) satis-
ties (I.1) and the initial condition, ¢(t0) = x0.
Note. Condition 3 of the Hypothesis is called a Lipschitz condition.
This is a fundamental existence and uniqueness theorem in the
theory of ordinary differential equations. Proofs of this theorem and
others are found in standard texts on differential equations, such as
[1], [2], [3], [4], [5], [6], and [7].
One method of proof, known as the Method of Successive Approxi-
mations, follows the Picard method of solution of the integral
equation
/. t
x(t) =Xoq- J_ f{r,x(T)}dr,
whose solution satisfies (I.1) and reduces to Xo when t = to. Picard
proved that in the interval S the sequence of functions
x (' (t) = x0 + f{ _, x0 }dr,
t
(I.2) x(2)(t) = Xo+ f_ f{T,x(l)(T) }dr,
/- t
X(k)(t)
= Xo+ J_ f{T,x Ck 1_(_.)}d_,
converges to the desired solution.
The existence of the constant A in Condition 2 of the Hypothesis
follows from Condition 1. Actually, however, the continuity of f(t, x)
is not necessary for the existence of a solution. Ince points out
(see [1, p. 66]) that Mie has shown that solutions exist when f(t,x)
is continuous in x and Riemann-integrable in t. The Lipschitz condi-
tion is required to prove uniqueness. The significant point of this
theorem is the narrow interval, S, of convergence that it guarantees.
The solution may converge throughout a larger interval, but no gen-
eral method of determining the exact boundaries of the interval of
convergence has yet been discovered (see [ 1]). We say therefore that
solutions of (I.1) hold in the "small," in general.
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O_h the other hand, if (I.1) is a linear differential equation, the
interval, S, of convergence of the solution is the interval of continui-
ty of the coefficients. Specifically, if f(t, x) = ax q- b, where a, b are
continuous functions of t in the interval I = [ tx, t2], then the solution
exists and is unique in I (see [l], [6]). Thus in the case of linear
differential equations we say the solutions hold in the "large."
b. System of First-Order Equations. Consider now the system of
first-order equations
(I.3)
dx--A1= [l(t, xl, x2, .. x,),
dt "'
dxn
dt -/n(t, xl, x2, ..., xn).
The extension of the Picard-LindelSf Theorem to this system is
stated as follows:
HYPOTHESIS: 1. Each /i, i = 1, 2,..., n, is continuous in its argu-
ments in R: It - tol ._ a, Ix, - x°l < b,, ..., Ixn - x°l < b_.
2. IL(t,x, ...,x,)l < A in R, i = 1,2, ...,n.
3. IL(t, X,, ..., Xn) - L(t, xl, .... x,) I
< KIlX1 - x,I + .-. + K, IX_ - xxl in R,i = 1,2, ...,n.
CONCLUSION: There exists a unique set of/unctions Vi(t) defined/or
all values o/t in S: It - t01< h = min(a, bJA,b2/A, ...,b,/A), such
that x, =-¢_(t) satisfies (I.3) and the initial conditions, e_(to)= x °.
The solutions are obtained by the recursion formula
x! k'(t) = x_°' + (t /,{r, xl _-_' (r),...,x_ k-l' (r) I dr,
(I.4) Jtt
i = 1,2, ...,n,
in extension of (1.2).
Again, if (1.3) is a system of linear differential equations, i.e., if
[i=aixx_+".+ai, x,+b, i= l,...,n, where the coefficients
ai_, ...,ai,, and b_ are continuous functions of t in the interval 1 =
[ t_, t2], then the set of solutions exists and is unique in I, and we say
the solutions hold in the "large."
c. Equations o/Order Greater than One. Finally, since the differen-
tial equation of order p,
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dv x I dx dp- i x_(I.5) dt p - f t, x, -_-,..., d--t-_T]
is equivalent to the set of p equations of the first order
dy,
dt = Y2,
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(1.6)
dy2
dt - Y3,
-1 __
dt YP'
where we define
dv
--'__2_v= f(t, y,, Y2, " ", Yv)dt
dx dp- _x
Yl= x, Y2= -_,'",Yp- dt p_l ,
it follows that if f is continuous and satisfies a Lipschitz condition
in a domain R of dimension p, the equation (I.5) admits in a domain
S a unique solution which, together with its first p - 1 derivatives,
will assume an arbitrary set of initial conditions for the initial
value t = to.
In the case of a linear differential equation of order p > 1,
dPx dP-lx + .. + ap_,(t) dx
ao(t) _ +a_, (t) dff_-----f • d-t
(I.7)
+ ap(t)x = b(t),
the equivalent set of p equations of the first order is
dy, dyp_, _
dt -Y2""' dt YP'
dyp b(t) av(t) ap_l(t) a,(t)
dt - ao(t) ao(t) Yl ao(t) y2 ..... ao(t---T yp"
It follows that if a0(t), al(t),...,ap(t) and b(t) are continuous
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functions of t in I = [tl, t2], and ao(t) _ 0 in I, then equation (I.7)
admits of a unique solution in I which, together with its first p - 1
derivatives, assumes the assigned initial conditions for the initial
value to in I (see [1], [6]).
d. Analytic Differential Equations. A large class of physical prob-
lems are governed by equations of the form (I.1) where [(t,x) is
analytic in its arguments t and x in a region R: it-t01 <a,
Ix - Xol < b, including the initial values of the variables. By this is
meant f(t,x) has continuous partial derivatives of all orders and is
uniquely expansible in a power series in (t - to) and (x - x0) which
converges for all values of x and t in R. The power series is the
Taylor series
/gf\ /\of
f(t, x)=/(to, Xo) + _ _)_,,,o (x - Xo) + _ _)_,,o (t--to)
1 I ( 02f_ (x -- x0)2÷ 2 ( 02f_ (x -- Xo)(t-- to)
( ¢t- to)"l
+ \at "_j_l,_ _ + """
The Cauchy Existence Theorem applies to these analytic differential
equations. It states (see 15]):
Iff(t,x) is analytic in its arguments in R: It - tol =<-a, ix - xol < b,
including the initial values of the variables, then the solution x =
@(t) of (I.1) is analytic in t, i.e., can be represented by a convergent
power series in (t to), in a sufficiently small interval S about to.
The coefficients c_, c=>,..., cn, -.. of the series solution
x(t) = xo + cl(t - to) + c2(t - to) 2+ ."
are determined by replacing x on both sides of (I.1) by this series,
and then equating coefficients of like powers of (t - to).
Since Cauchy, others I have extended the lower limits for S within
which the solutions certainly converge, and Moulton (see [ 5, p. 27 ])
shows how one such S is automatically enlarged if [ does not contain
t explicitly (the differential equation is then said to be autonomous).
In many cases the interval of convergence of the solution is larger
than that predicted from the general theory, but there is no general
ISee [5, p. 381 for specific references.
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method of determining the exact interval of convergence of solutions
of analytic nonlinear differential equations (see [5]), hence solutions
of such equations hold in the "small." For example, consider the ana-
lytic nonlinear problem
dx
d--[= 1 + x 2,
x(O) = O.
Here the maximum interval of convergence predicted by the exist-
ence theorem is Itl < 1/2. On the other hand, direct integration is
possible, and gives the solution x = tan t, which has the interval of
convergence _/2, approximately three times the predicted interval.
The danger of assuming a large interval of convergence in the general
case, where the exact solution is not known, is obvious.
As might be anticipated, the interval of convergence of solutions of
analytic linear differential equations is the interval of convergence
of the analytic coefficients (see [5]), and thus the solutions hold in
the "large."
The Cauchy Theorem is easily extended to systems of analytic
differential equations of order one and higher.
e. Singularities and Regularization. A singular point of a differen-
tial equation (I.1) is defined as a point (t, x) at which one or more
of the conditions of the hypothesis of the existence theorem are not
satisfied (see [1], [6]). Such points can be found by inspection of
f(t, x).
Thus, at a singular point of the differential equation, the existence
theorem does not apply, and other methods must be sought for
establishing the existence and nature of the solution. One such
method is called regularization.
Regularization is essentially a substitution of an analytic (regular)
problem for the singular one. It is applicable to equations with re-
movable singularities and is accomplished by a transformation of
variables which effect the removal of the singularity. Thus the solu-
tion of the regularized equation is the solution of the original equa-
tion.
An elementary example will illustrate regularization. Consider the
problem
dx 1
- , x>=O, x(O)=O.dt x
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This autonomous equation is singular at x = 0, the initial point,
so the existence theorem does not apply in the neighborhood of this
point (t = 0, x = 0}. Elsewhere the equation is analytic.
Introduce a new independent variable r through the transforma-
tion dt/dr = x. Since x > 0, t is a monotone increasing function of
r, and dt/dr = 0 if and only if x = 0 (t = 0). Hence, there is a one-
to-one correspondence between t and r for all t > 0, r > r0, where
r = r0 corresponds to t = 0. The modified problem is
dx
dr-l, x->0,
since
X(zo) = 0,
dx dx dt
dr- dt dr"
The solution, analytic for. all finite r, is
X_T--To .
To express x as a function of the original variable t, first obtain r
as a function of t from the equation dt/dr = x.
Integrating,
xdr = (r - to)dr = (r - r0)2/2,t
from which
r - r0 = (2t)1/2, r >- ro.
Then the solution to the singular problem is
x = (2t) 1/2, t > 0,
analytic for t > 0.
In the next section we will discuss regularization of the differential
equations of celestial mechanics.
II. Regularization of the relative n-body equations of celestial
mechanics--a formulation of the problem, a. Introduction. In a gravita-
tional force field containing n-bodies of mass mi, i = 1, 2, ..., n, the
equations of motion, relative to a nonrotating coordinate system
whose origin is mass ml, are given by the system of n - 1 vector
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equations (see [ 8]):
d2Pi- k2Mi-pi +k2 _-_ rniF p_j--_ p_] i=2,3,...,n,(II.1) _ p_ j=2;i_i Ipij
where
Mi = m_ -t- mi,
k 2 is the gravitational constant,
p-_ is the vector from mass mi to mass mj,
p-/is the vector from the origin (mass ml) to mass mi,
P7 is the vector from the origin to mass mi, and the real variable t
denotes the time.
Except in the case n = 2, there are no known solutions of these
equations which give qualitative information of the motion for all
values of the time for arbitrary initial conditions.
The Cauchy Theorem establishes the existence of series solutions
of equations (II.1) in a neighborhood of every initial time to except
possibly at collisions of two or more masses, which represent singu-
larities of the differential equations (see [ 9]).
This suggests one approach to the pr0blem--write the series solu-
tion at a point a short distance from a singularity, and by means of
the process of analytic continuation derive successive sets of other
power series which converge for values of the time successively closer
to the singularity, but never reaching it, of course. By its construc-
tion, this approach precludes any survey of the general character of
the motion near the collision.
Another theoretical approach, whose literature is much less
abundant, is that of regularization of the equations of motion, i.e.,
removal of singularities. This would establish the existence of solu-
tions at the singularities and might make it possible to determine
the character of the motion near collisions.
Several investigators have succeeded in regularizing special cases
of the n-body problem. G. D. Birkhoff and Levi-Civita have used
conformal mapping techniques to remove singularities of the re-
stricted 3-body equations. Levi-Civita removed one singularity by a
clever choice of mapping, and Birkhoff succeeded in completely
regularizing the restricted 3-body equations by another mapping
(see [10]). Birkhoff used the new formulation to describe what he
called the "states of motion," i.e., the position and velocity vectors
of a particle at an instant.
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Sundman in [ 1'1] regularized the general 3-body equations, except
in the case of triple collision, by a change of the independent vari-
able involving explicitly the position coordinates of the bodies.
Sundman proved the existence of series solutions convergent for all
values of time. Unfortunately, however, this is not of great practi-
cal value in studying the overall motion, because the particular series
converges slowly for large time intervals (see [9], [ 12]).
b. Transformed Equations. Restricting motion to the invariable
plane of the solar system, with mass m_ the sun, Equations (II.1)
have the same form, but can now be written in complex notation as
d2zi _ k2Mi
dt 2 IZi[ 3 Zi
" [ %- z,) zj -I
(II.2) -4- k 2 _ m r - j i = 2,3, ... n,
_-_;i_i L_ _ '
where
z = x(t) A- iy(t).
Now consider the conformal map [ of the z-plane (invariable
plane) into the w-plane, and denote by g the inverse of [. Further,
denote by the real variable r the trajectory time parameter in the
w-plane. Under this simultaneous contbrmal map and time transfor-
mation the equations (II.2) become
d"wi g'(wi) [dwi_ 2 d2t/dr 2 dwi
dr._ -I: g,(wi) \ dr ] dt/dr dr
(II.3)
where
( dt'_ 2
= g' (w_---_[
k2Mi g(wi)
Ig(w31 _
+ k2 mj[ g(w )-j=2;i,_ Ig(wi) - g(wi) I:_  (wj)IIIg(wj) I_a J ,
i = 2,3,...,n
w = u(r) + iv(r), and g' (wi) = dg .
dwi
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The conformal property of the mapping specifies that
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dt
= g'(wi) i = 2,3,...,n,
where I dwi/drl/Idzi/dtl is the ratio of the speeds at corresponding
points of trajectories in the w-plane and z-plane.
Of the four nonlinear terms in equations (II.3), the two that are
carried over from equations (II.2) and exhibit the singularities of
those differential equations are governed by the map g and by
dt/d_. The nonlinear term
g' (wi) \ dT ]
is governed by the map g and i_ seen to vanish if and only if the
transformation consists of a rotation, magnification and/or trans-
lation. It is unlikely, therefore, that (II.3) can be linearized as well
as regularized. The presence in equations (II.3) of this new nonlinear
term does not create additional singularities, since g' # 0, and hence
does not affect essentially the existence problem.
In particular, under the identity transformation, equations (II.3)
become
d2zi d2t/d¢ 2 dzi
dr 2 dt/dT dT
(II.4) = _ i_/[ _ zi+ _=2;_¢imJ iz i- zi[a [zi[3 '
i = 2,3, ...,n;
the equations of motion in the z-plane after a transformation in the
independent variable.
With the selection of regularizing mappings, solutions of equations
(II.3) may be written in the neighborhood of images of collisions.
r These solutions will immediately transform back to the physical
plane via the selected mappings, without the necessity of solving
equations (II.2).
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Restriction of the dependent variable transformations to con-
formal maps appears to offer advantages. The theory of conformal
mapping, with its established existence theorems, is available, and
certain invariant properties of conformal mapping might be helpful.
For example, equations, (II.2) may be written in terms of the
gradient V,
d2zi
d-_ = V,i (Vi+ ¢i), i = 2,3, ...,n;
where
k2Mi
(II.5) V_(zi) = --
Iz,I
and
¢i(z2, z3,...,zi,...,zn) -- k 2 __, mj rnj Re zi .j=_;j¢_ Izj-- zil IzJl
Then, properties of conformal mapping give at once the equiv-
alent of (II.3),
{II.6)
d"w, g'(w,) {dwi_ 2 d2t/dr '_ dw,
dr '_ + g' (wi------)\ dr / dt/dr dr
(dt/dr) 2
- i_i_ vw,(v,+ ,,)', i = 2,3,...,n,
where ( Vi q- ¢i)' is the transformed ( Vi + ¢i).
It might be hoped that this behavior of the potential Vi q- ,hi under
conformal mapping is not affected by the interesting fact that this
potential is harmonic (statisfies Laplace's equation) in 3-dimensional
Euclidean space but is not harmonic in Euclidian 2-space.
III. Regularization of the relative 3-body equations in the case of
binary collisions, using Sundman's transformation. In this section we
will show that the relative 3-body equations can be regularized, in
the case of a binary collision, by a transformation due to Sundman
of the independent variable only, and the coordinates of the bodies
can be expanded in convergent series for all real values of time.
a. Regularizing Function. The equations under discussion are ob-
tained from (II.4) as
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(III.1)
d2z2 d2t/dT 2 dz2
dT 2 dt/dT dT
l\dT/ T-_21_ ma j_-__-_21 i_ _
d2z3 d2t/dT 2 dE3
dr 2 dt/dT dT
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Denote
( dt_2 { k2M3 k2m21 Z2-- Z3 Z2
Iz,I = r,, Iz,l = r,, Iz,- z,I = ro.
Without loss of generality we will consider the binary collision to
be that of m2 with ma. The Sundman transformation which ac-
complishes this regularization is given by the equation
(III.3) dt = (1 - e-r°/t)(1 - e-r2/l)(1 -- e-r3/l)dT,
where l is the positive lower bound of r2 and r3, shown by Sundman in
[II]to exist.Denote
_k = 1 -- e-rk/l, k = O, 2, 3.
Clearly
0<1- _1 =<4_h<l, for rk< _o, k=2,3
e
and 0 < ¢o < 1, the equality holding for ro = O. Then 0 < dt/dT < 1
and (dt/dT)ro=O= O.
m2
ml
FIGURE 2.Coordinates forSundman Transformation
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Using l'H6pital's rule we see that
¢_2 _3 -ro/l
lira dt/dr _ lira ---7--e
r0_ 0 go r0_0
m a finite quantity,
dt
i.e.,
dr
- O(ro),
1
= lim ¢1 ¢----A< _ = m,
r0_0
or dt/dT vanishes to at least the same order as r0, as r0--_0. Also, in
the same notation it follows that
and
¢o = O(ro)
Ck = O(1), k = 2, 3,
i,e.)
1¢_[ < constant, ro_0; k = 2,3.
Hence the binary collision will not cause a singularity of the differen-
tial equations (III.1) and (III.2) provided the following quantities
remain finite as ro--_0.
dz3
dZt/dr "_ dz2 ]d r '
To show that the limiting values of these quantities are finite, we
will make use of the energy integral obtained from the relative 3-
body equations of motion in their original form (II.1), before the
transibrmation of the independent variable. These equations are
(III.5) d'_2 _ k 2M 2 +_ rn:_/_ ,
dt "_ p_ L P2:_
d'_73 k_ M 3 + k_rn2 _ ,
d U p--_'._ pz,_
(III.6)
where
M2 = m_ + m2, M:_ = m_ + m_.
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m2
m3
ml
FIGURE 3. Vectors for Energy Integral
3 , - -
E -mipi . m = k 2 -- m2m3
i=2
(III.7)
Now multiply (III.5) by m272 and (III.6) by m3p3 and add the re-
sulting equations to obtain
+
_ M2msP2 "p2 Ms p3 "p3}
m_.P2
The term in parentheses on the right side can be written
3 " _3- "
P3 P2 P3 P2
(III.8)
_ o__'"3+ o_:p_ o_5 @
P3 P2 \P_
Another expression for the last term of (III.8) is obtained by sub-
tracting (III.5) from (III.6).
...... /,2 _l,f P2
_23 = P3 -- P-2..... 2-5- k'2ma P---_-_- k2m3 _3 -2 P2
P2 P23 P3 P2
k2m2 p-23__ k2 M3 ,o3
P23 P3
= k2ml fi2 k2(m2-_ - m3) P-23 k2m pa
P2 P23 P3
-k2m_(_ _2)k'_(m2+m3)g23
P23
Therefore
_1[p_ p_ -- k-_rt_l /)-93_- k2(m2 -{- m3) _3J
]]4
and
(III.9) _.(_
',03
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_ -- 1 --. p_'-p23_.
Then (III.7) becomes, after substituting (III.8) and (III.9) and
simplifying,
mete" p2 -_- m3p3 "_3-}- m2m3-.-- p23 • _23
ml
= - k'_M m2------z- + rna ---7- + ---
p2 p3 m, _3
where M = ml + m2 + m3. Integration gives the energy integral for
the relative 3-body equations:
1 __ m_ + m2m3-;_)
_ (m xm2p2 -I- rn l
(III.lO)
= k2M( m'm2 -4- rn,ma + m2m3] + E(constant).
\ P2 P3 P23 /
From this we see immediately that
(mlm2p_ + mlm3p;_ _-m2m_3) = 0 1 ,
i.e., the expression in parentheses goes to infinity to the same order
as 1/p23, as p23_0. Hence we have the important results
o/,/
_ -_'P_
(III.11)
--3 \P23 /
Ill o( b
which imply also
\P23 / \P23 / P23 /
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In complex notation, the equivalent expressions are
Iz_l = o 1 Iz_l = 0 1 Iz_l
and
(I11.13)r2=0(_) ra=O(ro-_) ro=O(r_), , *
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Returning now to the Sundman transformation (III.3) and the
quantities (III.4), we obtain, since dt/d7 = O(r0),
(III.14)
Finally, denote
(III.15)
Then
dr
dT
dt
dt
= 23 -_r
= O(r_/"_)
= O(r_/_).
dt
= -- = (1 -- e-r°/l)(1- e-_2/l)(1 - e -_a/l)
dr
= ¢0 _b2 _b3.
d'Zt do do dt
dr 2 dr dt dr
and
Since
d2t/dr 2 do
dt/dr dt
1 {dpodP2P3e_r3/l ____ao_3r2e-r2/l _t_ ¢2(P3roe-ro/l }.
l
_o= O(ro), and 4,h= 0(1), k = 2,3,
expressions (III.13) indicate
but using (III.14),
-0 1
dt
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d'_t/dr 2 dz2
dt/dr dr
0(1),
and similarly,
I d_t/dC dza =0(1)dt/ r r
Thus the Sundman transformation (III.3) or (III.15) does regularize
the relative 3-body equations (III.1), (III.2) in the case of a binary
collision, and hence these equations are regular for all r, I rl < o% if
we exclude the possibility of triple collision. Therefore the solutions
z_, z:, are analytic in r, and can be expressed as power series in (r - to)
for arbitrary r0, in some interval of convergence, z It follows that
ro, r2 and r3 are analytic in r, hence • = dt/dr is analytic in r,
I rl < _o. Further, since 0 < dr dr < 1, the equality holding if and
only if ro = 0, then t is a monotone increasing analytic function of r,
I rl < _. Thus there is a one-to-one correspondence between t and
r for t, r real, - _<t< _, - _o<r< _.
b. Series Solution Convergent [or all Finite Values of Time. If the
radius of convergence of the power series in (r - r0) for z._ and za is
infinite, the problem is completed, i.e., these series are valid tbr all
real t, because of the one-to-one correspondence between t and r for
all t, r real.
Consider theretbre that the radius of convergence about to(real)
is finite. Since there are no singularities of the differential equations
of motion (III.1) and (III.2) for all real r, the finite radius of con-
vergence about any real r0 must be due to the existence of singular-
ities of the solution z2, z:_ in the finite part of the r-plane but not in
the real axis. Suppose that the singularity which is nearest to the
real axis for all r0 is at a positive distance h from this axis. (Sund-
man proves the existence of such a constant h.)
By the Poincar_ transtbrmation
2h 1+ w
r- r0= -- log--,
rr 1-w
the interior of the strip of width 2h in the r-plane is transformed
'_Sundman in [ I l I discusses how the same series define a continuation of the motion
after a collision.
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conformally onto the interior of the unit circle JwJ = 1 in the w-
plane. This is easily seen through the successive transformations
_-1
= e ('/2h)(T-'°) , W --
_+1
In particular the real axis - _ < • - To < o_ is mapped in one-to-one
correspondence onto the real segment - 1 < w < 1.
,\\\\\\\\ _\\ \\\\\\
\ _ \', \ \' \ ,[, hXX\ Off', \'
\ , \_ \\\\\ \_\ \" \\ \
",'///I/'1//%///./////2/46
/l''lll_llll tl I /,/l'l*tlll _
, / /,, , z////I/ , ,,// , ..1// ,../¢
i ,],lj /, ,/, _1.,,,, l/ ",/1 " /d
_--plane__/_
FIGURE 4
T-plane
The solutions z2, zs are therefore analytic in w, Iw l < 1, and hence
can be expressed in power series in w, convergent in Iwl < 1. These
series will therefore converge for all real w, [w I < 1 and consequently
for all real T, IT - T01 < co. Finally, because of the one-to-one cor-
respondence between T and t for T, t real, - co< T < co, - co< t < 0%
these series converge for all real time t, - co < t < oo.
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The Spheroidal Method
in Satellite Astronomy
I. Introduction. If r is the position vector of an artificial satellite
of an oblate planet, relative to the latter's center of mass, the drag-
free motion of the satellite is determined by the differential equation
(1) i' = -- V V.
Here the gravitational potential V of the planet is expressible as
an expansion in spherical harmonics
(2) V= -_[1- __ (_)"J.P.(sinO)]+tesseralharmonics
where r = Ir I, 8 is the declination, re is the equatorial radius, P.
is the nth Legendre polynomial, and u = GM, the product of the
gravitational constant and the mass of the planet. Besides the drag,
equations (1) and (2) neglect the lunar-solar perturbation and all
nongravitational forces. The constants J. are pure numbers charac-
terizing the planet's potential, with J2 = (1.08)10 -3 for the Earth
and with all the other J.'s of the order 10 -6 or smaller.
II. Possible reference orbits. Most approaches to the problem of
solving (1) and (2) for the orbit have begun with replacing V by
Vo _ -_,/r and finding the perturbations of the resulting elliptic
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orbit, produced by the higher harmonics. Sterne in [6] and [7] and
Garfinkel in [2] and [3] both began with potentials of the form
V= f(r,8), taking into account part of the effect of the second
harmonic. Further progress then depends on finding how the re-
sulting intermediate or reference orbit changes with time.
To take advantage of our knowledge of the actual shape of the
earth, or of any oblate planet more closely resembling an oblate
spheroid than a sphere, the author _ in [8] and [9] decided to try
oblate spheroidal coordinates. If X, Y, and Z are the usual rectangu-
lar coordinates, these spheroidal coordinates p, _, and ¢ are defined
by the equations
(3.1) X + i Y = r cos0 exp is = [(p2 Jr c2) ( 1 - 2) ]1/2exp is,
(3.2) Z = r sin_ -- p_.
Here c is an adjustable distance, small compared to re. For large
r, p -. r and _ --. sin 0. The surfaces p -- constant are oblate spheroids,
approaching sphericity as p increases, and the surfaces _ = constant
are hyperboloids, asymptotic to the cones 0--constant.
With the hope of obtaining a more accurate reference orbit as
a starting point for the calculation of satellite orbits, the author
wrote out the Hamilton-Jacobi equation in these coordinates,
finding that it would be separable if V has the general form
(4) V' -- (p2 q_ c22) -,if(p) -k g(_)].
On imposing the requirement that V' shall be a solution of Laplace's
equation V_V ' = 0 and that this solution shall be nonsingular on
the Z-axis, one finds that the functions f(p) and g(u) can only be
(5) f(p) = b_p, g(,1) = b2_.
Placing the origin at the center of mass then makes b2-0 and
requiring V' to have the form -_/r at large r makes b,-- -_.
Then
(6) V' - _P
p2 -k c2, 2 = - uRe(p -k ic_) -_.
i The author's work in this area has received support from the Nationa:
Aeronautics and Space Administration.
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The expansion of V' in zonal harmonics
](7) V' -- - 1 - _P2(sm_) Jr- _P4(sin_) - _P6(sin_) -k ...
then shows that V' agrees with V through the second harmonic if
(S) c2=r:J2.
With such a choice for c, perfect agreement between V and V'
requires that ,-/4 -- - J_, J6 -- j3, .... Since observations show that
"./4_ - 1.5,./22, it follows that V' also represents about two-thirds
of the fourth harmonic. It follows that V' accounts for about 99.5,_
of the departure of V from the simple value - _/r that would hold
for a spherically symmetric planet: In other words the geoid con-
structed from V' never departs from the actual sea-level surface by
more than a few hundred feet. Furthermore, Weinacht in [14]
proved that separable motion of a particle in Euclidean space is
either a Staeckel system or reducible to a Staeckel system by a point
transformation. Of the eleven systems of coordinates in which
Staeckel systems may be expressed, the oblate spheroidal has the
most appropriate symmetry. Furthermore, equation (6) is the most
flexible solution of Laplace's equation in this system that leads to
separability. It therefore appears likely that the orbit of a particle
moving in the potential field (6), with c2= r_J2, is the best pos-
sible reference orbit that can be chosen, from the point of view
of accuracy of fit to the actual orbit without perturbation theory.
III. The quadratures. If _1 is the energy, _3 the axial component
of angular momentum, and _2 a separation constant that would re-
duce to the total angular momentum in the Keplerian case c -- 0,
then with the potential (6) the Hamilton-Jacobi equation separates,
with a solution
(9) W = Wl(p,O_l,O/2, 013) _- W2(T/, Oil, or2, or3) -_- 0/3¢.
If _,, _2, and _3 are constants, such that in the Keplerian case
- _, would be the time of passage through perigee, _2 the argument
of perigee, and 8s the right ascension of the node, the coordinates
p, 7, and ¢ are given by the solution of
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(10.2)
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r_ W _ t -3I- _1 _-- -4- p2F-1/2dp -4-c2 ._G-1/2d.,
_1 ,J Pl
aW fpP F_l/2dp fo" G-1/2dT1,0a2--_2= _a2 , ±a2
0W fo"
(lO.3)
2___ C2ot3 (p2 -4- C2) -1F-'/2dp.
Here
G(_) = -- a_-4- (1 - 2)(_ A- 2OqC27/2)
(11.1)
= (a__ 2) I-- i-- (--To=<,/-<'/o-<I)
7/o 7/2
a quadratic in 75,and
(ll.2)F(p) =c2_ -4- (p2 -4- c2)( - _22+ 2#p -f- 2_,p 2)
= (-2_,)(p-p,)(p2-p)(p2+Ap+B) (p,_-<p_-<p2)
a quartic in p.
IV. Factoringthe quartics.The material of this and the next two
sections is based on [11], [12], and [13].
Finding the coordinates as functions of the time depends on in-
verting equations (10.1) and (10.2) to obtain p and _ in terms of
t and then inserting the results into (10.3) to obtain _b. To do this
we must first evaluate the above integrals and this evaluation re-
quires factoring the quartics F(p) and G(¢).
We may define constant orbital elements ao=- _t/2a,, eo
-(1 A-2Ot,Ot2/tt2) 1/2, and i0 _ COS l(ot3/a2), _1, t_2, t_a that can be
obtained directly from initial conditions. In this way we can
factor G(,1) exactly and F(p) through order J_ without difficulty.
A somewhat better set of elements is a, e, I, B,, t_2, t_3, introduced
by Izsak in [4]. Here a =- (Pl'4-P2)/2, e=- (p2--pl)/(p2--_pl), and
I = sin-'¢o. The quantities al, a2, a3, A, B, and ,12 can all be ex-
pressed in terms of these elements, so that the latter lead to an
exact factorization of F(p). These elements can be obtained from
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initial conditions by numerical solution of F(o) = 0, but they can
be determined without such a procedure by iterated least-square
fitting to an observed orbit.
V. Evaluating the integrals. The integrals in (10.3) can be expressed
as incomplete elliptic integrals of the third kind and those in (I0.i)
and (10.2) as incomplete elliptic integrals of the first and second
kinds. It is simpler, however, to avoid such a formulation. Sup-
pose we introduce the uniformizing variables E, v, ¢, and ×, de-
fined by
(12.1) # = a (1 -- e cos E) = a (1 - e 2) (1 -4- e cos v) -1,
(12.2) , = _0sin _,
(12.3) expix = (1 -- T/2sin2¢)-1/2.(cos ¢-4- i(1 -- _2)l/2sin¢).
Here E and v are analogous, respectively, to the eccentric and
true anomalies in elliptic motion, _ to the argument of latitude,
and × to the projection of the orbital arc on the equator. By using
an expansion in Legendre polynomials with argument -AB-W2/2,
viz.,
(13) (1 + A/p + B/p 2)-1/2 = _ (B1/20-1)np, AB_I/2
we can express the o-integrals R1, R2, R3, occurring respectively
in (10.1), (10.2), and (10.3), in the forms
(14.1) 1 2( -- 2al)1/2R1 = -- _ AE + a(E - esinE) + AlV + _ Aljsinjv,
j=l
4
(14.2) (- 2a1)l/2R2 = A2v-}-_ A2j sinjv,
jffil
4
(14.3) ( -- 2al) 1/2R 3 -_- A'3v + _ A3j sinjv.
j=l
Here the coefficients A1, A2, and A3 are infinite series, leading to
an exact evaluation of secular effects for the reference orbit, and
the sine terms are carried far enough to give periodic effects
through order J_.
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We can express the corresponding o-integrals as
2
(15.1) N1 = C_¢ + _, C_jsin2j¢,
j=l
2
(15.2) N2 = C2¢ + _ Cvsin 2j¢,
i=1
(15.3) N3 = C3× + C4¢ + Ca2sin 2¢.
Here C1 and C2 are expressible in terms of the complete elliptic
integrals K(no/n2) and E(_o/n2) and N3 in terms of an infinite
series. The results for the n-integrals are thus also accurate enough
to give secular effects exactly for the reference orbit and periodic
effects through order J_.
VI. Solution of the kinetic equations (10). One inserts (14) and
(15) into equations (10.1) and (10.2), placing
(16) E = Ms + Ep, v = Ms + vp, ¢ = ¢8 + Cp.
The secular terms M_ and ¢8 are then found by dropping Ep, vp,
Cp and the sine terms in (10.1) and (10.2) and solving a pair of
linear algebraic equations. The secular mean anomaly Ms appears
as the product of 27r,1 and a linear function of t + Oh; the secular
term Cs is the product of 2r,2 and a linear function of t _ B_. Here
ul and ,., are, respectively, the mean p-frequency Oa_/Ojl and the
mean n-frequency Oal/Oj2, j, and j2 being the corresponding action
variables (see [10]).
One then expresses the periodic terms as
(17) Ep=Eo-t-EI+E2, vp=vo+vl+v2, ¢p=¢0+¢1+¢2,
where E,, e.g., denotes a periodic part of order J_. One then places
Ep = E0, vp = v0, ¢i = ¢0 into (10), rejecting all periodic terms of
order J2 or higher, and solves (10.1), (10.2), and (12.1) for E0, v0,
and ¢0. Here Ms + Eo appears as the solution of the Kepler equation
(18.1) Ms + E0 - e'sin(M_ + E0) = Ms,
(18.2) e' =- ae/ao < e.
One continues by adding in the terms El, vl, and ¢1 into equations
(10), rejecting only those periodic terms of order J_ or higher. Then
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Ms-4-E0 + El satisfies a similar Kepler equation, the right side
getting an additional term M1, periodic of order J2, depending on
Vo and ¢, + ¢0. This second Kepler equation does not require a
full-fledged solution, but may be solved by a differential method.
Knowing El, one may then use (12.1) to find Vl and (10.2) to find ¢1.
One continues in a similar fashion to find E2, v2, and ¢2. For the
reference orbit the secular parts of E, v, and ¢ are then known
exactly and the short-periodic parts through order J22. There are
no long-periodic terms in this solution for the reference orbit.
Equations (12.1) and (12.2) then give the spheroidal coordinates
p and _. The right ascension ¢ follows from (10.3), (14.3), and (15.3),
after insertion of ¢ into (12.3) to find x. This completes the solu-
tion for the reference orbit.
VII. A sketch of the necessary perturbation theory. If we subtract
(7) from (2), we find that the part of the gravitational potential
not accounted for in the reference orbit is given by
r 3 4
(19) V- V' u e . ure (j
= _T J3 Ps(sm O) + 7- 4 + J_) P4(sin O) + . . .
As an example, we consider here only the residual fourth harmonic,
so that the perturbing term in the Hamiltonian becomes
4
(20) H' = ur; t_r + j2) P4(sin0).
r 5 _¢-4
If we use the formulas of elliptic motion for r and 0, viz.,
a(1 - e 2)
(21) r = a(1 -- ecosE) -
1 + ecosv '
(22) sin0 = sin Isin(v + _2)
the perturbation H' will be correct through order J_. This order
of accuracy will result in secular and short-periodic changes correct
through order J_ and long-periodic terms correct through order
J2. (It is well to emphasize at this point that this order of accuracy
is for effects produced by less than 0.5% of the departure of the
planet from sphericity; for the 99.5% of this departure already
accounted for by the potential (7) the secular effects are exact
and long-periodic effects do not exist.)
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In doing the perturbation theory, the first canonical variables
that come to mind are the Jacobi "constants" al, a2, a3, _1, B2,
and /_3. Their shortcomings are well known, however, since they
lead to Poisson terms in al and a2. The next set that comes to
mind is the one generated from the a's and f_'s by the generating
function
(23) S' = - alt --}-_( - 2al) -1/2_ __ a2/_ -_ _3_.
If we define no by
2 3(24) _ = noa0, a0- - _/2al
this leads to the set
(25)
L -- (_ao)1/_, l -- no(t +/31)
012 _2
Or3 _3,
canonical with respect to the Hamiltonian
(26) H = - _2/2L2 + H'.
One may attempt to apply the von Zeipel method in the way
successfully used by Brouwer in Ill, first eliminating short-periodic
terms and then proceeding to eliminate long-periodic terms. One
then finds, however, that the corresponding generating function
S¢, which ought to be of the first order in the parameter
(27) a - ,]4 -4- J_
must satisfy
OS:
(28) - Zeroth order in a.
One may alternatively eliminate short-periodic and long-periodic
terms simultaneously, but one then obtains a Poisson term of the
form v'sin2B_ in a2- a_. Since v' has a secular part, such a result
would appear absurd, since the "constant" a2, which ought to have
only a small periodic variation, would then become infinite. These
difficulties are examples of the failure of the von Zeipel method
whenever the following conditions both hold:
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(1) the perturbation has a long-periodic part of the first order
in the perturbation parameter a, and (2) the canonical variables
are such that the unperturbed Hamiltonian depends only on L.
The following set, however, is successful. If Jl, J2, and J3 are
the action variables and if Wl, w2, and w3 are the corresponding
angle variables, we define L, G, H, l, g, and h by
2_L = Jl A- J2 A- J3 sgn a3,
(29) 2_G = J2 A- J3 sgna3,
2_H = J3,
l _ 27rWl,
g = 2_(w2
h -- 2_(w3
(30) -- wl),
- w2 sgn a3),
where sgn a3- ± 1 respectively for a direct orbit or a retrograde
orbit. To verify that they are canonical, note that
(31) Ldl A- Gdg A- Hdh = jldW1-4- j2dw2 A- j3dw3.
They were introduced by Izsak in [5] in his application of the
author's theory to the problem of the critical inclination.
If
(32) ja = Oji/Oa, (i, k -- 1, 2, 3)
the _'s are then given by
2=(t -4- 51) =J21 (l A- g) -4-Jll l,
(33) 2_-/_2 = j22(1-4- g) -4- j121,
27r/_3 = 2_h A-j131-4-4- (j23 Jr- 2_sgna3) (/A-g).
The constant orbital elements in the perturbed problem then be-
come the constant parts a", e", and n_' of a, e, and ¢0, along with
the initial values l_', g_', and h_' of the secular parts of l, g, and h.
The corresponding Hamiltonian F is given by
(34) F = Fo(L, G, H) A- FI
where
(35) Fo = - al, F_ = -/4'
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and
(36)
L OF i- OF
=_' OL '
(,,=oF OFTM-' g= Oe'
OF ]_ OF
H=-_-ff, OH"
One cannot express the unperturbed Hamiltonian Fo -- - al exactly
as a function of L, G, and H, but it is not necessary to do so. One
needs only the derivatives
0Fo OFo Oji
-_ - 2,_,,
OL , Oji OL
a Fo _ OFo aji _ 2,r(v, - v2),
(37) OG - , aji OG
OFo A OFo Oji
- _ - 27r(_2sgnaa - va).
OH , Oji OH
On applying the von Zeipel method, one first carries through
the simple but tedious elimination of the short-periodic terms. Pro-
ceeding to the long-periodic terms, one finds that the appropriate
generating function S(*(L',G",H,g') must satisfy
OFo OS¢
- (F0 lo._-_no_c,
OG" Og'
(38)
leading to
(39) 2,r (_{' - v_') OS____= af(L', G", H) cos 2g',
Og'
where [ is a certain function of L', G", and H. Since v_' - v._' is
proportional to 1 - 5H2/G "2 _ 1 - 5cos '_I, this leads to the familiar
resonance denominator, whenever a -= J4 + J_ _ 0. Since a/(v{' - v_')
= O(J2), the long-periodic terms are accurate through order J2-
After finding the above canonical variables as functions of time,
one easily converts their changes into changes of a,, a2, and a3 or
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of a, e, and I. On inserting the functions a(t), e(t), I(t), /(t), g(t),
and h(t) into equations (10), one then can find, by differential
methods, the changes in E, v, ¢, and ×, and thus in the coordinates,
that are produced by the perturbation. It is not necessary to do
a complete re-inversion of (10.1) and (10.2).
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Precession and Nutation
I. Couple due to distant mass acting on nonspherical object. Let
the axes be principal axes of inertia at the mass-center O (see
Figure i). Let the distant mass be a particle of mass M' at P(x,y, z),
and let r2= x 2 j-y2+ z2. Let a typical particle of the object be
of mass m at Q(_,,I, _), and let
p2= (x - D2+ (y - _)2+ (z - _.)2.
Z Y r _._ PM'(x,y,z}
FIGURE 1. Couple Due to Distant Mass
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Then the force components acting on m are
Thus
X = GM'rn(x - D/p 3,
Y = GM'rn(y- _)/p3,
Z = GM'm(z- ?)/p3.
= moment of forces about Ox
= _ (_Z - _Y)
GM Im
3
P
[71(z - _) - _(y - _) ]
= GM'_, m (_z- _y)
But, neglecting squares and products of _, 77, t, we have
2 = (x - _)2+ (y n)2q_ (z _)2 r 2 2(x_WyT1Wz_),
-_- = _- 1+ r2 .p
Therefore, neglecting terms of the third order in (_, ,1, _),
L- 7GM' [1 3(x_ A- y_ A- Z_)r2 3
- ___m (_z - _y) + _]
3GM'yz _ 2
- -_ z_,m(_ - _),
since _-_m_= _-_.mn =:_--_rn_= 0 and _-:_mn_'= 0, etc. But if the
principal moments of inertia at O are A, B, C, we have
A = _--:_m(¢2 + _2), B = _;-_m(_-2 __ _2), C _ _--_m(_2___ T/2),
.'. _ m (7 2 - _2) = C - B,
(1) .'. _= _ 3GM'(B - C)yz _I = _ 3GM'(C- A)zx
r 5 , r 5 ,
= _ 3GM'(A - B)xy
r 5
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II. Case-of an axially symmetrical body (e.g. the Earth). In this
case A = B < C, and the couple has components
3GM'(C- A)yz 3GM'(C- A)zx
(2) r_ , - rS , O.
If x = rcosS, y = O, z = rsinS, so that 5 is the declination of the
distant object, the couple components are
3GM'(C- A)
(3) 0, - rS sin 5 cos 6, 0,
i.e., the couple is in the plane of M' and the Earth's axis, and is
in such a sense that (if the Earth were not rotating) it would tend
to move the Earth's equatorial plane into coincidence with M'.
III. Couple components derived from potential energy. Let U be
the gravitational potential at P due to the nonspherical object, so
that the mutual potential energy of this and the mass M' at P is
V = - M'U. To the order of approximation already assumed in
§I, U is given by MacCullagh's formula, proved in many text books,
GM G(A + B ÷ C- 3I)
U-
r 2r :_ '
where I is the moment of inertia of the nonspherical object about
OP and M is its mass. Thus
GMM' GM'(A + B + C- 3I)
(4) V -
r 2r 3
From this the general formulas (1) for L_, M, N may easily be
deduced by considering changes in V produced by small rotations
about the axes of coordinates.
Restricting ourselves to the case of axial symmetry (A = B),
we have
I = A cos 2/f + C sin 2/i,
where 5 is the declination of P. Thus
A+B÷C-3I=2A÷C-3(Acos25÷Csin"5)
= (C- A)(1 - 3sin'S5).
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Therefore
GMM'
(5) Y -
r
where it may be noted that
GM'(C- A)(1 - 3sin26)
2r 3
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and
we have
1
P4(sin6) = _ (35sin46 - 30sin2a + 3)
(35sin 26 - 15) sin 6 cos 6,
which is numerically less than or equal to 10 sin 5 cos 6. Thus
8
< JX2 =_J "
With J=1.6X10 -3, D--8><10 -_, so that D/J is about 1/200,
and with a/r = 1/60 in the case when M' is the Moon, this gives
about 1/600,000. Since we shall not determine precessions to more
than 4 significant figures, the effect of the fourth harmonic in the
1 (3sin26 _ 1) = P2(sin6),
2
P2 being the Legendre polynomial of the second degree. Thus the
couple due to M' tending to decrease 6 has a magnitude
0 V 3GM'(C - A)
- sin 6cos 6
06 r 3
which agrees with (3).
This method is useful if it is required to ascertain the possible
effect of the fourth harmonic. Taking
6 3 65
U-GMa [a +jT(l_sin2a)+8D_P4(sin6) 1
= Uo+ U2+ U4,
134 ALAN FLETCHER
Earth's potential may be neglected.
IV. Average couple when M' moves in a circle around the Earth.
Suppose M' moves, for example, in the plane of the ecliptic (see
Figure 2). Let P and K denote the poles of the equator and the
z
d b
x
FmURE 2. Mass in the Ecliptic
ecliptic respectively. Take the x-axis along 0_,. If
3GM'(C- A)
= 2r 3 ,
which in turn is equal to the maximum numerical value of the couple,
occurring at 5 = ± 45 °, the couple has, by (2), the components
2Kyz/r 2, - 2Kzx/r 2, O. But x = r cos L, y = r sin L cos ¢, z = r sin L sin _,
where _ is the obliquity of the ecliptic and L = angle_OM' increases
uniformly with the time. Thus
yz---r 2sin_cos_sin 2L and zx=r 2sin_sinLcosL
have average values (1/2)r2sinecose and 0 respectively. Thus the
average couple has components (/_',0,0), where
.._ 3GM'(C - A) sin_ cost.N' = _ sin _cos _ =
2r 3
If the Earth were not rotating, this couple would tend to move
the pole P of the equator towards the pole K of the ecliptic.
We shall now consider the effect of such couples on the Earth,
supposing it rigid. (The Earth is deformable, but not enough to
affect the precession seriously, as has been found by several authors,
and as is obvious from consideration of angular momentum.) The
PRECESSION AND NUTATION 135
FIGURE 3. Rotation of the Equator
following is an approximate treatment, which ignores for the moment
the distinction between the Earth's axis of figure and axis of rotation.
V. Effect of steady couple on the rotating Earth. Suppose a steady
couple N' about 0_, acts on the Earth (axial moment of inertia C,
angular velocity 00). In a small time t, the angular momentum Coo
about OP receives a vector increment/_'t about 0_. Thus P moves
towards the instantaneous position of _f at rate n = N'/Coo, and KP
rotates-about K at a rate k--n cosec_.
3GM' C - A
(6) n = motion of pole - 2r3o° C sin _cos_,
3GM' C- A
(7) k = motion of equinox- 2r3o° C cos_.
Here (C-A)/C, the Earth's "mechanical ellipticity", is found
(actually from the precession) to be about 1/(305.5).
Neglecting the eccentricity of the Earth's orbit and the eccentri-
city, inclination, and solar perturbations of the Moon's orbit, the
above formulas give the solar and lunar precessions, on substituting
solar and lunar values of M' and r. (Variability of the couples
produces nutation, to be considered later.)
VI. Rough numerical values. For the Sun, GM'=n'2r 3, thus k
from the Sun per year (2_/n') is
n' C - A 1944000" cos 23 ° 27'
37r cos_ = = 15".9,
o_ C 366.24 × 305.5
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which is correct to one decimal. The relative importance of the
Sun and the Moon (neglecting eccentricities, etc.) in producing
precession (also tides) may be found from the ratio of their values
of M'/r 3. This is found, directly, or from (M/(E+M))(n/n') 2
(see §XII), to be about 2.17. Thus k from the Moon per year is
about 2.17 X 15".9 = 34".5, and the total luni-solar precession is
about
k = 15".9 + 34".5 = 50".4/year = 1°.4/century.
VII. Luni-solar precession. If the ecliptic were fixed, P would go
around K in a circle, in the retrograde direction, with period 360/1.4
centuries, or about 25,700 years, with constant inclination e. The
longitude of a fixed star would increase by about 50"/year, its
latitude remaining constant. That is, A_ = kt, AI_ = 0, or )_----k,
t_=0. With ¢=23°27 ', sine-2/5, so that motion of pole=n
= ksine - 20"/year. The effect of luni-solar precession (only)
on right ascension and declination is shown in books on spherical
astronomy (e.g. [13]) to be given by
a = ncot_ -k nsinatanS,
8 = n cos,_.
VIII. Effectof motion of the ecliptic(planetary precession).The
plane of the eclipticslowly rotates on account of planetary pertur-
bations of the Earth's orbit. Let N, N' be the ascending and
descending nodes of the eclipticat time tq- dt(dt:>O) on the eclip-
ticat time t; let _N = 180 ° - v and N"t = v. At 1950.0, v = 5°36 ',
and j = speed of rotation of ecliptic = 0".471/year, which is less
than 1/40 of the polar motion n.
Resolve the rotation of the plane of the ecliptic into
(i) jcos_, about the line of equinoxes, decreasing _, so that
- jcos,. At 1950.0, _=- 0".469/year (see Figure 5).
(ii) jsin, about the line of solstices, giving 77'sine =jsinv;
thus 7 would move forwards on a fixed equator at a rate j sin v/sin
= l (see Figure 4). Thus I (which is slowly decreasing) is the plan-
etary precession (in R.A.), decreasing all right ascensions. At 1950.0,
jsin_, = 0".046, l= jsin_,/sin_ = 0".115 (both yearly).
IX. Full formulas for a, _. Planetary precession contributes
_ = -l, 5 = 0 (since declinations are not affected). Thus
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FIGURE 4. Rotation of the Ecliptic
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20" P
FIGURE 5. Motions of the Poles of the Equator and the Ecliptic
c_ = m + n sin a tan 5,
= " n cosa,
where m = "precession in R.A." = n cote - l= k cose - l. General
precession (in longitude) is accordingly
p = ncosece - Icose = k - lcose.
The formulas are often used as Aa=(m+nsin_tang)At, /x5
= ncos_At, where m, n refer to mid-epoch and _, _-either refer
to mid-epoch or are means of initial and final values of _, 5. But
rigorous formulas must be used for long intervals or large 5.
X. Numerical values for 1950.0.
e = 23027 ' n = 20".04 k = ncosece = 50".37
m = ncote - l = 46".10 p -- k -/cose = 50".27.
The above are Newcomb's values, rounded to 4 figures. They take
the mean of the stars to be at rest. But two factors affect the
fourth figure, in the ways discussed in the next section.
XI. Effect of galactic rotation and relativity. (i) It is now known
that the mean of the stars is not at rest, because the galaxy is
rotating. The effect on proper motions is of the order of 1" per
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century. See, .for example, [9], [10], [3], [14, p. 382], [81 and
[7, p. 16].
(ii) The dynamical interpretation of the precession also needs
modification. The Newtonian dynamics being given really applies
in a frame rotating at 1".94 per century directly around the pole
of the ecliptic. See, for example, [3] and [12].
The effect of (i) and (ii) is that corrections of about + 0".01
and A-0".02, or a total of A-0".03, are needed by annual preces-
sions in longitude (such as k and p) if they are to be used to
determine (C-A)/C. Thus the more refined treatment of the
luni-solar precession now to be given is adapted to the value
k = 50".40 (at 1950.0) instead of Newcomb's 50".37.
XII. Luni-solar precession (more exact treatment). If n, a refer
to the Moon's orbit and n', a' refer to the Sun's orbit, let
3GS C-A 3GM C-A
K1 = 2a,3to C ' K2---- 2a3w C
Here S and M are the masses of the Sun and Moon, and K_, K2
are constants such that (by the theory of §V) the Sun and the
Moon would cause polar motions
nl = K_costsint, n2 = K2costsine
and precessions in longitude
kl=K_cos_, k2=K2cos
if the eccentricity e' of the Earth's orbit and the eccentricity e
and inclination i of the Moon's orbit were zero and the Moon's
motion were not perturbed by the Sun. Let E = the mass of the
Earth. Then
G(S + E) = n'2a '3,
Thus
G(E + M) = n2a 3.
3 S n '2 C- A 3 M n 2 C- A
K I = 2 s-}- E to C ' K2 2 E + M to C
E/S = 3 )< 10 -e and may be neglected here. Put g = M/E. Then
3 n '2 C- A 3 # n 2 C- A
KI= 2 to C ' K2 = 2 1 -4- tt to C
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Now
3 n '2 3 n' 3 1296000"/year
2 _o = 2 oo/n' 2 366.24 5308"/year.
Using (C-A)/C= 1/305.5 we find that the value of K1 is
KI = 17".37 per year.
Also
K2_M/a3_#(n) "'K 1 S/-_ 1+_ _7 •
Using _ = 1/81.3 and n'/n = 0.07480 we find that
KjK1 = 2.172.
As 2.172 X 17.37 = 37.73, we find that the value of K2 is
K2 = 37".73 per year.
XIII. Allowance for eccentricities, etc. To allow for eccentricity
of orbits, we require the average of 1/r 3 rather than 1/a 3. But it
is easily shown that in a Keplerian orbit the average of r -3 is
a-S(1- e2) -3j2, so that the factor (1- e2) -3/2, or approximately
1-t-(3e2/2), allows for eccentricity.
In addition, for the Moon, if a is defined by G(E Jr- M) = n2a 3,
a is not the mean distance. The variational orbit gives
a/r = 1 + 1 m2+ m2cos2 _ + 0(m3),
where rn = n'/n temporarily, and _ varies linearly with the time.
Thus
1 m2(a/r) 3 = 1 -t- _ + 3rn2cos2_ -t- 0(m3),
and the average of (a/r) 3 is 1 + ½rn 2 approximately.
Thus, omitting squares and products of e'2, e 2, m 2, define
( 3e'2) K1,(8) P1 = 1 +
(3 1 m2) K2.(9) t°2= l+_e 2+
140 ALAN FLETCHER
This takes approximate account of everything but the inclination
of the Moon's orbit to the ecliptic. The m 2 correction is often
omitted in textbooks, but is of the same order as the e 2 correction.
A much more complete orbital correction is given in [2]. With
e' = 0.0167, e = 0.05490, m = 0.07480, we find
(10) P_ = 1.00042 K1 = 17".38 per year,
(11) P2 = (1 q- 0.00452 + 0.00280) K2 = 1.00732K2 = 38".01 per year.
P2 now needs correction for the inclination i= 509 '. We shall
prove in working out nutation (see §XXII) that the factor is
1- (3/2)sin"/ approximately. Thus let
( 3e2 3 sin2i-klrn2) K,2P_ = 1--k _ - _
(12)
= (1.00732 - 0.0121) K2 = 0.9952 K2,
or rather we shall take the more accurate value
(13) P_ = 0.99537K2 = 37".56 per year.
Then
P = P1 + P'_ = 54".94 per year.
This is the most constant quantity connected with precession, and
Newcomb proposed to call it the precessional constant. He gave its
value as 54".9066 per year, decreasing only 0".0000364 per century.
The difference of about 0".03 has been explained in §XI. Spencer
Jones, in ([7], p. 16), gives
P = (54".93553 ± 0".00145) per year.
Note that c is slowly decreasing,
n = P cos _ sin _ is slowly decreasing,
k = P cos_ is slowly increasing,
m = P cos_ - l is slowly increasing, partly because _ is decreasing
and partly because l is decreasing.
At 1950.0 we have (for _ = 1/81.3, (C-A)/C= 1/(305.5))
P_ cos_ = 15".94 per year,
P2cos_ = 34".87 per year,
(14)
P_ cos _ = 34".46 per year,
Pcos_ = 50".40 per year (compare 50".37 Newcomb).
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XIV. Axis of figure and axis of rotation. A polhode and herpolhode
argument shows that the difference in direction in steady preces-
sion is about
23.5 × 3600"
= 0".009.
257OO × 366
XV. Nutation. The motion of the pole of the equator may be
divided into a secular part (precession) and periodic parts
(nutation).
If at any time K is the pole of the ecliptic, P0 is the mean pole
of the equator and P is the true pole of the equator (see Figure 6),
we define the nutations as follows:
(1) nutation in obliquity = Ac = KP- KPo,
(2) nutation in longitude = _¢/ = PoKP, positive as shown;
note that 2¢ also equals _0_, positive as shown, and is equal to
±X, the true minus mean longitude of any star. Nutation arises
from various causes, and its complete determination is rather
complicated. Much the largest part arises from the retrogression
of the Moon's nodes with period about 18.6 years; we shall
investigate this, and consider briefly two other effects.
K A¢
FIGURE 6. Motion of Pole of Equator
The final results of complete investigations show that the
largest terms are
A_ = 9".21 cos _ - 0".09 cos 2_ + 0".55 cos 2L + 0".09 cos 2 _,
A¢ = - 17".23sin_ + 0".21 sin2_t- 1".27 sin2L- 0" .20 sin 2 (L ,
where the largest neglected coefficients are about 0".02 in A_
and 0".13 in 2¢. Here
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= longitude of ascending node of Moon's orbit on ecliptic,
L = Sun's mean longitude,
¢ = Moon's mean longitude.
XVI. Orbit of the Moon. The period relative to either the
fixed stars or the equinox is 27.322 days. The orbit is inclined
at an average inclination of 5°9 ' (± 9' on either side) to the
ecliptic, and the nodes regress (not quite uniformly) in a period
18.60 years relative to the fixed stars, or 18.61 years relative
to the equinox.
XVII. Precessional effects of Sun and Moon. The Sun and
Moon, according to the theory of §XIII, if moving at any angle
to the equator, would set up an average motion of pole n
= (P1 _- P2) sin_ cos_ and precession in longitude k = (P_ _- P2) cose,
where P,(Sun)= 17".38 per year and P2(Moon) = 38".01 per
year are practically constant. At 1950.0 we have
Plcos_ = 15".94 per year, P2cos_ -- 34".87 per year.
In investigating nutation, we shall also deal with the correction
of P2 for inclination in evaluating precession.
XVIII. Effect of Moon's orbital inclination and nodal retrogression.
In Figure 7, K is the pole of the ecliptic, M the pole of the Moon's
orbit, P the pole of the equator. M moves backwards around K
in a circle of radius i = 5°9 '. Thus P describes a wavy path. Let
0 = PKM = 180 ° - _, where t2 = longitude of the ascending node
of the Moon's orbit on the ecliptic. 0 increases by 27r in 18.61 years.
If _ = No - Nit, then approximately
2_
= N1 - - 0.3376 tad/year.
18.61
As 18.61 years is long compared with a month, we may suppose
that the Moon is giving P a velocity P2cosPMsinPM per-
pendicular to PM. If _ and n are the small displacements of P
along and perpendicular to KP, we have
= P2 cos PM sin PM sin KPM,
= P2 cos PM sin PM cos KPM.
is the nutation in obliquity, A,; n gives a secular part (lunar
precession) and a periodic part (ACsin,).
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XIX.
we have
or
where
and
M P
6
FIGURE 7. Motion of Pole of Moon's Orbit
Nutation in obliquity. Using sin PM sin KPM = sin i sin 0,
= P2 sin i sin 0 cos PM
-- P2 sin i sin 0 (cos ecos i + sin _sin i cos O)
= 12P2cos esin 2i sin 0 + 1 P2 sin csin2i sin 20.
so that integration gives
P2cos esin 2i P2sin esin2i
cos 0 cos 20
2N1 4N1
1
- - Ncos(180 ° - _) - _ Ntane tan i cos(360 ° - 2_) ;
1
A_ = N cos _ - _ N tan e tan i cos 2fL
N = constant of nutation
P2 cos e sin 2 i
2N1
34".87 sin 10017'26"
2 × 0.3376 = 9".226,
1 N tan e tan i 0".09.
4
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Thus
Ac = 9".23 cos[t - 0" .09 cos 2_,
and this explains the major part of the nutation in obliquity
due to the rotation of the Moon's orbit. The observed coefficient
of cos_ is 9".21.
XX. Polar motion in the direction of decreasing longitude.
= P2 cos PM sin PM cos KPM
= P2cos PM sin PM c°s i - cos e cos PM
sin _sin PM
= P2(cos i cosec e cos PM - cot _ cos2PM).
So
= P2 cos i cosec _ (cos e cos i ÷ sin c sin i cos 0)
- P2cot e (cos _cos i + sin _sin i cos0) 2.
Using cos20 = (1 + cos20)/2, _ may be split up into a constant
part (giving lunar precession) and periodic parts (giving nutation).
XXI. Periodic parts.
1
= P,_,cos i sin i ( 1 - 2 cos'_) cos 0 - _ P2 cos _ sin _ sin _i cos 20
1
1 P2cos 2_ sin 2i cos0 - _ P2sin 2_ sin2i cos 20.2
Thus integration gives
P2cos 2_ sin 2i P2sin 2_ sin'_ i
= - 2N_ sin 0 8N_
sin 20
= -NC°S2_ sin_+l
cos_- _ N sin _ tan i sin 2_
= - 6".87 sin _ + 0".08 sin 2_
(using N = 9".226). Using the observed N = 9".21, the coefficient
of sin_ is -6".86. Thus, neglecting the small terms in 2_, the
observed N gives
= 9".21 cos _, n = - 6".86 sin it,
PRECESSION AND NUTATION 145
so that the equatorial pole P describes an ellipse (shown in Figure 8)
with major axis about 18".4 along PoK and minor axis about 13".7,
around the mean pole P0, with period 18.61 years, in the sense
indicated (remembering that _ decreases).
K
FIGURE 8. Polar Nutation.
The nutation in longitude is given by
5¢ sin _ = the above periodic part of v,
so that
1
_¢ = - 2 N cot 2_ sin _ + _ N tan i sin 2_
= - 17".27 sin _ + 0".21 sin 2it
(using N = 9".226). Using N = 9".21 gives 17".24. This explains
the major part of the nutation in longitude due to the rotation
of the Moon's orbit.
XXII. Constant part (lunar precession). This should reduce to
P2coscsine when i=O. The constant part is given by
1 sin2 i )= P2cot _cos2i - P2cot _ (cos2_ cos2i + _ sin2_
=P2cos_sine 1-_sin2i =P2eos_sine1+34e°s2i
= P_ cos e sin _,
where
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/ 3
P_ = P2 _1 - _ sin2i ) = 0.98794P2 = 0.98794 × 38".01
= 37".55 per year.
The factor 1 - (3/2)sin2i is needed in dealing with the lunar part
of the precession (see §XIII).
XXIII. Nutation due to variability of the solar couple during
the year. The average solar couple (Ksin _cos _ ,0, 0) of §IV results
from averaging the actual couple
(2_ sin2L sin _cos_, - 2K sin L cos L sin _, 0),
where we are supposing the Sun's orbit circular and using L for
the Sun's longitude and
K = 3GS(C- A)/2a '3.
In discussing precession, we have taken account of the average
couple; we have now to take account of the periodic couple
( - Ksin e cos ¢cos 2L, - _ sin e sin 2L)
about Ox and Oy of Figure 2 respectively. Putting K1 = K/Co_,
these produce polar motions respectively
-KLsin¢cos_cos2L along P_, and -Klsin_sin2L along KP.
But in the notation of §XVIII, these are _ and _ respectively, i.e.,
= -- Klsin _sin 2L,
1
= - _ Klsin2¢cos2L.
If L = n'= 27r/year, we have on integrating
K_sin _ Klsin 2_
- cos 2L = _Xt, ¢ - sin 2L = .X¢ sin _,
2n' 4n'
K z COS
_X¢ - sin 2L.
2n'
Using Kl = 17".37/year, n'= 2r/year, we have
._ = ( = 0".55 cos2L,
__¢ sin _ = 0 = - 0".50 sin 2L,
-_¢ = 0 cosec_ = - 1".27 sin2L,
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the coefficient of sin2L in -A¢ being simply 1/2_r × solar pre-
cession in longitude in 6 months, or 7".97/27r.
This explains the six-monthly terms due to the Sun.
XXIV. Nutation due to variability of lunar couple during the
month. Neglecting the inclination of the lunar orbit to the ecliptic,
we have quite similar results for the Moon. If n = 27r/27d.322
= 13.37 × 2_r/year, we have
K2sin _ 37".73 sin 23027 ,
A_-- 2n cos 2([= 13.37×4_ cos 2([ ----0".09 cos 2q ,
Kzcos e 37".73 cos 23027 ,
A¢ -- sin 2([ = -- sin2([ = -- 0".21sin2([,
2n 13.37 × 47r
the coefficient of sin2([ in - A¢ being simply 1/27r X lunar pre-
cession in longitude in (1/2)× 27.322 days. This explains the
fortnightly terms due to the Moon.
We have now derived all the terms given in §XV.
XXV. Difference between axis of figure and axis of rotation.
If the orientation of the Earth is specified by Eulerian angles,
and these have been determined as functions of the time, the
position of the axis of rotation at any time may easily be deduced
(from Euler's geometrical equations). Woolard in ([16], p. 159)
finds that no nutation coefficient in _ or , differs by more than
0".0062 according to which axis is used; there is also a constant
difference of 0".0087 in _ arising from precession (see §XIV);
the axes may, however, differ in direction by up to 0".4 on account
of variation of latitude. Federov in [1] uses the axis of angular
momentum, which never differs by more than about 0".001 from
the axis of rotation.
The results in Table 1, to three decimals of a second of arc,
appear to follow for 1900.0 from ([16], pp. 153 and 159); see
also ([6], p. 78).
XXVI. Comparison of theory and observations. The usual method
has been to solve for the nutation constant N, all other nutation
coefficients being regarded as known multiples of N. It appears
from ([5], p. 224) and [6] that the difference of one or two hundredths
of a second of arc between the calculated (rigid body) and the
observed values of N may be accounted for geophysically (some
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Table 1. Coefficients for Nutation
= _e (obliquity)
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cos _ cos 2_ cos 2L cos 2(L
Rotation + 9".210 - 0".090 + 0".552 + 0".088
Figure -f 9 .209 - 0 .090 + 0 .555 + 0 .094
Difference + 0 .001 0 - 0 .003 - 0 .006
= A¢ sin
sin _ sin 2ft sin 2L sin 2(L
Rotation - 6".858 + 0".083 - 0".507 - 0".081
Figure - 6 .857 + 0 .083 - 0 .510 - 0 .087
Difference - 0 .001 0 + 0 .003 + 0 .006
cosece = A¢ (longitude)
sin _ sin 2ft sin 2L sin 2q
Rotation - 17".233 ÷ 0".209 - 1".273 - 0".204
Figure - 17 .230 + 0 .209 - 1 .280 - 0 .220
Difference - 0 .003 0 + 0 .007 + 0 .016
Earth models would allow a greater difference, and the actual
difference is well within the bounds of possible explanation). For
astronomical purposes, it seems sufficient to adopt the observed
value of N.
Federov in [1] (see also [6]) has determined the chief coefficients
independently, and considered phases (by determining a cosine
coefficient when rigid body theory predicts a sine term, and vice
versa). He appears to find no clear difference from the usual
ratios and phases which is of much importance for practical
astronomical purposes.
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Victor Szebehely
On an Irreversible Dynamical System
with Two Degrees of Freedom:
the Restricted Problem
of Three Bodies
Introduction. The three series of lectures, which I delivered at the
Yale Dynamical Astronomy Institutes of 1961, 1962 and 1963
respectively on the restricted problem, dealt with three different
faces of this celebrated problem in dynamics.
In the 1961 series of lectures I set a rather ambitious goal and
followed a qualitative approach. Birkhoff's and Poincar_'s funda-
mental contributions formed the basis of these lectures, which dealt
with periodic motions, reducibility, regularization, regions of possible
motions, etc.
The 1962 lecture series concentrated on what might be termed the
formalistic treatment of dynamical problems. The powerful tools of
celestial mechanics, canonical transformations and variables were
used and the pertinent equations of motion were derived. Performing
regularizations within the framework of canonical transformations
requires the introduction of the concept of the extended phase space.
Once the method of canonical transformations is extended to this
2n -k 2 = 6 dimensional space, a great variety of forms of the equa-
tions of the restricted problem are obtainable. As examples,
Cartesian rectangular coordinates (synodic and sidereal), polar
coordinates, Delaunay variables, Poincar_'s variables, etc. were
derived.
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The third series of lectures, delivered in 1963 at Cornell University
under the auspices of the American Mathematical Society, presented
the quantitative results of the restricted problem. The numerical work
of the famous Copenhagen school was used as a basis with which
G. Darwin's, F. Moulton's, and V. Egorov's results were compared.
A large number of recent contributions were reviewed and the
existence of certain families of orbits at various mass ratios was
established.
The trilogy described above followed the three approaches to
dynamics. Because of the different nature of these investigations,
their results are also substantially different and repetitions are easily
avoidable. Nevertheless, all three are designed to gain a better
understanding of the same nonintegrable, irreversible, two-degree-
of-freedom dynamical system.
The vast amount of material covered in the three lecture series is
not suitable for condensation in a short article. A thorough treatise
of the restricted problem with its applications will shortly appear in
my book, Theory of orbits--The restricted problem of three bodies,
Academic Press, New York (to appear in 1966). However, the
present article should be useful to those readers who wish to become
familiar with the basic ideas of the restricted problem and who wish
to see its relation to the general problem of three bodies, to regular-
ization, etc. A few typical results of the formalistic and qualitative
approaches will be sketched. The considerable collection of references
will enable the reader to pursue the subject further.
Statement of the problem and equations of motion. The problem
under discussion is the restricted problem of three bodies (probl6me
restreint). Two bodies (assumed to be point masses and called
primaries) revolve around their center of mass in circular orbits
under the influence of their mutual gravitational attraction. A third
body (which is attracted by the previous two but is not influencing
their motion) moves in the plane defined by the two revolving bodies.
The problem is to determine the motion of this third body.
Let the masses of the two primary bodies be ml and m2, their mean
motion (angular velocity) n, and their distance l (see Figure 1, in
which l = a + b). Then
(1) k2M = n2l'_
where M = ml + m2.
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The center of mass of the system is located on the line connecting
m, and m2, and its distances from m2 and rn_ are respectively
m,l m2l
(2) a= _ b=--_-.
Taking the origin, 0, of a fixed inertial coordinate system (X, Y)
at the mass center, and using r for time, the equations of motion
referred to this system will be
d2X OF d2y OF
(3) dr 2 OX dr 2 0 Y
where F is Poincar6's "three function" or the negative potential
energy and it is given by
(4) F= U( m_+ m2)\Pl _2
with p,, and p2 being the distances between the primaries and the
third body.
We note that the Hamiltonian,
(5) H= + \ dr / J - F
is not constant, since F depends explicitly on the time,
F = F(x, Y, _).
P
m2
FIGURE 1. The Restricted Problem in Fixed (X, Y)
and Rotating (4, 7) Coordinate Systems
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Introducing a uniformly rotating coordinate system (_,_) with
origin at the mass center, so that ml and m2 are located on the } axis
with coordinates (b, 0) and ( - a, 0), the equations of motion become
d2( n d,7 OF*
dT 2 2 _-_,
(6)
d2,7 d_ OF*
dT---_-k2n _ - 07 '
where
(7)
and
(8)
1 2 2
F*= F +-_n (_ +,72)
p2 = (_ _ b)2 ÷ he, 022= ($ + a)2 = ,72.
The introduction of nondimensional quantities simplifies the equa-
tions. Let
x = Ul, y = ,7/1, rl = pl/l, r2 = p2/l,
m 2
t=nT, u- and _=F*/12n 2.
M'
The equations of motion in nondimensional form are
d2x dy 0-_
2 -
dt z dt Ox '
(9)
d2y + dx 0-_
2 dt - Oy'
and we have the relations
-- 1 __÷ l-u
(10) _ = 2 (X 2 ___y2) + rz r,
and
(11) r_ = (X -- _t) 2 7!- y2, r_ ----(x + 1 -- U) 2+ y2.
Equations (9), (10) and (11) represent the problem in conven-
tional nondimensional quantities. The corresponding physical
picture is as follows: the two primary bodies are located on the x axis
which rotates with unit angular velocity; the coordinates of the
primaries are P, (u, 0) and P2 (u - 1,0), and their masses are 1 -
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and _, with 0 < _ < 1; the distance between the primaries, their
total mass, their angular velocity and the gravitational constant are
unity.
The Jacobi integral is obtained by multiplying the first of equa-
tions (9) by 2dx/dt and the second by 2dy/dt, adding and integrating:
(dx_ 2 ( dY_ 2 = 2-_ - C--,(12) \dt/ + \d-i/
where C is the constant of integration.
We note that according to Equations (9) the partial derivatives of
_completely determine the problem, therefore adding a constant to
the expression for _----as given by Equation (10)--will not change
Equations (9), but will influence the value of C in Equation (12).
A symmetrical form of _-_is obtained by adding the constant quantity
u(1 - t,)/2 to _. Let _ = _+ -),(1 - u), or
1 1-u+tt(13) _=_[(1-u)r 2+ur2l+ r_- r_"
The new Jacobi constant C is related to the previous one by
C= C+u(1-u).
The final set of equations, with the notations
ot_ o_ dx
_ Ox ' _Y Oy X - dt etc.,
becomes:
(14)
(15)
- 23) = _tx, 2 + 2x = fly,
(x)2+ (2)2= 2f_- C,
where _ is given by Equation (13).
Relationship to the general problem of three bodies. The general
problem of three bodies is defined as tbllows: three particles attract
each other according to the Newtonian law of gravitation, they are
free to move in space and are initially moving in any given manner;
find their subsequent motion. Their masses are mb m2, and m3, and
their position vectors from the origin of coordinates are r_, r2, and Fa
(see Figure 2).
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ml ( m2
O r -) m3
r3
FIGURE 2. The General Problem of Three Bodies
The potential function of the system is
(16) V= k2{ rn'm2 m2ma mam,_
- \ Ir,2==T+/_F+ I_,I/
The equations of motion can be written as:
(17) mi_- O V i = 1, 2, 3,
OUi
where the right-hand sides represent the gradients of the potential
in the directions of the position vectors. These equations can also be
written as:
= -2 r-_- r-z _ k.2m31 U3- Ul
'_ m_l__ _l_t ___- _,
(18) _-= -2 r2- r3 + k._mrl U_- U2m316_ gl
= -- "2 r3-- rl + Umzl r2- r3
Equations (18) describe the general case of the problem of three
bodies with Newtonian gravitational forces. The structure of these
equations is of some interest inasmuch as the masses ma, ms, and m3
are missing from the first, second, and third equations respectively.
This fact does not "uncouple" the equations since all three position
vectors occur in all three equations.
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The terms appearing on the right-hand side have specific physical
significance. The first term on the right side of the first equation,
for instance, represents the force per unit mass acting on the first
body due to the presence of the second body. The second term on the
right side of the same equation represents the force per unit mass
acting on the first body due to the presence of the third body.
Decreasing the mass of the third body will reduce its influence on
the motion of m_ and rn2, i.e., as m3-_0 the first two of Equations
(18) become
=-
[r_- rd(19)
_-_
r2 =- k2rrQiF_2---r-_l_.,
while the third equation will not change. This step does uncouple the
equations since the motion of m_ and of m2 can now be determined
without considering the effect of the third mass by solving the 12th
order system of differential equations (19).
The third equation of (18) requires comment since if in the first
two equations m3 : 0 (which gives Equations (19)) then the third
equation should be 0 = 0. This is because the usual derivation of the
third equation of (18) from the third equation of (17) by dividing
through by m3 is not permitted when m:_= 0. Continuing to use the
third equation of (18) constitutes the approximation which creates
the restricted problem of three bodies. In effect, the assumption is
made that m3 _ 0 but that rn3 is sufficiently small so that it does not
effect the motion of m_ and of m2. That is, Equations (19) are
approximate while the third equation of (18) is exact. The system
of equations consisting of Equations (19) and of the third equation
of (18) represent the true dynamical system only approximately;
the degree of approximation is given by the "smallness" of the terms
_-r-[ _-_
m:_l_ - _1_ and m_l._ _ _1 _
as compared to the terms
_-rS U1--U2
m._l_ - _l _ and mll___l_
respectively.
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The effects of the first two bodies on the motion of the third is
given by the third equation of (18). Accepting the above-mentioned
approximation, one might solve Equations (19), substitute the solu-
tions into the third equation of (18), and obtain the sixth order
differential equation for the motion of the third body:
r3- _(t) F2(t) -
(20) _ = -k2m_j_ -- 7_)] + k2m21
_(t) 731_'
where now _(t) and _(t) are given functions of the time and of the
initial conditions, and _ is to be determined as a function of time.
Equation (20) describes the restricted problem of three bodies.
The "restriction" is equivalent to the assumption according to which
the motion of the first two bodies is not influenced by the third, while
the motion of the third is determined by the masses and by the
motions of the first two.
Equation (20) can be generalized to
(21) _3=/(ml, m2, Fl(t), F2(t), _),
where 73 is the only unknown function of time, m_, and m2 are given
constants and _(t) and 72(t) are also given as functions of the time
and of their initial conditions.
The function/-in Equation (21) represents the force field which in
Equation (20) was the Newtonian gravitational field. In addition to
Equation (21) the initial conditions of the third body will be needed,
in order to determine its motion.
The classification of the various forms of the restricted problem
follows from the above remarks and is based on Equation (21).
1. Depending on the force law, f we speak of Newtonian and
non-Newtonian problems.
2. Depending on the initial conditions for g and 72, in the New-
tonian case, we speak of the circular or of the general-conic-section
restricted problems.
3. Depending on the initial conditions of the third body we dis-
tinguish between the planar and the three-dimensional restricted
problems. In a Newtonian gravitational field the first two bodies
(primaries or principal bodies) will always move in a plane. If the
third body's initial velocity vector is in the plane determined by the
orbits of the primaries, it will stay in this plane; this is the case in
which Equations (14) and (15) are applicable.
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4. Further classification is possible by specifying the m2/m_ ratio.
The Copenhagen restricted problem, for instance, is distinguished by
using unity for this ratio.
Reductions of the order of differential equations of motion. The
fourth order system of Equations (14) can be reduced to a third
order system by making use of the Jacobi integral, Equation (15).
One way to accomplish this is by introducing the angle z between
the tangent to the orbit and the positive x axis as a new dependent
variable:
dy
(22) z = arc tan dxx"
We will show that the equations of motion become:
= A(x,y)cosz,
(23) y = A(x, y)sin z,
2= --2--Axsinz+Aycosz,
where
(24) A = (2_- C) _/_.
The proof of the first two equations of (23) is as follows. If s
denotes the arc length,
dx dy
- sin z,ds - cosz, ds
and so
dx.
± = dss s = A cos z, $ = A sin z,
since the absolute value of the velocity vector s is obtained from the
Jacobi integral as
ds_Z = (x)Z+ (y)_= 2_- C = A2.dt /
The proof of the third equation of (23) requires the evaluation of
from Equation (22):
2-- (s)_
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Using Equations (14) to eliminate _ and _, and the first two equa-
tions of (23) to eliminate ± and :_, we obtain the desired result.
We note that an alternate approach would be to use the first two
equations of (23) as definitions of a transformation without reference
to Equation (22). In this way we have x =- hcosz,:y-- Asinz and
consequently _ = _, cos z - hz: sin z and _ = J_sin z + A z cos z, from
which Az can be obtained; Az = j_ cos a -- _ sin z. By the same elimina-
tion process as before we can obtain the third equation of (23).
Equations (23) represent the third-order version of the problem in
the form of three first-order differential equations with x,y, z as
dependent and t as the independent variable. The significant fact is
noted that these equations can be written as
= _(x,y,z),
(25) 2¢-- ¢/(x,y,z),
:= x(x,y,z).
That is, the right-hand members do not contain the time. This fact
allows a physical interpretation of the equations by an analogy and
also assures further reduction of the order by elimination of the time.
Consider a flow field with velocity vector v-= v-(F, t), where Fis the
position vector and t is the time. This velocity vector gives a descrip-
tion of the flow field since at every point Fin the field, at any time
t, the velocity can be evaluated--excepting singular points. A flow
field is called steady if
0v-
-- 0,
Ot
i.e., if none of the velocity components depend explicitly on the time.
The velocity components defined by Equations (25) can be inter-
preted therefore as the description of a steady flow field.
The continuity equation of hydrodynamics is
ap
---f- div(pv) = O.
at
where p is the fluid density. For an incompressible fluid p = constant
and the continuity equation becomes
div F= 0,
or using the notation of Equations (25)
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q_x-_ _y_- )_z _--- 0.
Since the _, ¢, × velocity components, as given by Equations (23)
satisfy this equation, the dynamical problem is analogous to the
three-dimensional steady flow of an incompressible fluid.
It should be remarked that the flow is not a potential flow since
curl b-_ 0;
direct computation of the six partial derivatives _y, _,, Cx, ¢,, xx, Xy
from Equations (23) will establish this.
The function A contains C, therefore Equations (23) will deter-
mine a flow field for each given C value. By changing the constant
of integration, C, the streamline picture will change. For a given C,
Equations (23) will determine the totality of motions of the dynam-
ical system and also the corresponding streamlines, providing that
the inequality.
ds_ "2= 2_(x,y) - C > 0dt / =
is satisfied.
The streamline representation is singular when A = 0 or when
A-_ co. The first case corresponds to zero velocity, the second to
collisions at P_ or P,,.
Poincar6's original flow analogy is similar to but not identical in
detail with the one just given, and should be mentioned also. Let
x = x,, y = x.2, £ = x j, and y -- x4. Then the equations of motion can
be written as
£1 _--- X3,
£2 _ X4,
O_(x_, x2)
£a -- 2X4 +
Ox_
O_l(x,, x2)
£4 = - 2x3 ÷
Ox2
or
._i = Fi(x,, x2, x._, x4),
It can be seen that div v-= O, i.e.,
i= 1,...,4.
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_ OFi
i=1 OX-_ = 0,
so we are dealing with the four-dimensional, steady stream-line flow
of an incompressible fluid. The actual motion of the particle corre-
sponds to those streamlines which lie on the
x_ + x_ - 2_(xl, x9 + C = 0
dx dy dz(26) - -
¢ ¢ ×
from which
dz x
(27) dx - ¢_"
On the other hand Equation (22) gives
dz d y"
(28) dx- dx arctany' - 1 + (y')Z'
where y' = dy/dx.
Substituting for x and ¢ in Equation (27) their expressions as
given by Equations (23), eliminating z by Equation (22) and
equating the right sides of Equations (27) and (28) results in a
second-order differential equation describing the dynamical system
(excepting at points where the transformations are singular):
(29) Y" _ 1 + (y,)2 [Ay-- Axy' _ 2(1 + (y,)2)_/2].
A
It should be noted that elimination of time and use of the Jacobi
integral can be combined and the above second-order differential
equation can be obtained in a single step directly from the original
fourth-order system. The general solution of (29) will contain the
following three constants of integration: C which is included in A
and the two constants which enter when (29) is integrated. The
complete solution of the original fourth-order system requires the
determination of the time dependence of the variables. This process
will result in the fourth integration constant. To establish the time
dependence, we write the Jacobi integral as
three-dimensional hypersurface.
Equations (25) can be written as
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(x)_[1 + (y')_] = A",
where the 20= _y' relation was used. The time is evaluated from
the last equation as
_" (1 + (y')_)"_t = dx -71-C4oJ A
Here y' and h(x,y) are functions of x only since y(x) has been
obtained from Equation (29).
Regularization of the restricted problem. The main purpose of this
section is to show how regularization is performed within the frame-
work of canonical variables utilizing the concept of the extended
phase space. We will conduct the discussion on a generalized level so
that the reader can use this section as his starting point for the
solution of new problems.
The treatment starts with the Hamiltonian in a rotating rectang-
ular Cartesian coordinate system:
1
(30) H = -_ (p_ + p_) + q2P_ - q_P2 - F(qb q2),
where q_, q2 are uniformly rotating Cartesian rectangular coordinates
(corresponding to x and y of Equation (14)), and Pl, P_ are the con-
jugate momenta (p_ = x- y, P2 = Y + x). We also recall that the
gravitational part of' It is
F_I-" ___,
rl r2
where
(31) r_= (q_-,)_+q_, and r_,= (q,+l-g)Z+q_,.
The generating function to be used is a so-called extended point
transformation:
(32) W3 = p,f(Q,, Q2) + p._g(Q,, Q2),
where f and g are conjugate harmonic functions of the new coordin-
ates QI and Q2-
The corresponding transformation equations are
0 Wa 0 W_(33) qi- and Pi- i= 1, 2.
Opi oQi '
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First the coordinate tranformation is performed in the phase space
then the transformation in the extended phase space is executed.
Equations (32) and (33) give
1
P_ + P_ = _ (P_ + P_),
where
(ar 
D(QI, Q2) = \oQ1/ + \oQ7/ "
The new Hamiltonian also requires the computation of the q2Pl
-P2q_ term, which is obtained by substitution:
1 0 0
Therefore the new Hamiltonian becomes
0 0 _ Q_)_,(34) H= _D[P_ + P_ + (P1_-_2- P2_-_1 ) (g'_+ f') F(Q,,
J
where in computing F we write [ in place of q_ and g in place of q2 in
Equations (31).
The equations of motion are
Q1 = 2P_ + _-_(f + g_)
(35)
0 ._ g_)l'Q2 = _D[ 2P2 - _-_1(/ +
p, OH
OQI '
(36)
OH
oQ2 "
Inspecting the last term of H we realize that Equations (36) have
singularities at the primaries.
In the extended phase space we have the Hamiltonian
(37) r=Pa+ 1 p_+p_+ p,__p2 (f_+g'_)
- F(Q,, Q2),
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and the equations of motion are reducible to Equations (35) and (36).
We now introduce £* = DF and obtain
= p a _p a g2)] DF_,
and with this the equations of motion using the new time variable
(D can be established. The relation between dt and dt-is dt = Dd(
since r* = Dr. Denoting derivatives with respect to d[ by primes,
we have
OF* Ol'*
Q_- aPi' P[- aQ;' i=1,2,3,
or
1 0 2
Q_= P_+_([ +g'_),
1 0 .,
(39) q._ = P2 - _ _ ([ + g2),
QJ = D.
The last equation is dt = Dd(as expected. Introducing
¢(Q,, Q2) = [(q_, q._) + ig(q_, q2),
and
i_,1_ = [_+g_,
the second set of the Hamiltonian equations of motion becomes
P( = - Pa_- P' aQ,aQ._ P2_ IolZ+ _TQ](DF),
= _ p OD _ az a z a
P_ = 0.
The last equation expresses the fact that H = constant. The singu-
larity problem appears in the last term of the first two equations of
the system (40) and it can be solved by selecting the proper D func-
tion, i.e., specifying [ or g.
Equations (39) and (40) represent a sixth-order system, or
omitting the last equation in both groups, we have a fourth-order
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system of equations which is equivalent with Equations (14). To
show this the reader will have to compute Q7 and Q_' from Equations
(39) and substitute in the resulting equations the values of P_ and
P_ as given by Equations (40). The two second-order equations
obtained this way are
or
(42) - P3+/_= _ C2
Substituting Equation (42) into (41) gives
0
(43)
Finally, using u for QI, v for Q2, _(Q,,Q2) for D, and it* for
D(fl-C/2), we have
u" -- 2hv' = fl*,
(44)
v"-k 2Xu' = _*,
a special case of which is Equation (14), viz. h -= 1.
Generalization of the problem. Equations (44) represent the re-
stricted problem in the (u, v, i) system which is obtainable from the
(x, y, t) set of variables by the relations given in the previous chapter.
It is essential to note that the type of regularizing transformations
introduced does not change the general form of the equations. This
remarkable invariance suggests the importance of the equations of
the type given by (44). But one might go even further in the general-
oQ,
(41)
Q_' + 2DQI= O-_-D(_I¢aI"- P3+ F)OQ2
For further comparison we recall that I_1_- - q'_q-q_= r"e by
Equations (33). From this it follows that
1 1
 l¢l' - Pa+ *_-- _ - _u(1 - _) + H,
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ization of the problem. The class of dynamical problems described by
the Lagrangian
1 ,-2
(45) L = _(ql -_-(_) +q,a(ql,q2) + q2_(ql, q2) -[- "Y(ql, q2)
leads also to equations like (44), since the equations of motion will
contain only certain combinations of the three functions a, _, _; i.e.,
the dynamics of the system can be represented by two functions
only--corresponding to ), and _*
Another example leading to Equations (44) is the elliptic restricted
problem, also called the semirestricted problem. Here the primaries
move on elliptic orbits instead of circles. By selecting proper vari-
ables this dynamical problem is also reducible to equations identical
in form to Equations (44), with the important difference that the
dependent variable appears explicitly in _*.
Generalization of the variables which describe the dynamical
system and generalization of the dynamical system itself leaves
Equations (44) invariant, as I have demonstrated with some
examples above. Equations (44) describe the conventional probl_me
restreint in a Cartesian rectangular synodic coordinate system with
),---1, with appropriate l_ and with the time as the independent
variable. If _, = ),(u,v) and the time is transformed as described in
the previous chapter, we obtain the regularized equations of motion.
With X _ 1 and with the true anomaly as the independent variable,
the elliptic problem is represented. Finally with X = _(_q,- a¢))
Equations (44) represent all dynamical systems whose Lagrangian is
given by Equation (45).
The general importance of Equations (44) in dynamics was recog-
nized by Poincar6 and by G. D. Birkhoff. The presence of the first-
derivative terms (referring to either Equations (44) or (14)) render
these equations irreversible since changing the sign of the indepen-
dent variable does not preserve the equations. The structure of the
equations is such that as long as the independent variable does not
appear explicitly in _, an integral of the system is always available
for any _, function. This is not surprising since the appearance of the
function is not an essential part of the dynamical description of the
system. The major difficulty of the dynamical system originates
partly from the fact that _ _ 0 and partly from the complexity of the
(or l_*) function.
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If the problem is changed into the discussion of a single-degree-of-
freedom dynamical system, the situation is alterad completely and
one gets _ = f(x), an unquestionably uninteresting equation.
The essential features of two-degrees-of-freedom irreversible
dynamical systems are therefore contained in the equations
- 2:9 = _,
+ 2/c = t2y.
The fact that these equations also describe the restricted problem
of three bodies is rather significant since the restricted problem
occupies a critical place in celestial mechanics being the simplest
nonintegrable problem of definite physical importance.
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George Contopoulos
Problems of
Stellar Dynamics
B67 14419_. .
I. Introduction. Stellar dynamics is a relatively recent branch
of dynamical astronomy. It has been developed mainly in the
present century as a part of astrophysics. Many authors have
considered dynamical problems in their study of stellar clusters,
the Galaxy and the other galaxies, or clusters of galaxies.
However there are some books devoted exclusively to stellar
dynamics as a special discipline.
Smart's book, Stellar dynamics [1], deals mainly with the kine-
matical aspects of stellar dynamics, namely the solar motion, the
two star-streams and the ellipsoidal theory of stellar velocities, the
statistics of the distribution of stars around the sun, etc. Only a
minor part is devoted to the dynamical problems of stellar clusters
and of the Galaxy. However this book includes a lot of useful
material.
A classical book in stellar dynamics is Chandrasekhar's Principles
of stellar dynamics [2]. Chandrasekhar's book is mainly devoted
to his own work on stellar systems. He finds first a complete formula
for the time of relaxation of a stellar system, and then he discusses
at length the quadratic solutions of Liouville's equation. Some
applications of his work on the dynamics of the clusters and the
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Galaxy are very interesting. The Dover edition of this book contains
also Chandrasekhar's discussion of dynamical friction and an ex-
position of his views concerning the statistical mechanics of
stellar systems.
A broadly similar pattern is used by vonder Pahlen in his
Einfithrung in die Dynamik yon Sternsystemen [3]. However,
von der Pahlen insists more on the observational part of stellar
dynamics.
A rather different approach is due to Kurth, An introduction
to the dynamics of stellar systems [4]. Kurth discusses the three
main approaches to the problems of stellar dynamics, the n-body
problem approach, the continuum approach, and the statistical
approach. He gives a number of interesting theorems concerning
the first two approaches (some of them not well known before),
but he disregards completely the third approach, which he con-
siders as impossible.
Galactic dynamics has been considered by B. Lindblad in a
very good review pape r in the Handbuch der Physik [5]. A rather
short review, Recent developments in stellar dynamics, is given by
Camm in Vistas in Astronomy [6].
Two Russian books on this subject have appeared lately. One
is Ogorodnikov's The dynamics of stellar systems [7]; this is to be
published in English by Pergamon Press. It deals with the kine-
matics and dynamics of stellar systems in general and of the
Galaxy in particular.
The second book is Idlis' Structure and dynamics of stellar
systems [8]. It deals with the dynamics of the Galaxy and of the
other galaxies, considered as stationary stellar systems.
In general all these authors consider stellar dynamics quite
separately from classical celestial mechanics. However, both
stellar dynamics and celestial mechanics are parts of dynamical
astronomy. Their subject matter is essentially the same--the
gravitational interaction of a number of material bodies--and
some of their methods are similar.
Of course there is one important difference between them. The
number of gravitating bodies in the case of stellar dynamics is much
greater than in celestial mechanics, and this introduces a number
of new and very difficult problems. In order to discuss these new
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problems, new methods have to be introduced in many cases.
However, there are many cases where stellar dynamics can profit
from the methods and experience of the classical celestial mechanics
and, likewise, methods developed in stellar dynamics can be
applied to problems of the solar system.
This interchange of ideas has not been done to a satisfactory
degree until now. It would be profitable to bring these two
disciplines much more closely together into a unified whole.
The present chapter contains essentially my lectures at the Yale
University Observatory in 1962. It deals with some of the major
problems in this field and indicates the points where research is
under way or should be desirable. Further it gives the necessary
references until 1962, or 1963 in some cases.
Three different techniques have been used in most work in stellar
dynamics. Our treatment will discuss these more or less separately,
and we now indicate what the three are.
(a) The n-body problem approach. Any stellar system is com-
posed of n gravitating bodies, interacting according to the law of
Newton. The equations of motion can be solved numerically if the
number of stars is small, and this often gives an adequate solution
of the problem. Such integrations have been done lately by S. von
HSrner [9], [lg] and have given interesting results.
However, if the number of the stars is great, even the most
powerful electronic computers are unable to calculate their motions.
On the other hand one can find a number of general theorems about
a system of n bodies that can give us some information about the
behavior of the system in general. Such theorems are the virial
theorem and the theorems of Poincar_ and Hopf. Unfortunately
no complete description of the behavior and the evolution of stellar
systems can be effected by the available theorems. Therefore the
most accurate method of dealing with the problems of stellar dy-
namics is, in general, insufficient.
(b) The continuum approach. When the number of stars in a stellar
system is big enough we may consider the system as a gravitating
continuum, i.e., we may consider the smoothed out gravitational
field that we would have if the stars were pulverized and their
matter distributed evenly in the interstellar space. More accurately,
we consider that the phase space is evenly filled by points repre-
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senting the positions and velocities of the stars in the actual space.
This procedure is justified as regards the action of the distant
stars on any single star of a stellar system; because in that case
the potential of a great number of stars is almost the same as that
of a gravitating continuum. However, this approach neglects the
interaction of a star with its neighbors. In a close approach of two
stars, their motion is influenced mainly by each other and the action
of the distant stars may be considered only as a perturbation. This
is the main limitation of the continuum approach.
However, in most stellar systems the time of relaxation is very
great, so that in the mean the close encounters have a relatively
small effect on the dynamics of the stars. In general a star can
make at least some revolutions (sometimes a great number of revolu-
tions) around the center of the system before its orbit is changed
appreciably because of close encounters with other stars.
(c) The statistical approach. In most cases statistical methods are
used in stellar dynamics. The calculation of the time of relaxation
or of the mean free path of a stellar system, and the study of the
distribution of velocities or of the density distribution of a cluster,
require such methods. It is true that this approach has one basic
difficulty; a consistent definition of probability is, in most cases,
not given. However the statistical methods have given many in-
teresting results about stellar systems in general. The verification
of these results is one of the main problems of stellar dynamics
at the present moment.
II. The n-body problem approach.
1. The Virial Theorem. The classical virial theorem is due to
Lagrange and Jacobi. Lagrange was the first to apply it in the
problem of three bodies; Jacobi applied it to the n-body problem.
The equations of motion of the n-body problem are
av
mi Yci= -- --,
ax_
aV
(1) miyi = - --, (i = 1, 2, ..., n),
Oy_
aV
mizi = - --,
Ozi
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where
(2) V= - -G __. __. rnim_ (i # j)
2 i_l 1=1 rij
is the total potential energy of the system and ro is the distance
between the stars i and j.
Let the distances of the n bodies from their center of mass be
ri; then the moment of inertia about the center of mass is
(3) J = _ mif_.
i=1
By differentiating it twice we find
n _1 _r'= _-_ m_r2 + m_.
2 i=1 i=1
(4)
But
(5)
n
_, mi?_ = 2T,
i=1
where T is the kinetic energy of the system with respect to its
center of mass.
Further
mir-i r'--'i= Z mi(xi_ci -4- Yi_¢i + ZiZi)
i=1 i=1
(6)
_ _(ov ov ov)xi + -- •+ zii=1 dyi y'
and this last quantity is equal to V, because V is homogeneous
of degree - 1 with respect to xi, Yi, z,.
Hence
1 ..
(7) -J=2T+ V,
2
and as T+ V= E (the total energy), we get
1 ..
(8) -J=E-4-T=2E- V.
2
This is the Lagrange equality.
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If a system is stationary, so that its form does not change in
the mean, then J---0 and
(9) 2T+ V= O.
This equation is usually called the Virial Theorem. A more general
form of the same equation is
(10) (2T) + (Y) = 0,
where the symbol ( ) means time average for t--* _. This equation
is valid when a system remains bounded. It would be valid also
in a system expanding slowly, so that ¢]--_ const. (J--_0). But such
a case is probably exceptional.
Some important consequences can be drawn from the Lagrange
equation. If E > 0, then ½J'> E > 0.
Hence J>2Et+c and J>JEt 2+ct+c', where c and c' are
constants. Therefore J--_ _o as t--_ co, and if _ is the greatest
mass of any star,
n
(11) _ )-'_ r_ _> J;
i_1
i.e., the distance of the representative point (x.yi, zi) (in the space
of 3n dimensions) from the origin tends to infinity.
r2
o 5
FIGURE 1. Oscillations of Two Stars
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This does not necessarily mean that one star will actually escape
from the system; in fact, although the sum of the squares of the
distances of all the stars from the center of mass increases con-
tinuously, the individual distances may oscillate in such a way
that no star actually escapes from the system. This fact is illustrated
by Figure 1, where the distances of two stars from the center of
mass oscillate alternatively with increasing oscillations. In real sys-
tems once a star has gone very far, it comes under the influence
of other fields and can be considered as lost from the original system.
However it would be of great theoretical interest to determine
under what conditions oscillations of the form of Figure 1 are pos-
sible in an isolated cluster.
It has been assumed by some authors that the escape of stars
from a cluster must be effected in pairs or even triples, in order
that the center of mass should not move. However this is not neces-
sary. It is most probable that only one star is ejected at a time,
while the rest of the cluster recedes with respect to the center of
mass so that the equalities
n
i=1 i=1 i=1
persist.
If E > 0, and one star is ejected, it is most probable that the
energy of the remaining cluster with respect to its new center of
mass is again positive; therefore another star also will probably
be ejected, and so on. It is for this reason that stellar systems of
positive energy are disintegrating. Such systems are the associa-
tions which are expanding with rather big velocities and disintegrate
completely in some millions of years.
If E < 0 there is almost no known criterion to decide whether
a stellar system will eject stars or not. A partial answer to this
problem is given by Hopfs theorem, that is mentioned below.
Further work on this problem has been done by Chazy [ll], [12],
[13] in the case of the three-body problem, and by the Russian
authors Khilmi, Merman, Schmidt, etc. A book by Khilmi, Quali-
tative methods in the many body problem, has recently been translated
into English and German [14]. One can find there references to the
Russian literature on the n-body problem. Further a Review of
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Soviet celestial mechanics literature including a great amount of
material has been published by the U.S. Department of Com-
merce [15].
A number of systematic generalizations of the classical virial
theorem have been given lately by Chandrasekhar [16], [17].
These are the tensor virial theorem, and the virial theorems of
order higher than the second. The virial theorem for the n-bodies
in the post-Newtonian approximation of general relativity has
been considered by Chandrasekhar and Contopoulos [18].
If we multiply the first equation of the system (1) by Yi and
add all the terms with different i we get:
__. n OV(12/ mixiyi = - Eyi
i=l i=1 f_Xi
or
n d n . . n _y.m,-- - Z ,y, ± am, x,x,Ii-1 dt (_ciyi) i_l mixiyi = - r_
_ '= j=l;j/i
(13) _ 1 _ _ Gmimj(xi - '3.xi)(yi - Yj)
2
If we write
1 _ _ Gm,mi(x,- xi)(y,- yj)
(14) 2 i=l i=l;j,_i ra = V_
and
n
1 Emixi) i = Txy,(15) 2 i=_
then
(16) 2T,_ + Vxy = __, mid (xiYi) •
i=l
Vxy and T_ are the potential energy tensor and the kinetic energy
tensor respectively.
In general if we multiply the first equation of the system (1)
by . bcXi YiZi and add the corresponding terms we find
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(17)
or
n
= __ x"'X a bz cOV
_f-_-miYcixaybz[ 2-, iYi i_ixi,
i=1 i=1 "
_ m "J(.2xa 1. bzcmixix?ybz c - a Z.., i i i Yi i
t._ i=1 i=1
(18)
n n
x--, m .ic • x a b-lzC _ cZ • • a b c-1-b2.., i iYi _Yi _ mixizixiyizi
i=1 i=1
= _ _ _ Gmimjx_y_z_(xi- x i)
i=1 j=l;j¢i r3
xjyjz))(xi- xj)1_ _ Gmimj(x_y_z[- a ,c
2 i=1 j=l;j¢i r3
But if we set
(19) xi = xi A- (xi- xj),
we find
Yi = Yj + ( Yi- Yj), zi= zj + (zi- zj),
(23)
n
• a "b'c d e [Z mixiYiZixiYiZt = Ta_;de!
i=1
Gmimi(xi - xj)_( yi - yj) b(zi - zj) Cx/y_iz[
d
d_ TI_;_ = aT_;a_l,_ + bTllo;a,b 1,c + CTlo1;ab,c 1
a--1 b-1 c-1
+EZE C;CqCr gp+l.q,r;a-b,b-q ....
p=l q=l r=l
Yabc :de[,
Thus if we write
(21)
and
n n1
(22) - _ E E
i=l j=l;j,_i
we find
a b c a b c
Xi Yi zi -- xj y) z i
(20) a-1 b-1 c 1
=ZZEr_a,r',b:_capb-q ....t_i,%UrXi Yi Zi tXi-- Xi)P(yi-- yj) q(zi-- Zj) r.
p=l q=l r=l
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FIGURE 2. Integration Element in a Star Cluster
(a) Applications of the Virial Theorem. A well-known application
of the classical virial theorem is for the determination of the mass
of a cluster in a stationary state. If we define a mean square velocity
by the formula T = Mv'_/2 where M is the total mass, Equation
(9) for a system of stars of equal masses gives
G _ _ mirni _ Gn(n-1)m2 GM"
(24) Mv-_r= 2 i=l j=l;j_i rij r* r*
where r* is defined by
(25) n(n- 1) _1 _ _ 1
r* 2 i=1 j=l;j_i rij"
We call r* the radius of the cluster; this is defined accurately
enough in the case of spherical clusters by a method devised by
M. Schwarzschild [19] which is based on star counts on a photograph
of the cluster(I).
Let the number of star images between two parallel straight lines
whose distances from the center are q and q + dq be S(q)dq (Figure
2). These images are the projections of all the stars between two
parallel planes. On each plane the curves of constant density p are
circles of radius z = (r 2 - q2) 1/2. Thus
(1) Chandrasekhar, Kurth and others give a radius R* that is approximately
equal to one half of r*.
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L(26) S(q) dq = o27rzdzdq.
But we have zdz = rdr; therefore
(27) S(q) = fq _ o 27rrdr.
Instead of _ we may set as upper limit a visible boundary of
the cluster, say r_.
The gravitational potential of the cluster is
(28) V= - _ GM(r) 4_rr2pdr = 2G M(q)dS(q),
r
because
(29)
Hence
dS(q) = -- p (q) 2_rq dq.
(30) V= [2 GM (q) S(q) ]$ - 2G foo _ S(q) 47rq2pdq.
The first term is zero because M(0)--0 and S(_o) = 0 (at the
boundary). Therefore
V = - 4Gfo _ qS(q) dS(q)
(31) = [26qS2(q) ]_ - 26fo ° _ S2(q) dq
fO _= - 2G S2(q) dq.
On the other hand
(32)
M= foo_4_rr2pdr = -2 fo_qdS(q)
= [- 2qS(q)]_-k 2fo_S(q)dq
= 2fo_S(q)dq.
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Hence the formula
(33)
GM 2
V-
r*
gives
(34) r* - 2(j(;_Sdq) 2
Jo'° S2 dq "
From equation (24) we get
(35) M = --
r*7 3r*-_-_
G G '
where (7_) _2 is the root mean square radial velocity, that is
measured spectroscopically. This method has been used success-
fully for finding the masses of the globular clusters.
The same method has been used lately to find the masses of
clusters of galaxies. There, however, a serious discrepancy has been
observed. If M is the mass of the cluster and n the number of the
galaxies, the mass of each galaxy is calculated from the iormula
m = M/n. On the other hand the masses of the individual galaxies
can be found by measuring spectroscopically the rotational velocity
of each galaxy with respect to its own center of mass. However the
masses found by the latter method are much smaller than the
masses calculated by means of the virial theorem. Two main ex-
planations of this discrepancy have been proposed. One is that the
virial theorem is not applicable in this case because the system is
rapidly expanding, so that J > 0 (not only d > 0). Then
1 j= M (g2 GM_ r*v-Jr* / >0 and M <- G .
This view has been advocated by Ambartsumian 120]. The second
explanation is that the clusters contain a great amount of inter-
galactic matter (or the galaxies extend much further than the limits
that can be reached spectroscopically); therefore the mass of the
cluster is bigger than the mass of the observable parts of its galaxies,
M>nm.
A lengthy discussion of these views took place at the Santa
Barbara Conference on the Instability of Systems of Galaxies in
1961 [21]. No definite conclusion has heen reached yet.
PROBLEMS OF STELLARDYNAMICS 181
Chandrasekhar and Lebovitz [22], [23] have applied the tensor
virial theorems in problems concerning the equilibrium of rotating
fluids.
A few applications of generalized virial theorems to nonspherical
systems have been given by van Wijk [24] and King [25]. Further
extension of this work should be useful.
Limber [26], [27], [28] has given a form of virial theorem that
takes account of the interstellar matter also.
2. Poincar$'s Recurrence Theorem. One of the most important
theorems concerning the long range evolution of certain dynamical
systems is the "recurrence theorem" of Poincar_. This theorem has
been given by Poincar_ in his Mgthodes nouvelles de la m_canique
c_leste [29, Chapter 26]. Its most accurate form, however, is due
to Carath_odory [30].
Suppose that we have a continuous, measure-preserving flow in
a space of N dimensions, defined by the equations
xi = ¢/(x0, t),
where Xo(Xlo, X2o,...,XNo) gives the initial conditions for t= 0. We
assume that ¢(_(x0, tl), t2) = ¢(x0, tl + t2), where _ represents the set
of functions _1, _2, "- -, CN-
Also let there be an invariant set It with finite measure M (i.e.,
the trajectories issuing from all the points of _ are contained inside
_). We can assimilate _ to a closed vessel inside which moves an
incompressible fluid.
We shall prove now that the trajectories issuing from almost any
point x0 of _ come an infinite number of times in the neighborhood
of x0. More accurately, x0 is a point of accumulation of the points
(images) q_(x0, T), ¢(Xo, 2T) -.., where T is a definite positive or nega-
tive number. "Almost any" means that the measure of the excep-
tional points, where this property does not hold, is zero.
Suppose that we have a set w of points x0 of measure m, inside
_. The set of the points q_(Xo, T), where x0 C w, has the same measure
m. Let this set be written ¢(w, T). We shall prove that any set w
of measure m > 0, has points in common with ¢(w, qT), for some
value of q.
In fact, if w and q_(w, T), ¢(w, 2T), ..., ¢(w, qT) have no points in
common, then their total measure is (q-k 1)m. This, however, is
greater than M if q-k 1 > M/m; therefore some sets of the above
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sequence have a common part, e.g., _(w,q,T) and ¢)(w, q2_-). But we
know that V(¢(x0, (q2 - ql)r), q,r) = _b(Xo,q2r), i.e., to the above com-
mon part there corresponds a common part between w and
¢(w, (q2 - q0 T). (See Figure 3.)
FIGURE 3. Overlapping Sets
Suppose now that Ad is the set of the points x0 all of whose
images have a distance from Xo greater than d > 0. We shall prove
that the measure of Ad is zero. In fact, if m (Ad) > 0 we may separate
A into a number of sets whose greatest dimension is smaller than
d. Then the measure of at least one of these sets, w, is greater than
zero. But we have proved that this set has points in common with
_(w, qT) for some q. This means that for some points of w the
distance from their images is smaller than d, contrary to our as-
sumption. Hence m(Ad) = O. This is true for each d; therefore the
measure of the points whose images do not come arbitrarily near
to them is zero.
The theorem of Poincar6 does not mean that such exceptions
do not occur. It means only that the probability of these excep-
tions is zero, with the measure-theoretical definition of probability.
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3. The Theorems o[ Hop[. If there is no invariant set _2 of finite
measure then we have a generalization of Poincar_'s theorem due
to Hopf [31].
Hopf calls "escape points" the points whose images ¢(Xo, r),
_(x0,2r), ..- have no accumulation point in _. Then according
to the Weierstrass-Bolzano theorem these images will have a point
of accumulation at the boundary of _. On the other hand the
points that are accumulation points of their images are called
"recurrent points." Then Hopf's first theorem states that almost
all the points of _ are either recurrent or escape points. It can be
proved further that the escape points which do not go to infinity
form a set of measure zero. Thus almost all points of ft are either
recurrent, or they go to infinity.
Of more importance is Hopf's second theorem. In order to
state this theorem we distinguish between the two directions of
time and call a point recurrent or escape point with respect to
the past or the future. The second theorem of Hopf states that
almost all the points that are escape (or recurrent) points with
respect to the past are also escape (or recurrent) points with
respect to the future.
Let B be the set of the escape points with respect to the past
inside any bounded set Ui C _. B is the union of the sets Bn, where
Bn is the set of points Xo, whose images (x0, - qr) are all outside
Ui for q > n. Then Bn has no points in common with the sets
¢(Bn,- qT), ¢(B_,- 2qT), ..., and consequently any two such sets
have no point in common. It follows that Bn, ¢(B_, qT), ¢(B,, 2qT), ...
have no point in common either; for otherwise B, should have
points in common with some set ¢(B,,- q'qr). Then it can be
proved that almost all points of Bn are escape points with respect
to the future; in fact if we separate _ into bounded sets Ui, there
cannot be a subset of points of B, of positive measure that have
accumulation points in any Ui, because then some images of' Bn
should overlap, according to the first part of Poincar_'s theorem
and we have seen that this is impossible.
We conclude that almost all the escape points with respect to
the past are also escape points with respect to the future. Further,
as almost all points are either recurrent or escape (in both directions
of time), almost all recurrent points with respect to the past are
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also recurrent points with respect to the future.
Hopf's theorem does not exclude orbits of the form 4a that
are neither recurrent nor escape, or 4b, that are escape points
with respect to the future only (see Figure 4), but states that such
orbits have a probability zero.
b
a
FIGURE 4. Exceptional Orbits
4. Applications of Poincar_'s and Hop['s Theorems. Poincar_'s
theorem can be applied to the motion of particles in a stationary
field only if there is an invariant set of finite measure. In general
this happens if the potential energy V has a lower bound. The
set _ of points whose total energy is between two finite limits
a < E < b is invariant, because the energy E is invariant along
any trajectory of the representative point in phase space (i.e.,
the point that represents the positions and velocities of all the
particles). If V has a lower bound VB, then
VB< V=E- T<b- T<b;
hence
T< - V_+b,
i.e., [xi], l Yil, Iril are all bounded.
Further, Vn < V <b, and if we take b < V_, then the space
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coordinates that satisfy this inequality are bounded; hence
is bounded.
We must also state that in this case the flow in the phase
space(2) F of the system is measure preserving. We have
dxi dJci 0 V
(36) - :_i, - (i = 1, 2, ..., n)
dt dt Oxi '
and the expression
O)Ci O))i . OZi 0 0
i=l
is zero, because all the terms are zero. This is a special case of
the following theorem: If in a system of N differential equations
ic = [(x,t) we have the condition
_Of_= 0, then A =
i=1 Oxi
D(xl, x2, ..., xN)
D(xl0, x20,"" ", XNO)
=1,
where x is a solution of these equations and Xo the initial conditions.
This theorem is easily proved if we remark that
n
o_ _ z_E if__L=o.
Ot _=_ Ox_
Then the measure fMdX (in N dimensions) of a set of points
that occupy initially a set of measure fModXo is fMdX = fM oAdxo
=fM0dx0, i.e., the flow is measure preserving (incompressible).
In the case of the n-body problem we have a measure preserving
flow; however, the potential V has no lower bound. In fact, near
the gravitating bodies V--_ - co, and the corresponding velocities may
increase beyond any bound; therefore in the n-body problem there
seems to be no invariant set of finite measure.
However there is at least one exception: this is the case of the
plane restricted 3-body problem [32, p. 206-207]. Then E
= (x_+ X_)/2 + V, where V= (r2/2) - (u/rO - ((1- ts)/rz), (r, ri,
r2 are the distances of the moving point from the origin and from
the masses u and (1- u) respectively). If r, ri, rz are constant,
(2) We distinguish between the phase space of the molecule (u-space, Boltzmann),
that has 2r dimensions, where r are the degrees of freedom of each molecule, and
the phase space of' the system (F-space, Gibbs) that has 2rn dimensions.
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V is constant. Then the inequalities a < E < b are written 2 (a - V)
<:x_+2_<2(b- V); i.e., the point (21, 22) is inside a circular
annulus of measure _([2(b - V)]- [2(a - V)]) = 2_(b - a), and
this is independent of xl, x2. Hence if the xl, x2 space is finite (this
happens e.g., near each one of the two masses, inside the corre-
sponding closed Hill's curves, where V is smaller than a certain
value c), then the invariant set _ in the phase space has a finite
measure; therefore Poincar_'s theorem can be applied.
However the corresponding measure of the _tl, 22, x3 space in 3
dimensions tends to infinity as V--_ _.
Some recent results of the Russian mathematician Arnol'd [33]
indicate that in most cases of the 3 or n-body problem in 2 or 3
dimensions there are boundaries in finite distance that the moving
point cannot cross. Therefore in these cases Poincar_'s theorem
is applicable and the system is recurrent.
In the most general case we can apply Hopf's first theorem and
state that in the n-body problem either the system is recurrent
so that it returns an infinite number of times near its initial state,
or the representative point goes to infinity. The exceptional cases
of nonrecurrent systems whose corresponding points do not go to
infinity, have a probability zero. Hopf's second theorem now states
that the corresponding points of almost every system will go to
infinity if and only if' they have come from infinity. This means
that if a star escapes from a system, then either this star or another
one was captured by the system, or the system was initially oscil-
lating in the opposite way to that shown in Figure 1. Similarly
the capture of a star by a cluster is, in general, temporary, and the
system ejects later one star (not necessarily the captured one), or
it becomes oscillating in the above sense.
A similar theorem was proved earlier by K. Schwarzschild 134]
who found that the captures of comets by Jupiter are only
temporary (_).
Another consequence of Poincar_'s and Hopf's theorems is that
a stellar system cannot tend towards a special final form unless it
(_) See also Chazy [13, p. 421ff. I. Chazy asserts that if a third body approaches
a binary system from infinity it cannot torm a stable triple system, or cause the
disruption of the binary, or even be captured by one component of the binary
while the other component escapes. However it seems that the last two possibilities
exist. L. Becker 135], [361 calculated some orbits in the 3-body problem that
resulted in the capture of a third body by a binary, while one of the components
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is either stationary or it is disintegrating. E.g., a rotating system
cannot become flatter, if only conservative forces are applied. In
fact, the flattening of the stellar systems must be ascribed to the
friction of the prestellar gas. We mention some other applications
of Poincar_'s theorem in §III.3. These examples show the usefulness
of topological methods in some problems of stellar dynamics.
5. Some Problems. Some unsolved problems should be mentioned
in connection with the above theorems.
(a) If for very small distances the law of attraction of two stars
is changed so that V does not tend to infinity, then one might
apply Poincar_'s theorem and state that all stellar systems are
recurrent. But then the stars should not approach beyond a certain
limit; e.g., they should never collide physically. This shows the
connection between the problems of escape and of very close
approaches in a stellar system. It should be of the greatest interest
to find under what conditions the distances of the stars of a given
system never become smaller than a given amount.
(b) As the criterion of Hopf cannot be verified in general (except
in the case of recent captures), we need more practical criteria in
order to determine whether a given system will eject stars or not.
By applying the statistical methods of the third chapter we shall
see that in general a stellar system will eject stars. However, as
the dynamical phenomena are time reversible, this means that it
is equally likely to have an ejection in the inverse direction of time,
i.e., a capture. This is the main idea underlying Hopfs second
theorem. But it seems that the phenomenon of escape is very rare,
and one should not disregard the possibility that in some cases of
isolated clusters it never happens. In fact the numerical calcula-
tions of von HSrner, that we shall mention later, show that escapes
of stars are much rarer than it was generally believed until now.
There are some reasons why the escape of stars is a very im-
probable phenomenon. If the velocity of a star gradually increases
because of close encounters, the star moves to the outer parts of
of the binary escaped. Further O. Schmidt, Khilmi and other Russian authors
proved, by means of numerical calculations also, that a third body can cause the
disruption of a binary. If then we invert the time direction we find that 3 stars
moving in special hyperbolic orbits can form a binary (see [14], [15[, [37]). This
phenomenon has a probability greater than zero. Similar results were found by
Sibahara [38], [39], [40]. This work should be extended further.
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the cluster where the encounters are much more rare, and therefore,
as pointed out by H_non [41], [42], it cannot really escape. Only
in the case of a very close encounter can a star acquire abruptly
the escape velocity.
If, however, a quasi-stable state is reached in a stellar system,
it may be that such very close encounters never occur. The problem
is worthy of further consideration.
(c) It should be of interest to find in what cases the corresponding
points of stellar systems are recurrent points that go also to infinity.
The existence of such oscillating orbits has been proved lately by
Sitnikov [43]. Sitnikov found a case of the 3-body problem where
one body performs oscillations of greater and greater (unbounded)
amplitudes, but it returns infinitely many times near the origin.
Further, one should find under what circumstances two stars may
oscillate alternatively, as in Figure 1.
Some very interesting work in classifying the different types of
evolution of a system of three bodies was done by Chazy ill],
[12], [13]. A number of Russian authors have also worked in this
field (see [14], [15]). Further work of this type in the n-body prob-
lem should be very important.
(d) A mean recurrence time can be calculated for recurrent sys-
tems as follows: If M is the measure of an invariant set and m
the measure of a sphere within which the point representing the
system in the phase space must return, then the mean recurrence
time is Mr m, where r = d/v (d is the diameter of the sphere and
v the "velocity" of the moving point).
Can such a mean recurrence time be defined in the case that the
invariant measure M is infinite, and, if so, what is its order of'
magnitude?
Consider tbr example two clusters, an open cluster with 100 stars
and a globular cluster with 10 '_ stars, and let their respective di-
ameters be 10pc and 100pc respectively. Their mean escape veloci-
ties are approximately 0.4 km/sec and 4 km/sec. Suppose that all
the stars are always contained inside the above limits of the clusters
and their velocities are smaller than the corresponding escape
velocities. Then the recurrence time needed for all the stars to
return within 2 A.U. from their initial positions with velocities
differing less than 0.1 km/sec from their initial values is greater
than 10 _*_ years in the first case and greater than 10 _'_°'°_ years
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in the second case. Some consequences of this fact will be mentioned
in the third chapter.
(e) It would be of the greatest importance to apply numerical
methods to find some characteristics of a stellar system which would
give indications concerning its evolution. Such methods were used
by von Hhrner [9], [10] and we shall mention them presently.
6. Numerical Calculations of the n-body Problem. Von Hhrner [9],
[10] calculated numerically the evolution of some clusters with a
small number of stars, up to 25. Unfortunately it is very difficult
to calculate the evolution of a cluster with a great number of stars
because the time needed for such calculations is prohibitively great.
In fact the time needed by von Hhrner to calculate the evolution
of a cluster for one time of relaxation is proportional to n 4. He
spent 40 minutes (2/3 hours) for calculating the evolution of a
cluster of 16 stars for one time of relaxation with the computer
"Siemens 2002." Therefore for 160 stars one should need 270 days
with the same method and the same computer.
However, even with a small number of stars, one can find many
interesting results.
The initial positions and velocities used by von Hhrner were a
random distribution within a sphere in coordinate space and in
velocity space correspondingly. Hence an initially constant density
was assumed.
After some time, equal to 2 or 3 relaxation times, a somewhat
stable distribution of density and velocity was established but this
distribution changed gradually afterwards.
Although the first calculations (namely those in [9]) indicated
a Maxwellian velocity distribution, it was found later (see [10]),
when a greater number of stars was used, that this distribution was
not even approximately Maxwellian. There were a greater number
of large and small velocities than expected. The high-velocity stars
were not escaping but formed close binaries near the center of the
system. On the other hand the excess of small velocities corresponds
to stars in the outer parts of the clusters.
The number of escaping stars was almost 8 times smaller than
expected. In general the stars going to the outer parts of the system
were fewer than expected. This fact indicates that escapes are much
more rare than usually assumed.
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In the first calculations the density of the central parts of the
cluster was represented by an isothermal gas sphere. However later
(see [10]) it was found that a central condensation is formed and
the density follows there the law 1/r 2. In the outer parts the density
follows approximately the law 1/r 4, as expected theoretically
(see [44]).
Chandrasekhar's formula for the time of relaxation was verified.
The virial theorem was also approximately satisfied, i.e., V/2T_ 1
within a factor 2.
These results show that the statistical theory of stellar systems
is not yet sufficiently developed. Although at first almost all the
main points of the theory seemed to be verified (the Maxwellian
distribution of velocities, the formation of an isothermal core, etc.)
it is now realized that many problems need reconsideration.
There are many problems in this field that could be studied by
means of numerical integrations.
(a) It would be interesting to increase the number of stars in a
cluster. Such calculations need of course the use of faster electronic
computers. However, one improvement in the method of integration,
which may give good results in a relatively short time is the use
of different integration steps for different orbits, according to the
closeness of each star with the others.
(b) It would be very important to calculate the times of relaxa-
tion for different kinds of orbits, namely radial orbits and circular
orbits. Further, one should calculate the evolution of a cluster
whose orbits are initially approximately radial, or circular, or
specific mixtures of these two types.
(c) One could study the distribution of the velocities at each point
to find the change of the velocity ellipsoid. It should be useful to
study also the distribution of the energy. Preliminary results (see
[10]) indicate a distribution law [- E] -_ with p variable in time.
The distribution of the angular momentum is also important.
(d) The study of the formation and dissolution of binaries is
another important topic. Are these binaries similar to the usual
binary stars? It seems that triple or quadruple stars can also be
formed.
(e) It would be interesting to study not only spherical, but el-
liptical distributions of stars also.
(f) Another relatively easy problem is the study of an expanding
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system, like an association. The other extreme, that of a collapsing
system could perhaps explain some phases of the evolution of a
stellar system.
Of special importance is the study of the final evolution of a
stellar system, after most of its stars have escaped. It seems that
this final state is a multiple or even a double star. This problem
would need a very long calculating time. However, even the cal-
culation with a very small number of stars, say 8 or even 4, would
give useful results.
(g) Another problem arises if we drop the usual assumption that
all the stars have equal mass. The distribution of stars of different
masses is also very important.
(h) The evolution of a system whose stars change mass is still
another problem. Thus one could explain the distribution of red
giants, novae, and white dwarfs in clusters and in the Galaxy. Such
a problem was considered lately by Boersma [46] and Blaauw [47].
Blaauw explains the big velocities of the so-called run-away stars
by assuming that they belonged to binaries whose primaries lost
mass very rapidly, so that the gravitational attraction suddenly
diminished and the companions were ejected.
(i) Another problem is the evolution of a stellar system that is
not isolated, but is subject to the tidal force of the Galaxy or of
passing-by clouds. As a good approximation one should take the
tidal field as due to just a point mass.
More problems of this type are considered by Ulam [45] and
von HSrner [9], [10].
These problems can be studied by using fast numerical computers.
At the present time the analytical methods in the n-body problem
seem to have exhausted their power. However, there is a revival
of interest in the n-body problem by using the results of numerical
computations. These computations will give the necessary indica-
tions for further analytical progress, as well as for further numerical
experiments. The fact that some of the first numerical results by
von HSrner [9] have been already revised in [10] indicates that
this field of research is still quite open.
III. The continuum approach.
1. The Distribution Function. The continuum approach considers
a stellar system as composed of a very great number of particles
distributed in a continuous way in space while their velocities form
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also a continuous distribution in the velocity space. The points of
the 6-dimensional phase space (the u-space) are distributed as fol-
lows: If dN is the number of stars with coordinates between x_
and Xl -k dx,, xz and x2 -k dx2, xa and Xa + dxa and velocities between
oea and oe_+ doe,, oez and oe2-{--d&, & and oe:_+ doea, then
(37) dN = f ( xl, x2, Xa, &, aez,&, t) dx,dxflx:_doe, d&doea,
where f is the distribution function. We write
(38) dN = f(x, oe,t) dx doe."
The equations of motion are
dx doe 0 V
(39) - oe, -dt dt Ox '
where V is the potential energy of a star per unit mass.
We shall prove that f is an integral of the equations of motion.
In §II.4 we have seen that
D(x, oe)(40) - 1.
D(xo, &)
On the other hand if we represent the number of stars in the six
dimensional volume Mo by ffMo f(xo, oeo,O)dxodoeo, this number
remains the same during the evolution of the system; i.e., if x
= X(Xo,&,t), oe= oe(xo,&,t) is a solution of the equations of
motion with initial conditions xo, oeo for t = 0, then we have
(41) ff,,x,x,,,_x_x=ffr,xo, xo, o,_xo_xo.
M Mo
But
f f f(x, x, t) dxdoe = f f f(x(xo, oeo,t),oe(x,,,oeo,t),t) D(xo, oeo)D(x'x) dxodoeo
M M o
Hence by (40)
(42)
= f f r(x,,,xo,O)dxodxo.
Mo
f f [ Oto, &, t), - f(xo, &, 0) ] dx,,dod,, =f(x (Xo, t), oe(xo, t)
M0
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for all regions Mo, i.e., f(x,_t,t) = f(xo, 20,0) if (x,_t) is a solution
of equations (39). Therefore f is a first integral of the equations
of motion.
By differentiating f with respect to t we have
(43) Of _[Of_ i OfOV 10_+ =0.
This is Liouville's equation for a stellar system.
The corresponding system to the partial differential equation
(43) is
(44) dt - dXl _ dx2 _ dx3 _ dxl _ dx2 _ dx3
_¢1 _t2 x3 0 V 0 V 0 V '
Oxl Ox2 Ox3
i.e., it is the same as the system (39).
If I,,Is,..., Is are the 6 integrals of this system, the solution
of (43) is f= [(I_,I2,...,Is). This theorem is sometimes called
Jeans' theorem [48] but it was given earlier by Poincar6 (see
[49], p. 101), and in any case it is a well-known theorem in the
theory of differential equations. Two integrals of Liouville's equa-
tion are well known, namely the energy E and the angular mo-
mentum C.
If we consider only the distribution of the velocities in a region
My near the point (x_,x2, xs), we may write
/-
(46) F = JMv /dx.
In order to describe the observed distribution of stellar velocities
near the sun, K. Schwarzschild has given F in the form
(47) F = A exp( - K2R s - HS(-o "z+ Z2)),
where A = NKH'Z/_r _'2, N is the number of stars in the region My,
K and H are functions of the position only, while R is the radial
velocity directed from the center outwards, O is perpendicular to
it on the galactic plane, and Z is perpendicular to the galactic plane.
(45) dN = Fdx,
where
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Generalizations of this distribution are due to Charlier, Eddington,
Jeans, Oort and others.
The most general ellipsoidal law is given by Chandrasekhar [50[,
[51], [2]. He takes
)(48) 1'= A¢ ( _ ao(x. - X_o)(Xj - xi.) +,, ,\ i=1 i=1
where a,j(= a_,), £_0,£20,£30, a and V are 11 unknown functions of
the position and time only, such as to satisfy Liouville's equation.
The velocity of the local standard of rest, i.e., the mean absolute
velocity of the stars of the neighborhood of the point (xl, x2, x3)
is (£10, £20,£:_).
If this formula is introduced into Liouville's equation, we find a
system of 20 differential equations for the 11 unknown functions
above. Chandrasekhar has solved completely the corresponding two-
dimensional problem and many special cases of the three-dimensional
problem also. He proved that a finite system in a steady state
must necessarily have axial symmetry. The most general solution,
however, has not been given.
Chandrasekhar studied in more detail the case when the velocity
ellipsoid is reduced to a sphere:
(49) f= A¢(a((£_ - x_0)_+ (X2- X_))_+ (x3- £:,_)_) + _).
The solutions include many spiral forms of the density distribution.
The same spiral solutions are given by Sehiirer 152], by a much
simpler method, namely by a change of coordinates. It was thought
for some time that these solutions could explain the spiral form of
the galactic system. However the spherical distribution of the
residual velocities is not realized in the actual Galaxy. Further it
must be stressed that even the general ellipsoidal distribution of
the velocities is only an approximation. In fact _ should have not
only quadratic terms in the residual velocities, but third order terms
also etc. These third and higher terms are small if the velocities
are small, and for this reason they are omitted in a first approxi-
mation.
Another limitation of Chandrasekhar's analysis is that it does
not deal with self-gravitating stellar systems.
In a self-gravitating stellar system we have also Poisson's equation
(5O)
where
(51)
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O'zV O_V O'_V
A V =- Ox---__ q- Ox--_ -k Ox_ = 4rap,
195
d'_V 2 dV 1 d [r.sdV_
(52) dr _ -k r dr - r2dr\ dr-r/ = 47rGp"
Hence
r 2dV
r
(53) = 4zG [ pradr = Gm(r),
where re(r) is the mass included in a sphere of radius r.
If the mass of a system is finite, then
(4) Cf. G. L. Carom [53]. A similar method was used earlier by J. Jeans [54, p. 231].
is the particle density. If stars of unequal masses are considered,
then F is replaced(4) by f m Fdm; p is then the mass density.
By applying Poisson's equation one finds that not all the solutions
of Liouville's equation represent self-gravitating stellar systems.
E.g., Kurth [55], [56] proved that in the special case discussed by
Schiirer the .system either is in a steady state or it is homogeneous.
This led to the assumption that all ellipsoidal solutions of Liouville's
equation are either in a steady state or homogeneous. This has
caused a decrease of interest in these problems in the last years.
However the problem is not yet settled completely. First there are
some solutions that cannot be given by Schiirer's transformation.
Further the general ellipsoidal solution of Liouville's equation is
not given. It would be useful to complete the discussion and see
to what extent Kurth's theorem can be applied.
At any case there always remains the main problem of finding
solutions that satisfy both Liouville's and Poisson's equations,
especially for systems in a steady state. Prendergast [57] has given
the general solution in the one-dimensional case. Other special solu-
tions are given by Camm [53], [58] for stratified and spherical
systems, by Kurth [59] for spherical systems, etc.
In the case of spherical stellar systems Poisson's equation becomes
196
(54)
d V Gm (r) Gm
dr r 2 = r "_
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and
(55)
i.e.,
(56)
Gfrrrm(r) £dr (1 !)V- V(ro) = _7- dr <= Gm _ _ = Gm _. - ,
)
Gm_
V,,, <=- + V(ro).
ro
Therefore, since V is an increasing function of r, it has a finite
upper bound.
If F= F(E,C) is a function of the two known integrals of
Liouville's equation, then Kurth proved that for E > V,,,, F(E, C) = O.
Camm has considered the case where
A(2E,- 2E)", if' E < El,(57) F = =
0, if E > E,,
and _ > O.
This is consistent with the above restriction if EL < V,,. Then
(58)
.= f f f FdRdgdZ
f j= 27rA (- 2V+ 2E, - R 2 -- SZ)"dRSdS,
where S = (g2+ Z _)I_ is the transverse velocity, and the double
integral extends to all the values where S > 0 and
(59) R _+S _=<2El-2V.
If we write 2El -- 2V = _t_ we find
(60)
f0 it : (its R2} 1'2
p = 27rA dR ((_i _- R _) - S_)"dS _
__ 27rA :_'
_t+ 1 (_- Rz)"_'dR'
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and if we set R = _¢/t
(61)
_A F 1v _ _2.+3 (1 - t)_+lt l"_dt
#+1 jo
7rA
#+1 (2El - 2 V)_+_/_B (_ + 2,1)
where
B(u+2 1'2) =
whence finally
(62) _J_A r(_ + 1)p = (2El - 2 V) _+_'_.
If we put this value in Poisson's equation (52), setting
(63) _= -2V+2El= (-2V0+2E1)¢ and r=cx
with
(641 c2=F(g+5)(F(uA -1)) I(8AG)-I_-5'_(2E1- 2Vo) -" Lz,
we get
(65) x 2 dx x'_ + = O.
This is the Emden equation of a polytropic gas sphere(°) with
index n = _ ÷ 3/2. The initial conditions are _ = 1 and d¢/dx = 0
for x = 0 (because d V/dr = 0 for r = 0).
Emden [60] proved that for n < 5 we have finite radius and mass.
For n > 5 the radius and mass are infinite. For n = 5 we have the
solution
(5) A polytropic gas sphere is a sphere of gas whose pressure is proportional
to the 3' power of the density; p_ p*. In Equation (65) we have "r = 1 + 1/n
and p = cn.
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(3 + q_x")1/'_,
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(67) p=¢5_
with
(68)
q5/2 B
a _ -- 3c _ (3c") s'',qZ, and B-- \ q
Then the total mass M = 4_-B/3a _ is finite but the radius is in-
finite. This is the law of Schuster, applied by Plummer in the
globular clusters. (See applications of polytropes [61[, [62], [63].)
Another important case is that of an isothermal gas sphere. In
this case we have a Boltzmann distribution of energy
(69) F = A exp(- 2a"E),
and correspondingly a Maxwellian distribution of velocities. Then
(70)
p=
A _I "3/2
- aS exp(- 2a_V),
or
(71) p = poexp(- 2a_( V- Vo))
with
A lr3/2
(72) po = _exp(- 2a"Vo).
Then the equation of Poisson gives
l d(xgdU )(73) x" dx \ dx = exp(- u),
with
(74) 2a'_(V- Vo) = u, r--- cx, c" = (8,ra'_Gpo) -1
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The initial conditions for x = 0 are u = 0 and du/dt = O.
This is the equation of an isothermal gas sphere. This model
gives an infinite radius and mass, as can be derived, e.g., from the
fact that F does not become zero for any value of E. However it
is assumed that this model represents approximately the central
parts of stellar clusters.
It is proved that if the mass of a system is finite, then the condi-
tion F(E, C) = 0 for E > V_ is necessary. This condition, however,
is not sufficient. E.g., if we have a polytropic sphere with an index
n > 5 the mass is infinite, although the condition is satisfied.
However Kurth proves [59] that in these cases there exists a
function F(E, C) arbitrarily close to a given function F(E, C) for
which the corresponding mass and radius are finite.
Axially symmetrical stellar systems that are consistent with
Poisson's equation have been considered by Camm [64], Kurth
[55], Fricke [65], [66] and lately by Lynden-Bell [67].
It is an open question whether there exist systems where the
distribution of velocities is everywhere ellipsoidal. Camm and
Fricke proved under certain assumptions that no such system
exists, while Kurth gave a method to obtain such systems. All
these discussions are not yet complete [68]. Camm assumed that
if a system has a finite mass then the potential has an asymptotic
expansion
(75) V = GM Sc
r rC -4- ...
for large r (where c > 1), and in this case he proved that the density
must be zero. However if
(76) V- GM (1-1o_) 'r
for large r we cannot have an asymptotic expansion of the form
(75) because
(lo_)/( r_:ill) rC-I= -------4logr co for r--_ co.
But the system (76), although it extends to infinity, has a finite
mass, because Poisson's equation gives
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P - 47rGr "_dr
(77)
MS[1 2]
- _ (logr) '_ + (logr)_ '
m _m(ro)=MSf_( dr 2dr
r(logr) '_ + r{l_gr_]Jro \(78)
MS[ 1 11-0_gr0 q- (logr0) zt "
L_
Therefore there may be cases that are not covered by Camm's
proof. On the other hand Kurth's solutions do not give a finite
mass; in fact Kurth gives the potential function by solving formally
Poisson's equation, written in the form
(79) A V = 47rGp ( V; x_, x2, x3) ,
where
(80) p=f/fF(E,...)dx,dx.,dx,_;
here E = (x_ + x._ + _._)/2 + V, and the dots after E represent the
other integrals of motion. Then we can write
(81) V(xl, x2, x._) -- G p(V(_,_2,_:_);_,_2,_:_) d_,d_.2d_3ix: i
m
Kurth finds V either as a series in G, or 1Ix G, or by an iteration
method, setting V0 = 0 and computing V,,_ _, after V, is found, by
the equation
f f'_f p(Vn; _,_.,, _:_)(82) V,+, = G ix _ _ d_,d&d_:,.
a,
Then
(83) V = lim V,,.
Let us consider the last method and assume that there are only
two isolating integrals E and C.
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In a system of finite mass we may take V_ = 0; thus
p(0;}1,_2,_3)=0 for all the values of C, because F(E,C)=0
for E = (x_ -k _t_ -k x_)/2 > V_ = 0. Therefore V_ = 0 and generally
Vn=0 and V=0, i.e., this method does not give V.
The same is the case with the series expansions of the form
(84) V= Vo(xl, x2, x3) + GVI(Xl, X2, X3) + ...,
and
(85) p = po(Xl, x2, x_) + Gp_(x_, x2, x3) + ...,
because again for Vo = 0 we have p = p0 = 0 and then Equation
(81) gives, step by step
V_= V_ ..... O.
Therefore Kurth's method does not work for systems with finite
mass.
Danby proved that in the case of an ellipsoidal distribution of
velocities there is no third integral besides the energy and the angu-
lar momentum.
If we drop the ellipsoidal hypothesis we can find axially sym-
metrical systems whose distribution function F is a function of
E and C. In fact Lynden-Bell [67] solves the equation
for axially symmetric systems when o is given, and finds F = F(E, C).
There is a special solution that is even with respect to C; i.e.,
F = F(E, C2).
The general solution contains also any odd function zXF with
respect to C because
(86) f_AFdx = 0.
AF is found by Lynden-Bell by means of relaxation considerations,
assuming that the stellar encounters cause the velocity dispersions
along the 3 axes to be equal. This, however, is not the case in our
Galaxy. (See also [236].)
The distribution function of a spherical system is not necessarily
a function of C only, as was assumed by Jeans [69, p. 365]. The
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general form of F is
(87) F = F(E, Cl, C2, C3),
where C1, C2, C3 are the three components of the total angular
momentum.
Lynden-Bell [70] and Woolley [71] considered a case where a
spherical cluster is rotating. Such a rotating cluster can be con-
structed out of a nonrotating one by inverting the velocities of
the stars moving, say, clockwise with respect to a given axis.
More generally, we may invert the different velocities of different
groups of stars rotating around different axes, without changing the
spherical form of the cluster.
Fricke [65], [66] has made a severe criticism of the ellipsoidal
theory of stellar velocities. He points out that the ellipsoidal distri-
bution is only a rough approximation to the real distribution of
stellar velocities, and then only if these velocities are small. It
is well known that the high velocity stars have a very asymmetric
distribution and therefore their motions can by no means be de-
scribed by the ellipsoidal theory.
Fricke made a search for more general distribution functions F
of the form F(E,C) that are not quadratic in the velocities, but
satisfy Poisson's equation. He considered integrals of the form
F = __,a,kE'C _
i,k
(polynomials in E and C) for systems with finite mass. The solu-
tions found are of the form
(88) F = E_J_., A_E_C _k÷ EN_-7__, B_E_+_C_k*_.
Here N is a nonnegative integer and in both summations k goes
from 0 to n and l goes from 0 to m. Fricke gives the examples
(89) F = (2E)SJ_(2 + 100(2E)4C 6 - 49(2E)JCS(1 + (2E)_C_)),
and
(90) F = (2E)_/'_(0.5 -t- 100(2E)HC_+ 49.5(2E)_uC_( 1 + (2E) _C_));
these two distributions of velocities can describe both the almost
ellipsoidal distribution of small velocities and the big asymmetric
velocities of the high velocity stars.
However the functions used by Fricke seem rather artificial. No
obvious reason suggests the use of any of the above functions F.
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Further, the fact that the velocity ellipsoid is flattened along the
z-axis cannot be explained if only two integrals of motion E and
C are used in the distribution function F.
2. Integrals of Motion. The equations of motion in an axially
symmetrical potential field are
dr dz dR d 0 dZ
(91) R - Z - OV 02- RO- OV -dt,
÷
Or r r Oz
and these have two well-known integrals: the energy
E= (R2 + o_ + Z2) /2 -k- V,
and the angular momentum C = rO.
The general form of an integral that is a function of E and C
and is quadratic in the velocities, is
(92) I = 2E - 2klC -k- k2C 2,
or
(93)
I = R '_+ Z z + 02(1 + k2r2) - 2klrO + 2V
k_r "_
= R" + Z '_+ (1 + k2r 2) -_2+ 2 V
1 + k2r 2'
where
klr
(94) O=0-00 and 00- l+k2r"(6)"
(6) Then the constants of Oort are
A=I(Oo dOo'_
and
klk2 r2
(1 + k2r2) 2'
B= 1 [O°+dOoj[ \ -- kl
-- 2 \r-- _-r] = (1 + k2r2) 2;
Oo kx
_=--=A-B=--
r 1 d- k2 r'-2-'
and the square of the ratio of the axes b (along O) and a (along R) is
b2 1 A
,_ r_- 1---a 1+ k 2 oa
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If k 2 -- 0 we have three equal axes. This happens when statisti-
cal equilibrium is reached. In this case 6o = klr, i.e., the system
rotates like a rigid body.
The velocity ellipsoid has the axes R and Z equal. However
in K. Schwarzschild's ellipsoidal distribution defined by (47) the
axes O and Z are equal, and much smaller than R. In a more
general form
(95) F = A exp ., _ ;
_1 if2 if3 /
the values of the dispersions a,, a,,, a3 are given for different groups
of stars by Nordstbm [72]. In general it is a, > a2 > aa, but some-
times a, > a3 > a2. In any case the axis R is always greater than
the other axes.
The observed inequality of the R and Z axes cannot be explained
if only two integrals of the equations of motion are used.
As we have seen, Liouville's equation has 6 integrals of motion
that are, in general, time dependent. By elimination of the
time we get 5 time independent integrals. These, however, are not
in general isolating (Wintner [73, p. 93-97]; Contopoulos [74]);
i.e., if they are solved ibr one variable as a function of the others
they give an infinity of solutions that are densely distributed in
some interval. E.g., in the case of two perpendicular oscillations
we have the system
dx dy dX d Y
(96) -X = -Y =- A_ = -By = dt'
(X, Y are the components of the velocity), with the integrals
1 1
(97) _,o= _ (X'_-b Axe), _2o= _ (Y_-b Bye).
If A_'Z/B _j_ is irrational, the third time-independent integral
1 Bl'Zy 1 _ A l_'_x
(98) To-- B-iV., sin-l(2_20)_/., AI,., sin- (2_1o)1_2,
is not isolating.
In fact we have
Bl,_y
(99) (2_20) _/_ -- sin
B _''_ . _ A_/'_x
B'"_To -b _TvSm l (_/
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and for a given value of x we have infinitely many values
A l/'_x A _"_x
sin -_ (2_10)1/._ - s_ + 2K_r or sin-_(2_0)l, 2 = (2K+ 1)_ - sl.
Thus
sin BIJ_ 2K_r) )BI'2To + _ (sl +
2KTrBI/2 2L_r)=sin(Bl"_(To+_) + A_ ,
where K, L are arbitrary integers; 27r(K(B_/_/A _/'_) -L) can be
made to approach any number arbitrarily closely, by a suitable
choice of the integers K, L. Therefore the values of B_"_y/(2_2o) _2
are densely distributed in the interval ( - 1, 1) and this means that
the integral is not isolating. If A_'2/B _''_ is rational, we have only
a finite number of values of y for any value of x and the integral
To is then isolating.
Many authors have used isolating integrals besides the energy
and the angular momentum in some special cases. E.g., B. Lindblad
[75], introduced the integral
(100) I3 = Z 2 + 2(V- Vo),
where Vo= V(r,O). In this case, however (02V/OrOz)=0; this
integral is approximately valid for very flattened systems. Van
Albada [76] and Kuzmin [77], [78], [79] have studied especially
the integral
(101) I3 = (rZ - zR)_ + z202+ c_(Z2 + 2 V*),
where V* is connected by two relations to the potential energy V,
and c is a constant. This integral was introduced for the first time
by Eddington [80]. In this case V is of the form
(102) V= - I F(_I) - G(_l)_
where
(103) _l r _ z z
_1 = --_ :2_ (C4 -- 2C2(Z2 -- rZ) q- (r2+ z_)Z) _2.
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A general case where an isolating third integral can be found
has been given by Stiickel [81], [82]. In the two-dimensional case
[ M(O + g(n)-](104) V= - K(0 + _n) / '
while the line element is
(105) ds 2 = (K(_) + L(n)) (d_ 2+ d_2) •
In this case the corresponding momenta to the variables 4, n are
(106) p_ = (K(}) + L(n))_, p, = (K(}) + L(n))n,
hence the energy integral is
1[ P_+P: l(107) 2 K(_q-L-(n)] - K(})+L_I =a"
Then the Hamilton-Jacobi equation is separable, and two integrals
can be easily found
(K(}) + L(n))2_"/2- M(}) - aK(}) = - b,
(108)
(K(}) + L(n))z,#/2 - N(,7) - aL(n) = b.
By adding these two integrals we derive the energy integral (107).
Stiickel considered also systems of more than two dimensions, where
we have separation of variables in the Hamilton-Jacobi equation.
Weinacht [83] proved that if the line element is Euclidean the
most general cases where we have separation of variables in 2 or
3 dimensions which can be reduced to Cartesian coordinates by
a point transformation, are of the Stiickel type.
Van de Hulst [84] used the transformation
r = c sinh _cos _ - k + ro,
(109)
z ----c cosh } sin _,
and a potential of the form (104) with
K(}) = 2c'_cosh_}, L(_) = - 2c"sin'_n,
M(0 = - 2c2cosh2_Vo, N(n) = - Q(c_+ k_)2sin"n,
where c, k, r0, Q are constants, and V0 is the potential for n -- 0.
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This is a generalization of Eddington's potential, which cor-
responds to k = r0. It is easily proved that if k = r0
(110) c2(2 cosh_- 1) = _1 (or = 71),
c_(2 sin_n -- 1) = ¢1 (or = _l)-
Van de Hulst's transformation (109) is the most general point-
transformation in two coordinates that gives separation of variables.
More general transformations that give separation of variables one
can find only by using contact transformations (Siegel [32],
Contopoulos [74], [85]).
A systematic search and classification of potentials with isolating
integrals has been done lately by aynden-Sell [86], [87]. aynden-
Bell considers only integrals depending on an arbitrary function
(corresponding to potentials that also depend on the same arbitrary
function), and he calls such integrals "local."
In general, however, a dynamical problem is nonseparable, or
more accurately, there is no known transformation that can reduce
it to a separable one.
In such cases a third integral of motion can be introduced in the
form of a series. Whittaker [88] and [89, Chapter 16], called this
integral the "adelphic integral" (from the greek word "adelphos,"
meaning brother) because it is very similar to the energy integral.
This is given in the form of a trigonometric series. Another form
of this integral was given by Cherry [90], [91], [92]. The third
integral in a form directly applicable to stellar systems was given
by Contopoulos [93].
If we have a Hamiltonian system of the form H= H2+ H3
+ H4-4- ---, where Hk is an homogeneous polynomial of degree k
in the variables, we can make a linear canonical transformation of
variables so that H2 becomes
H2 = _ _ixiyi.
i=1
Then there is a formal canonical transformation of variables
= F(xi, yi) = xi + ...,
(111)
-= G(xi, Yi) -= yi + .. ",
such that H becomes a function of the products v, = x,y, only.
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The canonical equations become
dxi OH _ mixii, dyi OH _ _ mi_ (i = 1,2,-.., n),
(112) dt -- O_ dt -- Ox-_
where
OH
(113) rni -
Ov, "
Then
d_ d_ dvi
_-+_-_-=0 or _ =0.
Hence we have n integrals
(114) vi = xiyi = const.
Then rn_ are constants, and therefore the solution of the Hamiltonian
system is
(115) _=aiexo(mit), _=biexp(mit).
The same transformation was introduced by Birkhoff [94, Chapters
3, 8]. His method is similar to the methods of Delaunay [95, p. 541]
and yon Zeipel [96] in classical Celestial Mechanics (see also [741).
We shall presently apply the yon Zeipel method in the case of
two dimensions.
If
(116) H = H2-{- H3-_- ''',
where
(117) H,,= Xlxly,+ X2x,2y2,
we introduce the determining function
S = S(x,,x2,_,_) = So+ S,+ ...,(118)
where
(119) SO _ XlYl -4- X222_
such that the new Hamiltonian H is a function of v_ = x_yl and
v2 = x2y.z only. We have
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oS = f_ + oS_(12o) _'_= ox--( _ + """"
xi = xii
Hence
(121)
OS, 0S2
Oy-_ O_
OS1
_= x_+_/+--..
_ I OzS1
_( os,j:, _ + ...)
o_sl(osl+ + )}+"
081 082 _-_ t 0281 ( 0S1 )Y, =- Y-_+ _-_ + _ + - + ...
o_sl(os, )}+,
where the derivatives are calculated for _,. and _. Then
H(xi, yi)=H(__OS1 OS, )o-_ .... ' _ + 5-_ + '
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_ OH2 0S_ _ OH2 OS,
= H2- ---- + O_ O_
_ OHa 0S1 _ OH30S_
i=1 i=l
1 t OZH2 0S10S1
i=l j=l
O2H2 OSl 0S1
0_0_ O_ Oxj
o_ OSlOS_t
+ o_o7, oE og
-_- H 4 _- .... FI 2 -_- "FI 3 -jr- _I 4 -_- °" " "_
the derivatives of He, H3,-.. are also calculated tbr xz, y, E.g.,
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Hence
(124)
(125)
and generally
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0H2 OH2
-- XiYi, -- hiXi, etc.
O_ O_
H2 = [12,
_ OSl _ _ OS,
i=l_iXi-_i -- _ Xiy,_ = f13- Ha = Q,,
z_os,  (126) L xixi--= - xi _ji = flk - Qi = Qk.
i=1 OXi i=1 "
where Q_ is found after the terms S,,...,S_ , are defined. If we
write Qk = ilk--Q_, and take tq, to be the sum of the terms of
the form (_)ol (_y2)a2 in QL then R_ is a function of v_ and vz
only, and Qk contains only terms of the form _'27_ 1_2y2_Z in which
(al - bl) _ + (a_ - b,2)_ _ O.
The corresponding system to the Equation (126)is
d£_ d£_ d:_ d,j.z dS_
(127) - -- -
Xlx_ X2:E, Xljl X2j., Q_
and it has the integrals
(128) VI=xlYb V2=x._y2 and _2 =c"
Therefore S, is given by
(129) S_ = Qkx,_ + S_o(V,,V2, C),
where in Qk we have replaced YL, Y._, by vt/xl, v2/£_ and gz
2_""x c-'_; Sko is an arbitrary function of vl, v2,c.
Let £_ty_t £_y-_ be a term of Q,. This is written
where
by
X = X,(at - b0 q- X2(a2 -- b2).
After integration it gives
PROBLEMSOF STELLARDYNAMICS
v_'v_'__'_ c-_a_-b_' x-l,
which can be rewritten as
211
(130)
)h(al -- bl) + )_2(a2 - b2) "
The denominator (Xl(al-- bl) + _,2(a2- b2)) is never zero if
h,/),2 is irrational, because (al - bl) '_+ (a2 - b2) '__ 0.
Thus S and H are constructed step by step; both are functions
of x-_ and y_, and R=/(v_,v2). Then the transformations (121)
give x_, y_ as functions of x_, y_. The problem of the convergence
of S and H, however, is left open.
If h,/h2 is rational, one can find S by a convenient choice of the
arbitrary functions Sk_j,o (0 <j), so that there should not appear
terms of the form
_,_2_2 in Qk with _,(a, - b,) + _2(a2 - b2) = 0.
The elimination of such (secular) terms has been discussed by
Whittaker [88], [89], Cherry [91], and Contopoulos [237].
In the case of a stellar system with an axis and a plane of sym-
metry we can develop the potential function in a region around
a point (r0,zo = 0) in the plane of symmetry in the form of a series
(131) 2V= - (C_/r _ - P__- Qz _ ÷ 2a_J/3-k 2b_z _+ ...),
where _=r-ro; C is the constant of areas and P, Q, a, b are
constants.
In the case of our Galaxy one can take approximately P
= 0.076 (107 years)-'_, Q = 0.550 (107 years)-_, a = 0.052 (107
years) -z kpc _, b = 0.206 (107 years) -_ kpc _.
A third integral of motion can now be found as a formal series
(see [93]):
(132)
where
(133)
= _bo-k a¢_ + b¢b -k ... -k a'2_ -k aboo, -k b'_O_+ • • •
1
OVo= -_ ( P_ + Rz),
,_- ((P- 2Q)_z _- 2_zz+ 2RzZ),
4Q- P
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etc. The accuracy of this integral is very great. In two orbits cal-
culated for 5 × 109 years, the accuracy is better than 1/1000 if
terms up to the third degree are included (see [97]).
The existence of an isolating or quasi-isolating third integral can
explain the three-axial form of the velocity ellipsoid. In fact, we
may take approximately
1 a_ :_
= _ (P_+ R _) _ _-
(134)
b
÷ ---- ((P- 2Q)_z 2- 2_Z_÷ 2RzZ),
4Q-P
and this is quadratic in the velocities. Then
(135) F = A¢_(I)
where
I = 2E- 2k_C+ k2C_+ 2k:_q, = R_(1-_ k3) _- (1 + k2r2)(O- 00) 2
( 4k:_b_ ) 4k:_bz k_r _(136) + Z _ 1 4_ _ p + 4_-__ p RZ - -1 ÷_k-.2r_
( 2a_ :_ 2b )÷ k:_ P_-' 3 F 4Q- P (P- 2Q)_z_ "
This represents a three-axial ellipsoid whose main axis forms a
small angle (proportional to z) with the radial direction R. This
angle is exactly zero if z = 0.
Barbanis 197] gives for the velocities R and Z the distribution
(137) dN = ALe _k_ _l,dRdZ '
and he finds k = 19.7 (kpc/10: years) _, l = 14.1 (kpc/10 _ years) _.
The axes Z and R in the meridian plane have a ratio 0.5, as given
by observation (see [98]).
3. Galactic Orbits. The orbits of' the stars in a stellar system are
in general calculated without taking into account the effects of the
encounters; i.e., a star is supposed to move in the general potential
field of the stellar system, considered as a continuum, and any
deviations from this motion, because of close encounters, are dis-
regarded. This is because the time of relaxation is very great in
comparison with the mean periods o[ the motions of' the stars. E.g.,
in the Galaxy the time of relaxation is of the order of 10 _
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years (see [2]), if only the interactions of stars are considered,
while the period of galactic rotation is about 2 × 10 _ years. This
means that a star may, under these conditions, describe 10 _ revolu-
tions around the center of the Galaxy before its orbit is markedly
changed(7).
In a globular cluster the time of relaxation is about 10 ' to 10 IU
years (see [2]), while the rotation periods are of the order of 107
years or smaller. Again the stars may describe many revolutions
before their orbits are markedly changed.
a. Plane Orbits. The orbits of stars in a globular cluster or in
the plane of symmetry of a galaxy have been widely studied.
In the case of a globular cluster (see [99], [100], [101], [102])
the potential energy per unit mass is
S(138) V Gm(r) 4_rG ro(r) dr,
r
where m(r) is the mass of the cluster inside a sphere of radius
r, o is the density and R is the radius of the cluster (that may be
considered infinite). The equations of motion are now
(139)
If we set
(140)
and
(141)
we get
(142)
Thus we find
(143)
1 (v__ v_) = V(ro) - V(r) and r _do
fo r m(r)w(r) = - 2G 7dr'
h = v_ - w (ro),
C
v_= w(r) + h = I dt / + -_"
( dr_ _ = (w(r) + h)r _- C _ _ ¢(r)
dt / r _ r _ '
(7) We shall see that other effects, besides the interactions of stars, make the
time of relaxation much shorter. However, it is longer than one rotation period.
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hence
(144)
Similarly
(145)
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f_ rdrt - to = (¢(r))1/_.
_ r Cdr0 - Oo =
o r(¢(r)) llz'
where (r0,00) is the initial position and (dr/dt)o is the initial radial
velocity for t = to.
The function ¢(r) is positive or zero for ro (because r'_(dr/dt)_) > 0),
and it is negative for r = 0 (it' C _ 0), i.e., there is a root rl be-
0
0
FIGURE 5. Angle from Apocentron to Pericentron
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tween 0 and r0. If w(r)---*- oo when r--_ co, or if w(o_) is finite
and h < -w(co), then there is another root r2 > ro.
It can be proved that only these two positive roots exist; if'
h > -w(co) no second root exists.
In the first case the orbits move between a minimum r_ (peri-
centron) and a maximum r2 (apocentron) (Figure 5) and the
angle 0 between the directions of the pericentron and apocentron
is in general between _/2 and 7r (see [100]). If this angle is com-
mensurable with 7r the orbit is periodic. If however 0/_ is irrational,
the orbit is not periodic and it "fills" densely the whole annulus
between the circles r_ and r2, i.e., it comes arbitrarily near any
point of this annulus. Such an orbit is called ergodic. An ergodic
orbit is also recurrent, i.e., it returns an infinite number of times
near the initial point.
In the second case the orbit extends to infinity. It is similar to
a hyperbola or a parabola.
In the case of a motion in the plane of an axially symmetrical
system some other possibilities may appear. In this case #(r) may
have a third root r3 > r2 and either r_ < r0 < r2 or rs < ro. If r_ < ro
< r2 < r3 and r_ < r2, the motion is represented by the rosette of
of Figure 5. If r2 < r3 < ro, the motion extends to infinity. If, how-
ever, r2 = r3 then we have an exceptional case. The orbit issuing
from r0 and moving towards r2 approaches asymptotically the circle
r2, along a spiral (Figure 6) but it does not reach it in a finite time.
In fact then the integrals
frr f_"Cdrrz rdr and
o (¢(r)) lj2 o r(¢(r)) lj_
diverge, because r2 is a double root of O(r).
If O(r} has a double root we have
(146) ¢(r) = (w(r) + h)r _ - C '_= 0,
(147) ¢'(r) = w'(r)r" + 2r(w(r) -4-h) = O.
If now ¢ (r) is negative for values differing slightly from the above
then we have a stable circular orbit. If, however O(r) > 0 for slightly
different values of r, then we have instability. This happens if
¢(r) = 0 is not a maximum, i.e., if ¢'(r) > 0. Then
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(148) w'(r)r2-} - 4rw'(r) + 2(w(r) + h) >=0,
and by means of Equation (147):
3w'(r)
(149) w" (r) -k -- >_-0.
r
If this inequality holds, the corresponding circular orbits are
unstable; i.e., a small perturbation will make them spiral outward
or inward. For more details, see e.g., Lindblad [5], [103] and
Coutrez [104].
The instability of the circular orbits has been used by Lindblad
in order to explain the spiral arms of the galaxies. He remarked
that such orbits can appear only if the oblateness of a spherical
system (the quantity (a- b)/a where a is the major axis and b
the minor axis) is greater than 0.72. But this is approximately the
limit of the oblateness of the elliptic galaxies; systems with greater
•
FIGURE 6. Asymptotic Orbits
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oblateness usually show spiral arms. However it is believed today
that the spiral arms are probably due to other phenomena, and
are not asymptotic orbits of the above type.
Orbits of stars in different models of the Galaxy have been cal-
culated by many authors [105], [106], [107], [108], [109], [110]
[111], [112], [113], [114], [115], [116], [117], [118], [119]. Such cal-
culations aim at finding the distribution of the pericentra and
apocentra of the orbits, their periods, etc.
Another approach to the problem of the plane motions of stars
in our Galaxy has been introduced by B. Lindblad [120]. He con-
siders all the motions, that do not differ too much from circular,
as epicyclic motions.
If r: is the radius of a circular orbit that has the same angular
momentum as a given orbit, we introduce the coordinates
_l=r-rl and 71=r_0,
where 0 is the angle between the directions of the star and the
point moving along the circular orbit.
The equations of motion are
d_l C 2
(150) - K(r),
dt _ (rl + _1)_
where K(r) is the force per unit mass at the distance rl, and
dTll Crl
(151) dt - (rl + _1) 2 ,o_r_,
where _ol is the angular velocity of the circular orbit. Hence
(152) C = _:r_, and K(r:) = C_/r_ = o_r:.
If now we expand the second members of (150) and (151) in
power series of (: we get to a first approximation
(153) d_l
dt _ ÷K_I=O,
and
d_
(154) - 2_1_1,
dt
where
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and
(156)
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d_ = 3C_/r_ + K'(rl) = 4_1(_1 - Al),
=_1
is the first Oort's constant.
The solution is then
(157)
and
_ = CCOSK,(t -- to)
_01 _1/2
(158) ,1 = - c sin _l(t - to).
These are the equations of an ellipse described by the moving
point in its relative motion with respect to a point moving with
the circular velocity, and the same angular momentum. If we drop
this last restriction and take another circle of reference ro, where
r_ = ro _ c_, then we have approximately
(159) _ = c_ + ccosK(t - to),
(160)
,= - 2Ac_(t- t_) - c \_/ sinK(t-to)
because
- 2Acl _-- rocl dr _= ro(_ol - _Oo).
Here 5= 4_o(,o- A).
This epicyclic motion can be used in deriving the velocity el-
lipsoid (see J5l). The velocity components relative to the circular
velocity at the point ((,7) are approximately
d_(161) u -- -- c_sinK(t -- to),
dt
d_
(162) v = _[ + 2A_ = 2cBcosK(t - to),
where B = A-w is Oort's second constant. Hence
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U 2 V 2
(163) c _ = _ + 4B _ .
Now if we make the simple assumption that the distribution
function F depends only on the parameter c and that the distribu-
tion is Gaussian
(164) F = Ae -h'_c'_,
we get the ellipsoidal law
1
(165) F= Aexp (-_ (uj +vff--_-) ) ,
and the axes of the ellipsoid are given by
._ 2B._
a _ -- _ b2 -
2h s, h '_ •
(166)
Then we find
b2 A
(167) a2 - 1 .
This relation has been derived already in a different way (cf.
§III.2). Further work in the same direction has been done by
Lindblad and others [5], [121], [122], [123], [124], [125], [126],
[127]. Lindblad has considered especially a specific type of epicyclic
orbits, the so called dispersion orbits, along which groups of stars
disperse because of the differential galactic rotation (see [128], [129],
[130], [131], [132]). These orbits have probably some connection
with the spiral structure of our Galaxy.
Some important numerical work concerning the motion of a sys-
tem of rings on the galactic plane has been done lately by P. O.
Lindblad [133]. He considers a number of massive points that form
one or more rings around the center of the Galaxy (the Galaxy is
represented by Schmidt's model [134]). Then he considers the
motions of these points under the combined attraction of the
Galaxy and of the other points of the rings. It is seen that the
rings are preserved for some 10 _ years but they disrupt before 10s
years in general. Then some formations resembling spiral arms are
formed. Such a work is especially important because of its con-
nection with the problem of the formation of the spiral arms.
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b. Three-dimensional orbits. Calculations of three-dimensional
orbits of stars in a galaxy were made by Contopoulos [135],
Worg_rd [136], Ollongren [137], and Hori [138].
If we consider a meridian plane containing the axis of symmetry
of the Galaxy (considered as ideally axially symmetrical), which
follows a star in its motion around this axis, we get a two-dimensional
motion of the star on this meridian plane. In the case that the
motion does not extend to infinity, the energy integral defines a
torus around the axis of the Galaxy inside which the three-dimensional
orbit is contained. The section of this torus with the meridian plane
is a closed curve. This curve is called a "curve of zero velocity"
because if the moving point reaches this curve its velocity is zero.
The energy integral is
1( Z_ C 2)(168) E=_ R _+ +_ + V,
where V is the potential energy per unit mass. Therefore the equa-
tion of the torus of zero velocity (R = Z = 0) is
(169) C_/2r _ ÷ V = E,
and if
1 ( C _ 2a_ :_ 2b_z_+...)(170) V= _ - _ ÷ P_ + Qz _ 3
with _ = r- r0, we have
(171) p_ + Qz _ _ 2a_:_/3- 2b_z _ ..... 2E.
In this case Poincar_'s theorem is applicable; i.e., the motions
are in general recurrent.
If now the orbits are also ergodic on the energy surface, they
fill the whole space inside the curve of zero velocity. However,
the existence of a third integral has as a consequence that the
orbits fill only part of' the available space. This is limited by a
curvilinear quadrilateral (see [135[), which in our case is approxi-
mately an equilateral trapezium (Figure 7). The orbits are distorted
Lissajous figures and the equation of' the boundary is given in the
form of a series.
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The same results appear in the orbits discussed by Ollongren
and Tor_rd, who calculated a great number of orbits in a model
of the Galaxy given by Schmidt [134[. In general the orbits are
contained inside a "box" whose apices lie on the torus section of
zero velocity. This is a very strong indication that a third isolating
integral exists in this case also and therefore in more general po-
tential fields. In the case of a separable potential of the general
form (104) the boundary is composed of two ellipses and two hyper-
bolas (see [84], [138]).
Ollengren and Torg_rd found some other types of orbits, the so-
called "shell" and "tube" orbits. The "shell" orbits fill rings that
have no point in common with the curve of zero velocity. The
tube orbits fill elongated narrow strips that have, eventually,
many folds (Figure 8). These orbits lie near stable periodic orbits.
The calculation of three-dimensional orbits gives the periods of
the oscillations along the &axis and the z-axis. In the case of
the orbits calculated by Contopoulos the axial oscillations have a
mean period of about 24 × 107 years and the z-oscillations a period
of about 9 × 107 years (see [84]). Therefore the _-oscillations are
realized in a time approximately equal to the period of rotation
of the Galaxy, while at the same time the orbit makes 2.5 complete
oscillations along the z-axis.
Another application of these calculations concerns the dispersion
of a group of stars in the Galaxy. If we have a group of stars with
slightly differing initial conditions, their velocities when the stars
come again near the initial point are very nearly the same, or nearly
symmetrical with respect to the axes _ and z. In fact for any given
orbit at every point (&z) there are defined only two directions of
motion and 4 velocity vectors, of which two are opposite to the
other two. These directions are exactly symmetrical with respect
to the axes if z = 0.
This means that though the stars are separated because of
their differential motions, whenever they return near the same point
they have almost the same velocity vectors. Further, even if they
have some dispersion in their velocities, their mean periods are very
nearly the same (see [184]); therefore the stars of a group come
near each other again and again during a time interval of at
least some billion years. This fact may explain the persistence of
the groups of stars, found by Eggen [139], [140], [141 J, [142J, [143],
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FIGURE 8. One Half of a Tube Orbit (Ollongren)
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[144], [145], [146], [147] and Eggen and Sandage [148], for long
time intervals (see [149]). These are groups of high velocity stars
with a rather small dispersion in their space velocities, but not so
near each other so that they are gravitationally bound. We have
seen that the dispersion on the meridian plane is small. More ac-
curately after the stars are dispersed they come again close together
with almost the same velocity (or with opposite velocity, or even
with an approximately symmetrical velocity with respect to the axes
and z).
The only marked dispersion of these stars is due to the galactic
rotation. This effect has been discussed by Woolley [1501, [1511
and King [152]. According to Woolley the periods of galactic rota-
tion of' the stars of a group must be very nearly equal; i.e., the
dispersion of their plane velocities must be very small. According
to King, however, the radial velocities may not be so nearly equal.
The stars originating at a given point come close together again
after one oscillation in the radial direction. This view is similar
to our own regarding the motion in the meridian plane (see [149 ]).
The theory of epicyclic orbits in three dimensions has been dis-
cussed by Chandrasekhar 1153l and lately by Shimizu [154[ and
Emoto [155].
The projections of the three-dimensional orbits on the plane of
symmetry of the Galaxy have been considered by Contopoulos 11561
and Yasuda 1157]. The orbits corresponding to a spherical galaxy
are osculating with the projections of the real orbits, in the same
way as the Keplerian orbits osculate with the real orbits of the
planets in the solar system. A system of canonical variables for
the galactic orbits has been developed by Contopoulos and Bozis
[158]; it permits the study of' perturbations ot' galactic orbits due
to the ellipticity of the system, or to external influences. The use-
fulness of the methods of' celestial mechanics in these problems is
quite evident.
A similar problem to that of the three-dimensional orbits in a
Galaxy is the calculation of the orbits of artificial satellites around
the oblate earth. In the meridian plane the orbits fill a certain
space defined by a third integral; in the three-dimensional space
the orbits fill in general a torus that is similar to the van Allen
belts. An application of an approximate third integral of motion
to the orbits of satellites was made by Diliberto, Kyner and Freund
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[159]. Vinti [160] gave a separable potential that represents ap-
proximately the potential of the earth and gives 3 isolating integrals
of motion.
c. Ergodicity. In the case of galactic orbits, that do not extend
to infinity, in 2 or 3 dimensions, one can apply Poincar_'s theorem
and state that almost all moving points will pass an infinite number
of times near the initial point. In fact, in these cases an invariant
set fi of finite measure is always present. In the case of 3-dimensional
orbits the section of the above set by the plane of symmetry of the
Galaxy is an annulus between two circles of radii rl and r2. Its
section with the 3-dimensional space is a torus generated by the
curve of zero velocity.
Poincar_'s theorem, however, does not tell us if an orbit will
fill the whole annulus or the whole torus. This can be decided by
means of the so-called ergodic theorem. If the set it cannot be
separated into invariant parts _tl, fi2,.., of positive measure, then
it is called metrically indecomposable or metrically transitive. In
this case an orbit fills the whole space equally densely. The moving
point remains inside any given subset w C _ of measure m for a
fraction of the total time that is asymptotically equal to the ratio
m/M, where M is the measure of _; i.e., if the moving point stays
inside w for time intervals t_ -k t2 + t3 ÷ .... t during the total time
T, then the limit t/T for T---,± co exists and is equal to n/M.
This theorem was proved by Birkhoff [161]. Another proof, due
to Kolmogorov, is mentioned by Khinchin in his book on the tounda-
tion of statistical mechanics [162] (s).
The main difficulty of the ergodic theory is to prove that a given
system is or is not metrically transitive. No such general theorem
is available. Oxtoby and Ulam [165] proved what seems to be the
most general theorem in this direction, namely that the measure
preserving flows are metrically transitive "in general." However,
it is possible that the dynamical systems are exceptional in the
sense of Oxtoby and Ulam. (See e.g., Diliberto, [166]). This pos-
sibility is closely connected with the existence of some "hidden"
integrals of motion. In fact if there exist a number of isolating
(_) For ihrther reading see the monograph of MOnster [163] in the Handbuch
der Physik. Many mathematical problems of the ergodic theory are discussed
by Jacobs [164].
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integrals the orbits lie always on the "surfaces" defined by the
constant values of these integrals. If, however, only one or two
integrals of motion are known, we cannot assert that the orbits will
fill the whole space defined by these integrals, because it may be
that another isolating or quasi-isolating( s ) integral, not known
already, is present. In fact if by calculating some orbits we find
that they do not fill the whole permissible space defined by the
known integrals, this is an indication of the existence of a further
isolating or quasi-isolating integral (see [74], [85]).
In this connection Moser [167], [168] and Arnol'd [169], ]170]
proved a very important theorem. Under some very general as-
sumptions periodic orbits in a two-dimensional potential field are
stable; namely in the 3-dimensional space defined by a constant
value of the energy constant the orbits either lie on tori surrounding
the periodic orbits, or they are contained between two tori of this
kind. In both cases the orbits are not ergodic, i.e., they do not fill
the whole energy "surface." In our terminology these cases are
either isolating or quasi-isolating.
4. Some [urther problems. The numerical calculation of orbits in
different potential fields is of the greatest interest, especially as
regards the existence of further integrals.
For example one should calculate some orbits in slightly elliptical
systems such as the elliptical clusters, the elliptical galaxies and
the oblate earth. In a spherical potential field the orbits fill, in the
meridian plane, an area between two circles and two straight lines
symmetric with respect to the plane of symmetry (Figure 9). For
slightly perturbed fields the area filled by the orbit should be slightly
different from the above. This has been found in some examples
calculated recently by Contopoulos and Danby. However in some
special cases of slightly elliptical systems the orbit fills a parallelo-
gram (see [85]). A number of orbits have been calculated in some
resonance cases of the third integral. In the expansion of the third
integral in the form of a series there appear an infinite number of
divisors of the form m_P- n_Q and some of them may be very
small or even zero. When one such value is zero we have a resonance
in the unperturbed motion (when we have two uncoupled oscillations
(_) A quasi-isolating integral is neither isolating nor ergodic; in general an
orbit does not lie exactly on some isolating sur[ace in the phase space, but is
contained between two such surfaces (see 174]).
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in two perpendicular directions) and the form of the third integral
changes (see [152]). It has been found, however, that in the case
of higher order resonances, (where plj2/Qlj2 is not equal to 1/1 or
to 2/1), the forms of the orbits do not change very much. Only
if PIP_/Q_J'_ is 1/1 or 2/1, do the orbits change appreciably. Such
resonance cases should be considered in other problems also.
Z
0
r
FIGURE 9. Recurrence Region for Spherical Potential
We have calculated some orbits in the case of an axially symmetric
system that has not a plane of symmetry. It is evident that a third
integral exists in this case too. In the case of a system that has no
axial symmetry, there are two integrals besides the energy integral
(see [85]). These, however, do not correspond to the angular mo-
mentum and the third integral of the axially symmetric case.
One could think of other more complicated potential fields also.
Such is the case of the 3-body problem or the n-body problem. In
all these cases the calculation of some orbits may indicate the ex-
istence of new isolating or quasi-isolating integrals, whenever such
integrals exist.
Of special importance is the calculation of periodic orbits. The
periodic orbits play an important role in classical celestial mechanics
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and they should play a similar role in stellar dynamics. A few
periodic orbits in the case of the potential field (131) have been
calculated by Goudas and Barbanis [171]. The initial velocities of
these orbits are perpendicular to the plane of symmetry. We found
also periodic orbits with nonvertical initial velocities.
The calculation of orbits in a realistic potential field, representing
our Galaxy is of importance for another problem also. In this way
one could find the evolution of the distribution of stars of different
ages in the Galaxy. E.g., one could find if the A stars were more
concentrated in spiral arms in previous times, and so find eventually
the age and the points of origin of these stars. This work necessitates
accurate values of the proper motions of the stars as well as a good
knowledge of the galactic field. The calculations of the perturbations
due to the spiral arms is of interest in this connection.
Another application of the third integral is in constructing models
of stellar systems by means of a distribution function F that de-
pends on three arguments, E, C, and (P. Most of the models con-
structed until now depend only on one or two arguments. Therefore
it should be of great interest to have more general distributions,
including the third integral also.
IV. The statistical approach.
1. Introduction. The main purpose of' the statistical approach of
stellar dynamics is to connect the two former approaches of particles
and continuum. This is essentially the object of statistical mechanics
in general. In fact in statistical mechanics a probability is defined
for any given particle to be in any given region of the phase space.
The distribution of a great number of particles is assumed to follow
this probability law which gives a continuum distribution.
This method, however, is not easily applicable to stellar dynamics;
in fact a consistent definition of' probability in the case of stellar
dynamics has not yet been given.
A "probability density" p is a positive quantity that is normalized,
i.e., ./',pdw = 1 for all the phase space _, and it is an integral of
the equations of motion. The last property is derivable from the
following fact. If the probability that a particle belongs to a certain
set w in the phase space is P, then after some time t the set w is
transformed into O(w,t) and this has the same measure as w. On
the other hand the probability of _(w,t) is equal to P, because
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each point of w defines uniquely one point of _(w,t). Therefore
the probability density p = lim(P/m (w)) is constant along an orbit.
We can define as probability density the quantity p = f/N, where
[ is the distribution function and N the total number of stars of
a stellar system. Such a probability density would give only the
known continuum approach of stellar dynamics. However, here we
want to find/, as it is done, for example, in classical statistical
mechanics, by using the ergodic theorem or assuming equal a priori
probabilities.
The form of f may be found by adding a new element in our
picture, and this is the interaction of the stars among themselves.
In the continuum approach we never used the fact that the indi-
vidual stars which compose the continuum attract each other ac-
cording to Newton's law. If these interactions of the stars with
each other are taken into account, we may be able to derive a
"final" distribution function towards which any initial distribution
of positions and velocities tends, or at least to find the evolution
of a distribution function in the course of time, once the initial
distribution function is given.
This problem can be solved, in principle, by numerical integra-
tion. This, however, is equivalent to solving completely the n-body
prob!em, and this is quite impossible in practice since the number
of the gravitating bodies is very great. Therefore, we should rely
on some general principles.
The basis of statistical mechanics is the assumption of equal
a priori probabilities for equal volumes of the phase space. In order
to do the same in stellar dynamics it is sufficient to find an invariant
set _ of positive but finite measure; then a function p that is a
positive constant inside _ and zero outside it can be taken as a
probability density. Kurth [4], [172], however, remarks that no
such invariant set is known and probably does not exist; therefore
no statistical mechanics of stellar systems exists. For this reason
he rejects all statistical methods in dynamical astronomy, such as
the notion of' the relaxation time, the Boltzmann distribution etc.
However there is at least one case, mentioned above (in §II.4)
where we can define an invariant set _. This is the case of the
plane restricted 3-body problem. In this case a probability density
can be defined. It should be very important to find similar cases
in the n-body problem also. The results of Arnol'd [33] open new
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possibilities in this direction.
Further one may find criteria to distinguish between orbits ex-
tending to infinity and recurrent orbits. Then we might apply our
considerations to the set of the recurrent points only.
But even if these possibilities are not realized, one can apply
quite generally the methods of statistical mechanics to stellar dy-
namics, under some "reasonable" assumptions, as a convenient
means to study approximately the behavior of stellar systems.
Such a discussion has been made by Heckmann 1173].
The statistical mechanics of stellar systems can be applied in a
region of the phase space that is not infinite, whether this region
is really invariant or not, if we have reasons to assume that the
motions that extend outside this region are rather exceptional. This
method is of course, only approximate, but it has the same value
as the approximation of a stellar system by a continuum, or even
by n gravitating bodies moving according to Newton's law.
In fact the main argument of Kurth against the statistical me-
chanics of stellar systems is that it contradicts the theorems of
Hopf. The statistical mechanics considers the evolution of a stellar
system as an irreversible process, i.e., as a one-way evolution toward
a final state which we might call the state of maximum entropy.
According to the theorems of' Hopf, however, there is no such final
state. The system is either recurrent or its representative point goes
to infinity; but the second alternative happens only if the representa-
tive point came from infinity. We may say more loosely that a
system disintegrates only if it was formed by captures. A recurrent
system, however, is almost periodic for infinite time, and no final
state exists, unless it is periodic.
This objection is quite similar to the famous "recurrence ob-
jection" {Wiederkehreinwand) of E. Zermelo against the irreversi-
bility of statistical mechanics. Zermelo's argument, based on
Poincar_'s theorem, states that the increase of' entropy of a system
is followed by a corresponding decrease of entropy as the system
returns arbitrarily near its initial state. In tact, such increases and
decreases of entropy alternate, and evolution of every physical
system is oscillatory.
A very interesting "conciliation" of the recurrence theorem
with the classical views of thermodynamics is due to P. and T.
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Ehrenfest [174]. The Ehrenfests point out (a) that if at some time
the entropy is much less than its maximum value, it will practically
always tend to increase, (b) that this is true for both time directions,
and (c) that the entropy remains quite near its maximum value
practically all the time. In other words the time interval during
which a system is far from equilibrium is quite small in comparison
with the time of equilibrium. Therefore, the actual Universe is a
very improbable deviation from equilibrium.
However, such deviations from equilibrium do exist, although
they are very rare. In the case of a gas the time of relaxation, i.e.,
the time needed to reach equilibrium, is of the order of 10 -_ seconds;
whereas the recurrence time for one cm J of gas (10 _ atoms), i.e.,
the time needed so that each atom should return near its initial
position with nearly the same velocity, has been calculated by
Boltzmann to be of the order of 10 _Ul_years! In the case of a stellar
system the relaxation time is of the order of 10_ to 10_4 years,
while the recurrence time is at least of the order of 10 _'_ to 10 _'°_'_
years as we have already calculated (in §II.5). Therefore, even if
a stellar system is recurrent, the statistical methods can be applied
if they deal with time intervals small in comparison with the re-
currence time.
The Ehrenfests' approach has many advantages, but it has one
mai n disadvantage in that it considers the two time-directions as
essentially equivalent. However, the uniqueness of the time direction
is one of the most basic principles of physics, of the same status
as the principle of causation.
On the other hand, the gravitational law of Newton and the laws
of mechanics in general are symmetric with respect to the past and
future. One can escape from the dilemma only by assuming a limited
extrapolation of any physical law and the laws of mechanics in
particular. One can practically never extrapolate the laws of me-
chanics for intervals as long as the recurrence times. For example,
the accuracy with which the changes of the angular elements of the
planets are known, on which the accuracy of the law of Newton
is based, is of the order of l'/century (see [175]). This corresponds
to an inaccuracy of 90 ° in about 4 × 10 _ years, which is roughly
of the order of one relaxation time but quite small in comparison
with the recurrence time.
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If we assume that Newton's gravitational law changes slowly in
time then our proof of Hopf's theorem is no more valid. In practice
there are many quite evident reasons why one cannot extrapolate
Newton's law for extremely long time intervals. The loss of mass
of the stars, their friction with the interstellar matter, or the actual
collisions of stars, completely change the behavior of a stellar system
in time intervals quite small in comparison with the recurrence
time. Fricke 11761 has calculated the effects due to a resisting
medium on the motion of the stars. From his formulae we find
that for a density of the interstellar matter of the order of 10 24
gram _, the velocity of a star is reduced to one half after a time
of the order of a hundred to a thousand times of relaxation. There-
fore, Newton's law is applicable only for time intervals of the order
of a thousand times of relaxation. In much longer times the small
irreversible effects become predominant. Hence in the long run all
the physical and astronomical phenomena show a definite time-
direction.
The theorems of Hopf are very useful as regards the mathematical
theory of the n-body problem, but not as regards the behavior of
real stellar systems. For these reasons the use of statistical methods
in stellar dynamics is well justified; in fact in many cases these
methods give us more information than particle mechanics.
2. The Relaxation Time. As a first illustration of the application
of statistical methods to the problems of stellar dynamics we shall
give the main steps of' the calculation of the time of relaxation of
a stellar system. The first satisfactory calculation of' the time of
relaxation was made by Chandrasekhar [2].
There are several definitions of' the time of relaxation. Here we
shall use the following: The time of relaxation T_: is the time needed
so that the mean change of the kinetic energy of a star due to
encounters is equal to its initial kinetic energy. Namely, if E is
the kinetic energy of a star and _E is the energy exchange in each
encounter, then in time T_: we get the equality
(172) _ (5E) _ = E _.
This time is found in the following way: Each encounter is con-
sidered approximately as a two-body problem and (AE) _ is cal-
culated; then we take the contribution of all the encounters suffered
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by a star in time At. The sum _ (AE) 2 becomes equal to E 2 when
At = TE.
Let _ be the velocity of the center of mass of two stars with
masses ml, m2 and velocities Vl, v2; i.e.,
1
(173) _ - (m,_ + m2_).
ml -_- m2
On the orbital plane (where the relative motion of the two stars
takes place) we have the relative velocity
(174)
Hence
(175)
V _ V 2 -- V 1.
_ ml_- + _.
ml-_- m 2
The relative velocity does not change in measure during the en-
counter, but it is deflected by an angle _- 2¢ (Figure 10). D is
¥
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FIGURE 10. Change in Relative Velocity
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the distance of ms from the initial velocity vector of ml and is
called the "impact parameter". If
x z y_
(176) a--7 -- b-7 = 1
is the equation of the relative orbit, then
tan_¢ = b2/a _,(177)
and
while
(178)
where
(179)
Therefore
(180)
hence
b_D,
b_'/a = p = C_/(G(ml + m2)),
C = The constant of areas = Du.
G(ml + m9
a V, _ ;
DZv 4
(181) tan_¢ - GZ(rnl + ra._)e.
Then (see (175) and Figure 11) we have
m 1
_-_=vg-v_=-- v,
ml _ m,2
v-,'_=vg- v_ - ml _,.
m; _ lqZ 2
As v-and v' have equal length, so do _ and v-_.
Let ¢ be the angle between _ and v--(Figure 11); then
(18 ) 2m, ..vcos + ( m, V s .
Similarly after the encounter
(183) v_2= v_ + 2m, v, vcos¢' + ( ml _.e
ml + rn_2 \rnl+ m2/ v_'
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FIGURE 11.Three-Dimensional Aspect of Encounter
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FIGURE 12. Projection Angles
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because the length of v remains the same. Hence the change
in kinetic energy during the encounter is
1 mlm2
(184) AE -- _ m2(v_ 2 - v,_) - /)gv(cos (D'-- cos(P).m_ A- m2
If i is the angle between _p, the projection of _ on the orbital
plane, and _ and _, _b' the angles between v, v' and _p (Figure 12),
then
cos(P= cosScosi, cos(P' = cosS' cosi.(185)
But
(186)
Hence
(187)
5'-5= _- 2¢.
2 2 ¢+5,
therefbre
5'
cos ¢' - cos (P= cos i (cos ¢' - cos 5) = 2 sin
(188)
• _-_' .
--- sin _ cos l
- - 2 cos i cos(5 - ¢) cos¢
and
(189) ._E - 2mira2 vgvcos(5- ¢)cos¢cosi.
m I _- m 2
Let us calculate now the number of encounters of a star with
velocity v2 with other stars. It' (v_,0,_) are the polar coordinates
of the point v_ in a coordinate system having as z-axis the velocity
(O is the angle vlv._, and _ is the azinmth of the plane VlV2). Let
N(v_,O,i))dv_dOd_ be the number of stars with velocities in the
range (v_,v_ + dvt), (8,0-4- do), (¢_,¢ ÷ d(D. The number of' stars
with impact parameters between D and D + dD encountered in
time dt is proportional to 2_DdDvdt.
If O is the angle between the orbital plane and the plane vtv_, then
the proportion of stars having this angle between o and o + do
is do/2_. Hence the change of energy of v._in time dt, due to en-
counters with stars with the parameters v_, O, ¢, D, o in the above
range, is
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Y. (_E)_(vl, _,¢, D, O)
(190)
,4_
= (AE)_2_rN(vI, O,¢) vDdD_ dv_dodcdt
v2v ( m m2
= 4N(uI, 0, _b) g \_lTm2/] cosZi cos_(_ -- _) cos2_ DdDdOdvldOdo dt.
Now we must integrate over all the values of D, O, 0, ¢ and 1)1 to
find the total change _ (AE) 2 in time dt. By (181)
G_(rn] + rn2) 2 sine
(191) DdD = v4 cos3 ¢ de,
and for D--_ 0 we have ¢--_ 0 (because the deviation ,r - 2¢ then
tends to 2_), while for D-_ _, ¢-_ 7r/2 (the deviation tends to zero).
Hence
(_E)_(v_, o, ¢, o)
(192)
V2 f0 ¢0= 4N(v_,0,¢) GZm_m_ _g cos_i cos_(¢ - ¢)tanCdCdOdv_dOdcdt.V
This becomes infinite logarithmically as ¢o_¢r/2. However when
D is great we cannot consider the encounters as two-body prob-
lems. If Do is the distance of the neighboring stars, and D >> Do there
are many encounters at the same time which probably cancel
each other. On the other hand if D < Do the formula (192) over-
estimates each (AE) _ because an actual encounter lasts less time
than in the case of a two-body problem. For this reason Chandrasekhar
takes D = Do as the upper limit of the impact parameter. It is
to be noted that a change of this limit by a factor of 2 does not
appreciably change the value of (AE)_(v_,O,'¢,O) because it con-
tains the term
i_cos_(¢- ¢) dlogcos¢,
and this does not change very much if tan ¢0 changes by a factor of 2.
This is the most delicate point in the calculation of _ (AE) z.
The integrations with respect to o, 0, ¢ are made relatively easily
it' the distribution of velocities is assumed to be spherical (i.e.,
N(v_, O, c_) = N(vJ sin O/4,-r), and if' we drop all the numerically un-
238 GEORGE CONTOPOULOS
important terms. Finally the integration with respect to v_ is effected
by assuming a Maxwellian distribution of the velocities v_, i.e.,
4j _ _, ,
(193) N(vO dvl = _;_ 1_ expt - j_v_) v_dvl,
where N is the number of stars per unit volume.
Finally we find
_, (AE) _ dt
E _ - T_(194)
where
(195) TE =
DoU_
32r NG_m_G(xo) In ( G(ml + m,_) )
Here
1
(196) xo = iv2 and G(xo) = 2x-_o(H(xo) -
where H is the error function
2 Ii _U(197) H(xo) = _ _ exp( - x _) dx.
xoH'(x0)),
Hence if dt = T_ then _(AE) _= EZ; therefore Tg is the time of
relaxation.
For our Galaxy N=O.lstar/pc J, Do=2.7pc, m_=O.5Q, v._
= 20 km/sec, j = 0.032 sec/km and we find that
T_ = 7 × 10 LJyears.
This quantity is big enough so that the individual orbits of
stars do not change appreciably because of the encounters. During
the revolution of the sun around the center of the Galaxy (2 × l0 w
years) the mean change of the energy of a star is about 0.0017E.
Correspondingly the mean change in the direction of the motion
of a star is A¢ _ 0.°07. For this reason we have neglected the
stellar encounters in calculating the orbits of stars in a stellar
sy_,tem.
If the velocities v._ also have a Maxwellian distribution we find
PROBLEMSOF STELLARDYNAMICS 239
a mean time of relaxation
(198) \ _/ NG_m_ln(no_/2Gm) '
if the masses of all the stars are equal.
In the case of a spherical cluster we may apply the virial theorem
and have
-- Vmn
(199) v2 - 2R*
where n is the number of stars, and R* = r*/2 is the value used
by Chandrasekhar as the radius of the cluster. If we draw around
each star a sphere of radius Do/2, the volume of all these spheres
is approximately equal to the volume of the cluster; i.e.,
4 4gv -- n=grR *_,(200)
hence
(201)
Also
(202)
Do
_ 2n-l_
R*
4 7rR,_N n.
3
Setting these values in formula (198) we get
• nR*J_ _1_ 1(203) T_ = 1 (_)l'_(-_-m / ln(n/2J,_) .
As an example, the time of relaxation of the Pleiades is TE
= 2.9 X 10; years. Therefore in this case the time of relaxation
is much shorter than the age of the cluster; i.e., the encounters
must have already achieved a statistical equilibrium. The same
thing happens in the central parts of the globular clusters also
(see [177], [178]).
Many astronomers like Charlier, K. Schwarzschild, Rosseland,
Heckmann and Siedentopf, Spitzer, and Fricke have worked also
on the problem of the time of relaxation. Fricke [179] has pointed
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out some errors in the earlier discussions. However, Fricke's method
also (which is presented in vonder Pahlen's book [3]) is not con-
venient, as pointed out by Heckmann [180].
Chandrasekhar has made another approach to the same problem
using purely statistical methods (see [181]). He finds almost exactly
the same values for the time of relaxation.
The above calculations, however, consider only the interactions
of stars among themselves. Some authors have considered also the
effect of the interstellar medium on the relaxation of stellar veloci-
ties. Spitzer and Schwarzschild J182J, [183] have studied the effect
of the interstellar clouds on the motions of the stars. They found
that because of the encounters of the stars with interstellar clouds
the time of relaxation is shortened very much and is only some
10 _years for our Galaxy. This is due to the fact that TE is inversely
proportional to m_N, where mN is the mass density. Hence if the mass
density remains the same, but instead of stars of mean mass 0.5Q
we have big clouds of mass m = 10_(Z), the time of relaxation is
2 × 10 _ times smaller. Only for the high velocity stars is the time
T_ still big enough, since it is proportional to v.__.
Osterbrock [184 Jfound similar numerical results by assuming that
the stars move in a fluctuating interstellar medium. Similar con-
clusions are also reached by Ogorodnikov J185].
A few years ago H6non 11861 calculated the time of relaxation in
a way different from that of Chandrasekhar. He considered the
distant, encounters as perturbations instead of two-body encounters.
This is more reasonable than completely disregarding the distant
encounters.
H6non's formula is similar to that of Chandrasekhar, except that
the logarithmic term of Equation (203) is replaced by
ln(2v:_T/eZG(ml + m._)).
This means that the perturbations _(AE) _ are not proportional
to T, but increase initially a little faster than T. This, however,
seems to be due to the method of calculation used and not to a
real physical phenomenon.
When v-T becomes > X, where X is the "Jeans length" (the di-
ameter of the condensations formed by gravitational instability
(see {69, p. 348]), then v_/" is replaced by
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( _V 2 _1,_ 27rr*(204) X= _ / - _ _-- 2r*;
r* is the radius of the cluster given in §II.1 by the formula r*
= GM/v _, and Nrn = 3M/(4_rr*J). Therefore the "Jeans length"
is roughly equal to the diameter of a cluster. H_non gives Do by
the formula
(205) Do= N -_'J ( 3n _-_'_
= \4-#_r._/ --
hence
The logarithmic term
( _ )_'ar*n-_,_ << 2r* '
X>>D0.
in Equation (203) becomes
31n (/2_-n'_ .
2 \ 3e _ / '
i.e., Chandrasekhar's time of relaxation TE must be multiplied by
about 2/3. The change is unimportant.
The same formulas apply also in the case of a plasma (see [187],
[188]). In this case
(206) X = \8_7e_ ]
(T is absolute temperature, k is the Boltzmann's constant, N the
particle density, and e the electron's charge), and this is the so-
called "Debye length," i.e., the distance over which the Coulomb
forces are effective in a plasma. At greater distances a screening
effect due to charges of opposite sign does not permit the inter-
action of the charges.
In the case of a stellar system this screening effect does not appear,
and therefore X is equal to the diameter of the system (see [189[).
However it should be of interest to find out the action of distant
perturbations, in connection with the problem of the fragmentation
of a system into clusters of stars. Jeans' study refers to instabilities
that occur in a continuum if the wavelength of a density variation
exceeds a critical value which is the Jeans length. Similar work
was done lately by Lynden-Bell [190]. The problem now is to find
how far these considerations apply to real stellar systems composed
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of interacting stars and not only to continuum media. Layzer
[191] has recently criticized Jeans' results; he points out that
nonlinear effects probably do not permit fragmentation.
In this connection one should consider the problem of formation
of condensations of different sizes (galaxies, stellar clusters, stars)
especially in rotating systems. It is not quite clear if formula (204)
can be applied also when vrefers to a rotating coordinate system,
i.e., if it is the velocity with respect to the local standard of rest.
Some experimental calculations of the time of relaxation in a
plasma have given values that are 1000 times smaller than cal-
culated theoretically. This is the so-called Langmuir's paradox
(see [192], [193]). Fricke [66] has suggested that perhaps forces
other than Coulomb's play a role here. A few years ago, however,
Gabor, Ash and Dracott [194[ showed that some oscillatory fields
are generated at the walls of the plasma containers adding energy
and entropy to the electrons, and thus causing a Maxwellian
distribution to be reached very soon.
A problem similar to that of the time of relaxation is the problem
of dynamical friction (see [195], [196], [197], [198], [186l), i.e.,
the continuous decrease of the velocity of a star along its orbit due
to interactions with other stars.
Chandrasekhar's time of relaxation refers to systems with
constant density. In actual systems, however, the density de-
creases outwards. Therefore the time of relaxation in the outer
parts of a stellar system is larger. Consequently a system cannot
be very approximately in equilibrium except in its central parts.
Further, the time of relaxation for a circular orbit is larger than
for a radial orbit that has the same apocenter. Calculations of the
time of relaxation in different models of star clusters were made
by Woolley and Robertson [200], [71] and by King 1201]. King
finds a mean time of relaxation 4 times greater than given by
Chandrasekhar's formula, for clusters with a central condensation.
3. The Escape of Stars from a Cluster. One of the most important
problems in the evolution of a stellar cluster is the escape of stars
from it and the subsequent dissolution of the cluster. This problem
has been studied by a number of authors, including Chandrasekhar,
King, H_non, yon HSrner, etc. In order that a star should escape
from a cluster its total energy must be positive or zero; i.e., its
velocity must become equal or greater than v_, where
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n
1 v_= G__, mimj(207) _ mi (i _ j),j=l;i_j rij
and further encounters should not reduce the velocity at any point
below the corresponding v_. We may omit the latter effect as of
unlikely occurrence in general (see [199]).
Adding all similar terms we find
1 _-. 2 1 -- Gm_n 2Gmn(208)
- 2., miv_= mnv_= -2v--2 i=1 -2 R* or R*
On the other hand from the virial theorem we have _= Gmn/2R*,
hence
(209) v_= 4v _
In a Maxwellian distribution of velocities
4_ _
(210) dn = _ exp( - j'2v'_) v2dv,
we have
(211) v '_= 3/2ff, and v_=6/ff.
Hence the fraction of stars
4 f_ ® exp(- x '2)x2dx = 0.0074(212) q = _ 1,2
have a velocity greater than the velocity of escape.
As the stars escape, however, new stars acquire velocities
greater than the velocity of escape because of the encounters,
and so we have a continuous escape of stars. It is argued that
during one time of relaxation, TE, a Maxwellian distribution is
restored in a cluster and therefore in nl times of relaxation a fraction
of An/n = niQ stars will escape. Hence in general the proportion
of stars escaping in time At is
An At
(213) - 0.0074--.
n T_
In other papers Chandrasekhar [195], [196], [197] calculates
the probability Q(r) that a star will escape from a cluster in time
r. He finds first that if we omit the action of dynamical friction,
the cluster is dissolved completely in a few times of relaxation.
An open cluster is dissolved in a few 10 s years. If, however, dy-
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namical friction is taken into account, the lifetime of the clusters
is much longer. Chandrasekhar finds then that Q(T) = 1 - exp( - r/To)
where To is the half-life of a cluster equal to To = 266 TE(_u). Hence
the half-life of the Pleiades instead of being of the order of 3 × 107
years becomes of the order of 3 × 10 _ years.
Recently the problem of the ejection of stars from a cluster has
been considered in detail by many authors.
King in a series of papers [199], [201[, [202], [203], [2041, made
some improvements on Chandrasekhar's theory. He considered the
variation of' the time of relaxation TE with time. As the stars escape,
the remaining cluster contracts continuously and TE decreases.
Therefore the total life-time of' a cluster is found to be only about
40TE0, where Teo is the initial time of' relaxation.
Similar results were found by yon HSrner [205]. He finds a dis-
solution time that is about 30TE0. The difference between King and
von HSrner is that King assumes that escaping stars take almost
no energy with them, whereas von HSrner assumes that they take
a fraction of the total energy equal to 0.0052 (equal to the frac-
tional energy of the escaping stars in a Maxwellian distribution,
when they reach an infinite distance from the center) during one
time of relaxation. Earlier L. Spitzer [206] supposed that each star
takes away an amount of energy my=5 2 where v:i is the mean square
velocity. This is, of course, an overestimate. Probably King is nearer
to the truth, because a star escapes just as it acquires the escape
velocity and probably it takes away only an insignificant amount
of energy. It is evident that the Maxwellian distribution cannot be
valid for velocities bigger than the escape velocity.
After most of the stars of cluster escape there will remain probably
only a stable multiple star, or even a double star. King found that
if this double star gets all the energy of' the cluster it will be just
a normal double star.
Hbnon [41], [42] has made a critical study of' the escape mech-
anisms of a star from a cluster. He points out that a gradual in-
crease of stellar velocities cannot result in the ejection of stars;
because if a star gets a velocity near the velocity of escape, it
moves in a very elongated orbit and only rarely comes near the
center where encounters take place. In fact, the star never acquires
-I(lo) The formula used by Chandrasekhar is To = 133,1_;l, where no = 2T_.:.
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the escape velocity if it is only subjected to a continuous set of
very small perturbations. Only during a very close encounter can
a star acquire abruptly the escape velocity. Such encounters, how-
ever, are very rare.
H_non finds that the escape rate is given by the formula
dn (Gmn '_'/'_
(214) _ - -- 0.00426 \_--0_ /
for the Plummet model, where n is the number of stars and ro is
the radius including, in projection, one half of the total mass. In
the case of a globular cluster (n = 10 _) this quantity is about 150
times smaller than the value
dn Gmn
(215) dt - 0.125 (lOglon - 0.45) R,----x
derived from Chandrasekhar's formulas, as given in [2](_). It is
also about 40 times smaller than the corresponding value given
by King. Similar calculations were made recently by Woolley and
Dickens [207].
Another important factor that influences the rate of escape of
stars from a cluster is the effect of the tidal field of the Galaxy
and of the passing-by stars and interstellar clouds. This problem
also has been considered by a number of authors.
The effect of the tidal force of the Galaxy has been considered
by Bok [208], Mineur [209], Chandrasekhar [2], von HSrner [205],
King [210] and others. In order that a cluster should not be un-
stable under the tidal forces of the Galaxy, its density must be
higher than a certain limit, which is about 0.1 G/pc _. This condition
is realized in the real clusters; e.g., in the Pleiades the density is
about 15 times the critical density. However, if a star goes out
farther than a limiting distance from the center of the cluster it is
usually lost from it because of the tidal forces. The limit according
to von HSrner is
/ M ,I/J
(216) rs = Ro _--_g/
where M is the mass of the cluster, Mg the mass of the Galaxy
(H) If we insert in (215) the value of G in units of parsec, solar mass and year,
we get the formula (5.314) of Chandrasekhar.
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and R0 the distance from the center of the Galaxy. If we set M 8
= 2 × 10_Q and R0 = 10 kpc, we get
(M_ "J
(217) rs = 13.6 \1_] '
where r_ is given in parsecs and M in solar masses.
If the radius of a cluster approaches this limit, its dissolution
is very fast. For R* = 0.5rs von H6rner finds a time of dissolution
equal to 8TEo. If R* is smaller the life time increases up to the
limit 30 TEo.
The effect of the encounters of a cluster with other stars on the
rate of ejection of stars is small. However it has been found (Spitzer
[211]) that clouds of interstellar gas going by a cluster exert a
much greater influence than passing-by stars, namely about 30
times greater. This effect is of the same order of magnitude as the
tidal effect of the whole Galaxy on a cluster. Thus the disruption
times of the actual clusters are of the order of 10 _ to 10 _ years.
King [203] has considered both the contraction of an open cluster
due to the ejection of its stars and its gradual expansion due to
the effect of the tidal forces. The loose clusters tend to be dis-
solved by tidal forces, while the dense clusters are dissolved mainly
by internal encounters. King finds a critical radius refit (about
1 ½pc for a cluster of 100 stars), that separates the clusters into
2 classes. The clusters with r < refit are contracting, while those
with r > rent are expanding as their energy increases due to en-
counters with clouds. In both cases the maximum lifetime of an
open cluster is of the order of 10 _ years.
In a recent paper King [210] has considered three factors that
define the structure of a cluster; namely the number of its stars,
its energy, and the effect of the galactic tidal field. These correspond
to the three parameters that enter the empirical density law of a
cluster given by King
(218) p = k (1 9- (r/rc)Z) _'_ - (1 + (r,/rc)_) _'_
In this formula rt gives the cutoff due to the galactic tidal field,
rc gives the concentration of the cluster, and k is proportional to
the number of stars. Formula (218) was shown by King to represent
remarkably well the real density distribution of the globular clusters
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and probably of the galactic clusters and dwarf elliptical galaxies
also. The encounters do not seem to change the general structure
of the clusters; they only slowly change the parameters entering in
the above formula. King ascribes the similarity of the clusters to
an initial relaxation process due to mixing during the formation of
the clusters. However, the existence of 3 arbitrary parameters in
formula (218) makes it possible to represent many density distribu-
tions with sufficient accuracy.
As yet there is no complete theory of the dissolution of the
clusters that includes all the relevant factors. The main practical
problem is to combine the effect discussed by H_non (that en-
counters do not usually result in escapes of stars, but only cause
some stars to move to the outer parts of the cluster), which tends
to increase the lifetimes of the clusters, with the tidal effects that
tend to reduce these lifetimes. Only when we have reliable lifetimes
for the clusters we can compare them with observations, and
derive cosmogonic consequences from them.
4. The Evolution o[ Stellar Systems. When one calculates the time
of relaxation or the rate of escape of stars from a cluster, he usually
assumes the density function as given. For example, Chandrasekhar
assumes a constant density, King assumes a polytrope, etc. There-
fore one assumes some "reasonable" model, found by means of the
continuum approach of stellar dynamics, and then he proceeds to
find the change of this model with time.
However, the problems of the structure and evolution of a cluster
are not separate. The present structure of a cluster is the result
of its evolution. Therefore the statistical approach of stellar dy-
namics should derive the distribution function [ and its change in
time from the interaction of stars among themselves. For example,
one should prove a kind of Boltzmann's H-theorem (which states
that any distribution of energy tends to a Boltzmann distribution,
and the corresponding distribution of velocities tends to become
Maxwellian).
These problems are not easy. We have not even succeeded in
general in defining a probability density in the phase space of a
stellar system. Further, a Boltzmann distribution corresponds to
an infinite radius and mass. However there are some methods to
escape from that difficulty.
First, we may consider the fact that the time scale of the evolu-
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tion of a stellar system is different in different places. For example
in the center of the observed clusters the time scale is comparatively
short and a kind of statistical equilibrium has probably been reached.
This equilibrium is slowly reaching the outer parts. However we
may consider possible exceptions to this rule. Are all possible con-
figurations of a cluster tending to the same equilibrium condition?
It is quite probable that there are exceptional cases where such an
equilibrium is never reached, even in the central parts of a cluster.
Such are, for example, the cases where the motions of all the stars
of the cluster are periodic. What happens then to systems that are
"near" these exceptional cases? Do they reach an equilibrium, and
in what time scale? For actual problems the calculation of a rough
time scale of the evolution is quite necessary. If this time scale
is extremely long we may consider a cluster as not changing at all.
Ogorodnikov [185], [212] considers stellar systems embedded in
a greater stellar system that acts as a container. Such is the case of
a Galaxy that is surrounded by a halo. The halo exchanges mass
with the Galaxy and when a steady state is reached, the number
of stars absorbed by the halo is equal to the number returned to
the Galaxy. Then a probability density can be defined and a statisti-
cal mechanics of the Galaxy can be developed.
This approach is good ibr short time intervals. It is not completely
satisfactory because we cannot consider the halo as a given boundary
and as a matter of fact it is a part of the Galaxy itself. However,
until a better theory of statistical mechanics of stellar systems is
devised such approaches may be useful.
A quite different approach is due to Chandrasekhar and von
ieumann [181], [213], 12141, [215l, 1216[, 1217l, 1218l. They start
from genuine statistical considerations; namely they introduce an
a priori probability density for each star ri(ri, vi), so that the proba-
bility that a star lies between _, and _+ d_ and has a velocity
between _ and _+ dE is ridxndxiflxiadvi_dvi._dvia. Then the total
probability density in the phase space is T = where N
is the number of stars.
Chandrasekhar and von Neumann used for ri the function
J
(219) ri = 7_ exp( - jZv_),
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and more generally an arbitrary function of v_ and of the mass
m. However T is not an integral of the equations of motion
(see e.g., R. Kurth [172]) because if
j_
(220) T = _ exp(-ff(v_+ v_-k .-- + v_)) = constant,
then v_ + v_ ÷... q-v_v = constant, and this is not generally the
case. Therefore this approach is not completely satisfhctory, be-
cause the probability density changes along the orbit of each star.
However it has not been proved that a function Ti with the re-
quired properties does not exist. On the other hand one may not
be interested in individual stellar orbits at all. In fact in most
cases we may consider a stellar system as a gas where the motions
of the particles are subjected to perturbations quite similar to the
Brownian motions of the particles of a fluid.
Chandrasekhar has calculated that the variations of the force
acting on a star due to stellar encounters have a period of the
order of 6 × 10 4 years in our Galaxy; there/bre they are very fast
in comparison with the period of' galactic rotation of 2 × 10_ years.
Thus we may consider the force acting on a star as due to the
smoothed out distribution of the stellar system plus a rapidly
fluctuating force, as in the case of Brownian motion.
In order to describe the Brownian motion a generalization of
Liouville's equation is usually used that is called the Fokker-Planck
equation (see e.g., [218]). If [ is the distribution function, its change
in time because of' the collisions is given by the equation
0
(_) At -4-O(At 9) = -- £ _([ (AXi))
c t=l
(221)
+O((Ax_AxiAx_}), (k= 1,2,3),
where (-_xi} is the mean value of" _xx, over the time At and is given
by the ibrmula
(222) (Aki) = Ak,¢(x; ._x) d(.xx),
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where ¢(x-; Ax-) is the transition probability that x will increase
by Ax=-- (Axl, Ax2, Ax3) in time At, and the integral is, in fact, triple.
Similarly,
(223) ( Ax, AXj> Ax, Axj¢ (x; Ax ) d (Ax),
etc.
Liouville's equation is replaced by the generalized Fokker-Planck
equation
(224) -°f 0/0v ] (0f /
This equation corresponds to Boltzmann's equation in gases. If
1
(225) ¢(x; Ax-) -- (4_rq At):_ , expl --lax+ _xAtl_/(4qAt) t.
(where the constant q is equal to 6kT/m in a gas, and -/?x is the
dynamical friction), then (AX,)=--_x, At, (Ax_Axj)=O(At _) for
i#j, and (zx_)=2qat+O(At_).
Hence
l 3 3At + O(At _) ÷ At;Ot /, O.fc, = _
i.e.,
(227) \ Ot/c Ox, ,= _ 0x_"
The Fokker-Planck equation now becomes
[ __°f :'Of of i;V :' O(/x,) q_-. iJzf(228) += x, : +
, =_ Oxi flYc, it.t, j OYc, = iJYc_
Equations (224) and {228) have been used by a number of
authors in discussing the dynamics of an ionized plasma (see 1187 ],
[219[, 12201, [2211). These problems are very similar to those of
stellar dynamics.
A special application of Fokker-Planck's equation to stellar dy-
namics has been made by Caandrasekhar 1195], 1196[, 1197[ in his
study of dynamical friction. Another special case has been con-
sidered by Spitzer and Harm [189], in their calculation of the escape
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of'stars from a cluster. A generalization of their solution was given
by King [204].
A more general application of this equation was recently made
by H_non [222]. H_non found a very important model of a stellar
cluster that is homologous; i.e., this model is such that its evolution
does not change the structure of the cluster but only its dimensions.
It is known that a stellar system cannot in general have a final
equilibrium state, because the Maxwellian distribution implies an
infinite radius and mass. And it is only in exceptional cases that
a system may tend to a configuration where all the orbits are
periodic. However, it may be that a system tends to a homologous
configuration; i.e., its final evolution is homologous. H6non has
given examples where models initially different from the homologous
model tend towards it. This is a case quite similar to the famous
H-theorem of" classical statistical mechanics, which states that
the collisions tend to produce a Boltzmann distribution of the
energy.
The homologous model found by H_non has a finite mass and
radius but its central density is infinite. However, the mass in
any small volume around the origin is always finite. H_non con-
sidered also some nonhomologous models which tend to the homolo-
gous model, and their central density tends to increase so that it
becomes infinite in finite time.
In all these models the distribution function is a function of
time and the energy integral only, f=f(E,t). Further work
should include the other integrals too.
A numerical solution of Fokker-Planck's equation for a special
form of the distribution function, f =f(E, C), including also the
angular momentum integral, was given by Michie [223]. Michie also
found a contraction of the core of' the cluster, together with an
expansion of' its outer parts. Similar results were found lately by
von Hhrner [10] by means of numerical calculations of the n-body
problem.
The effects of the encounters on the evolution of a stellar system
may be divided into two classes; the effects due to close encounters
(binary encounters), and those due to distant encounters. It is
understood that the latter effects are more important than the
former (see [187t, [224]). A method that permits one to take into
account not only binary encounters, but ternary and more complex
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encounters also, has been developed by Bogoliubov [225], Born and
Green [226], [227], [228], [229], Kirkwood [230], [231], Yvon [232]
and others [233], [234], especially in the case of a plasma. It should
be very useful to develop this theory for stellar systems also. This
problem is intimately connected with the problem of the time of
relaxation. Further the change of' the distribution function due to
encounters (c)f/Ot)c in Fokker-Planck's equation may be derived
more accurately by such a method.
As we have indicated above, the rate of ejection of' stars from a
cluster is not yet accurately known. The theory must explain
quantitatively the extremely low escape rate indicated by von
HGrner's numerical calculatkns [9], [10 I. Further, the ejection
of stars of different masses, the effects of the rotation and ellipticity
of a cluster on the rate of ejection must be derived.
One very important problem is to find out if' the stellar clusters
tend always towards an homologous cluster.
Another problem is to find criteria that would indicate the age
of a c]uster; the present estimates of the ages of the clusters are
in general based only on the evolution of different stellar models.
It would be very important to have independent dynamical ages
of the clusters.
There are many statistical problems concerning specific stellar
systems, clusters, galaxies or clusters of galaxies. The statistical
methods used in such problems are described, e.g., in the book of
Trumpler and Weaver I1101.
Statistical methods are introduced also in problems of celestial
mechanics, in connection with the distribution of the asteroids,
the comets and the artificial satellites around the earth (especially
in the case of a great number of small satellites as e.g., the case
of Project Westford). One recent example of this type, where a
distribution function is used in celestial mechanics is given by
Brouwer 1235].
The most important problem of statistical mechanics of stellar
systems at the present time is the justification of its basic as-
sumptions and the development of new methods of attack on the
basic statistical problems of stellar dynamics. This can be done
with some success by numerical integrations of the n-body problem;
the results reached this way will indicate the statistical methods
to be developed in stellar dynamics. To this effect stellar dynamics
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has to cooperate with classical celestial mechanics on one hand
plasma dynamics on the other. Much work is needed beibre we
can construct a consistent and somewhat complete statistical
theory of stellar systems.
I want to thank Dr. J. Barkley Rosser for suggesting many
improvements in the text.
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Qualitative Methods
•in the n-Body Problem *
N67 14420
I. Introduction. The n-body problem is concerned with the motion
of masses rnl, -. -, mn (n > 1), moving in inertial space under the at-
traction of their gravitational forces. In the case of a particle mk
being acted upon by a mass mj, we illustrate the geometry in Figure
1.
With position vectors ri and rk, the differential equation of motion
due to the force on the kth particle by the other masses is
n mjmk rj -- rk
(I.1) mki'k = _ 7 (k = 1,-..,n).
j=l;j_k r)_ rjk
Assuming that the initial position and velocity are given, i.e., r_(O),
vk(O) and rjh > O, we seek a solution of (I.1).
To realize what constitutes a solution to a differential equation,
recall the problem
dy _ [(x,y),
dx
where we seek a solution passing through a predetermined point
* This is a reporter's account of Professor Pollard's lectures, partially revised
by the editor.
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mh
FIGURE 1. Two Interacting Masses
(xo, yo). In general y = g(x,c) is said to be a solution depending on
the parameter c it'
0
Ox g(x,c) f(x,g(x,c)).
Obviously to find c we solve Yo = g(xo, c).
More generally, we may say that h(x,y,c)= 0 is the solution,
meaning that it' we determine g(x, c) implicitly by h(x,g(x, c), c) = O,
then y = g(x, c) is the solution in the earlier sense. For example con-
sider
with solution
dy 2x + ye x:'cos e xy
dx xe xysin x:' + 1 '
x" + sin e xs + y = c.
The latter equation is a solution in the sense that it" it is differen-
tiated the former equation results. Actually such a solution serves
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little useful purpose unless there exists some transparency that
makes it more tractable than the example just given.
Consider a set of differential equations
dx dy _ g(x, y)dt - [(x,y), dt
with initial conditions x(0) and y(0) given. The problem is to find
solutions x = x(t) and y = y(t) satisfying the differential equations
and the initial conditions. Simple division of these equations elimi-
nates the variable t and yields dy/dx= h(x,y) where y = g(x). Here
we have managed to reduce the system by one, and there is a chance
that if the solution is transparent the reduction is useful. In general
it is not. Thus mathematicians were led to look for integrals to
systems of differential equations. Returning to equation (I.1), the
idea is to reduce it to a system of first-order differential equations
of the form
(I.2) dxk Xm) (k 1, m) ,dt -- fk(Xl'''" .... '
where Xk = xk(t) and Xk(0) is given for k = 1, .. -, m. The order of (I.2)
is m, with m = 6n. A function g(xl,..., Xm, t) is called an integral of
the system if every solution of the system gives
g(xl(t), ..., Xm(t), t) = constant,
where the constant is determined by
g(xl(t), ..., Xm(t), t) = g(initial values).
If we can find m integrals
(I.3) gk(xl (t), ..., Xm(t), t) = gk(initial values) (k = 1, -.., m)
they constitute an implicit solution of (I.2) in that they are m equa-
tions in m unknowns for which we can solve x_ = xk(t, initial condi-
tions), and the problem is solved in terms of t and the initial condi-
tions.
II. Illustrative central force problem. To treat the two-body prob-
lem, n = 2, m = 12, with masses moving in a field subject to the in-
verse square law, we first look at a central force problem for one
body, n= 1, m=6,
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(11.1)
where r = Irl.
or
mf- _m r
r2 r '
_t
_- r-_r,
X
m
FmURF. 2. A Single Body with a Central Force
Using Laplace's method, we write
(11.2)
d r rv- rr
dt r r_
Recalling that r 2 = r 2 and re = r- r, (11.2) can be written as
d r (rXv) Xr (rX v) X i:
(11.3) dt r r3
Since r X f = 0 by (II.1), we have r × v = h, which constitutes three
integrals. Using this in (II.3) gives
d r -hXf
(II.4)
dt r
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Integrating (II.4), we have
(II.5)
r -hXv
- -- e,
r p
r v×h
-+e--
r tt
which constitutes three more integrals. However, the problem is not
complete since (I.2) has at least one solution of the form
gk(xl, -.., Xm, t) = constant,
in which t appears explicitly. But the 6 integrals shown above con-
tain no such function, implying that e and h are not independent
of each other. In fact
e.h=0.
Thus, in fact, (II.5) yields but 2 new integrals, with the sixth,
called the time of' perihelion passage, still missing.
Turning to the larger problem of two bodies, initially at different
points, we seek 12 integrals for the system (see (I.1) and Figure 1):
(11.6) ml i_l -- -- _/mlm2 (rl - r2) ,
r_2 r12
(II.7) m2r2- - _mlm2 (r2 - rl)
r22 r12
Adding (II.6) and (II.7) yields
(II.8) mli'l + m2_2 = 0.
Define M = ml+ m2 and rc (center of mass) = M-l(mlr_ + m2r2),
so that i'c = 0. This last equation indicates the center of mass is not
accelerating. Integrating to get the velocity and position of the
center of mass,
v_ = I (3 integrals, conservation of linear momentum),
rc = It + j (3 integrals).
Multiplying (11.6) by × rl and (11.7) by × r2 and adding, we get
ml(rl X rl) + m2(r2 × t'2) = O.
Integration yields
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(II.9) m,(r, ><v,) + m2(r2 × v2) = h.
These are three more integrals, expressing the constancy of angular
momentum. Now multiply (II.6) by • r_, (II.7) by • r2 and add.
d _m_ m2
m_ tl • rl -_ m2 r2 • _,z- dt r12
Integrating, we have
1 (ml v_ -I- m2 v,_) -- _ml m2 + E.
(II.10) _ rl2
This is an integral expressing the conservation of energy.
Subtracting (II.6) from (II.7) to get the equation of motion of the
second particle with respect to the first, we have
(II.11) i'2 -- rl -- _'(ml _- m2)(r 2 _ r0.
r_2
Let r = r2 - rl and u = 7M so that (II.11) becomes
#
(II.12) i'- r7 r.
This is the central force problem considered above, which yields
five more integrals. Since we now have more than 12 integrals, some
must be redundant. They can be reduced to the following:
vc- I, (3)
rc: It+j, (3)
(II.13) ml(rl × v0 + m2(r2 × v2) = h, (3)
_tl v_ ÷ m2v_) vm_m._ + E, (1)
2 'ml - rr_ "
vXh
r + e - (2)
r u
Returning to the problem of the time of perihelion passage, opera-
ting on both sides of the last equation in (II.13) by • r we have
h._
r÷e.r- ,
p
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which can be rewritten as
h2(II.14) r =
_(1 + e cos_)
which is the polar equation of a conic section with major axis along
e, and w the angle between e and r.
Finally, squaring the last equation in (II.13) we have
21h2 } v2h 2- -- - r _-e 2-1+ r . 2 ,
v2 _ t, + (e 2 _ 1)#2 _ tt _[_ E.
2 r 2h 2 r
This is the conservation of energy statement, with hyperbolic mo-
tion for e 2 > 1, parabolic for e" = 1, elliptic for e 2 < 1; for hyper-
bolic or elliptic motion, we must have h ¢ 0.
Since la-bl"+ laXbl2=a2b 2, substituting r and v we have
r2 r2 ___he = r 2v 2 or
1 r2+ =_- +E.(II.15) 2 _ r
But v2/2= (,/r)+E is valid even if h=0, since if h=0, then
f = _ tt/r 2.
Without integrating, (II.15) shows
1 h2
(II.16) 2 r 2 < ttr + E.
Multiplying (II.16) by r2, we have
1 h2 < ttr + Er 2.(II.17) _ =
From (II.17) we see that if r_0, then h = 0. Analogously, in the
n -body problem, all bodies cannot collide simultaneously unless the
total angular momentum is 0.
Multiplying (II.15) by 2r 2 and simplifying, we have
(II.18) (rt') 2 -_ h2 = 2(ttr + Er2).
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In intervals when r _ 0, we can introduce a variable u such that
c_ = k/r. Then
dr du
1'- du dt ' rl' -_ kr',
if we let a prime denote differentiation with respect to u. Then (II.18)
becomes
(II.19) k2(r') 2 -}- h 2 = 2(_r -}- Er2).
Differentiating (II.19) and dividing by 2r' yields
(II.20) k2r " = u q- 2Er.
For the case where E = 0 in (II.20), choose k 2 = u, so that r" = 1 and
U 2
(II.21) r = _- -}- au -}- b.
As t = 1/ k f r du, we get
(II.22) t= u-'/2(6 "_-}- yea2 -}-buq- c)
and we obviously have parabolic motion.
For E<0, choose k _=2[E[, yielding r"-}-r=u/k '2. Thus
r = u/k '2-}- A cos (u - B).
By proper choice of the constant of integration in
2u = - dtr
we can take B = 0. So
(II.23) #
r= _ +Acosu,
A
(II.24) t= to+ _ u-+- _- sinu.
For E > 0, choose k" = 2E, yielding
u
(II.25) r-- _ + A coshu,
u A
(II.26) t = to + -_ u _- -_- sinh u.
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Let us now discuss two basic problems of interest in the two-body
problem:
(1) For those orbits in which the masses are separating as t-_ %
how large is r?
(2) If h = 0, and for some time t = tl, a collision occurs, how small
is r?
For problem (1) we obtain from
(II.21) and (II.22),
(II.25) and (II.26),
(II.23) and (II.24),
r _ t2/_, for E = 0,
r_ t, for E > 0,
r bounded, for E < 0.
Now consider the problem when h = 0 and collision occurs at
t = tl. In short, in what way is r related to (tl - t) as t_ t_. From
Yc= - u/x 2, multiplying by X and integrating, we have _c2/2 = Mx
+ E. Multiplying now by x and taking the limit as x _ 0 or t --* tl, we
find
(II.27) lim xx 2 -- 2u.
Assume there exists an a such that x _ (tl - t)". Substitution in
(II.27) yields
c_2(t -- tl)" (tl -- t) 2_-2 --* 2U,
(t I -- t)_-2--, 2U/a 2,
x --_ (tl - t) 2/_ as t _ tl.
It is easy to make this result rigorous.
III. Introduction to the n-body problem. An interesting property
(see Bertrand, [1]) is that if one has a particle in a circular orbit
and the initial conditions are changed slightly, only the inverse
square law (u/r z) and the linear law (ur) will yield a new dosed orbit.
In the solar system under a linear law, the planets would move in
elliptic orbits with the sun at the center, and with a common period.
Let us first discuss the n-body problem under an arbitrary law
[(r). The equations of motion beeome
n
(III.1) mk_k = _ mirnkf(rjk ) rj-- rh
j=l;j_k rjk
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we get
_= O,
to=l,
re=It+ j.
It simplifies matters if we change to a new coordinate system in
constant linear motion with respect to the first in which
(III.3) L = tc = rc= O.
The equations (III.1) are unchanged, so we have
n
(III.4) _ m_rk = 0,
k-I
(III.5) _ mkvk = 0.
k=l
The order of the system has now been reduced to 6n - 6.
If [(r) = "rr, (III.1) can be reduced to
(III.6) i'k = - -rMrk, k = 1,...,n.
(III.6) implies all the masses satisfy the same differential equa-
tion, but fails to recognize that perhaps two of the masses may col-
lide. From (III.6), the motion is elliptic or linear, and
(III.7) rk = Ak cos_0t + B_ sin_0t, _o= X/(TM).
For the situation [(r) = "y/r 2 where n = 2 or 3, if the solution to
(III.1) ceases to he analytic at some time t = tl, a collision has oc-
curred. For n > 3 the problem remains unsolved.
However, Painlev6 has shown (see [3]) that if in some finite time
t = t_, a singularity occurs, then
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Summing (III.1) over all valuesof k,
n
(III.2) _ mk fk = 0.
k=l
Again using the concept of the mass center, with M = ml + m2
÷ ... +m,,
1
rc = _ (mlrl + rn2r2 +---),
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min rjk = O,
t_t 1
where we have n(n - 1)/2 distances rjk,
Returning to (III.1), crossing by rk and integrating we get
n
(III.8) _'_ mk(rk × vk) = h,
k=l
subject to (III.4) and (III.5). The system has now been reduced to
6n - 9.
For the final reduction, define u(r) such that u'(r) = - [(r). Form
the self potential
(Ill.9) U= _, mimku(ri4).
l<_j<k_n
Relating (III.9) to (III.1), we have
(III.10) rnk f4 = grad4 U.
Multiplying (III.10) by r4 and integrating,
n
1 _,m4v'_=E+U.(III.11) 2 k=l
This embodies the conservation of energy.
To specify the constant, and reduce the system to 6n- 10, for
r
[(r) = vr, let u(r) = - Jo [(r) dr,
r
[(r) = -_, let u(r) : - | [(r) dr.
r j|
IV. The Lagrange-Jacobi identity. Let us define I by
1 "
(IV.l) I = _ Y_ m4r_.
k=l
Observe that this is half the usual moment of inertia. Since
n
21 = Y_ m4rk . rk
4=1
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(IV.2) [ = _ mkrk. v_.
k_.l
Therefore
n
lY= _ ink(r,, i'_ + v_)
kffil
(IV.3)
= 2T+ _ mkrk. fk.
kffil
But _-_=1 mk r_. i'_ = _=_ rk. gradk U, so we have
n
(IV.4) )' = 2T-I- _ rk. grads U.
k=l
A function [(x_,...,xm) is homogeneous of order k if for 0 < X
(IV.5) /(Xx_, ..., Xxm) = Xkf(x_,..., x,,).
Differentiating (IV.5) with respect to },, and letting _, become 1 we
get
" Of
(IV.6) Y_ x,-- = k/.
,= 1 OXs
This is precisely the expression for the coordinates in (IV.4) if U is
homogeneous of order l. i.e.,
(IV.7) _ Xk_+ Yk_ +Zk =lU.
k_l
Thus
(IV.8) 7 = 2T + IU.
This is known as the Lagrange-Jacobi identity. Consider the ef-
fect of letting f(r) = 7/r p, - _o < p < oo.
In the previous section, u(r) was defined as follows:
u(r) = f [(r)dr,
with the following choice of limits.
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®dr 1 .yr__p-- . ,Ifp >1, _(r)---'r _-= p 1
[dr= 1
Ifp <1, _(r) =-_jo rp p- l"_r_-P"
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FIGURE 3. Three Interacting Masses
fdr|r ----_' log (i/r).
Ifp=l, g(r)=-'yj, r
Thus, if p < 1 or p > 1, u(r) and consequently U(r) is homogeneous
of degree (1 - p). (Recall (III.9).)
Applying the homogeneity property to (IV.8),
(IV.9) ?"-- 2T H- (1 - p) U
for [(r) = _[r -p, p _ 1.
Since by (III.11) we have T= U-FE and U= T-E, (IV.9)
becomes
_f_-2U-k 2E÷ (I-p)U
(IV.10)
---(3 - p) U -k2E - (3 - p) T -k (p - 1)E.
We are now in a positionto discussqualitativelythe relationship
between I, U, T and the general geometry of the problem.
Let 0 be the mass center of the three-body system shown in
Figure 3, and define
m2
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R(t) = max rj4(t),
_-(t) = max r4(t),
r(t) = min r_4(t),
where these functions by their very definition are not necessarily
analytic. The use of inequalities will enable us to relate I to these
new functions. By (IV.l)
n
21 = Z m4r_.
4-1
By definition, each r_ < _2(t)
n
.'. 21 _-<_ m4 _2,
k=l
or
M
(IV.11) I < _- _-2(t).
Similarly, _-'_m4r_ > m__,r'_ > m( _ where m = minm4. Combining
this result with (IV.11),
(IV.12) m (< I< M _.2.
Inequality (IV.12) tells us I and _.2are of the same order.
Now how is I related to R? An alternate form for I, valid for the
ease where the center of mass is fixed, and useful in this treatment,
is derived as follows. For a given j
n n n n
(IV.13) _-_ m4(r4 - rj) 2= __,m4r'_+rf_._,mk-2__,m4r4.rj.
k=l k=l k=l k=l
But with a fixed center of mass, the last term in (IV.13) vanishes
by (III.4), and
n
(IV.14) _ m4(r4 - r/) z = 21 + Mrf.
4=1
Multiplying (IV.14) by m i and summing with respect to j, we finally
get
1 _ mj4rj_ = I (mj4 = mr. m4).(IV.15) 2M l_j. 4_,
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But from the definition of R(t),
1
I <= _ R2(t) _ mjk or simply
(IV.16)
I < AR2(t) where A is a constant.
Treating (IV.15) as we treated (IV.l) to get (IV.12), we get con-
stants A and B such that
(IV.17) BR2(t) <_ I <_ AR2(t),
so I is of the order of R2(t). A general conclusion is that if for t--_ a
one of the quantities I, R or f-_ co, they all --_ _.
Let us now show the relation between r, U and T for 1 < p < 3.
Since rjk >= r, 1/rjk <= 1/r, and from (III.9),
B <U= Z _mi_ < A
(IV.18) rp 1 _--- i<j<k=n<[P" -- 1)r_; -1 = rp------_"
A conclusion from (IV.18) and the preceding work is that if as t---_a
one of the quantities 1/r, U, T or I" approaches _, they all do.
It is impossible for all the bodies to collide simultaneously after
an infinite time. To prove this statement, assume the contrary,
i.e., all rk _ 0 for t--_ co, which implies R(t) _ 0 for t_ oo.
r_0 implies 1/r---_ _, which implies I'_ oo by (IV.18) and (IV.8).
If I'-- co, at some time f > 0. For simplicity let I" > A for some t and
with A > 0. I" > A, integrated twice, yields
At 2
(IV.19) I> _ ÷Clt÷C2.
But (IV.19) tells us that I_ _ which implies R -_ from (IV.16).
But this is contrary to our hypothesis.
Consider the problem of fewer than n-bodies colliding after some
time t=a. Let n=3, f(r) =_r -'_. Then Chazy proved (see [2])
that it is impossible for a particular pair of masses to collide as
t_ co if' there exists a quantity 5 >0 such that both remaining dis-
tances are always greater than or equal to 5. That is, r12-_0 as
t _ _ if there exists 5 such that r23 and r_3 >5 > 0. (See Figure 3.)
We shall prove directly an extension of this result, namely that if
n = 3, f(r) = _,r -2, then r(t)-_0 as t---* _o.
PROOF. Assume r--_ 0. This implies there exists an rjk _ 0 for some
particular j and k. If no particular rj, becomes and remains the
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I I Ij ._.
, I I 'IL_%= r2,3
r13 t_ _
I
tm
FIGURE 4. Behavior of rib
minimum rjk, this implies at least two rjk are alternately the mini-
mum. Let them be r12 and r2_. Then when they exchange positions,
i.e., rx2 < r23--_r23 < r12, there exists a time tm such that r,2 = r23 = r.
With an infinite number of interchanges, we have r12 = r23 = r an
infinite number of times. However, by Figure 3, if rx2 = r2z = r, then
r13 _-<r12 + r23 = 2r. So R < 2r an infinite number of times. However,
the reasoning used to derive (IV.19) tells us that if r _ 0 then R -_ _o.
Then we cannot have R _-<2r indefinitely often as r-_0. Thus if
r(t) --, 0, a fixed rjk will eventually become and remain the r(t) of our
definition.
From (IV.15) and previous results such as (IV.19), assuming it is
r12 that becomes the minimum so r_2---0, we have as r---,O(1/2M)
(mz3r_3 + m13r23) _ At 2. Assume m23 > m13. Then
(IV.20) m23(r 2 -4- r23) _ At 2 , r_3 + r23 > Bt 2
Now let us show both r23 and r_3 are greater than some multiple of t.
Suppose t is large. Suppose r=>r_3. Then by (IV.20) r23
>= ( x/(B/2))t. As r_z - rx3 <=r_2_O, we can conclude r13 >_-x/(B)t/2.
If r_3 > r23, we can make a similar argument. So for large t
(IV.21) r23 >= x/(B)t/2, r13 >- v/(B)t/2.
From - -
(IV.22)
m3_ = __
7m2 m3 _7mx m3 (rl -- r3) -_- (r2 r3)
'
ij_3j < 7ml 7m2 < C
= r2---_ -4- r--_---_= _"
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Integrate (IV.22) between t = tl and t = t2, tl < t2.
hdt < If31dt<C 1
= = tl
or
1)t_ '
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(IV.23) Iv3(t2) - v3(tl) I < C (1 1 )
= tl t2 "
So v3(t2) - v3(tl) --_0 as t I and t2--_ co. However, Cauchy proved that
if there exists an f(t), t > 0, such that [(h) -[(t2)--, 0 as tI and
t2--_ co, then limt_=f(t) exists. Applying this to v3(t), limt_=v3(_)
exists.
Now let t2-_ co, and tl = t. Then (.IV.23) gives for large t
C
(IV.24) Iv3(co) - va(t) I < -- •
t
Integrating (IV.24) gives
• t ftJ, [v3(t) - v3(_o)]dt =< Ira(t) - va(_)l-< Clogt.dt
(IV.25) Ir3(t) - v3(co)t +Cll -< Clogt.
Divide (IV.25) by t and let t_ co. Since logt/t and c/t_O,
(IV.26) lim r3(t) = v3(co).
t_ _ t
By (III.4) _-'_i(miri/t) = 0, and so
(IV.27) lim mlrl + m2r2 lim - m3r3 _ m3v3(_).
t-= t t-_ t
Recalling r2 -- rl---* 0 and multiplying by m,/t,
(IV.28) r2 r-L -_ 0.
m, -_- - m, t
Combining (IV.27) and (IV.28) we now conclude that (rex + m2)
(r2/t), (ri/t) and (r2/t) all have limits. Since
I __mlr 2 m2r 2 m3r_
t 2 tT---q----_ q- t----T---
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we now have limt__ I/t 2 exists and is finite. Dividing by t 2 and
letting t--, co, {IV.19) becomes
I A
lim _- > --t-_ 2 "
However, in (IV.19) we could take A greater than any given quan-
tity. This gives a contradiction. Therefore r-_ 0 as t---* _o.
In the n-body problem, a simultaneous collision of all n bodies
implies that the total angular momentum is zero (h = 0).
PROOF. Such a collision implies R(t)---_O. We have previously
shown R-_ 0 after an infinite time, so there exists a time t = tl < o_
at which the collision must occur.
According to (III.8)
n
h = _ mk(r_ × vk),
k-1
so that
(IV.29) h< Zmkrkvk"
k
The Cauchy inequality states that
I __abl 2 < (_-_a'_)(__b'2),
and since (IV.29) can be written as
we conclude
h < _ ((x/(mk) rk)(x/(mk) Vk)),
k
Using T = I'- E, from (IV.10), we change (IV.30) to
(IV.31) h2 =<4I(/"- E).
But at some time t_, I_0. Then by (IV.17) R_0, and so r-_0.
Therefore, ]'_ _, which implies that at some time _' > A > 0. So the
plot of I against t must be concave upwards. But this means J < 0,
or - [ > 0. Multiplying (IV.31) by - [/I,
h_(- [) < -41(1'- E).
I -
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Integrating this in the neighborhood of tl,
1
(IV.32) h21og _ < 4EI- 2[2+ K < 4EI-k K.
As 1/I---* _, log(I/I)--* co, and so is eventually > 0. Dividing
(IV.32) by log(l/I),
h2 < 4EI + K fort_h.
- 1
log 7
Now as t--_ tl, the denomiator --_ co, I--_ 0 and the numerator --_ K.
Thus h2--_0 as t--_t_, or the total angular momentum vanishes if
there exists a simultaneous collision of all masses.
V. A Tanberian Theorem and its application. Consider the problem
of a given function f(x), x>0 such that f(x)-,_Ax 2, i.e.,
limx__ f(x)/x _ = A, and let us question if it is true that f'(x) .,_ 2Ax.
The converse statement (that if f'(x) .,_ 2Ax, then f(x) .,_ Ax 2)
is true, but it is not necessarily true that given an asymptotic rela-
tion one can differentiate with the result being also an asymptotic
relation. It is this irreversibility that led to the concept of the
Tauberian condition, which is that additional information required
to obtain reversibility in the above limits.
We first prove that if f'(x)_2Ax, then f(x)-..Ax 2. If
limx__ f'(x)/2x = A, then for each e > 0 there exists an Xo such that
(V.1) If'(x) A[<cf°rx>x°'-2x- =
Multiply (V.1) by 2x, integrate with respect to x, divide by x _ and
let x _ _.
(V.2) f(x) A < _ q_ C
X--_- -- = _-
for some constant C. Since _ is arbitrary, let __ 0 so (V.2) leads to
(V.3) lim _ = A or f(x)_ ax 2.
x
Now, to show that if f(x) _.- Ax 2 then f' (x) .-- 2Ax we must introduce
a Tauberian condition.
278 HARRY POLLARD
LANDAU'S THEOREM (1906). I[ f(X) " Ax 2, and ['(x) > C > - 0%
then [' (x) _ 2Ax.
Case 1. A -- O. Consider [(x + ,x), and its expansion in Taylor
series with a remainder, up to second-order terms.
2 2
+ ,x) = f(x) + ,xf'(x) + _ f"(_),(V.4) [(x
where _ liesbetween x and x + ,x.Thus
c2X 2
(V.5) f(x + ,x) > f(x) + ,xf'(x) + ---_ . C.
Dividing (V.5) by x 2 and taking x large enough so that
f(x + ,x)
f(_x) _A =<,2and (x+,x) 2 A =< 2,
and recalling that A = 0, we have
(V.6) _['(x____))x<2 (1 +(1 +It, )2 - C).
In (V.6), for , > 0, divide by ,
(V.7) ['(X)x <'(I+(I+"')_-C) "
In (V.6), for , < 0, divide by , (reverse inequality) and (V.6) be-
comes
,,X,x
Clearly (V.7) and (V.8) imply
lira [' (x) _ O.
x-_ 2x
Case 2. A _ O. Define g(x) such that
g(x) [(x) A.
(V.9) x2 - -_- -
The hypothesis [(x)... Ax 2 implies g(x)/x2_O. From (V.0), g'(x)
= ['(x) -- 2A.
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If ['(x) >C>- _o, then g'(x)>C-2A>- _. Hence the
argument for the case A -- 0 now applies to g(x), so
lim g' (x) _ 0.
x_ 2x
(V.10)
By (V.9),
(V.11)
g' (x) ['(x)
-- A.
2x 2x
Using (V.10) and (V.11), ['(x) _ 2Ax.
The same conclusion can be reached for [" (x) < C < co by using
- [ for [ in the above argument.
VON CLAUSIUS' THEOREM. If we assume the inverse square law,
and a system is bounded in size and velocity, then both the kinetic energy
and potential energy have averages in the limit sense. Specifically
_t1 t(V.12) U= lim | Udt= -2E,
,_® t j0
(V.13) _ = lim 1 f|'
- Tdt = - E.
t-_ t ,Io
PROOF. If (V.12) is true, (V.13) follows, since T = U+ E by
(III.11), and since E is constant it is equal to its average value.
Thus _ = U+ E. It other words, (V.13) is redundant in view of the
conservation of energy.
Now to establish (V.12). Begin with the Lagrange-Jacobi identity
= U + 2E, integrate once and divide by t.
[ 1 ft K
(V.14)
-- _0 --"t t Udt+ 2E+ t
Remembering (IV.2), from the hypothesis of bounded rk and vk, I is
bounded in time. Thus, as t--, 0% [/t-_O, K/t_O, and
lim 1 f'= - Udt = - 2E.
t_ _ t Jo
Due to the fact that in some cases, e.g., the parabolic case of the
two body problem, /J = - 2E(= O) even for an unbounded system
(r-.. tz/3), it is possible to prove a stronger theorem.
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THEOREM. A necessary and sufficient condition that 0 exist and
equal - 2E is that limt__ R(t)/t = O.
Here no condition is put upon the velocity, and the system can
grow with time provided it grows at a slower rate than t.
To prove the stated theorem, let us first show that [/t---* 0 if and
only if I/t2---*O. The argument given before our proof of Landau's
Theorem shows that if [ t-,O, then I/t2-_O.
We can get the reverse by Landau's Theorem if we can show
I > C > - _. However, by the Lagrange-Jacobi identity 1'= U
+2E>2E> ....
By (V.14), 0 = - 2E if and only if [/t_O. So 0 = - 2E if and
only ifI/t2---,O. Then by (IV.17), 0 = - 2E if and only ifR(t)/t_O.
Thus our theorem is proved.
THEOREM. If T exists and equals O, then E = O.
PROOF. T = U -4- E, so if T exists, so does O, and 7' = O -4- E. As
=0byhypothesis, O= -E. ButO>0, so-E>0or
(V.15) E < 0.
From 1' = T + E, integration once and division by t gives
(V.16) [ 1 fo t Tdt + E +
C
t t t
As t-_ co, if _/' = 0, the integral in (V.16) must vanish, as does C/t.
Thus:
lim /-' = E so [ _ Et.
t_ t
Integration of this asymptotic function gives
Et 2
I_._ --
2 '
or
I E
lim _ = 2--.
But I > 0, so E > 0. Combining this result with (V.15), we have
E=0.
Incidentally, the theorem is true for all p r s 1.
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What happens if E < 0? Since T = U+ E, and T > 0, by hy-
pothesis
U+E>=O or U>_- -E.
Thus U_>_ [El, but A/r>= U by (IV.18), so A/r>= [El. Thus
A/[ E[ _->r. So if E < 0, then r is bounded but R could conceivably
co
If E > 0, there are some interesting conclusions to be drawn.
THEOREM. If E > O, n = 3, a particle escapes.
LEM_A 1. 4EI - [2 < C as t--_ co.
From the Lagrange-Jacobi equation [= 2E + U, we conclude
[--_ co as t--_ co. Thus, for some time a[ becomes positive, say [(a)
= k > 0. By integrating f,
t
(V.17) [= Ja U(T)dr + 2E(t - a) + k.
F" t
(V.18) I = Ja (t - T) U(T)dT + E(t - a) 2 + k(t - a) --k I.
Multiplying (V.18) by 4E, we can write
F" t
(V.19) 4EI < 4E(t - a) Ja U(r)dr + 4E2(t - a) 2 q- 4Ek(t - a) q- C.
Squaring both sides of (V.17) gives
.t[
(V.20) /2
> 4E2(t - a)2 q_ 4E(t - a) J_ U(r)dT + 4Ek(t - a).
Subtracting (V.20) from (V.19) gives
4EI - [2 < C.
Define J = El<j<k<=nmjkrjk.
A familiar argument gives
(V.21) BR < J < AR.
LEMMA 2. limt__ 1/UJ exists.
From the definitions,
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l <p<q <n==
Integration of this gives
1 11t 11(V.25) (Uj}_, 2 (Uj)_/2 < B t_.s t_/2
But as tl and t2--* oo independently, the right side of (V.25) vanishes,
and 1/(UJ)3/2---*lim as t-* co or limt_® 1/UJ = I.
Assume l > 0. Then, there exists a 5 > 0 such that 1/UJ > 5 > 0
as t--* o%
UJ = __, _'mj______k, m_ r_, 1 < j < k < n,
rik
= __, _ .rmi, m_ r_.
rik
Differentiating this with respect to time,
(V.22) (UJ)' = __, __,'rmjkrn_ rj_r_ - rmrikz_
rjk
But rik > r by definition, so 1/ri_ < 1/r. From (V.22) and (IV.18),
with C = B -2,
(V.23) I(UJ)'I < CU2_, __,'r x,/(rnjkrn_) V/(rn_krn_) Irjk_- r_b_l.
Square (V.23) use Cauchy's inequality, and note that in the expan-
sion of I 12 we get a middle term
- 2 __, rnjk rjk bk __, rn_ i'_ = -- 2M 2 [2.
Thus (V.23) becomes
I(UJ)'I 2 _-<U4(CJ_U+ C_) (j2> 12).
Dividing by U 5 js,
(V.24) I(UJ)'I2 <C. 1 + C_ . 1
U 5j5 = _ -27 UJ"
But by (IV.18) and (V.21) 1/U < Cr and 1/J < C/R. Thus 1/UJ
< Cr/R < C. This implies 1/UJ is bounded, and it will be dropped
from the right side of (V.24). Similarly, since E > 0, if I > At 2, then
j2 > At 2, and so J > At. Finally (V.24) can be reduced to
I(UJ)'l B
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r > C >6>0, sor>_R>Ct,(V.26) R = U_ = = =
(V.26) shows that as t _ 00, r-_ ooso all the particles escape.
Assume l = 0. Then at some time, some rj,(say r12) becomes the
minimum, i.e., r12 = r. If another r/h swaps with r12, each time a new
rik becomes the minimum, r12= r_. (Assuming r2s is the other mini-
mum.) Then rla = R. But
Ir,s - r13J __-<r2s,
(V.27) or
Ir- RI < r.
Division of (V.27) by R, gives Ir/R - 11 < r/R. But lim,_ r/R = 0,
which implies I - 11 < 0. Therefore there exists a min rik; call it r12.
Introduce Jacobi coordinates _ and r, where
ml rl _ ms r2
_=r3
ml + m2
r = r2 -- !"1,
mlrl + m2r2-_- m3r3 =0.
The above set of equations may be solved to get rl, r2 and r3 as
linear functions of r and _. Such a manipulation would show
(V.28) I ----- A_ 2 + Br 2,
where A and B are functions only of the masses.
ml
m2
FIGURE 5. Jacobi Coordinates
m3
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Let r23= R, rr,=r. Then JR-_J <r, or Jl- (_/R) I <r/R.
However, by (IV.18) and (V.21), 1/U> Cr and i/J > C/R. So
r/R < C  UJ. With / = 0, this gives _/R_ 1, _ _- R.
Since R > Ct, _ _ Ct so _ becomes unbounded as t-_ co. But re-
writing the form for
M r3 - _ m i ri M
= - r:_= cr:_.
M - rn:_ M - m:_
Since, as t--_ co, _ _ oo, we conclude r:_ o_. This means m:_ escapes
from the system.
VI. Classification of motions. Recall the general equation of motion
(VI.1) m_fk = _ mjk (rj- r_).
l--j<k<n
When [(rjk) is a real, analytic function there exists a unique set of
rk(t) which satisfies (VIA). For the case where [(r) = -y/r 2, either all
the rk(t) may be continued analytically as t---_ co, or there is some
time t = t_ at which at least one r_ ceases to be analytic. Painlev6 has
shown (see [3]) that the solution of the n-body problem permits
analytic continuation until such time t = t_ ibr which r(t)---_O as
t _ t,, and that this condition is both necessary and sufficient.
Returning to the work of Chazy in [ 2] tbr the case where t _ o_,
is it possible to find estimates tor the growth in r(t) with time?
From the definition of U,
- U = Z vm, rj,
From (IV.18), with C = B _ '_,
As beibre, we square both sides of (VI.2), recalling the energy equa-
tions, to get
(VI.3) It?l cu T.
(Note that in this paper no effort has been made to distinguish
between the various constants, i.e., A, B, C, C_, etc., since they only
depend on the masses.) As U = T- E > - E, we see that if E < 0
then
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A
-- >= u__> IEI,
r
(VI.4) A
r< --
-tel
If E = 0, T = U and (VI.3) becomes
ICyl2 <=cv 5,
(VI.5)
I_uI < B.
_--_=,_
Integration gives U -3/2< BltA-B2, so that U-'< Bt 2/3 for large t.
As A/r > U,
(VI.6) r < Ct 213.
If E > 0, (VI.3) becomes
(VI.7) IUI 2 < cu4(u+ E).
Let _ = U 1, so that from (VI.7) we get
I_-'_l 2 < C_ 4(U1+ E)
(VI.8)
I_1--< \
Choose A large enough so that
C + CEA )(VI.9) A > 2 \ A "
We wish to show that for sufficiently large to
(VI.IO) _ <=At
for all t > to. We first suppose that for all t > t,, _ >_-A. Then by
(VI.8) and (VI.9),
1
(VI.11) I_1 --< _ A
so that (VI.10) will eventually hold. Alternatively suppose that ibr
every t, there is a greater t at which _ < A. Take to to be such a t > 1.
Then we prove (VI.10) by reductio ad absurdum. Suppose (VI.10)
fails. As to > 1 and _ < A at t = o, we have (VI.10) holding at t = to,
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and consequently for to < t _-<t2, where t2 is the greatest lower bound
of all t's greater than to for which (VI.10) fails. Then _ > At2 at
t=t2, and so (since t2>to>l), we must have_ >A for t2-e <t
< t2. Then by (VI.8) and (VI.9), (VI.11) must hold for t2 - _ < t < t2.
With _ > At2 at t = t2, this tells us that _ > At at t-t2-_, con-
tradicting our definition of t2 as the greatest lower bound of t's
greater that to for which (VI.10) fails.
From (VI.10), we get Cr <= U -_-_ _ < At.
Thus
(VI.12) r _ t.
For n = 3, and ruling out the case h = 0 of triple collision and
writing l= lim,_® (UJ) -_, Chazy gave the following possibilities
(see [2]):
E :> 0 all l ;_ 0 hyperbolic case
two
and
rij _ t
ri/s, say r12
r_ t
r13 _ t2/3
l = 0 hyperbolic-
parabolic case
two r,j's, sayrl2)
and rz_ "-_ t I 1 = 0 hyperbolic-
r_ < B elliptic case
E=0 two ri/s, say r_2
and r_ _ t
r13 _ B
all rii _ t '_j_
All the above
cases. In addition
E _ 0 a case in which
some rij oscil-
lates infinity.
hyperbolic-
elliptic case
parabolic case
Chazy was able to exhibit orbits of every type above save for
the very last, but the latest Russian literature indicates this too has
now been exhibited.
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Let us now return to the Sundman problem, namely the three-
body problem where h _ 0, and show that if r--_0 as t---_tl, this cor-
responds to a two particle collision with the third particle moving to
a definite position with a definite velocity.
Ifr(t)--*0 as t---_tl, U---* oo so f-_ oo. But this tells us that the
curve of I against t must be concave upward in the neighborhood
of t = tl, so I _ L, where 0 _-<L < co. We have already ruled out the
case where I -- 0, so we have 0 < L < co.
If r--_0, a pair of particles collide. Then one of the distances rij
becomes a minimum and remains so. To prove this, assume r12 and r_
are alternately the minimum. Then there exists a sequence of times
I tn}, tn-_ tl where r12(tn) = r23(t_) ---*0. But r13 < r12q- r_, so r13(tn)
--*0 which implies all three r_j---.O along this sequence of t_'s.
But note that by (IV.15) I = 1/2M__,mlkr_k, so I(tn)--*0 along this
sequence.
We have already proved I has a limit, so if it approaches 0
along a particular sequence of times, it will approach 0 no matter
how you approach tl. But this would be a triple collision, contrary to
h _ 0. Thus only one rii eventually becomes and stays the minimum.
Now to show that the third particle moves to a definite position
with a definite velocity. If r_2--_0, then rss-r13-_0. We know
m12r_2---*O. This implies by (IV.15) that rns3r_3 zr- rn3_r_3_ 2ML > O.
As r2s - r13-_ 0, we must have both rz_ and r_3 approaching the
same finite limit, which must be positive, or going to co together.
But
_ 3'm2f3 _,m__l(rl- r3) qu __ (r2- r3)
'
so
leal < -rm, 3,m2
= r_---3--k r_
As r_ and r13 are bounded away from zero, we see that f3 remains
bounded. Recalling that if a function has a bounded derivative as
t--_ tl, the function itself has a limit, we see that r3 has a limit as
t---_t_. So r3 is bounded, and r3--_ limit as t--_tx.
However, m_ rl -k m2 r2 -[- m3 r3 = 0, so that m_ r_-k m2 r2 has a
limit. Also, r12-_ 0, r_ - r2 _ 0, from which we conclude that r_ has
a limit, which is the same limit that r2 has. That is, r_, r2, and r3 all
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have limits, which says that the particles approach definite positions.
Also, by (IV.D, we conclude that L is finite.
VII. The Sundman problem. Among the theorems proved by Sund-
man (see [4]) are the following, where n = 3, we have chosen the
units so that f(r)=r 2, h_O, and r(t)_O as t_t_< o_.
THEOREM 1. limt .qI(t) = L, 0 < L < _.
THEOREM 2. Two particles collide and the third particle goes to a
definite position with a finite velocity.
THEOREM 3. If Vl and v2 are the velocities of the colliding particles,
then
liE r(t)v_ = 2m_/(ml+ m2),
t .t 1
liE r(t)vJ = 2m_/(ml ÷ m2).
t .t 1
THEOREM 4. The integral
t
f U(T)dr, converges (cf. h = 0 in two-body case).
THEOREM 5. I[ V is the velocity of m_ relative to m,_, then at colli-
sion
liE rV z = 2(m, + m2).
t ql
THEOREM 6. limt .qr(d2/dt2)(r 2) = 2(mr + rn2).
THEOREM 7. As t _ th r _- (tl -- t) 2/:_.
We undertake to prove these. We have already proved Theorems
1 and 2. As in their proofs, we take r = r2 - rl. By definition
U = ml--32-_ rn2:_ + m3_
r12 r23 r31
Multiply this by r and let t _ tl, to obtain
(VII.I) liE rU = m12.
t .t 1
From this
r(T-E) _ rnl2.
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But E is constant, r---_0, so we can write rT--_m,2 , or
r(mlv 2 + m2v 2 + m3v 2) --o 2m12.
However, V3 approaches a limit, so that
(VII.2) r(m, v_) + r(m2 v_) ---*2m12.
The center of mass is such that
(VII.3) mlVl + m2v2 + maya = 0.
Let us multiply (VII.3) by x/r, recall that v3 approaches a limit
_/r_ 0, and combine (VII.2) and (VII.3) to get
(VII.4) rv 2,---, --
(VII.5) rv 2_ --
From (VII.3) we get
ml _ m2 '
2m2
ml -4- m2 "
rmlv 2+ rm2v,, v2 + rmavl- v3 = 0.
As x/(r)v, is bounded by (VII.4) and v3 approaches a limit, we
conclude by (VII.4)
r¥1 • ¥2 ----*
So by (VII.4) and (VII.5)
-- 2mim2
ml_ m2
(VII.6) rlvl - v212_2(m, + m2).
Theorems 3 and 5 follow from (VII.4), (VII.5), and {VII.6).
By (IV.18), Theorem 4 will follow if we can show
lim ft drt_tl _ is bounded.
Since 1/r -_ U = [ - 2E, _--_ co as t---,tb so at some point I becomes
positive. Thus, if we show the existence of a limit for ft fdT, we have
a limit for ftdr/r(r). Now, by (IV.l)
/' = ml(r, - vl) + m2(r2. V2) -_- ma(r3- v3)
= r,(ml v, + m2v2) -+-m2(r2- rl)v2 + mar3 • v3.
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So by (III.5)
[ = m 2 r. v2 + ma(r3 -- rl) • ¥3-
We showed in §VI that rl, r3, and v3 have limits. Also
[r.v2t < v/rv/r v2
so that r. v2---0 by (VII.5). This proves Theorem 4.
We have
(VII.7)
4 2
dt----_ (r 2) = 2r. i' + 2e 2.
By (VI.1)
m2 (r2 - rl) -4- bounded term,
rl = r3---_
ml (rl - r2) + bounded term.
_2 = r3---_
Subtract the first from the second,
So,
_ ml_-m2
r3 r + bounded term.
r. _ m_ + m2 + vanishing term.
Using this with (VII.6) and (VII.7) gives Theorem 6.
To find the limit of re 2, we write
re 2= F =
and use l'H6pital's rule.
lim re 2= lim
t_t 1 t_t I
r2e 2
r
2re 3+ 2r 2eP
- lim 2r(e 2 + r_')
e t_t 1
d 2
lim r d-_ (r_) = 2(ml + m2)
t_t 1
by Theorem 6. Thus
(VII.8) x/re-- + x/(2(m_+ m2)).
But r_0, so (VII.8) becomes
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and
x/rl'_ - X/(2(ml + m2)),
0
_ _/rdr_ - + m2)) (tl - t).x/(2(ml
Integrating the left side of this gives
2 r3n _ x/(2(m, + m2)) (tl - t).
3
So Theorem 7 holds.
When two particles approach collision, the forces between them
approach infinity. When h rs 0, so that the third particle remains at
a finite distance the forces which it exerts on the two colliding
particles remain finite; hence they become negligible compared to the
force between the colliding particles. Thus if two particles collide
(or come extremely close together) the local behavior of the two
particles should approximate that of a pure two-body problem.
Theorems 3 through 7 verify particular aspects of this. Sundman
(see [4]) verified still other aspects, such as that the colliding par-
ticles approach at a definite angle. However, this is a purely mathe-
matical result, based on the assumption that the particles are dimen-
sionless points which collide by coming into exact coincidence. The
chance that this might occur with real objects of finite dimension is
vanishingly small.
If two dimensionless particles have a very near miss, each will
approach the other, run around it, and recede on what is nearly a
hyperbola (approximating the exact hyperbolas of the pure two-body
problem). If the particles have appreciable size, this would he a
collision; this could vary from nearly head on to grazing impact,
depending on the closeness of approach in the idealized case of
dimensionless particles.
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a priori probability, 248
adelphic integral, 207
adjoint equation, 34
amplitudes, oscillations of'
(unbounded), 188
analytic differential equations, 104
angular momentum, of axis, 147
artificial satellites, 224
asymptotically stable, 98
average couple, 134, 146
axially symmetrical
body, 132
stellar systems, 199
axis
of angular momentum, 147
of figure, 135,141,147
of' rotation, 135, 141,147
Bessel's functions, 25
Boltzmann distribution of energy, 198
Brownian motion, 249
canonical
equations, 37, 43
matrix, 44
transformation, 47
capture, 186
Cauchy existence theorem, 104
celestial mechanics, n-body equations
of, 106
characteristic exponent, 87
cluster
globular masses of, 180
life-time of, 244
masses of galaxies of. 180
radius of, 178
conditional periodicity, 54
conics, 9
constant (s)
of nutation, 143
of Oort, 204
continuity equation, 159
convergence, interval of: 101, 104, 105
Copenhagen problem, 158
couple components, 132
Debye length, 241
Delaunay
elements of, 63
method, 72
dispersion orbits, 219
distribution function, 191
earth('s)
oblate, 224
orbit, eccentricity of, 138
eccentricity, 138, 139
of Earth's orbit, 138
ecliptic
obliquity of', 134
rotation of, 136
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Eggen, groups of stars found by, 222
Ehrenfests approach, 231
elements of Delauney, 63
ellipsoid, three-axial velocity, 212
ellipsoidal
distribution, K. Schwarzchild's, 204
law, general, 194
elliptic restricted problem, 166
ellipticity, mechanical, 135
Emden equation, 197
energy
Boltzmann distribution of, 198
integral, 112, 114
Ephemeris time, 6
epicyclic motions, 217
equation (s)
of center, 24
of Lagrange for variation of Kepler
elements, 69
of linear variation, 85
equinox, motion of, 135
ergodicity, 225
escape
points, 183
rate, 245
of stars, 242
evolution of stellar systems, 247
extended phase space, 163
flow
analogy, 160
measure-preserving, 181
fluctuating force, 249
Fokker-Planck equation, 249
force
fluctuating, 249
function, 2, 152
fortnightly terms, 147
Fourier series, 24
fourth harmonic, 133
r-space, 185
galactic rotation and relativity, 137
general
ellipsoidal law, 194
problem of three bodies, 154
precession (in longitude), 137
gravitation, Newton's law of, 1
groups of stars, found by Eggen, 222
Hamilton-Jacobi
coordinates, 120
equations, 49
Hamiltonian, 43, 162
harmonic, fourth, 133
INDEX
homologous model, 251
Hopf, theorems of, 183
impact parameter, 234
inclination
of Moon's orbit, 138, 140
Moon's orbital, 142
inertial system of reference, 5
integrals, 193
local, 207
of motion, 203
interval of convergence,. 101,104, 105
invariant set, 181
irreversibility, 230
irreversible dynamical systems, 167
isolating, 204
isothermal gas sphere, 198
Jacobi
constant, 154
integral, 154
see also Hamilton-Jacobi
Jacobian, 45
Jeans' length, 240
K. Schwarzschild's ellipsoidal
distribution, 204
Kepler('s)
elements, 61
equation, 13
laws, 14
problem, 58
kinetic
energy tensor, 176
equations, 124
Lagrange('s)
equation of, for variation of Kepler
elements, 69
theorem, 21
Lagrangian, 42
Langmuir's paradox, 242
Laplace's equation, 120
latitude, variation of, 147
law of Schuster, 198
Legendre polynomial, 133
life-time of cluster, 244
linear variation, equation of, 85
Liouville's equation, 193
Lipschitz condition, 101
Lissajous figures, 220
longitude, nutation in, 141,145, 148
long-periodic terms, 128
lunar
couple, variability of, 147
precession, 135, 142, 144,145, 147
INDEX
luni-solar precession, 136, 138
#-space, 185
MacCullagh's formula, 132
masses
of clusters of galaxies, 180
of globular cluster, 180
matrix, canonical, 44
matrizant, 33, 36, 37
maximum couples, 134
Maxwellian distribution, 189
of velocities, 198
measure-preserving flow, 181
mechanical ellipticity, 135
method
of successive approximations, 101
of variation of constants, 66
motion, Newton's laws of, 5
Moon's
nodes, retrogression of, 141
orbital inclination, 138, 140, 142
motion
of equinox, 135
of pole, 135
n-body equations of celestial
mechanics, 106
Newcomb, 140
Newton's laws
of gravitation, 1
of motion, 5
nodal retrogression, 142
nodes, retrogression of Moon's, 141
nutation, 141,144
constant, 143, 147
in longitude, 141,145, 148
in obliquity, 141,142, 143, 144, 148
oblate
earth, 224
planet, 119
spheroidal coordinates, 120
obliquity
nutation in, 141,142, 143, 144, 148
of ecliptic, 134
Oort, constants of, 204
orbit (s), 222
dispersion, 219
eccentricity of Earth's, 138
inclination of Moon's, 138, 140
plane, 213
reference, 119
shell, 222
three-dimensional, 220
tube, 222
variational, 139
orbitally stable, 99
oscillations of {unbounded)
amplitudes, 188
periodicity, conditional, 54
perturbation theory, 125
Picard
-LindelSf theorem, 100
method, 101
Planck, See Fokker-Planck
plane orbits, 213
planet, oblate, 119
planetary precession, 136
Plummer, 198
Poincar6
elements, 66
transformation, 116
Poisson ('s)
brackets, 46
equation, 194
method, 71
pole, motion of, 135
polytropic gas sphere, 197
potential energy tensor, 176
precession, 141,147
lunar, 135, 142, 144, 145, 147
luni-solar, 136, 138
planetary, 136
in R. A., 137
solar, 135, 147
precessional constant, 140
probability
a priori, 248
density, 228
quadratures, 121
quasi-isolating integral, 226
radius of cluster, 178
recurrence
objection, 230
theorem, 181
time, 188
recurrent points, 183
reductions, 158
reference orbits, 119
regularization, 100, 162
relativity, 1
relaxation time, 232
resonances, 227
restricted problem, 151
elliptic, 166
retrogression
of Moon's nodes, 141
nodal, 142
rotation
of axis, 135, 141,147
of ecliptic, 136
295
296
satellites, artificial, 224
Schuster, law of, 198
screening effect, 241
secular terms, 211
self-gravitating stellar system, 194
semirestricted problem, 166
separable. 120, 206
shell orbits, 222
short-periodic terms, 128
singular point, 105
singularities and regularization, 105
six-monthly terms, 147
solar
couple, variability of, 146
precession, 135,147
solutions in
large, 102
small, 101
space
I'-, 185
u-, 185
sphere gas
isothermal, 198
polytropic, 197
spherical stellar systems, 195
spheroidal coordinates, oblate, 120
Staekel
condition, 52
system, 121
stars, groups of, tound by Eggen, 222
steady couple, 135
Stellar systems
axially symmetrical, 199
evolution of, 247
INDEX
self-gravitating, 194
spherical, 195
Sundman's transibrmation, 110
symmetrical body, axially, 132
tensor
energy
kinetic, 176
potential, 176
virial theorem, 176
theorems of Hopf, 183
third integral, 206
three
-axial velocity ellipsoid, 212
-body equation, 110
-dimensional orbits, 220
tidal force, 245
transtormation
canonical, 47
Poincar_'s, 116
Sundman's, 110
tube orbits, 222
unitormizing variables, 123
variability
of lunar couple, 147
of solar couple, 146
variation of latitude, 147
variational orbit, 139
velocity of escape, 243
virial theorem(s), 172
of order higher than second, 176
von Zeipel method, 73, 126, 208
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