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Abstract— Perch and stare is a maneuver where a vehicle flies
to an overhead vantage point to provide a user with improved
tactical information. This may include landing on rooftops, flying
from rooftop to rooftop, or to windowsills all while carrying
cameras or other intelligence gathering sensors.
Miniature rotorcraft are ideal surveillance platforms, espe-
cially for perch and stare maneuvers because of their unique
ability to take off and land vertically. Minimal vehicle size and
weight also greatly enhance portability.
Real world environmental influences such as fog, smoke, wind
and cluttered or moving landing areas greatly complicate perch
and stare maneuvers. This paper describes the application of
optic flow and ultrasonic range finding sensors to increase minia-
ture robotic rotorcraft autonomy for perch and stare maneuvers,
especially in degraded environments.
Index Terms— Perch and Stare, Optic Flow, Ultrasonic
I. INTRODUCTION
Aerial robots are desirable for tactical intelligence gathering
because they can be used in environments where it is too
difficult or dangerous to send a person. Perch and stare is
one maneuver that miniature robotic rotorcraft lend themselves
to well. This maneuver involves the rotorcraft autonomously
flying from a ground base to the tops of buildings (Figure 1),
where a desired perspective of a situation may be obtained.
Variations of perch and stare involve perching on windowsills
to peer into buildings, or landing on moving platforms such as
the back of a Humvee as it is used as a mobile home station
for the robot.
Perch and stare has proven to be a very difficult problem for
aerial robot automation because of the required high degree
of localized positional accuracy. Environmental variables such
as wind, fog and smoke, or the addition of moving platforms
to land on complicate this problem even more.
Our particular interests involve transforming readily avail-
able off the shelf miniature rotorcraft into autonomous aerial
robots. Such aircraft are inherently unstable and autonomous
perch and stare requires a low-level control system to enhance
flight stability. Flight stability control is well understood,
and off the shelf equipment for this purpose is available.
A second layer of navigational control is then required to
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Fig. 1. Miniature robotic rotorcraft preparing to perch on a building edge
direct the vehicle to desired locations. Navigational control
has previously been accomplished using GPS [3], [9], [13] or
computer vision [9]. GPS is well suited for wide open outdoor
use, however it is not accurate enough for perch and stare
maneuvers. Buildings that are by definition present during
perch and stare maneuvers, increase GPS errors by introducing
radio wave echos or shadows that interfere with the line of
site communications between GPS satellites and the receiver.
Computer vision system performance falls off dramatically
under insufficient light, or in the presence of fog or smoke.
All of these conditions are reasonably expected in a tactical
environment.
From 1994 to 2004, autonomous rotorcraft research has
been primarily for outdoor and uncluttered spaces. Accom-
plishments have included autonomous takeoff [1], aggres-
sive maneuvering [6], autonomous landing [14], vision based
control [17], autonomous landing on a moving target [15],
and optic flow drift compensation. Most teams working with
autonomous rotorcraft use relatively large vehicles that are
capable of carrying several pounds of payload and can only be
flown safely in large outdoor spaces. This high payload limit
allows powerful single board computers and a suite of sensors
to be carried, but is also more difficult to carry to remote sites
as necessary. The smallest most portable solution is desirable.
Previous work involving landing on moving targets had been
carried out using computer vision systems and well defined,
clutter free targets [15]. Ideally perch and stare capabilities
will be available for any platform at hand, under a wide range
of conditions.
Looking at nature for inspiration, many flying insects em-
ploy optic flow to perform complex flight behaviors [16] and
bats use echo location for navigating though complex cluttered
environments. In previous work, optic flow was successfully
demonstrated for collision avoidance in near-Earth environ-
ments [7], [10], as well as hover gust stabilization. Figure 2
depicts off-the-shelf optic flow sensors from Agilent (left)
which is commonly found in a PC computer mouse and from
Centeye (right). Such sensors may be configured in different
ways to detect obstacles, avoid collisions [7], [10], maintain
altitude [8], [10], [12], and regulate velocity.
Optic flow sensors are well suited for miniature near-Earth
rotorcraft because they are very light (typically less than 10-
grams) and compact (coin-sized), but provide useful state
information about a vehicle relative to its environment. To-
wards our interests in autonomous perch and stare, this paper
describes the application of optic flow and ultrasonic range-
finding sensors to rotorcraft. Providing navigational stability
and altitude monitoring with these sensors are critical first-
steps and represent milestones towards autonomous perch and
stare.
II. OPTIC FLOW SENSOR APPLICATION
Sensing rotorcraft movement relative to the ground has
traditionally been done using either GPS [3], [9] or computer
vision [9].
Downward looking optic flow sensors are able to measure
the flow of the ground beneath a rotorcraft. Minimizing this
flow allows the vehicle to avoid drifting during hover and
during wind gusts [?].
Optic flow is measured as an angular rate and is dependent
on altitude and horizontal velocity. There are times where
leaving altitude and horizontal velocity coupled are useful
such as obstacle avoidance, where the flow from an obstacle
is greater when it is close, enhancing the urgency of evasive
maneuvers [7]. On the other hand, if velocity is known, it is
possible to determine altitude based on optic flow [8], [12].
For hover and gust stabilization, it is undesirable to have
a measurement of flow that varies with altitude. Adding an
altitude sensor to the rotorcraft allows the optic flow values to
be normalized and horizontal velocity (drift) to be calculated.
A rolling or pitching motion is used to change the direction
of the thrust vector. This motion induces optic flow undesirably
in the same direction that is to be compensated for by a
maneuver. For example, if the rotorcraft is drifting to the left,
the ground will be seen to be flowing to the right. To minimize
this drift, the controller commands the vehicle to roll to the
Fig. 3. Gimbal Mounted Optic Flow Sensor
right. As the vehicle rolls, the induced flow is also to the
right. The measured flow is the sum of the actual drift and the
induced flow. As the controller receives feedback from the flow
sensor showing that flow is still to the right (rotorcraft appears
to drifting the to left), a greater target roll angle to the right
is sent to the angular stability control system. This induced
flow is detrimental to hover stability and can be minimized
by mounting the optic flow sensor to a gimbal (Figure 3) that
always points down regardless of the roll angle.
III. ULTRASONIC SENSOR APPLICATION
Ultrasonic echolocation relies on an acoustic transmitter and
receiver pair. The premise of operation is that if an acoustic
signal is transmitted and strikes an object, a portion of this
signal will return to the transmitting location in the form of
an echo. Knowing the speed of sound in the operating medium,
the distance of the object can be determined by noting the time
elapsed between the original transmission and the receipt of
the echo.
Bats implement this basic operating principle in a complex
and highly accurate navigational system. Rather than one
transmitter and receiver pair, bats use their two ears as re-
ceivers. This binaural arrangement provides the bat with stereo
echolocation capability. Depth perception along the vertical
axis is provided by horizontal grooves spanning the ear spaced
equally from top to bottom. As Figure 4 illustrates, the spacing
of the two ears along the y axis gives the ability to perceive the
targets position relative to the transmitter (in this case denoted
by the circle on the bat’s mouth) along the y axis. The position
of the target relative to the transmitter along the x axis is
acquired using the ear grooves by determining where along
the height of the ear the sound is received [11].
A bat’s echolocation system is an extreme example of this
navigational technology. Currently available systems which are
light enough to be carried by a small rotorcraft consist of a
single transducer pair, and provide reasonable accuracy and
range for detecting the distance of targets in one dimension.
For the application at hand, the Devantech SRF-04 ranging
unit was used. This unit weighs 11.3 grams, has an approx-
Fig. 2. Optic flow sensors are commercially available. Agilent manufactures a 16-by-16 pixel version (left). Centeye (right) produces a sensor with an I2C
interface.
Fig. 4. Bats use stereo echolocation for navigation
imate range from 3 cm to 3 meters and has a typical power
consumption of 30 mA. The light weight, small size, and
relatively low power consumption make this an ideal sensor
to be carried onboard a miniature rotorcraft, where payload
capacity and volume are at a premium. Integrated with the
optic flow sensor, the role of this unit is primarily to monitor
altitude, both to aid in takeoff/landing, and also for the detec-
tion of suitable locations for a ”perch and stare” maneuver.
Figure 5 sequentially illustrates the experimental rotorcraft
performing this maneuver. The LED bank illuminates as the
edge of a landing location is detected by the ranging unit, and
the helicopter lands in close proximity to the edge, allowing
surveillance to proceed from this vantage point.
During operation, one of the primary considerations when
using the ranging unit is the possible obscurance of the target
by fog, smoke, sand, or various other forms of solid or liquid
aerosol. Past research has shown that soot and fog aerosols
Fig. 6. Ultrasonic range data was collected through fog
attenuate sound energy, especially in the ultrasonic spectrum
of 20 kHz and greater [4]. Although this attenuation effect
has been observed and recorded, it is not understood how
the phenomenon explicitly affects the accuracy of ultrasonic
navigation. To begin to explore this realm, the SRF-04 ranging
unit was tested in the presence of artificially generated fog
(Figure 6).
Several factors can affect the accuracy of ultrasonic ranging.
The most influential of these being target size, target material
composition, and presumably, the medium through which the
sound passes. To minimize the number of unknowns during
experimentation, a large wall was used as a target. This
ensured that the main effects on ranging accuracy were due to
the change in the medium caused by the presence of fog, and
not due to the aforementioned factors.
During the experimentation, an Atmel AVR microprocessor
was used to control the ranging unit, and range data was
Fig. 5. The robotic rotorcraft indicates that it has detected the platform’s edge by turning an an array of lights
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Fig. 7. Fog causes error to increase with range
acquired using a PC connected via serial port. The distance
of the ranging unit from the target was varied in 10 inches
increments, and at each distance, 100 range measurements
where taken. This process was conducted from ranges of 20
inches to 140 inches, both with and without the presence of
a water based fog. It was found that with a greater number
of measurements, the average reading and standard deviation
did not change substantially, so repeated trials were limited to
100.
The results of this experimentation show that the average
error in ranging accuracy increased substantially in the pres-
ence of fog. The same is true for the standard deviation of
the readings. As shown in Figure 7, this error became larger
as the distance to the target was increased. An observation to
be noted was that the fog generated average readings were
generally less than the actual distance. It is hypothesized that
the change in medium due to the fog’s presence causes an
increase in the speed of sound, therefore yielding a smaller
calculated distance. The physical phenomena directly leading
to this result are not understood at this time, however, more
detailed experimentation may yield explanations. The error
bars seen in Figure 7 illustrate that the distribution of readings
gathered in fog varies much more widely than those gathered
without fog.
The effects of fog on the accuracy of ultrasonic ranging
may extend to other forms of solid and liquid aerosols,
many of which could be present to obscure navigation of a
small aerial vehicle. Future exploration of this realm could
potentially include more detailed characterization of the effects
of different aerosols, and methods of mitigating their effect
on ranging accuracy. One potential way of dealing with these
effects could be to perform an in situ calibration of the ranging
unit. This could be accomplished by targeting an object at a
known distance (perhaps mounted on one of the helicopter’s
landing skids) in the presence of the obscurity. In essence, this
method could provide a constant check of the unit’s calibration
as the helicopter moves through changing atmospheric media.
IV. ROTORCRAFT SETUP
The Piccolo micro radio controlled model helicopter (Fig-
ure 8) was chosen as our test platform because it has the
highest lift capacity of all vehicles tested and it uses generic
hobby radio components to interface between the pilot and
vehicle.
The Piccolo has a 50 cm main rotor diameter and flies well
both indoors and outdoors. The Piccolo weights 250 g, and has
been successfully flown with 100 g of payload. The electronic
configuration for the standard Piccolo helicopter consists of a
radio receiver, gyro for yaw stabilization, speed controls for
the main and tail rotor motors, servos to control pitch and roll
angles, and a servo to control the collective pitch angle. Two
additional electronic systems are added to this helicopter to
provide angular and navigational stability.
A. Angular Stability
Angular stability is achieved using FMA Directs Co-Pilot
infrared stabilization system. This is an off-the-shelf com-
ponent meant for the stabilization of model helicopters and
airplanes. The system works by defining a horizontal plane by
Fig. 8. Experimental Platform Overview
sensing the temperature difference between the sky and the
ground at the horizon. Sensed pitch and roll angles relative to
the horizontal plane are fed into a computer that is built into
the radio receiver to control pitch and roll servo positions. This
system is very reliable when properly setup and used where
there is good thermal stratification.
Even with reliable angular stabilization, the experimental
rotorcraft has a tendency to be blown around by winds, or
drift due to misreadings of the horizontal plane by the infrared
sensors. These drifts are relatively slow, but require a pilot to
constantly maneuver the vehicle to maintain a steady position.
An optic flow sensor is used to provide navigational stability
and minimize these drifts.
B. Navigational Stability
Navigational stability is accomplished by monitoring drift
using a combination of an optic flow sensor, and infrared and
ultrasonic rangefinders. The experiment has been simplified
by only mounting an optic flow sensor along the y axis of
the rotorcraft through a gimbal. A nested control loop as seen
in Figure 9 shows how information about optic flow is used
to determine a compensation roll angle that is fed into the
angular stabilization system.
The nested control loop is a combination of two PID
controllers. The outer PID controller controls drift while the
inner controls roll. Desired drift is nominally set to zero
because it is desirable to minimize vehicle motion at hover.
Optic flow is measured as an angular rate, so normalizing it by
altitude provides a drift velocity in a horizontal direction. A
drift to roll calculator is the interface between the two control
loops. This converter merely consists of a proportional gain
that is based on the correlation between roll angle and drift.
A desired roll angle is the input to the inner control loop. The
infrared roll sensor provides feedback to the inner control loop
while the optic flow, altitude sensor combination provides drift
feedback for the outer control loop.
Having only one axis of drift compensation allows the
pilot to get a feel for how well the rotorcraft’s navigational
Fig. 9. Nested Control Loop
Fig. 10. Stabilization and Drifft Control Block Diagram
stabilization system is working in real time because he can
compare the effort put into controlling the rotorcraft in the x
versus the y direction.
In practice, data from the optic flow sensor is processed on a
microcontroller mounted to the rotorcraft. This microcontroller
influences the roll angle of the vehicle through the stabilization
controller. A block diagram of the drift and stabilization
control system onboard the rotorcraft is shown in Figure 10.
The onboard stability electronics function as follows: The
microcontroller receives signals both from the optic flow and
altitude sensors (A) and the infrared roll sensor (B). If there is
no optic flow sensed, then the signal describing the horizontal
plane from the roll sensor is passed directly to the stability
controller (C). The stability controller commands the servos
to appropriate positions to keep the rotorcraft’s main rotor
parallel to the horizontal plane. If optic flow is detected, the
micro controller modifies the signal from the roll sensor (B)
so that it appears to the stability controller that the vehicle is
falsely tilted by some amount relative to the horizontal plane.
This false tilt is opposite the direction that the microcontroller
calculated that the rotorcraft should tilt to compensate for the
sensed drift. The stability controller minimizes this false tilt
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Fig. 11. Experimental Results
by tilting the vehicle in a direction that produces motion to
minimize drift.
V. EXPERIMENTAL RESULTS
The experimental rotorcraft is outfitted with a data recorder
that logs up to 1.5 hours of flight data at a sampling rate of
10Hz. This recorder is an off the shelf part designed to work
with FMA Direct’s Co-Pilot flight stabilization system. The
following parameters are gathered by the data recorder:
• Pilot Commanded Roll
• Pilot Commanded Pitch
• Roll Servo Position
• Pitch Servo Position
• Rotorcraft Roll Angle
• Rotorcraft Pitch Angle
• Optic Flow
• Optic Flow Compensation Roll Angle
• Altitude from Ultrasonic Range Finder
Optic flow compensation roll angle is calculated onboard the
experimental vehicle and is sent to the stabilization controller.
Figure 11 is a plot of roll angle, optic flow, and optic flow
compensation roll angle against time. Optic flow compensation
roll angle is the sum of the roll angle required to keep the
rotorcraft level and the angle required to cause a thrust that
will minimize drift.
Notice that at approximately sample 405 of this flight (40.5
seconds), a light wind gust from 3 to 5 mph blows the
rotorcraft to the left (up on the plot). This movement causes
flow to be seen by the sensor, and a compensation angle is
calculated. The resulting roll angle stops the flow by approx-
imately sample 410. The roll maneuver overcompensated and
caused the vehicle to overshoot and create flow in the opposite
direction. The paths between optic flow compensation angle
and optic flow periodically cross over the course of this plot.
This shows that there is constant correction based on flow
during the flight.
During the test flights, it is obvious to the pilot that much
less effort is required to maintain positional stability along the
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Fig. 12. Pilot Inputs for Pitch and Roll
vehicle’s y axis than the x axis. This is quantified in Figure 12,
where pilot inputs to the rotorcraft for roll (y axis) and pitch
(x axis) are compared. Even though the vehicle was oriented
so that the wind was blowing in a direction parallel to the
y axis, the pilot had to make fewer, and smaller corrections
than he did in the pitch (x axis) direction where the optic flow
sensor did not aid in the control to maintain stationary hover.
VI. CONCLUSIONS AND FUTURE WORK
The limited experiments conducted to demonstrate the util-
ity of optic flow sensors for hover and gust stabilization show
promising results and encourage more work to be done on the
topic including:
• Employ a light weight IMU rather than an infrared
horizon sensor for more reliable near-Earth operations.
• Mount the optic flow sensor rigidly to the rotorcraft’s
body rather than to a gimbal and remove rotationally
induced values by comparing flow to data from the IMU.
• Use the optic flow sensors not only for hover stabilization,
but for collision avoidance and terrain following.
• Use ultrasonic range finder data for edge detection during
autonomous perch and stare.
Data collected from an ultrasonic range-finder configured
as an altitude sensor demonstrates that it is a viable option
for object detection and location for miniature rotorcraft.
More work needs to be done to demonstrate the utility of
ultrasonic sensors under more conditions. Specifically, the
characterization of specific aerosols and their effects on the
accuracy of ultrasonic ranging must be studied.
Ultimately this work should lead to the performance of
more complex autonomous tasks such as perch and stare ma-
neuvers under a variety of conditions through the application
of miniaturized on-board vision systems in conjunction with
unconventional sensors.
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