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I. Introduction
The success of missile signature analysis depends heavily on the reliability of signature predictions for all stages of the boost trajectory. Prediction reliability, in turn, is significantly hampered by a large number of uncertainties and unknowns currently associated with the physics and gas dynamics of rocket propulsion system exhaust plumes interacting with the surrounding atmosphere. An essential feature of solid propellant rocket plumes that complicates flow analysis is related to the formation of particulates of varying types, sizes, and loadings. This makes rocket plume flows two-phase, with one phase consisting of gas atoms and molecules and the other composed of nano-and micro-scale particulates. Disregard of the two-phase character of rocket plumes usually results in unacceptable loss in prediction accuracy. The specifics of interaction between the two phases and its impact on signatures and contamination depends on the propellant composition and thruster operation. The main particulate types are soot, propellant droplets, and aluminum oxide particles.
Soot and other nano-size particles, common to liquid propellant systems, do not significantly affect the main properties of plume major gas species, and are primarily of interest due to their impact on plume radiation signatures. For low-altitude plumes, accounting for soot combustion in the mixing layer presents a considerable challenge. Remarkable progress in this field has been made since Refs. 1, 2. For high-altitude plumes, the soot combustion effects are negligible. Since the soot particles do not impact the gas flow due to their low concentration, they may be modeled in an overlay mode (although the information on gas velocity distribution functions is generally needed). Since the soot behavior is primarily dependent on the drag forces acting on it, it appears to be the least challenging problem, compared to the evolution of propellant droplets and alumina particles. There is however another aspect to soot influence on high altitude plume radiance that is much less straightforward than the drag-driven expansion; namely, heterogeneous condensation of soot particles.
3 Condensation in rocket plumes at very high altitudes (Apollo 8 translunar flight, for example) is an established fact. 4 The authors are not aware however of any detailed analysis of the relative importance of heterogeneous and conventional homogeneous condensation in plumes.
The second particulate type, unburnt drops of liquid propellants, although relatively large in size, similar to soot do not affect the bulk gas flow due to their small mass fractions; they may, however, cause significant contamination problems. They may also cause considerable glow radiation due to solar photon scattering on the droplets at high altitudes. The impact of the propellant droplets is expected to be much stronger in the transient flow regime, during the engine ignition and shutoff, primarily due to incomplete combustion at these stages. Another potential source of liquid droplets in the plume field is from condensation, both homogeneous and heterogeneous. Since extremely low temperatures are needed for condensation to take place, this phenomenon should have a larger effect in the plumes of liquid propellant engines, due to the presence of high-temperature alumina particles in solid propellant thrusters. The impact of homogeneous condensation on high-altitude rocket plumes has been extensively studied 5, 6 using the direct simulation
Monte Carlo (DSMC) method. There are also a number of experimental studies where the homogeneous cluster formation was examined in various gases and conditions. 7, 8 Although the exact contribution of molecular and particulate sources to surface contamination needs to be considered on a case-to-case basis,
particulates generally tend to stay in the plume core flow, whereas molecular contamination may be more important for side and back flow.
Finally, aluminized solid propellant thrusters typically generate micron-sized aluminum oxide particles, with particle phase mass fractions reaching as much as 30% in the plume. The large particle phase mass fractions have a significant impact on the gas flow inside the nozzle (and therefore thruster performance), the near field plume structure, and the far field plume-atmosphere interaction structure. The strong influence from alumina particles on the flow structure inside the nozzle and in the plume results in a dramatic effect on radiation signatures, that becomes even more complex when accounting for the process of photon scattering by particles. Significant efforts have been made in the aerospace community toward accurate prediction of aluminum oxide particle impact on thruster performance and exhaust plume structure (see, for example, Ref. 9, 10) . The majority of the numerical efforts were focused on low-altitude flow regimes, where continuum CFD approaches are suitable throughout the flowfield. At high altitudes, the flow nonequilibrium downstream from the nozzle exit is too strong and the continuum approach becomes unsuitable for predicting plume features. A kinetic approach, such as the DSMC method, has to be used to obtain credible information on these flows. For sufficiently large thrusters, it is reasonable to use a hybrid approach that applies continuum CFD simulation to the high density nozzle flow and near field plume, and DSMC for the mid field and far field plume. The major handicap on the development of two-phase capabilities for modeling high altitude plumes is related to the lack of experimental data on particulate and gas properties, as well as multiple uncertainties in the physical models of the interaction of gaseous and particulate phases. The model deficiencies and unknown parameters result in significant numerical underprediction (four orders of magnitude for the side flow radiation 11 ) as well as overprediction (up to two orders of magnitude in Ref. In this work, the point of the flight trajectory that has been numerically examined corresponds to the Star 27 steady state operation at an altitude of 118 km. The geometric setup used to approximate experimental conditions is shown in Fig. 1a Table 1 . The mass fraction of the alumina particles in the exhaust is 29.5%, and the assumed particle size distribution is shown in Table 2 . 
III. Numerical Approaches

A. General numerical strategy
Modeling of a rocket plume expanding into a high altitude atmosphere is a numerically challenging problem, primarily due to the large variation in gas density and spatial scales. The flow regime varies from continuum inside the nozzle, to transitional in the near field, to free molecular in the far field of the plume. The scales of interest vary from centimeters inside the nozzle to kilometers in the plume. The change in flow regime makes application of a single numerical approach very difficult. Continuum approaches, such as those based on the solution of Navier-Stokes equations, cannot be applied to describe nonequilibrium flows in the far field of the plume. On the other hand, the use of kinetic approaches, such as direct simulation Monte Carlo (DSMC) method, to predict continuum flow inside the nozzle, although theoretically possible, is prohibitively expensive from a computational standpoint. The factor that simplifies numerical analysis is that the plume flow is typically supersonic, which means that the upstream influence of any specific point in the plume is minimal. Therefore it is both reasonable and convenient to apply a combined continuum-kinetic technique, with the continuum part of the flow being modeled by a Navier-Stokes solver, and the transitional flow computed by a kinetic method. In this work, the following combined multi-step technique, schematically illustrated in Fig. 1b , has been used.
Step 1: flow inside the nozzle. A continuum method is applied to calculate the flow inside the nozzle.
The solution of the parabolized Navier-Stokes equations on a structured grid is obtained with the VIPER code for the two-phase flow inside the converging and diverging parts of the nozzle up to the nozzle exit.
Step 2: plume near field. With the macroparameters at the nozzle exit obtained at Step 1 used as the plume inflow boundary conditions, the computation of the plume near field (first 35 m downstream from the nozzle exit) is performed with a density-based Navier-Stokes solver, CFD++. Since the near field region is the most important part of the flow in terms of particle deflection by plume molecules, the computation has also been performed using a kinetic DSMC-based solver SMILE. The DSMC computation used a starting surface at about 2 m from the nozzle exit plane, with the macroparameters at this surface obtained using CFD++.
Step 3: plume mid field. The CFD++ solution from
Step 2 is used to obtain macroparameters at a new starting surface at 35 m from the nozzle exit. This surface is perpendicular to the plume axis and expands from the nozzle axis to the radial distance of 20 m. The new surface is used as the plume inflow boundary condition for a DSMC computation of the next 300 m from the nozzle exit. The velocities of molecules entering the computational domain from the starting surface were distributed according to the Maxwellian distribution. Again, the SMILE code was used in the DSMC computations.
Step 4: plume far field. The last step in the flowfield modeling is the far field computation. The DSMC method is used for this step, and the starting surface obtained from the solution of Step 3 is generated at 250 m downstream from the nozzle exit. The ellipsoidal distribution function is used for molecules entering the domain from the starting surface.
Step 5: radiation computation. The UV radiation is calculated using the flow solutions obtained at Steps 2 through 4. A Monte Carlo trajectory based code, NEMO, developed at USC is used. To compare with experimental data, spectrally resolved and integral radiation was computed along two aft-viewing lines of sight, 4
• and 25
• from the direction of the plume. The detector is located 1.87 m upstream from the nozzle exit plane. Its radial coordinate is assumed to be 0.4 m.
Note that all starting surfaces are located in supersonic flow, with the Mach number typically much larger than unity. This guarantees a negligibly small influence of downstream regions to upstream regions, therefore providing smooth step-to-step transitions. Steps 2 through 4 modeled the interaction of the plume exhaust with the atmosphere. All steps included both gas and particulate phases.
B.
Step 1: VIPER solution inside the nozzle VIPER 4, 16 is an axisymmetric Parabolized Navier-Stokes (PNS) code that includes finite rate gas chemistry, multiphase capability (via a two-way coupled Lagrangian method), and a variety of mostly empirical models for gas-particulate interaction and particulate evolution phenomena. The PNS scheme is applied from the sonic line near the throat of the nozzle to the exit plane of the nozzle. Separate methods are provided to model the combustion chamber and converging section. The combustion chamber pressure and temperature were assumed to be 34.3 atm and 3450 K, respectively. These conditions result in an exit plane gas pressure of approximately five percent of one atmosphere, which is expected to be well within the region of applicability of this code.
C. Step 2: CFD++ modeling of plume near field
The flow solver used to perform the near-field simulation is CFD++ A 2D axisymmetric grid is used with approximately 50,000 quadrilateral nodes. For simplicity, the nozzle exit plane is assumed to be flush with the base of the vehicle. A sample of the mesh is shown in Fig. 2 . Care must be taken such that the initial cell size is significantly resolved to accurately capture the dynamics of the multi-phase flow. Too large of an initial grid spacing will lead to improper particle tracking and ultimately an incorrect particle distribution. From a grid resolution study it was found that an initial grid spacing of 0.001 m was sufficient to preserve accurate particle physics. Four unique boundary conditions are used for the axisymmetric simulations. The far field has a characteristic based inflow/outflow boundary condition imposed on it. A symmetry plane boundary condition is imposed at the center line. A Knudsen number based slip wall boundary condition is used at the body of the missile. Finally, a prescribed inflow condition is used at the exit plane of the nozzle.
D. Steps 3 and 4: SMILE simulation of the far field of the plume
The axisymmetric capability of the DSMC-based code SMILE 20 was used as the principal kinetic approach.
The important features of SMILE that are relevant to this work are parallel capability, different collision and macroparameter grids with manual and automatic adaptations, and spatial weighting for axisymmetric flows.
The majorant frequency scheme 21 was used to calculate intermolecular interactions. The intermolecular potential was assumed to be a variable hard sphere. 22 Energy redistribution between the internal and translational modes was performed in accordance with the Larsen-Borgnakke model. Temperature-dependent relaxation numbers were used. Species weights were used for particulate species. The particulate weights were set to 10 −9 in Step 3 and 10 −10 in Step 4. The reflection of molecules on the nozzle and rocket surface was assumed to be diffuse with complete energy and momentum accommodation.
The total number of simulated molecules and particulates in the results presented below was approximately 15 million for Step 3 and 10 million for Step 4. The number of collision cells for these cases is 4.5 and 3 million, respectively. Note that additional calculations were carried out with 5 and 30 million molecules and 1.5 and 9 million cells for Step 3 and 20 million molecules and 6 million cells for step 4, and no visible difference was observed between these and the baseline simulations.
E. Step 5: radiation prediction with NEMO
A parallel Monte Carlo radiation code, NEMO, has been developed at USC that has 2D and 3D modules and generally allows for prediction of radiation from two-phase rocket plumes in the UV, visible, and IR ranges. The code's line-by-line capability for the modeling of equilibrium and nonequilibrium radiation from gas media in IR has not been used in this work, and only the description of its UV capability will be given below.
Reverse Monte Carlo Method For the calculation of radiation intensity from absorbing, emitting and scattering media, the reverse Monte Carlo method 23, 24 was used. The Reverse Monte Carlo method is based on the principle of reciprocity. The intensity at position r i and direction −Ω i is calculated by emitting N rays from point r i in the direction Ω i and tracing them through the medium until they reach a fully absorbing boundary. The path length between scattering events and the direction of scatter are determined from appropriate probability expressions using the local scattering coefficient σ λ and the phase function.
The intensity contributed by each individual path is found by straightening the obtained zig-zag path and performing the standard absorbing-emitting line-of-sight calculation. Since in our case boundaries of the computational domain are non-emitting, the intensity consists only of emission, attenuated by absorption, along the path:
where l = 0 and l = 0 corresponds to point r i , κ λ is local absorption coefficient and I bλ is black body intensity. The total intensity is obtained as average over N such paths.
For scattering, the Henyey-Greenstein approximation was used. The scattering and absorption coefficients and the asymmetry parameter for the particles were calculated as follows. The real part n of the complex refraction coefficient of alumina particles was calculated using the expression given in Ref. 26 . The imaginary part was calculated using correlations given in Ref. 27 . Then, the absorption and scattering efficiencies Q abs,i
and Q sca,i as well as the asymmetry parameter g i were calculated using the BHMIE code (originally published in Ref. 28 , modified by B.T. Draine to include the calculation of asymmetry parameter g) for each particle bin. Scattering and absorption coefficients were calculated by summation over all particle bins,
where n i and r i are the number density and radius of i-th particle bin. The asymmetry factor is calculated as follows,
Since particles in different bins have different temperatures, the product κ λ I bλ used in Eq. (1) was calculated as
where I bλ (T i ) is the black body intensity calculated at a temperature of the i-th particle bin. 
Radiation Code Validation
IV. Modeling of Plume Near Field with Kinetic and Continuum Approaches
The primary goal of this work is to estimate the effect of photon scattering from alumina particles on UV radiation in the centerline region and on the periphery of the plume. Accurate modeling of this effect requires reliable prediction of particle distribution in the plume. This is especially important for sub-micron particles as they are expected to have the most pronounced impact on scattering due to their very large number densities. The submicron particles essentially follow the gas flow inside the nozzle where the drag force dominates the particle transport. In the plume near field, and in particular in the expansion region near the nozzle lip, the gas density sharply decreases, and the inertia become more and more significant. This creates a difference between the small particle and gas flow velocities at a given position in the flow.
To provide sufficient credibility to the plume near field solution for gas and particles, two different approaches have been utilized in this region. First, the Navier-Stokes solver CFD++ was used to compute the region of the flow starting from the nozzle exit plane and expanding 37 m downstream and 40 m in the radial direction. The region in front of the rocket was also simulated in order to include the possible impact of the free stream on the plume. Second, the DSMC solver SMILE was used in that region with the plume inflow boundary located a few meters downstream from the nozzle exit. This transfer of the DSMC inflow boundary downstream from the nozzle exit plane was necessary since the high gas density in this region makes accurate DSMC modeling in that region extremely expensive from a computational standpoint.
Comparison of gas pressure fields obtained with the kinetic and continuum approaches is presented in Fig. 4a . The rocket's leading edge is located at X=0; the black region in the DSMC part of the figure illustrates the position of the plume starting surface. There are two regions with elevated pressures, the first (inner) is due to the plume expansion, and the second (outer) corresponds to the interaction region between the hypersonic free stream and the plume. There is a reasonable agreement between the two solutions for the plume region, primarily because the flow is near equilibrium. This is not the case however for the plumefree stream interaction region. The free stream mean free path at 118 km is 3 m, which corresponds to a Knudsen number of unity based on the rocket length. This results in the formation of a viscous shock layer characterized by a bimodal molecular velocity distribution. The Navier-Stokes equations are not applicable in this case, and are known to significantly underpredict the thickness of the shock front.
The transport of submicron (bin 1, Table 2 ) alumina particles near the nozzle exit plane is governed by the drag forces from the gas. The agreement between the continuum and kinetic solutions for gas properties in the plume near field region leads therefore to very good agreement in particle densities. All particles stay in the plume region, and do not deflect at angles larger than 40
• from the nozzle axis. Also, a significant number of particles deflected at an angle of 25
• , which may lead to scattering from these particles of photons originating in the plume center back to the far field detector. Now compare the submicron particle temperatures fields. Comparison of DSMC and Navier-Stokes solutions is presented in Fig. 4b . Note first a strong increase of particle temperatures in the radial direction in both solutions. This increase is attributed to the weaker impact of gas cooling for particles moving at larger angles. For a given axial location in the plume, the gas density increases with the decrease in radial distance. Since the gas temperature at any particular point of the plume is lower than the corresponding particle surface temperature, particles are more effectively cooled in the center of the plume than in the periphery. The higher density gas at the plume center allows for more collisions to occur between the gas and the particles thus cooling the particles near the plume center more than those further towards the periphery. The increase of particle temperature to values over 2,000 K for the deflection angles of 45
• and higher in CFD++ solution is a numerical artifact rather than a physical effect. This numerical artifact is not important for radiation transport, however, since there are practically no particles in this region.
Comparison of Navier-Stokes and DSMC solutions shows that the DSMC solution is characterized by up to 20% lower particle temperatures both in the core flow (4 • from the nozzle axis) and in the periphery (25
• from the nozzle axis). The main reason for this difference is the heat transfer model from gas to particles used in the two approaches. A similar difference has been previously observed in Ref. 13 .
Although the uncertainty in particle temperature is not critical for photon reflection by particles, it may have a significant impact on radiation predictions, especially for larger particles that are expected to be the main source of UV radiation. The temperature of these particles in the plume near field was found to be close to the melting point of 2327 K, which in part is related to the liquid-to-solid alumina phase change that occurs in that region. The CFD++ number density fields for these particles are given in Fig. 5a . Due to stronger inertia of larger particles, the maximum divergence angle decreases when the particle diameter increases. For 3.66µm particles, it is still larger than the far field photometer angle of 25
• . However, the number of these particles at 25
• is three or more orders of magnitude lower than that of the 0.2µm particles.
The contribution of photon scattering and direct emission to the total radiance observed by the far field photometer will be analyzed below. The maximum deflection angle of the 6µm and larger particles is much smaller than 0.2µm particles, and they therefore do not contribute directly to the far field radiation as measured by the photometer.
The number densities of larger particles obtained by the DSMC method are very similar to the ones given in Fig. 5a , and therefore are not shown here. Quantitative comparison of kinetic and continuum solutions is presented in Fig. 5b , where the number density profiles of 0.2µm particles are plotted along the radial direction at 16.9 m downstream from the nozzle exit plane. The location Y=0 corresponds to the plume axis. For most of the flow, especially near the nozzle axis, the solutions agree well within a few percent. There is a noticeable difference for divergence angles larger than 30
• , where the particle number density is relatively small. Although differences in the drag models and poor statistics for larger angles in DSMC are believed to be the main reasons for this difference, additional efforts need to be taken to better understand it.
V. Modeling of Plume Far Field
The near field computations presented in the previous section were used to generate starting surfaces for successive mid-field, and then far field computations. The DSMC method was used in the latter computations. The computational domains used in near and far field computations are shown in Fig. 6a , where the gas total number densities are plotted. Note that the computational domains overlap. These overlap regions were used to check whether an upstream solution agrees with a downstream one. The good agreement observed between the solutions in the overlap domains serves as the verification of the multi-step approach.
The higher and lower dashed lines in this figure illustrate 4
• lines of sight corresponding to the near field and far field photometers. Initially the highly underexpanded plume becomes overexpanded at distances larger than two hundred meters from the nozzle exit. This overexpansion results in the formation of a weak compression region near the nozzle axis approximately two kilometers downstream from the nozzle. The compression region produced due to the free stream-plume interaction, that confines the gas part of the plume, is also clearly visible. The plume-free stream compression region is characterized by elevated gas temperatures, as clearly shown in Fig. 6b . The maximum translational temperatures reach over 1000 K in this region, which is unimportant for UV emission. The number density field of submicron particles is given in Fig. 7a . Similar to the previous figure, the dashed lines show the directions of the near field and far field photometers. It is clearly shown that there is a large number of small particles present in the field of view of the far field photometer. For any particular distance from the detector, the particle densities for 25
• line of sight are within a factor of two of the corresponding values for the 4
• line. It is also important that the particle number density at 25
• is high enough for photon scattering to be important. Over the first several hundred meters from the nozzle, the 200 nm photon mean free path at 25
• is less than 10 m, which means that a noticeable number of photons emitted in the coreflow near the nozzle axis may be scattered from submicron particles moving in the flow.
The number of photons scattered at any given angle, as a function of the scattering angle, is given in Fig. 7b .
Both the actual phase function calculated with BHMIE, and the Henyey-Greenstein approximation used in the present computations, are given here for 0.2µm particles. The key radiation transport process is emission in the core flow followed by scattering by 0.2 µm particles into the 25
• photometer (in contrast, the 4
• photometer radiation is core flow emission). Typical scattering angles for the corresponding photons would be in the range of 150 • -180
• . As Fig. 7b shows, there is a significant chance of photon backscattering in this range. Note also the good agreement between BHMIE and its approximation for these angles. Photon back scattering from larger particles (3.66µm to 11µm diameter considered in this work) to the far field photometer is expected to be negligibly small, primarily due to extremely small concentrations of these particles in the side flow. This is illustrated in Fig. 8a where the number densities of 3.66µm particles are presented. Although the maximum deflection angle for these particles is larger than 25
• , their number densities along the 25
• line are two orders of magnitude smaller than the corresponding densities along the 4
• line, and four orders of magnitude smaller than the submicron particle densities. Although the submicron particles are expected to be the main source of photon scattering, they are not a significant source of photon emission. This is primarily due to the relatively low temperatures of these small particles. Because of their size, they are cooled by gas molecules in the plume much faster than the larger particles. Comparison of particle temperatures for the first two particle diameter bins is given in Fig. 8 . The temperature of 0.2µm particles is slightly over 1,100 K at the nozzle exit, and decreases slowly in the plume both due to radiation and gas-particle heat transfer. The temperature of the 3.66µm particles is much higher in the plume, changing from over 2,300 K at the nozzle exit to about 1,700 K two kilometers downstream.
Prior to the comparison of numerical and experimental emission data, 14 the sensitivity of computational results to the free stream velocity has been analyzed. During the operation of Star 27 thruster, 14 the rocket velocity increased from about 2.5 to over 5 km/s. In the present work, in addition to the baseline 2.85 km/s cases, calculations were conducted for a free stream velocity of 4.6 km/s. The profiles of 0.2µm particle density and temperature in a cross section located at two kilometers from the nozzle exit and perpendicular to the plume axis are given in Fig. 9 . Stronger free stream-plume interaction for the elevated velocity 4.6 km/s, that is characterized by larger impact of the free stream on small particles, results in somewhat higher particle temperatures for this case. The impact of free stream of particle density is relatively small, with the particle divergence being a few percent lower. Such an influence is not expected to result in a noticeable change of UV photon scattering from the small particles, and was not observed in the 25
• photometer data. 
VI. UV Radiation from Star 27 Plume
The particle number density and temperature flow fields obtained at Steps 2, 3, and 4, were combined and interpolated to a non-uniform rectangular grid, which was used to calculate spectral radiance in the range from 200 nm to 400 nm. In order to compare numerical results with the experimental data taken by near and far field photometers, 14 Comparison of the calculated UV spectral radiance with the measurements 14 is presented in Fig. 10 . Note that no corrective scaling factor of any kind was used for the calculated radiance. The agreement between the calculation and experiment is very reasonable for smaller wavelengths, from 200 nm to about 300 nm.
In this range, the calculated values are about 50% higher then the corresponding measurements. For the wavelengths larger than 300 nm, there is a significant difference between the two. For 400 nm, the calculation overpredicts the experimental data by over an order of magnitude. One of the most probable reasons for such a difference is inadequate values of particle emissivity used in the calculations. Generally, the expressions for the absorption index used to calculate emissivities as a function of particle size and temperature are not well known. The uncertainty in emissivity may well approach an order of magnitude. The calculated 4
• line of sight radiant intensity integrated over a 51 nm region centered at 230 nm is given in Table 3 . At this wavelength, the computed value of 4.59×10 −6 W/(cm 2 µm sr) agrees reasonably with the experimental value of 3.6×10 −6 W/(cm 2 µm sr). Computations have also been performed with the photon scattering turned off for all particle bins ("No scattering" column) and separately for each particle bin with properties taken from the same plume flow predictions. It is clear that for the 4
• line the photon scattering results decrease in radiance. This is related to the shadowing of photons emitted by larger particles by relatively cold sub-micron particles. As computations for different particle bins show, the main emitters are particles of bin 2 (3.66µm). The contribution of larger particles is smaller due to their smaller concentrations. Analysis of the radiant intensity at the 25 • line from the plume axis shows that the photon scattering process becomes the governing process for larger angles from the plume axis. For the considered 25
• line, the radiation decreases from 5.71×10 −9 W/(cm 2 µm sr) to 0.021×10 −9 W/(cm 2 µm sr) when the scattering is turned off. The radiance computed for the last four particle bins ("No bin 1" column) coincide with that computed without scattering. This shows that all scattering occurs on sub-micron particles, and that the submicron particles' contribution to the photon emission process is negligible. The computed radiation is within a factor of four of the measured value, which is a significant improvement over the prediction of
Ref. 11 where the calculated radiance was about five orders of magnitude lower than the experimental data.
Note that no photon scattering was included in Ref. 11 . The difference in the current prediction and the data is believed to be primarily due to a significantly larger number of submicron particles in the actual plume, compared to the size distribution assumed in this work.
VII. Conclusions
Numerical study of a Star 27 rocket plume at an altitude of 118 km has been conducted. A combined multi-step continuum/kinetic approach has been used, with the Navier-Stokes equations being solved inside the nozzle and in the near field, and the DSMC method used in the mid and far fields. All flow solvers used in this work included two-way coupling between the gas flow and alumina particles. Comparison of the continuum and kinetic solutions in the near field showed very good agreement in the plume, both for gas and particulates, and significant differences in the plume-atmosphere interaction region.
The calculated alumina particle properties have been used to calculate spectral radiant intensities in the UV region. The results were compared with available on-board flight measurements for two lines of sight; near field (4 • from the plume axis) and far field (25 • ). The numerical modeling has indicated that the main process determining the far field radiation is photon scattering on submicron particles. Accounting for this effect increases the predicted radiance by a factor of 300, and the value of the full radiance at 230 nm in this case is approximately a factor of four lower than the measurements. The difference is attributed to inaccuracy in the particle size distribution assumed in the simulations. The predicted near field radiation is only about 30% higher than the measurements at 230 nm. This difference increases to approximately an order of magnitude at 400 nm due to inadequate particle emissivity used for this region.
VIII. Acknowledgments
The work at USC was supported in part by the Propulsion Directorate of the Air Force Research Laboratory at Edwards Air Force Base, California. The authors thank Dr. Ingrid Wysong for many fruitful discussions.
