Abstract
Introduction
Many problems in pattern recognition and computer vision generate high-dimensional data whose variations can be characterized by a small number of parameters. Manifold learning is a popular unsupervised learning approach aiming at recovering the low-dimensional parameterization from a finite set of high-dimensional data points sampled from the manifold [6, 7] . Several manifold learning algorithms have been proposed and applied to problems in pattern recognition and computer vision. One important issue, however, has largely been ignored, at least not explicitly addressed in the past: the fact that there exist infinitely many nonlinear parameterizations for the same manifold. If the parameterization is isometric, it makes sense to aim at recovering the isometric parameterization (up to a rigid motion). In the more general case, the problem seems to be illdefined, which parameterization out of the infinitely many possible ones to aim at? We argue that in applications one is interested in the semantically meaningful parameterizations, 1 and extra information is needed to tell those parameterizations from the rest. One type of extra information is in the form of labeled data: a subset of the data points are labeled with the corresponding semantically meaningful parameter vectors, and we need to compute the semantically meaningful parameter vectors for the rest of the data points. This type of semi-supervised manifold learning problems are the focus of this paper. Some variations of the problems have been discussed before [3, 8] , but we want to emphasize the crucial role it plays in recovering semantically meaningful and physically relevant parameterizations. We now proceed to a more formal discussion of the problems.
Semi-supervised manifold learning
, there is a one-to-one function φ defined on a sub-domain Ω of R d such that M = φ(Ω) [4] . We call φ a parameterization of M. Obviously, the parameterization of M is not unique; for any oneto-one transformation ψ from a sub-domain Δ to Ω, φ • ψ is another parameterization of M. Generally, we need to determine some parameterization φ which is semantically meaningful to the application we are considering.
Given data points x 1 , . . . , x N sampled from the manifold M, we want to compute the corresponding semantically meaningful parameter vectors which we designate as y 1 , . . . , y N . Generally, the y i 's may even live in R n with n = d. To deal with this generality, we assume that y 1 , . . . , y N are sampled from another parameterized manifold M s embedded in R n , and both M and M s share the same d-dimensional parameter space Ω. So there are two functions φ and ψ defined on the same domain Ω such that
Furthermore,
and y i = g(x i ). Now we can state the problem of semisupervised manifold learning as follows.
Without loss of generalities, we assume x 1 , · · · , x are labelled with parameter vectors y 1 , · · · , y , we want to determine the parameter vectors y i for x i , i = + 1, . . . , N, or more importantly, we also want to estimate the function g : M → M s as accurately as possible from the data.
Local tangent space alignment (LTSA)
Our proposed semi-supervised manifold learning methods can be considered as an adaptation of LTSA to the semisupervised setting. For this reason, we first give a brief review of LTSA [9] . Along the way we also introduce the concepts of tangent coordinates and the alignment matrix which are key ingredients of our proposed algorithms.
For a given set of sample points x 1 , . . . , x N , we begin with building a connectivity graph on top of them which specifies, for each sample point, which subset of the sample points constitutes its neighborhood [6] . Let the set of neighbors for the sample point
, including x i itself. We approximate those neighbors using a d-dimensional (affine) linear space, [2] . We postulate that in each neighborhood, the corresponding global parameter vectors
ki ] by a local affine transformation. The errors of the optimal affine transformation is then given by
where Φ i is the orthogonal projection whose null space is spanned by the columns of [e, Θ 
is the alignment matrix with S i ∈ R N ×ki , the 0-1 selection matrix, such that T i = T S i . Imposing certain normalization conditions on T such as T T T = I d and T e = 0, 2 the corresponding optimization problem
is solved by computing the eigenvectors corresponding to
here the eigenvalues of Φ are arranged in nondecreasing order, i.e.,
The first d + 1 smallest eigenvalues are quite small generally, compared with others. We mention that if the parameterization φ is isometric, then under certain conditions, LTSA can recover the isometric parameterization.
Local structures of parameterizations
A manifold can admit many different parameterizations. However, each parameterization locally can be approximately characterized by the tangent coordinates discussed above. This property motivates us to consider a spectral solution for the semi-supervised problem: find a global parameter system that minimizes this kind of local approximation errors (on all labelled and unlabelled points) as well as the least squares approximation errors on labels. In this section, we first give a detailed analysis for the local structures of parameterizations.
Consider a parameterization φ : Ω → M of the manifold M with Ω ⊂ R d . Let Tx be the tangent space of M at x = φ(τ ). Consider a small neighborhood Ω(τ ) ofτ such that the orthogonal projection of φ(τ ) onto Tx is one-to-one. Let θ be the tangent coordinate of φ(τ ) corresponding to an orthogonal basis Qx of Tx, i.e.,
Consider the Taylor expansion of first order of φ at pointτ ,
Here Jτ is the gradient matrix of φ atτ and (τ,τ ) the second order term of τ −τ ,
with the Hessian tensor Hτ of φ atτ , respectively. It follows from (6) that
Note that Jτ = Qτ Pτ with nonsingular matrix Pτ = Q T τ Jτ . Substituting it into (7) and using (5), we obtain that
Equivalently,
The equality (8) shows the affine relation between the local tangent coordinates θ of x, which can be estimated from a neighbor set of x, and the global coordinates τ . Note that the affine transformationτ + P −1 τ θ is also local. The "affine" difference between the two coordinates is of second order of τ −τ ,
Here σ min (·) denotes the smallest singular value of a matrix and we have used P
The semantically meaningful parameter vector y of a manifold M generally will have dimension different from the intrinsic dimension of M. Referring to (1) , by the Taylor expansion of ψ,
and using (8), we see that
Therefore, we also have the following estimation for a general parameterization,
with
We summarize the above discussion in the following theorem.
Theorem 1 Assume that
m is a user interested parameter variable of the manifold. If φ is not rank-deficient atτ , i.e. σ min (Jτ ) = 0, then the coordinate y is affine equal to its tangent coordinate θ with error O(ρ 2 (Ω(τ ))) in Ω(τ ). Furthermore, if both φ and ψ are isometric, the error is o(ρ 2 (Ω(τ ))).
Spectral methods
Theorem 1 shows that the local structures of the desired parameterization y = g(x) with g = ψ • φ −1 can be recovered by an affine transformation of the local tangent coordinates. Denote by z i estimates of 
here θ
j are the local tangent coordinates. Then by (10)
.
, and Φ i is the orthogonal projection whose null space is span([e, Θ
Summing over all the data points, and let Φ be the alignment matrix in (4),
The above analysis shows that if g has bounded gradient and Hessian, the parameter vectors y i give rise to small trace(ZΦZ T ). We emphasize that Φ embodies two requirements: 1) local affine equivalence to the tangent coordinates as illustrated above; and 2) smooth global manifold structure through the overlaps among the neighborhoods.
Besides a small trace(ZΦZ T ), the estimate Z should also satisfy the constraints that it should be close to the known parameter vectors. Without loss of generality, we assume that 
where P YL is the orthogonal projection whose null space is
. We now combine the two types of constraints to arrive at following optimization problem,
which amounts to computing the 2nd to (d+1)-st smallest eigenvectors u 2 , · · · , u +1 of the symmetric and positive semi-definite matrix
with β = λN , since e is a trivial eigenvector of Ψ corresponding to the zero eigenvalue.
Affine Transformation. The constraint ZZ T = I d is a convenient one to use in (12), but the resulting Z needs an affine transformation z → c + W z in order to match the known parameter vectors. There are several possible ways to do this. We present a simple one as follows. We compute
Its solution is [c, W ]Q T 11 = Y 1 , where Q 11 is the submatrix of rows in U 1 = [u 1 , · · · , u +1 ] corresponding to the labeled set. In terms of numerical stability, the labeled set should be selected such that Q 11 has as small a condition number as possible. This is the main idea of AE selection given in [8] . Note that here Q 11 also depends on the selection of the labelled set. So it is hard to select the prior points in the "optimal" way. In general, if Q 11 is close to singular, one may regularize the linear system using a small η > 0 and obtain the regularized solution,
Once c and W are computed, the {z i } are then affinely
Some improvements
We now present some improvements over the approach outlined in the above section by taking a closer look at the different roles played by the various data points in their contribution to the alignment matrix Φ. To this end, we split Φ into three parts: 1) neighborhoods of labeled points, 2) neighborhoods containing at least a labeled points, and 3) other neighborhoods,
where we assume that the neighborhood of each x i , i = + 1, · · · , p, contains at least one labeled point and other neighbor sets of x i , i > p, have no labeled points in their neighbors. We will modify Φ by introducing two tuning The basic idea is that x i , i = + 1, · · · , p are the neighborhoods that connect the labeled data points with the unlabeled data points, and should be assigned larger weights. Then the eigen-problem (12) becomes
where
Numerical experiments
We present several numerical expamples to illustrate our proposed algorithms and compare them with the least squares (LS) method [8] and the Laplacian regression method (LapRLS) [1] . The data selection method is the one used in [8] which is briefly discussed at the end of section 5. Two data sets are considered: one is a toy data set from a non-isometric 2D manifold embedded in 3D space. The other is a video sequence and we are interested in annotations of the frames in the video sequence. Example 1. Consider a section of a torus with a middle slice removed and its parameterization given by
It is a 2D manifold embedded in R 3 and is not isometric (d = 2, D = 3). We sample N = 500 points x j = g(s j , t j ) from the manifold with the generating parameter vectors (s j , t j ) uniformly distributed in the domain [0, 2 . Figure  6 shows the manifold, the sample points and their generating parameters.
We labeled = 50 of the data points with their corresponding 2D generating parameter coordinates, and applied the proposed spectral method with 8 neighbors of each x i (including x i itself) to recover the parameters (s, t), and α 1 = 2α, α 2 = α with a range of values of α and λ. The spectral approach works well and is not sensitive to the choice of the turning parameters α and β. In Tables 1 we  list the value of 10 2 (α, β), where (α, β) is the relative Frobenius norm of the total errors of unlabeled points Z UL ,
with respect to different α's and β's. We set d = 2 for construct the alignment matrix Φ(α). We point out that the optimal parameters α and β depend on the selection of the prior points when the number of labelled points is fixed. We also compared our spectral method with the LS method in [8] and LapRLS in [1] . A range of parameters were used with 'rbf' kernel and 'heat' weights for Laplacian graph, including the neighborhood size k of each point x i (not including x i itself) listed as follows,
The smallest result is achieved with error 0.0715 at k = 10, kernel parameter 1.5, graph weight parameter 1000, γ A = 0.0005, and γ I = 0.004. Generally, LapRLS is quite sensitive to the choice of the parameters. The smallest error is much larger than the error 0.01365 by our spectral method using same labelling. The error of the LS method is 0.03363. Figure 2 plots the computed generating coordinates by the three methods: the spectral method, the LS method and LapRLS. Example 2. This is video sequence consisting of 393 frames of a subject sitting in a sofa and waving his arms. We are interested in annotating the frames with the positions of the subject's arms that are determined by the four points of the elbows and wrists in the frames. So y i are now 8-dimensional vectors containing the four 2D points. The relative error function of a computed vector z i is defined as
where a is the diameter of image rectangle. In table 2, we list the number of the computed position vectors of the unlabeled points satisfying a given accuracy threshold η, i.e., (z i ) < η. The turning parameters of the spectral method are simply set as α 1 = α 2 = 1 and β = 200 for all . We search the parameter space for the 'rnf' kernel parameter, γ A and γ I in the interval [10 −3 , 10 3 ] and choose the following: 'rbf' kernel parameter 100, heat weight parameter 10 −3 , and γ A = 10 −3 , γ I = 10 −3 , which give the best results. Figure 3 plots the computed arm positions (blue bars) by the spectral method ( = 50) against the manually labeled positions (red dots) on several illustrative examples with increasing amount of error.
Our spectral method performs better than the LS method and LapRLS. First, it has higher accuracy on the unlabeled images as shown in Table 2 . Second, our method is not as sensitive to the turning parameters. For example, the spectral method gives almost the same results for (α 1 , α 2 , β) ∈ eters remain unchanged.
Conclusion
We proposed methods for semi-supervised manifold learning by solving eigenvalue problems. We emphasize the important role played by semi-supervised manifold learning in computing semantically meaningful parameterizations of manifolds embedded in high-dimensional spaces. Several topics need further investigation: 1) developing active learning methods to select the data points to label for the proposed spectral methods; and 2) explore other problem structures such as the dynamics of the scene in video annotations for semi-supervised manifold learning.
