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ABSTRACT
The implementation of star formation and stellar feedback in cosmological simulations plays a critical role in
shaping galaxy properties. In the first paper of the series, we presented a new method to model star formation
as a collection of star clusters. In this paper, we improve the algorithm by eliminating accretion gaps, boosting
momentum feedback, and introducing a subgrid initial bound fraction, fi, that distinguishes cluster mass from
stellar particle mass. We perform a suite of simulations with different star formation efficiency per freefall time
ff and supernova momentum feedback intensity fboost. We find that the star formation history of a Milky Way-
sized galaxy is sensitive to fboost, which allows us to constrain its value, fboost ≈ 5, in the current simulation
setup. Changing ff from a few percent to 200% has little effect on global galaxy properties. However, on
smaller scales, the properties of star clusters are very sensitive to ff. We find that fi increases with ff and
cluster mass. Through the dependence on fi, the shape of the cluster initial mass function varies strongly with
ff. The fraction of clustered star formation and maximum cluster mass increase with the star formation rate
surface density, with the normalization of both relations dependent on ff. The cluster formation timescale
systematically decreases with increasing ff. Local variations in the gas accretion history lead to a 0.25 dex
scatter for the integral cluster formation efficiency. Joint constraints from all the observables prefer the runs
that produce a median integral efficiency of 16%.
Keywords: galaxies: formation — galaxies: star clusters — globular clusters: general
1. INTRODUCTION
With the advance of observational discoveries, such as the
anisotropy of the cosmic microwave background (e.g. Ko-
matsu et al. 2011; Planck Collaboration et al. 2016) and the
large-scale galaxy clustering (e.g. Geller & Huchra 1989;
Bond et al. 1996; Gott et al. 2005), the ΛCDM cosmology and
hierarchical structure formation framework have been widely
accepted and served as the starting point of theoretical inves-
tigations of galaxy formation. Among all theoretical method-
ologies, numerical simulations have become the main tool to
study the formation and evolution of galaxies (see Somerville
& Davé 2015).
Built upon the cosmological N-body simulations that ex-
plored the growth of large-scale structure under only gravity
(e.g. Davis et al. 1985; Navarro et al. 1997; Governato et al.
1999; Springel et al. 2005; Boylan-Kolchin et al. 2009; Stadel
et al. 2009; Klypin et al. 2011), recent cosmological hydro-
dynamical simulations with state-of-the-art suites of physi-
cal ingredients and numerical techniques started to reproduce
various stellar and gaseous properties of the observed galax-
ies, such as the stellar mass-halo mass relation, the average
star formation histories (SFHs), and Kennicutt-Schmidt rela-
tions (KSRs), not only at z≈ 0 but also at high redshifts (e.g.
Agertz et al. 2013; Hopkins et al. 2014; Vogelsberger et al.
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2014; Schaye et al. 2015). This success is achieved partly
with the accurate numerical treatments of complex baryonic
physics, such as gravity, gas dynamics, and radiative heat-
ing and cooling, but is largely due to novel implementations
of subgrid models that describe the star formation and stellar
feedback processes that cannot be spatially or temporally re-
solved in these simulations (e.g. Cen & Ostriker 1992; Katz
1992; Navarro & White 1993; Katz et al. 1996; Springel &
Hernquist 2003).
During the last two decades, great efforts have been made to
explore the sources and implementations of stellar feedback
processes in cosmological simulations (Stinson et al. 2006;
Governato et al. 2007; Scannapieco et al. 2008; Agertz et al.
2011, 2013; Guedes et al. 2011; Aumer et al. 2013; Booth
et al. 2013; Ceverino et al. 2014; Keller et al. 2014; Roškar
et al. 2014). These works have demonstrated the important
role played by the energetic feedback to suppress star forma-
tion at high redshift and launch galactic winds (e.g. Mura-
tov et al. 2015). However, it is troublesome that a surpris-
ingly broad range of feedback models claims to match the
same global properties of galaxies by fine-tuning parameters
of feedback prescriptions, reducing the predictive power of
galaxy formation modeling (Naab & Ostriker 2017). Yet it
is still unknown whether the implementations used in these
simulations are appropriate for capturing the physical prop-
erties of the interstellar medium (ISM) on smaller scales. As
the spatial resolution of current simulations is approaching the
scales of individual star-forming regions (e.g. Hopkins et al.
2014; Read et al. 2016; Wetzel et al. 2016), it is critical to de-
velop systematic methods to calibrate the subgrid models on
a similar scale.
In Li et al. (2017, hereafter Paper I) we introduced a new
prescription for modeling star formation by considering star
clusters as a unit of star formation, following the general con-
sensus that most stars form in cluster environments (Lada &
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Lada 2003). In this prescription, a cluster particle grows con-
tinuously through gas accretion from its natal giant molecular
cloud (GMC). The growth of a cluster particle is resolved in
time and is terminated by its own energy and momentum feed-
back. Thus, the final particle mass is set self-consistently and
can be considered as the mass of a single star cluster formed
within the GMC. Since the cluster growth is determined by
both the efficiency of star formation and the strength of stellar
feedback, comparing key properties of model clusters with
observations provides us with a unique opportunity to con-
strain these subgrid models on scales of cluster-forming re-
gions, instead of kpc scales.
Recent observations of star-forming regions in the Milky
Way and other nearby galaxies reveal a large number of clus-
ter samples that contain the information about their formation
environment (Portegies Zwart et al. 2010). Star clusters fol-
low a well-defined initial mass function (CIMF) that can be
described by the Schechter function with a power-law slope
of ≈ −2 and an exponential cutoff at high-mass end. Indeed,
as we have shown in Paper I, the slope of the CIMF reflects
the slope of the density distribution of the star-forming gas,
modulated by the feedback effects. Moreover, the high mass
cutoff is also related to the intensity of star formation activ-
ity of the host galaxies (e.g. Larsen 2002; Adamo et al. 2015;
Johnson et al. 2016).
For a long time, it has been believed that the galaxy-wide
low star formation efficiency was caused by the delay of grav-
itational collapse by magnetic or turbulent support (Krumholz
& McKee 2005; Krumholz & Tan 2007). However, recent ob-
servations reveal a very short age spread of stars, a few Myr
or a couple of freefall timescales, in many young star clusters
(Mac Low & Klessen 2004; Hartmann et al. 2012; Hollyhead
et al. 2015), suggesting that cluster formation is a rapid and
dynamical process. The cluster formation timescale is deter-
mined by both the speed of gas accretion and the intensity of
stellar feedback, thus providing an additional test of the star
formation and feedback implementation in the simulations.
In this paper, we further revise and improve the cluster for-
mation model. We describe the major updates to the model in
Section 2, and present results from a new set of simulations
in Section 3. We perform simulations with a wide range of
subgrid model parameters: local star formation efficiency and
a boost of supernova (SN) momentum feedback. The CIMF,
the fraction of star formation in bound clusters, and the age
spreads present new constraints on the subgrid parameters,
which we discuss in Section 4. We summarize our results
and conclusions in Section 5.
2. SIMULATIONS
2.1. Overview of cluster formation
The full description of the simulation setup is presented in
Paper I. Here we first briefly summarize the common aspects
and then describe the improvements to the model. Most of the
simulations in this paper are new and have distinct features
from those discussed in Paper I.
The simulations are run with the Eulerian gas dynamics
and N-body Adaptive Refinement Tree (ART) code (Kravtsov
et al. 1997; Kravtsov 1999, 2003; Rudd et al. 2008), which
includes several key physical ingredients, such as three-
dimensional radiative transfer (Gnedin & Abel 2001; Gnedin
2014), non-equilibrium chemical network of hydrogen and
helium, non-equilibrium cooling and photoionization heat-
ing, phenomenological molecular hydrogen formation and de-
struction (Gnedin & Kravtsov 2011), and a subgrid-scale tur-
bulence model (Semenov et al. 2016). We run the cosmo-
logical simulations from the initial condition that contains a
main halo with the total mass M200 ≈ 1012 M at z = 0, in
a periodic box of 4 comoving Mpc in size. All simulations
start on a 1283 root grid, which sets the dark matter particle
mass mDM = 1.05×106 M. The high dynamic range of spa-
tial resolution is achieved by adaptive mesh refinement, where
additional cell levels are added to the root grid. We apply a
Lagrangian refinement criterion for both dark matter and gas
components so that the mass of all gas cells varies only within
a narrow range at all times. In addition, we adopt a Jeans re-
finement criterion with which cells larger than twice the local
Jeans length will be refined.
In Paper I, we have developed a novel algorithm for the
formation of star clusters in cosmological simulations: con-
tinuous cluster formation (CCF). This algorithm is different
from most of the star formation methods implemented in
current mesh- and particle-based cosmological simulations,
where star particles are spawned instantaneously by a Poisson
process with their masses set beforehand. In CCF, each star
particle represents a single star cluster formed at a local den-
sity peak of the molecular gas. Cluster particles grow their
masses continuously by accreting ambient material at every
local timestep (∼ 1000 years), meaning that the star forma-
tion process is resolved with high time resolution. The growth
of a cluster particle is terminated by its own energy and mo-
mentum feedback. Thus, the final particle mass is set self-
consistently and represents the mass of a single star cluster
formed within the natal GMC.
In order to avoid dependence on the time-variable physical
size of a cell, Lcell, the cluster particle is allowed to grow its
mass via gas accretion within a spherical region of fixed phys-
ical size. We interpret this sphere as the dense part of a GMC
that would form a bound stellar system in freefall collapse.
The optimal value of the sphere size was investigated in Pa-
per I, RGMC = 5pc, which is similar to the sizes of observed
massive cluster-forming clouds or clumps (e.g. Urquhart et al.
2014). We will henceforth refer to this star-forming sphere as
the "GMC".
At the highest refinement level, the GMC sphere fully in-
cludes the peak-density ("central") cell and partially overlaps
with its 26 neighbor cells from a 3×3×3 cube configuration.
Accessing more than these immediate neighbors is computa-
tionally prohibitive in the ART code. The growth rate of a
given cluster depends on the H2 density of the overlapping
cells,
M˙ =
∑
cell
fGMC Vcell ρ˙∗ =
ff
τff
∑
cell
fGMC Vcell fH2 ρgas, (1)
where Vcell is the volume of each neighbor cell, fGMC is the
fraction of Vcell that overlaps with the GMC, fH2 is the mass
fraction of hydrogen in molecular phase, ρgas is the total gas
density, and ff is the star formation efficiency per freefall
time. The freefall time is defined as
τff ≡
(
32Gρ
3pi
)−1/2
≈ 1.6Myr
( nH
103 cm−3
)−1/2
, (2)
where nH is the total number density of hydrogen of the cen-
tral cell. The mass growth of the cluster particle is calculated
and added to the particle mass at each local timestep, typically
∆t ∼ 100 yr. The mass accumulation history of each cluster
is thus temporally resolved with many thousands of steps.
STAR CLUSTER FORMATION IN COSMOLOGICAL SIMULATIONS 3
Cluster formation is allowed only in cells above the num-
ber density nH,th = 103 cm−3. This is close to the observational
estimate by Kainulainen et al. (2014) of the H2 density thresh-
old for star formation in nearby GMCs of ∼ 5×103 cm−3. In
addition, to avoid the creation of very small and numerous
clusters, new particles are created only if their expected final
mass is above threshold Mth. The expected mass is calculated
as the initial rate M˙ times the maximum allowed formation
time, τmax = 15Myr. Since the actual duration of cluster for-
mation is significantly shorter in the new runs, we discuss and
revise Mth in Section 2.2.4.
2.2. Improvements to Paper I methodology
2.2.1. Gas cell refinement
In Paper I, we employed quasi-Lagrangian refinement cri-
teria, which keep the mass of all cells (except for cells at the
finest level) within a similar range. We examined the influ-
ence of RGMC on CIMF by varying RGMC from 2.5 to 7.5 pc
and found the best match to observations when the physical
size of the gas cells (Lcell) involved in star formation is com-
parable to the size of the GMC sphere. Therefore, we tune the
refinement strategy such that the physical size of the gas cells
at the finest refinement level remains around RGMC = 5pc. Ini-
tially, we allow nine refinement levels on the 1283 root grid at
high redshift until z ≈ 9. As simulations run toward lower
redshift, the 10th, 11th, and 12th refinement levels are added at
z≈ 9, 4, and 1.5, respectively. This refinement method keeps
the Lcell of the finest level in the range between 3 and 6 pc at
all cosmic times of interest in this paper.
2.2.2. Redshift-independent star formation efficiency
The mass accretion rate of a cluster is given by Equa-
tion (1), which contains the parameter ff. However, the mean-
ing of ff is quantitatively different from what is commonly
used in galaxy formation simulations. In the traditional pre-
scription, stellar particles are given the mass calculated as the
star formation rate density ρ˙∗ times the volume of the cell
containing the particle. The cell size is fixed in comoving co-
ordinates but expands in proper physical coordinates, so that
for the same gas density (typically, near the threshold for star
formation), the particle mass increases with time. In contrast,
in our model, each star cluster grows its mass over several
million yr by accreting material within a cloud of fixed physi-
cal radius, RGMC. Our ff is applied to a fixed volume and does
not vary with cosmic time. This is an important improvement.
We can relate our value of ff to that on the scale of a cell
via the differences in volume. Consider the case when the di-
ameter of the GMC sphere is smaller than a star-forming cell,
and therefore the GMC is completely embedded in the cell.
The smaller volume allowed to participate in star formation
translates into the smaller efficiency for the whole cell,
ff,cell =
VGMC
Vcell
ff =
4pi
3
(
RGMC
Lcell
)3
ff. (3)
For example, the seemingly high value ff = 50% in our CCF
model is equivalent to ff,cell ≈ 1% for a cell of 30 pc, a typical
size for current highest-resolution cosmological simulations.
We allow cluster formation at the three finest refinement
levels, which is consistent with our adopted star formation
density threshold: ncrit = 103 cm−3. For perfectly Lagrangian
refinement, the average number density of hydrogen plus he-
lium atoms for cells at level l and redshift z in our simulation
Figure 1. Sketch of the star-forming GMC sphere laid out on the gas
cell structure in the simulation.
box is
n(z)≈ 900cm−3×8l−9
(
1+ z
3
)3
. (4)
We can see that at z = 2, cells at level 9 (the third-finest level
at that time) have an average density close to ncrit. Cells cre-
ate new clusters as soon as they exceed the density threshold,
which usually happens already at the third-finest level. The
physical cell size at that level is in the range Lcell = 12−24 pc,
which is larger than 2RGMC. Thus, the corresponding cell ef-
ficiency initially is ff,cell = (0.038−0.30)ff.
This is an important point for the comparison with the low
efficiency per freefall time inferred in Galactic star forming
regions, ff ∼ 1% (Kennicutt 1998; Krumholz et al. 2012;
Vutisalchavakul et al. 2016). In our model, clusters begin
forming with a similarly low efficiency. As the gas contin-
ues to collapse in free fall, the density increases and cells are
refined to the highest level. Then the effective ff,cell increases
as well, to match ff, in agreement with the results of Murray
(2011) and Lee et al. (2016).
As in every numerical simulation, at the highest refinement
level, we are not properly resolving gas collapse and therefore
underestimate the density and overestimate the freefall time.
This numerical effect also requires adopting a larger value of
ff to maintain the correct star formation rate (SFR).
These algorithmic and numerical issues make it difficult
to directly compare our parameter ff with the observed ef-
ficiency on ∼ 30 pc scales of GMCs. We will discuss instead
the distribution of the integral efficiency, which is the fraction
of gas mass turned into stars, in Figure 8 and Section 4.8.
2.2.3. Restriction on creation of new clusters near existing active
clusters
In Paper I, cluster particles were seeded in cold dense cells
that contain local density peaks. We follow similar procedure
here but with additional algorithmic improvements and con-
straints.
As we discussed in Section 2.2.1, the physical size of gas
cells at the finest refinement level is always kept in the range
3 − 6pc. This means that clusters in the smallest cells can
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accrete gas from all 27 cells that overlap with the GMC sphere
(see Figure 1). To be consistent with our interpretation that the
peak-density cell represents the star-forming part of a single
GMC, the neighboring cells should not produce new clusters
that would compete for gas supply with an existing cluster.
Therefore, we prohibit a cell from creating a new particle if it
already has an actively growing cluster in a neighbor cell.
This restriction makes sense only for the finest refinement
level cells. If cluster particles are formed in coarser cells,
which enclose a large fraction of volume of the GMC sphere,
then there is no competition with neighboring cells. In this
case, we allow new clusters to be created.
We also do not apply this restriction to the finest-level cells
that are separated by more than one cell size from the central
cell. These are the diagonal cells in the cube. Thus, the only
cells that are prohibited from creating new clusters are the six
cells “face-touching” the central cell.
To describe the above criteria for cluster seeding more
quantitatively, we define an overlap fraction, fover, of the vol-
ume of a given “face-touching” neighbor that is occupied by
the central GMC sphere. If a given cell satisfies the star for-
mation criterion but has any “face-touching” neighbor with a
significant overlap, fover > 20%, that already contains an ac-
tively growing cluster, the above cell is not allowed to create
a new particle. If the overlap fraction is small, fover < 20%,
we do not apply this restriction.
All of these checks are meant to minimize the impact of the
neighbor restriction as much as is reasonable. However, we
show in Section 3 that it still has a significant impact on the
shape of the CIMF, relative to the results in Paper I.
2.2.4. No removal of low-mass clusters
In the Paper I algorithm, any inactive cluster particles less
massive than the threshold mass of 103 M were recycled to
speed up the simulations. Recycling meant that the material
converted into stars was returned to the ISM and available
for future star formation. However, some amount of energy
and momentum from the stars of these failed clusters was de-
posited into the surrounding gas while the clusters were form-
ing but their final mass was unknown, and this feedback could
not be undone. That is, failed clusters produced some feed-
back that was not real. The contribution of these low-mass
clusters to the stellar mass budget and overall galaxy dynam-
ics was negligible, and therefore we can expect the impact of
their feedback to be small.
With a stronger stellar feedback implementation described
below in Section 2.2.8, both the galaxy stellar mass and the
number of cluster particles are significantly reduced. There-
fore, the recycling of low-mass clusters is not needed. In the
new runs in this paper, we have eliminated it.
We also boosted Mth from 103 M to 6× 103 M, because
the effective cluster formation time is much shorter than the
maximum time τmax that is used to predict the mass of a clus-
ter. Although the effective timescale for individual clusters
varies, we show in Section 3.8 that ∼ 2.5 Myr is a good
upper limit of the formation timescale for clusters less mas-
sive than ∼ 105 M. Therefore, the minimum formation rate
M˙min = 103 M/15Myr in Paper I produced clusters with typ-
ical mass ∼ M˙min×2.5Myr, a factor of 6 below our intended
threshold. With the new value Mth = 6×103 M we eliminate
most of small clusters with final masses below 103 M.
2.2.5. No molecular fraction threshold for continuing cluster
growth
In Paper I, we employed a threshold on the molecular frac-
tion of hydrogen so that clusters could only form and grow in
cells with a high molecular fraction, fH2 > 50%. This meant
that if the molecular fraction of a given cell fell below 50%,
not only were new clusters not allowed to form but also an
existing active cluster in the cell was not allowed to continue
to grow.
After detailed analysis of the growth history of individual
cluster particles, we found that this molecular fraction thresh-
old leads to intermittent gas accretion for some clusters, when
fH2 oscillates around the threshold value. It also generates
many gap periods without any mass growth, especially for
the most massive clusters. These gaps affect the calculation
and interpretation of the cluster formation timescales. Indeed,
we found that the long formation timescales of some massive
clusters in Paper I were not due to slow star formation but due
to the cessation of star formation by this molecular threshold.
Here we revise the implementation of the molecular thresh-
old by adopting it only as the criterion for initial particle cre-
ation. Once a cluster is formed, its subsequent accretion is
no longer affected by the molecular threshold. Thus, active
clusters can continue to grow their mass at the rate that is pro-
portional to the molecular fraction, via Equation (1), until the
gas density drops below ncrit = 103 cm−3.
2.2.6. Gap elimination
Another reason for the existence of long accretion gaps is
due to the motion of clusters. In high-density regions, such
as the inner part of the galaxy, gravitational forces accelerate
particles to high velocities. For a velocity dispersion on the
order of 20 km s−1, during the active formation period, clus-
ters can travel up to 300 pc, which is much larger than the
cell size or the GMC size. This means that active clusters can
travel through and accrete gas from multiple GMCs, differ-
ent from the one in which they had originally formed. This
is not physically correct, because a cluster should accrete gas
from only one GMC, and each GMC should host a distinct
cluster. Moreover, when a cluster travels through low-density
regions between dense clouds, the accretion stops because the
gas density falls below the threshold density for star forma-
tion, thus creating artificial gaps in the mass growth history.
To eliminate accretion of a given cluster particle from mul-
tiple GMCs, in the simulations presented in this paper, we
monitor the accretion process for each active cluster. We de-
activate a cluster even before it reaches the maximum time
τmax if we find that it completely stopped growing mass for
more than 1 Myr. By design, this procedure eliminates all
gaps longer than 1 Myr, and systematically reduces the clus-
ter formation times even for the most massive clusters, as we
show in Section 3.8.
Conversely, any effect that increases the relative velocity of
an actively growing cluster and its parent cloud would shorten
the formation timescale. Strong momentum feedback into an
inhomogeneous medium may dislodge the clusters and termi-
nate their growth, even before exhausting the gas supply.
2.2.7. Mass-loss rate due to stellar evolution
In Paper I, a stellar particle lost mass due to passive stellar
evolution and stellar winds at the rate given by
dM
dt
=
η
t + τloss
Mt=0, (5)
where η is the typical fraction of mass loss and τloss is the
characteristic timescale, both of which depend on the IMF of
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Figure 2. Cumulative fraction of mass loss due to stellar evolution
for a single stellar population with a Kroupa (2001) IMF: old pre-
scription used in Paper I (red), Prieto & Gnedin (2008) (green), Li
& Gnedin (2014) (blue), and FSPS (cyan). The line width for each
source represents the range of mass loss from stars of different metal-
licity, from zero to solar. The best-fit expression to the average FSPS
result (described by Equation 7) is overplotted by the thick dashed
line.
stars. For a Kroupa (2001) IMF, we used η = 0.046 and τloss =
2.76×105 yr. The time evolution of the cumulative fraction of
stellar mass loss is then obtained by integrating Equation (5)
over time:
floss(t) =
Mloss
Mt=0
=
∫ t
0
η
t + τloss
dt = η ln
(
t
τloss
+1
)
. (6)
Figure 2 shows this mass-loss history, together with the
results from the detailed stellar population synthesis model
FSPS7 for the same IMF (Conroy et al. 2009; Conroy & Gunn
2010). We find that the previous implementation overesti-
mates the mass-loss rate over the whole stellar lifetime. The
overestimate is more prominent for younger stellar popula-
tions. For example, after 3 Myr about 10% of the stellar mass
is lost in Paper I modeling but less than 1% in FSPS modeling.
Here we introduce a new mass-loss model that fits the time
evolution of the cumulative fraction in FSPS with a second-
order polynomial. We write floss(t) = ax2 + bx + c, where x =
log10(t/yr), and obtain the best-fit parameters: a = −0.010,
b = 0.288, and c = −1.42. The mass-loss rate at a given age t
is obtained by differentiating floss(t) with respect to t:
dM
dt
=
b+2a log10(t)
ln10
Mt=0
t
. (7)
Note that this expression works for stars in the age range from
2.75 Myr to 13.7 Gyr. For ages younger than 2.75 Myr, we
assume no appreciable mass loss.
2.2.8. Changes to stellar feedback
7 Flexible stellar population synthesis, https://github.com/
cconroy20/fsps
As in Paper I, the feedback subgrid model consists of mass,
momentum, and energy injections from stellar winds, radia-
tion pressure, and SN explosions. The main update in this
paper is in the implementation of SNRs feedback. In the
new SNR model, we estimate the partition of the thermal,
kinetic, and turbulence energies of SNR using a parameteri-
zation model calibrated by the high-resolution hydrodynamic
simulations in an inhomogeneous turbulent medium by Mar-
tizzi et al. (2015). The energy and momentum input from
SNRs depends on the ambient density and spatial resolution,
as described in detail in Semenov et al. (2016).
One caveat of the SNR model is that it is calibrated by the
simulations of SN explosion in isolation, rather than in a more
complex star forming environment. In reality, clusters pro-
duce a large number of massive stars that undergo SN explo-
sion over several Myr. Gentry et al. (2017) found that such
clustering of SNe can enhance momentum feedback by an or-
der of magnitude relative to that delivered by an isolated SN.
Another important motivation of boosting the injected mo-
mentum is to compensate for the momentum loss due to ad-
vection errors as the SN shell moves across the simulation
grid (e.g. Semenov et al. 2017). Therefore, in our new runs,
we boost the momentum feedback of the Martizzi et al. (2015)
SNR model by a factor fboost =3, 5, or 10, as listed in Table 1.
2.2.9. Initial bound fraction
In Paper I, we assumed that the whole accreted mass of
cluster particles during their active growth is gravitationally
self-bound when the particles emerge from their natal clouds.
That is, the stellar particle mass is the bound cluster mass.
This assumption does not take into account the complex dy-
namical evolution of star clusters in the early phase, when the
boundedness is affected by the hierarchical structure of the
ISM and gas expulsion due to stellar feedback. Recent obser-
vations and numerical simulations of turbulent clouds suggest
that the fraction of mass in a given star-forming complex that
remains bound after a few Myr depends strongly on the star
formation efficiency on the scale of GMCs (Goodwin 1997;
Geyer & Burkert 2001; Goodwin & Bastian 2006; Smith et al.
2011; Kruijssen et al. 2012).
In this paper we introduce the initial bound fraction, fi, and
assign it to each stellar particle. We adopt a linear dependence
of fi on the local star formation efficiency,
fi ≡min
(
int
core
,1
)
(8)
where core = 0.5 is the correction factor for mass loss due to
protostellar outflows, suggested by Kruijssen (2012), and int
is the integral star formation efficiency, defined as the ratio
between the full mass of the active stellar particle (here we
write it explicitly as Mf, but later omit the subscript "f") and
the maximum baryon mass of the GMC throughout the whole
course of cluster accretion:
int ≡ Mfmaxtime(Mstar +Mgas) . (9)
Note that the linear relation between local star formation ef-
ficiency and initial bound fraction is based on the analysis
of the star formation simulations of Bonnell et al. (2008).
Since those simulations only cover high-efficiency cases with
fi > 0.4, it is unclear whether such linearity is valid for
low-efficiency GMCs. Recent simulations of isolated GMCs
(Goodwin 2009; Dale et al. 2014; Gavagnin et al. 2017) sug-
gest that the bound fraction depends not only on int but also
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on the dynamical state of the young stars before gas expul-
sion by feedback. Including this effect in future work could
improve the model.
It is important to emphasize that the GMC mass in our sim-
ulations varies on a timescale of less than a Myr, as the central
part is converted into stars and outside gas flows in, in essen-
tially free fall. The sum of stellar and gas mass usually in-
creases over several Myr before declining as the feedback of
young stars disperses the remaining gas. This situation is very
different from simulations of star formation in isolated clouds,
where the total baryon mass is fixed as the initial cloud mass.
Bound cluster mass in our model is then defined as the stel-
lar particle mass at the end of the active growth period times
the initial bound fraction: M = fi Mf. The fraction of stars re-
maining bound to the cluster continues to evolve due to the
dynamical evaporation and tidal stripping. We calculate this
process with a subgrid model and will discuss the evolution
of the cluster mass function in a follow-up paper. We attach
the initial bound fraction variable to every cluster particle and
assume that the unbound part remains near the cluster, so that
both the bound and unbound parts move together under the
same gravitational potential.
2.2.10. Alternative definition of cluster formation timescale
Although the actual mass growth history of individual star
clusters is difficult to determine in observations, recent the-
oretical models and simulations suggest a dynamic, time-
variable process. Self-gravitating collapse of the dense parts
of GMCs is thought to accelerate star formation until stel-
lar feedback, in the form of stellar winds and radiative pres-
sure/heating, pushes the accreting gas out. The whole pro-
cess happens quickly, as indicated by the observed age spread
of stars in embedded clusters within 3–4 Myr, only a couple
freefall times of their natal clouds; see Section 2.4.1.
One way to quantify the age spread is to estimate the
timescale for the formation of a given fraction of stars within
a cluster, e.g. the period when the cluster mass grows from
10% to 90% of its final mass. However, since the final mass
of the clusters in our model is not known until their growth is
terminated by the feedback, obtaining the 10-90% timescale
requires tracking the detailed growth history of all clusters,
which is computationally prohibitive. Therefore, in Paper I,
the average duration of cluster formation was calculated as the
mass-weighted timescale,
τave ≡
∫ τmax
0 t M˙(t)dt∫ τmax
0 M˙(t)dt
, (10)
where M˙(t) is the cluster SFR at time t. This definition best
describes steady mass accretion. For example, in the case of
constant SFR, τave = τmax/2.
One caveat of this definition is that, in the case of increas-
ing and then decreasing SFR, τave actually records the epoch
when M˙ reaches its peak, rather than the duration of the pro-
cess. Here we introduce a new quantity that better describes
the width of such SFH. The age spread is defined as the ratio
between the full particle mass Mf and the mass-weighted SFR
over the whole growth history 〈M˙〉:
τspread ≡ Mf〈M˙〉 =
Mf∫ τmax
0 M˙
2dt/Mf
. (11)
For a power-law mass accretion history, M˙ ∝ tα, α 6= −1,
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Figure 3. Example of the old (τave, black) and new (τspread, red) defini-
tions of cluster formation timescale as a function of Gaussian width
of the SFR, peaked at a relatively late time t0 = 10 Myr. The new
definition closely follows the width of the accretion rate when σ is
small compared to the total duration of the star formation episode.
both τave and τspread can be explicitly evaluated as
τave =
α+1
α+2
τmax and τspread =
2α+1
(α+1)2
τmax. (12)
However, in the case when M˙ exhibits a peak, e.g. a Gaussian
function M˙ ∝ exp(−(t − t0)2/2σ2),
τave = t0 +
√
2
pi
σ
exp(−t20/2σ2)− exp(−(t0 − τmax)2/2σ2)
erf (t0/
√
2σ)+ erf ((τmax − t0)/
√
2σ)
,
(13)
while the new definition gives
τspread =
√
piσ
[erf (t0/
√
2σ)+ erf ((τmax − t0)/
√
2σ)]2
erf (t0/σ)+ erf ((τmax − t0)/σ)
. (14)
The relationship between the intrinsic width of the mass ac-
cretion history σ and the derived ages τave and τspread is shown
in Figure 3.
When σ → 0, the SFH reduces to a δ-function located at
t = t0. In this case, τave → t0, while τspread → 2
√
piσ. This
extreme case illustrates the problem with our previous defini-
tion. Rather than recording the age spread of stars, τave actu-
ally reflects the epoch of the peak of star formation. Instead,
the new definition follows the true width of the age distribu-
tion.
As σ increases, the SFH becomes flatter. At the other ex-
treme, if σ > τmax, the SFR can be considered constant. The
above equations then reduce to τave→ t0/2 and τspread→ t0.
2.3. New runs
In this paper we present new runs with the above improve-
ments. All start with the same initial conditions as in Paper I.
Their key physical parameters are listed in Table 1. The num-
ber after “SFE” in their names corresponds to the local ff
STAR CLUSTER FORMATION IN COSMOLOGICAL SIMULATIONS 7
Table 1
Model runs
Name z f ff Feedback Lcell (pc) at z = 2
SFE10 1.7 0.1 earlya+5*SNRb 5
SFE50 1.5 0.5 early+5*SNR 5
SFE50-SNR3 2.0 0.5 early+3*SNR 5
SFE100 1.5 1.0 early+5*SNR 5
SFE200 1.5 2.0 early+5*SNR 5
SFEturb 2.7 Variable early+5*SNR 5
fid-PaperI 3.2 0.1 early+old SNc 20
SNR10-old 2.0 0.1 early+10*SNR 10
Notes: a. "early": early feedback schemes including stellar wind and radiative pressure. b. "SNR": resolution-dependent SNR feedback scheme in Martizzi et al.
(2015); the number before "SNR" is the boosting factor. c. "old SN": previous SN thermal and momentum feedback with the amount calibrated by Agertz &
Kravtsov (2015).
Table 2
Compilation of the observed properties of nearby young star clusters
Name Age (Myr) Age Spread (Myr) Mass (M) Reference
Orion Nebula Cluster 4-5 1-3 2000 Da Rio et al. (2010b); Jeffries et al. (2011)
R136 4-5 3 4.5e5 Massey & Hunter (1998)
LH95 4 2.8-4.4 ? Da Rio et al. (2010a)
NGC 1569A < 5 free of dust extinction 1e6 Maoz et al. (2001)
Westerlund 1 5 0.4 or < 1 6.3e4 Negueruela et al. (2010); Kudryavtseva et al. (2012)
NGC 4103 ? 2-4 ? Forbes (1996)
NGC 3603 YC 2 0.1 ? Kudryavtseva et al. (2012)
NGC 3603 HII 1 < 1 1.9e4 Pang et al. (2013)
W3 Main ? 2-3 ? Bik et al. (2012)
Antennae clusters ? < 6,AV = 1 mag ? Whitmore & Zhang (2002)
NGC 4449 clusters ? < 5,AV = 0.5−1.5 mag 0.5-5e4 Reines et al. (2008)
M83 clusters ? < 4 ? Hollyhead et al. (2015)
in percent. One exception is the “SFEturb” run, with vari-
able turbulence-dependent ff based on the parameterization
of ff as a function of cell turbulence energy (Padoan et al.
2012). The evolution of the turbulence energy is calculated
by a subgrid-scale model from Schmidt et al. (2014), imple-
mented in the ART code by Semenov et al. (2016). The stan-
dard value of the SNR momentum boost factor is fboost = 5. In
run SFE50-SNR3, we adopt fboost = 3 to test the dependence
of global SFR on this factor.
In addition to these new runs with full updates, we include
also for comparison the fiducial run "old-fid" from Paper I,
and the "SNR10-old" run with fboost = 10 and some interme-
diate degree of update. These latter runs illustrate progression
in the development of our algorithm.
• fid-PaperI: The fiducial run in Paper I with ff = 10%. As
shown in Figure 5, this run overestimates the expected SFR
of the main galaxy by more than one order of magnitude at
z = 4 − 8. Due to the high SFR, a large number of clusters
more massive than 105 M are formed at high z. The inabil-
ity to suppress SFR at high z is caused by the weak feedback
that is used in this run. Another sign of the ineffectiveness
of the feedback comes from the mass-weighted cluster for-
mation timescale τave. In Paper I, we showed that the median
value of τave for all clusters in this run is about 3 Myr, consis-
tent with the observational constraint that is described in Sec-
tion 2.4.1. Detailed analysis suggests that this median value
is dominated by a large number of less massive cluster parti-
cles. For clusters more massive than 105 M, however, τave is
much longer, sometimes even longer than τmax/2 = 7.5Myr,
suggesting that the stellar feedback cannot terminate the gas
accretion process for massive clusters within the allowed ac-
cretion timescale that is assigned in the simulation.
• SFE10-old: Same as “fid-PaperI”, except (1) a refinement
strategy that keeps the ratio of RGMC/Lcell roughly constant
but one level coarser than that described in Section 2.2.1;
and (2) a new SNR feedback prescription described in Sec-
tion 2.2.8 with a momentum boosting factor fboost = 5. We
found that the SFH of this run follows the abundance match-
ing results until z≈ 2.5, when a major merger happens in the
main galaxy. This merger brings so much cold gas into the
inner regions of the galaxy that stellar feedback is unable to
disperse it. An intense starburst occurs, and a prominent stel-
lar spheroid forms at the galactic center. As we discuss in the
next section, adding one additional refinement level prevents
this starburst and leads to a reasonable SFH. Another result is
that, although the SFR of this run is much smaller than that of
“fid-PaperI” due to the adoption of the new feedback model,
there are still many clusters, especially massive ones, that
have very long formation timescales. This finding inspired
a detailed investigation of the origin of the long timescale and
the implementation of gap elimination algorithms, which we
describe in Sections 2.2.5 and 2.2.6.
• SNR10-old: Same as “SFE10-old”, but with a larger
boosting factor fboost = 10. The goal of this run is to probe
the upper limit of fboost. As shown in Figure 5, the SFH is
always under the abundance matching result. This underesti-
mate of SFR sets an upper limit on the reasonable choice of
fboost.
For comparison, we have also run a simulation with the
standard fboost = 5 but boosted the momentum feedback from
radiative pressure by a factor of 10. This boost produced no
apparent effect on SFH, unlike the SN momentum boost.
2.4. New observational constraints
2.4.1. Observed age spread of young clusters
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Figure 4. Gas density projection plots of the main galaxy at z ≈ 2 for different runs. The adaptive refinement structure of the oct-tree code is
shown in the upper left panel, and the length scale of 1 kpc is shown in the lower right panel.
To use the predicted formation duration as an additional test
of the models, in Table 2 we compile recent measurements
of the spread of the relative ages of stars in several young
star clusters. Although obtaining accurate age measurements
is still challenging, current observations suggest that the age
spread should be less than 6 Myr for various star-forming re-
gions in different galaxies. This upper limit also agrees with
small-scale hydrodynamic simulations of cluster formation,
which suggest that the star formation process should proceed
on a timescale comparable to the freefall time (e.g. Hartmann
et al. 2012; Grudic´ et al. 2018). This relatively short timescale
provides a strong constraint on the implementation of star for-
mation and stellar feedback.
2.4.2. SFR vs. maximum cluster mass in nearby galaxies
The observed data of SFR surface density and V-band ab-
solute magnitudes of the brightest young clusters in differ-
ent galaxies is compiled in Adamo et al. (2015). Note that
this compilation contains observations of galaxy-wide mea-
surements, as well as spatially resolved samples. To con-
vert the magnitudes of the brightest clusters to the corre-
sponding stellar masses, we used the V-band mass-to-light
ratio for young star clusters from Lieberz & Kroupa (2017):
M/LV = 0.014M/LV.
3. RESULTS
Most of the simulations presented here were performed
at the high-performance computing center Flux at the Uni-
versity of Michigan. We highlight here that, although our
simulations incorporate many state-of-the-art physical pro-
cesses, such as non-equilibrium chemical networks and radia-
tive transfer, with very high spatial resolution, the total com-
puting time is not huge. For reference, runs with ff > 0.5 take
about 30,000−50,000 CPU hr to reach z≈ 1.5.
Figure 4 shows the gas surface density of the inner 4 kpc
of the main galaxy at z ≈ 2 for six different runs. The pro-
jection is taken along the X-axis of the simulation box, which
is close to the intrinsic rotation axis of the disk. Compared
to the fiducial run in Paper I, most of the density maps here
do not exhibit well-defined gaseous disks. Instead, due to
the stronger feedback implementation, the most prominent
structures are the kpc-scale low-density cavities surrounded
by rings of higher-density beads and filaments. These cavities
are created by multiple SNe from young star clusters. Shock
waves of the “superbubbles” can travel several kpc through
these low-density regions, compress the gas located around
the edge of the bubble, and possibly trigger subsequent star
formation. They also generate large-scale outflows from the
inner regions. The densest regions of the galaxies, therefore,
are not centrally concentrated but are distributed as many kpc-
scale clumps, which is consistent with recent Hubble Ultra
Deep Field observations of z ≈ 2 star-forming galaxies (Guo
et al. 2012).
On the other hand, the SFE50-SNR3 run with weaker feed-
back (upper right panel) shows a more regular disk with
centrally-peaked gas distribution and prominent spiral arms.
This contrast illustrates that the large-scale gas distribution is
very sensitive to variation of the momentum feedback param-
eters, even by a factor of two.
3.1. SFH of the main galaxy
In Figure 5, we show the SFH of the main halo for several
runs with different values of the star formation and feedback
parameters. The SFH is calculated from all cluster particles
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Figure 5. Left: SFH of the main galaxy for runs with different star formation and feedback parameters. The SFR is derived from all stellar
particles within the main galaxy at the last snapshot, see Section 3.1 for details. Dark and light shaded areas are 1-σ and 2-σ confidence intervals
of the expected SFR for an average 1012 M halo from abundance matching (Behroozi et al. 2013). Right: cumulative stellar mass history of
the main galaxy. The shaded area is the 1σ confidence interval from the abundance matching result.
within 0.5Rvir of the main galaxy from the last available snap-
shot of each run, where Rvir is the virial radius of the dark mat-
ter halo. The rate of star formation is averaged over 100 Myr
around a given epoch in order to smooth out stochasticity.
In general, simulations with fboost = 5 agree well with the
abundance matching results, in the sense of both SFR and
the cumulative stellar mass growth. This suggests that the
strength of stellar feedback used in these runs is appropri-
ate to reproduce the inefficient star formation at high redshift.
Changing the intensity of feedback has a measurable effect on
the SFH. The run with fboost = 3 systematically overestimates
SFR at all times, while the run with fboost = 10 underestimates
SFR by an order of magnitude. The resulting SFHs of the two
runs are well beyond the 1σ confidence intervals of the abun-
dance matching result. Therefore, the choice of fboost in our
simulations is bracketed between 3 and 10.
On the other hand, varying ff from∼ 0.01 to 2.0 has almost
no systematic effect on SFH. This insensitivity to the value of
ff has already been found in several recent cosmological sim-
ulations with the implementation of strong stellar feedback
and high spatial resolution (Agertz et al. 2013; Hopkins et al.
2013; Agertz & Kravtsov 2015). The feedback-controlled
low-efficiency star formation activity can be interpreted as the
short lifetime of star-forming regions, which then requires a
large number of star-forming cycles to convert all the gas into
stars (Semenov et al. 2017).
However, the lack of sensitivity of SFH to the local star
formation efficiency does not mean that one can assign ar-
bitrary values to ff in galaxy formation simulations. As we
show in the rest of this section, ff has dramatic effects on the
properties of individual star-forming regions and, in turn, the
properties of young star clusters formed within.
3.2. KSR
Above, we showed that with fboost = 5 our simulations can
reproduce the SFH of Milky Way-sized galaxies, suggesting
that the galaxy-wide star formation activity is well suppressed
with our feedback implementation. Another commonly used
global representation of star formation is the KSR, which is
the relationship between the gas surface density and the sur-
face density of the SFR.
To derive the KSR for molecular gas in our simulations, we
split the main galaxy disk into several 1× 1 kpc square ar-
eas and calculate ΣH2 and ΣSFR within each area. Here ΣSFR
is estimated by using clusters younger than 20 Myr. Varying
this timescale in the range of 15–50 Myr does not affect the
results. We considered different spatial smoothing scales and
found that using smaller scales between 100 and 500 pc pro-
duces larger scatter of the KSR but with similar median values
to the 1 kpc case. We collect measurements from z≈ 9 to the
last available snapshot in each run and calculate the median
value of ΣSFR in a given range of ΣH2 . Figure 6 shows the
KSR in six simulations with different ff.
When expressed through molecular H2 gas, the observed
KSR in nearby spiral galaxies at z = 0 is consistent with linear
and does not vary significantly with metallicity or galaxy type
(Bigiel et al. 2008, 2011). In our simulations, we do not find a
systematic redshift evolution of the KSR in various snapshots
from z ≈ 9− 1.5. Our simulations produce an approximately
linear relation but with systematically higher ΣSFR than ob-
served at z = 0, by about a factor of 2-10. We also find that
the simulations with higher ff tend to have somewhat higher
ΣSFR for a given ΣH2 , but this trend is overwhelmed by the
very large scatter.
The reason for this overestimate is not clear yet. It may
be caused by the averaging scheme. The morphology of our
simulated galaxies is irregular (see Figure 4), unlike the ax-
isymmetric disks of low-redshift galaxies. Big gaps in the gas
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Figure 6. The KSR for the main galaxy. The SFR is calculated over
20 Myr, spatially averaged over 1 kpc squares; see Section 3.2 for
details. For the SFE10 to SFE200 runs, the measurements are de-
rived from all snapshots between z ≈ 9 and z ≈ 1.5, while for the
SFEturb run they are from snapshots at z > 2.7. The interquartile
(25-75%) range of ΣSFR is shown as a thick gray bar in the lower
right corner. The KSR derived from the FIRE simulations (Orr et al.
2018) on similar spatial (1 kpc) and time (10 Myr) scales is shown
by black stars. The gray shaded region shows the range of observed
values in nearby spiral galaxies by Bigiel et al. (2008, 2011). Dotted
lines indicate constant gas depletion timescales of 100 Myr (blue)
and 1 Gyr (red).
density distribution, caused by strong feedback, make the esti-
mate of ΣH2 less reliable. Interestingly, the FIRE simulations
with spatial resolution comparable to ours show similar over-
estimate of ΣSFR, pushing the gas depletion timescale into the
range between 100 Myr and 1 Gyr. This depletion timescale,
although shorter than the measurements from the local uni-
verse, is however not inconsistent with high-z results (Sharon
et al. 2013; Tacconi et al. 2013; Rawle et al. 2014; Hodge et al.
2015; Sharda et al. 2018).
3.3. Initial bound fraction
Figure 7 shows the initial bound fraction predicted for our
model clusters. We find a strong positive correlation between
fi and stellar particle mass for all runs with a wide range of
model parameters. This trend is not sensitive to either the for-
mation epoch or host galaxy mass, suggesting that fi is mostly
independent of the global galactic environment and reflects
only local properties of individual star-forming regions.
Instead, we find that the initial bound fraction varies
strongly with ff. At M = 105 M, fi can reach above 50% for
ff ≥ 0.5, but is limited to only 1−10% for runs with ff < 0.5.
This difference in normalization is due to the corresponding
scaling of the integral star formation efficiency because of our
assumption fi ∝ int (Equation 8).
The dependence of int on stellar particle mass has already
been noticed in recent GMC-scale simulations. For example,
Grudic´ et al. (2018, hereafter, G18) ran a series of MHD sim-
ulations of isolated turbulent clouds with different initial gas
surface density. They found a tight relation between int and
Σgas and parameterized it by the relation
int =
(
1
max
+
Σcrit
Σgas
)−1
, (15)
with best-fit parameters max = 0.77 and Σcrit = 2800M pc−2.
The critical surface density Σcrit above which the efficiency
rises significantly corresponds to the cloud mass Mcrit ≈ 2.2×
105 M (R/5pc)2. Using our definition of the initial bound
fraction, the above equation can be rewritten as a relationship
between fi and scaled particle mass m≡M/(maxMcrit):
fi = min
(√
m2 +4m−m,1
)
. (16)
We emphasize that the radius R used in G18 is not the same as
the radius of our GMC sphere, RGMC. In their simulations of
isolated clouds, both the mass and size of the cloud are fixed
by the initial condition, while our star-forming GMC has an
open boundary through which gas flows in and out, controlled
by gravity and stellar feedback. Our RGMC is a lower limit to R
since the cluster can accrete more distant gas, e.g. from all 27
neighbor cells. We can estimate a radius of the corresponding
accretion region by taking it to be a sphere of the same vol-
ume as the 27 gas cells. Since the physical size of our cells
at the finest refinement level varies between 3 and 6 pc (see
Section 2.2.1), we take the average length to be with 4.5 pc.
This gives the effective radius R ≈ 8.4 pc. We use this value
to compare the G18 scaling with ours.
The right panel of Figure 7 shows a good agreement be-
tween the relation given by Equation (16) and our runs with
ff ≥ 1. The lower efficiency runs cannot reach the relatively
high values of fi predicted by G18. We fit the relation between
stellar particle mass and initial bound fraction as fi ∝ Ma,
and find the power-law slope for our clusters in the range
a = 0.43 − 0.51. It is consistent with the G18 result a ≈ 0.5
for clusters in the mass range M < 105 M.
In the SFEturb run, fi has a nonmonotonic downturn at
M ∼ 105 M. This downturn is caused by the relatively small
number of massive clusters in this run, so that the median
value of fi is dominated by some rare cluster formation events.
Indeed, these massive clusters are formed in a small satel-
lite galaxy that contains only one compact GMC with mass
∼ 108 M at z ∼ 4. The low ff in the SFEturb run leads
to slow gas consumption, which allows the cloud to persist
for a long time. Because of the high density of material in
the vicinity of the GMC, young clusters acquire large veloc-
ity dispersion and leave the GMC. New clusters then appear
in their stead and draw gas from the same cloud. This large
cloud mass in the denominator of Equation (9) then leads to
lower integrated star formation efficiency int, which causes
the downturn of fi. This effect is less visible for the higher-
efficiency runs, where GMCs are consumed and disrupted
quicker.
The initial bound fraction in our models depends somewhat
on the SNR boosting factor fboost. The run with fboost = 3
shows systematically higher fi than the corresponding fboost =
5 run, although only by ∼ 20%. The dependence of fi on
fboost can be understood as the balance between gravity and
feedback: with lower fboost, a cluster in one GMC of a given
mass requires more stellar mass to reach the same amount of
SN momentum to fully disperse the gas. Therefore, a cluster
in the SFE50-SNR3 run reaches a higher final mass for the
same GMC mass, which implies higher values of int and fi.
There are several consequences of introducing the initial
bound fraction to determine the initial cluster mass. First, due
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Figure 7. Left: initial bound fraction vs. stellar particle mass in the SFE200 run. Clusters formed within galaxies of different halo mass are
labeled with different colors. Right: same as left panel but for runs with different star formation and feedback parameters. The striped line
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Figure 8. Distribution of the mass-weighted integrated star formation efficiency int relative to the instantaneous star formation efficiency per
freefall time ff. Red solid and dashed lines show the median and 10th-90th percentile range for each distribution.
to the mass dependence of fi, the shape and normalization of
the CIMF is different from the stellar particle mass function.
Second, the sensitivity of fi to the choice of ff leads to a dif-
ferent integrated cluster formation efficiency and maximum
cluster mass for runs with different ff. These observables can
be used to constrain ff, as we discuss below.
3.4. Scatter of the integral efficiency of star formation
Because of the time-dependent accretion of gas onto GMCs
and dispersal by stellar feedback, the integral efficiency int
of cluster formation deviates from the adopted efficiency per
freefall time ff in a given run.
Figure 8 shows the particle mass-weighted (intM) distri-
butions of int/ff in all of our main runs. In the case of the
SFEturb run, the instantaneous efficiency ff in a given cell
depends on the local properties of supersonic turbulence. We
calculate the mass-weighted mean efficiency 〈ff〉 ≈ 0.03 for
this run and use it in the leftmost panel, which shows int/〈ff〉.
There exists a weak trend that the median value of the distri-
bution of int/ff decreases with ff. For the SFEturb, SFE10,
SFE50, SFE100, SFE200 runs, the median values of int/ff
are 0.52, 0.44, 0.31, 0.16, and 0.15, which correspond to the
values of int = 0.016, 0.044, 0.155, 0.16, and 0.3, respec-
tively. Larger ff leads to faster initial growth of a given clus-
ter, which produces more intense stellar feedback. Stronger
feedback removes more material from the GMC and leads to
larger deviation of int from ff.
Similar to Paper I, all distributions show a large scatter of
int. The 10th-90th percentile range around the median value
is ≈ 0.7dex for all of the runs, except the SFEturb run which
has a larger range of 1.1dex. The equivalent 1σ scatter is
about 0.25 dex for the fixed ff runs, and 0.43 dex for the
SFEturb run. The larger scatter in the latter run is caused by
the additional variation of instantaneous ff over the course of
cluster growth because of the variation of local turbulence.
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Table 3
CIMF best-fit parameters
Runs Mmin/M α Mcut/M
Full-particle
SFE10 6×104 3.4 1.3×105
SFE50 6×104 3.3 1.6×105
SFE50-SNR3 4×104 3.7 4.5×105
SFE100 4×104 3.1 4.5×105
SFE200 4×104 3.6 NAa
Full-cluster
SFE10 5×103 2.6 3.6×104
SFE50 2×104 2.5 3.1×105
SFE50-SNR3 1×104 2.9 1.3×105
SFE100 2×104 2.5 2.3×105
SFE200 4×104 3.3 NAa
z≈ 2.0-cluster
SFE10 3×103 2.6 2.4×104
SFE50 8×103 2.2 4.0×104
SFE50-SNR3 1×104 2.0 1.3×104
SFE100 1×104 1.7 3.5×104
SFE200 6×103 1.2 2.5×104
z≈ 5.3-cluster
SFE10 2.5×103 1.1 1.6×104
SFE50 6×103 1.3 1.3×105
SFE50-SNR3 6×103 1.8 1.7×105
SFE100 5×103 1.4 2.5×105
SFE200 3×104 1.5 8.5×105
Note: a. The cutoff mass cannot be obtained, since the CIMF of all clusters
in the SFE200 run is consistent with a pure power law.
3.5. CIMF
The CIMF is one of the key properties of young star clus-
ters. Here we examine the CIMF of model clusters in the main
halo, summed over the central galaxy and satellite galaxies.
In Paper I we showed that the Schechter function provides
a good description of the shape of the cluster mass function.
Here we also fit all CIMFs with a Schechter function using the
maximum-likelihood method. Because the shape of the CIMF
for small clusters now deviates more from a single power law,
we restrict the fit only to clusters more massive than a certain
minimum mass, above which the CIMF is best described by
the Schechter form. The best-fit slopes, cutoff masses, and
choice of minimum mass at different epochs for all runs are
listed in Table 3. The typical 1σ uncertainty for the Schechter
fit is around 0.1 − 0.15 for α and around 0.06 − 0.13 dex for
Mcut.
In Figure 9, we show the combined CIMF of all clusters
formed at all times up to the last available snapshot of a given
run. Here we distinguish between the stellar particle mass
(M) and the cluster mass that takes into account the initial
bound fraction ( fi M). Because fi itself depends positively on
particle mass, the power-law slope of the CIMF is in general
shallower than that of the particle mass function. Among dif-
ferent runs, we find that the high-mass end of the CIMF is also
strongly affected by the initial bound fraction. Simulations
with lower ff tend to have lower fi for a given cluster mass,
thus modifying the mass function more strongly at all masses.
We notice that the CIMFs here extend only to ∼ 106 M for
ff ≥ 0.5 runs, rather than ∼ 107 M as in Paper I. This is
mainly due to the lower SFRs caused by stronger feedback
implementation in the current simulations. The maximum
mass is reduced to∼ 105 M for the SFEturb and SFE10 runs
103 104 105 106 107
fiM (M¯ )
101
102
103
104
105
106
d
N
/d
lo
gM
−2
−3
SFEturb
SFE10
SFE50
SFE50-SNR3
SFE100
SFE200
Figure 9. The CIMF of all clusters ( fi M; solid lines) within the main
galaxy from the last available snapshot of each run. Shaded areas
show the binomial counting errors in mass bins of 0.16 dex. In con-
trast, dotted lines show the distribution of stellar particle mass (M)
without considering the initial bound fraction. The power-law distri-
butions with slope α = −2 and −3 are overplotted as dashed lines for
reference.
because of even smaller values of fi.
To compare more directly with observations of young clus-
ters formed in the same star formation episode, in Figures 10
and 11 we show the CIMF of clusters younger than 100 Myr
at different epochs, z ≈ 2 and 5.3, respectively. At z ≈ 2, the
main galaxy has not experienced any major mergers for more
than 500 Myr. The CIMF of young clusters reflects the prop-
erties of the ISM with quiescent star formation. We find a
wide range of the power-law slopes for different runs, from
α ≈ 2.6 for the SFE10 run to α ≈ 1.2 for the SFE200 run.
There exists a systematic trend that higher ff leads to smaller
α. A shallower CIMF slope means that, for a given galactic
SFR, clusters with higher mass are more likely to be created.
That is the reason why the runs with higher ff tend to have
higher-mass tails in the CIMF.
Figure 11 shows the CIMF of young clusters around z ≈
5.3, when the main galaxy experiences a major merger. The
overall normalization of the mass function is lower than that
at z ≈ 2, because the galaxy at z ≈ 5.3 is much smaller and
contains less gas. However, the maximum cluster mass at this
epoch is roughly one order of magnitude higher than that at
z≈ 2. This is because the power-law slopes of the CIMF, α≈
1.1 − 1.8, are much shallower than those in the non-merger
case. The cutoff masses of these CIMFs are all above 105 M,
which is several times larger than those at z ≈ 2. We already
saw such an enhancement of the formation of massive clusters
in gas-rich galaxy mergers in the previous runs presented in
Paper I. This effect is even more pronounced in the new runs
with stronger feedback.
3.6. Fraction of clustered star formation
In Paper I, we concluded that cluster formation is an envi-
ronmentally dependent process where the high-mass end of
the CIMF varies strongly with the star formation activity of
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Figure 10. Same as Figure 9, but only for clusters younger than
100 Myr within the main galaxy at a quiescent epoch around z≈ 2.
the host galaxy. Both recent observations (Adamo et al. 2015;
Johnson et al. 2016, 2017) and theoretical work (Kruijssen
2015) suggest that SFR surface density (ΣSFR), rather than
SFR itself, better represents the intensity of star formation and
physical conditions of the galactic ISM. Therefore, here we
explore the effects of ΣSFR on such cluster properties as the
fraction of clustered star formation, Γ, and maximum cluster
mass, Mmax.
Analogous to constructing the KSR in Section 3.2, we split
the disk of the main galaxy into the 1× 1 kpc square grid.
For each square area, we calculate the surface density of the
SFR averaged over 20 Myr. The fraction of clustered star
formation is defined as the ratio between the mass in bound
clusters and the total stellar mass formed within the same time
interval, 20 Myr:
Γ≡
∑
fiM∑
M
. (17)
We also test a larger averaging timescale from 20 to 50 Myr
and find that the results are not sensitive to the choice of the
timescale.
This Γ is different from the quantity we used in Paper I
in two ways. First, we estimated Γ in Paper I by splitting
the galactic disk into concentric circular bins. However, due
to the stronger feedback implemented in this paper, no well-
defined gas disk is present in the main galaxy. Instead, the
disks are clumpy and asymmetric, often showing features of
strong outflows. Therefore, it is not possible to find a defini-
tive center and cylindrical-symmetric axis to construct circu-
lar bins. Second, in Paper I, we defined Γ simply as the frac-
tion of clusters more massive than 104 M, not all of which
are necessarily gravitationally bound. In this paper, with the
introduction of the initial bound fraction, we have a more
physical way of estimating the clustered fraction as it is de-
fined in observations.
Figure 12 shows a positive correlation between Γ and ΣSFR
for all the runs. We find that Γ changes by about one order of
magnitude over the range ΣSFR = 10−3 − 1M yr−1 kpc−2. At
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Figure 11. Same as Figure 10, but during a major merger epoch at
z≈ 5.3.
ΣSFR > 1M yr−1, Γ saturates at the maximum value set by
the initial bound fraction of the representative massive clus-
ters. A similar saturation of Γ at highΣSFR is also found in the
analytical model of Kruijssen et al. (2012), however, the phys-
ical origin of this saturation is different. In Kruijssen et al.
(2012), the saturation is caused by the “cruel cradle effect,”
in which young clusters formed within less-dense regions are
destroyed by the tidal interaction with other star forming re-
gions during their embedded phase, while in our model, the
saturation is caused by the mass-dependent initial bound frac-
tion.
It is clear that Γ also depends strongly on ff. Run SFE200,
with ff = 2.0, shows a very high Γ up to 60%, while runs
SFE10 and SFEturb do not have any star-forming regions with
Γ> 10%. This sensitivity makes Γ an excellent observable to
constrain the choice of ff.
3.7. Maximum cluster mass
Figure 13 shows the relationship between ΣSFR and the
maximum mass of clusters formed within a 100 Myr interval.
We find a clear positive correlation going roughly as
Mmax ∝ Σ2/3SFR.
The power-law slope is similar to the best-fit value, ≈ 0.7, for
the observations of maximum cluster mass described in Sec-
tion 2.4.2. The similarity of the slope among all runs reveals
a robust result that the high-mass end of the CIMF depends
uniquely on the intensity of star formation activity. The nor-
malization of this relation also scales monotonically with ff,
because of the ff dependence of the initial bound fraction.
Note that the runs with ff ≤ 0.1 cannot produce clusters
more massive than 105 M at all considered epochs, z > 1.5.
This indicates that no clusters in these runs would survive dy-
namical disruption to become globular clusters at the present
time. This is another evidence against such low values of ff.
3.8. Cluster formation timescale
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Figure 12. Fraction of clustered star formation as a function of SFR
surface density. Here ΣSFR is estimated on a spatial scale of 1 kpc
for stars younger than 20 Myr. Solid lines and shaded areas show
the median and 25-75% interquartile range of the distribution of Γ
for a given ΣSFR bin. The observed values (symbols with error bars)
are from a compilation of both galaxy-wide and spatially resolved
measurements of cluster samples in nearby galaxies (Goddard et al.
2010; Silva-Villa & Larsen 2011; Adamo et al. 2015; Johnson et al.
2016).
Table 4
Cluster Formation Timescales in Myr
Runs M < 105 M M > 105 M
10%−50%−90% 10%−50%−90%
τave
SFEturb 0.25−1.07−3.13 0.43−2.07−8.62
SFE10 0.14−0.57−1.83 0.96−2.12−3.85
SFE50 0.07−0.26−0.84 0.52−1.44−2.53
SFE50-SFR3 0.09−0.26−0.80 0.45−1.26−2.35
SFE100 0.06−0.19−0.60 0.32−1.43−2.42
SFE200 0.04−0.15−0.46 0.55−1.59−2.29
τspread
SFEturb 0.09−0.29−1.13 0.84−1.99−5.76
SFE10 0.11−0.28−0.64 0.84−1.61−2.67
SFE50 0.08−0.17−0.35 0.23−0.51−1.20
SFE50-SFR3 0.09−0.19−0.40 0.48−0.91−1.78
SFE100 0.08−0.15−0.30 0.28−0.53−0.90
SFE200 0.07−0.13−0.25 0.28−0.49−0.91
The upper panels of Figure 14 show the cumulative distri-
butions of cluster formation timescales τave. We find a clear
trend that the higher the ff, the shorter the timescale, espe-
cially for low-mass clusters (M < 105 M). This means that
the growth history of these clusters is dominated by the gas
accretion, which is in turn controlled by ff. This result, ob-
tained after many algorithmic updates described in Section 2,
is still consistent with that in Paper I.
More quantitatively, we split the whole cluster sample into
low- (< 105 M) and high- (> 105 M) mass clusters and cal-
culate the 10%, 50%, and 90% percentiles of the distribution
of τave. The results for both low- and high-mass clusters are
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Figure 13. Maximum bound cluster mass vs. SFR surface density.
Here ΣSFR is calculated on the 1 kpc scale for clusters younger than
100 Myr across the disk of the main galaxy from z=10 to the last
available snapshots for different runs. The compilation of observed
maximum cluster masses in different galaxies from Appendix B in
Adamo et al. (2015) is shown with red stars. The best linear fit to the
data is overplotted as a red dashed line, along with its 1σ confidence
interval (red shaded area).
listed in Table 4.
In general, the timescales for low-mass clusters are very
short. The median values of τave are all below ∼ 1 Myr. To
better understand the changes across different runs, instead of
just comparing the median values, we quantitatively evaluate
the differences of the probability density distributions of τave.
We introduce a "shift factor" fbest that would make cumula-
tive distributions of samples s1 and s2 most similar to each
other. Specifically, we iteratively solve for the factor fbest that
maximizes the p-value of the Kolmogorov-Smirnov test be-
tween s1 and fbest s2. We find that the τave distributions in the
SFE200, SFE100, and SFE50 runs are shifted by 0.27, 0.34,
and 0.45, respectively, relative to the SFE10 run. This sug-
gests a strong anticorrelation between ff and τave, with a scal-
ing relation that can be best described as τave ∝ −0.45ff . This is
interesting because, although the instantaneous gas accretion
rate of clusters is linearly correlated with ff in Equation (1),
the correlation between ff and τave is nonlinear.
On the other hand, the comparison of the distributions of
τave for the SFE50 and SFE50-SNR3 runs shows that the
boosting factor of SN feedback fboost has a negligible effect.
This is expected, since fboost only controls the intensity of
the momentum feedback from SNe that explode after 3 Myr,
which is longer than the typical formation timescale. Feed-
back from SNe marks the very end of the formation of low-
mass clusters.
For massive clusters (M > 105 M), however, the distribu-
tions of the cluster formation timescale are very similar for
runs with ff ≥ 0.5. They all have a median timescale around
1.5 Myr and truncate at τave ≈ 3 Myr, the time when the first
SNe explode. This suggests that the growth history of mas-
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Figure 14. Cumulative distribution of mass-weighted cluster formation timescale τave (upper panels) and newly defined age spread τspread (lower
panels) for clusters with masses smaller (left panels) and larger (right panels) than 105 M.
sive clusters is determined by both gas accretion and stellar
feedback. However, an immediate termination of gas accre-
tion by SNe only happens with high ff. Slower star formation
cannot accumulate enough massive stars and SNe to disperse
the natal GMCs within the first 3 Myr. This can be seen from
the long tail of τave in SFE10 and SFEturb runs. Although
the median value is only ≈ 2 − 3 Myr, there are many clus-
ters with τave > 3 Myr in the SFE10 run and τave > 5 Myr in
the SFEturb run. Such long timescales are inconsistent with
the observed age spread of young star clusters in nearby star-
forming regions, as discussed in Section 2.4.1.
The alternative definition of the formation timescale, τspread,
shows even smaller values than τave. The median age spread
ranges from 0.1 to 0.3 Myr for low-mass clusters and from
0.5 to 2.0 Myr for high-mass ones (see Table 4). However, the
cumulative distribution of τspread for the SFEturb run still has a
long tail toward a large age spread, which is again inconsistent
with the observations. In general, τspread correlates with ff,
but less strongly than τave.
4. DISCUSSION
We can now discuss the constraints on ff and fboost resulting
from the tests described above.
4.1. Global properties: SFH and KSR
In Section 3.1 we found that the SFH of the main galaxy in
runs with fboost = 5 is consistent with the abundance match-
ing results. This SFH is very sensitive to the choice of fboost,
which gives a strong constraint on its value: 3< fboost < 10.
On the other hand, the global SFH depends little on the
value of ff over the whole two orders of magnitude range.
The inefficiency of star formation on large scales is not set
by hand using small values of instantaneous ff. Rather,
as proposed recently by Semenov et al. (2017), the ineffi-
ciency may come from multiple star formation cycles on small
scales, where stellar feedback processes quickly destroy indi-
vidual star-forming regions. As long as the feedback is strong
enough to trigger these star formation–feedback cycles, the
global properties of galaxies and the inefficient star formation
activity can be reproduced, and the outcome is not sensitive to
the detailed implementation. This phenomenon is also found
in high-resolution cosmological simulations by Hopkins et al.
(2014).
In contrast to the good match of the SFH, the normaliza-
tion of the KSR in all of our runs is overestimated by a fac-
tor of 2-20. In the analysis, we used the 20 Myr averaging
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timescale to calculate ΣSFR. We chose this short timescale
because we found that the structure of the ISM in our simula-
tions is vulnerable to the feedback from young clusters, so that
even the kpc-scale gas distribution changes very rapidly. Also,
since we used the high density threshold for cluster forma-
tion, nth = 103 cm−3, the star-forming regions are concentrated
in the densest parts of the galaxy. Therefore, the 1× 1 kpc
grid used to derive the KS relation sometimes contains only a
couple of star-forming complexes. This situation is very dif-
ferent from the observations of low-redshift galaxies, where
comparable areas contain many small star-forming regions,
and both ΣH2 and ΣSFR are averaged over different phases of
star formation.
Analogous to the instantaneous SFR in Equation (1), higher
ff runs tend to have higher ΣSFR for a given ΣH2 . However,
the slope of the molecular KSR is nearly linear and consistent
with the observed linear relation, despite the nonlinear scaling
ρ˙∗ ∝ ρ3/2gas used in Equation (1).
4.2. Slope of the star cluster mass function
In Section 3.5, we showed that the power-law slope of the
CIMF is sensitive to the choice of ff. Observations of the
CIMF in nearby galaxies reveal a Schechter-like function with
a power-law slope close to −2 (Portegies Zwart et al. 2010).
The SFE10 run shows the slope as steep as ≈ 2.5, while the
SFE200 run has a very shallow slope smaller than 1.5. There-
fore, under the current simulation setup, we find that the range
ff = 0.5−1.0 matches the observations best.
The normalization of the CIMF also depends strongly on
ff. Because of the positive correlation between ff and the
initial bound fraction, runs with lower ff create clusters that
have lower fi for a given particle mass. Therefore, applying
the initial bound fraction shifts the particle mass function to
smaller masses and leads to the apparent lower normalization
of the CIMF for lower ff runs.
This conclusion relies on the adopted linear model for the
initial bound fraction, Equation (8), which is an extrapolation
of a few simulation results available in the literature (Krui-
jssen 2012). If the true relation is not linear or has a large
scatter, as indicated recently by Goodwin (2009); Dale et al.
(2014); Gavagnin et al. (2017), the derived CIMF would be
affected. The overall galaxy dynamics is unaffected by the
model for fi because we assume that the bound and unbound
components of a given cluster move together.
4.3. Effects of major mergers
In Section 3.5, we find that there is a significant differ-
ence in CIMFs produced during major mergers and during
quiescent periods. In a merger, the slope of the CIMF be-
comes shallower, while the truncation mass rises much higher.
This promotes the formation of most massive clusters, M &
3× 105 M. It is similar to the result we found in Paper I,
despite the many updates to the algorithm in this paper.
The existence of more than 100 globular clusters in the
Milky Way at present provides an additional constraint on the
creation of most massive clusters at high redshift. As can be
seen in Figures 9 and 13, clusters with masses larger than
∼ 3× 105 M, which are potential globular cluster progeni-
tors, can only be created in the runs with ff ≥ 0.5.
4.4. Fraction of clustered star formation
In Paper I, we presented a positive correlation between
ΣSFR and the fraction of young clusters with mass above
104 M. Roughly speaking, this fraction is a reasonable proxy
for the fraction of clustered star formation that we estimated
in Section 3.3. This is because massive clusters tend to have
higher fi, and therefore, most of the bound cluster mass is
contributed by the most massive clusters. In Paper I the shape
of the particle mass function was not affected strongly by the
value of ff, and similarly, the fraction of massive clusters was
not sensitive to the choice of ff. In the new runs, however, the
strong correlation between ff and the initial bound fraction fi
leads to a positive correlation between ff and the integrated
cluster fraction, Γ. Thus, Γ as a function of ΣSFR provides us
with a new diagnostic to constrain ff.
The positive correlation between ΣSFR and Γ found in Sec-
tion 3.6 is caused by two effects. First, in high-ΣSFR areas,
the CIMF is likely to extend to higher masses, as demon-
strated in Figure 13. Second, high-mass clusters typically
have larger initial bound fractions, which leads to higher Γ.
Therefore, this correlation comes about from a combination
of the variation of CIMF in different environments and the
mass-dependent initial bound fraction.
We find that the simulations with ff = 0.5 − 1.0 repro-
duce the observed values of Γ over a wide range of ΣSFR =
10−3 − 1M yr−1 kpc−2. However, there are three data points
from Adamo et al. (2015) that show very high Γ ∼ 0.5 at
ΣSFR ∼ 1M yr−1 kpc−2, which cannot be reached by either
the SFE50 or SFE100 run. It is important to keep in mind that
these three data points are from galaxy-integrated rather than
spatially resolved measurements, which we did in this paper.
Note also that the data compilation shown in Figure 12 com-
bines measurements of different SFR tracers, different clus-
ter identification criteria, and different averaging spatial and
temporal scales. Future observations with consistent method-
ology and higher spatial resolution are required to place better
constrains on the star formation models.
4.5. Maximum cluster mass
In Section 3.7, we find a positive correlation between the
SFR surface density and maximum mass of young clusters.
The normalization of this relation scales with ff. We find
that runs with ff ≥ 0.5 are consistent with the observations
of clusters in nearby galaxies over a large range of ΣSFR =
10−4 −2M yr−1 kpc−2. Due to the small size of observational
samples, it is hard to constrain ff into a narrower range, but
at least ff ≤ 0.1 is ruled out.
4.6. Mass accretion history inferred from different
definitions of cluster formation timescale
In Section 2.2.10, we discussed how the two definitions of
the cluster formation timescale probe different mass accretion
behavior of the clusters.
First, we check whether the mass accretion history
can be described by a simple power law, M˙ ∝ tα, as
suggested by Murray & Chang (2015). Such power-
law mass accretion gives τave/τmax = (α + 1)/(α + 2) and
τspread/τmax = (2α+1)/(α+1)2. Therefore, if the accretion
history of individual clusters can indeed be described by a
power law, the indexes α derived from the ratios τave/τmax and
τspread/τmax should be consistent with each other. However,
we find that majority of the clusters do not show consistent α
from these two definitions, suggesting that most clusters expe-
rience accretion histories that cannot be described by a simple
power law.
Then we explore detailed the output of the mass accretion
rate at each local timestep (∼ 100yr) for a fraction of mas-
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sive clusters above 105 M. We find a general pattern that the
accretion rate is relatively low at the beginning of cluster for-
mation, when the gas density is near the threshold ncrit. As
the parent GMC collapses to higher density, the central gas
cell where the cluster resides is refined to one or two higher
levels, which increases the mass growth rate. We find that this
collapse phase typically lasts for ∼ 2/3 of the total cluster
formation duration. Such superlinear mass growth is quali-
tatively consistent with the theoretical prediction of the col-
lapse of turbulence clouds (Murray & Chang 2015; Murray
et al. 2017). As the mass accretion reaches its peak by ei-
ther exhausting the star-forming gas or removing it by stellar
feedback, the density quickly declines, and, once it is below
the threshold ncrit = 103cm−3, the cluster growth is shut down
completely. This pattern clearly cannot be fitted by a single
power law of time, and it is better described by a peaked dis-
tribution. In this case, τave and τspread reflect distinct char-
acteristics of the accretion of individual clusters. While τave
indicates the timescale for a given cluster to reach the peak of
its mass accretion, τspread quantifies the width of that peak.
4.7. Cluster formation timescale
Similar to the results of Paper I, in the new runs, the clus-
ter formation timescale depends strongly on ff. This robust
relationship could be used to constrain ff. In practice, how-
ever, the clusters in most runs have formation timescales that
are shorter than 3 Myr, so that they all are within the range of
the observed age spread. One exception is the SFEturb run, in
which ∼ 30% of massive clusters have τave > 6Myr, which is
inconsistent with observations.
4.8. Combination of all constraints
Here we summarize the constraints for the star formation
and feedback parameters, ff and fboost, resulting from the dif-
ferent observables discussed above:
• global SFH: 3< fboost < 10.
• slope of CIMF: ff = 0.5−1.0.
• fraction of clustered star formation: ff = 0.5−2.0.
• maximum cluster mass: ff ≥ 0.1.
• cluster formation timescale: ff ≥ 0.1.
Based on the joint constraints, we find that fboost ≈ 5 and
ff = 0.5−1.0 are favored in the current framework of star for-
mation and stellar feedback subgrid models and the current
spatial and mass resolution.
We emphasize again that the ff used in this paper is differ-
ent from that in other cosmological simulations: (1) it is only
applied within a star-forming sphere of the fixed physical vol-
ume, rather than a time-variable cell volume; and (2) the mass
growth rate of a given cluster varies significantly during the
active accretion period due to changes of the local gas den-
sity, which leads to broad scatter of the integrated efficiency
int at a fixed ff.
5. SUMMARY
We have described an improved implementation of star
cluster formation in the cosmological code ART. We elim-
inated the accretion gaps during the period of active clus-
ter growth, which significantly reduced the long formation
timescales found in Paper I. We adopted a new SNR feed-
back model that brought the global SFH of the main galaxy
into agreement with the abundance matching result. We also
introduced a new prescription for the initial bound fraction of
individual clusters.
We performed a series of cosmological simulations of a
Milky Way-sized galaxy with different star formation and
feedback parameters and used various properties of the model
clusters to constrain these parameters. The conclusions from
this new suite of simulations are summarized here.
• Global galactic properties, such as the morphology and
SFH, are strongly affected by the strength of momen-
tum feedback but are almost insensitive to the star for-
mation efficiency ff when the feedback is sufficiently
strong.
• To match the SFH expected from abundance matching
for a Milky Way-sized galaxy, the momentum boosting
factor of SNR feedback is constrained to be in the range
3< fboost < 10.
• The initial bound fraction fi increases with stellar par-
ticle mass at all formation epochs and host galaxy
masses. The value of fi also positively correlates with
ff.
• The CIMF of model clusters can be described by a
Schechter function with the slope that depends on ff.
We find that runs with higher ff have the CIMF slope
closer to −2, which best matches the observations of
young star clusters.
• During a major merger, the CIMF extends to higher
masses and has a shallower slope, thus producing more
massive clusters than during quiescent epochs.
• The fraction of clustered star formation Γ correlates
withΣSFR, on a scale of 1kpc. The normalization of this
correlation depends strongly on ff, and the runs with
high ff best match the observational measurements.
• The cluster formation timescale depends strongly on ff
for clusters less massive than 105 M. For more mas-
sive clusters, the timescale extends to about 3 Myr, the
time when the first SNe explode. Runs with ff ≤ 0.1
show a tail of even longer timescales, which is inconsis-
tent with the available measurements of the age spread
in young clusters.
• The derived constraints on ff apply to our implemen-
tation of the cluster formation algorithm on the spatial
scale 3 − 6pc, and may not correspond directly to the
observationally determined efficiency of star formation.
We find that for a fixed ff, the variation in the accretion
rate during cluster formation leads to a scatter of the in-
tegral efficiency int of at least 0.25 dex. The two runs
that best match all observational constraints have me-
dian int ≈ 0.16.
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