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KINETIC MAXIMAL L2-REGULARITY FOR THE (FRACTIONAL)
KOLMOGOROV EQUATION
LUKAS NIEBEL AND RICO ZACHER∗
Dedicated to Matthias Hieber on the occasion of his 60th birthday
Abstract. We introduce the notion of kinetic maximal L2-regularity with temporal weights
for the (fractional) Kolmogorov equation. In particular, we determine the function spaces for
the inhomogeneity and the initial value which characterize the regularity of solutions to the
fractional Kolmogorov equation in terms of fractional anisotropic Sobolev spaces. It is shown
that solutions of the homogeneous (fractional) Kolmogorov equation define a semi-flow in a
suitable function space and the property of instantaneous regularization is investigated.
1. Introduction
The (fractional) Kolmogorov equation
(1.1)
{
∂tu+ v · ∇xu+ (−∆v)
β
2 u = f, t > 0
u(0) = g,
where u = u(t, x, v) and β ∈ (0, 2] has gained more and more interest in the past years. This
is mainly due to the following three phenomena. First, it can be seen as the prototype of a
kinetic partial differential equation similar to the famous Boltzmann or the Landau equation.
Second, even though the (fractional) Laplacian only acts in half of the variables, i.e. the
equation is degenerate, solutions of this equation admit good regularity properties. Last, but
not least, it serves as an excellent example to study the regularity transfer (from the v to the
x variable), a special feature of kinetic equations.
If β = 2, the Kolmogorov equation models the density of moving particles under the assump-
tion that the velocity is given by a Wiener process. The variable x describes the position
and the variable v describes the velocity. The Kolmogorov equation has already been studied
in [17], where Kolmogorov gave a fundamental solution in the case β = 2. Based on this
work, Ho¨rmander investigated regularity properties of a much more general type of equa-
tions, namely those that satisfy the Ho¨rmander rank condition. He proved that every partial
differential equation of this type is hypoelliptic, i.e. every distributional solution u of such a
PDE with smooth inhomogeneity f must be smooth, too. First, local Lp estimates for related
equations have been studied in [28]. Later, the tools for global estimates were provided in
[14]. In particular, it can be shown that for all f ∈ L2(R2n+1) and any solution u of the
corresponding Kolmogorov equation for β = 2 the estimate
(1.2) ‖∂tu+ v · ∇xu‖2 + ‖∆vu‖2 . ‖f‖2
is satisfied.
∗Corresponding author. The first author is supported by a graduate scholarship (”Landesgraduierten-
stipendium”) granted by the State of Baden-Wuerttemberg, Germany.
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It is natural to ask whether one also gains some regularity in the position variable x. This
question has been studied in the theory of kinetic equations with the help of velocity averages
around the turn of the century. However, already in [28] it was shown that in the case β = 2
one gains 2/3 of a derivative but only in the sense of a local L2-estimate. In [7] it is proven
that one gains 2/3 of a derivative in the position variable in terms of a global estimate, too.
Moreover, this result holds true for every kinetic equation, for which it is known that the
solution admits two derivatives in velocity v. This result nicely illustrates the regularity
transfer phenomena observed for kinetic equations. In particular, these results apply to the
fractional Kolmogorov equation, too. Here, one gains ββ+1 of a derivative in x. A global
L2-estimate for the fractional Kolmogorov equation similar to that in (1.2) was proven first
in [1]. A different proof, using a more stochastic language, can be found in [12]. Another
proof in the case β = 2 can be also found in [7]. Other important references, concerning the
(fractional) Kolmogorov equation, we want to mention are [8, 9, 10, 16, 20, 19, 21, 22, 6].
Weak solutions of the Kolmogorov equation are considered in [11, 5, 15].
The (abstract) theory of maximal Lp-regularity is closely connected to the Lp-theory of partial
differential equations, see e.g. [13]. To be more precise, let us consider the Cauchy problem
∂tu = Au+ f, u(0) = u0,
where A is a suitable linear operator, f is the inhomogeneity in the space Lp((0, T );X), X is
some Banach space and u0 ∈ X is the initial value. One is interested in a characterization of
the data f and u0 in terms of function spaces such that ∂tu,Au ∈ L
p((0, T );X) holds. The
choice of the space X depends on the specific type of solution one is looking for. Let us sketch
this for the heat equation{
∂tu(t, x) = ∆u(t, x), t ∈ (0, T ), x ∈ R
n
u(0, x) = u0(x), x ∈ R
n.
Choosing X = L2(Rn) we have that ∂tu and ∆u ∈ L
2((0, T );L2(Rn)) if and only if f ∈
L2((0, T );L2(Rn)) and u0 ∈ H
1(Rn), i.e. we are able to characterize assumptions such that
the function u is a strong solution of the equation. Moreover, one can show that in this
case u ∈ C([0, T ];H1(Rn)). The choice X = H−1(Rn) leads to a characterization of weak
solutions. We have ∂tu ∈ L
2((0, T );H−1(Rn)) and u ∈ L2((0, T );H1(Rn)) if and only if
f ∈ L2((0, T );H−1(Rn)) and u0 ∈ L
2(Rn). If this is the case, here, one can also prove
that u ∈ C([0, T ];L2(Rn)). We point out that the theory of maximal Lp-regularity has been
proven to be a very powerful tool to study nonlinear, more precisely, quasilinear variants of
the equation ∂tu = Au such as ∂tu = A(u)u, see e.g. the monograph [27]. For an introduction
to maximal Lp-regularity we refer to [3, 18, 27].
It seems that a precise Lp-theory for the initial-value problem of the Kolmogorov equation
in (0, T ) × R2n has not yet been established, even in the special case p = 2. Unfortunately,
the Kolmogorov equation as well as other related kinetic equations do not enjoy the property
of maximal Lp-regularity in the classical sense. This is indicated by estimate (1.2), which
does not provide a control for the time derivative itself. To remedy the lack of maximal
Lp-regularity for the (fractional) Kolmogorov equation and restricting ourselves to the more
accessible case p = 2, we introduce the concept of kinetic maximal L2-regularity in this
article. To do so, we need to first determine a suitable space to measure the regularity of the
solution u. The estimate (1.2) (in the case β = 2) suggests that one should consider functions
u ∈ L2((0, T );X) satisfying ∂tu + v · ∇xu ∈ L
2((0, T );X) and ∆vu ∈ L
2((0, T );X), where
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X is an appropriate base space w.r.t. the spatial variables. It turns out that this is indeed
a good choice. For example, as a very special case of our main result, Theorem 5.13, we are
able to obtain the following result.
Theorem 1.1. Let T > 0 and β ∈ (0, 2]. The Kolmogorov equation possesses a unique
solution u ∈ L2((0, T );L2(R2n)) satisfying
∂tu+ v · ∇xu ∈ L
2((0, T );L2(R2n)), (−∆v)
β
2 u ∈ L2((0, T );L2(R2n))
and u ∈ C([0, T ];H
β/2
β+1
x (R2n) ∩H
β/2
v (R2n) if and only if
f ∈ L2((0, T );L2(R2n)) and u0 ∈ H
β/2
β+1
x (R
2n) ∩Hβ/2v (R
2n).
Here, H
β/2
β+1
x (R2n) and H
β/2
v (R2n) denote fractional Sobolev spaces in the respective variables
x and v. A precise definition can be found in the next section. To prove the L2-estimates,
we use Plancherel’s theorem and make excessive use of the Fourier transformation. The
continuity of solutions with values in L2 can be deduced by considering the characteristics,
i.e. (t, x, v) 7→ (t, x+ tv, v), corresponding to the kinetic first order term ∂t + v · ∇x.
Theorem 1.1 characterizes strong L2-solutions. In our main result, Theorem 5.13, we signif-
icantly extend this theorem in two different directions. First, instead of X = L2(R2n), we
consider a whole scale of anisotropic fractional Sobolev spaces, which also allows to study
both weak solutions and strong solutions with higher regularity. Second, we introduce tem-
poral weights of the form t2(1−µ) which enable us to lower the initial value regularity and to
prove results on the instantaneous gain of regularity for the homogeneous Kolmogorov equa-
tion. In particular, we are able to show that in our general framework, any solution becomes
C∞-smooth in time and space for t > 0, see Theorem 6.4.
Due to the linearity of the problem we are able to study the nonhomogeneous problem with
vanishing initial data and the initial-value problem with f = 0 separately. We remark that if
u0 = 0 the statement of Theorem 1.1 is a consequence of the well-known results on global L
2-
estimates, see e.g. [12], which also covers the case p 6= 2. Restricting to p = 2, our argument
generalizes to the one given in [12] inasmuch as we allow for temporal weights of the form
t2(1−µ) with µ ∈ (1/2, 1] and for different base spaces X other than L2. The result for the
initial value seems to be new, even in the special case of Theorem 1.1 with β = 2. We point
out that we do not only identify the trace space for the initial value but also prove continuity
of the solutions in the trace space. This is a crucial property necessary for the homogeneous
equation to induce a semi-flow.
We note that the results of this paper, at least in case of strong solutions, can be extended to
Lp-solutions of the Kolmogorov equation. This is work in progress and will be subject of the
forthcoming article [25]. The Lp-setting is much more involved as Plancherel’s theorem cannot
be used anymore. Instead one needs to use more sophisticated tools such as Littlewood-Paley
decompositions and work also with anisotropic Besov spaces.
The plan of the present article is as follows. We first fix some notation and prove some
preliminary results in Section 2. Furthermore, we introduce the representation formula for
solutions of the Kolmogorov equation in this section. Then, we will prove L2-estimates for
the nonhomogeneous Kolmogorov equation with vanishing initial data and the homogeneous
Kolmogorov equation in Section 3 and 4, respectively. In Section 5, we then introduce the
concept of kinetic maximal L2-regularity with temporal weights and prove that the fractional
Kolmogorov equation satisfies this property. Here, we also provide a deeper study of the
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involved function spaces and justify why solutions of the homogeneous Kolmogorov equation
define a semi-flow. Finally, in Section 6, we will investigate the gain of regularity for the
homogeneous Kolmogorov equation and prove the instantaneous C∞-regularization of any
solution to the Kolmogorov equation.
2. Preliminaries
We are interested in the regularity of measurable functions u : [0,∞)×R2n → R, u = u(t, x, v)
which are solutions (at least in the distributional sense) of the (fractional) Kolmogorov equa-
tion
(2.1)
{
∂tu+ v · ∇xu = −(−∆v)
β
2 u+ f, t > 0
u(0) = g,
where β ∈ (0, 2] and the data f and g are given. The Fourier transform in (x, v) with
respective Fourier variables (k, ξ) of a function u will be denoted by uˆ. At least formally
applying the Fourier transform to equation (2.1) gives{
∂tuˆ− k · ∇ξuˆ = − |ξ|
β uˆ+ fˆ , t > 0
uˆ(0) = gˆ.
In the following we will use the function eβ : [0,∞) × R
2n → R given by
eβ(t, k, ξ) = exp(−
∫ t
0
|ξ + (t− r)k|β dr) = exp(−
∫ t
0
|ξ + σk|β dσ)
for β ∈ (0, 2]. A direct calculation shows that if β = 2 the integral simplifies to
e2(t, k, ξ) = exp
(
− |ξ|2 t− ξ · kt2 − |k|2
t3
3
)
.
A solution to the Fourier transformed Kolmogorov equation can be explicitly given by means
of the method of characteristics as
(2.2) uˆ(t, k, ξ) = gˆ(k, ξ + tk)eβ(t, k, ξ) +
∫ t
0
fˆ(s, k, ξ + (t− s)k)eβ(t− s, k, ξ)ds,
for sufficiently nice functions f and g. It is well-known that the there exists a strongly
continuous semigroup in L2(R2n) associated to the fractional Kolmogorov equation, which
we will denote by T (t). A thorough treatment of the fractional Kolmogorov semigroup in
L2(R2n) can be found in [2].
We are going to study the connection between moment bounds of the Fourier transformed
solutions uˆ and moment bounds on the Fourier transformed initial value gˆ as well as the
inhomogeneity fˆ . Moment bounds in ξ and k of the Fourier transformed functions uˆ, fˆ and
gˆ correspond to differentiability properties of the functions u, f and g. Let us introduce the
following (kinetic) fractional Sobolev spaces. For s ∈ R we define one space to measure the
regularity in the position variable x
Hsx(R
2n) =
{
f ∈ S ′(R2n) : (1 + |k|2)
s
2F(f)(k, ξ) ∈ L2(R2n),
}
and one for the regularity in the velocity variable v
Hsv(R
2n) =
{
f ∈ S ′(R2n) : (1 + |ξ|2)
s
2F(f)(k, ξ) ∈ L2(R2n)
}
.
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Both of these spaces are Hilbert spaces when equipped with the obvious scalar product. By
H˙sx(R
2n) and H˙sv(R
2n) we denote the corresponding homogeneous Sobolev spaces. Moreover,
we introduce the following scale of anisotropic Sobolev spaces
Xsβ =
{
f ∈ S ′(R2n) :
(
(1 + |ξ|2)
β
2 + (1 + |k|2)
β
2(β+1)
)s
F(f)(k, ξ) ∈ L2(R2n)
}
equipped with the respective norm ‖·‖Xsβ
. Again, we denote by X˙sβ the corresponding homo-
geneous space. Instead of the smooth multiplier used in the definition of the spaces Xsβ we
can equivalently use powers of the multiplier ωβ : R
2n → [0,∞), defined as
ωβ(k, ξ) = 1 + |k|
β
β+1 + |ξ|β
for k, ξ ∈ Rn, to characterize the norm of Xsβ, by Plancherel’s theorem. This multiplier will
play an important role throughout the article. We note that if s ≥ 0, then H
s β
β+1
x (R2n) ∩
Hsβv (R2n) ∼= Xsβ . In the following we denote by D
s
x = (−∆x)
s
2 and Dsv = (−∆v)
s
2 the
fractional Laplacian in the variables x and v, respectively.
Given any Banach space X, T ∈ (0,∞] and µ ∈ (−∞, 1] we define the time-weighted L2µ
space as
L2µ((0, T );X) = {f : (0, T )→ X : f measurable and
∫ T
0
t2−2µ ‖f(t)‖2X dt <∞}.
Equipped with the norm ‖f‖22,µ,X =
∫ T
0 t
2−2µ ‖f(t)‖2X dt, the vector space L
2
µ((0, T );X) is a
Banach space.
In the following calculations we denote by the letter c a generic positive constant which may
change from line to line. For two functions f, g, the notation f . g then means that f ≤ cg
on the respective domain. Note that in our arguments, estimates are always proven first for
smooth functions, the general case then follows by an approximation argument.
The following estimate on eβ will be a useful tool in later proofs.
Lemma 2.1. For all β ∈ (0, 2] there exist constants c1 = c1(β), c2 = c2(β) > 0 such that we
have
exp(−c1 |ξ + tk|
β t− c1 |k|
β tβ+1) ≤ eβ(t, k, ξ) ≤ exp(−c2 |ξ + tk|
β t− c2 |k|
β tβ+1)
for all t ≥ 0 and all ξ, k ∈ Rn.
Proof. The case β = 2 is much easier to prove. It can be directly shown by using the Cauchy-
Schwarz and Young’s inequality. Let β ∈ (0, 2]. Observe that, substituting ξ = ξ˜ + tk, it
suffices to estimate ∫ t
0
|ξ − rk|β dr ≥ c |ξ|β t+ c |k|β tβ+1
for some constant c > 0 to show the estimate from above. If k = 0 the estimate follows
directly by calculating the integral on the left hand side. If t ≤ |ξ||k| , then by the inverse
triangle inequality we have∫ t
0
|ξ − rk|β dr ≥
∫ t
0
(|ξ| − r |k|)βdr =
|ξ|β+1
(β + 1) |k|
−
(|ξ| − t |k|)β+1
(β + 1) |k|
.
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If in addition |ξ|2|k| ≤ t ≤
|ξ|
|k| , then the inequality∫ t
0
|ξ − rk|β dr ≥ (1−
1
2β+1
)
|ξ|β+1
(β + 1) |k|
≥ c |ξ|β t
follows from the latter inequality. If t ≤ |ξ|2|k| , then∫ t
0
|ξ − rk|β dr ≥
1
2β
∫ t
0
|ξ|β dr = c|ξ|βt.
Moreover, if t ≤ |ξ||k| , then |ξ|
β t ≥ |k|β tβ+1 and hence we have the desired lower estimate by
|k|β tβ+1 in this case, too.
In the case that t ≥ |ξ||k| we estimate∫ t
0
|ξ − rk|β dr =
∫ t
|ξ|
|k|
|ξ − rk|β dr +
∫ |ξ|
|k|
0
|ξ − rk|β dr
≥
∫ t
|ξ|
|k|
(r |k| − |ξ|)βdr +
∫ |ξ|
|k|
0
(|ξ| − r |k|)βdr
=
1
(β + 1) |k|
[
(t |k| − |ξ|)β+1 − 0− 0 + |ξ|β+1
]
≥
2−β
β + 1
|k|β tβ+1 = c |k|β tβ+1,
using the inequality aβ+1 ≤ (a−b+b)β+1 ≤ 2β((a−b)β+1+bβ+1). Again, as |k|β tβ+1 ≥ |ξ|β t
and arguing as above we conclude the desired estimate from above. The estimate from below
follows using the triangle inequality and a straightforward integration. 
Lemma 2.2. Let β ∈ (0, 2], s ≥ −1 and T > 0. Then for all k, ξ ∈ Rn and any t ∈ (0, T ] we
have
ωβ(k, ξ − tk)
2(s+1)eβ(t, k, ξ − tk) ≤ c(T )
ωβ(k, ξ)
2s
t2
.
Proof. As s ≥ −1 we have
ωβ(k, ξ)
2(s+1) . 1 + |ξ|2(s+1)β + |k|2(s+1)
β
β+1 .
If t |k| ≤ |ξ|, then
|ξ − tk|2sβ+2β eβ(t, k, ξ − tk) . |ξ|
2sβ t−2(t |ξ|β)2 exp(−c |ξ|β t)
≤ |ξ|2sβ t−2 sup
x>0
x2 exp(−cx) . |ξ|2sβ t−2,
as a consequence of Lemma 2.1. In the case t |k| ≥ |ξ| we deduce
|ξ − tk|2sβ+2β eβ(t, k, ξ − tk) . |k|
2s β
β+1 t−2
(
t2((s+1)β+1) |k|2((s+1)β+1)
β
β+1 exp(−c |k|β tβ+1)
)
= |k|
2s β
β+1 t−2
(
|k|β tβ+1
) 2((s+1)β+1)
β+1
exp(−c |k|β tβ+1)
≤ |k|
2s β
β+1 t−2 sup
x>0
x
2((s+1)β+1)
β+1 exp(−cx)
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. |k|
2s β
β+1 t−2.
Moreover, we have 1 ≤ c(T )t−2 for some constant c = c(T ). For s ≥ 0 we have ω(k, ξ)2s ≈
1 + |ξ|2sβ + |k|2s
β
β+1 , which shows the claim.
For s < 0 we need to argue differently. First, we observe that
ωβ(k, ξ − tk)
2(s+1)
ωβ(k, ξ)2s
. |ξ − tk|2(s+1)β |ξ|−2βs + |k|
2 β
β+1
+ |ξ − tk|2(s+1)β |k|
−2s β
β+1 + |k|
2(s+1) β
β+1 |ξ|−2βs
+ 1 + |ξ|−2βs + |k|
−2s β
β+1 + |ξ − tk|2(s+1)β + |k|
2(s+1) β
β+1 .
Again, distinguishing the cases t |k| ≤ |ξ| and t |k| ≥ |ξ| we can treat each of these terms. We
show this for the first term in the case t |k| ≥ |ξ|. We have
|ξ − tk|2(s+1)β |ξ|−2βs eβ(t, k, ξ − tk) . t
2(s+1)β |k|2(s+1)β exp(−c |k|β tβ+1) |ξ|−2βs exp(−c |ξ|β t)
. t−2s−2t2s = t−2.
The other estimates follow similarly, where the last five terms can be estimated by c(T )t−2
only. 
3. Estimates in the nonhomogeneous case with vanishing initial data
In this section we prove L2-estimates for functions u given by equation (2.2) in the case of
zero initial value g = 0.
Proposition 3.1. Let β ∈ (0, 2], s ≥ −1/2, µ ∈ (12 , 1] and T ∈ (0,∞). For every f ∈
L2µ((0, T );X
s
β), the function u given by equation (2.2) with g = 0 satisfies u ∈ L
2
µ((0, T );X
s+1
β ).
In particular, the estimate∫ T
0
∫
R2n
t2−2µωβ(k, ξ)
2(s+1) |uˆ(t, k, ξ)|2 dkdξdt ≤ c
∫ T
0
∫
R2n
t2−2µωβ(k, ξ)
2s
∣∣∣fˆ(t, k, ξ)∣∣∣2 dkdξdt
is satisfied for some constant c = c(s, β, T ) > 0.
Proof. Let us first note that we can write
uˆ(t, k, ξ) = tµ−1
∫ t
0
eβ(t− τ, k, ξ)τ
1−µfˆ(τ, k, ξ + (t− τ)k)dτ
+ tµ−1
∫ t
0
eβ(t− τ, k, ξ)
(
(t/τ)1−µ − 1
)
τ1−µfˆ(τ, k, ξ + (t− τ)k)dτ
=: uˆ1(t, k, ξ) + uˆ2(t, k, ξ)
and that the second term vanishes in the unweighted case µ = 1. It suffices to estimate each
term separately. This decomposition goes back to [26] and proves to be useful when dealing
with temporal weights. We use the Cauchy-Schwarz inequality to estimate∫ T
0
∫
Rn
∫
Rn
t2−2µωβ(k, ξ)
2(s+1) |uˆ1(t, k, ξ)|
2 dkdξdt
≤
∫ T
0
∫
Rn
∫
Rn
∫ t
0
ωβ(k, ξ)
2s+1eβ(t− τ, k, ξ)τ
2−2µ
∣∣∣fˆ(τ, k, ξ + (t− τ)k)∣∣∣2 dτ η(t, k, ξ)dkdξdt,
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where
η(t, k, ξ) = ωβ(k, ξ)
∫ t
0
eβ(t− τ, k, ξ)dτ.
We have
|ξ|β
∫ t
0
eβ(τ, k, ξ)dτ ≤ |ξ|
β
∫ ∞
0
eβ(τ, k, ξ)dτ ≤ |ξ|
β
∫ ∞
0
exp(−c |ξ|β τ)dτ = c
for all ξ, k ∈ Rn by Lemma 2.1 and an explicit calculation of the last integral. Similarly, we
calculate
|k|
β
β+1
∫ t
0
eβ(τ, k, ξ)dτ ≤ |k|
β
β+1
∫ ∞
0
eβ(τ, k, ξ)dτ . |k|
β
β+1
∫ ∞
0
exp(−c |k|β τβ+1)dτ
=
∫ ∞
0
exp(−cτβ+1)dτ = c(β)
and ∫ t
0
eβ(τ, k, ξ)dτ ≤ T.
The latter estimates combined give
η(t, k, ξ) = ωβ(k, ξ)
∫ t
0
eβ(t− τ, k, ξ)dτ ≤ c(β, T ).
Using Fubini’s theorem we deduce∫ T
0
∫
Rn
∫
Rn
t2−2µωβ(k, ξ)
2(s+1) |uˆ1(t, k, ξ)|
2 dkdξdt
.
∫
Rn
∫ T
0
∫ t
0
∫
Rn
ωβ(k, ξ)
2s+1eβ(t− τ, k, ξ)τ
2−2µ
∣∣∣fˆ(τ, k, ξ + (t− τ)k)∣∣∣2 dξdτdtdk
=
∫
Rn
∫ T
0
∫ t
0
∫
Rn
ωβ(k, ξ − (t− τ)k)
2s+1eβ(t− τ, k, ξ − (t− τ)k)τ
2−2µ
∣∣∣fˆ(τ, k, ξ)∣∣∣2 dξdτdtdk
=
∫
Rn
∫ T
0
∫ T
τ
∫
Rn
ωβ(k, ξ − (t− τ)k)
2s+1eβ(t− τ, k, ξ − (t− τ)k)τ
2−2µ
∣∣∣fˆ(τ, k, ξ)∣∣∣2 dξdtdτdk
≤
∫
Rn
∫ T
0
∫ T
0
∫
Rn
ωβ(k, ξ − rk)
2s+1eβ(r, k, ξ − rk)τ
2−2µ
∣∣∣fˆ(τ, k, ξ)∣∣∣2 dξdrdτdk
=
∫
Rn
∫
Rn
∫ T
0
∫ T
|ξ|
|k|
∧T
ωβ(k, ξ − rk)
2s+1eβ(r, k, ξ − rk)dr τ
2−2µ
∣∣∣fˆ(τ, k, ξ)∣∣∣2 dkdξdτ
+
∫
Rn
∫
Rn
∫ T
0
∫ |ξ|
|k|
∧T
0
ωβ(k, ξ − rk)
2s+1eβ(r, k, ξ − rk)dr τ
2−2µ
∣∣∣fˆ(τ, k, ξ)∣∣∣2 dkdξdτ
=:
∫
Rn
∫
Rn
∫ T
0
[I1(k, ξ) + I2(k, ξ)]τ
2−2µωβ(k, ξ)
2s
∣∣∣fˆ(τ, k, ξ)∣∣∣2 dτdξdk,
where
I1(k, ξ) = ωβ(k, ξ)
−2s
∫ T
|ξ|
|k|
∧T
ωβ(k, ξ − rk)
2s+1eβ(r, k, ξ − rk)dr
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and
I2(k, ξ) = ωβ(k, ξ)
−2s
∫ |ξ|
|k|
∧T
0
ωβ(k, ξ − rk)
2s+1eβ(r, k, ξ − rk)dr.
We consider the first integral and make the following observation. If s ≥ −1/2, then
|ξ − rk|β(2s+1) . rβ(2s+1) |k|β(2s+1)
as |ξ| ≤ |k| r, whence, considering the cases s ≥ 0 and s < 0 separately it follows that
ωβ(k, ξ − rk)
2s+1ωβ(k, ξ)
−2s
.
{
1 + |k|
β
β+1 + rβ(2s+1) |k|
β(2s+1)−2s β
β+1 , s ≥ 0
1 + |k|
β
β+1 + rβ |k|β , −1/2 ≤ s < 0.
In combination with Lemma 2.1 this observation shows, that it suffices to calculate the integral∫ ∞
0
ra exp(−c |k|β rβ+1)dr = |k|−(a+1)
β
β+1
∫ ∞
0
sa exp(−csβ+1)ds = c(β, s, a) |k|−(a+1)
β
β+1
for a > −1. Indeed, choosing a = 0 and a = (2s + 1)β we deduce that I1(k, ξ) ≤ c(s, β, T ) if
s ≥ 0. If −1/2 ≤ s < 0 we additionally need to consider a = β.
Next, we estimate the second integral. Similarly, it follows
ωβ(k, ξ − rk)
2s+1ωβ(k, ξ)
−2s . 1 + |ξ|β + |k|
β
β+1
arguing as before while using |ξ − rk| . |ξ|. The integral above with a = 0 and∫ ∞
0
|ξ|β exp(−c |ξ|β t)dt = c(β)
together with Lemma 2.1 imply I2(k, ξ) ≤ c(β, T ). This shows the estimate on uˆ1.
We are going to prove the estimate on uˆ2 by introducing a suitable singular integral operator
inspired by the proof of [26, Proposition 2.3]. We denote by ϕ the function ϕ(r) = (1+r)1−µ−1
and estimate∫ T
0
∫
Rn
∫
Rn
t2−2µωβ(k, ξ)
2(s+1) |uˆ2(t, k, ξ)|
2 dkdξdt
=
∫ T
0
∫
Rn
∫
Rn
ωβ(k, ξ)
2(s+1)
∣∣∣∣∫ t
0
eβ(t− s, k, ξ)ϕ
(
t− s
s
)
s1−µfˆ(s, k, ξ + (t− s)k)ds
∣∣∣∣2 dkdξdt
≤
∫ T
0
(∫ t
0
ϕ
(
t− s
s
)(∫
Rn
∫
Rn
∣∣ωβ(k, ξ − (t− s)k)s+1
eβ(t− s, k, ξ − (t− s)k)s
1−µfˆ(s, k, ξ)
∣∣∣2 dkdξ)12 ds)2 dt
.
∫ T
0
(∫ t
0
(t− s)−1ϕ
(
t− s
s
)(∫
Rn
∫
Rn
s2−2µωβ(k, ξ)
2s
∣∣∣fˆ(s, k, ξ)∣∣∣2 dkdξ)12 ds)2 dt.
We have first used the Minkowski integral inequality and then the estimate given by Lemma
2.2. It is proven in [26, Proposition 2.3] that the integral operator
S : L2((0, T );R) 7→ L2((0, T );R), [Sw](t) =
∫ t
0
(t− s)−1ϕ
(
t− s
s
)
w(s)ds
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is bounded. We choose w as the function defined by
w(s) =
(∫
Rn
∫
Rn
s2−2µωβ(k, ξ)
2s
∣∣∣fˆ(s, k, ξ)∣∣∣2 dkdξ)12 ,
then∫ T
0
∫
Rn
∫
Rn
t2−2µωβ(k, ξ)
2(s+1) |uˆ2(t, k, ξ)|
2 dkdξdt .
∫ T
0
|[Sw](t)|2 dt .
∫ T
0
|w(t)|2 dt
=
∫ T
0
∫
R2n
t2−2µωβ(k, ξ)
2s
∣∣∣fˆ(t, k, ξ)∣∣∣2 dξdkdt.
Together, the estimates on uˆ1 and uˆ2 complete the proof of the proposition. 
Remark 3.2. Proposition 3.1 continues to hold for the homogeneous spaces X˙sβ and the
constant in the estimate does not depend on T .
Remark 3.3. We note that to get a non-integer shift in the velocity regularity one cannot
simply differentiate the equation. Even for the integer regularity shift in velocity this requires
a little trick. Let us sketch this. Differentiating the Kolmogorov equation once in velocity
results in
∂t∂viu+ v · ∇x(∂viu) = ∆v(∂viu) + ∂vif − ∂xiu
for i = 1, . . . , n. A priori we do not know anything about ∂xiu. However, differentiating the
Kolmogorov equation in x leads to
∂tD
1
3
x u+ v · ∇x(D
1
3
x u) = ∆v(D
1
3
x u) +D
1
3
x f,
thus assuming that f ∈ L2((0, T );X
1/2
2 ) we deduce first Dxu = D
2
3
xD
1
3
x u ∈ L2((0, T );L2(R2n))
and then u ∈ L2((0, T );H3v (R
2n)). This shows that u ∈ L2((0, T );X
3/2
2 ).
Remark 3.4. The reader, who is familiar with the work in [7] could be tempted to think that
it is unnecessary to prove the regularity in x as it follows directly from the regularity in v.
However, the theorem by Bouchut does only apply in the case µ = 1. A version of Bouchut’s
theorem in L2 spaces with temporal weights will be presented in Section 6. An extension of
these results to the cases of Lp(Lq) spaces with temporal weights will be considered in the
forthcoming article [25].
Remark 3.5. Let us comment on the optimal gain of regularity for solutions of the Kol-
mogorov equation in terms of global L2-estimates in the setting of strong solutions. We
consider the case that g = 0 and let u be a solution of the Kolmogorov equation. Is there a
choice of parameters δ1, δ2, δ3 > 0 such that∥∥∥Dδ1t u∥∥∥
2,(0,∞)×R2n
+
∥∥∥Dδ2x u∥∥∥
2,(0,∞)×R2n
+
∥∥∥Dδ3v u∥∥∥
2,(0,∞)×R2n
. ‖f‖2,(0,∞)×R2n?
Here Dδ1t u stands for an appropriately defined fractional time derivative of u, which enjoys
the natural scaling law w.r.t. a dilation in time. Introducing the dilation
λ 7→ u(λβt, λβ+1x, λv) =: uλ(t, x, v),
the function uλ is a solution of the Kolmogorov equation with inhomogeneity λ
βfλ. The
scaling of the (fractional) derivatives and the definition of uλ together with the aforementioned
KINETIC MAXIMAL L2-REGULARITY FOR THE (FRACTIONAL) KOLMOGOROV EQUATION 11
β-homogeneity of the Kolmogorov equation gives
λβδ1
∥∥∥Dδ1t u∥∥∥
2,(0,∞)×R2n
+λ(β+1)δ2
∥∥∥Dδ2x u∥∥∥
2,(0,∞)×R2n
+λδ3
∥∥∥Dδ3v u∥∥∥
2,(0,∞)×R2n
. λβ ‖f‖2,(0,∞)×R2n
for all λ > 0. This inequality can only hold if δ1 = 1, δ2 =
β
β+1 and δ3 = β. We see that in
this sense the position and velocity estimates shown in the previous section are optimal. It
remains to investigate whether one can gain the full derivative in time.
One can show that the operator Ku = −(−∆v)
β/2u − v · ∇xu with domain D(K) = {u ∈
L2(R2n) | (−∆v)
β/2u, v · ∇xu ∈ L
2(R2n)} is the generator of a contractive positive C0-
semigroup. This has been proven in [2, Proposition 2.5]. Moreover, it can be shown that
iR ⊂ σ(K) using the methods introduced in [23]. This shows that the Kolmogorov semi-
group cannot be analytic and thus the generator does not enjoy maximal Lp-regularity for
any p ∈ (1,∞) in L2(R2n). We remark that, using refined methods, it is possible to show
that σ(K) = {z ∈ C | Re(z) ≤ 0} as has been done in [24] in the case β = 2.
Let us now suppose that for some T > 0 and for every f ∈ L2((0, T ) × R2n) we have
∂tu ∈ L
2((0, T ) × R2n). This would imply that v · ∇xu ∈ L
2((0, T ) × R2n) and hence
u ∈ L2((0, T ),D(K)). Together with u ∈ H1((0, T ), L2(R2n)) this would imply that the
Kolmogorov equation satisfies the maximal L2-regularity property, which is a contradiction.
This shows that one can only obtain a gain of regularity in the position and in the velocity
variable as given by the estimate∥∥∥∥D ββ+1x u∥∥∥∥
2,(0,∞)×R2n
+
∥∥∥Dβv u∥∥∥
2,(0,∞)×R2n
. ‖f‖2,(0,∞)×R2n .
4. Estimates in the homogeneous case with nonvanishing initial data
In this section we are going to investigate the initial value regularity of the fractional Kol-
mogorov equation with f = 0.
Lemma 4.1. Let β ∈ (0, 2], µ ∈ (1/2, 1], s ≥ −1, T ∈ (0,∞] and define ηβ : R
2n → [0,∞) as
ηβ(k, ξ) =
∫ T
0
t2−2µωβ(k, ξ − tk)
2(s+1)eβ(t, k, ξ − tk)
2dt.
If T ∈ (0,∞), then the function ηβ satisfies the estimate
ηβ(k, ξ) ≤ c1ωβ(k, ξ)
2(s+1/2−(1−µ))
for a constant c1 = c1(β, µ, s, T ) > 0. Moreover, if T =∞ the estimate
c2ωβ(k, ξ)
2(s+1/2−(1−µ)) ≤ ηβ(k, ξ)
holds for some constant c2 = c2(β, µ) > 0.
Proof. We are going to use several integral identities, which are collected and proven at the
end of the proof. Let us prove the estimate from above first. We split the integral as follows
ηβ(k, ξ) =
∫ |ξ|
|k|
∧T
0
t2−2µωβ(k, ξ − tk)
2(s+1)eβ(t, k, ξ − tk)
2dt
+
∫ T
|ξ|
|k|
∧T
t2−2µωβ(k, ξ − tk)
2(s+1)eβ(t, k, ξ − tk)
2dt =: I1 + I2.
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Using Lemma 2.1 we estimate the first integral as
ωβ(k, ξ)
−2(s+1/2−(1−µ))I1 =
∫ |ξ|
|k|
∧T
0
t2−2µ
(1 + |ξ − tk|β + |k|
β
β+1 )2(s+1)
(1 + |ξ|β + |k|
β
β+1 )2(s+1/2−(1−µ))
eβ(t, k, ξ − tk)
2dt
.
∫ |ξ|
|k|
∧T
0
t2−2µ(1 + |ξ|β + |k|
β
β+1 )2(1/2+(1−µ))eβ(t, k, ξ − tk)
2dt
.
∫ ∞
0
t2−2µ |ξ|2(1/2+(1−µ))β exp(−c |ξ|β t)dt
+
∫ ∞
0
t2−2µ |k|
2(1/2+(1−µ)) β
β+1 exp(−c |k|β tβ+1)dt
+
∫ T
0
t2−2µdt = c(β, µ, T ).
The second integral can be estimated as
ωβ(k, ξ)
−2(s+1/2−(1−µ))I2 .
∫ T
|ξ|
|k|
∧T
t2−2µ
(1 + |ξ − tk|β + |k|
β
β+1 )2(s+1)
(1 + |ξ|β + |k|
β
β+1 )2(s+1/2−(1−µ))
eβ(t, k, ξ − tk)
2dt
.
∫ T
|ξ|
|k|
∧T
t2−2µ
(1 + |tk|β + |k|
β
β+1 )2(s+1)
(1 + |ξ|β + |k|
β
β+1 )2(s+1/2−(1−µ))
eβ(t, k, ξ − tk)
2dt =: I3.
If s+ 1/2− (1− µ) ≥ 0, we estimate
I3 .
∫ T
0
t2−2µ
(1 + |tk|β + |k|
β
β+1 )2(s+1)
(1 + |k|
β
β+1 )2(s+1/2−(1−µ))
eβ(t, k, ξ − tk)
2dt ≤ c(β, µ, s, T ),
similarly as in the proof of Proposition 3.1, and if s+ 1/2 − (1− µ) < 0 we estimate
I3 .
∫ T
0
t2−2µ(1 + |tk|β + |k|
β
β+1 )2(1/2+(1−µ))eβ(t, k, ξ − tk)
2dt ≤ c(β, µ, T ).
Let us now consider the estimate from below. We treat the case |ξ|β+1 ≤ |k| first. We have
ηβ(k, ξ)
ωβ(k, ξ)2(s+1/2−(1−µ))
&
∫ ∞
0
t2−2µ
(1 + |k|
β
β+1 )2(s+1)
(1 + |ξ|β + |k|
β
β+1 )2(s+1/2−(1−µ))
exp(−c |k|β tβ+1)dt
≥
∫ ∞
0
t2−2µ |k|
2(1/2+(1−µ)) β
β+1 exp(−c |k|β tβ+1)dt = c(β, µ),
where we have used the assumption |ξ|β+1 ≤ |k| if s+1/2− (1− µ) ≥ 0 and omitted the |ξ|β
term in the denominator if s+ 1/2− (1− µ) < 0. Assume now that |ξ|β+1 ≥ |k|, then
ηβ(k, ξ)
ωβ(k, ξ)2(s+1/2−(1−µ))
&
∫ |ξ|
2|k|
0
t2−2µ
(1 + |ξ|β)2(s+1)
(1 + |ξ|β + |k|
β
β+1 )2(s+1/2−(1−µ))
exp(−c |ξ|β t)dt
≥ |ξ|β+2(1−µ)β
∫ |ξ|
2|k|
0
t2−2µ exp(−c |ξ|β t)dt =
∫ |ξ|β+1
2|k|
0
r2−2µ exp(−cr)dr
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≥
∫ 1/2
0
r2−2µ exp(−cr)dr = c(µ),
where, in the second estimate, we have used the assumption |ξ|β+1 ≥ |k| if s+1/2−(1−µ) ≥ 0
and omitted the |k|
β
β+1 term in the denominator if s+ 1/2− (1− µ) < 0.
We have used the following integral identities:∫ ∞
0
t2−2µ |ξ|2(1/2+(1−µ))β exp(−c |ξ|β t)dt =
∫ ∞
0
r2−2µ exp(−cr)dr = c(µ),∫ ∞
0
t2−2µ |k|
2(1/2+(1−µ)) β
β+1 exp(−c |k|β tβ+1)dt =
∫ ∞
0
r2−2µ exp(−crβ+1)dr = c(β, µ),∫ ∞
0
t2−2µ |tk|2(1/2+(1−µ))β exp(−c |k|β tβ+1)dt
=
∫ ∞
0
r2−2µ+2(1/2+(1−µ))β exp(−crβ+1)dr = c(β, µ),∫ ∞
0
t2−2µ |tk|2(s+1)β |k|−2(s+1/2−(1−µ))
β
β+1 exp(−c |k|β tβ+1)dt
=
∫ ∞
0
r2−2µ+2(s+1)β exp(−crβ+1)dr = c(β, µ, s).

Proposition 4.2. Let β ∈ (0, 2], µ ∈ (12 , 1], T ∈ (0,∞) and s ≥ −1. If f = 0 and g ∈
X
s+1/2−(1−µ)
β , then u given by equation (2.2) satisfies u ∈ L
2
µ((0, T );X
s+1
β ) and the estimate∫ T
0
∫
R2n
t2−2µωβ(k, ξ)
2(s+1) |uˆ(t, k, ξ)|2 dξdkdt ≤ c
∫
R2n
ωβ(k, ξ)
2(s+1/2−(1−µ)) |gˆ(k, ξ)|2 dkdξ
is satisfied for some constant c = c(β, µ, s, T ) > 0.
Proof. We have∫ T
0
∫
Rn
∫
Rn
t2−2µωβ(k, ξ)
2(s+1) |uˆ(t, k, ξ)|2 dξdkdt
=
∫ T
0
∫
Rn
∫
Rn
t2−2µωβ(k, ξ)
2(s+1) |gˆ(k, ξ + tk)|2 eβ(t, k, ξ)
2dξdkdt
=
∫ T
0
∫
Rn
∫
Rn
t2−2µωβ(k, ξ − tk)
2(s+1) |gˆ(k, ξ)|2 eβ(t, k, ξ − tk)
2dξdkdt
=
∫
Rn
∫
Rn
|gˆ(k, ξ)|2 ηβ(k, ξ)dξdk,
where
ηβ(k, ξ) =
∫ T
0
t2−2µωβ(k, ξ − tk)
2(s+1)eβ(t, k, ξ − tk)
2dt
is the same function as in Lemma 4.1. We know already that ηβ(k, ξ) . ωβ(k, ξ)
2(s+1/2−(1−µ)) ,
which shows the claim. 
Concerning necessary conditions on the initial value we are able to deduce the following result
in the case T =∞. We will later see that this result holds true in the case of finite T , too.
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Proposition 4.3. Let β ∈ (0, 2], µ ∈ (12 , 1] and s ≥ −1. Let u be given by equation (2.2)
with f = 0. If u ∈ L2µ((0,∞);X
s+1
β ), then g ∈ X
s+1/2−(1−µ)
β , and the estimate∫
R2n
ωβ(k, ξ)
2(s+1/2−(1−µ)) |gˆ(k, ξ)|2 dkdξ ≤ c
∫ ∞
0
∫
R2n
t2−2µωβ(k, ξ)
2(s+1) |uˆ(t, k, ξ)|2 dkdξdt
holds true for some constant c = c(β, µ) > 0.
Proof. Arguing as in the proof of Proposition 4.2 it suffices to use the estimate from below
on ηβ(k, ξ) given in Lemma 4.1. 
Remark 4.4. Analogous versions of Proposition 3.1, Lemma 4.1, Proposition 4.2 and Propo-
sition 4.3 can also be proven in the homogeneous setting. In particular, the estimate from
above is then satisfied for all T ∈ (0,∞] with a constant independent of T .
Instead of considering the spaces Xsβ one can also consider only the regularity in the position
variable x, i.e. the space Hsx(R
2n).
Proposition 4.5. Let β ∈ (0, 2], µ ∈ (12 , 1], s ≥ −1 and T ∈ (0,∞). If f = 0 and g ∈
H
(s+1/2−(1−µ)) β
β+1
x (R2n), then u given by equation (2.2) satisfies u ∈ L2µ((0, T );H
(s+1) β
β+1
x (R2n))
and a corresponding estimate is satisfied. Conversely, if u is given by equation (2.2) with
f = 0, then, if u ∈ L2µ((0,∞);H
(s+1) β
β+1
x (R2n)), it follows that g ∈ H
(s+1/2−(1−µ)) β
β+1
x (R2n)
with the related estimate.
Proof. Replacing ωβ(k, ξ) by 1+ |k|
β
β+1 the proofs of Lemma 4.1, Proposition 4.2 and Propo-
sition 4.3 continue to hold. 
5. Kinetic maximal L2µ(X
s
β)-regularity
As sketched in Remark 3.5 we cannot hope that solutions of the Kolmogorov equation satisfy
the maximal L2-regularity property. In this section we will introduce the concept of kinetic
maximal L2(Xsβ)-regularity with temporal weights and prove that this property is satisfied
for the Kolmogorov equation.
Let T ∈ (0,∞], β ∈ (0, 2], s ≥ −12 , µ ∈ (
1
2 , 1]. Of particular interest are the two cases s = −
1
2
and s = 0, which correspond to weak and strong solutions, respectively. To describe the L2
regularity of the transport term we introduce the vector space
Tµ(X
s
β) = Tµ((0, T );X
s
β) = {u ∈ L
2
µ((0, T );X
s
β) : ∂tu+ v · ∇xu ∈ L
2
µ((0, T );X
s
β)}
equipped with the norm ‖u‖Tµ(Xsβ)
= ‖u‖2,µ,Xsβ
+‖∂tu+ v · ∇xu‖2,µ,Xsβ
. To describe the spatial
regularity of solutions to the Kolmogorov equation we consider the space
L2µ(X
s+1
β ) := L
2
µ((0, T );X
s+1
β ).
If µ = 1 we will drop the subscript µ in the notation of the spaces.
Let us introduce the mapping Γ acting on functions u : R× R2n → R defined by
[Γu](t, x, v) = u(t, x+ tv, v)
for all t ∈ R and any x, v ∈ Rn. For functions u : R2n → R we write [Γ(t)u](x, v) = u(x+tv, v)
for all t ∈ R. Note that Γ(t)Γ(−t)u = Γ(−t)Γ(t)u = u for all functions u : R2n → R. The
transformation Γ is a key tool in our analysis of traces of functions in Tµ(X
s
β).
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Proposition 5.1. The mapping
Γ: L2µ((0, T );L
2(R2n))→ L2µ((0, T );L
2(R2n))
is a well-defined isometric isomorphism. The inverse operator is given by [Γ−1u](t, x, v) =
u(t, x − tv, v). Moreover, the group of isometries Γ(t) : L2(R2n) → L2(R2n) is strongly con-
tinuous. The same holds true for the inverse group (Γ−1(t))t∈R.
Proof. Isometry follows by using Fubini’s theorem and substituting x˜ = x + tv. It is clear
that [ΓΓ−1u](t, x, v) = u(t, x, v) = [Γ−1Γu](t, x, v). Finally, a proof of the strong continuity
property can be found for example in [23, Proposition 2.2]. 
The proof of the latter proposition breaks down when replacing L2(R2n) with Xsβ for any
s 6= 0 as Γ and Dsv do not commute in case s ∈ R \ {0}. To be more precise, the calculation
∇vΓ(t)u = Γ(t)∇vu+ tΓ(t)∇xu suggests that one could consider the space H
1(R2n). We note
that Xsβ ⊂ H
−1(R2n) for any s ≥ −1/2, whence it seems natural to study the existence of a
trace for functions in Tµ(H
−1(R2n)).
Lemma 5.2. Let s ∈ Z and T ∈ (0,∞). The mapping
Γ: L2µ((0, T );H
s(R2n))→ L2µ((0, T );H
s(R2n))
is a well-defined unitary isomorphism. Furthermore, the group Γ(t) : Hs(R2n)→ Hs(R2n) is
strongly continuous and the same holds true for the inverse group (Γ−1(t))t≥0.
Proof. Let us first consider the case s = 1. We have∫
R2n
(
1 + |ξ|2 + |k|2
) 1
2
∣∣∣[̂Γu](t, k, ξ)∣∣∣2 dkdξ = ∫
R2n
(
1 + |ξ + tk|2 + |k|2
) 1
2
|uˆ(t, k, ξ)|2 dkdξ
≤ c(T )
∫
R2n
(
1 + |ξ|2 + |k|2
) 1
2
|uˆ(t, k, ξ)|2 dkdξ.
Integrating in time with the temporal weight shows that Γ is bounded. Clearly, the same
holds true for the inverse operator Γ−1. The claim for s = −1 follows by duality as Γ∗ = Γ−1,
which also shows that Γ is unitary, too. Concerning the strong continuity of the semigroup Γ
we have in the case s = 1
‖Γ(t)u− u‖H1(R2n) ≤ ‖Γ(t)u− u‖2 + ‖∇xΓ(t)u−∇xu‖2 + ‖∇vΓ(t)u−∇vu‖2
≤ ‖Γ(t)u− u‖2 + ‖Γ(t)∇xu−∇xu‖2 + ‖Γ(t)∇vu−∇vu‖2 + t ‖Γ(t)∇xu‖2 .
The right-hand side of this estimate converges to zero as t→ 0 as a consequence of Proposition
5.1. The strong continuity for s = −1 follows by duality. The case s = 0 has already been
proven in Proposition 5.1. The general case s ∈ Z follows similarly. 
The calculation [∂tΓu](t, x, v) = [∂tu](t, x+ tv, v)+v · [∇xu](t, x+ tv, v) for sufficiently smooth
functions u suggests that it might be interesting to look at Γ defined on Tµ(H
s(R2n)) mapping
to the space
H1µ(H
s(R2n)) = {u ∈ L2µ((0, T );H
s(R2n)) : ∂tu ∈ L
2
µ((0, T );H
s(R2n))}
equipped with the norm ‖u‖H1µ(Hs) = ‖u‖2,µ,Hs + ‖∂tu‖2,µ,Hs for a suitable function space
Hs(R2n).
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Proposition 5.3. Let s ∈ Z and T ∈ (0,∞). The mapping
Γ: Tµ((0, T );H
s(R2n))→ H1µ((0, T );H
s(R2n))
is a well-defined isomorphism. Moreover, we have
∂tΓu = Γ(∂tu+ v · ∇xu)
in the distributional sense for all u ∈ Tµ((0, T );H
s(R2n)).
Proof. By taking the derivative ∂t of Γu in the distributional sense it follows that Γ is well-
defined. Furthermore, this calculation shows that ∂tΓu = Γ(∂tu + v · ∇xu) for all u ∈
Tµ((0, T );H
s(R2n)). To conclude it remains to show that Γ is an isomorphism. As before we
can explicitly give the inverse as [Γ−1w](t, x, v) = w(t, x − tv, v). Thus, it remains to show
that Γ−1 : H1µ((0, T );H
s(R2n))→ Tµ((0, T );H
s(R2n)) is well-defined. This follows by similar
arguments and gives the identity ∂tΓ
−1u+ v · ∇xΓ
−1u = Γ−1∂tu. 
A priori it is not clear that a function u ∈ Tµ((0, T );X
s
β) is continuous with values in a suitable
function space and that one can define the notion of a trace u(0) at t = 0. However, using
the mapping properties of Γ we can easily deduce the following theorem.
Theorem 5.4. Let β ∈ (0, 2], s ≥ −1/2, µ ∈ (1/2, 1] and T ∈ (0,∞). Then, the embedding
Tµ((0, T );X
s
β) →֒ C([0, T ];H
−1(R2n)).
holds continuously. Moreover, if s ≥ 0, then
Tµ((0, T );X
s
β) →֒ C([0, T ];L
2(R2n)).
Proof. Let Z ∈ {L2(R2n),H−1(R2n)} and u ∈ Tµ((0, T );Z). Then Γ(u) ∈ H
1
µ((0, T );Z) by
Proposition 5.3, and thus Γ(u) ∈ C([0, T ];Z) as it is shown in [26, Section 3] that
H1µ((0, T );Z) →֒ C([0, T ];Z)
continuously. In Lemma 5.2 we have seen that (Γ−1(t))t≥0 is strongly continuous in Z and
hence also u(t) = Γ−1(t)([Γu](t)) is continuous with values in Z by the equicontinuity lemma.
The continuity of this embedding follows by Proposition 5.3. Next, we recall that Xsβ ⊂
H−1(R2n), which shows the first embedding. The second embedding follows from Xsβ ⊂
L2(R2n) for s ≥ 0. 
We deduce that for all T ∈ (0,∞] the vector space
Trµ,kin(X
s
β) := Tr(Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ))
:= {u(0) ∈ H−1(R2n) | u ∈ Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β )}
is well-defined by choosing u(0) to be the value of the continuous representative u of any
function u ∈ Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ). We equip this trace space with the norm
‖g‖Tr = ‖g‖Trµ,kin(Xsβ)
= inf{‖u‖Tµ(Xsβ)∩L2µ(X
s+1
β )
| u ∈ Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) with u(0) = g}.
As in the proof of [3, Proposition 1.4.1] one can show that the trace space does not depend
on the value of T . This is the reason why we dropped the T dependency in our notation.
KINETIC MAXIMAL L2-REGULARITY FOR THE (FRACTIONAL) KOLMOGOROV EQUATION 17
Definition 5.5. Let β ∈ (0, 2], T ∈ (0,∞), µ ∈ (12 , 1], s ≥ −
1
2 . We say that the Kolmogorov
equation of order β ∈ (0, 2] satisfies the kinetic maximal L2µ(X
s
β)-regularity property if for
all f ∈ L2µ((0, T );X
s
β) and any g ∈ Trµ,kin(X
s
β) there exists a unique distributional solution
u ∈ Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) of the Kolmogorov equation{
∂tu+ v · ∇xu+ (−∆v)
β
2 u = f, t > 0
u(0) = g.
Remark 5.6. It turns out, that the conditions on f and g are also necessary. Indeed, if u ∈
Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) is a solution of the Kolmogorov equation, then Proposition
5.9 below implies g = u(0) ∈ Trµ,kin(X
s
β). Moreover, a straightforward calculation in the
Fourier variable shows (−∆v)
β
2 u ∈ L2µ((0, T );X
s
β), whence ∂tu + v · ∇xu + (−∆v)
β
2 u = f ∈
L2µ((0, T );X
s
β).
Remark 5.7. Usually, one defines maximal Lp-regularity without consideration of the initial
value, i.e. only for the nonhomogeneous problem with initial value u(0) = 0. This can be
done in the kinetic setting, too. A precise statement can be found in the upcoming article
[25]. Furthermore, one can show that the kinetic maximal Lp regularity property does not
depend on T ∈ (0,∞). Finally, we consider more general operators instead of the fractional
Laplacian in the velocity variable in [25].
As it is the case for the classical maximal L2-regularity the uniqueness property can be shown
separately.
Theorem 5.8. Let T > 0, µ ∈ (12 , 1], β ∈ (0, 2], s ≥ −1/2. Any solution u ∈ Tµ((0, T );X
s
β)∩
L2µ((0, T );X
s+1
β ) of the homogeneous Kolmogorov equation ∂tu + v · ∇xu = −(−∆v)
β
2 , with
initial value u(0) = 0, is equal to zero almost everywhere.
Proof. Let us introduce the family of operators Aβ(t) : D(Aβ(t))→ H
−2(R2n), Âβ(t)w(k, ξ) =
− |ξ − tk|β wˆ(k, ξ) acting on functions in H−2(R2n) for every t ≥ 0. We are going to show first
that if w ∈ H1µ((0, T );H
−2(R2n)) ∩ L2µ((0, T );L
2(R2n)) is a solution of the nonautonomous
problem
(5.1)
{
∂tw = Aβ(t)w, t > 0
w(0) = 0
it follows that w = 0. Let us first note that
D(Aβ(t)) = {w ∈ H
−2(R2n) : Aβ(t)w ∈ H
−2(R2n)}
= {w ∈ H−2(R2n) :
∫
R2n
(1 + |k|2 +
∣∣ξ2∣∣)−2 |ξ − tk|2β |wˆ(k, ξ)|2 dkdξ <∞},
whence L2(R2n) ⊂ D(Aβ(t)) for all t ∈ (0, T ). Moreover, Aβ(t) is a dissipative operator, as
for all x ∈ D(Aβ(t)) we have 〈Aβ(t)x, x〉H−2 ≤ 0. Thus, the calculations in the proof of [4,
Proposition 3.2] hold true in our setting, too, and imply w = 0. Let u ∈ Tµ((0, T );X
s
β) ∩
L2µ((0, T );X
s+1
β ) be a solution of the Kolmogorov equation, then u ∈ Tµ((0, T );H
−2(R2n) ∩
L2µ((0, T );L
2(R2n)), whence Γu ∈ H1µ((0, T );H
−2(R2n)) ∩ L2µ((0, T );L
2(R2n)) as a conse-
quence of Lemma 5.2. A direct calculation shows that the function Γu satisfies the equation
(5.1), hence it follows that Γu = 0 and in particular this implies that u = 0 by Lemma 5.2. 
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In view of the results in Section 4 it can be expected that the trace space Trµ,kin(X
s
β) coincides
with the space X
s+1/2−(1−µ)
β . In what follows we will show that this is indeed the case. Let us
first prove that every function u ∈ Tµ((0, T );X
s
β)∩L
2
µ((0, T );X
s+1
β ) is continuous with values
in the trace space Trµ,kin(X
s
β).
Proposition 5.9. For every T ∈ (0,∞), all s ≥ −1/2 and any µ ∈ (12 , 1] we have
Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) →֒ C([0, T ]; Trµ,kin(X
s
β))
continuously.
Proof. We are going to argue as in the proof of the abstract result [3, Proposition 1.4.2].
As by Theorem 5.4 the trace space is well-defined it suffices to show that Tµ((0, T );X
s
β) ∩
L2µ((0, T );X
s+1
β ) is continuously translation invariant. This is a well-known result for the space
L2µ((0, T );X
s+1
β ). To see this for Tµ((0, T );X
s
β) we note that the translation semigroup (λr)r≥0
(w.r.t. time) commutes with ∂t + v · ∇x and hence Tµ((0, T );X
s
β) is continuously translation
invariant, too. Henceforth, also the space Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) is continuously
translation invariant, which shows as in [3, Proposition 1.4.2] the desired embedding. 
We come now to the characterization of (Trµ,kin(X
s
β), ‖·‖Tr) in terms of anisotropic Sobolev
spaces.
Theorem 5.10. We have
(Trµ,kin(X
s
β), ‖·‖Tr)
∼= X
s+1/2−(1−µ)
β ,
for all µ ∈ (12 , 1], any β ∈ (0, 2] and all s ≥ −1/2.
Proof. Let g ∈ X
s+1/2−(1−µ)
β , then according to Proposition 4.2 the respective solution of
the Kolmogorov equation with initial value g and f = 0 satisfies u ∈ Tµ((0, T );X
s
β) ∩
L2µ((0, T );X
s+1
β ) and the estimate
‖g‖Tr ≤ ‖u‖Tµ(Xsβ)∩L2µ(X
s+1
β )
≤ C ‖g‖
X
s+1/2−(1−µ)
β
.
We claim that the natural inclusion mapping
ι : X
s+1/2−(1−µ)
β → Trµ,kin(X
s
β)
is surjective. To see this let y ∈ Trµ,kin(X
s
β), i.e. there is a u ∈ Tµ((0, T );X
s
β)∩L
2
µ((0, T );X
s+1
β )
such that u(0) = y. As a consequence of Proposition 4.3, an approximation argument, the
linearity of solutions and the uniqueness it must then hold y ∈ X
s+1/2−(1−µ)
β . By the open
mapping theorem the operator ι is an isomorphism. 
Corollary 5.11. For every T > 0, µ ∈ (12 , 1], β ∈ (0, 2] and any s ≥ −1/2 we have
Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) →֒ C([0, T ];X
s+1/2−(1−µ)
β )
continuously.
Let us now specify the regularization property made visible by the temporal weight t1−µ. For
all δ ∈ (0, T ) we have L2µ(δ, T ) →֒ L
2(δ, T ). This implies
Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) →֒ Tµ((δ, T ));X
s
β) ∩ L
2
µ((δ, T ));X
s+1
β )
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→֒ T ((δ, T );Xsβ) ∩ L
2((δ, T );Xs+1β )
→֒ C([δ, T ],X
s+1/2
β ).
We have proven the following corollary.
Corollary 5.12. For every T > 0, µ ∈ (12 , 1], β ∈ (0, 2] and all s ≥ 0 we have
Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) →֒ C((0, T ];X
s+1/2
β ).
We are now able to state and prove the main results of this article.
Theorem 5.13. Let T > 0 and µ ∈ (12 , 1], β ∈ (0, 2] and s ≥ −1/2. The fractional
Kolmogorov equation of order β satisfies the kinetic maximal L2µ(X
s
β)-regularity property.
Proof. Let f ∈ L2µ((0, T );X
s
β) and g ∈ Trµ,kin(X
s
β)
∼= X
s+1/2−(1−µ)
β . According to Proposition
3.1 and Proposition 4.2 there exists a solution u ∈ Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) of the
Kolmogorov equation. Uniqueness has been proven in Theorem 5.8. 
Remark 5.14. The reason why, in general, it only makes sense to consider the case T <∞,
is that the Kolmogorov semigroup is not exponentially stable and thus we cannot hope that
u ∈ L2µ((0,∞);L
2(R2n)) holds in general.
6. Instantaneous Regularization of solutions to the homogeneous
Kolmogorov equation
Using the kernel representation for solutions of the Kolmogorov semigroup one can easily
deduce that solutions regularize instantaneously. In this section, we are going to investigate
this regularizing property from a more abstract point of view using in particular the kinetic
maximal L2µ(X
s
β)-regularity property. We also refer to [21], where in case β = 2 it is shown that
for bounded continuous initial values the solution of the homogeneous Kolmogorov equation
is bounded and C∞-smooth for t > 0.
Proposition 6.1. If f = 0 and g ∈ H˙
β/2
β+1
x (R2n), then the function u with Fourier transform
given by equation (2.2) satisfies the inequality∫ ∞
0
∫
Rn
∫
Rn
t2β |k|2β |uˆ(t, k, ξ)|2 dξdkdt ≤ c
∫
R2n
|k|
β
β+1 |gˆ(k, ξ)|2 dkdξ
for some constant c = c(β). In particular, we have tβ(−∆x)
β/2u ∈ L2((0,∞);L2(R2n)).
Proof. In a similar fashion as in the proof of Proposition 4.2 we only need to estimate the
function
ν(k, ξ) =
∫ ∞
0
t2β |k|2β eβ(t, k, ξ − tk)dt.
We recall that eβ(t, k, ξ − tk) ≤ exp(−c |k|
β tβ+1) and conclude
ν(k, ξ) ≤
∫ ∞
0
t2β |k|2β exp(−c |k|β tβ+1)dt = c |k|
β/2
β+1
for some constant c > 0. 
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The preceding proposition suggests that, when choosing the space of kinetic maximal L2-
regularity for strong solutions one could also take into account the integrability of (−∆x)
β/2u
in a time weighted Lebesgue space, i.e. to describe the spatial regularity by
T ((0, T );L2(R2n)) ∩ L2((0, T );X1β) ∩ L
2
1−β((0, T ); H˙
β
x (R
2n)).
Lemma 6.2. The family of operators (Γ−1(t))t≥0 defined by Γ
−1(t) : H˙rx(R
2n) → H˙rx(R
2n)
for any t ∈ R is a strongly continuous group of isometries for any r ∈ [0,∞).
Proof. This follows immediately from the fact that Γ(t) and Drx commute for all r ≥ 0. 
Let 0 < δ < T , then
Γ(T ((0, T );L2(R2n)) ∩ L21−β((0, T ); H˙
β
x (R
2n)) = H1((0, T );L2(R2n)) ∩ L21−β((0, T ); H˙
β
x (R
2n))
→֒ H1((δ, T );L2(R2n)) ∩ L2((δ, T );Hβx (R
2n)) →֒ C([δ, T ];Hβ/2x (R
2n)).
By Corollary 5.11, using Lemma 6.2 and writing u = Γ−1Γu it follows that
T ((0, T );L2(R2n)) ∩ L2((0, T );X1β) ∩ L
2
1−β((0, T ); H˙
β
x (R
2n)) →֒ C([δ, T ];Hβ/2(R2n))
for all δ > 0. We have proven the following
Corollary 6.3. For all β ∈ (0, 2] we have
T ((0, T );L2(R2n)) ∩ L2((0, T );X1β) ∩ L
2
1−β((0, T ); H˙
β
x (R
2n)) →֒ C((0, T ];Hβ/2(R2n)).
In comparison to Corollary 5.11 we thus gain β
2
2(β+1) more regularity in the position variable
x.
Unfortunately, one can not expect that solutions to the nonhomogeneous Kolmogorov equa-
tion satisfy u ∈ L21−β((0, T ); H˙
β
x (R2n)) in general. A possible indication for this can be seen
by considering the singular integral operator
R : L2((0, T );L2(R2n))→ L2((0, T );L2(R2n)), (Rf)(t) = tβ
∫ t
0
(−∆x)
β
2 T (s)f(t− s)ds,
where T (t) stands for the Kolmogorov semigroup. A direct calculation, similar to the one
in Lemma 2.2, shows that
∥∥∥(−∆x)β2 T (s)∥∥∥
2
. s−(β+1), hence the singularity of this integral
close to zero cannot be controlled for larger t as the factor of tβ appears only outside of the
integral. We note that we have
∥∥∥∥D ββ+1x T (s)∥∥∥∥
2
. s−1 which gives yet another explanation of
the appearance of the β/(β + 1) derivatives in x.
As the gain of regularity is only in the x-variable, it does not suffice to show smoothness of
the solutions to the homogeneous Kolmogorov equation. In order to achieve this we are going
to use the regularization property of the temporal weights.
Theorem 6.4. For all T > 0, µ ∈ (12 , 1], β ∈ (0, 2], s ≥ −1/2 and every solution u ∈
Tµ((0, T );X
s
β) ∩ L
2
µ((0, T );X
s+1
β ) of the homogeneous Kolmogorov equation we have u ∈
C∞((0, T ) × R2n).
Proof. Let 12 < ν < µ and ε > 0. Then u(ε) ∈ X
s+1/2
β by Corollary 5.12, and hence
w = u(·+ ε) ∈ Tν((0, T − ε);X
s+(1−ν)
β )∩L
2
ν((0, T − ε);X
s+1+(1−ν)
β ). This shows that u(
3
2ε) ∈
X
s+1/2+(1−ν)
β by Corollary 5.12. We have proven a gain of regularity of order (1 − ν). This
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argument can be iterated by evaluating at εk =
∑k
j=0 2
−j to show that u(2ε) ∈ Hr(R2n) for
any r. We deduce that u ∈ L∞((δ, T ];Hr(R2n)) for any r ≥ 0 and all δ > 0, hence u ∈
C((0, T ];Hr(R2n)). Consequently u ∈ C0,∞((0, T ]×R2n). The equation ∂t = −(−∆v)
β/2u−
v · ∇xu gives u ∈ C
1,∞((0, T )×R2n), and thus, by iteratively differentiating the Kolmogorov
equation it follows that u ∈ C∞((0, T ) × R2n). 
The following result extends Bouchut’s theorem ([7, Theorem 2.1]) to the case with temporal
weights.
Theorem 6.5. For all r ≥ 0 and any u ∈ Tµ((0, T );L
2(R2n)) ∩L2µ((0, T );H
r
v (R
2n)), we have
u ∈ L2µ((0, T );H
r/(r+1)
x (R2n)).
Proof. For every Banach space Z the mapping Φµ : L
2
µ((0, T );Z) → L
2((0, T );Z), [Φµu](t) =
t1−µu(t) defines an isomorphism. Hence, [7, Theorem 2.1] transfers immediately to the setting
of temporal weights. 
Finally, let us discuss whether the transfer of regularity from v to x can be seen at the
level of the trace, too. Let β ∈ (0, 2] and r ≥ 0. Suppose that u ∈ Tµ((0, T );L
2(R2n)) ∩
L2µ((0, T );H
r
v (R
2n)). This implies that u ∈ L2µ((0, T );H
r
r+1 (R2n)), by Theorem 6.5, and thus
Γu ∈ H1µ((0, T );L
2(R2n)) ∩ L2µ((0, T );H
r
r+1
x (R2n)). By a standard interpolation argument
and by [3, Proposition 1.4.2] it follows that Γu ∈ C([0, T ];H
r/2−r(1−µ)
r+1
x (R2n)). By Lemma
6.2 and the equicontinuity lemma it follows that u ∈ C([0, T ];H
r/2−r(1−µ)
r+1
x (R2n)), whence
g = u(0) ∈ H
r/2−r(1−µ)
r+1
x (R2n)). This leads to the following observation. Regularity in x of
the solution is equivalent to regularity in x of the initial value, whereas regularity in v of the
solution is equivalent to regularity in both x and v of the initial value.
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