ABSTRACT Over these past years, formal reasoning about contracts between parties participating in a transaction has been increasingly explored in the literature. There has been a shift of view from one viewing contracts simply as properties to be satisfied by the parties, to one in which contracts are considered as first class syntactic objects and which can be reasoned about independently of the parties' behavior. In this paper, we present a contract calculus to reason about contracts abstracting the parties' behavior using a simulation relation-effectively a calculus of contracts regulating interaction between parties. We show how the calculus can be used to support the runtime monitoring of contracts and apply it to a plane boarding system case study.
I. INTRODUCTION
The need for formal techniques for reasoning about contracts is becoming increasingly important as software systems interact more frequently with other software and with our everyday life. Although there is a long history of contract formalisation in terms of deontic logics, especially from a more philosophical perspective [1] , work on automated reasoning techniques from a more computer science perspective has increased over the past couple of decades. One drive in this direction comes from the prevalence of electronic services, each coming with their contracts, and for which one has to analyse, negotiate, monitor and compose contracts [2] . In particular, composition of contracts resulting, for instance, when combining services, can lead to corner cases where one contract might conflict with another -for example, one agreement might require you to submit certain information, while another might prohibit you from sharing that information with other services. Another drive comes from the increased effectiveness of natural language processing, which is opening up the possibility of automated analysis, explanation and reasoning about contracts and legal texts written in a natural language [3] , [4] . These applications are the main motivation behind much of the recent work addressing contract formalisation for both electronic contracts and human readable ones.
Different approaches to contract analysis have been reported in the literature, with most approaches focusing on the violation semantics of contracts, thus enabling the characterisation of agreements between parties or agents regulating their behaviour. In interacting systems, contracts play an even more important role, since an agent's behaviour (or non-behaviour) directly impacts other agents. Surprisingly, most contract logics reason about deontic modalities such as obligations and permissions per agent, and there is limited work on reasoning about directed deontic modalities [5] , [6] , in which, for instance, a permission is parametrised by (i) the agent which is to be permitted to perform an action or be in a particular state; and (ii) the agent which is bound to provide that permission.
Interaction has long been studied in computer science using calculi to reason about communicating transition systems enabling the classification of systems into correct and incorrect ones with respect to a property or contract. Over these past couple of decades, however, there has been a shift of view, distinguishing properties from contracts -moving from a view of e-contracts simply as properties to be satisfied by the agents involved in the contract, to contracts as first class syntactic objects which can be reasoned about independently of the agents' behaviour. In much of the literature, however, contract comparison is still defined by quantifying over all possible behaviour of the systems, making reasoning about contracts still depends directly on contract satisfaction and violation predicates parametrised by the behaviour they are regulating.
In this paper, we present a calculus to reason about contracts abstracting away the agents' behaviour in the simulation relation. We give an operational view of contracts, using notions from process calculi to model the notion of contracts, and enabling their analysis and comparison using bisimulation techniques on their operational behaviour. The approach also enables us to reason about nondeterminism in contracts.
The paper is organised as follows. In section II we present related work in contract formalisation to give a context to our contribution, while in section III, we present the notation we will use to formalise our notions. We then present our contract calculus in section IV and formalise the notion of refinement of contracts in section V. Furthermore, we show how we can transform contracts written in our calculus into runtime monitors which report violation in section VI. We show how the calculus can be applied to a standard case study of a Plane Boarding System contract between a passenger and the airline company in section VII. We conclude in section VIII.
II. RELATED WORK
There is a long history of contract formalisation in terms of deontic logics, originally from a more philosophical perspective [1] , but more recently with more results coming from computer science. It is worth noting, though that the term contract has been overloaded with other meanings in computer science, including a more property-driven view (e.g. the design-by-contract, originally advocated in the Eiffel language [11] ) and business process modelling view of contracts and compliance e.g. [12] - [14] , which contrast with more deontic views of contracts and legal texts e.g. [5] , [6] , [15] - [19] . In this paper, we are primarily concerned about this last view of contracts.
Deontic norms, particularly those of obligation, permission and prohibition have been extensively used in this line of investigation, with the modalities specifying what one should do (e.g. Upon receiving a request, the service should provide a response), what one is permitted to do (e.g. once registered, the user may download a file), and what one is forbidden from doing (e.g. if the user has downloaded the file, he or she is prohibited from sending it to anyone else). The literature is split into two views -on one hand, one can use these deontic modalities on the state of the underlying system, sometimes called ought-to-be [20] e.g. the file should always be readable; or more commonly, particularly in computer science, one can use an action-based view, sometimes called ought-to-do [5] , [6] , [15] e.g. the user is always permitted to download the file. A parallel to the distinction can be drawn to different logics and verification techniques in computer science focussing more on the data-flow looking at, and making constraints on the state of the system, as opposed to control-flow views which focus on the sequences of actions performed by a system. The action-based view adopted by our approach is in keeping with process similar approach taken in process calculi, but enriching them with the deontic modalities.
It is worth noting that, although one can partially encode deontic modalities as logic predicates over traditional process calculi or other logics, this approach has been proven to be inadequate, primarily because norms do not correspond to truth values e.g. an obligation to acknowledge a request is not true when performed, but rather is satisfied. Furthermore, from a specification point of view, deontic modalities have also been argued to be more effective in describing full contracts [21] , which also allows for automated analysis of the regulations for consistency (i.e. checking whether regulations or contracts which may be coming from different sources lead to conflicting situations) [22] .
We focus the comparison to directly related work on three salient features of our approach: (i) the explicit tagging of the deontic notions by the party involved; (ii) the operational nature of our semantics; and (iii) the role of interaction between the parties in the semantics of the deontic modalities.
Much work, such as [3] and [23] , focusses on building models of contracts and regulatory texts, possibly including deontic constraints in the model to ensure compliance. In contrast with our approach, the primary aim is to model regulations and verify systems against the regulations, with the comparison of contracts playing a secondary role. In our approach, we focus on relations between the contracts, and verification is relegated to a secondary role. One can argue that the primary contribution is that of proving a formal framework whose primary aim is that of reasoning about and comparing contracts.
Although contracts are agreements between a number of parties, surprisingly, most formal studies regulate the parties independently of each other and simply talk about general obligation, permission and prohibition, rather than directed modalities between the parties affect the other. Notable exceptions to this include [5] , which deals with violation of obligations through the use of directed obligations. Other work such as [24] , which focusses on the formalisation of the temporal aspect of e-commerce contracts, tags deontic modalities with the roles to which they are applicable. In [25] (and other similar work such as [26] - [28] ) a deontic logic is axiomatically defined which includes the notion of directed obligations -obligations from one individual to another, variations such as [26] .
Our approach is distinct in that it assumes interactionand thus, deontic modalities do not necessarily uniquely the party addressed by that modality. In this respect, the closest to our approach is that encoded in contract automata [6] , which provide directed deontic modalities, and encodes their semantics annotated by party. However, in this formalism, dealing with reparations can be rather complex as shown in [10] . Other work which also deals with interaction, typically introduces additional notions, sometimes modalities, to handle interaction. For instance, [29] introduces the notion of interference, in a way the dual of our notion of synchronisation. Similarly, [30] introduces the notion of attempting to perform an action, which can be interfered with by other parties.
The operational view of contract semantics has been explored various times before e.g. [6] , [15] , [31] , [32] , but these focus on a trace-based notion of equivalence as opposed to a bisimulation based one, and in most of these formalisms, the notion of directed deontic modalities is not considered.
III. NOTATION
Contracts regulate the behaviour of a number of agents, or parties running in parallel. In this section we present the notation we will use to describe these agents and their behaviour in order to be able to formalise the notion of contracts in the following sections.
We will assume that the underlying system consists of a number of indexed agents running in parallel: || n i=1 A i (n > 1), where each A i is an agent indexed by i ∈ I with I being the index set with |I| > 1. We will use variables A, A and indexed versions for individual agent behaviour. We also use A, A , etc. to denote the system as a whole. The system will be assumed to perform actions over alphabet Act. We will write − −−− → A to denote that system A can perform action a ∈ Act to become system A with set of parties S participating in the transition. This is formally defined as follows:
Definition 1: Transition notation.
• • A a,{l} − − − − → A to denote that agent l is capable of performing action a but there is no a counterpart k that is able to synchronize and no other synchronization is possible: 
In order to reason about other agents which will be running concurrently, we introduce predicates over their behaviour.
Definition 2: Let k be an agent index and a ∈ Act. A predicate is defined as:
The set of predicates is denoted by P.
Predicates tt and ff denote true and false respectively. The predicate (a, k) indicates that agent k wants to perform the action a, but this action is not offered by any other agent for synchronization. Predicate disjunction and conjunction is indicated by P ∨ Q and P ∧ Q.
Definition 3: Let A and A be two systems and P 1 and P 2 ∈ P. Formally, the semantics of predicates are defined as:
We can now define the notion of stronger-than and that of equivalence between predicates.
Definition 4: Given predicates P, Q ∈ P, we say that P is stronger than Q, written P Q, if and only if for any system A for which A P holds, A Q also holds. We say that P is equivalent to Q, written P ∼ Q, if and only if P Q and Q P.
IV. A CONTRACT CALCULUS
We can now define our contract calculus to allow for an operational view of contracts. We start by defining the contract calculus syntax and an equivalence relation over the syntactic forms based on which we define the notion of contract violation conditions based on which we give an operational semantics to the calculus.
A. CONTRACT SYNTAX
Well formed formulae ϕ in our contract calculus follows this syntax:
The basic formulae and ⊥ indicate, respectively, the contracts which are trivially satisfied and violated. The key modalities we use from deontic logic to specify contracts are obligations, permissions and prohibitions. The formula P k (a) indicates that agent k is permitted to perform action a, while O k (a) indicates that agent k is obliged to perform action a. Similarly, F k (a) indicates that agent k is forbidden from performing action a. Contract disjunction is written as ϕ 1 ∨ ϕ 2 , and contract conjunction as ϕ 1 ∧ ϕ 2 . The formula ϕ 1 ; ϕ 2 is the sequential composition of contracts ϕ 1 and ϕ 2 -in order to satisfy the whole contract one must first satisfy the first contract ϕ 1 and then ϕ 2 .
The reparation operator, written ϕ 1 ϕ 2 , is the contract which starts off as ϕ 1 but when violated, triggers contract ϕ 2 VOLUME 5, 2017 e.g. O 1 (a) P 2 (b) is the contract which obliges agent 1 to perform action a, but if she does not, then permits agent 2 to perform action b.
The formula [a, k](ϕ 1 , ϕ 2 ) is a conditional contract which behaves like ϕ 1 if (a, k) initially holds on the system (i.e. if party k can perform action a), and like ϕ 2 otherwise. Note that we can generalise to any predicate over the system state, but we limit it to ability of a party to perform an action for the scope of this paper.
Finally, rec x.ϕ and x handles recursive contracts e.g. rec x.O p (a); x is the contract which obliges agent p to perform action a repeatedly. For simplicity, we will assume that (i) variables x will only occur under a recursive definition on that variable; and (ii) recursive variables are preceded by a prefix. In the rest of the paper, the set of contracts will be denoted by C.
B. SYNTACTIC EQUIVALENCE
In order to simplify the presentation of the operational semantics, we will define a syntactic equivalence relation ≡ between well-formed formulae in the contract calculus. This equivalence relation must be applied on a well-formed formula and its subformulae before the rules of the operational semantics, and is defined as follows:
The ≡ relation can be seen as rewriting rules read from left to right. We will write ϕ → ϕ if ϕ is the result of applying one of the equivalence rules from left to right on a subexpression of ϕ. We can show that → is terminating and confluent.
Proposition 1: The syntactic equivalence relation applied from left to right is (i) terminating: there are no infinite sequence of contracts ϕ 1 , ϕ 2 . . . such that for all i, ϕ i → ϕ i+1 ; (ii) local confluent: if ϕ → ϕ 1 and ϕ → ϕ 2 then there is a contract ϕ such that ϕ 1 → * ϕ and ϕ 2 → * ϕ .
Proof: Since the right term is always syntactically smaller than the one on the left, the relation → is a wellfounded relation, and thus termination is easily proved. To prove local confluence, we perform case analysis on the different rules which are applied to the subformulae to show that the confluence result holds.
Based on these results, we can prove confluence using Newman's Lemma [7] .
Corollary 1: The syntactic equivalence relation applied from left to right is confluent: if ϕ → * ϕ 1 and ϕ → * ϕ 2 then there is a contract ϕ such that ϕ 1 → * ϕ and ϕ 2 → * ϕ .
C. CONTRACT VIOLATION
We can now formally define the notion of contract violation.
Definition 5:
We say that a contract ϕ is in a violated state, written vio(ϕ) if the contract has already been violated:
The two first cases for the trivially satisfied and violated contracts are straightforward. In the case of a permission being currently in force, we flag a violation if party holding the permission wants to perform the action but is not offered a synchronising action. In case of an obligation and prohibition, violation can only occur after taking a further action, and is thus not immediately violated. Immediate violations of conjunctions and disjunctions follow as expected.
In the case of a reparation vio(ϕ ϕ ), a violation can only occur, if ϕ, but also its reparation, are violated. In the case of vio([a, k](ϕ, ϕ )), the action a must be executed in the first time then an immediate violation is false. In the case of sequential composition vio(ϕ; ϕ ), an immediate violation must occur on the first operand (since ; ϕ would have been reduced to ϕ), and is thus defined as vio(ϕ). Finally, the definition vio(rec x.ϕ) = vio(ϕ) is correct since the recursion is always guarded.
The following proposition states that the only way to obtain a tautology from the violation predicate is form the ⊥ contract. In fact there is a concrete model that falsifies the predicate. This model is the one where all actions are available in all agents.
Proposition 2: Let ϕ ∈ C be a contract with ϕ ≡ ⊥, and A a system such that for any agent A i ∈ A and a ∈ Act there is an agent A i such that A i a − − → A i . Then A vio(ϕ). Proof: The proof uses structural induction. Consider the base cases: vio(ϕ) = for all cases but ϕ = ⊥ (which is left out by hypothesis) and ϕ = P k (a) = (a, k). By definition, there is more than one agent, so there is l = k such that A l ∈ A. By hypothesis A l a − − → A l so A (a, k). The inductive cases follow immediately from the inductive hypotheses.
As an immediate consequence of the previous proposition we if obtain if vio(ϕ) is a tautology (any system A verifies A vio(ϕ)) then ϕ ≡ ⊥ or, in other words, tt vio(ϕ) then ϕ ≡ ⊥.
D. OPERATIONAL SEMANTICS
We can now define an operational semantics for our contract calculus. The operational semantics relation takes two forms: (i) ϕ a,k − − → ϕ to denote that contract ϕ can evolve (in one step) to ϕ when action a is performed and involving party k; and (ii) ϕ P − − → ϕ indicating that the contract will be broken if predicate P ∈ P holds on the system at the time. In the following we will write ϕ α − − → ϕ when α can be a tuple (a, k) or a predicate P.
The core of any contract reasoning formalism is the set of rules defining the deontic modalities. The semantics of these modalities is defined as follows:
Rules O1, O2 and O3 define the behaviour of O k (a), the obligation on agent k to perform action a. Rule O1 handles the case of the obligation clause being satisfied when agent k does a. Rule O2 handles the dual case when k does not perform a thus violating the obligation clause. Finally, O3 considers the case when another actor performs an action, leaving the obligation intact. Obligations are considered to be done immediately, that is no time can elapse once they are enabled.
F1
F k (a)
Rules F1, F2 and F3 define the cases for prohibition similar to obligation.
− −−− → ⊥ Permission of agent k to perform action a (P k (a)) is defined through Rules P1, P2, P3 and P4. Rule P1 considers the case when agent k consumes his permission to perform a by actually performing it, in which case, the contract reduces to the trivially satisfied one. P2 handles the case when agents other than k perform an action, leaving k's permission intact, while P3 considers the case when k performs an action other than the permitted one, which also leaves his permission intact. Finally, P4 handles the case when the permission is violated because agent k intended to perform a but was not offered a synchronising action.
C1
[
− − → ψ The rules for conditional contracts given above handle the cases when the condition holds, and when it does not, resolving the contract to the appropriate branch.
The rules for conjunction and disjunction are structurally identical, since both take the two subcontracts to evolve concurrently. The first rules (OR1, AND1) handles the case of an observed action which both operands will react to. The equivalence rules distinguish between the two operators, by allowing different reductions when one of the two operands is violated or is satisfied, while the second and third rules (OR2, OR3, AND2, AND3) cater for internal actions with predicates to be pushed along either branch. The difference in behaviour between the two operators is only exhibited once one of the two operands reduces to or ⊥, in which case, the different equivalence rules reduce the formula in different ways.
The rule for reparation allows moving along the primary contract (rule V1). There is no need for rules dealing with the recovering from a violation, since this is handled by the syntactic equivalence rules. The sequential composition rule (S1) behaves in an analogous manner, allowing evolution along the first contract, with no need for additional rules thanks to the syntactic equivalence rules. It is worth noting that, similar to reparation which fires the second operand on the first (shortest trace) violation, sequential composition fires the second operand on the shortest match of the first operand.
The final rule deals with recursion in a standard manner. Note that we are only considering guarded variables. We can prove the following proposition:
Proposition 3: Given a contract ϕ ∈ C, one of the following has to hold:
− − → . Using these notions of basic contracts, we can define the notion of obligations and prohibitions which persist until a condition holds. The obligation to perform an action until a condition holds (written O k (a)U[b, l] ) and the prohibition from performing an action until a condition holds (written F k (a)U[b, l]) can be defined as follows:
E. CONTRACTS AND SYSTEMS
We can now define how contracts evolve alongside a system, and what it means for a system to satisfy a contract. Definition 6: Given a contract ϕ ∈ C with alphabet Act and a system A, we define the semantics of ϕ A -the combination of the system with the contract -through the following three rules:
The reflexive and transitive closure of this relation is represented as * . Rule M1 handles synchronisation between the contract and the system. If an action performed by the system is of interest to the contract, the contract evolves alongside the system. Rule M2 considers contract internal actions which, to be taken, require the condition predicate to be satisfied by the system. Finally, M3 handles actions on the system which the contract is not interested in.
Based on these rules, we can define what it means for a system to break a contract.
Definition 7:
A system A is said to immediately break contract ϕ ∈ C, written break 0 (A, ϕ), if A vio(ϕ).
A system A is said to break contract ϕ ∈ C, written break(A, ϕ) if there exists a computation that leads to an immediate breaking of the contract: ∃ϕ , A · ϕ A * ϕ A ∧ break 0 (A , ϕ ).
Example 1: In order to illustrate the formalism we are going to present some simple examples. In order to simplify the presentation we are going present the agents by using a Milner's CSS like syntax. Let us consider the contract ϕ = O 1 (a); P 1 (b) and the system A made of three agents: A 1 performs action a, then b and finishes; A 2 performs action b and stops; and A 3 perform a and stops. These agents can be expressed in CSS as A 1 = ab0, A 2 = b0, and A 3 = a0. 
Since ⊥; P 1 (b) ≡ ⊥ and no system satisfies ⊥, we obtain that the contract is violated.
V. REFINEMENT
We now define transition relations which may include internal actions. Since internal actions carry a predicate over the system, we need to accumulate all these predicates and combine them together. Based on the operational semantics of contracts, we can now define what it means for a contract to be simulated by another.
Definition 8: Let ϕ, ψ ∈ C and R ⊆ C × C, we say that R is a simulation contract relation if and only if whenever (ϕ, ψ) ∈ R the following conditions hold:
there is a contract ψ ∈ C and a predicate P ∈ P such that ψ P − − → ψ , P P , and (ϕ , ψ ) ∈ R. In order to understand this definition, note that (i) is dealt with separately, as the (observationally unique) fulfilled contract (Proposition 2 allows us not to have to deal with ⊥ as a special case too); (ii) violations must carry across the simulation; and (iii) action transitions can be simulated.
The intuitive meaning of contract simulation is that if contract ϕ is simulated by a contract ψ, then all violations of ϕ are also violations of ψ. We will later prove that this corresponds to the notion of strictness, with ψ being stricter that ϕ.
Definition 9: 1) A contract ϕ is can be simulated by the contract ψ (written ϕ ψ) if and only if there is a simulation contract relation R such that (ϕ, ψ) ∈ R. 2) Two contracts ψ, ϕ ∈ C are equivalent, written ϕ ψ, if and only if ϕ ψ and ψ ϕ. Example 2: Consider the contracts ϕ = P k (a) and where a = b) . The transitions associated to these contracts are the following (considering ϕ 0 = ϕ and ψ 0 = ψ):
Through these automata, one can see that ϕ ψ. We now prove that contract simulation corresponds to contract strictness.
Theorem 1: Let A be system and ϕ, ψ ∈ C be contracts such that ϕ ψ. Then, if A violates ϕ, it also violates ψ: break(A, ϕ) ⇒ break(A, ψ). Proof: Since ϕ ψ then there is a simulation contract R such that (ϕ, ψ) ∈ R. On the other hand, since break(A, ϕ) there is a sequence of transitions ϕ A w = = ⇒ ψ A where break 0 (A , ϕ ). This sequence of transitions can be unfolded into a computation of the following form:
where n ≥ 0. We are going to prove that we can simulate that computation beginning with the contract ψ 0 such that (ϕ k , ψ k ) ∈ R for any 0 ≤ k ≤ n by induction on n. If n = 0 the proof is immediate, so let us consider the inductive case n > 0. Let us consider the first transition. There are the following cases:
So we obtain that we have the computation
Then we obtain the result by induction.
Case 2: ϕ 0
there is a predicate P 1 and a contract ψ 1 such that ψ 0 P 1 − − → ψ 1 and P 1 P 1 . vio(ϕ) vio(ψ), so A vio(ψ). Therefore the transition ψ A ψ A is possible. And we obtain the result by induction.
Case 3: A 0 a,s − − → A 1 with a ∈ Act. In this case we obtain ϕ 1 = ϕ 0 and ψ 0 A 0 a,s − − → ψ 0 A 1 . So again we obtain the result by induction. Now, since (ϕ , ψ ) ∈ R it follows that vio(ϕ ) vio(ψ ). But from break(A , ϕ ) we can conclude that (i) A vio(ϕ ).
We can also show that the strictness relation obeys various laws as expected.
Proposition 4: Let ϕ, ψ, ϕ , ψ ∈ C be contracts such that ϕ ϕ and ψ ψ then the following propositions hold:
We are going to prove the first one. We are going to prove that the relation R = ∪ {(ϕ; ψ, ϕ ; ψ ) | ϕ ψ, ϕ ψ } is a simulation contract. Let us take a two contracts belonging to R. If both contracts already are in there is nothing more to prove, so let us suppose that the contracts are of the form ϕ; ψ and ϕ ; ψ with ϕ ϕ and ψ ψ . First let us suppose ϕ; ψ ≡ , then ϕ ≡ and ψ ≡ . Since ϕ ϕ and ψ ψ , we obtain ϕ ≡ and ψ ≡ . Now let us assume ϕ; ψ − − → ϕ 1 and ϕ ϕ 1 . Therefore (ϕ 1 ; ψ, ϕ 1 ; ψ) ∈ R. The other case is when ϕ ≡ , then by clause (i) of Definition 8, ψ ≡ . Then ϕ; ψ ≡ ψ and ϕ ; ψ ≡ ψ so the result is trivial since ψ ψ .
The other cases are similar. In the case of the reparation operator we have to use Proposition 2. For the property 6 we also need to use Proposition 3.
VI. RUNTIME VERIFICATION OF CONTRACTS
Runtime verification [8] is a dynamic analysis technique, in which the underlying goal is that of building software monitors -auxiliary software components, whose sole role is to observe the system-under-scrutiny -and using the information to log, verify, enforce properties or add functionality. Although some element of monitoring of systems has been present since the first software programs, contemporary approaches typically focus on separation of concernsseparating the specification and implementation, and having a runtime verification tool handle the weaving of the two components together.
The operational semantics we give to contracts provides us with a framework for contract monitoring: to monitor contract ψ ∈ C, we start the monitor in state ψ and update the state whenever the system performs an action according to the operational semantics. A violation is reached once the VOLUME 5, 2017 violation predicate is satisfied by the system. In the rest of this section we concretely show how our logic can be automatically translated into a runtime monitor for the runtime verification tool Larva [9] .
Larva is an automaton based tool which enables the runtime verification of Java programs against specifications written using DATEs (Dynamic Automata with Timers and Events) -finite state automata extended by various features, including symbolic state, automata communication, timers and dynamic replication. For the scope of this paper, we limit the features of the specification automata to the ones we require for contract monitoring.
Definition 10: A simplified Larva automaton is defined over an alphabet of monitorable events and system states 1 . A simplified Larva automaton M is a tuple Q, t 0 , B, t , where Q is the set of states of the automaton, t 0 ⊆ 2 × Q are initial state conditionals, B ⊆ Q is the set of bad states, and t ⊆ Q × ( × 2 ) × Q is the transition relation.
The initial state relation is a set of pairs of states and conditions over system states such that each pair (q, C) in the set indicates that if the system is initially in a state θ which satisfies the predicate C (we use the characteristic set of a predicate to encode it in our formalism -i.e. state θ satisfies predicate C if θ ∈ C), then the system will start from state q. The transitions are labelled by the event which triggers them, and a predicate over the system state which has to be satisfied for the transition to be enabled. Informally, the semantics of Larva automata ensure that for the automaton to moves from state q to state q , (i) there must be a transition between the states: (q, (E, C), q ) ∈ t; (ii) the system performs event E; and (iii) the state of the system θ , satisfies the predicate: θ ∈ C. Bad traces (over event, system state snapshot pairs) are ones which take the automaton from an initial state to a bad state -with the language of bad states written as B(M).
A Larva automaton is said to be well-formed if (i) Q is finite; (ii) the initial relation is deterministic i.e. if (q, C) ∈ t 0 and (q , C) ∈ t 0 , then either q = q or C ∩ C = ∅; (iii) the initial relation is total i.e. = (q,C)∈t C; and (iv) the transition relation is deterministic i.e. if (q, (E, C), q ) ∈ t and (q, (E, C ), q ) ∈ t, then either q = q or C ∩ C = ∅. Full formal semantics of DATEs can be found in [9] .
In Larva, events can range over a variety of possibilities, such as method invocations and exiting, exceptions raised and messages sent by other automata. In our case, we limit ourselves to the moment an action terminates its execution (corresponding to the exiting from a method call in Larva). We will write (a, p) to denote the termination of execution of action a by component p. We can now define a translation from a contract to a simplified Larva automaton:
Definition 11: Given a contract ψ ∈ C, we construct the Larva automaton D(ψ) = Q, q 0 , B, t where (i) the set of states Q is defined to be the closure of ψ and ⊥: Q = {⊥} ∪ closure(ψ); (ii) the initial state q 0 is the initial formula ψ; (iii) the bad states only consist of state ⊥: B = {⊥}; and (iv) the 1 Providing a snapshot of variable values, program counter, etc. transition relation t behaves like a normal transition followed by predicate transitions, and choosing whether or not to go to the bad state based on the violation predicate:
− − → ψ } It is straightforward to show that the induced Larva automaton is well-formed.
Proposition 5: Given contract ψ ∈ C, the automaton D(ψ) is finite and deterministic.
Example 3: Consider the contract ϕ = F k (b)∧P k (a) with a = b (from Example 2). The automaton below depicts D(ϕ) limited to the transitions with actions by party k.
It is straightforward to see how the transitions for other parties can be extended.
We can show that the automaton construction preserves the semantics of the original contract.
Theorem 2: Given contract ψ ∈ C and system A, the Larva automaton D(ψ) is violated with system A if and only if A breaks contract ψ:
Proof: One can prove that (i) steps along the composed contract-system pair correspond to transitions in the automaton; and (ii) break(A, ϕ) corresponds to bad states in the Larva automaton. Using these two results, trace induction allows us to prove that the existence of a bad trace in the automaton is equivalent to a contract-breaking sequence in the contract-system composition.
VII. CASE STUDY
The case study presented in this section is inspired by an example described in [10] . It consists of a Plane Boarding Management System (PBMS) involving two different agents: the passenger and the airline company. The following contract between the airline company and the passenger regulates their interaction during check-in and the flight:
1) The passenger is permitted to use the check-in desk. 2) At the check-in desk, the passenger is obliged to present his boarding pass. If he does not do so, he must return to the check-in desk. 3) After presenting the boarding pass, the passenger must show his passport. 4) Henceforth, the passenger is (i) prohibited from carrying liquids in his hand-luggage until boarding; and (ii) prohibited from carrying weapons until the plane lands. If he has liquids in his hand-luggage, he is obliged to dispose of them. 5) After presenting his passport, the passenger is permitted to board and to carry hand-luggage. The airline company is obliged to allow the passenger to board. 6) If the passenger is stopped from carrying luggage, the airline company is obliged to put the passenger's hand luggage in the hold. In Table 1 , we list the obligations, permissions and prohibitions present in the PBMS contract. For instance, the first and second rows, clause 0 and 1, show the passenger permission of going to the checking desk and the passenger obligation to present the boarding pass, respectively. In the case of clause 1 a reparation (clause 2) could be made if this clause is violated, which is shown in the third row and depicts the passenger obligation of going back to the check-in desk.
The contract described in natural language can be formalised using as follows: Note that the formulas ϕ 0 to ϕ 4 are used to express different parts of the contract, and combined together in the top-level contract expression PBMS. For instance, the formula ϕ 0 formalises the permission of the passenger p to use the checkin desk, and ϕ 1 formalises her obligation of presenting her boarding pass. As expected, the reparation of formula ϕ 1 is the passenger obligation of return to the check-in desk, which is depicted as O p (PBP) O p (GBCh).
As already shown in a previous example, using the operational semantics we can transform the specification into an automaton, with states labelled with the violation predicate. This automaton is shown in Figures 1 and 2 . The evolution of the automaton corresponding to the first steps (until ϕ 2 ) is shown in the Figure 1 , which models the sequence execution of the first three formulas, that is, ϕ 0 ; ϕ 1 ; ϕ 2 .
From that point the evolution corresponds to the parallel evolution of the automaton, appearing in the second picture (Figure 2) , that is the parallel execution of formulas 3 and 4, which is defined as ϕ 3 ∧ ϕ 4 , which corresponds to clauses 4 to 10 in Table 1 . Due to the explosion of states of this composition, we only show the components instead of the full automaton.
VIII. CONCLUSIONS
In this paper we have presented a contract calculus, enabling us to reason about contracts independent of the systems on which they are applied to. We have introduced a notion of bisimilarity between contracts, which takes into account predicates over system states. We have shown how the semantics can be used for the runtime verification of contracts, by translating contracts into the specification language of the Larva runtime verification tool. Finally, we showed the utility of the calculus by applying it to a airline check-in desk case study.
There are various research directions we intend to explore. From a practical perspective, we will be looking into automated runtime verification of contracts, and looking at how this scales up with more complex contracts. From a theoretical perspectives, there are various questions we are yet to explore -from identifying conflicts in our contract language, to looking at automated synthesis of the strongest contract satisfied by a given system (analogous to the weakestprecondition) and synthesis of the weakest system satisfying a given contract. Her research goals are aimed to make software more reliable, more secure, and easier to design. Her primary technical interests include software engineering and related areas, including contract specification, program monitoring, testing, and verification. Her research combines strong theoretical foundations with realistic experimentation in the area of web services and cloud computing. 
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