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ABSTRACT 
The study attempted to identify, replicate and validate subgroups of high school 
students based on similarity of their responses to items of the ACT-Interest Inventory. A 
data set collected in 1973 and in 1976 - 1979 by the American College Testing 
Program/Institute for Demographic and Economic Studies was used for this study. 
Random samples were selected and clustered with two hierarchical cluster analysis 
techniques (Ward's method and average linkage method). Average linkage did not yield a 
meaningful structure. A six-group solution was selected from Ward's method results for 
further study. Evidence for replicability of the clusters across samples was sought. Five of 
six groups appeared consistently across subsamples. The groups did not match the six 
themes suggested by Holland's hexagon. No Enterprising or Conventional groups were 
found. Strong sex differences appeared: Investigative and Realistic groups were at least 
two-thirds male; Artistic groups were predominantly female; and only Social groups were 
gender balanced. Replicability of the clusters was also studied by assigning members of 
two subsamples to clusters based on the structure of a third subsample. Two-thirds of 
members of these subsamples were accurately assigned. 
Demographic variables selected from an MANOVA on a fourth subsample were 
analyzed to explore differences between the clusters. An overall MANOVA was highly 
significant but variables hypothesized to be related to clusters (job values, family 
variables, socioeconomic factors, and job satisfaction variables) were not significant. 
Remaining variables were selected empirically to validate cluster structures generated by 
two other samples. Significance was found for sets of variables in two domains: seven 
demographic variables (especially gender) and seven values/preferences variables. A 
X 
discriminant analysis found sex differences were so powerful that other differences were 
somewhat overshadowed. 
Sex differences were examined by separately clustering male and female subsamples. 
Females formed six groups and males formed nine groups. Significant differences also 
emerged on the demographic and values/preferences variables by gender. When creating 
groups by clustering, it was clear gender had a differential impact. 
The literature has raised questions about the choice of items or scales for generating 
clusters. Two additional clusterings using scales were undertaken to consider this issue. 
Ward's method yielded similar results with both items and scales. Average linkage 
peribrmed better with scales but still had a tendency to chain, thereby creating one large 
group. When examined by discriminant procedures, two subsamples of Ward's clusters 
produced different results. Limitations of these findings and suggestions for ftiture 
research were discussed. 
1 
INTRODUCTION 
Career Choice 
One can categorize issues which lead individuals to seek certain academic pathways 
and careers into several different categories. The most traditional view would note such 
aspects as interests, abilities, and values, but additional factors such as decision-making 
styles, academic orientation, or a data-people-thing orientation may also be significant. 
One's stated occupational choice or college major is the simplest way to express these 
issues. Several significant efforts have been made to classify people by occupation. These 
include Holland's hexagonal schema (1985), Prediger's data-people-thing preferences 
(1981), Roe's eight categories (1957), and the United States Department of Labor's 
scheme laid out in the Dictionary of Occupational Titles (1977). Sokal (1974) noted the 
principal scientific justification for establishing classifications is that they are 
"heuristic"— that is, they stimulate interest as a means of furthering investigation. He 
added classifications need to lead to the stating of a hypothesis one can test. 
Mere listings of occupations in groups, however, do not reveal the underlying 
dimensions on which these choices of occupations vary. Thirty-five years ago, Blau, 
Gustad, .lesson, Parres and Wilcox (1956) attempted to integrate social structure with 
various personal effects upon career choice. They delineated various socioeconomonic 
barriers individuals confront in making career choices. Most psychologically-based 
theories focus on internal factors, These theories fail to give enough weight to the 
importance of family economic resources, quality of primary and secondary education, 
prestige, midlife changes, vocational behavior of minorities, and career modeling. 
Scouring of the literature has failed to retrieve any theories which cover all psychological, 
sociological, and economic dimensions. 
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Recent efforts, such as Astin (1984), are initial attempts to include explicitly both 
personal characteristics, social forces, and their interactions, but have met some criticism 
as not generating meaningful predictions. With the volume of literature and many 
approaches of each area, such an endeavor would probably have to create a whole new 
integrative discipline. 
Of the many methods devised to categorize individuals, an occupational label is 
perhaps one of the most easily understood. A diagnostic label of borderline personality 
disorder to characterize someone is quite likely to be misunderstood by those who are not 
mental health professionals. Nearly everyone, however, has a stereotyped picture of 
someone who is an accountant (Osipow, 1962). These stereotypes have been shown to be 
stable, and to some degree, accurate (Super & Bohn, 1970). With the rapidly changing 
technology of recent years, there are many occupational titles which are emerging which 
do not yet create a stereotyped picture (e.g., CD ROM engineer). Thus, even this simple 
categorizing approach suffers as the number of occupations has exceeded the capacity of 
most individuals to recognize, differentiate and/or understand the work involved. 
Vocational Interests 
Vocational interest is one of the most studied dimensions of counseling 
psychologists. Super and Bohn (1970) operationally defined interests as likes and dislikes 
for activities and objectives vocationally related to work. Counselors have made 
extensive use of vocational interest inventories in career counseling. Prediger (1974) 
offered three primary roles of such instruments in career guidance: (a) to stimulate, 
broaden and provide a focus for career exploration, (b) to provide "what if information 
with respect to vaiious career options, and (c) to stimulate exploration of the self in 
relation to a career. He also noted the need to avoid a routine "square peg" approach to 
career counseling. 
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Vocational Taxonomy 
One means to promote Prediger's set of goals is to provide some sort of schema, or 
taxonomy, of individuals which would reflect their unique interests and needs. This could 
lay the foundation for differential counseling or services to the various taxonomic groups. 
Thus, such an approach would serve to maximize an interest inventory's impact in the 
above roles. 
Pritchard (1962) stated we need to give more attention to the differences within 
occupations, as appropriate and productive in the individual's case. One should consider 
dividing titles such as lawyer, physician or psychologist into types. The many differences 
among the various settings one finds such occupations may or may not be of potential 
interest or significance to the individual. Schein (1971) noted one also needs to consider 
both a person's level and movement within an organization in order to describe accurately 
his or her current career status. 
Current interest inventories, as a group, focus on the similarities within occupations 
rather than attend to the range of differences that exist. Dolliver and Nelson (1975) raised 
these concerns several years ago. They suggested differences within an occupation are 
important and similarities may be trivial and overused in occupational interest 
inventories. Indeed, using data from women in five different occupations (representing 
five different Holland types), Zytowski and Hay (1984) used Ward's method to cluster an 
index of similarity from Kuder's Person-Match (Kuder, 1977a, 1980). Clustering on two 
samples failed to recapture the membership of the five original groups. The authors 
interpreted these findings as suggesting there may be important differences in the 
interests of persons within the same occupations. Suziedelis and Lorr also offered this 
argument in 1973. The research reported in the literature seems to assume that 
occupations are reasonably homogeneous within themselves and heterogeneous with 
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respect to each other. This is the basis for most normative interest inventories which 
provide comparisons to persons in various occupations. Kuder (1977b), on the other hand, 
proposed that there may be as many occupations as there are persons in them. 
Career Development 
Psychologists have written volumes on characteristics that contribute to career 
development. Crites (1973) identified five different career competencies: self-appraisal, 
occupational information, goal selection, planning, and problem solving. Twelve years 
ago, Crites (1974) described much of current career counseling as "three interviews and a 
cloud of dust." While one might now have to include with his description one or two 
sessions at a computer using CHOICES, SIGI-Plus or DISCOVER, the overall image still 
seems much too familiar. Many counselors often provide a relatively standard "test and 
tell" package to clients requesting career counseling with little effort to identify which 
career competencies need the most work. Even with the flexibility computerized 
packages provide, some counselors have relatively uniform prescriptions of which 
activities from the program's menu to recommend to a career client. Many approaches 
have been suggested but little guidance has been provided as to which individuals would 
most benefit from the various methods available. 
Over the past quarter-century, a great deal of research has been published comparing 
various treatment approaches to career counseling. This research has focused on 
(a) individual and group treatment, (b) self-help approaches and group treatment, 
(c) individual treatment, group treatment and self-help approaches, and finally, 
(d) individual treatment and self-help. Research on these four approaches did not detect 
major differences between any of them. In their review of 47 published articles, Pickering 
and Vacc (1984) evaluated career interventions with college students. They found long-
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term interventions were more successful than short-term (but found a lack of 
methodological rigor in these studies). 
One methodological limitation has been identified for most of these studies. 
Kivlighan, Hageseth, Tipton and McGovem (1981) noted few of these research designs 
include examinations of differences between individual clients. They sorted college 
counseling center clients into people-oriented or task-oriented groups based on their 
scores on Holland's (1966) Vocational Preference Inventory and as to whether they 
received individual or group treatment. This study found a treatment approach was more 
effective if it was congruent to a client's people- or task-orientation. More often multiple 
effects from a standard treatment are sought out (e.g. Remer, O'Neill & Gohs, 1984). In 
their review of career research, Holland, Magoon and Spokane (1981) noted there is 
currently no compelling evidence for providing specific treatments by matching them to 
specific problems of clients. 
Overview of this Study 
The study presented in this paper is an attempt to find subgroups of people based on 
the similarity of their responses to interest inventory items. The literature on a variety of 
topics will be reviewed to help the reader understand the many different factors that 
impinge on this approach, the decisions that need to be made in selection of a procedure, 
and the implications of the approach for future research. Research in the following areas 
will be discussed: approaches to classification; an overview of cluster analysis with 
specific attention to measures, methods and validation of clustering solutions; the uses of 
cluster analysis in the psychological arena, with vocational data, and specifically with 
interest inventories; relevant data on sex differences in interest measurement, and 
research on other important variables in career choice. Finally, an overview of research 
based on a data set jointly collected by the American College Testing Program and the 
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Institute for Demographic and Economic Studies (IDES) will be provided. It is this data 
set that was used for the present study. 
Briefly, several random samples will be selected from this ACT/IDES dataset and 
clustered with two popular hierarchical cluster analytic techniques (Ward's method and 
average linkage method). These clusters will be explored to search for replicability across 
samples and for meaningfulness of the clusters themselves (using multivariate statistical 
methods). Sex differences will be paid special attention by also clustering separate male 
and female samples. Finally, the literature has raised a question about the choice of items 
or scales for clustering. Two additional clusterings using scales will be undertaken to 
consider this question. 
If this approach is successful, this technology of clustering individuals based on their 
responses to inventory items could be quite useful. It could be used to detect subtypes 
within a general population that may benefit from different experiences or treatments. 
Using this type of ACT data to generate cluster groups, college students could be offered 
information as to coursework or careers the students might find of interest, various routes 
to careers they might consider, or invitations for special help based on their membership 
in a specific group. 
This approach may also have some benefits in retention research in higher education. 
Clustered groups may provide a means to help sort incoming students into high and low 
risk groups. One can then target interventions aimed to reduce attrition at members of the 
high risk groups. Before any of these approaches can be undertaken, the nature of groups 
generated by cluster analysis techniques must be shown to be understandable, reliable, 
and meaningful. This study with ACT data is a beginning effort to establish the validity 
of using clustering with interest inventory data to create groups. 
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LITERATURE REVIEW 
Classifîcation 
Early Approaches 
An article by Owens and Schoenfeldt (1979) discusses psychology's efforts at 
classifying persons. Initially, such approaches as Sheldon's somatypes or James' and also 
Jung's reliance on temperamental or adjustive characteristics were suggested. Most of the 
early typologies, however, were not behaviorally based and lacked substantial validity. In 
addition, they involved categories so broad the enormous complexities of individual 
differences were ignored. Alternate approaches resorted to complex models which 
contemplate predictions from the interaction of human characteristics and environmental 
contexts. Thus, classifications such as Holland's hexagon use both persons and situations 
in their formulations. 
Statistical Approaches to Classification 
Statistical techniques provide an additional means of a classification. Factor analysis 
has long been used to classify variables in various psychometric instruments and give 
some sense of their structure. Somewhat analogously, cluster analysis has been used to 
classify individuals and give some sense as to the underlying structure of these groups. In 
order to provide background for the remainder of this study, a brief review of taxonomic 
classifications, cluster analytic approaches, and some current methodological concerns 
will be presented here. 
Goals of Taxonomic Classification 
Sokol (1974) has described the paramount purposes of classification as describing 
"the structure and relationship of the constituent objects to each other and to similar 
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objects, and to simplify these relationships in such a way that general statements can be 
made about classes of objects" (p. 1116). According to Wiggins (1973), the goal of 
taxonomic classification is to provide a manageable number of (a) homogeneous and (b) 
mutually distinct groups that occur with (c) sufficient frequency to provide for reliable 
prediction. Choosing the variables to be employed is the critical decision in the fonnation 
of these classes. Once selected, the prediction system is essentially "set." The eventual 
success of this system is a function of the relevance of these selected predictor variables 
and the classes of nontest behaviors to be predicted. Wiggins (1973) established six 
criteria for selecting these variables: (a) available; (b) objective; (c) reliable; (d) 
multidimensional; (e) valid; and (f) theoretically relevant. 
Gangestad and Snyder (1985) provide a lengthy discussion of efforts to "carve nature 
at its joints" and find discrete classes in personality. They note most personality variables 
do not cluster tightly enough to form useful phenotypic categories. True genetic 
categories would suggest a latent variable thought to be distributed into discrete classes 
rather than along a continuous dimension. These authors propose identification of these 
genetic categories would help to identify real, psychological entities. They caution against 
using both class variables (e.g., race, gender) and continuous variables (e.g., scale scores) 
to describe a group. They believe combining both types of variables sometimes leads to 
descriptions which may be confusing in terms of psychological significance. 
Cluster Analysis 
Cluster analysis is one technique for developing such taxonomic systems. The results 
of a cluster analysis are an aid to developing explanatory hypotheses about the data by 
reasoning from the data. Unlike other statistical methods for classification, such as 
discriminant analysis, it makes no prior assumptions about important differences in the 
populations. One may view a set of clusters as a proposition concerning the organization 
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of the data. This proposition can provide a novel interpretation of what is already known 
or suggest previously unnoticed regularities and relations. The proposition may contain, 
however, sheer falsehoods or nonsense. One must not be easily persuaded to accept the 
clusters as gospel produced by a computerized algorithm. One needs an external reference 
to judge the "goodness" of the generated clusters. Sargent (1979) cautions some cluster 
analysis methods are powerful enough to superimpose inappropriate structure on the data. 
Most methods do force a structure on the data, even if there is not one within the data. 
Blashfield (1984) begins his chapter on cluster analysis with "the Law of the 
Hammer," a quotation from Abraham Kaplan. It reads, "Give a small boy a hammer, and 
suddenly he will discover everything needs pounding." Blashfield cautions researchers 
against indiscriminate clustering on data sets that just happen to be available. "The 
finding that different clustering methods generate different solutions to a common data 
set has been frequently noted in the literature" (p. 226). 
Clustering, nevertheless, does provide an effective alternative to the prohibitively 
laborious means of examining the frequency of all possible combinations in a sample. 
Wiggins (1973) illustrates this point with MMPI profiles. If a researcher were to consider 
rigorously the concept of similarity of such profiles, he or she would have to examine an 
extremely large number of potential classes. For example, the ten main MMPI scales 
would yield 10! potential categories — yet even this large number of groups ignores 
profile elevation, shape and scatter. 
A variety of measures can be used to compare the similarities of different groupings 
through cluster analysis. A standard Pearson product-moment correlation or a rank order 
correlation uses shape, but fails to consider both the elevation and scatter components of 
profile similarity. Clustering with a generalized Euclidean distance function (d^) 
considers elevation, shape, and scatter in its index of similarity. This distance function is 
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defined as the sum of squared Euclidean distances between all variables for any two 
profiles (Cronbach & Gleser, 1953). This measure assumes the variables of the profiles 
themselves are uncorrected. Gati (1985) has criticized the use of d^ with vocational 
interest inventory scales. He believes it violates the assumption of independence among 
the scales and may disregard other common elements of the two profiles. Orr (1960) 
notes d^ takes no account of the direction of differences. In addition, no distance value is 
unique. It may reflect a large difference between two profiles on only one dimension or 
accumulated small differences on all dimensions or anywhere in between. The choice of 
the similarity measure will most likely color the number and structure of clusters 
generated in this analysis. Unfortunately, making the "correct" choice is a difficult 
problem in view of the factors mentioned above and the lack of research which clearly 
spells out the advantages and pitfalls of the various measures. For this study, both d^ and 
correlation will be used in an effort to highlight effects from the choice of measure. 
Use of Cluster Analysis 
During the last fifteen years, users of cluster analysis in both the biological and social 
sciences have been developing strategies for clustering and providing a theoretical 
context for many of these techniques. The theoretical justification of a particular approach 
has only rarely been embedded in any standard statistical framework (Baker & Lawrence, 
1975). Rather than test hypotheses relating to the existence of clusters, most work has 
served merely to describe the data. Most researchers, uninterested in the complex 
hierarchy, focus only on the single partition which best organizes their data in some 
substantively interprétable manner. 
Cluster analysis has been applied to many areas of counseling research. Borgen and 
Weiss (1971) reviewed the application of the methodology to research in counseling 
psychology. They advocate the use of cluster analysis to form homogeneous groups of 
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people. These subgroups may be used to investigate the effects of differential counseling 
treatments in order to consider moderator effects and interaction effects between person 
and treatment variables. Borgen and Bamett (1987) provided an overview of when 
psychologists should consider using cluster analysis. They suggest it is an appropriate 
technique to explore the structure of complex data, to test prior classifications, or to 
simplify a complex data set into meaningful groups. McConnaughy, DiClemente, 
Prochaska, and Velicer (1989) provided such an example with a study of adult outpatients 
treated in a state psychiatric facility. They used Ward's method to cluster individuals by 
scores on the Stages of Change Scales. Eight clusters emerged which seem to reflect 
variations of four distinct stages of change. 
Most often, clustering is used to form groups of people. In contrast, Elliott (1985) 
used average linkage and complete linkage methods to cluster similarity matrices of 
helpful and nonhelpful counseling events. He found high agreement between the 
solutions of the two methods and created a schema to classify these counseling events in 
subgroups. Berven (1985) used Ward's method to classify case management situations to 
help clarify their reliability and validity. 
Methods of Cluster Analysis 
Several methods of cluster analysis have been developed. One can roughly divide 
these into hierarchical and nonhierarchical methods. Hierarchical approaches form groups 
by successive steps from a proximity matrix. Most typically, the process is agglomerative. 
With agglomerative methods, one starts with specific objects (or people) and joins them 
into groups, one such joining at a time. The procedure may combine two objects to form a 
group, add an object to an existing group, or merge two groups. As the process continues, 
the groups become larger and larger. At the last joining, all the objects merge into a single 
group. A key decision is being able to identify the point at which to stop clustering. One 
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needs to recognize when such dissimilar groups are being merged so as to obscure the 
true structure of the data. This allows a researcher to select several partitions to examine 
as to the adequacy of the classification they generate. The determination of the number of 
final groups is still problematic and not yet fully clarified in the literature (Everitt, 1979; 
Milligan & Cooper, 1985, 1987; Mojena, 1977). 
Hierarchical methods are more commonly used than nonhierarchical methods 
(Blashfield, 1976; Romesburg, 1984). In one analysis of the literature, Romesburg (1984) 
found hierarchical methods are used ten times more often than nonhierarchical 
approaches. The four most common hierarchical approaches are Ward's (1963) method, 
single linkage, complete linkage, and average linkage. These approaches will be 
discussed below. 
Ward's Method 
Ward's method forms hierarchical clusters which have minimum within group 
variance and maximum between group variance at each successive stage of the clustering 
process. Squared Euclidean distance (d^) is used as the measure of pairwise profile 
similarity. For example, in classifying profiles, each one of n profiles is considered to 
form a group with one member. The procedure then combines the two most similar 
profiles on the generalized distance function, which yield n-1 groups. The same process is 
repeated (noniteratively) until only one group remains. An error index, the overall 
estimate of group variance, is generated at each step of the clustering process. This index 
is useful in determining which step yields an optimal partitioning of the data. Berven 
(1985) describes the optimal level as the clusters providing "an adequate compromise 
between minimizing the number of clusters and maximizing within-cluster homogeneity" 
(p. 102). 
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Deciding at what level to stop clustering is a partly subjective process. Ward's 
method, like other stepwise hierarchical methods, does not guarantee variance will be at a 
minimum for a given number of groups. This procedure is noniterative. Once added, a 
member may not move even if it would result in a smaller within group variance. Ward's 
method also eventually forces all members into clusters. If one includes outliers in the 
groups, a lowering of the homogeneity of the clusters may result (Everitt, 1975). Purging 
outliers from the data may not always be the best solution to this problem because in 
certain situations such observations may have a high information content (Anscomebe, 
1960; Kruskal, 1960). Earlier research using Ward's method produced results which are 
both valid and replicable and which also seem intuitively meaningful (Borgen, 1970; 
Jones, 1968; Schoenfeldt, 1966). Borgen and Weiss (1971) note three advantages to 
Ward's hierarchical grouping method: it has intuitive appeal, it has objectivity (for the 
most part); and has been adapted for computer processing. Now, the latter is less 
advantageous as statistical packages such as SAS and SPSSx include a variety of 
clustering algorithms. Using a Monte Carlo simulation, Kaufman (1985) found Ward's 
method performed well with minimal impact by measurement error. Ward's method has 
been recommended for consideration when choosing a clustering method (Milligan & 
Cooper, 1987). 
Linkage Methods 
Single linkage. This is the first modem clustering method, introduced independently 
in psychology by McQuitty (1957) and in biology by Sneath (1957). This agglomerative 
method searches the proximity matrix and builds clusters based on some definition of the 
nearness of the objects. An object will be joined to an existing group if at least one 
member of this group is on the same level of similarity as the object being considered. 
Thus, each object need only have a single link to the cluster as a whole. This approach 
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has the unwanted side effect of "chaining." This means the tendency to put the majority 
of objects into one cluster. This approach has not performed well in comparative studies 
of clustering methods. 
Complete linkage. Sokal and Michener (1958) developed this method which takes an 
opposite approach to the single linkage method. The algorithm will consider adding an 
object to a cluster only if it is within a certain level of nearness lo all members of that 
cluster, rather than to just a single members. This defines the distance between clusters as 
the distance between their most distant pair of objects. It tends to generate dense and 
spherical clusters. Nature is rarely quite so orderly and this method has not accurately 
captured known structures in simulation studies. 
Average linkage. Blashfield (1984) suggests average linkage, more precisely known 
by the unwieldy name unweighted pairwise group mean averaging (UPGMA) (Sneath & 
Sokol, 1973), as a "compromise" between single linkage and complete linkage. It 
attempts to minimize the biases of both. The algorithm here computes the average 
similarity of an object under consideration with all the objects already in a cluster. The 
next joining is chosen from the pairs of possibilities by selecting the pair that has the 
lowest average similarity. 
One may consider single linkage as too liberal. It joins groups at any excuse (i.e., 
with only a single link). By contrast, complete linkage is too conservative since it requires 
complete links among all members of both groups based on the value of the average 
similarity among the groups. Average linkage is a compromise because it joins groups 
based on the value of the average similarity among the groups. In the literature, average 
linkage has performed well. Sneath (1966) and Cunningham and Ogilvie (1972) found 
average linkage and complete linkage superior to single linkage. Milligan (1980) found 
average linkage superior in one of his Monte Carlo comparison studies. Average linkage 
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has also been recommended for consideration when choosing a clustering method 
(Milligan & Cooper, 1987). 
Nonhierarchical Methods 
These methods create clusters through a variety of means — ranging from density 
searches, clumping, and even graphical approaches. The most common nonhierarchical 
method is the fc-means iterative partitioning method. Here the researcher predetermines 
the number of clusters. The computer program works to calculate centroids for a set of 
trial clusters. Each object is placed in the cluster with the nearest centroid. The program 
then recalculates the centroids and reallocates the objects. This process is repeated until 
there are no further changes in cluster membership. This method is accurate if one has 
reliable a priori information about the number of clusters. It is not a good exploratory 
tool. The behavioral sciences have made little use of nonhierarchical methods — 
presumably due to the difficulty in identifying the number of clusters in advance. 
Which Method Should be Used? 
Blashfield (1984) noted no clustering method has gained clear ascendancy as the 
preferred method for future research applications. Of the four major hierarchical methods. 
Ward's (1963) minimum variance grouping approach was found in one comparative study 
to yield the best results (Blashfield, 1976). In a comparative study of 23 different methods 
of cluster analysis (in an exemplary four-stage design), Morey, Blashfield and Skinner 
(1983) found Ward's method provided a particularly powerful solution in comparison to 
other techniques. In another study the same year, Milligan, Soon and Sokol (1983) 
compared single linkage, complete linkage, average linkage, and Ward's method on 
generated data sets. All four methods were generally consistent. Ward's method was best 
in identifying clusters of equal sizes but average linkage was best at identifying clusters 
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of unequal size. All methods were judged better with larger numbers of clusters. The 
authors speculated few opportunities to make merge errors could occur at high levels. 
Since these four procedures are all noniterative, no corrections for merge errors are 
possible. Thus, once a member joins a group, it cannot move to a different group at a 
subsequent step. 
Average linkage methods (using Pearson product-moment correlations as the 
similarity measure) and Ward's method (using d^) have been shown to be good at 
recovering clusters in several studies (Edelbrock, 1979; Milligan, 1980; Milligan, 1981; 
Milligan, Soon, & Sokol, 1983). Kuiper and Fisher (1975) found Ward's method was 
superior, as did Blashfield (1976). In Milligan and Cooper's (1987) recent review of 
clustering methods, they compared five hierarchical clustering methods across eleven 
different studies. They found Ward's method performed more uniformly than did any 
other method and performed quite well overall. In some studies, average linkage 
surpassed the performance of Ward's method but in others it did not always generate the 
best results. They found that complete and single linkage methods did not perform well 
overall. They also suggested a beta-flexible method showed promise but noted only two 
studies in their review used that technique. 
Lorr (1983) summarized research of clustering and suggested average linkage 
appears best and somewhat superior to other methods. He notes Ward's method is 
superior where the clusters are well separated in terms of elevation. In an earlier study 
(Lorr & Suziedelis, 1981), average linkage and Ward's method yielded similar results 
with MMPI profile types. Lorr and Suziedelis (1990) also compared Ward's method and 
the buildup method to cluster scores on the Interpersonal Style Inventory. They found 
Ward's method provided good matches in clusters generated across subsamples compared 
to buildup. Scheibler and Schneider (1985) compared nine hierarchical and four 
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nonhierarchical methods with Monte Carlo tests of accuracy. They found Ward's method 
was one of the best when using d^ and recommended average linkage if one used 
correlation as a measure of similarity. Jamison, Rock, and Parris (1988) compared Ward's 
method and A:-means by clustering chronic pain patients using 9 subscale scores of the 
Symptom Checklist 90. With both methods, they found three clusters, with high 
agreement across methods. 
Fisher, Anglin, Weisman, and PuUiam (1989) compared five different clustering 
procedures on substance abuser's MMPI scale scores. They found all five gave different 
cluster solutions. In this study, average linkage performed the worst of the five. They got 
the best results with a complete linkage method using Pearson correlation, rather than 
with d^. In this case, the researchers suggested the clinical use of shape when examining 
MMPI profiles called for a measure most sensitive to shape, (fi offered too much noise 
due to its attention to elevation to separate adequately these groups. 
Fuerst, Fisk, and Rourke (1989) used five different clustering methods to categorize 
school children referred for neuropsychiatrie testing using nine scales of the Personality 
Inventory for Children. All methods correlated well with a structure generated from a Q-
Factor Analysis and extracted the same three groups. Ward's method, however, actually 
perfonned the worst in recreating the Q-Factor subgroups, yet still created a meaningful 
structure with the data. 
Fraboni and Cooper (1989) explored six hierarchical clustering methods using 
Wechsler Adult Intelligence Scale-Revised (WAIS-R) subtest scores for a group of 
insurance claimants injured in industrial or motor vehicle accidents. Each analysis 
employed d^ as the measure of similarity. They selected a three-cluster solution for study 
based on earlier research. Next, they examined the similarity of cluster assignments. 
Ward's method showed good agreement with only the centroid method. Ward's method 
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and average linkage method were not statistically significant in the agreement of their 
cluster structures based on this data. The authors suggest that these divergent structures 
can be useful when using cluster analysis in exploratory research. 
Procedures for Clustering 
Blashfield (1984) offered several steps to use no matter which cluster method one 
selects. These are: 
1. Perform descriptive statistics on the data. Both the variables that will be clustered 
and variables to be used for external validation should have basic descriptive statistics 
calculated. 
2. Compute univariate descriptive frequency distributions. (This suggestion is shared 
by Maxwell (1972) who believes spurious results can arise when the distributions are 
highly askew.) 
3. Analyze the data for outliers. One needs to determine the need to delete any of 
these outliers from the data set before clustering. Some methods are more susceptible to 
the impact of outliers. Alternatively, Aldenderfer and Blashfield (1984) suggested one 
might consider outliers to be representatives of poorly sampled subgroups of cases. 
Discarding them excludes these groups from the proposed structure — not necessarily a 
helpful solution. More (1981) found detection and deletion of outliers by statistical tests 
prior to clustering led to more accurate recovery of known groups. Edelbrock (1979) 
suggests outliers play a greater role in determining the character of clusters as one gets to 
smaller number of groups. Several writers have offered ideas on how to remove outliers 
to improve results (Comrey, 1985; Bamett & Lewis, 1978; Gnanadesikan, 1977; 
Hawkins, 1980; More, 1981). 
4. Unless the relationships of the clustering variables are akeady known, perform an 
exploratory factor analysis to search for such relationships. If there are factors with 
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unequal number of variables, this creates an implicit weighting in favor of the larger 
factors when assigning membership/similarity. This varied weighting would blur 
distances between clusters not widely separated in the data. Such bias stems from a 
failure to comply with assumptions of normality of distributions of the factor scores. 
5. If the variables do not have a common metric, standardize the data so variables 
with larger variance do not necessarily receive more weight in the calculations of the 
similarity matrices. 
6. Select a clustering method and a similarity measure. If different measures are used, 
one might expect some differences in the cluster solutions that will be offered. Two 
different clustering methods might be used (Blashfield, 1980; Lorr, 1983). If the solutions 
agree, they have some generality. Lorr also argues for use of the distance measure as it 
considers elevation. Correlation does not. Other authors support this contention 
(Cronbach & Gleser, 1953; Fleiss & Zubin, 1969). 
7. Estimate how many clusters exist. There are no clear guidelines offered. This is the 
step many statisticians feel is the most subjective in clustering. Part of the difficulty here 
is the lack of a suitable null hypothesis and the complex nature of multivariate 
distributions. In social sciences, the most often used means is a heuristic one — by visual 
inspection of a dendrogram or by examining a plot of error terms and looking for a 
discontinuity. Milligan and Cooper (1985) report on a variety of "stopping" techniques 
they applied to some "error-free" Monte Carlo data but were not able to offer a definitive 
suggestion. Mojena (1977) compared several statistical "stopping rules" to determine the 
"optimum" partition of the data. These rules, however, require guessing values for the 
predicted number of clusters and the standard deviation of the population. Most often in 
exploratory research, there is not a clear prediction of the number of expected clusters 
from a particular data set so these rules may not be able to be applied. 
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8. Validate the cluster solution. One needs to make sure the solution is not just forced 
on the data but is rather a discovery of natural groups within the data. Several researchers 
have recently offered ideas on comparing solutions from different samples (Bock, 1985; 
Hubert, 1983; Kendall, 1986; Milligan & Cooper, 1987). Milligan and Schilling (1985) 
discussed four statistical measures to examine agreement between different sets of 
partitions generated from the same data. They recommend use of an adjusted Rand's 
statistic (Morey & Agresti, 1984). Dubes and Jain (1979) provided a more extensive 
discussion of the issues associated with validation and testing of cluster solutions. 
Meaningfulness of a Cluster Solution 
Blashfield (1984) stated that given the problems associated with the variety of 
clustering methods, researchers need to validate carefully any clustering solution. He 
outlined four different types of procedures to decide if a cluster solution is meaningful or 
not. Researchers may use one or more to attempt to establish meaning. These are: 
1. internal validity statistics— to assess the degree of homogeneity in the clusters. 
Researchers need to know if the clusters are "tight" and if they are relatively discrete 
groups of data. Several different statistics, such as Tryon and Bailey's (1970) 
homogeneity statistic and Wilks' lambda (Friedman & Rubin, 1967), were developed to 
measure this. 
2. replication procedures— to assess generality of the cluster solution. If it has 
generality, one should find the same solution across different samples. One can use 
subsets of a large data set and compare solutions for similar clusters (Romesburg, 1984). 
Chignel and Stacey (1981) offered an explicit means of evaluating clusters generated 
from two different samples. 
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3. graphie method— one can try to look for similar clusters visually on plotted data. 
One can compare dendrograms or other presentations of clusters but this is subject to 
more interpretation problems than a statistical approach offers. 
4. external validation — compare clusters in terms of variables not used to form 
these clusters. Test for significant differences among the clusters on these variables. 
Finney and Moos's (1979) study offers a good example of this procedure. 
Reporting Clustering Research 
Aldenderfer and Blashfield (1984) offer some guidelines for reporting clustering 
research in an effort to help the scattered literature integrate new information and make 
more useful and accurate links to other research. These include providing an 
unambiguous description of the clustering method used, along with relevant citations. 
One should clearly describe the choice of similarity measure (e.g., d^ or Pearson product-
moment correlation). In addition, researchers should specify what computer program they 
used to generate clusters. Some programs purporting to execute the same procedure offer 
different results on the same data. One should explain, not merely report, the procedure 
used to determine the number of clusters. Finally, an adequate validity of the cluster 
analysis should be presented. 
Cluster Analysis in the Psychological Arena 
Owens (1969) noted the dozen or so applications of the method in the psychological 
literature at that time showed results which generally can be considered psychologically 
meaningful. Thus, additional use of the method seems desirable with psychological data. 
Skinner and Blashfield (1982) suggest clustering methodology has found some 
acceptance among researchers, but clinicians do not yet value the approach. Very few 
classification schemes based on clustering research have found their way into a clinician's 
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office. They suggest researchers need to conduct more clinically relevant studies in order 
to foster acceptance of the methodology and to encourage cooperation of clinicians in 
future research efforts. 
Cluster analysis has been used in several diverse psychological settings. Children and 
adolescents have frequently been the subjects of such investigations. Jenkins (1966) used 
cluster analysis techniques on a 90 symptom checklist collected from patients at child 
guidance clinics. The five clusters obtained constituted the basis for the DSM-U 
(American Psychiatric Association, 1968) classification of behavioral disorders of 
childhood and adolescence. In a study by Gdowski, Lachar, and Kline (1985), an eleven-
category scheme for child and adolescent psychopathology was created by clustering 
scale scores on the Personality Inventory for Children. Curry and Thompson (1985) found 
seven clusters of developmentaUy disabled and psychiatncally referred children based on 
their patterns of behavioral disturbance using a hierarchical clustering procedure. Lacy 
(1989) use parents' ratings on the Louisville Behavior Checklist to cluster children, age 
seven to twelve, with psychopathological behaviors. She found seven intermediate and 
two broad groups. Speece and Cooper (1990) studied first graders, many considered at 
risk for school failure. They used cluster analysis to sort these students into six distinct 
clusters. These clusters were successfully replicated across two samples and may have 
implications for determining appropriate interventions for a child at risk. Bools, Foster, 
Brown, and Berg (1990) used Ward's method to try to cluster students who refused to 
attend school and truants. They found three groups which separated those with school 
phobia from those with conduct disorder, and a third less-disturbed group. Feldman 
(1990) derived factor scores from several tests of language, visual-motor skills, and 
memory. He clustered these scores from a group of reading-disabled children and normal 
achieving children. The children clustered into four groups — only one of which 
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contained only poor readers. Overall, this research on children suggests current 
taxonomies for a variety of concerns or issues fail to adequately address the complexity 
of these issues. 
Cluster analysis has recently been used to understand eating disorders more clearly. 
Rybicki, Lepkowsky, and Amdt (1989) identified two distinct subgroups from a sample 
of outpatient bulimic women. The subgroups offered some distinct differences in terms of 
treatment approaches. Most research efforts have focused just on those seeking help with 
obesity or eating disorders. One study used cluster analysis to study "normal" eating 
behavior. By clustering scores on scales of the Yale Eating Patterns Questionnaire, 
Kristeller and Rodin (1989) developed a classification scheme of eating behavior 
applicable to the general population. Meyer (1984) identified four subgroups of anorexics 
which replicated across several clustering methods. These groups varied on the severity 
of their symptoms, and on their reliance on fasting, purging, and abuse of alcohol and 
purgatives. Using biological data, Allison (1990) formed two clusters using ^-means 
clustering procedures. These clusters were replicated with Ward's method and validated 
using the MMPI and other psychological measures. This approach identified differences 
between those with early onset obesity and late onset obesity. Using scale scores on the 
German version of the Personality Research Form, Diehl, Paul, and Daum (1985) found 
five clusters in a group of West German men and women. They failed, however, to relate 
membership in these clusters to the extent a person differs from his or her ideal weight. 
The study of psychopathology and neuropsychological disorders has been aided 
through the use of cluster analytic approaches. Clustering was shown to be useful to 
discriminate borderlines from other personality disorders (Barrash, Kroll, Carey, & Sines, 
1983) and to find subtypes among individuals diagnosed as antisocial personalities 
(Blackburn, 1975). Morey (1988) found eleven clusters among a nationwide sample of 
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patients with personality disorders. These clusters, based on client data and a criterion 
checklist completed by their clinicians, correspond relatively closely to the DSM-Ill-R 
structure. Morrison, Bellack, Wixted and Muescr (1990) used the average linkage method 
to cluster 58 schizophrenic patients on several scales completed by clinical interviewers. 
They found three clusters which did not show the expected inverse relationship between 
positive and negative symptoms, but rather distinct mixes of both positive and negative 
symptoms. Data from neuropsychological testing batteries was used to sort 131 
psychiatric inpatients (Silverstein, Strauss, & Fogg, 1990). These patients had been 
diagnosed with schizophrenia, schizoaffective disorder, depression or manic disorder. A 
clustering procedure generated two groups — one neuropsychologically intact and one 
neuropsychologically impaired. Comparable numbers from all four diagnostic groups 
were assigned to each group. Brain damage has also been studied using cluster analytic 
techniques. Clark, Crockett, Klonoff, and MacDonald (1983) used WAIS subtest scores 
from patients with central nervous system diagnoses. Through use of a hierarchical 
clustering procedure, they found these patients formed eight groups. The groups varied 
on level and type of impairment. Patients with blunt-head injury were successfully 
clustered into five meaningful groups using WAIS-R scores (Crosson, Greene, Roth, & 
Farr; 1990). One recent study examined employment interview skills and subtypes of 
schizophrenia. Using Ward's method, Charisiou, Jackson, Boyle, Burgess, Minas and 
Joshua (1989) clustered inpatients with a diagnosis of schizophrenia on symptom scores. 
They found a two-group solution. Validation procedures indicated one group had poorer 
premorbid adjustment, less education, and was rated as less employable. 
Several articles recently appeared which used cluster analysis to develop taxonomic 
systems for a variety of populations. Some studies have focused on psychiatric clients: 
depressed adolescents using MMPI profiles (Mezzich & Mezzich, 1979); adults with 
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major and minor depressive disorders (Andreasen & Grove, 1982; Andreasen, Grove & 
Maurer, 1980); insomnia patients using MMPI scales (Edinger, Stout, & Hoelscher, 
1988); and psychiatric inpatients using MMPI items (Adams-Gaston, Borgen & Bartsch, 
1985; Thieret & Anderson, 1985). A recent study attempted to explore subtypes of 
psychiatric patients diagnosed with depression, panic, or combined panic and depression 
disorders. Carlin, Roy-Byrne, Cowley, and Luciano (1990) used an average linkage 
method to cluster MMPI scale scores for 69 subjects. They found four distinct clusters but 
failed to assign 19 patients to a cluster based on the disparity of their profiles. Those with 
both panic and depression were more often included in this unassigned pool. These 
patients were not represented at all in one cluster (where four-fifths of the membership 
were diagnosed with panic disorder). Horowitz (1979) clustered people with a variety of 
interpersonal problems who were treated in psychotherapy. 
Other cluster analysis studies have examined people accused or convicted of crimes: 
female offenders (Widom, 1978); reformatory women using MMPI items (Borgen & 
Scott, 1982); incarcerated homicide offenders (Kalichman, 1988); and accused murderers 
(Anderson, 1983; Holcomb, Adams & Ponder, 1985). A group of young delinquent 
inmates were clustered using Ward's method using scores from the Eysenck Personality 
Questionnaire (McEwan & Knowles, 1984). They found a four-cluster solution which 
described four distinct personality types (based on the same scores) but which did not 
differ on other variables such as age, number of previous convictions, types of offenses 
committed or other external variables. These clusters need to establish some sort of 
external validity before they can form the basis for a taxonomy of young offenders. 
Alcoholics have been the focus of several studies attempting to identify subgroups 
through cluster analytic techniques. Finney and Moos (1979) found eight groups of 
alcoholic patients when clustering data from seven variables and discussed differential 
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treatment outcomes for these eight types. Donovan and Marlatt (1982) identified 
personality subtypes of Driving-While-Intoxicated offenders by clustering on a variety of 
factors. More y, Skinner and Blashfield (1984) created a hybrid model of three types of 
people with alcohol-related problems derived from an extensive clustering and validation 
procedure. MMPI scale scores were used by Sheppard, Smith, and Rosenbaum (1988) to 
cluster male alcoholics in an inpatient treatment program. They found three groups, one 
of which had a significantly higher rate of dropping out of the treatment program. When 
the patients were clustered again using MMPI scores from two weeks later, three groups 
again emerged, but there was a great shift in membership among the groups. Bartsch and 
Hoffman (1985) identified five meaningful subtypes of "alcoholic personality" using 
standardized scores on the twenty Millon Clinical Multiaxial Inventory scales. These 
subtypes were validated using MMPI scale scores. Corbisiero and Reznikoff (1991 ) also 
used Millon scale scores to cluster male alcoholic inpatients. They found three clusters 
which varied on their level of pathology and alcohol use. Other cluster-based typologies 
for alcoholics have been studied by Goldstein and Linden (1969), by Nerviano (1976), 
and by Skinner, Reed and Jackson (1976). 
People with a variety of other concerns have been the focus of cluster analysis 
research: opiate addicts by using MMPI profiles (Berzins, Ross, English, & Haley, 1974); 
cardiac patients (Clark & Klonoff, 1988; Hiatt, Peglar & Borgen, 1984; Peglar & Borgen, 
1984); and unwed mothers, again by using MMPI profiles (Horn & Turner, 1976). 
Life and career development issues have also been explored with cluster analysis 
techniques. Braun and Sweet (1984) generated five clusters of different age groups based 
on attitude survey data in an effort to illustrate passages of adult life. A managerial job 
taxonomy of ten groups was created by clustering 13-factor job profiles from people in 
executive and managerial positions (Tornow & Pinto, 1976). Payne & Fletcher (1983) 
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used Ward's method to cluster 148 schoolteachers in England on five dimensions to 
attempt to predict psychological strain. His results did not support this effort but he was 
successful in differentiating seven groups on a variety of external variables. Six measures 
of occupational stressors were clustered by Ward's method to identify meaningful groups 
of nursing staff (Janman, Jones, Payne, & Rick, 1988). Jorgensen & Richards (1989) used 
anger, anxiety and symptoms scale data with Ward's method to find a two-cluster 
solution for a sample of undergraduate psychology students. The first cluster showed an 
elevated profile of negative affect and a greater number of physical symptoms. The 
second cluster had a converse profile. 
Cluster Analysis and Vocational Data 
Several studies explored vocational data with cluster analysis. Wolfe (1978) used 
Ward's method to group 13 occupational scales on the homogeneous content scales of the 
SVIB and found thirteen clusters (Campbell, Borgen, Estes, Johannsson, & Peterson, 
1968). More sophisticated cluster analyses using orthonormal components were done and 
yielded slightly more homogeneous groupings — particularly in the sales area. This 
degree of homogeneity, however, was determined merely through inspection of which 
occupations seemed logically grouped without reference to other external criteria. 
Owens and Schoenfeldt (1979) also used Ward's hierarchical procedure to group 
college students on Biographic Questionnaire data. They argued a restricted sample 
should make the classification task more difficult and concluded if the results were not 
fully representative, the errors involved should be in a conservative direction. They also 
adopted the terminology of referring to subgroup members as "kinds of persons" in order 
not to imply an inflexible typology. Thus, no ultimate number of "kinds" is presumed. 
The subjective decision of which partition to choose to stop clustering does not have to 
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yield an ultimate number of groups — merely the optimum number of the currently 
available data. 
Fuqua, Blum and Hartman (1988) studied career indecision with students from 
several suburban Chicago high school classes. They collected data from five measures (a 
state-anxiety scale, a trait-anxiety scale, an identity scale, a locus of control scale, and the 
Career Decision Scale). Scores on these measures were subjected to a centroid cluster 
analysis which yielded a four-group solution. The researchers failed to validate the groups 
using external data, but instead described differences using the same variables used to 
separate the groups as evidence for the validity of the solution. Even with this circular 
analysis, the four groups did not all differ for any of the five measures. Additional 
research needs to examine these groups to determine if they do indeed distinguish 
students with particular sets of problems they might present to counselors. 
Pryor (1982) attempted to integrate considerations of values, preferences, needs, 
work ethics, and orientations to work by using complete linkage clustering with d^ as the 
measure of similarity. Cunningham, Slonaker, and Riegel (1987) used twenty one 
Occupational Analysis inventory activity preference scales data from nearly 500 high 
school students. They found six groups which were compatible with Holland's typology. 
Clustering on Interest and Career Inventories 
A search of the literature found few studies which formed groups from item 
responses on an established interest inventory. Suziedelis and Lorr (1973) used the 
fourteen content scales of the SVIB and the 198 items which provided the basis for the 
content scales. They standardized both the scales and the items on 976 men-in-general 
and calculated the congruency coefficient for both sets of data. This procedure yielded six 
groups based on content scales and five groups based on items. Several different 
occupations were represented in each type despite an initial attempt to select relatively 
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homogeneous samples. They held the use of content scales over items had several 
advantages in constmcting groups via clustering. 
Bamett (1981) studied 287 clients of a university counseling service that took the 
Strong-Campbell Interest Inventory (SCII) as part of their counseling experience. Clusters 
were formed using Ward's method on the 325 items making up the inventory. He 
identified two solutions — one of six groups and one of twelve groups that seemed to 
describe the clients. A discriminant analysis was performed on the groups using thirty-
one SCII scales, four SCII administrative indices, age and sex. Sex differences were 
clearly apparent in contributing to the nature of the clusters. As expected, males showed a 
stronger Realistic influence and females showed a stronger Artistic influence. He noted 
sex differences strongly confound our understanding of the nature of groups comprised of 
both genders. In future research, he suggested genders be separated for analysis. 
Erenkrantz (1982) examined vocational interest dimensions and occupational choice 
by clustering factor scores on the Strong. This procedure found twenty groups — six 
male, eight female, and six of mixed gender. Examination of these groups found interests 
were only partially able to account for occupational choice. Rucci (1979) formed six 
groups by clustering Strong normative occupational reference samples. These groups 
highly correlated with four dimensions of vocational interest. These dimensions were 
generated from the same data that were used to form the clusters. The six groups were 
not neatly composed of expected occupations. This suggested factors such as finances or 
opportunity need to be considered as well as vocational interests when exploring 
occupational choice. 
Literature since 1981 has suggested it may be inappropriate to attempt to validate 
clusters by using scales scored from items on which clustering was performed. A 
preferred approach is to use such data to describe the clusters but not to explain them. 
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Rather, one should use data other than these items in such a discriminant analysis 
procedure for validation. 
Borgen (1983) used Ward's method to cluster the 90 items of the American College 
Testing's ACT-IV Interest Inventory. His subjects were a group of 400 college juniors 
who took the ACT-IV as part of a national norming study. Borgen was trying to identify 
biological sex via clustering in response to a failure by Golden and Meehl (1980) to do so 
using items from the MMPI. The ACT-IV contains items of occupational activities rated 
on a 1-5 Likert scale from Like Very Much to Dislike Very Much. About 60% of the 
items are not sex-balanced in response patterns. This is typical of conventional interest 
inventories. He composed six subsets of items on the basis of their sex-discriminant 
validities through sex by item response (2x5 contingency tables). Several subsamples of 
students were generated from the sample and clustered on these various sets of items. 
Smaller subsamples seemed to offer solutions as accurate as those from larger 
subsamples. Borgen found solutions based on data sets with less valid items were of 
poorer quality in attempts to identify gender. 
A recent study by Savickas and Jaijoura (1991) used items of the Career Decision 
Scale to sort undergraduate students into groups using Ward's (1963) algorithm. These 
clusters of students were explored using profiles of scale mean scores, three measures of 
career indecision, and two scales which measure motivation and commitment to long-
term goals and optimism that one can act to achieve future goals. A five-cluster solution 
seemed to describe the career decision tasks addressed by students in each group. In 
addition, examination of an alternate 9-cluster solution suggested a distinct problem was 
encountered by members of each cluster. Cluster analysis has also been used with CDS 
total score as one of a group of measures for clustering undecided students (Larson, 
Heppner, Hamm, & Dugan, 1988). Lucas & Epperson (1988) used cluster analysis to sort 
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vocationally undecided college students into five groups based on scores on six different 
instruments. These groups also seemed to reflect differences on occupational 
decidedness. In a follow-up study, Lucas and Epperson (1990) attempted to refine their 
earlier results. They studied a group of vocationally undecided undergraduates and used 
Ward's method to cluster these students' scores on ten scales from a battery of 
personality questionnaires. Lucas and Epperson confirmed their belief that there are 
different forms of career indecision and, to a larger extent, the subtypes in the 1988 study. 
If these subtypes can be further refined to allow counselors to determine if a client is a 
member of one of these groups, specialized treatment plans for each group may be able to 
be developed. 
Jackson, Holden, Locklin, and Marks (1984) appraised the degree to which student 
profiles on the Jackson Vocational Interest Survey could be clustered in a meaningful 
way. They followed a group of 10,134 freshmen at Pennsylvania State University. Using 
mean scores on each of 34 JVIS basic interest scales for the 8,610 students who reached 
senior status, they calculated a matrix for students across 131 academic majors. For 
cluster method, they chose Skinners' (1977) modal profile analysis. This method was 
selected as a means to deal with this large data matrix and as one relatively insensitive to 
measurement error. No procedures were undertaken to show the homogeneity of the 
group modal profiles. They did not infer that every individual within a cluster shared the 
same profile. Through an elaborate statistical process, they found 17 clusters representing 
distinct sets of academic major fields. Each cluster included male and female students. 
The authors believed these clusters had more reliability over the use of single groups. 
They noted problems in sampling may render scoring weights of a single group unstable 
and unreplicable. Routine scoring does not need to incorporate groups that appear to be 
outliers (i.e., not associated with a relevant cluster). One is cautioned, however, that they 
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may not be outliers in the sense of having error. Instead, they may represent a unique 
pattern of interests not shared with a large number of groups. These authors note these 
results are encouraging of a goal of classifying different groups in tenus of interest 
patterns. They also supported further exploration into the nature of work and motivation. 
Their findings indicate interests play an important role in the reasons individuals choose a 
particular field of study or career. 
Future studies might take into account interests but also include other bases for 
making such choices. These include individual and societal values; intrinsic and extrinsic 
rewards, including monetary, interpersonal, status-related; and other variables such as 
abilities and academic success. Traditionally, the latter are considered to be important in 
student and personnel classification. A complete basis for classification would thus have 
to take into account these individual domains as well as perceived and actual 
opportunities for success. Jackson, et al.'s (1984) large scale analysis suggests such an 
ambitious classification undertaking is not beyond present capabilities. Good vocational 
counseling and informed individual decision making should consider each of the above 
domains. They argued empirical analyses of the bases for such decision-making should 
explicate with more clarity and parsimony the relevant variables [vocational interests, 
abilities, personality, values, and perceived opportunities], thus permitting more rational 
individual and institutional choices. 
Gender and Interest Measurement 
Much of the recent work on vocational interests has centered on sex bias and sex 
fairness in interest inventories. Further consideration involve the input and equity of such 
inventories when used in career counseling. The Strong-Campbell Interest Inventory was 
created partially in response to such concerns (Campbell, 1977). On the average, men and 
women report somewhat different interests. Individuals, however, may not conform to 
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these average differences of their gender (Fitzgerald & Betz, 1983). For the SCEL, 
Campbell and Hansen (1981) noted the response differences between the Men- and 
Women-in-General samples are 16% or larger on 149 of the 325 items. 
Several researchers characterized occupational scales as masculine or feminine and 
attempted to explain scale differences in relation to these stereotypes (Johnson, 1977; 
Lunneborg, 1975; Stanfel, 1970). Men and women, however, do not show consistent 
differences in this framework. Clearly, one needs some additional frame of reference to 
explore differences between the genders on interest inventories. 
In a study of the ACT Interest Inventory, Prediger and Hanson (1977) found widely 
males and females indicated divergent career options if they used raw score reports of 
basic types of career interests. They argued for the use of standardized scores rather than 
risk a disservice to students who (presumably) pay attention to career suggestions they 
receive from interest inventories. 
In research clustering scales, Pryor (1983) found some sex differences on two values 
relevant to career choice ("altruism" and "physical activity") but substantial similarity on 
other values dimensions. 
Career Choice: Other Important Variables 
This literature review has focused primarily on vocational interest as an important 
variable in career choice. A variety of other factors are also key in the means by which 
people choose career pathways. In their examinations of the career choice process, 
psychologists have mainly considered interests, congruence, abilities, values, 
occupational information, and career decision making skills. Other relevant variables 
such as compromise of choice (Gottfredson, 1981; Super, 1953; Taylor & Pryor, 1985) 
have gotten little attention in the literature, even in times of increasing unemployment. 
Sociologists, on the other hand, have examined another domain of variables which show 
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Strong relationships to career pathways. These include occupational values (Anderson, 
1985; Lyson, 1984; Mortimer, 1975), sex role stereotyping (Hesselbart, 1977; Marini & 
Greenberger, 1978; McLaughlin, 1978), occupational prestige (Haug & Widdison, 1975; 
More & Suchner, 1976; Paral & Mueller, 1983), occupational status (Rosenfeld, 1979), 
and occupational knowledge (Howell, 1978). Markham (1983) noted individuals use a 
variety of job choice strategies, some even focusing on lifestyle variables and 
deeraphasizing task variables. 
The sociological literature clearly points out career decisions are influenced by a 
range of factors. That literature also notes the variety of pathways one can take into a 
given occupation and the differences in career patterns between occupations. Miller and 
Form (1980) presented a detailed look at seven different occupational groups (classified 
by skill level). These groups demonstrated a great deal of variation in range of work 
experiences, longevity, amount of vertical mobility, stability, work origins, and mobility 
into other classifications. These decision factors are influenced by the variables listed 
above and by one's socioeconomic status, family of origin (particularly fathers' 
occupation and status), and range of options. 
The concept of multiple routes into high status occupations has its most explicit 
formulation by Becker and Strauss (1956). Helfrich (1975) studied pathways into 
professional school. This research identified four clearly different paths new dental 
students had taken prior to enrolling in the program. In addition, individuals within the 
same career often choose alternate paths for further career development. Sedge (1985) 
studied two groups of engineers: those who had moved into engineer-manager positions 
and those working more purely as engineers. Both groups scored as "IRA" types on 
Holland's Vocational Preference Inventory. Sedge, however, found differences between 
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the groups on affiliation and dominance needs, on the absolute level of investigative and 
enterprising interests, and on level of job satisfaction. 
Limitations of Theory and Research 
No one theory that covers this entire range of factors seems to exist (yet). Too often, 
this research does not study psychological variables (such as interests) in combination 
with external variables such as socioeconomic factors. Sociological research is equally 
negligent in examining the contribution of these internal factors except in the context of 
the family. It is clear researchers need to attempt to relate more of these variables to each 
other if a comprehensive formulation of why and how a person selects a given 
occupation/career is ever to be developed. This study will use both psychological 
variables as well as demographic/socioeconomic variables to try to understand the nature 
of clusters created. 
ACT/IDES Studies 
The American College Testing (ACT) Program originally tested a national sample of 
high school students in a norming study conducted in conjunction with the Research 
Triangle Institute (Bayless, Bergsten, Lewis & Noeth, 1974). The sample was originally 
observed as high school juniors in the spring of 1973. The Institute for Demographic and 
Economic Studies (IDES) conducted two follow-ups studies as part of a study of post-
high school experiences and plans (Jacobson, 1980). The first follow-up took place in the 
spring of 1976. IDES conducted the second survey in the winter of 1978 - 1979. Most 
respondents had completed high school for more than four years earlier. Many had also 
graduated from college. Several studies have been published based on this population. 
The sample and some of these studies are described below. 
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Original ACT Data 
The original ACT Program sample consisted of 9,296 high school juniors. Students 
completed the ACT-IV as part of registering to take the ACT Assessment. To register for 
the ACT, students completed a Student Profile Section and the Interest Inventory. The 
Student Profile Section requested information about admissions and enrollment plans, 
academic and out-of-class high school achievements, and aspirations and high school 
course work. The student was also asked to supply biographic data and to self-report high 
school grades in the four subject matter areas covered by academic tests. 
The ACT Interest Inventory (ACT-IV) is a 90-item interest inventory. This is one of 
three closely related forms of the inventory developed to assess Holland interest types in 
various populations. The ACT-IV reports scores for the following six scales, with 
conesponding Holland (1985) types given in parentheses: Science (Investigative), 
Creative Arts (Artistic), Social Service (Social), Business Contacts (Enterprising), 
Business Detail (Conventional), and Technical (Realistic). Each of the six scales is 
composed of 15 work-related activities (e.g., selling appliances, studying chemistry, 
drawing cartoons). Students indicate their degree of liking on a five-point Likert scale. 
Coefficient a reliabilities for the six 15-items scales range from .87 to .93 for females and 
.88 to .94 for males. Examinees have standard scores (M = 50; SD = 10) based on same 
sex norms reported to them. These scales have been demonstrated to have good constmct 
validity as a measure of Holland types (ACT, 1972; 1974, Cole, 1973; Cole & Hanson, 
1971 ; Hanson, 1974; Hanson, Lamb & English, 1974). The expected convergent and 
discriminant relationships with Holland scales were found. The relationships of the ACT-
IV scales also approximate Holland's hexagonal model. In addition, occupational and 
educational groups obtain score profiles which are compatible with Holland's theory of 
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careers. ACT eventually replaced the ACT-IV with a unisex version (UNIACT) (Lamb & 
Prediger, 1981). 
The IDES Survey Data 
or the original ACT Program sample, IDES invited 7,968 people to complete surveys 
in 1976. This was largest number for which IDES could identify accurate mailing 
addresses. Of these people, a total of 5,293 individuals responded (66% of those for 
whom current addresses could be located). 
Of the 1976 survey respondents, current addresses were able to be secured for 5,199 
persons in 1978. IDES surveyed this sample and 3,615 of these people eventually 
responded — an overall response rate of approximately 70 per cent. This is 39% of the 
initial group sampled in the spring of 1973. Preliminary analysis revealed members of the 
sample responding to the second survey were representative of the initial sample across a 
wide range of demographic, educational, ability test scores, and vocational variables. This 
final sample consisted of a slightly higher percentage of Caucasians (79 % versus 72% 
for the initial sample), females (56% versus 50% for the initial sample), and persons with 
longer-term educational goals. According to ACT researchers (Swaney & Prediger, 1985) 
this sample, while not nationally representative, constitutes a broad cross-section of 
American youth. Other researchers interested in this data file may obtain copies from 
Carter Collins, Home, Work and Community, National Institute of Education, 1200 19th 
Street, N.W., Washington, D C. 20208 (telephone 202-254-5244). Mr. Collins will notify 
ACT and IDES of each release of the tape. 
Research with this Data Set 
Laing, Swaney, and Prediger (1984) considered discrepancies observed between 
"expressed choices" and measured interests. In several studies, expressed choice is a more 
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accurate predictor of eventual choice than are measured interests. This finding emerges 
regardless of the inventory taken, the length of time between initial and final measures, or 
the index of predictive success. The authors believe most expressed choices are probably 
based on an individual's self-knowledge (including but not restricted to interests). To the 
degree this knowledge is accurate and its occupational relevance is understood, expressed 
choices should tend to be stable. Laing, Swaney, and Prediger examined whether the 
degree of congruence between expressed choice and concurrent measured interests was 
systematically related to later persistence in that choice. They used the ACT/IDES data. 
For their sample, they selected people who had expressed a job choice in the junior year 
of high school and compared it to the position they held five to six years later. The 
authors found greater persistence was generally associated with greater congruence. 
Persistence was more common in a college sample than an employed group. This 
approach was able to identify four distinct levels of congruence. Females were more 
likely than males to persist in their original college major, regardless of level of 
congruence. In the employed sample, however, males were more likely to persist in their 
original choice (for three of four levels of congmence). The occupational groups showing 
the highest persistence were males choosing the technical area and females choosing the 
business detail area. 
A confound is that subjects received their interest inventory scale scores. The 
researchers questioned the impact of this knowledge on their later behavior. Were those 
with discrepant plans and measured interests systematically discouraged from pursuing 
their plans in favors of careers in their areas of highest interest? The authors do not 
believe the effects are due to this knowledge since the subjects had not deliberately 
sought out career counseling. 
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Swaney and Prediger (1985) studied the relationship between occupation congruence 
and job satisfaction with the ACT/IDES data. They used responses from the 1978 study 
for items assessing the extent to which a person's current job provided a "chance to do 
interesting work" as a simple measure of internal job satisfaction (US). Persons who 
noted that factor "Does not matter to me" were excluded from the study. Of the remainder 
(n = 688), 49% were classified as satisfied and 51% as relatively dissatisfied. Other 
measures of job satisfaction known to these researchers seemed more intrinsically related 
to job values. They noted it seemed unreasonable to expect interests to be related to such 
concerns as satisfaction with pay, fringe benefits, job security, opportunity for 
advancement, coworkers, work environment, etc. Thus, the criterion variable they chose 
seemed especially pertinent to interest assessment. The authors stated that one would 
expect a close correspondence between US and a chance to do interesting work. After all, 
it is difficult to imagine who would be dissatisfied with a chance to do interesting work. 
Indeed, it is oxymoronic to say one is dissatisfied with interesting work. They found a 
modest statistical correlation between congruence and intrinsic job satisfaction. Also, 
they determined the overall level of congruence was significantly greater for males than 
for females. This was attributed to the extent that the range of occupations females enter 
is relatively narrow. Subjects were additionally screened to select those with well-defined 
interest clarity, with a high degree of career salience (through an indirect measure), and 
those who highly valued interesting work. These three variables are suspected of clouding 
the relationship. For this subgroup, they found a more pronounced relationship between 
congruence and intrinsic job satisfaction. 
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OBJECTIVES OF THIS STUDY 
In reviewing new approaclies to the interest measurement, Borgen (1986) identified a 
possible weakness in methods of the predictive approach in "mainstream interest 
assessment." He calls this the "retrospective approach" (pg. 101). Adults in a given 
occupation are tested. General and occupational scales, based on these responses, form 
the "template" against which future test takers are compared. This approach fails to 
consider how one's interests may change from youth until the time one is employed in the 
given occupation. Many occupations require a prolonged period of training and 
indoctrination before one is fully established in the career. Are interests really stable 
throughout this training period? Borgen wonders if this possible flaw may build 
predictive noise into the template for specific interests which are due to one's membership 
in the occupation. He was unable to document how much validity is compromised by 
these concerns. 
Campbell ( 1977) and Hansen ( 1984) reported interests are quite stable after young 
adulthood. A problem arises in that many, if not the majority, of consumers of interest 
inventories are of early college or high school age or younger. Interests have not been 
demonstrated to be so stable for these groups. Thus, the quandary: A student is asked to 
compare his or her interests with those of adult men and women who have been working 
in their respective occupations (typically at least two years). This request is made despite 
the fact a young person's interests are likely in a state of flux. 
Lunneborg (1981) takes a longitudinal approach to interest measurement. She 
collected responses of high school juniors and seniors to her Vocational Interest 
Inventory and followed them as they branched into major fields and graduated. Thus, she 
notes young consumers of her inventory can more validly ask "to which successful 
graduating group am I most similar?" (pg. 26). 
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This research hopes to explore a similar issue, albeit with less focus on ultimate 
career choice. Through clustering procedures, one can analyze responses to interest 
inventory items collected during the spring of the subjects' junior year in high school. 
Differences in these clustering solutions can be explored using longitudinal data collected 
up to six years later. As discussed earlier, very little research has attempted to construct 
groups from item level responses on interest inventories through clustering technology. If 
precise subgroups can be identified from the items for these (then) high school students, 
this method could provide a fruitful typology for investigating interactive effects of 
differential treatment in future investigations. If successful, such item level technology 
may even allow for a people-to-people matching approach, as advocated by Kuder 
(1980). 
Thus, three sets of questions are being posed in this investigation: 
1. Can valid, replicable clusters be generated from responses to items on the ACT-
IV for a sample of high school juniors? If so, what is the relationship of these 
clusters to other important psychosocial longitudinal variables? 
2. Since sex differences seem to play such an involved role in interest measurement, 
what is their impact on these clustering endeavors? 
3. How do clusters of people generated from the ACT-IV items differ from those 
one finds by using the ACT-IV scales? Does either approach provide a more 
heuristic classification for future research efforts? 
To answer these questions, the ACT/IDES data presented earlier will be used in a 
series of multivariate analyses: cluster analysis, MANOVA and discriminant analysis. 
Efforts will be undertaken to assess the homogeneity and distinctiveness of the groups 
created by item-level clustering and to establish their meaningfulness through validity and 
cross-validity procedures. 
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METHOD 
Subjects 
The subjects for this study are part of a national sample of 9,296 high school juniors. 
The American College Testing (ACT) Program originally tested these students in a 
norming study conducted in conjunction with the Research Triangle Institute. This 
research was discussed in the previous chapter. Data for this study includes observations 
collected during the spring of their high school junior year in 1973 and from two follow-
up surveys conducted by the Institute for Demographic and Economic Studies (IDES). 
The latter were part of a study of post-high school experiences and plans in the spring of 
1976 and the winter of 1978-1979. By then, most of the respondents had been out of high 
school for more than four years and many had also graduated from college. 
Information presented by Swaney and Prediger (1985) suggested this final sample 
was representative of the initial 1973 sample across a broad range of demographic, 
educational and vocational variables. These included reading skills, numerical skills, 
socioeconomic status, inventoried interests, certainty of first occupational choice and 
responses to a variety of career planning activity questions. Differences which were found 
include slightly higher percentages of Caucasians, females and persons with longer-term 
educational goals than in the 1973 sample. 
Four subsamples of 300 each were generated from this data set (labeled Samples A, 
B, C and D). Only people who participated in the final (1978-1979) follow-up study were 
included (n = 3615). Subjects with missing values for the 90 interest inventory items were 
further excluded (n = 589). In a quasi-random method, individuals were selected for the 
four independent, nonoverlapping samples. In order to better provide for examination and 
balance of gender differences, each sample is composed of 150 women and 150 men. 
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Samples of this size were judged to be a good compromise between the power and 
reliability of a large sample and the much greater ease of analysis of a small sample. With 
most of the recommended methods, memory requirements to cluster large data sets grow 
exponentially as the size of the data set increases. Very large data sets require use of 
alternate procedures which are less validated as useful and accurate approaches to 
clustering. 
Procedure 
Preliminary Analysis 
Basic descriptive statistics were calculated on the 90 interest inventory items, 
selected 1973 concurrent variables, and the variables selected from the follow-up IDES 
Surveys in 1976 and 1978-1979. Blashfield (1984) recommended a preliminary factor 
analysis of variables to be clustered in order to have information on relative weights of 
the factors present before clustering. The extensive analysis of the six ACT-IV scales 
previously discussed suggests their items would contribute relatively equal weights in the 
present study. Thus, a factor analysis of the items seemed unnecessary. 
Data from the 90 ACT-IV items were not standardized. Cronbach and Gleser (1953) 
recommended attention to differences in elevation unless one can confidently show they 
are irrelevant to the current variable of interest. Differences in elevation are hypothesized 
here to be important factors when trying to define groups through a clustering procedure. 
Swanson & Hansen (1986) found differences in score elevation on SCII General 
Occupational Themes were key factor in grouping undifferentiated profiles. Thus, 
elevation is expected to contribute to separating any groups that exist in the samples. 
Three sets of clusters were formed: based on items for three samples; based on items 
for gender-separated samples (to help understand sex differences); and based on the six 
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ACT-IV scale scores (to be compared to clusters generated by items). Presentation of the 
analysis for each set is offered separately. 
Analysis 1 
Clustering Procedure 
Proximity matrices. For this analysis, all three Samples (A, B and C) described 
above were utilized. To form homogeneous subgroups, responses to the 90 ACT-IV items 
were used. For this study, each student's "profile" was a vector of 90 responses scored 1 
to 5 (on a Likert scale). When d^ is calculated for two students' responses on the ACT-IV 
and divided by 90, the resulting number is the proportion of response disagreement for 
the two ACT-IVs. This proportion of disagreement was generated for each pair of 
students and placed in a distance matrix. This required forming a 300 x 300 matrix for 
each sample and then subdividing this with a clustering algorithm. Thus, a similarity 
matrix was calculated for each of the four samples using squared Euclidean distance. 
Derivation phase. Ward's method was used to cluster the distance matrices. The 
average linkage between groups (UPGMA) method was used to cluster these distance 
matrices. SPSSX subroutines (Release 2.1,1986) were used to calculate and cluster the 
matrices for both of these procedures. 
For each method, the error term was inspected at each step in order to determine the 
probable number of clusters existing in the data. For each sample, these values were 
plotted for both methods in order to make a visual inspection of the curves and to look for 
points of discontinuity — a frequently used means to determine the partition(s) to select 
as a solution. 
For each clustering method, these curves were compared across the three samples. 
Similarity of curves and points of discontinuity begins to allow some considerations of 
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replicability of the cluster solutions. If the curves are grossly different, the methods are 
likely forcing a solution on the data that may not actually exist. Solutions were also 
compared within samples for the two clustering methods. Different methods often 
generate different solutions. 
Finally, to compare the two clustering methods, Cohen's kappa was used to compare 
solutions for Sample A generated by Ward's method and by average linkage. This was 
also calculated for paired solutions for Samples B and C. Methods which generated 
reasonably good solutions were further explored. 
Validity of the Cluster Solutions 
Replication phase. Several procedures were conducted to help assess further 
meaningfulncss of these cluster solutions. Individuals in Sample A were assigned to 
clusters obtained from each surviving cluster method from Sample B. These assignments 
were made through a nearest centroid assignment technique on the basis of the similarity 
measure used in the original clustering. This is based on a procedure discussed by Morey, 
Blashfield and Skinner (1983). The SPSSX discriminant analysis procedure with ACT-IV 
items was used for these assignments. The agreement of these assignments was examined 
by comparing classifications between corresponding groups. Lack of agreement within 
pairs of clusterings using the same method is one means to reject a solution. Strong 
agreement, however, does not guarantee the acceptability of the solution. Members of 
Sample C were also assigned to the structure(s) of Sample B using the same method and 
examined in the same manner. 
A parallel procedure was followed using solutions from the average linkage method. 
Individuals from Sample A were assigned to clusters obtained from Sample B via average 
linkage. The agreement of these assignments was also examined by comparing 
classifications between corresponding groups. 
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External validation phase. To explore which variables contribute to separating the 
clusters, the following procedure was used. In previous research, a commonly used 
method to validate clusters involved use of analysis of variance (ANOVA) or multivariate 
analysis of variance (MANOVA) tests (Bock, 1973) on the variables from which the 
clusters were derived. This procedure, however, offers little information beyond being 
able to tell that the cluster methods worked. They are designed to maximize differences 
between types on these very variables. It is much more useful to perform such analyses 
on variables external to those used to derive the clusters. Morey, Blashfield and Skinner 
(1983) further recommend including variables outside the domain on which the original 
clustering was done. For this study, these were chosen from the set of ACT/IDES 
variables and are listed in Appendix A. They aie divided into a set of demographic 
variables and a set of values/preferences/plans variables. These are in marked contrast to 
the interest inventory domain. 
These variable lists were long. In an effort to select those variables with the 
greatest relationships to clustering solutions for use in validation, all variables were 
studied using Sample D in a multivariate procedure. Cases with any missing values on 
any of these variables were excluded from the MANOVA. Univariate F-tests (ratios of 
the hypothesis means squares to the error mean squares) were conducted for each variable 
to select variables to pass on to later analysis. All variables which had significance levels 
at p <.05 were continued. Seven of the demographic variables were retained, twenty-four 
were dropped. Of the values/preferences/plans domain variables, seven were retained, 
thirty-two were dropped. The F values for all of these variables are presented in Tables 5 
and 6 and are discussed further under "Results." 
Validation in this study was also external in that a separate sample of subjects 
(Sample C) was used in the second part of this phase. Thus, validation was external with 
47 
respect to the psychosocial domain of the variables used and with respect to the samples 
used. The members of Sample C were assigned to the 6-group cluster solution derived 
(using Ward's method) from Sample A, using a nearest centroid assignment technique. 
Again, these assignments were made on the basis of the similarity measure used in the 
original clustering. Once cluster membership was determined, MANOVAs were 
performed on the two sets of external variables (for validation). MANOVAs were also 
performed on the six ACT-IV scales and Job Family variables (for confirmation of 
separation of and differences between the clusters). Pillai's Trace, Hotelling's Trace, and 
Wilks' Lambda were used to determine if the MANOVAs were significant. Univariate 
tests results were examined for these variables to get some notion of where the 
differences might be occurring. SPSS* was used for the MANOVA procedures. 
Cross-validation phase. This last phase of validation examined the typologies 
generated by the two clustering methods with a discriminant analysis procedure. Everitt 
(1979) noted discriminant analysis is often usefully employed in association with cluster 
analysis. If one wants to look at variables (or other variables derived from those) used to 
generate the clusters, the usual tests of significance do not apply (Englemann & Hartigan, 
1969). Using Sample A, discriminant functions were generated for the variables in the 
two external domains. Using Sample C, these individuals were assigned to types on the 
basis of these discriminant functions. Then, using the nearest centroid assignment 
approach described earlier, individuals from Sample C were assigned to the clusters 
obtained from Sample A. These assignments of Sample C can then be compared using 
Cohen's (1960) kappa statistic (taking account of cautions offered by Brennan and 
Prediger's (1981 ) article on uses and abuses of kappa). The best classification was the 
solution that obtained the highest kappa values across the two different domains of 
external variables. 
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Analysis 2 
Clustering Procedure 
Gottfredson and Holland (1975) noted again differences in vocational behavior 
between men and women. In order to better understand how the gender differences 
impact on cluster formations in this study, clusters were generated separately for men and 
for women. Samples A and B were combined and then split by gender into two equal 
groups of 300. Both groups were clustered by Ward's method using the 90 ACT-IV items. 
The usual procedure for deriving the number of groups from the solution was followed 
(as in the previous two analyses). 
MANOVA atld Discriminant Analysis 
For both gender groups, using MANOVA and discriminant function analysis, both 
domains of external variables (with the exclusion of sex from the set of demographic 
variables) were examined with respect to the cluster solutions generated. Significance 
levels and the percentages of men and women correctly classified by the discriminant 
were calculated. 
Analysis 3 
Clustering Procedure 
There is some controversy over whether better clusters are generated from item 
responses or from scale scores (Suziedelis & Lorr, 1973). As a further exploratory study, 
clusters will also be generated from the six ACT-IV scales: Social Service, Business 
Contact, Business Detail, Technical, Science, and Creative arts. Rather than deal with the 
confounds of method, clusters for this analysis were all generated by Ward's method due 
to its superiority in the first analysis. 
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Using Samples A and B, clusters were derived from the ACT-IV scale scores with 
Ward's method using d^ as the measure of similarity. Again, the error term was inspected 
at each step in order to determine the probable number of clusters existing in the data by 
looking for points of discontinuity. There is no guarantee the partition selected from 
clustering with items will match one chosen clustering with scales. If the number of 
clusters match, they will be compared for each Sample using Cohen's kappa to assess the 
level of agreement. An additional search for internal validity was performed by 
calculating and examining Wilks' lambda in order to assess homogeneity of each of the 
four cluster solutions. 
Discriminant Analysis 
Using a discriminant function analysis, each of these four solutions will be examined 
for both sets of external variables. Rather than attempting to assign members to a clusters 
based on a different Sample, this time predicted group membership will be generated 
from the discriminant functions calculated in this procedure. Evaluation of the relative 
"goodness" of these solutions will be evaluated by comparing the percent of "grouped" 
cases correctly classified. If items are superior to scales in deriving clusters that more 
closely represent the "true" underlying structure, then a higher percentage should be 
evident for the item-based solutions. If scales are superior, the converse should occur. 
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RESULTS 
Preliminary analysis 
Descriptive statistics were calculated for the 90 interest inventory items, the 
demographic variables and the values/plans/preferences variables for each subsample. 
Frequencies (in percentages) for each type of response or mean and standard deviation 
(whichever was most meaningful) were generated. These are displayed by sample in 
Appendices A, B and C. Inspection of these statistics offered no reason to believe the 
samples were not randomly selected. 
Analysis 1 
Derivation Phase 
Clusters were generated from the 90 interest inventory items for each of the three 
subsamples using Ward's method with distance and using the average linkage method 
with correlation. These methods generate a sequence of "error coefficients" at each 
agglomeration. Differences between these coefficients were calculated for each step and 
the results for the last 30 joinings are plotted by sample in Figure 1 through Figure 3 for 
solutions from Ward's method and in Figure 4 through Figure 6 for solutions from the 
average linkage method for Samples A, B, and C. 
In order to help examine patterns of clustering across samples. Figure 7 shows the 
difference "curves" from Ward's method superimposed for all three samples. Overall, 
these three curves overlap and show the same pattern of gradual increase as the number of 
groups shrinks. The curves from the three average linkage solutions are superimposed in 
Figure 8. These curves do not neatly overlap and do not show Ward's pattern of increase 
as the number of groups decreases but rather decrease and increase at various points 
which differ greatly by sample. 
51 
Differences in Item Cluster Levels 
Ward's Method 
2700 
2400 
2100 
1800 
1500 
in 
coeff. 1200 
900 
500 
300 
Sample A clustering groupings 
Figure 1. Coefficient differences by cluster levels: Ward's method with Sample A items 
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Figure 2. Coefficient differences by cluster levels: Ward's method with Sample B items 
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Figure 3. Coefficient differences by cluster levels: Ward's method with Sample C items 
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Figure 4. Coefficient differences by cluster levels: Average Linkage method with 
Sample A items 
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Figure 5. Coefficient differences by cluster levels: Average Linkage method with 
Sample B items 
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Figure 6. Coefficient differences by cluster levels: Average Linkage method with 
Sample C items 
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Figure 7. Coefficient differences by cluster levels: Ward's method with all samples 
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Clustering does not typically yield only one solution which has merit. The 
difference plots for each method were further inspected to note points of discontinuity 
(the most frequently used means to select a partition as a possible solution). For these 
samples, the selection of a partition to study was difficult. Within method, there was not 
uniform agreement as to the "optimum" solution. For the three Ward's method solutions, 
the largest points of discontinuity occurred between joinings from nine to four groups. No 
one partition seemed perfectly replicated so the choice became somewhat arbitrary. A six 
group solution was selected to study for three reasons. First, samples A and B both had 
large changes in the "error term" at that point. Second, a six group solution is more 
parsimonious than a larger number of groups. Third, six groups are of interest with 
respect to vocational interest measurement in reference to Holland's theory. It seemed 
interesting to select this partition in order to particularly examine its relationship to a 
Holland-like structure. 
For the average linkage solution, things were much less clear. The large points of 
discontinuity appeared at several different points — especially from fourteen to four 
groups. For sample A, possible partitions were fourteen, eight, six and four groups. For 
sample B, solutions for thirteen, eleven, six and four groups had some possibilities and 
for sample C, partitions for fourteen, eleven, eight, seven and five groups all had merit. 
Since the six group solution appeared twice in the above lists and was selected for the 
Ward's method solution, it was also chosen here to simplify comparisons. 
Closer examination of the pattern of agglomerations suggests the average linkage 
method primarily formed one large cluster. Individuals merged into this large group one 
at at time and only formed a few other tiny clusters along the way. This pattern, described 
as "chaining," can be interpreted in two ways — either no "true" underlying groups exist 
in these samples or this method with this similarity metric is unable to identify groups. 
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These average linkage solutions appear unstable. This instability is, however, not entirely 
the result of the choice of correlation as the measure of similarity. Since Ward's method 
yielded such different types of groups using d^, it seemed helpful to investigate the 
effects of choice of similarity metric on the types of groups that are generated. This was 
done by again clustering Sample B with average linkage, but using d^ instead of 
correlation. Once again, quite similar results were found in terms of the lack of any clear 
choices of partitions and the chaining pattern of agglomerations into one large cluster and 
other tiny clusters for both d^ and correlation metrics for all three samples. 
The percentage of individuals assigned to each group for agglomerations from eight 
to four group solutions are listed in Table 1 for both methods. This more clearly shows 
the preponderance of one large group for the average linkage solutions in contrast to the 
distribution of memberships for the Ward's method solutions. 
Because of the nature of the cluster structures generated by average linkage, 
comparisons between the two methods were important to examine. The adjusted Rand's 
statistic (Q) was not able to be calculated to compare solutions from the two methods. 
Since average linkage basically yielded only one large group for each sample, Q. can only 
be a function of the size of the largest group generated by Wards (presuming that was the 
group chosen as a "match" for the large average linkage group) and would not have any 
utility in determining real agreement between the solutions. 
Furthermore, examination of the average linkage solutions did not suggest any other 
meaningful analyses. One large cluster containing over 96% of the total sample with the 
rest in one or two person clusters is no more helpful than merely looking at the entire 
sample in attempting to understand the population of interest. Since average linkage 
solutions with either similarity measure were not useful, they will not be further 
considered in this analysis. 
61 
Table 1. Cluster Memberships: Percentage by Group 
Ward's Method Clusters 
Percentages in each group 
1 2 3 4 5 6 7 
Sample A: 
8 group solution 19.3 9.7 7.7 12.7 25.0 12.0 9.7 
7 group solution 26.7 9.7 13.0 25.0 12.0 9.7 4.0 
6 group solution 26.7 10.0 12.7 25.0 16.0 9.7 
5 group solution 36.3 13.0 24.3 16.7 9.7 
4 group solution 36.3 13.0 34.7 16.0 
Sample B: 
8 group solution 9.7 17.0 9.0 12.7 12.7 11.0 15.0 
7 group solution 24.7 17.0 9.0 12.7 12.7 11.0 13.0 
6 group solution 24.7 17.0 9.0 12.7 23.7 13.0 
5 group solution 37.7 17.0 9.0 12.7 23.7 
4 group solution 37.7 26.0 12.7 23.7 
Sample C: 
8 group solution 12.3 17.7 26.7 7.0 14.3 6.3 8.3 
7 group solution 30.0 26.7 7.0 14.3 6.3 8.3 7.3 
6 group solution 30.0 35.0 7.0 14.3 6.3 7.3 
5 group solution 30.0 35.0 21.3 6.3 7.3 
4 group solution 37.3 35.0 21.3 6.3 
Table 1. (continued) 
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Average Linkage Clusters 
Percentages in each group 
1 2 3 4 5 6 7 
Sample A: 
8 group solution 96.7 0.7 0.3 0.3 0.3 0.7 0.7 
7 group solution 97.3 0.7 0.3 0.3 0.3 0.7 0.3 
6 group solution 98.0 0.7 0.3 0.3 0.3 0.3 
5 group solution 98.3 0.7 0.3 0.3 0.3 
4 group solution 99.0 0.3 0.3 0.3 
Sample B: 
8 group solution 97.0 0.7 0.3 0.3 0.3 0.7 0.3 
7 group solution 97.7 0.7 0.3 0.3 0.3 0.3 0.3 
6 group solution 98.0 0.7 0.3 0.3 0.3 0.3 
5 group solution 9&3 0.7 0.3 0.3 0.3 0.3 
4 group solution 99.0 0.3 0.3 0.3 0.3 
Sample C: 
8 group solution 97.0 0.7 0.3 0.3 0.7 0.3 0.3 
7 group solution 97.7 0.7 0.3 0.3 0.3 0.3 0.3 
6 group solution 98.3 0.3 0.3 0.3 0.3 0.3 
5 group solution 98.7 0.3 0.3 0.3 0.3 
4 group solution 99.0 0.3 0.3 0.3 
63 
Replication Phase 
To begin to understand if clusters generated by Ward's method are mere artifacts of 
the sample or have real meaning, several procedures were used to study solutions. To 
describe the groups, scores on the ACT-IV scales were plotted for each group by sample 
(see Figures 9 to 11). Readers are cautioned not to use plots of scale scores to explain 
differences between clusters. If clusters are well separated, one would expect to sec 
differences on these scales. As the scales are based on items used to create the clusters, 
these differences can legitimately be used only to describe the clusters. The six clusters 
in each sample appear to show distinctly different "profiles." 
To test this "visual evidence" that the clustering method functioned properly, a 
MANOVA using ACT-IV scale scores was conducted for each sample. In each case, 
univariate F-tests for all interest inventory scales were highly significant (p < .001 ). This 
is expccted when the method works as clustering is designed to maximize differences 
between types on variables from which clusters are derived. Since scales represent a 
compilation of the items used to cluster, one expects significant results in this MANOVA. 
Thus, assured Ward's method was able to separate people by using items, 
comparisons across samples were attempted. The computer assigns group names on an 
arbitrary basis so a simple matching of names was not feasible. Using the ACT-IV scores, 
however, a high-point code using Holland's typology was generated for each group. 
Efforts to find corresponding groups between Samples A and B and between 
Samples B and C were made with relative success. The labels for corresponding groups 
appeal' in Table 2. Good agreement for five of the six groups was obtained. In order to 
assess the "goodness" of these matches, scale scores were plotted by group across sample. 
These plots are presented in Figures 12 to 17. The closeness of the lines in five of the six 
plots supports this matching. The sixth group varied by sample. It may represent error in 
the solutions or perhaps smaller groups not sufficiently represented in the samples. 
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Table 2. "Holland" Types for Three Samples for Ward's 6-group Solutions 
Group Sample A Sample B Sample C 
1 RIA RIA RAI 
2 SIC SAl SIA 
3 ASI SAI SAC 
4 ARS SAI SAR 
5 SCI SIC ASC 
6 ISA RCE SC 
Members of Sample A were assigned to the structure of Sample B using ACT-IV 
items in an SPSSX discriminant analysis procedure. Cross-classifications for these two 
structures appear in Table 3. Group assignments between the two structures exactly 
matched 42.3% of the time. If the second most likely group assignment is also 
considered, 69.3% of the sample was "correctly" classified for these two highest 
probability assignments. 
Members of Sample C were also assigned to the Sample B structure using the same 
discriminant process. Table 4 presents these cross-classification results. Assignments 
between the two structures exactly matched 44% of the time. When the second most 
likely assignment was also considered, 65% of the sample was "correctly" classified for 
these two highest probability assignments. 
Both pairs of classifications show greater than chance agreement, but only at 
moderate levels. This suggests the classification schema of Sample B does not ftilly 
capture the underlying group structure of the population. Nevertheless, the greater than 
chance agreement and the strong agreement with both the first and second most probable 
group assignments suggest there is indeed an underlying structure to the data — although 
it is inadequately described by these structures. 
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Table 3. Cross-classification: Sample A in Sample B Structure Using Items 
Sample B: Structure Group Assignments 
Cluster Group: 1 2 3 4 5 6 
Group A # of cases 
1 80 29 1 12 4 4 30 
2 75 7 30 3 2 28 5 
3 29 2 12 14 0 1 0 
4 48 4 8 1 25 1 9 
5 38 0 3 1 5 29 9 
6 30 12 10 4 3 1 0 
Percent of cases grouped which agree in classification between structures: 42.3% 
Percent which agree for either first or second highest probability group: 69.3% 
Table 4. Cross-classification of Sample C in Sample B Structure Using Items 
Sample B: Structure Group Assignments 
Cluster Group: 1 2 3 4 5 6 
Group C # of cases 
1 105 42 5 6 11 8 33 
2 90 27 34 16 6 7 0 
3 22 2 1 16 0 3 0 
4 19 1 1 0 15 0 2 
5 43 5 8 0 4 24 2 
6 21 0 1 0 3 16 1 
Percent of cases grouped which agree in classification between structures: 44% 
Percent which agree for either first or second highest probability group: 65% 
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External Validation Phase 
To better understand the separation of the clusters generated by Ward's method, a 
multivariate analysis of variance (MANOVA) procedure was used. Two sets of variables 
were selected. From the ACT/IDES dataset, 39 variables examining values, plans, and 
preferences and 31 demographic variables were selected for use in this phase. These data 
were collected separately from the ACT-IV items. 
It was difficult to make sense of so many variables across the two domains. To 
simplify the analysis, the number of variables in each domain was reduced. First, 
members of Sample D were clustered by Ward's method into six groups using ACT-IV 
items. These memberships and the variables in both domains were entered into a 
MANOVA. Table 5 lists univariate F-test results for all of the demographic domain 
variables. Table 6 lists univariate F-test results for all of the values, plans, and 
preferences domain variables. In each domain, seven variables emerged as significant at 
the p < .05 level and were used in subsequent analyses with these data. These variables 
are marked with an asterisk (*) in the tables. 
Additional efforts to assess external validation were made through the following 
procedure. Mean ACT-IV scale scores were compared for Samples A and C. Based on 
these comparisons, six groups were paired between samples. Good pairings were made 
for all six groups. Using the discriminant procedure described earlier, members of Sample 
C were assigned to the 6-group structure of Sample A. The classification table comparing 
these assignments is presented in Table 7. 
Once reassigned cluster memberships were determined, a MANOVA was performed 
on the six ACT-IV scales. All six of the scales were significant with univariate F-tests at 
p < .001, confirming the separation of and differences between the clusters. Then, 
separate MANOVAs were performed on the seven variables in each external domain. 
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Table 5. Univariate F-tests on Demographic Domain: Sample D 
Variable F pf 
Sex* 30.948 .001 
Race 0.070 .996 
Living Situation 1 (by self) 1.449 .209 
Living Situation 2 (live in dorm) 0.528 .755 
Living Situation 3 (live with parents) 1.033 .400 
Living Situation 4 (live with spouse) 1.610 .159 
Living Situation 5 (live with relatives) 0.859 .510 
Living Situation 6 (live with friends) 2.076 .070 
Living Situation 7 (other arrangements) 1.504 .190 
Dependent on relatives?* 3.974 .002 
Education to date 2.239 .052 
Highest level education expect to attain* 4.285 .001 
Marital status 0.898 .484 
Current health assessment* 3.043 .012 
Family of origin income level 0.808 .545 
Family status variables: 
Family same after 6 years 1.678 .142 
Parent(s) died during last 6 years 0.796 .554 
Parents divorced in last 6 years 1.251 .287 
Parent(s) remarried in last 6 years 0.826 .533 
Have Bachelor's Degree* 2.710 .022 
First job: Realistic* 6.673 .000 
First job: Investigative 1.816 .112 
First job: Artistic 
First job: Social 2.047 .074 
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Table 5. (continued) 
Variable F  p  
First job: Enterprising 1.457 .206 
First job: Conventional 
Work sector: Private* 2.529 .031 
Work sector: Government 1.698 .137 
Work sector: Self-employed 0.902 .481 
Income level 1.557 .174 
Minimum training needed for job 0.780 .565 
* Notes variables selected for use in subsequent analyses, significant at/? < .05. 
t (d.f. 5,187) 
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Table 6. Univariate F-tests on Values/Plans/Preferences Domain: Sample D 
Variable F  p f  
Prefer indoors/outdoors* 4.322 .001 
Prefer working with people/alone* 6.311 .000 
Prefer variety of tasks/same tasks* 3.020 .011 
Prefer physical labor/little physical activity 0.534 .751 
Educational plan 1: graduate high school 1.041 .394 
Educational plan 2: apprenticeship/military 2.205 .054 
Educational plan 3: two yrs. college/trade school 2.089 .067 
Educational plan 4: three or more yrs. of college* 4.810 .001 
Surety of job choice (1973) 1.084 .370 
Salary preference variables {$ in thousands) 
$20v.s.$15or$35* 3.180 .008 
$20v.s. $10 or $50 0.735 .598 
$20v.s.$15or$22 0.845 .519 
Current ( 1978/79) job satisfaction variables: 
Pay 1.161 .329 
Number of hrs. worked per week 1.267 .278 
Steadiness of work 0.127 .986 
Fringe benefits 0.757 .582 
Chance for promotion 1.051 .388 
Chance to use training/schooling 1.034 .398 
Physical working conditions 0.913 .473 
People I work with 0.378 .863 
Chance to learn new skills 0.984 .428 
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Table 6. (continued) 
Variable F  p  
Current (1978/79) job satisfaction variables: (cont.) 
Variety in my work 0.365 .872 
Chance to do interesting work 1.176 .321 
Job as a whole 0.753 .584 
Values in choosing a job: 
Chance to use training/schooling 1.988 .081 
Good pay* 2.819 .017 
Freedom from supervision 0.459 .807 
Steady work 1.499 .191 
Cost of preparing for job 0.715 .613 
Amount oftime for preparing for job 0.646 .665 
Good fringes* 2.446 .035 
No more formal training needed 1.406 .222 
No more formal schooling needed 1.298 .265 
Freedom from responsibility 1.129 .346 
Good chances for promotion 0.258 .936 
Values in choosing a job (cont.) 
Good physical working conditions 1.391 .228 
Values in choosing a job (continued): 
Chance to work with people I like 1.663 .144 
Chance to learn new skills 1.655 .146 
Chance to do interesting work 1.628 .153 
* Notes variables selected for use in subsequent analyses, significant at p < .05. 
t (d.f. 5,245) 
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Table 7. Cross-classification of Sample C in Sample A Structure Using Items 
Sample A: Structure Group Assignments 
Group C # of cases 1 2 3 4 5 6 
1 105 53 13 2 12 24 I 
2 90 14 29 3 26 3 15 
3 21 0 0 16 5 0 0 
4 43 2 0 14 20 6 1 
5 19 0 1 2 1 15 0 
6 22 1 1 0 6 0 14 
Percent of cases grouped which agree in classification between structures: 49% 
Percent which agree for either first or second highest probability group: 68% 
For the seven demographic variables, multivariate tests of significance were 
performed. The results of these tests are listed in Table 8. Results were significant at the 
p < .001 level for three tests (Wilks' lambda, Hotelling's Trace and Pillai's Trace). 
Univariate F-test results on these demographic variables are presented in Table 9. Five of 
the seven were significant (p < .05). Means for all seven variables by group are presented 
in Table 10. 
For the seven values, plans and preferences variables, multivariate tests of 
significance were also performed (see Table 8). Hotelling's Trace and Wilks' Lambda 
w e r e  s i g n i f i c a n t  0 1  p <  . 0 0 1  a n d  t h e  P i l l a i ' s  T r a c e  w a s  s i g n i f i c a n t  â t p <  . 0 1 .  U n i v a r i a t e  F -
test results on these values, plans, preferences variables are presented in Table 9. Only 
two of the seven were significant (p < .05). Means for all seven variables by group are 
presented in Table 10. 
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Cross-validation Phase 
The last phase of validation explored the typology generated by Ward's method for 
Sample A. Using all fourteen external variables (both domains together), discriminant 
functions were generated with Sample A data. Information on these functions is presented 
in Table 11 with tests for significance for these functions in Table 12. The structure 
matrix showing the pooled within groups correlation between these canonical 
discriminant functions and discriminant variables is shown in Table 13. 
These functions were used to assign members of Sample C to the Sample A structure 
by utilizing a second discriminant analysis procedure. Thirty-nine cases were excluded 
from this analysis due to missing values for at least one of the fourteen discriminating 
variables. The resulting classification is presented in Table 14. 
Agreement between the original and assigned group memberships of Sample C was 
compared by calculating Cohen's kappa statistic. For this pairing, kappa = .267. Kappa 
has a range of 0.0 to 1.0 where one equals perfect agreement and zero is chance 
agreement. This value of kappa suggests a low level of stability for the structure and was 
not statistically significant. The first two canonical discriminant functions generated by 
this procedure are plotted in Figure 18. This plot does not correspond to the Holland 
hexagon. 
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Table 8. Multivariate Tests of Significance for External Domain Variables 
Demographic Domain: 
Value Approx. F  Hypoth. DF Error DF P <  
Pillai's Trace .60045 5.186 35.00 1330.00 .001 
Hotelling's Trace .93386 6.948 35.00 1302.00 .001 
Wilks' Lambda .47801 6.053 35.00 1104.56 .001 
Values, Plans & Preferences Domain: 
Value Approx.F 
Pillai's Trace .22516 1.859 
Hotelling's Trace .24758 1.913 
Wilks'Lambda .78980 1.890 
Hypoth. DF Error DF p < 
35.00 1380.00 .002 
35.00 1352.00 .001 
35.00 1146.63 .001 
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Table 9. Univariate F-tests for Sample C on External Domain Variables 
Demographic Domain 
Variable F P  
Sex 35.781 .001 
Dependent on relatives? 1.381 .232 
Highest level education expect to attain 7.1666 .001 
Current health assessment 2.261 .049 
Have Bachelor's Degree 4.168 .001 
First job: Realistic 9.174 .001 
Work sector: Private 0.831 .529 
Values/Plans/Preferences Domain 
Variable F 
Prefer indoors/outdoors 3.062 
Prefer working with people/alone 2.350 
Prefer variety of tasks/same tasks 0.225 
Educational plan 4: three+ yrs. of college 4.948 
Salary preference variables ($ in thousands) 
$20v.s. $15or$35 0.276 
Values in choosing a job: 
Good pay 0.820 
Good fringes 1.986 
t(d.f. 5,187) 
Pt 
.010 
.041 
.951 
.001 
.926 
.536 
.081 
84 
Table 10. Means for External Variables by 6 Groups of Sample C 
Group: 1 2 3 4 5 6 
Demographic variables 
Sex (l=male; 2=female) 1.10 1.64 1.78 1.41 1.82 2.00 
Dependent on relatives? 1.69 1.58 1.78 1.65 1.61 1.44 
Highest level education expect to attain 5.42 6.42 5.89 4.89 5.03 4.39 
Current health assessment 1.70 1.89 1.72 1.82 2.08 1.83 
Have Bachelor's Degree ( 1 = yes 2 = no) 1.46 1.28 1.44 1.53 1.61 1.72 
First job: Realistic (0 = no; 1 = yes) .47 .17 .06 .23 .13 .00 
Work sector: Private (0 = no; 1 = yes) .71 .74 .56 .65 .63 .61 
Values/Plans/Preference variables 
Prefer indoors/outdoors 2.49 2.26 2.09 2.65 2.07 1.95 
Prefer working with people/alone 1.95 1.59 1.81 1.65 1.68 1.67 
Prefer variety of tasks/same tasks 1.79 1.79 1.91 1.71 1.88 1.81 
Educational plan 4: three+ yrs. college .54 .73 .62 .35 .43 .29 
Salary preference ($ in thousands) 
$20 v.s. $15 or $35 by coin toss 1.50 1.44 1.43 1.41 1.48 1.38 
Values in choosing a job: 
Good pay 1.28 1.37 1.28 1.24 1.22 1.23 
Good fringe benefits 1.58 1.45 1.33 1.47 1.35 1.19 
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Table 11. Canonical Discriminant Functions 
Function Eigen Value Variance 
Cummulative 
Percent 
Canonical 
Correlation 
1 1.6734 86.19 86.19 0.7912 
2 0.1323 6.82 93.01 0.3418 
3 0.0618 3.18 96.19 0.2413 
4 0.0556 2.86 99.05 0.2294 
5 0.0184 0.95 100.00 0.1343 
Table 12. Test for Significance of Discriminatory Information Not 
Accounted for by Earlier Functions 
After derivation 
of Function # Wilks' Lambda Chi-Square d.f. P <  
0 0.2894 350.88 70 0.001 
1 0.7737 72.59 52 0.031 
2 0.8761 37.42 36 0.404 
3 0.9303 20.45 22 0.555 
4 0.9820 5.15 10 0.881 
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Table 13. Structure Matrix for Sample C 
Pooled within groups correlation between canonical discriminant functions 
and discriminant variables 
Function 1 
Sex 0.94483 
First job: Realistic -0.30416 
Function 2 
Education plan 4: 3+ yrs. college 0.62757 
Values in choosing a job: 
Good fringe benefits 0.42425 
Work sector: Private 0.27463 
Table 14. Cross-classification of Sample C in Sample A Structure Using 
Discriminant Matrix of External Variables (n=261 ) 
Sample A: Structure Group Assignments 
roup C 
Group: 
# of cases 
1 2 3 4 5 6 
1 91 39 19 4 4 24 1 
2 83 12 12 13 26 7 13 
3 18 0 0 11 7 0 0 
4 36 3 0 11 11 3 8 
5 16 4 2 3 1 4 2 
6 17 2 0 6 6 2 1 
Percent of cases grouped which agree in classification between structures: 29.9% 
Percent which agree for either first or second highest probability group; 57.1% 
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All Six Groups Scatterplot: 
Group Centroids - Functions 1 & 2 
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Figure 18. All six groups scatterplot: Group Centroid — Functions 1 & 2 
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Analysis 2 
Clusters were generated from the male and female samples with Ward's method using 
responses to the 90 ACT-IV items. In order to determine which partitions were of 
interest, plots of the differences in coefficients at each level were examined. The plots 
appear in Figure 19 for males and Figure 20 for females. The female curve suggested a 
six group solution was of interest but the male solution looked more promising for a nine 
group solution (although six groups was also a possibility). 
To compare genders, the two error curves were superimposed as shown in Figure 21. 
For the most part, the curves parallel each other. Once the twelve group level is reached, 
however, they begin diverging somewhat, but follow the same general trend. 
Multivariate Analysis of Variance 
Additional information was garnered by using MANVOA for the two domains of 
external variables (the entire set ~ not only the ones used in the final procedures in 
Analysis 1). Tables 15 and 16 present multivariate tests of significance for MANOVAs 
using the two external domains for male and female samples (variables which did not 
have variance were excluded in the multivariate tests). For both genders, the values, plans 
and preferences domain was highly significant for all three tests at the p < .001 level. 
Unlike the mixed gender samples, the demographic domain variables were not as 
significant. For males, only the Hotelling's Trace was statistically significant at the 
p < .001 level with the other two tests significant at the p < .005 level. For females, 
however, none of the tests were significant. 
Table 17 presents univariate F-test results for the 39 demographic variables using 
membership in the nine group solution of the male sample and Table 18 presents 
corresponding results for the six group solution for the female sample. For males, four 
variables were significant: education to date, education expect to attain, current health 
assessment, and income level. Females had three significant variables: dependent on 
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relatives, education expect to attain, work in private sector. These are both in contrast to 
the seven variables which were significant from the mixed gender Sample D. There is 
some overlap but neither having a bachelor's degree nor having a first job in the Realistic 
theme appeared here. 
Univariate F-test results for the 39 values, plans and preferences domain variables 
are presented in Table 19 for the male sample and in Table 20 for the female sample. 
Males had ten significant variables: preference for physical labor, education plan 2 and 
education plan 4, freedom from supervision, cost of preparation, time for preparation, 
good fringe benefits, freedom from responsibility, chances for promotion, and chance to 
do interesting work. Females had six significant variables: preference for physical labor, 
education plan 1, education plan 4, chance to use schooling, good pay and good fringe 
benefits. Sample D had seven significant variables. None of the three value preference 
variables or the salary preference variable significant for sample D were significant for 
the gender samples. There was overlap with the educational plan 4 variable and with the 
values for choosing a job of good pay and good fringe benefits. 
Discriminant Analysis 
The male and female cluster solutions were also compared in a discriminant analysis 
procedure. Table 21 presents information on the canonical discriminant functions for the 
male sample and Table 23 has corresponding information for the female sample. Table 22 
presents tests for significance of discriminatory information as each function is derived 
for the male sample. Table 24 presents the tests results from the female sample. Table 25 
presents the cross-classification table of males' original cluster group assignments and 
those predicted by the discriminant functions. Table 26 presents the cross-classification 
table for the female sample. 
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Differences in Cluster Levels: Male Sample 
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Figure 19. Differences in item cluster levels male sample; Ward's Method 
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Differences in Cluster Levels: Female Sample 
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Figure 20. Differences in item cluster levels female sample; Ward's Method 
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Differences in Cluster Levels: Gender Samples 
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Figure 21. Differences in item cluster levels both genders: Ward's Method 
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Table 15. Multivariate Tests of Significance for External Domain: Males 
Demographic Domain: 
Value Approx. F  Hypoth. DP Error DP P <  
Pillai's Trace 0.97907 1.35100 155.00 860.00 .005 
Hotelling's Trace 0.32258 1.38635 155.00 832.00 .001 
Wilks' Lambda 0.32258 1.38635 155.00 836.47 .005 
Values, Plans & Preferences Domain: 
Value Approx. F  Hypoth. DP Error DP P <  
Pillai's Trace 1.88685 1.44039 360.00 1680.00 .001 
Hotelling's Trace 2.67892 1.49759 360.00 1610.00 .001 
Wilks' Lambda 0.10774 1.46825 360.00 1618.97 .001 
Table 16. Multivariate Tests of Significance for External Domain: Females 
Demographic Domain: 
Value Approx. F  Hypoth. DP Error DP P <  
Pillai's Trace 0.91793 1.13160 155.00 780.00 .150 
Hotelling's Trace 1.17875 1.14376 155.00 752.00 .132 
Wilks' Lambda 0.35486 1.13789 155.00 757.30 .141 
Values, Plans & Preferences Domain: 
Value Approx. F  Hypoth, DP Error DP P <  
Pillai's Trace 1.13258 1.37108 220.00 1030.00 .001 
Hotelling's Trace 1.53355 1.39693 220.00 1002.00 .001 
Wilks' Lambda 0.26975 1.38381 220.00 1010.19 .001 
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Table 17. Univariate F-tests on Demographic Domain Variables: Males 
Variable F p < t 
Race 1.893 .063 
Living Situation 1 (by self) 0.411 .914 
Living Situation 2 (live in dorm) 0.634 .749 
Living Situation 3 (live with parents) 1.943 .056 
Living Situation 4 (live with spouse) 0.307 .963 
Living Situation 5 (live with relatives) 0.393 .923 
Living Situation 6 (live with friends) 0.931 .492 
Living Situation 7 (other arrangements) 0.796 .607 
Dependent on relatives? 1.373 .210 
Education to date* 2.287 .023 
Highest level education expect to attain* 3.946 .001 
Marital status 0.269 .975 
Current health assessment* 2.038 .044 
Family of origin income level* 2.469 .014 
Family status variables: 
Family same after 6 years 1.694 .102 
Parent(s) died during last 6 years 0.963 .466 
Parents divorced in last 6 years 1.685 .104 
Parent(s) remarried in last 6 years 1.699 .101 
Have Bachelor's Degree 1.872 .066 
First job: Realistic 1.485 .165 
First job: Investigative 1.192 .306 
First job: Artistic 
First job: Social 1.453 .177 
Table 17. (continued) 
Variable F  P <  
First job: Enterprising 0.748 .649 
First job: Conventional 
Work sector: Private 1.107 .360 
Work sector: Government 1.794 .080 
Work sector: Self-employed 0.676 .712 
Income level* 2.086 .039 
Minimum training needed for job 1.463 .173 
* Significant at p < .05. 
t (d.f. 8,195) 
Table 18. Univariate F-tests on Demographic Domain Variables: Females 
Variable F  p<t 
Race 0.885 .492 
Living Situation 1 (by self) 0.741 .594 
Living Situation 2 (live in dorm) 1.176 .322 
Living Situation 3 (live with parents) 0.742 .593 
Living Situation 4 (live with spouse) 1.872 .101 
Living Situation 5 (live with relatives) 0.876 .498 
Living Situation 6 (live with friends) 1.052 .498 
Living Situation 7 (other arrangements) 0.594 .704 
Dependent on relatives?* 2.386 .040 
Education to date 2.119 .065 
Highest level education expect to attain* 4.069 .002 
Marital status 1.173 .324 
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Table 18. (continued) 
Variable F p < 
Current health assessment 0.374 .866 
Family of origin income level 0.642 .668 
Family status variables: 
Family same after 6 years 0.955 .447 
Parent(s) died during last 6 years 1.584 .167 
Parents divorced in last 6 years 0.782 .564 
Parent(s) remarried in last 6 years 1.146 .338 
Have Bachelor's Degree 0.813 .542 
First job: Realistic 0.466 .801 
First job: Investigative 1.361 .241 
First job: Artistic 
First job: Social 1.284 .273 
First job: Enterprising 0.449 .813 
First job: Conventional 
Work sector: Private* 0.438 .822 
Work sector: Government 0.329 .895 
Work sector: Self-employed 
Income level 0.543 .744 
Minimum training needed for job 0.913 .474 
* Significant at/7 < .05. 
t (d.f. 8,195) 
Table 19. Univariate F-tests on Values/Plans/Preferences Domain: Males 
Variable F P < t  
Prefer indoors/outdoors 0.814 .591 
Prefer working with people/alone 1.097 .366 
Prefer variety of tasks/same tasks 0.470 .877 
Prefer physical labor/little physical activity* 3.217 .002 
Educational plan 1 : graduate high school 1.095 .367 
Educational plan 2: apprenticeship/military* 3.030 .003 
Educational plan 3: two yrs. college/trade school 2.414 .016 
Educational plan 4: three or more yrs. of college* 8.270 .001 
Surety of job choice (1973) 0.884 .884 
Salary preference variables ($ in thousands) 
$20v.s.$15or$35 0.688 .702 
$20 V.S. $10 or $50 1.595 .127 
$20 V.S. $15 or $22 1.237 .278 
Current (1978/79) job satisfaction variables: 
Pay 0.909 .510 
Number of hrs. worked per week 1.196 .302 
Steadiness of work 1.436 .182 
Fringe benefits 1.532 .147 
Chance for promotion 1.363 .213 
Chance to use training/schooling 1.159 .330 
Physical working conditions 1.076 .380 
People I work with 0.839 .569 
Chance to learn new skills 1.272 .259 
Variety in my work 1.069 .385 
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Table 19. (continued) 
Variable 
Chance to do interesting work 
Job as a whole 
Values in choosing a job: 
Chance to use training/schooling 
Good pay 
Freedom from supervision* 
Steady work 
Cost of preparing for job* 
Amount of time for preparing for job* 
Good fringes* 
No more formal training needed 
No more formal schooling needed 
Freedom from responsibility* 
Good chances for promotion* 
Good physical working conditions 
Chance to work with people I like 
Chance to learn new skills 
Chance to do interesting work* 
* Significant at /? < .05. 
F p< 
1.159 .324 
1.268 .261 
0.899 .518 
1.184 .309 
2.003 .047 
1.428 .185 
2.330 .020 
2.253 .024 
3.482 .001 
1.470 .169 
1.341 .224 
2.089 .037 
2.065 .040 
0.672 .716 
0.872 .541 
1.433 .183 
2.959 .004 
t (d.f. 8,195) 
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Table 20. Univariate F-tests on Values/Plans/Preferences Domain: Females 
Variable F P < t 
Prefer indoors/outdoors 1.039 .396 
Prefer working with people/alone 0.290 .918 
Prefer variety of tasks/same tasks 2.228 .052 
Prefer physical labor/little physical activity* 3.858 .002 
Educational plan 1: graduate high school* 3.739 .003 
Educational plan 2: apprenticeship/military 1.256 .284 
Educational plan 3: two yrs. college/trade school 1.851 .104 
Educational plan 4: three or more yrs. of college* 4.631 .001 
Surety of job choice (1973) 1.583 .165 
Salary preference variables ($ in thousands) 
$20v.s.$15or$35 1.696 .136 
$20 v.s. $10 or $50 1.349 .244 
$20v.s. $15or$22 0.334 .892 
Current ( 1978/79) job satisfaction variables: 
Pay 0.593 .706 
Number of hrs. worked per week 0.877 .497 
Steadiness of work 0.678 .640 
Fringe benefits 0.949 .450 
Chance for promotion 1.674 .142 
Chance to use training/schooling 1.334 .250 
Physical working conditions 0.897 .484 
People I work with 0.845 .519 
Chance to learn new skills 0.957 .445 
Variety in my work 0.955 .446 
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Table 20. (continued) 
Variable F p < 
Chance to do interesting work 1.197 .311 
Job as a whole 1.077 .374 
Values in choosing a job: 
Chance to use training/schooling* 2.454 .034 
Good pay* 0.578 .717 
Freedom from supervision 0.965 .440 
Steady work 1.650 .147 
Cost of preparing for job 0.434 .824 
Amount of time for preparing for job 0.216 .955 
Good fringes* 1.369 .236 
No more formal training needed 0.830 .530 
No more formal schooling needed 1.579 .167 
Freedom from responsibility 1.399 .225 
Good chances for promotion 0.538 .748 
Good physical working conditions 0.497 .779 
Chance to work with people I like 0.158 .977 
Chance to learn new skills 2.193 .056 
Chance to do interesting work 1.898 .095 
* Significant atp <.05. 
t (d.f. 5,245) 
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Table 21. Canonical Discriminant Functions: Male Sample 
Function Eigen Value 
Percent of 
Variance 
Cummulative 
Percent 
Canonical 
Correlation 
1 2.8934 29.92 29.92 0.8621 
2 1.5089 15.60 45.53 0.7755 
3 1.3320 13.77 59.30 0.7558 
4 1.0063 10.41 69.71 0.7082 
5 0.9260 9.58 79.28 0.6934 
6 0.7854 8.12 87.40 0.6633 
7 0.6230 6.44 93.85 0.6196 
8 0.5950 6.15 100.00 0.6108 
Table 22. Test for significance of discriminatory information not accounted 
for by earlier functions: Male sample 
After derivation 
of Function # Wilks' Lambda Chi-Square d.f. P <  
0 0.0025 790.10 608 0.001 
1 0.0096 611.35 525 0.005 
2 0.0240 490.394 444 0.063 
3 0.0560 379.051 365 0.295 
4 0.1123 287.488 288 0.497 
5 0.2164 201.298 213 0.707 
6 0.3863 125.072 140 0.812 
7 0.6270 61.391 69 0.731 
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Table 23. Canonical Discriminant Functions: Female Sample 
Percent of Cummulative Canonical 
Function Eigen Value Variance Percent Correlation 
1 1.6199 31.41 31.41 0.7863 
2 1.1340 21.99 53.39 0.7290 
3 1.0230 19.83 73.23 0.7111 
4 0.8097 15.70 88.93 0.6689 
5 0.5712 11.07 100.00 0.6030 
Table 24. Test for Significance of Discriminatory Information 
Not Accounted for by Earlier Functions: Female Sample 
After derivation 
of Function # Wilks' Lambda Chi-Square d.f P <  
0 0.0311 435.58 375 0.018 
1 0.0815 314.71 296 0.218 
2 0.1738 219.58 219 0.476 
3 0.3517 131.15 144 0.771 
4 0.6360 56.71 71 0.891 
The first two canonical functions were plotted for the nine group solution for the 
male sample in Figure 22. The first two canonical functions for the six group solution for 
the female sample were plotted in Figure 23. No apparent relationship between the two 
structures is apparent. In order to more readily compare the structure between the two 
genders, the six group solution for the male sample was also put through discriminant 
analysis and the first two discriminant functions from this analysis were plotted in Figure 
24. No apparent patterns were noted between the six group plots for the two genders. 
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Table 25. Classification of Male Sample by Discriminant Classification 
with External Variables 
Discriminant Classification Group Assignments 
Cluster 
Groups # of cases 1 2 3 4 5 6 
1 40 31 3 1 1 4 0 
2 35 2 31 0 0 1 1 
3 31 3 3 23 2 0 0 
4 43 0 1 0 26 1 0 
5 26 2 1 0 3 20 0 
6 15 0 0 0 0 0 15 
Percent of cases grouped which agree in classification between structures: 83.4% 
Percent which agree for either first or second highest probability group: 95.4% 
Table 26. Classification of Female Sample by Discriminant Classification 
with External Variables 
Discriminant Classification Group Assignments 
Cluster 
Groups # of cases 1 2 3 4 5 6 
1 39 30 1 3 2 2 1 
2 36 1 32 0 1 0 2 
3 26 1 0 23 1 0 1 
4 25 0 0 0 22 2 1 
5 16 1 1 3 0 11 0 
6 25 2 1 1 0 2 19 
Percent of cases grouped which agree in classification between structures: 82.0% 
Percent which agree for either first or second highest probability group: 94.6% 
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Male Nine Groups Scatterplot: 
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Figure 22. Male nine groups scatterplot: Group centroids — Functions I & 2 
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Female Six Groups Scatterplot: 
Group Centroids - Functions 1 & 2 
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Male Six Groups Scatterplot: 
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Figure 24. Male six groups scatterplot: Group centroids — Functions 1 & 2 
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Analysis 3 
The six ACT-IV scales were used to create clusters for Samples A and B using both 
cluster methods. The lack of utility in the clusters generated by average linkage using 
items suggested trying again with scales to see if perhaps these clusters were different. 
Figure 25 shows the plot of the differences in the error coefficient for Sample A with 
Ward's method for cluster groupings from 30 to 2. The curve for Sample B is presented in 
Figure 26. The two curves are overlapped in Figure 27 in order to more readily compare 
them. Solutions which seem most probable from inspecting both curves are eight groups, 
six groups and four groups. This agreement was stronger than was seen for two item 
cluster curves. The percentage of individuals classified by group is presented for solutions 
from eight to four groups in Table 27. To more readily compare with the item-based 
clusters, the six group solution was chosen. 
Figure 28 shows the plot of the differences in the error coefficient for Sample A with 
the average linkage method for cluster groupings from 30 to 2. Solutions which seem 
most probable from inspecting this curve are eleven groups, eight groups, six groups and 
five groups. The curve for Sample B is presented in Figure 29. Solutions which seem 
most probable from inspecting this curve are fourteen groups, ten groups, eight groups 
and five groups. The two curves are overlapped in Figure 30 in order to more readily 
compare them. This lack of agreement was similar as to that seen for two item cluster 
curves from average linkage. Inspection of the cluster memberships showed the 
preponderance of one large group as the number of groups decreases. The percentage of 
memberships are presented in Table 28. This differs slightly from the item-based cluster 
pattern in that there appears to be a slightly slower chaining to one large group. Since one 
large group is not a useful structure for classifying people, further analysis of average 
linkage solutions was not undertaken. 
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Table 27. Cluster Memberships: Percentage by Group 
Ward's Method Clusters 
Percentages in each group 
Sample A: 
1 2 3 4 5 6 7 
8 group solution 11.7 13.3 16.3 12.7 24.0 11.7 5.0 
7 group solution 28.0 13.3 12.7 24.0 11.7 5.0 5.3 
6 group solution 28.0 13.3 18.0 24.0 11.7 5.0 
5 group solution 28.0 13.3 18.0 29.0 11.7 
4 group solution 41.3 18.0 29.0 11.7 
Sample B: 
8 group solution 26.0 12.0 9.7 5.3 9.7 17.3 11.3 
7 group solution 26.0 12.0 9.7 15.0 17.3 11.3 8.7 
6 group solution 26.0 12.0 24.7 17.3 11.3 8.7 
5 group solution 26.0 12.0 42.0 11.3 8.7 
4 group solution 37.3 12.0 42.0 8.7 
Discriminant Analysis 
Discriminant analysis procedures were undertaken for both Samples A and B using 
the combined set of demographic variables and values, plans and preferences variables. 
Information on canonical discriminant functions generated in this analysis is presented in 
Tables 29 and 31 for samples A and B respectively. Tests for significance of 
discriminatory information as each function is derived are presented in Table 30 for 
sample A and Table 32 for sample B. The cross-classification for actual group and the 
most likely group assignment is shown in Tables 33 and 34. Plots of the first two 
canonical discriminant functions for the six groups are shown in Figure 31 for Sample A 
and Figure 32 for Sample B. 
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Figure 28. Coefficient differences by cluster levels: Average Linkage method with 
Sample A scales 
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Figure 29. Coefficient differences by cluster levels: Average Linkage method 
with Sample B scales 
114 
Differences in Scale-based Cluster Levels 
Average Linkage Method 
diff. 
in 
coeff. 
800 
600 
400 
200 
M  !  :  !  i  :  ;  r  
• — 
1  i  1  1  1  1  i  I I I ! !  
1  1  1  1  1  i  1  i  t  1  1  i  '  1  
Î  i  1 i  1  !  !  1  0- Sample B 1 1  1  1  1  1  1  i  1  1  1  r i  1  i  +  
1  i  1  i  1  1  !  i  M  i  i l  
1  1  i  1  i  1  1  1  !  1  1  1  1  i  
!  i  i  !  1  i  1  I I  !  1  1  1  .  1  !  1  1  1  1  1  
1  !  1  !  !  1  1  :  1  1  1  !  1  
i  i  :  1  1  !  1  i  1  1  1  -  1  1  i  !  1  1  !  1  4 L  !  i  '  !  i  i  i  i  i  i  1  1  1  1  1  !  1  1  i  i  I t  
i  !  •  '  M  i  1  ! !  !  1  i  i  1  M  1  ;  i  / !  i  
1 1 ! ' 1 1 1 ! 1  i  1 ! 1  1  I  I  M  h  i  / ' 
: 1 1 1 1 1 1 1 1 1 ! 1 i 1 ' I I  1  ! 1  i  ,  
1 i ! i 1; i 1 M À 1 1 1 n / 
30 28 26 24 22 20 18 16 14 12 10 8 
Samples A & B cluster groupings 
Figure 30. Coefficient differences by cluster levels; Average Linkage method 
with scales for both samples 
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Table 28. Cluster Memberships: Percentage by Group 
Average Linkage Method Clusters 
Percentages in each group 
1 2 3 4 5 6 7 
Sample A: 
8 group solution 76.7 5.7 14.3 1.7 0.7 0.3 0.3 
7 group solution 82.3 14.3 1.7 0.7 0.3 0.3 0.3 
6 group solution 82.3 14.3 2.3 0.3 0.3 0.3 
5 group solution 96.7 2.3 0.3 0.3 0.3 
4 group solution 99.0 0.3 0.3 0.3 
Sample B: 
8 group solution 43.0 29.7 5.3 1.7 6.3 0.7 3.0 
7 group solution 82.7 5.3 1.7 6.3 0.7 3.0 0.3 
6 group solution 82.7 5.3 2.3 6.3 3.0 0.3 
5 group solution 82.7 5.7 2.3 6.3 3.0 
4 group solution 85.7 5.7 2.3 6.3 
Table 29. Canonical Discriminant Functions: Sample A 
Percent of Cummulative Canonical 
Function Eigen Value Variance Percent Correlation 
1 5.3331 55.88 55.88 0.9177 
2 1.9039 19.95 75.82 0.8097 
3 0.9405 9.85 85.68 0.6962 
4 0.7552 7.91 93.59 0.6559 
5 0.6117 6.41 100.00 0.6161 
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Table 30. Test for Significance of Discriminatory Information 
Not Accounted for by Earlier Functions: Sample A 
After derivation 
of Function # Wilks' Lambda Chi-Square d.f. P 
0 0.0099 586.06 390 0.001 
1 0.0627 351.65 308 0.044 
2 0.1822 216.26 228 0.710 
3 0.3535 132.07 150 0.851 
4 0.6205 60.62 74 0.868 
Table 31. Canonical Discriminant Functions: Sample B 
Percent of Cummulative Canonical 
Function Eigen Value Variance Percent Correlation 
1 2.1141 35.39 35.39 0.8239 
2 1.4401 24.11 59.50 0.7682 
3 1.1509 19.27 78.77 0.7315 
4 0.8002 13.40 92.16 0.6667 
5 0.4681 7.84 100.00 0.5647 
Table 32. Test for Significance of Discriminatory Information 
Not Accounted for by Earlier Functions; Sample B 
After derivation 
of Function # Wilks' Lambda Chi-Square d.f. P 
0 0.0232 487.67 385 0.001 
1 0.0721 340.56 304 0.073 
2 0.1759 225.04 225 0.487 
3 0.3784 125.86 148 0.906 
4 0.6812 49.72 73 0.983 
117 
Table 33. Classification of Sample A by Discriminant Classification 
with External Variables 
Discriminant Classification Scale Group Assignments 
Cluster Group: 1 2 3 4 5 6 
Groups # of cases 
1 48 41 2 1 0 4 0 
2 25 1 23 0 1 0 0 
3 36 0 1 32 3 0 0 
4 32 0 2 0 29 0 1 
5 19 2 0 0 0 17 0 
6 10 0 0 0 0 0 10 
Number of cases excluded from discriminant due to missing data: 130 
Percent of cases grouped which agree in classification between structures: 89.41% 
Percent which agree for either first or second highest probability group: 98.24% 
Table 34. Classification of Sample B by Discriminant Classification 
with External Variables 
Discriminant Classification Scale Group Assignments 
Cluster Group: 1 2 3 4 5 6 
Groups # of cases 
1 50 44 3 1 1 1 0 
2 18 0 16 1 1 0 0 
3 44 4 1 38 0 0 1 
4 26 0 0 1 25 0 0 
5 21 0 0 0 0 21 0 
6 13 0 1 0 0 0 12 
Number of cases excluded from discriminant due to missing data: 128 
Percent of cases grouped which agree in classification between structures: 90.7% 
Percent which agree for either first or second highest probability group: 97.67% 
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Sample A Six Scale-Groups Scatterplot: 
Group Centroids — Functions 1 & 2 
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Figure 31. Sample A six- groups scatterplot: Group centroids — Functions 1 & 2 
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Sample B Six Scale-Groups Scatterplot: 
Group Centroids - Functions 1 & 2 
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Figure 32. Sample B six-groups scatterplol: Group centroids — Functions 1 & 2 
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To clarify which variables are related to these clusters, Wilks' Lambda and univariate 
F-tests are presented in Table 35 for Sample A and Table 36 for Sample B. The structure 
matrices are also of interest in understanding these findings. Rather than present the 
loadings for all these variables, only those variables which loaded on a function which 
was shown to be significant (see Tables 30 and 32) are offered. The structure matrix for 
the two significant functions of Sample A is presented in Table 37. The matrix for the 
single significant function of Sample B is offered in Table 38. 
Table 35. Tests of Significance for Discriminant Variables for Sample A 
Variable Wilks' Lambda Univariate F P 
Sex 0.36087 58.09 0.001 
Race 0.96116 1.32 0.256 
Living Situation 1 (by self) 0.98006 0.6673 0.649 
Living Situation 2 (live in dorm) 0.99038 0.3185 0.901 
Living Situation 3 (live with parents) 0.97413 0.8711 0.502 
Living Situation 4 (live with spouse) 0.98694 0.4339 0.825 
Living Situation 5 (live with relatives) 0.99476 0.1728 0.972 
Living Situation 6 (live with friends) 0.97093 0.9820 0.431 
Living Situation 7 (other arrangements) 0.98792 0.4011 0.848 
Dependent on relatives? 0.98792 1.5590 0.175 
Education to date 0.89138 3.997 0.002 
Highest level of education expected to attain 0.87608 4.6400 0.001 
Marital status 0.98441 0.5193 0.547 
Current health assessment 0.97602 0.8060 0.547 
Family of origin income level 0.93373 2.328 0.045 
Family status variables: 
Family same after 6 years 0.98547 0.4837 0.788 
Parent(s) died during last 6 years 0.94986 1.732 0.130 
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Table 35. (continued) 
Variable 
Family status variables: (continued) 
Parents divorced in last 6 years 0.93073 
Parent(s) remarried in last 6 years 0.95835 
Have Bachelor's Degree 0.93868 
First job: Realistic 0.77416 
First job: Investigative 0.96700 
First job: Social 0.93700 
First job: Enterprising 0.95861 
First job: Conventional 0.88405 
Work sector: Private 0.95041 
Work sector: Government 0.94800 
Work sector: Self-employed 0.96299 
Income level 0.90076 
Minimum training needed for job 0.96843 
Prefer indoors/outdoors 0.94220 
Prefer working with people/alone 0.89868 
Prefer variety of tasks/same tasks 0.95599 
Prefer physical labor/little physical activity 0.91658 
Educational plan 1 : graduate high school 0.94044 
Educational plan 2: apprenticeship/military 0.93847 
Educational plan 3: 2 yrs. college/trade school 0.96151 
Educational plan 4: 3 or more yrs. of college 0.92030 
Surety of job choice (1973) 0.98162 
Salary preference variables ($ in thousands) 
$20v.s.$15or$35 0.90764 
$20v.s.$10or$50 0.95131 
Wilks' Lambda Univariate F p 
2.441 
1.425 
2.143 
9.569 
1.211 
2.205 
1.416 
4.302 
1.712 
1.799 
1.260 
3.614 
1.069 
2.012 
3.698 
1.510 
2.985 
2.077 
2.150 
1.313 
2.840 
0.614 
3.338 
1.679 
0.037 
0.218 
0.063 
0.001 
0.306 
0.056 
0.221 
0.001 
0.135 
0.116 
0.284 
0.004 
0.379 
0.080 
0.003 
0.189 
0.013 
0.071 
0.062 
0.261 
0.017 
0.689 
0.007 
0.143 
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Table 35. (continued) 
Variable Wilks' Lambda Univariate F p 
Salary preference variables ($ in thousands) 
$20v.s.$15or$22 0.93542 2.265 0.051 
Current (1978/79) job satisfaction variables: 
Pay 0.96385 1.230 0.297 
Number of hrs. worked per week 0.96797 1.085 0.370 
Steadiness of work 0.98255 0.5825 0.713 
Fringe benefits 0.97907 0.7011 0.623 
Chance for promotion 0.96821 1.077 0.375 
Chance to use training/schooling 0.98913 0.3605 0,875 
Physical working conditions 0.94393 1.948 0.089 
People I work with 0.94888 1.767 0.122 
Chance to learn new skills 0.94983 1.732 0.130 
Variety in my work 0.94557 1.888 0.099 
Current (1978/79) job satisfaction variables: 
Chance to do interesting work 0.96780 1.091 0.367 
Job as a whole 0.96696 1.121 0.351 
Values in choosing a job: 
Chance to use training/schooling 0.94442 1.930 0.092 
Good pay* 0.93678 2.213 0.055 
Freedom from supervision 0.94937 1.749 0.126 
Steady work 0.98118 0.6290 0.678 
Cost of preparing for job 0.95339 1.603 0.162 
Amount of time for preparing for job 0.98130 0.6249 0.681 
Good fringes* 0.96412 1.221 0.302 
No more formal training needed 0.97702 0.7715 0.572 
No more formal schooling needed 0.97409 0.8725 0.501 
Freedom from responsibility 0.95883 1.408 0.224 
Table 35. (continued) 
Variable Wilks' Lambda Univariate F P 
Values in choosing a job: (continued) 
Good chances for promotion 0.92966 2.482 0.034 
Good physical working conditions 0.97986 0.6741 0.644 
Chance to work with people I like 0.89507 3.845 0.003 
Chance to learn new skills 0.98592 0.4684 0.799 
Chance to do interesting work 0.97099 0.9838 0.429 
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Table 36. Tests of Significance for Discriminant Variables for Sample B 
Variable Wilks' Lambda Univariate F P 
Sex 0.62577 19.85 0.001 
Race 0.98881 0.3757 0.865 
Living Situation 1 (by self) 0.98165 0.6208 0.684 
Living Situation 2 (live in dorm) 0.99012 0.3313 0.894 
Living Situation 3 (live with parents) 0.97906 0.7102 0.617 
Living Situation 4 (live with spouse) 0.98819 0.3967 0.851 
Living Situation 5 (live with relatives) 0.98830 0.3932 0.853 
Living Situation 6 (live with friends) 0.99701 0.0960 0.992 
Living Situation 7 (other arrangements) 0.99097 0.3025 0.911 
Dependent on relatives? 0.96871 1.073 0.378 
Education to date 0.95912 1.415 0.221 
Highest level of education expected to attain 0.94919 1.777 0.120 
Marital status 0.98257 0.5891 0.0 
First job: Social 0.96142 1.332 0.253 
First job: Enterprising 0.98238 0.5955 0.703 
First job: Conventional 0.94667 1.870 0.102 
Work sector: Private 0.98862 0.3820 0.861 
Work sector: Government 0.96413 1.235 0.295 
Work sector: Self-employed 0.96555 1.185 0.319 
Income level 0.93114 2.455 0.355 
Minimum training needed for job 0.97003 1.026 0.404 
Prefer indoors/outdoors 0.96360 1.254 0.286 
Prefer working with people/alone 0.90912 3.319 0.007 
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Table 36. (continued) 
Variable Wilks' Lambda Univariate F P 
Prefer variety of tasks/same tasks 0.97739 0.7680 0.574 
Prefer physical labor/little physical activity 0.88120 4.476 0.001 
Educational plan 1 : graduate high school 0.97629 0.8062 0.547 
Educational plan 2: apprenticeship/military 0.90296 3.568 0.004 
Educational plan 3: 2 yrs. college/trade school 0.91271 3.175 0.009 
Educational plan 4: 3 or more yrs. of college 0.91270 3.176 0.009 
Surety of job choice (1973) 0.96546 1.188 0.317 
Salary preference variables ($ in thousands) 
$20 v.s. $15 or $35 0.93790 2.198 0.057 
$20 v.s. $10 or $50 0.98788 0.4072 0.843 
$20 v.s. $15 or $22 0.97055 1.008 0.415 
Current (1978/79) job satisfaction variables: 
Pay 0.98959 0.3493 0.882 
Number of hrs. worked per week 0.98106 0.6409 0.669 
Steadiness of work 0.98047 0.6614 0.653 
Fringe benefits 0.98056 0.6582 0.656 
Chance for promotion 0.99504 0.1658 0.975 
Chance to use training/schooling 0.96703 1.132 0.346 
Physical working conditions 0.97007 1.024 0.405 
People I work with 0.98417 0.5539 0.750 
Chance to learn new skills 0.99109 0.2986 0.913 
Variety in my work 0.98270 0.5844 0.720 
Table 36. (continued) 
Variable 
Current (1978/79) job satisfaction variables 
Chance to do interesting work 
Job as a whole 
Values in choosing a job: 
Chance to use training/schooling 
Good pay 
Freedom from supervision 
Steady work 
Cost of preparing for job 
Amount of time for preparing for job 
Good fringe 
No more formal training needed 
No more formal schooling needed 
Freedom from responsibility 
Good chances for promotion 
Good physical working conditions 
Chance to work with people I like 
Chance to learn new skills 
Chance to do interesting work 
Univariate F p 
0.9096 0.476 
0.3543 0.879 
0.93665 2.245 0.052 
0.95447 1.584 0.167 
0.92538 2.677 0.235 
0.97501 0.8509 0.516 
0.97005 1.025 0.405 
0.94795 1.823 0.111 
0.98559 0.4856 0.787 
0.97175 0.9653 0.441 
0.97639 0.8029 0.549 
0.96932 1.051 0.390 
0.96136 1.335 0.252 
0.99106 0.2994 0.913 
0.98792 0.4058 0.844 
0.97212 0.9520 0.449 
0.96200 1.311 0.262 
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Wilks' Lambda 
(continued) 
0.97333 
0.98944 
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Table 37. Structure Matrix for Sample A 
Pooled within groups correlation between significant canonical 
discriminant functions and discriminant variables 
Function 1 
Sex - 0.56995 
Income 0.23143 
Good pay (value in choosing a job) 0.11793 
Education plan 2: apprenticeship/military 0.09629 
Dependent on relatives? 0.08465 
Work sector: Self-employed 0.07983 
Function 2 
Education expect to attain 0.38071 
Education achieved to date 0.22867 
Coworkers (job satisfaction) 0.19273 
Education plan 4 0.18980 
Salary Preference 1 0.16439 
Working conditions (job satisfaction) 0.15851 
Have Bachelor's Degree -0.14857 
Work variety (job satisfaction) 0.14744 
Education plan 1 - 0.14693 
Chance to learn new skills (value in choosing job) 0.14491 
Salary preference 2 0.13420 
Education plan 3 - 0.12672 
First job: Investigative 0.12485 
Minimum training needed for job 0.12368 
Prefer indoors/outdoors 0.11411 
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Table 37. (continued) 
Function 2 (continued) 
Use school (job satisfaction) - 0.11105 
Pay (job satisfaction) 0.10695 
Variety (value in choosing a job) - 0.10009 
Marital status 0.08500 
Fringes (job satisfaction) 0.08387 
Chance to learn new (value in choosing a job) 0.07661 
Living Situation 4 0.07555 
Steady work (value in choosing a job) 0.05380 
Table 38. Structure Matrix for Sample B 
Pooled within groups correlation between significant canonical 
discriminant functions and discriminant variables 
Function 1 
Sex 0.52294 
First job: Realistic -0.28461 
Prefer physical labor/little activity 0.20582 
Chance to use school (job satisfaction) - 0.16951 
Income -0.15727 
First job: Conventional 0.14064 
First job: Social 0.12143 
Work sector: Self-employed -0.10252 
Current health assessment 0.09261 
Parent(s) died in last 6 years 0.07606 
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DISCUSSION 
Analysis 1 
Three sets of questions were posed as objectives of this study. Each will be 
individually addressed in this discussion. 
1 ) Can valid, repli cable clusters be generated from responses to items on the ACT-
IV for a sample of high school juniors? If so, what is the relationship of these clusters to 
other psychosocial variables ? 
Methodology 
In order to assess the ability of the methods to create clusters, attention must first be 
paid to some methodology concerns. The drastic variation between solutions generated by 
Ward's method and average linkage in Analysis 1 was entirely unexpected. Examination 
of the literature does not suggest any obvious reasons why this difference might have 
occurred. Previous research with these two methods on the same data usually showed 
somewhat similar clusterings. This seems to illustrate the "state of the art" in clustering is 
still at rather crude levels. Milligan and Cooper (1987) did find that average linkage 
showed more erratic results than did Ward's method on varied populations, although it 
sometimes performed quite well. They suggested failure to replicate clusters with 
alternate methods may be due to lack of structure in the data itself or to differences in 
types of structure different clustering methods may impose. Fowlkes, Gnanadesikan & 
Kettenring (1988) noted that standard algorithms can fail to identify a clear cluster 
structure if that structure is confined to a subset of the variables. If "extra" variables are 
used, they generate statistical noise which can mask the true structure. If one clusters 
using scale scores, one might make a case for repeated clusterings. These analyses should 
use difference combinations of potential scales in order to find a set which seems to have 
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the least noise. Presumably, one would use theoretical considerations in deciding which 
scales to use and which to hold back. When clustering items, as is the case here, there is 
no a priori reason for eliminating certain items from being used when generating the 
proximity matrix. Using different sets of items to search for clusters would seem to be a 
mere attempt to massage the data until an intriguing looking group of clusters emerged. 
While the results might indeed appear interesting, no theoretical justification could be 
made for the choice of items which contributed to that solution. 
No definitive research on which method works most effectively or most reliably on 
which type of data has been reported. In the literature. Ward's method continues to be 
employed with some frequency. Researchers seem willing, however, to seek confirmation 
of a cluster solution by using a second or even third method (e.g., Savickas & Jaqoura, 
1991). This study indicates the choice of method is a crucial decision, but one which 
cannot (yet) be made with any great certainty. Here, Ward's method generated clusters 
which were somewhat replicable. These clusters demonstrated external validity on only a 
few related and external variables. One comparative study suggested the implementation 
of Ward's method in the SAS package did not work well with large data sets (Dreiger, 
Fuller, & Lemoine, 1988). Breckenridge (1989) found Ward's method worked better in a 
population with more variables, greater separation, and without proportionally small 
clusters. Scale scores offer more opportunities for separation than do the five-point 
interest inventory items used here. Further attention needs to be given to the adequacy of 
Ward's method and other clustering techniques with large samples and with variables 
with restricted ranges. 
Derivation Phase 
The error curves generated by Ward's method clearly indicate there is not one 
ultimate classification contained in these samples. As is the usual case with cluster 
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research, more than one solution was a possibility (Borgen & Bamett, 1987). Despite 
these options, the six-group solution was able to be selected for study. Solutions 
generated by average linkage, as noted before, did not suggest any one particular solution 
across samples due to its tendency towards chaining with these data. 
Replication Phase 
Any cluster method will create groups when implemented with any data set 
(Blashfïeld, 1980). If these groups are forced, that is, created when no underlying groups 
exist, they will not replicate across samples nor demonstrate much external validity. The 
six clusters generated by Ward's method did show some evidence of repUcability. By 
using ACT-IV scale scores, good matches were made across samples for all but one 
group. There are at least two possible explanations for this. First, no solution for a given 
sample may completely "capture" the nature of the groups contained in the population. 
Five groups occurred with enough frequency to be detected in each of three samples, but 
the rest were too weak to be reliably identified. Alternatively, the sixth group represents 
"error" in the classification scheme — that is, outliers (persons that do not belong to any 
group). Neither of these explanations is exclusive of the other. Bergman (1988) suggests 
researchers may not want to classify all subjects, but instead may want to leave some in 
an unclassified category he calls a residue. He believes it may be unreasonable to expect a 
small number of clusters to represent all kinds of possible configurations. This residue 
category would account of outliers due to errors of measurement and for persons who 
represent unique, true patterns of some significance. With a larger sample, some of the 
persons in the residue may form the nucleus for a cluster of their own. 
Some of the differences among the six groups seem due to elevation. If one examines 
Figures 9 through 11, one may note four groups seem somewhat separated by level. 
These may represent students with high levels of vocational interests versus students with 
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basically overall low levels of interests. Since correlation is not sensitive to elevation, it is 
not surprising average linkage using correlation as a similarity metric was not able to 
parcel out these differences. However, when average linkage using squared Euclidean 
distance is still unable to identify these groups, one is left struggling for an explanation of 
its divergent performance. 
The "Holland" labels for the six Ward's method groups are also interesting. The 
labels here do not fully describe the "Holland" hexagon. Of the eighteen groups across all 
three samples, ten were Social, four were Realistic, three were Artistic and one was 
Investigative. The Conventional and Enterprising themes were included as secondary 
themes for a third of these groups, yet no primarily Enterprising or Conventional groups 
were detected in any of the three samples. One needs to remember these labels were 
derived from data collected in 1973. For youth at that time, the value of business was 
probably at its nadir, whereas social concern was at a peak. The preponderance of Social 
groups lends some credence to this notion. It would be interesting to use data collected 
when business is one of the most popular college majors to see if the Holland codes were 
to shift. 
Some strong sex differences are obviously operating here. The Investigative group 
and all four of the Realistic groups were comprised of two-thirds or more males. The 
Artistic groups were predominantly female. Only the Social groups were relatively 
balanced by gender. 
Additional evidence for replicability comes from the ability to cross-classify a 
sample using another sample's structure (Blashfîeld, 1984). Nearly two-thirds of both 
Samples A and C were able to be exactly matched to the structure of Sample B. While 
one would hope for stronger agreement before deciding the structure was adequately 
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described, these percentages are greater than would be expected by chance. The sixth 
group noted above certainly contributed to the lack of agreement observed here. 
External Validation Phase 
Having decided the groups showed some evidence of replicability, MANOVA 
procedures were used. MANOVA provides overall, omnibus tests to look for significant 
differences among groups on a set of dependent measures. If significant results are found, 
additional analysis determines which of the various single effects are significant. To gain 
more certainty that the groups were truly different, MANOVAs using ACT-IV scale 
scores were conducted. The items used for clustering also compose these six scales. By 
definition, the groups should be widely separated on these variables. Significant 
MANOVA tests confirmed the separation. It would be circular to use these variables to 
explain why the groups are different. 
To look for "explanations," multivariate analyses used variables external to the 
clustering. These were selected from a preliminary MANOVA on a fourth sample. The 
overall MANOVA was significant. Yet, most variables hypothesized to be related (Miller 
& Form, 1980) to the clusters (job values, family variables, socioeconomic factors, and 
job satisfaction variables) were not significant in univariate tests. Indeed, many had very 
small F-values. Thus, the remaining fourteen variables were selected empirically to use in 
attempts to explain the structures generated by the other samples. 
Using these variables in two sets, seven in a domain of demographic variables and 
seven in a values, plans and preferences domain, highly significant tests were found in 
MANOVAs for each set. Making this task more difficult, the group assignments used as 
the factor variables in the MANOVA were those for a sample after classifying them with 
the structure generated for another sample. Thus, one turns to univariate F-tests to see 
which of the various single effects are significant. 
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As expected, sex was highly significant. In the demographic domain, the highest 
level of education one expects to attain, having a bachelor's degree, and having a first job 
in the Realistic theme were also highly significant (p < .001 ). Current health assessment 
was significant at the p < .05 level. In the other domain, only three variables were 
significant. Planning to complete three or more years of college was highly significant 
(p < .001 ). A question on one's preference to work indoors or outdoors was significant at 
thep < .01 level. In addition, a question on one's preference to work with people or to 
work alone was significant at the p < .05 level. With the number of tests conducted, 
however, the significance level might best be set at the .01 level in order to avoid 
collective alpha errors. Thus, both "current health assessment" and "preference to work 
with people or alone" should be regarded somewhat skeptically. 
Inspection of the means for these variables was a bit more enlightening. Of the six 
groups here, sex clearly separated some of them (one was totally female). Having one's 
first job in the Realistic sector was most helpful in separating out two groups which were 
predominantly male and four groups which were predominantly female. Gender 
differences, such as the greater preponderance of men in Realistic jobs (especially in 
1973), may overwhelm any other utility of this variable in explaining group differences. 
The other demographic variables show some differences which do not appear to be sex-
related but, nonetheless, are difficult to interpret. 
Of the values, plans, and preferences domain, planning three or more years of college 
(as a high school junior) most clearly separated those expecting to go on to college and 
those who were not. Three groups are predominantly planning to go and three are not. 
The preference questions, however, were not as clear. The differences between clusters 
reflected on these variables may be statistically ignificant but are not substantively clear 
as to their contribution. 
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Capsule Descriptions of Six Groups 
To help the reader more clearly understand differences among the six groups, short 
capsule descriptions are provided here for each of the groups. These groups were derived 
from Sample C. Data on variables with nonsignificant F-tests are included in these 
descriptions but should not be overinterpreted: 
Group 1. This is a predominantly male group. On average, they were not dependent 
on relatives. As high school juniors, they expected to attain at least a two-year degree. In 
the five years since high school, over half the group actually completed a bachelor's 
degree. They prefer to work outdoors, with people, and with a variety of tasks. Actually, 
all six groups showed the same basic preference pattern but to various degrees. This 
group had the weakest preference towards working with people versus working alone. 
This was the group most likely to have a first job in the Realistic sector — nearly half. 
This also was the most adventurous group in terras of salary preference (choosing a salary 
of $20,000 per year or allowing a coin toss to decide between $15,00 and $35,000 per 
year for you). Finally, this group was least concerned about good fringe benefits in 
choosing a job. 
Group 2. Two thirds of this group are female. As a whole, this group is not 
dependent on relatives. In high school, they eventually expected to attain at least a 
master's degree. This was the group with the highest percentage having achieved a 
bachelor's degree within the five years since high school. They were also the most likely 
group to work in the private sector — almost three-fourths of the group. They prefer to 
work indoors, and on variety of tasks. Of all six groups, they had strongest preference to 
work with people. Both good pay and good fringe benefits were of value to them in 
choosing a job. 
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Group 3. Predominantly female — over three-fourths of this are women. This group 
is the least dependent on relatives. They expected to earn a four-year degree and the 
majority had done so in the five years since high school. This group was the least likely to 
work in the private sector. They were the most ambivalent about working on the same or 
a variety of tasks (some preference for variety), but clearly preferred to work indoors. 
Only a very tiny percentage were employed in the Realistic sector. Good pay and good 
fringe benefits were also of value to them in choosing a job. 
Group 4. This group is three-fifths male and is not dependent on relatives. In high 
school, they expected to attend two or more years in a vocational, technical or business 
program or to earn a two year college degree. Five years later, the majority of this group 
had not yet earned a bachelor's degree. This is the group which rated themselves highest 
on health assessment. They had the strongest preference to work outdoors and with a 
variety of tasks. Of those not yet completing college, they had the smallest percentage 
planning to finish three or more years of college. Good pay and good fringe benefits were 
also of value to them in choosing a job. 
Group 5. This group was four-fifths females and was not dependent on relatives. 
They expected to attain less than four years of college (including a two-year college 
degree) in high school and the majority did not have a bachelor's degree five years later. 
Of the predominantly female groups, they were the biggest gamblers on the salary 
preference variable. This group valued good pay in choosing a job more than any of the 
other six groups. 
Group 6. A purely female group — this was the only single gender group of the six. 
This was also the only group still dependent on relatives. They also had the lowest 
educational aspirations in high school of the six groups, with most expecting two years of 
trade or tech school. They had the smallest proportion earning a bachelor's degree within 
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five years of any group. They had absolutely no one having a first job in the Realistic 
sector. This group showed the strongest preference for working indoors and clearly 
preferred working with people. They were the most conservative of the six groups on the 
salary preference variable. They also strongly valued good pay in choosing a job and had 
the strongest preference for good fringe benefits. 
External Validation via Discriminant Analysis 
Additional evidence for external validity can come from discriminant analysis. In this 
case, only two functions were significant (one at the p < .001 level and the second at 
p < .05 level). The first function alone accounts for 86.2% of the canonical variance. To 
attempt to see which variables are related to these canonical functions, a structure matrix 
was created. As anticipated from inspection of the M AN VOA results, the main first 
function contained sex and Realistic first job. The second significant function contained 
the education plan variable for three or more years of college. This second function also 
included valuing good fringe benefits and working in the private sector five years after 
high school (neither of which was significant in univariate tests). The sex differences are 
apparently so powerful that they overshadow other differences. This is especially 
frustrating if one remembers the items on the ACT-IV were specially revised in an effort 
to reduce sex bias. 
The ability of these discriminant functions to reclassify variables was not good. Less 
than 30% were exactly matched between the original classification and the discriminant 
classification. If both first and second probability groups are used, just over 57% of the 
members are "correctly" matched. Keep in mind that 50% of the sample is male and 50% 
is female, that several groups are predominantly one gender, and that sex is the most 
powerful variable in describing these clusters. A 57% hit rate is not outstanding under 
these conditions. 
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One argument against the power of gender is inspection of the six groups scatterplot 
in Figure 18. One might have expected the genders to have separated cleanly. This is not 
completely the case. The two closest groups (3 and 4) are not the same gender. On the 
other hand. Group 6 (all female) was isolated alone in this plot and Group 1 (mostly 
male) was also relatively alone. As suggested before, the lack of clean differences 
between the groups makes it difficult to interpret these results. 
To briefly answer the opening question, clusters were able to be created with one of 
the methods which were somewhat replicable. These clusters did show relationships to 
several external variables, especially gender. 
Analysis 2 
The second question posed under objectives for this study was: 
2) Since sex differences seem to play such an involved role in interest measurement, 
what is their impact on these clustering endeavors? 
With the effect of gender differences so readily apparent in the first analysis, the 
results of the second analysis dealing with clustering male and female samples are of 
great interest. Differences were noted immediately by inspection of the error curve. 
Although one could make a case for selecting the same partition (6 groups) for both 
gender samples based on points of discontinuity, it seemed that males more clearly had 
formed nine groups. 
The multivariate tests of significance in MANOVAs were also strikingly different. 
For the males, all three tests of the demographic domain were highly significant (at the 
least, at p < .005). Five variables had significant univariate F-tests. For females, none of 
the multivariate tests for this domain were significant, although two variables did have 
significant univariate F-tests. One variable, regarding the level of education expected to 
attain, was significant for both. For females, two groups expected to complete two to four 
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years of college, two groups expected to earn a college degree, and two groups eventually 
expected to earn a master's degree. For males, three groups expected to complete two to 
four years of college, three groups expected to earn a college degree, two groups expected 
to earn a master's, and one group expected to earn a doctorate. No obvious explanation 
emerges for these differences. It would be interesting to see if the same pattern would 
emerge from data collected now. With the impact of changes due to the women's 
movement, high school women might be expected to have heightened their expectations 
for education. The genders may now be more similar on this variable. 
For the values, plans, and preferences domain, both genders had highly significant 
results for all three multivariate tests ip < .001 ). There was some overlap among those 
specific variables with significant univariate F-test results. Both genders showed 
significant results for preferences between physical labor or little physical activity, for 
planning three or more years of college, and valuing good fringe benefits in choosing a 
job. The other seven variables for males and three for females did not overlap. 
Another way to compare the two samples is to examine the canonical discriminant 
functions created in the discriminant analysis procedures. The male sample had two 
significant functions and the female sample one function. The first function for both 
accounted for around 30% of the variance. For the females, eleven variables in the 
structure matrix loaded on this function. These included preferences for physical labor or 
little activity; satisfaction with the number of hours worked each week; one salary 
preference variable; planning to graduate high school; the death of a parent since high 
school; remarriage of a parent since high school; needing minimum training for a job; 
valuing the use of school or training in one's work and steady work in choosing a job; and 
having a job in the Investigative theme or the Realistic theme. For the males, only four 
variables loaded on the first function. These included planning an apprenticeship or 
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military training; the amount of education one expected to accrue; the level of education 
already attained; and valuing chances for promotion in choosing a job. On the second 
significant function, ten variables loaded. These were preferring indoors or outdoors 
work; job satisfaction with fringe benefits; physical working conditions; coworkers; the 
number of hours worked per week; the amount of variety of work; having a bachelor's 
degree; living with friends; having a chance to use training in choosing a job; and having 
a job in the Investigative theme. While different, no obvious groupings emerge from these 
variables to provide a deeper understanding of the difference(s). 
Both genders were able to be quite successfully reclassified by these functions in 
comparison to the original classification (both were over 80% in exact matches). If one 
carefully examines the plots of the first two canonical discriminant functions for both 
groups, a sometimes subtle pattern emerges between the two genders. If the points are 
connected, a geometric shape describing the structure can be created. There are no clear 
rules for deciding which points connect to each other. In these cases, no obvious choices 
emerge. Any hopes for a variant of the Holland hexagon to appear here were quickly 
dashed. Some research with the Strong-Campbell Interest Inventory found the 
relationship between the general themes and Holland's hexagonal model was more 
descriptive for men than for women (Rounds, Davison, & Dawis; 1979). Perhaps the 
ACT-IV, despite efforts to develop items which are free of gender bias, also reflects a 
lack of fit of Holland's model for women. Additional research to clarify gender issues 
seems warranted by these results. 
It is clear from these results that gender has a differential impact when creating 
groups using clustering. The exact mechanism in which this operates is still unclear. 
There is little doubt that gender exercises strong effects on such career outcomes as 
educational attaintment, occupational levels, and salary (Hotchkiss & Borow, 1990). Any 
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sort of classification scheme derived, whether from use of cluster analysis or not, will 
have to be able to account for these powerful gender differences. 
Analysis 3 
The final question posed under objectives of this study was: 
3) How do clusters of people generated from the ACT-TV items differ from those one 
finds by using the ACT-N scales? Does either approach provide a more heuristic 
classification for future research efforts? 
Again, two clustering methods were used to explore these questions. Ward's method 
generated groups that were somewhat similar to those created from items. These 
similarities include the points of discontinuity on the error coefficient curve and the size 
of the groups. The average linkage solutions still showed evidence of chaining, although 
at a slower pace than was observed with items. The solutions of interest, however, still 
contained primarily one large group and were of little utility. 
The two samples used here differed somewhat in the discriminant analysis. Sample A 
had two significant canonical discriminant functions but Sample B had only one. 
Furthermore, the only significant function for Sample B accounted for less of the 
cumulative variance than did just the first one of Sample A. Both sets of functions were 
equally quite good in reclassifying members in comparison to their original assignments 
(around 90% for perfect matches, and around 98% if both first and second most probable 
assignments were used). These rates are much better than were seen for the item level 
group (around 30% for perfect matches and around 57% with first and second most 
probable assignments). The item level groups, however, were subjected to a more 
stringent test of being assigned to the structure of another group prior to the discriminant 
analysis. Thus, these results cannot be readily compared. 
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The scatterplots for the two samples are similar in that the groups are strongly 
separated in two sets on function one but are not very similar in their position on function 
two. For Sample A, the six groups are neatly divided by gender and are split on the first 
function in this pattern. The same pattern is seen for Sample B, although not quite so 
clearly. Thus, gender differences seem to have overwhelmed other differences apparent in 
this analysis. If one looks at the structure matrices for Samples A, nine variables load on 
the first function and 25 variables load on the second function. For Sample B, twelve 
variables load on the first function. Only five of these overlap with loadings for the first 
function for Sample A. 
Limitations of this Study 
Gottfredson (1986) notes data on high school sophomores are the most representative 
of the general population. High school seniors, however, are less representative than are 
sophomores. Data collected from this ACT Program sample of high school juniors (who 
are presumably college-bound) are thus not entirely representative of the general 
population. For this sample, one should expect less variance on socioeconomic factors 
and background since high school dropouts and those not even considering college were 
presumably already screened out of the sample in 1973. 
In addition, the loss of students from each succeeding sampling reduces one's 
confidence in the generalizability of the findings. While the attrition rate here is adequate, 
one still wonders about the drop outs from the study. How are they different? What about 
students who are not college-bound at all? These students did not elect to take the ACT 
and were therefore not available as subjects. How are they different? Would they have 
formed separate clusters? 
If one attempted to replicate this research with current samples, what differences 
might we expect? The popularity of majors shifted dramatically towards Enterprising 
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areas in the 1980's, though may now be turning again towards the Social arena. 
Longitudinal research (such as created this research sample) is quite difficult and 
expensive to conduct. Unfortunately, certain variables of interest to the questions posed in 
this investigation were not selected by the original researchers for inclusion in their 
surveys (e.g., father's occupation). In addition, all results are based on self-report with all 
of its companion limitations of accuracy and bias. There is no reason to suspect major 
efforts on the part of the students to distort their status. Nonetheless, there were no checks 
made to verify information. 
Questions for Future Research 
A variety of questions surface from this study. These include concerns about the 
techniques of clustering (choice of method, number of items used, and the implications of 
differences in elevation). Questions also arise concerning the selection of variables used 
to explore the nature of the clusters. In particular, gender is of prime concern and 
warrants further attention. One may also wonder why the Holland themes were not 
replicated here. A variety of other concerns are also of interest. Each of these areas will 
be discussed below. 
Choice of method. Methodology concerns immediately come to the foreground when 
looking at areas suggested for additional study. The consistent and quite unexpected 
differences between Ward's method and average linkage in identifying groups based on 
these data is quite puzzling. Additional research could focus on the reasons for these 
differences and perhaps develop some guidelines as to what sorts of data each method is 
most well-adapted to cluster (if any). 
Number of items. In addition, one wonders at the differences the number of items 
may make in creating clusters. Would a longer inventory enable one to make finer 
discriminations between the groups? Previous research with the Strong-Campbell Interest 
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Inventory by this author (Bamett, 1981 ) suggests that there may be greater power when 
clustering with more items. 
Differences in elevation. It was noted that some of the differences between the 
groups seem due to elevation. What is the nature of these differences being detected as 
variants in level? Are the groups perhaps indicative of differences in degree of vocational 
maturity or crystallization? Do overall low levels of interests reflect selection of a narrow 
area of specialized interests or the lack of any particular interests? If both subgroups are 
possible, how can one discriminate between the two? Do some groups reflect similarity in 
types of undecidedness? 
Effects of gender differences. Gender differences are clearly present in this research 
— as anticipated. As developers of interest inventories struggle to become less gender-
biased in their selection of items, would similar research conducted on a more recent, 
longer inventory show similar results? Gender differences seemed the most powerful at 
the scale level with these data. Would similar patterns appear with other instruments? 
Variables used to explore clusters. The variables used to examine the clusters in this 
study were interesting but were missing several key categories. If possible, future 
research should certainly attempt to gather data on parents' occupational choices, 
especially that of fathers. Status attainment research by sociologists imply the social 
status of one's parents affects the level of schooling one achieves, which in turn affects 
the occupational level one achieves (Duncan, Featherman, & Duncan; 1972). Thus, this is 
a key variable in influencing one's own occupational choice. Other variables would be 
useful to explore. These include factors such as whether the student lived in a rural or 
urban area, birth order, work experiences. One might also consider variables sociologists 
would incorporate in the category of social-psychological processes (Sewell, Haller, & 
Ohlendorf; 1970). Such variables include parents' encouragement to attend college. 
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teachers' encouragement to attend college, and peers' plans to attend to college. The 
impact of social structures was not examined in the current study. It would be helpful to 
explore how individual characteristics interact with social structures — such as salary 
schedules, rules of access to jobs, job security, and performance standards. Race was also 
not included as an exploratory variable in this study. With the still vast differences in 
occupational achievements among racial groups in the United States, this factor should be 
addressed in future research. Longer term follow-up(s) of samples would make the results 
even more meaningful. 
Failure to reconstruct Holland's themes. Holland's six themes were not 
reconstructed in this study. Which factor contributed to this: the nature of the sample, the 
methodology of clustering, limitations of the construct, confounds of gender differences 
overwhelming the themes, or other combinations or considerations? 
Additional issues. Additional questions include queries about this whole research 
area. How valid is it to group people based on the similarity of their responses to an 
interest inventory, especially one taken before their vocational interests crystallize? Can 
one reasonably expect their interests will follow similar developmental patterns over the 
difficult years of late adolescence and young adulthood? This study does not clearly 
support such an endeavor, yet it does not clearly rule out such efforts either. If one could 
validly undertake such an approach, it would offer more support to efforts such as person 
matching between high school students and working adults. 
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TABLE A: ACT-IV ITEM FREQUENCIES FOR SAMPLE A 
ACT-IV 
Item# 1 
Item Responses (in percentages) 
2 3 4 5 Mean Stan. dev. 
1 34.0 18.0 16.0 23.7 8.3 2.54 1.38 
2 10.3 12.7 24.0 3Z3 20.7 3.40 1.24 
3 16.7 19.7 18.3 28.0 17.3 3.10 1.35 
4 11.3 20.0 27.0 30.3 11.3 3.10 1.19 
5 12.7 22.0 34.7 26.3 4.3 2.88 1.07 
6 36.7 16.0 24.3 17.3 5.7 2.39 1.29 
7 28.7 19.0 14.7 26.7 11.0 2.72 1.41 
8 11.7 14.0 26.3 28.3 19.7 3.30 1.26 
9 10.3 17.0 27.0 33.0 12.7 3.21 1.18 
10 27.3 31.7 26.7 12.7 1.7 2.30 1.06 
11 24.3 30.7 23.0 19.7 2.3 2.45 1.13 
12 18.0 20.3 36.3 18.7 6.7 2.76 1.15 
13 24.3 21.3 20.0 23.7 10.7 2.75 1.34 
14 22.3 23.0 16.0 25.3 13.3 2.84 1.38 
15 6.3 13.0 28J 21.3 20.7 3.47 1.14 
16 6.3 10.7 44.7 30.0 8.3 3.23 0.97 
17 14.7 27.7 34.3 21.0 2.3 2.69 1.04 
18 37.0 20.3 29.0 12.0 1.7 2.21 1.11 
19 23.0 21.7 17.7 24.3 13.3 2.83 1.38 
20 8.3 14.7 28.3 32.0 16.7 3.34 1.16 
21 8.7 20.0 30.0 27.3 14.0 3.18 1.16 
22 14.0 30.0 29.0 22.0 5.0 2.74 1.10 
23 21.0 29.3 30.7 16.0 3.0 2.51 1.08 
24 21.0 16.3 233 25.7 13.7 2.95 1.35 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
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Item Responses (in percentages) 
_5 Mean Stan. dev. 
8.0 18.3 22.3 37.3 14.0 3.31 1.16 
12.3 16.0 27.7 28.3 15.7 3.19 1.24 
2.3 5.7 13.3 44.0 34.7 4.03 .96 
42.7 31.3 16.3 8.7 1.0 1.94 1.01 
6.7 21.0 29.7 35.7 7.0 3.153 1.05 
7.3 22.7 27.0 34.7 8.3 3.14 1.09 
19.3 30.7 23.0 19.7 7.3 2.65 1.21 
9.3 19.0 31.3 29.0 11.3 3.14 1.14 
5.0 10.3 24.0 41.3 19.3 3.60 1.07 
22.0 23.7 26.3 20.7 7.3 2.68 1.23 
6.3 15.7 29.0 35.3 13.7 3.34 1.09 
6.0 17.7 25.7 35.7 15.0 3.36 1.12 
7.7 14.7 17.7 36.7 23.3 3.53 1.21 
12.3 21.7 17.3 27.0 21.7 3.24 1.34 
16.3 14.7 16.7 26.0 26.3 3.31 1.42 
3.7 12.0 26.7 37.7 20.0 3.58 1.05 
14.7 22.3 32.7 24.0 6.3 2.85 1.13 
5.3 15.7 37.7 35.7 5.7 3.21 0.96 
16.3 17.3 24.0 23.0 19.3 3.12 1.35 
12.0 15.3 23.7 24.7 24.3 3.34 1.32 
10.0 21.3 29.0 28.0 11.7 3.10 1.16 
5.3 18.7 38.7 26.7 10.7 3.19 1.03 
14.0 27.0 24.0 28.3 6.7 2.87 1.17 
34.0 25.0 19.3 16.0 5.7 234 1.25 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
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Item Responses (in percentages) 
_i 2 _3 _A _1 Mean Stan. dev. 
21.7 25.0 22.3 24.7 6.3 2.69 1.24 
17.0 22.7 17.0 31.0 12.3 2.99 1.31 
9.0 16.7 30.3 33.0 11.0 3.20 1.12 
17.3 25.0 36.0 16.7 5.0 2.67 1.10 
16.7 23.7 23.0 28.0 8.7 ZjK 1.23 
21.0 17.3 24.3 27.7 9.7 2.88 1.29 
19.7 15.3 26.3 22.7 16.0 3.00 1.35 
22.7 23.7 18.0 24.7 11.0 2.78 1.34 
12.7 18.3 24.7 26.3 18.0 3.19 1.29 
28.3 25.7 30.7 11.3 4.0 2.37 1.13 
16.3 28.0 30.0 19.0 6.7 2.72 1.15 
23.0 15.7 22.0 26.0 13.3 2.91 1.37 
28.0 24.3 24.0 18.3 5.3 2.49 1.23 
17.0 16.0 23.3 24.0 19.7 3.13 1.36 
8.3 11.0 30.7 40.7 9.3 3.31 1.06 
23.7 30.0 28.3 14.7 3.3 2.44 1.10 
32.0 31.0 11.3 16.0 9.7 2.40 1.34 
14.0 16.7 24.0 30.0 15.3 3.16 1.27 
25.3 23.0 23.0 22.0 6.7 2.62 1.26 
21.7 20.3 20.7 27.0 10.3 2.4 1.32 
14.7 16.3 24.7 24.0 20.3 3.19 1.33 
16.7 32.7 28.0 18.7 4.0 2.61 1.09 
14.3 31.0 24.7 25.0 5.0 2.75 1.13 
23.7 22.7 27.3 18.3 8.0 2.64 1.25 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
83 
86 
87 
88 
89 
90 
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Item Responses (in percentages) 
_4 Mean Stan. dev. 
22.3 30.7 22.3 20.0 4.7 2.54 1.18 
23.7 23.0 22.0 17.3 14.0 2.75 1.36 
10.3 17.0 25.0 33.0 14.7 3.25 1.20 
37.7 32.0 22.0 7.7 0.7 2.02 0.98 
14.3 22.7 34.3 20.0 8,7 2.86 1.15 
32.0 18.0 26.0 17.0 7.0 2.49 1.29 
27.7 22.7 15.0 21.7 13.0 2.70 1.41 
3.3 6.7 7.3 31.3 51.3 4.21 1.06 
6.7 9.7 33.3 32.3 18.0 3.45 1.10 
7.3 10.3 25.3 3&3 18.7 3.51 1.13 
28.0 24.0 26.0 17.0 5.0 2.47 1.21 
29.7 25.0 27.0 12.0 6.3 2.40 1.21 
17.3 22.7 30.0 19.0 11.0 2.84 1.24 
12.0 14.0 19.7 31.7 22.7 139 1.30 
11.3 16.7 26.7 24.0 21.3 3.27 1.28 
41.3 33.3 19.0 5.0 1.3 1.92 0.96 
24.3 33.0 22.0 15.7 5.0 2.44 1.16 
34.3 19.0 20.3 18.7 7.7 2.46 1.33 
168 
ACT-IV EXTERNAL VARIABLE FREQUENCIES FOR SAMPLE A 
Sex: 
Race: 
Black 
American Indian 
White 
Male: 50% 
4.0% 
1.7% 
80.0% 
Female: 50% 
Hispanic 2.7% 
Asian American 0.3% 
Other race/No response 11.3% 
5) live with relatives 
6) live with friends 
7) other arrangements 
24% 
16.0% 
10% 
Living Situation (winter 1978): 
1) by self 14.0% 
2) live in dorm 6.0% 
3) live with parents 30.0% 
4) live with spouse 29.0% 
Dependent on relatives (winter 1978)? Yes: 38.7% No: 61.3% 
Educational plans (1973): 
graduate high school 10.6% 
apprenticeship/military 5.5% 
Education to date (winter 1978): 
Eleventh grade 1.8% 
High school graduate 23.2% 
less than 2 yrs. tech school 9.2% 
2+ yrs. tech school 6.7% 
Have Bachelor's Degree (winter 1978): Yes: 54.4% No: 45.6% 
Highest level education expect to attain (winter 1978): 
Eleventh grade 0.4% less than 4 yrs. college 8.9% 
High school graduate 9.6% 4 yrs. college 26.1% 
less than 2 yrs. tech school 4.6% master's degree 24.6% 
two yrs. college/trade school 24.8% 
three or more yrs. of college 59.1 % 
less than 4 yrs. college 28.5% 
4 yrs. college 
master's degree 
29.9% 
0.7% 
2+ yrs. tech school 8.9% Ph.D., M.D., J.D., D.D.S. 16.8% 
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Marital status (winter 1978): 
Yes, but separated 0.3% 
Yes 29.3% 
Cunent health assessment (winter 1978): 
Excellent 29.4% 
Very good 58.4% 
Good 11.6% 
Family of origin income level (winter 1978): 
<$3,000 2.0% <$15,000 
< $6,000 4.0% < $20,000 
< $9,000 7.0% < $30,000 
<$12,000 7.3% $30,000 + 
no response 5.0% 
Family status variables (winter 1978): (multiple response possible) 
No, but prev. married 2.0% 
Never married 68.3% 
Fair 0.3% 
Poor 0.3% 
10.3% 
16.3% 
28.7% 
19.3% 
Family same after 6 years 
Parent(s) died during last 6 years 
Job Family (1973): 
Realistic 17.3% 
Investigative 18.7% 
Artistic 10.3% 
ACT-IV scales: (1973) (raw scores) 
Technical mean = 41.3 
Sciences mean = 42.3 
Creative Arts mean = 47.9 
Social Service mean = 49.9 
Business Contact mean = 40.3 
Business Detail mean = 41.3 
89.6% Parents divorced in last 6 years 4.7% 
3.0% Parent(s) remarried in last 6 years 2.7% 
Social 
Enterprising 
Conventional 
28.3% 
12.0% 
13.3% 
s = 13.3 
s = 13.4 
s = 12.9 
s = 12.5 
s= 8.9 
s = 10.2 
170 
Surety of job choice (1973): Very sure: 33.6% Fairly sure: 46.4% Not sure: 20.1% 
Work status (winter 1978): 
73/% 
19.6% 
2.7% 
Working full-time 
Not looking for full-time work 
Military active duty 
First job (Winter 1978): 
Realistic 22.7% 
Investigative 10.7% 
Artistic 1.3% 
Work sector (winter 1978): 
1) Private 
2) Government 
3) Self-employed 
Minimum training needed for job: 
Naturally good 
On-the-job experience 
High School 
Employer provided training 
Vo-tech training 
Social 
Enterprising 
Conventional 
8.3% 
19.3% 
21.0% 
68.0% 
17.0% 
2.3% 
4) Family Farm 
5) Not working at all 
2.7% 
10.0% 
13.7% 2 yr. college 
22.3% 4-5 yr. college 
12.7% Grad.-prof. school 
11.3% None of these 
7.3% 
Income level (1978): mean = $7,436.15; s = 5,924.39; range: $10 - $52,000 
Number of dependents: 
None 85.7% Three 0.7% 
One 10.2% Four or more 0.0% 
Two 3.4% 
8.3% 
9.7% 
1.3% 
3.0% 
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Work Values preferences: 
(winter 1978) 
Prefer indoors/outdoors 
Strongly 
prefer left 
15.2% 
Strongly 
pref. left pref. right prefer right 
46.3% 29.1% 9.5% 
Prefer working with people/alone 39.2% 49.3% 9.5% 2.0% 
Prefer variety of tasks/same tasks 42.7% 42.4% 13.2% 1.7% 
Prefer physical labor/ 
little physical activity 26.7% 39.7% 26.0% 7.5% 
Salary preference ($ in thousands) Prefer left Prefer right No response 
$20v.s.$15or $35 58.3% 40.0% 1.6% 
$20 v.s.$10or $50 74.0% 24.3% 1.7% 
$20 v.s.$15or $22 84.3% 13.3% 2.3% 
1978/79 job satisfaction variables: (%) 
Pay 
Good Fair Poor Doesn't Matter No resp. 
29.3 40.3 19.0 2.0 9.3 
Number of hours worked/week 54.0 26.7 6.3 6.3 9.6 
Steadiness of work 61.7 22.7 5.0 0.7 9.9 
Fringe benefits 34.7 26.3 23.0 6.0 10.0 
Chance for promotion 23.0 25.7 33.0 7.0 11.3 
Chance to use training/schooling 35.7 22.0 26.7 5.7 10.0 
Physical working conditions 49.7 32.0 7.7 0.3 10.3 
1978/79 job satisfaction variables: (%) 
People I work with 
Good Fair Poor Doesn't Matter No resp. 
59.3 26.0 3.0 1.3 10.3 
Chance to learn new skills 38.0 30.7 19.0 2.3 10.0 
Variety in my work 35.3 36.0 18.3 0.3 10.0 
Chance to do interesting work 38.0 29.7 22.0 0.3 10.0 
Job as a whole 47.7 35.3 5.7 0.7 10.6 
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Values in choosing a job: (by %) Very 
Important 
Somewhat 
Important 
Not 
Important 
No 
Response 
Chance to use training/schooling 58.7 30.0 8.7 2.7 
Good pay 70.0 26.3 2.0 1.7 
Freedom from supervision 24.3 53.0 20.3 2.3 
Steady work 76.3 21.0 1.0 1.7 
Cost of preparing for job 15.0 52.7 28.7 3.7 
Amount of time to prepare for job 16.7 52.3 28.0 3.0 
Good fringe benefits 66.3 25.7 6.3 1.7 
No more formal training needed 5.7 36.0 55.0 3.3 
No more formal schooling needed 7.3 34.0 56.0 2.7 
Values in choosing a job: (cont.) (by %) Very 
Important 
Somewhat 
Important 
Not 
Important 
No 
Response 
Freedom from responsibility 4.0 14.3 78.3 3.3 
Good chances for promotion 60.0 26.3 11.7 2.0 
Good physical working conditions 71.7 25.3 1.0 2.0 
Chance to work with people I like 74.3 21.0 1.7 3.0 
Chance to learn new skills 65.0 28.3 3.7 3.0 
Chance to do interesting work 82.0 15.0 0.7 2.3 
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TABLE B; ACT-IV ITEM FREQUENCIES FOR SAMPLE B 
ACT-IV 
Item # 
_L 
Item Responses (in percentages) 
2 3 4 _5 Mean Stan. dev. 
1 31.3 21.0 18.3 23.0 6.3 2.52 1.31 
2 11.0 12.7 24.3 30.0 22.0 3.39 1.27 
3 15.7 20.7 21.0 31.7 11.0 3.02 1.26 
4 14.0 21.0 29.3 24.7 11.0 248 1.21 
5 10.3 22.7 24.7 28.0 4.3 2.93 1.05 
6 36.3 15.7 23.0 20.0 5.0 2.42 1.29 
7 29.0 21.0 16.7 22.3 11.0 2.65 1.39 
8 11.0 17.0 23.7 25.7 22.7 3.32 1.30 
9 7.0 18.0 39.7 26.0 9.3 3.13 1.04 
10 29.7 32.0 23.3 14.3 0.7 2.24 1.05 
11 28.0 33.0 23.3 14.0 1.7 2.28 1.07 
12 18.0 19.0 32.3 23.7 7.0 :183 1.18 
13 23.0 17.7 27.3 24.0 8.0 2.76 1.27 
14 25.3 18.7 18.3 25.0 12.7 2.81 1.39 
15 4.3 14.3 34.7 31.3 15.3 3.39 1.05 
16 8.0 12.0 48.3 27.3 4.3 3.08 0.94 
17 14.0 29.3 31.7 23.7 1.3 2.69 1.03 
18 34.7 20.0 31.0 13.3 1.0 2.26 1.10 
19 17.0 20.3 22.7 28.7 11.3 2.97 1.28 
20 8.3 14.3 29.0 32.0 16.3 3.34 1.16 
21 7.3 21.7 31.7 20.0 9.3 3.12 1.08 
22 18.7 29.7 28.7 19.7 3.3 2.59 1.10 
23 27.7 31.0 19.7 18.3 3.3 2.39 1.17 
24 17.0 19.3 19.3 27.3 17.0 3.08 1.35 
25 8.3 22.7 25.0 31.0 13.0 3.18 1.19 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
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Item Responses (in percentages) 
_1 _3 _A _5 Mean Stan. dev. 
10.0 16.3 283 30.0 15.3 3.24 1.19 
1.0 6.3 19.3 47.0 26.3 3.91 0.89 
46.3 30.7 13.0 7.7 2.3 1.89 1.05 
7.3 18.0 32.3 33.0 9.3 3.19 1.07 
9.7 18.3 233 34.0 14.7 3.26 1.20 
22.7 31.3 23.0 19.0 4.0 2.50 1.15 
12.3 18.3 29.3 26.7 13.3 3.10 1.21 
3.7 13.7 27.3 39.0 16.3 3.51 1.04 
27.0 18.0 21.0 19.7 4.3 2.46 1.20 
8.0 12.0 27.0 36.3 16.7 3.42 1.14 
4.3 13.0 21.3 45.3 16.0 3.56 1.04 
7.0 14.7 18.3 40.7 19.3 3.51 1.16 
15.0 18.7 15.7 30.3 20.3 3.22 1.36 
14.0 19.3 14.0 27.0 25.7 3.31 1.40 
5.0 9.7 27.7 40.0 17.7 3.56 1.05 
12.0 24.0 27.7 25.7 10.7 2.99 1.19 
3.7 15.7 35.7 36.7 8.3 3.3 0.96 
15.7 17.3 25.0 26.0 16.0 3.09 1.30 
12.7 17.3 17.7 32.3 20.0 3.30 1.31 
10.3 28.0 29.0 23.0 9.7 2.94 1.15 
9.0 17.7 38.0 27.3 8.0 3.08 1.06 
16.3 25.7 26.0 25.3 6.7 2.80 1.18 
32.3 26.7 17.0 19.0 5.0 2.38 1.25 
23.3 26.3 25.7 21.0 3.7 2.55 1.17 
lté IT 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
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Item Responses (in percentages) 
_L J _5 Mean Stan. dev. 
15.7 23.3 18.7 28.7 12.7 3.00 1.29 
8.3 22.0 30.7 28.0 11.0 3.11 1.13 
18.3 28.3 35.3 14.3 3.7 2.57 1.06 
17.3 24.7 21.3 28.7 8.0 2.85 1.24 
19.0 21.0 20.0 31.0 9.0 2.00 1.28 
15.7 12.3 28.7 27.3 16.0 3.16 1.28 
18.0 28.7 18.3 21.7 11.3 2^2 1.29 
11.7 19.7 22.3 31.3 15.0 3.18 1.24 
24.7 29.3 31.7 10.7 3.7 2.39 1.08 
17.0 31.0 21.7 21.3 9.0 2.74 1.23 
21.3 13.3 24.7 24.3 16.3 3.01 1.38 
23.3 28.7 23.0 18.3 6.7 2.56 1.22 
13.0 19.3 23.3 26.3 18.0 3.17 1.29 
5.0 13.3 33.0 37.0 11.7 3.37 1.02 
24.7 33.3 22.0 15.0 5.0 2.42 1.16 
32.3 28.7 14.7 12.7 11.7 2.43 1.36 
11.0 16.3 25.0 27.3 20.3 3.30 1.27 
23.0 27.0 23.0 21.7 5.3 2.59 1.21 
21.0 27.7 21.7 17.7 12.0 2.72 1.30 
13.3 20.7 2-.3 27.7 18.0 3.16 1.31 
19.7 29.0 30.0 17.3 4.0 2.57 1.11 
17.0 23.7 26.7 27.0 5.7 2.81 1.18 
23.0 22.3 27.0 19.0 8.7 2.68 1.26 
22.7 28.3 25.3 17.0 6.7 2.57 1.20 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
177 
Item Responses (in percentages) 
_L 2 _3 _4 Mean Stan. dev. 
21.0 22.0 25.3 19.0 12.7 2.80 1.31 
9.3 21.7 28.3 27.0 13.7 3.14 1.18 
39.0 33.3 20.3 6.3 1.0 1.97 0.97 
13.0 17.3 37.0 21.3 11.3 3.01 1.17 
28.0 20.3 22.0 20.3 9.3 2.63 1.33 
29.3 20.3 14.7 21.3 14.3 2.71 1.44 
3.3 4.3 8.3 35.0 49.0 4.22 1.00 
7.0 14.7 31.3 31.0 16.0 3.34 1.12 
7.7 13.7 19.7 38.7 20.3 3.50 1.18 
26.3 24.7 24.7 17.0 7.3 2.54 1.25 
28.3 21.7 27.0 14.7 8.3 2.53 1.27 
23.3 21.7 24.0 19.3 11.7 2.74 1.32 
14.3 15.0 20.0 31.3 19.3 3.26 1.32 
12.7 14.7 24.7 30.7 17.3 3.25 1.26 
43.0 31.0 18.0 6.0 2.0 1.93 1.01 
24.3 25.7 24.7 19.7 5.7 2.57 1.21 
28.3 21.3 23.7 18.7 8.0 2.57 1.29 
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Hispanic 
Asian American 
Asian American 
5) live with relatives 
6) live with friends 
7) other arrangements 
2.7% 
0.0% 
0.0% 
1.0% 
11.3% 
L39& 
ACT-IV EXTERNAL VARIABLE FREQUENCIES FOR SAMPLE B 
Sex: Male: 50% Female: 50% 
Race: 
Black 
American Indian 
White 
Living Situation (winter 1978): 
1 ) by self 
2) live in dorm 
3) live with parents 
4) live with spouse 
Dependent on relatives? Yes: 33.0% No: 67.0% 
Educational plans (1973): 
graduate high school 
apprenticeship/military 
Education to date (winter, 1978): 
Eleventh grade 
High school graduate 
less than 2 yrs. tech school 
2+ yrs. tech school 
Have Bachelor's Degree: Yes: 53.2% No: 46.8% 
Highest level education expect to attain (winter, 1978): 
High school graduate 7.6% 4 yrs. college 24.7% 
less than 2 yrs. tech school 10.8% master's degree 27.8% 
2+ yrs. tech school 10.4% Ph.D., M.D., J.D., D.D.S. 11.5% 
less than 4 yrs. college 7.3% 
2.7% 
0.7% 
83.2% 
15.3% 
6.3% 
28.0% 
38.0% 
.  
8.3% 
5.3% 
0.7% 
23.3% 
14.6% 
6.6% 
two yrs. college/trade school 24.3% 
three or more yrs. of college 55.7% 
less than 4 yrs. college 27.9% 
4 yrs. college 
master's degree 
26.5% 
0.3% 
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Marital status 
Yes, but separated 
Yes 
Current health assessment 
Excellent 
Very good 
Good 
Family of origin income level: 
0.3% 
39.7% 
32.4% 
58.8% 
8.4% 
No, but prev. married 1.3% 
Never married 
Fair 0.3% 
Poor 0.0% 
58.7% 
< $3,000 
< $6,000 
< $9,000 
<$12,000 
no response 
0.3% 
5.3% 
6.7% 
6.3% 
5.0% 
<$15,000 
< $20,000 
< $30,000 
$30,000+ 
Family status variables (winter, 1978): (multiple response possible) 
Family same after 6 years 
Parent(s) died during last 6 years 
Parents divorced in last 6 years 
Parent(s) remarried in last 6 years 
.lob Family (1973): 
Realistic 23.0% 
Investigative 15.3% 
Artistic 9.0% 
ACT-IV scales (1973): (raw scores) 
Technical mean = 42.7 
Sciences mean = 42.1 
Creative Arts mean = 47.7 
89.2% 
5.7% 
5.0% 
2.3% 
Social 
Enterprising 
Conventional 
26.0% 
15.7% 
11.0% 
11.7% 
16.0% 
28.3% 
20.3% 
s = 13.3 Social Service mean = 48.9; s = 11.6 
s =12.7 Business Contact mean = 39.2; s= 9.2 
s = 11.7 Business Detail mean = 41.6; s = 11.1 
Surety of job choice (1973): Very sure: 25.9% Fairly sure: 47.3% Not sure: 26.9% 
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Work status: 
Working full-time 72.0% 
Looking for full/part-time 2.0% 
First job (winter, 1978) 
Realistic 23.0% 
Investigative 12.0% 
Artistic 0.0% 
First job (winter, 1978) 
Realistic 23.0% 
Investigative 12.0% 
Artistic 0.0% 
Work sector (winter, 1978): 
1 ) Private 69.0% 
2) Government 15.3% 
3) Self-employed 2.0% 
Minimum training needed for job: 
Naturally good 
On-the-job experience 
High School 
Employer provided training 
Vo-tech training 
Income level (1978): mean = $6,989.26; s 
Number of dependents: 
Zero 81.7% 
One 10.8% 
Two 6.4% 
Not looking for full-time work 22.0% 
Military active duty 2.0% 
Social 
Enterprising 
Conventional 
Social 
Enterprising 
Conventional 
8.7% 
22.7% 
17.7% 
8.7% 
22.7% 
17.7% 
4) Family Farm 3.7% 
5) Not working at all 10.0% 
10.3% 2 yr. college 
20.3% 4-5 yr. college 
11.0% Grad.-prof. school 
16.0% None of these 
11.3% 
= 4,650.08; range: $200-$21,680 
Three 
Four or more 
1.0% 
0.0% 
6.3% 
9.3% 
1.3% 
2.3% 
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Work Values preferences: 
Prefer indoors/outdoors 
Prefer working with people/alone 
Strongly 
prefer left 
11.3% 
38.3% 
Strongly 
pref. left pref. right prefer right 
47.0% 
44.3% 
31.7% 
15.4% 
10.0% 
2.0% 
Prefer variety of tasks/same tasks 35.5% 52.7% 11.1% 0.7% 
Prefer physical labor/ 
little physical activity 27.7% 39.2% 26.7% 6.4% 
Salary preference ($ in thousands) 
$20v.s.$15or $35 
Prefer left Prefer right No resoonse 
57.0% 42.0% 1.0% 
$20 v.s. $10 or $50 75.7% 22.3% 2.0% 
$20 v.s. $15 or $22 85.7% 12.7% 1.7% 
1978/79 job satisfaction variables: (%) Good Fair Poor Doesn't Matter No resp. 
Pay 33.0 42.3 13.7 2.0 9.0 
Number of hours worked per week 58.0 25.0 4.3 3.0 9.7 
Steadiness of work 68.0 16.7 4.7 1.0 9.7 
Fringe benefits 34.3 28.0 22.7 4.7 10.3 
Chance for promotion 23.0 25.0 32.0 9.0 11.0 
Chance to use training/schooling 37.0 26.3 20.3 6.3 10.0 
Physical working conditions 52.7 30.3 6.0 1.3 9.7 
People I work with 65.0 20.7 4.7 0.7 9.0 
Chance to learn new skills 39.0 31.3 18.3 2.3 9.0 
Variety in my work 39.0 34.0 16.3 1.3 9.4 
Chance to do interesting work 43.7 30.0 15.7 1.3 9.4 
Job as a whole 54.3 32.0 3.0 0.7 10.0 
182 
Values in choosing a job: (by %) 
Very 
Important 
Somewhat 
Important 
Not 
Important 
No 
Response 
Chance to use training/schooling 53.3 34.0 10.0 2.7 
Good pay 67.7 28.7 2.0 1.7 
Freedom from supervision 22.7 48.3 26.0 3.0 
Steady work 83.7 13.3 1.0 2.0 
Cost of preparing for job 17.0 49.7 29.7 3.7 
Amount of time to preparing for job 19.0 49.0 29.3 2.7 
Good fringes 60.3 32.3 5.7 1.7 
No more fonnal training needed 8.7 34.3 54.7 2.3 
No more formal schooling needed 9.7 35.7 52.0 2.7 
Freedom from responsibility 3.0 15.3 78.7 3.0 
Good chances for promotion 62.0 27.3 8.7 2.0 
Good physical working conditions 69.7 29.7 0.3 2.3 
Chance to work with people I like 72.0 23.3 1.7 3.0 
Chance to learn new skills 63.3 31.0 2.3 3.3 
Chance to do interesting work 83.7 12.0 1.7 2.7 
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APPENDIX C: 
ACT-IV ITEM/ EXTERNAL VARIABLE 
FREQUENCIES FOR SAMPLE C 
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TABLE C: ACT-IV ITEM FREQUENCIES FOR SAMPLE C 
ACT-IV Item Responses (in percentages) 
Item # 
_1 2 _4 Mean Stan. dev. 
1 32.0 20.3 17.7 19.7 10.3 2.56 1.38 
2 11.0 15.7 25.0 33.3 15.0 3.26 1.21 
3 18.0 18.3 22.7 29.3 11.7 2.98 1.29 
4 15.0 18.3 30.7 27.0 9.0 2.97 1.19 
5 9.3 22.7 36.3 25.3 6.3 2.97 1.05 
6 32.0 14.7 27.0 19.0 7.3 2.55 1.31 
7 29.3 17.3 12.0 26.0 15.3 2.81 1.48 
8 10.7 19.0 23.3 25.0 22.0 3.29 1.30 
9 8.3 15.3 34.3 28.7 13.3 3.23 1.12 
10 24.7 33.7 29.0 11.7 1.0 2.31 1.00 
11 26.7 37.0 21.3 13.7 1.3 2.26 1.04 
12 18.0 21.0 27.3 29.3 4.3 2.81 1.17 
13 22.7 19.3 26.3 22.0 9.7 2.77 1.29 
14 19.7 20.3 21,7 26.7 11.7 2.90 1.31 
15 6.3 14.0 30.7 28.7 20.3 3.43 1.15 
16 3.3 10.0 41.3 38.7 6.7 3.35 0.88 
17 14.0 25.7 35.0 22.3 3.0 2.75 1.05 
18 34.0 19.3 31.7 13.3 1.7 2.29 1.12 
19 19.7 25.0 14.7 29.7 11.0 2.87 1.33 
20 8.0 15.7 24.7 35.7 16.0 3.36 1.16 
21 9.0 17.3 32.3 28.0 13.3 3.19 1.15 
22 16.7 27.7 32.7 20.0 3.0 2.65 1.07 
23 24.7 28.7 25.3 18.3 3.0 2.46 1.14 
24 17.0 16.3 24.7 26.3 15.7 3.07 1.32 
25 13.7 18.0 20.7 35.3 12.3 3.15 1.25 
Iterr 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
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Item Responses (in percentages) 
_3 _4 _5 Mean Stan. dev. 
9.3 17.7 27.3 30.7 15.0 323 1.18 
1.3 6.7 18.0 43.3 30.7 3.95 0.94 
43.7 32.7 11.3 11.0 1.3 1.94 1.05 
5.7 18.3 35.0 34.7 6.3 3.18 0.99 
9.0 16.3 31.3 35.7 7.7 3.17 1.08 
18.3 28.0 25.3 21.7 6.7 2.70 1.19 
11.3 18.7 33.0 27.7 9.3 3.05 1.14 
3.3 12.0 33.0 32.3 19.3 3.52 1.04 
21.7 30.0 20.7 22.3 5.3 2.60 1.20 
6.7 13.3 29.0 36.0 15.0 3.39 1.10 
5.3 12.7 23.7 43.3 15.0 3.50 1.06 
9.3 15.0 22.7 38.7 14.3 3.34 1.17 
14.0 17.7 24.7 30.0 13.7 3.12 1.26 
14.7 19.3 17.0 22.0 27.0 3.27 1.42 
3.0 9.0 28.3 36.3 23.3 3.68 1.02 
10.7 24.0 27.7 28.7 9.0 3.01 1.15 
5.3 11.7 33.7 41.7 7.7 3.35 0.97 
16.7 16.3 21.3 24.7 21.0 3.17 1.38 
11.3 20.0 25.0 28.7 15.0 3.16 1.23 
11.3 21.0 29.0 28.7 10.0 3.05 1.16 
8.0 18.7 38.3 26.7 8.3 3.09 1.05 
14.3 29.7 23.3 28.0 4.7 2.79 1.14 
32.3 25.3 17.7 18.0 6.7 2.41 1.29 
22.7 24.0 29.3 19.3 4.7 2.59 1.17 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
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Item Responses (in percentages) 
_1 _4 Mean Stan. dev. 
12.0 23.7 26.7 26.0 11.7 3.02 1.20 
8.3 22.0 27.7 29.3 12.7 3.16 1.15 
14.0 25.7 37.3 18.0 5.0 2.74 1.07 
15.7 26.7 22.3 25.3 10.0 2.87 1.24 
17.0 19.0 25.7 29.7 8.7 2.84 1.23 
17.3 18.3 22.7 29.0 12.7 3.01 1.30 
19.0 26.3 18.7 25.0 11.0 2.83 1.30 
11.3 20.7 25.0 21.3 21.7 3.21 1.30 
22.0 31.0 30.7 14.3 2.0 2.43 1.05 
15.7 27.0 26.0 22.3 9.0 2.82 1.21 
18.7 13.3 25.7 24.0 18.3 3.10 1.36 
21.7 31.7 21.0 20.0 5.7 2.56 1.19 
9.7 20.0 27.0 31.3 12.0 3.16 1.17 
6.0 10.7 36.7 35.3 11.3 3.35 1.02 
23.0 29.7 27.3 16.0 4.0 2.48 1.13 
26.3 31.0 18.3 12.0 12.3 2.53 1.33 
10.3 18.3 24.0 33.3 14.0 3^2 1.20 
21.3 29.0 22.3 21.3 6.0 2.62 1.21 
15.3 27.0 25.0 23.7 9.0 2.84 1.21 
12.7 21.0 19.3 26.3 20.7 3.21 1.33 
18.3 32.0 26.0 20.0 3.7 2.59 1.11 
14.0 29.0 33.7 22.0 1.3 2.68 1.01 
22.7 25.7 27.0 17.7 7.0 2.61 1.21 
25.0 26.0 25.0 20.0 4.0 2.52 1.18 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
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Item Responses (in percentages) 
1 2 3 4 5 Mean Stan. dev. 
18.7 24.3 27.0 18.0 11.0 2.76 1.27 
8.7 21.3 283 26.0 15.7 3.19 1.19 
34.7 36.3 22.0 6.3 0.7 2.02 0.94 
12.3 20.3 31.0 27.3 9.0 3.00 1.16 
23.3 21.3 25.3 21.0 9.0 2.71 1.28 
30.0 23.0 11.7 21.3 14.0 2.66 1.45 
2.0 5.3 6.0 35.3 51.3 4.29 0.94 
6.0 15.3 31.7 30.0 17.0 3.37 1.12 
6.3 12.3 25.0 36.7 19.7 3.51 1.13 
25.0 27.7 29.7 11.3 6.3 2.46 1.17 
20.7 25.7 30.0 17.0 6.7 2.63 1.18 
20.3 25.0 22.0 19.3 13.3 2.80 1.33 
10.3 15.7 24.0 31.7 18.3 3.32 1.23 
11.7 18.7 25.7 30.0 14.0 3.16 1.22 
41.3 33.7 14.7 8.7 1.7 1.96 1.03 
23.3 24.7 27.7 20.3 4.0 2.57 1.17 
28.3 21.7 24.7 15.3 10.0 2.57 1.31 
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ACT-IV EXTERNAL VARIABLE FREQUENCIES FOR SAMPLE C 
Sex: 
Male 
Race: 
Black 
American Indian 
White 
50% 
3.3% 
0.7% 
86.4% 
Living Situation (winter 1978): 
1) by self 
2) live in dorm 
3) live with parents 
4) live with spouse 
Dependent on relatives? 
Educational plans (1973): 
graduate high school 
apprenticeship/military 
Education to date (1978/79): 
Eleventh grade 
High school graduate 
less than 2 yrs. tech school 
2+ yrs. tech school 
13.7% 
8.7% 
30.7% 
29.3% 
Yes: 36.0% 
Female 50% 
Hispanic 4.0% 
Asian American 0.0% 
Other race/No response 14.0% 
5) live with relatives 2.0% 
6) live with friends 13.7% 
7) other arrangements 2.7% 
No: 64.0% 
9.0% 
6.7% 
two yrs. college/trade school 
three or more yrs. of college 
0.0% less than 4 yrs. college 
28.3% 4 yrs. college 
9.4% master's degree 
9.8% Ph.D., M.D., J.D., D.D.S. 
Have Bachelor's Degree (winter, 1978): Yes: 53.0% No: 47.0%; 
Highest level education expect to attain (winter, 1978): 
High school graduate 10.0% 4 yrs. college 
less than 2 yrs. tech school 6.1% master's degree 
2+yrs. tech school 13.2% Ph.D., M.D., J.D., D.D.S. 
less than 4 yrs. college 7.5% 
27.0% 
57.1% 
22.7% 
29.4% 
0.0% 
0.3% 
21.8% 
29.6% 
11.8% 
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Marital status (winter, 1978): 
Yes, but separated 1.0% 
Yes 28.7% 
Current health assessment (winter, 1978): 
Excellent 30.1 % 
Very good 59.5% 
Good 9.8% 
Family of origin income level (winter, 1978): 
No, but prev. married 
Never married 
Fair 
Poor 
2.7% 
67.7% 
0.3% 
0.3% 
<$3,000 
<$6,000 
< $9,000 
<$12,000 
no response 
1.7% 
3.3% 
6.0% 
11.3% 
3.3% 
<$15,000 
<$20,000 
< $30,000 
$30,000+ 
12.0% 
15.0% 
25.3% 
22.0% 
Family status variables (winter, 1978) (multiple response allowed): 
Family same after 6 years 87.6% 
Parent(s) died during last 6 years 6.0% 
Job Family (1973): 
Realistic 22.0% 
Investigative 20.0% 
Artistic 13.0% 
ACT-IV scales (1973): (raw scores) 
Technical mean = 42.9; s = 13.1 
Sciences mean = 42.1; s = 13.8 
Creative Arts mean = 47.6; s = 11.7 
Parents divorced in last 6 years 4.7% 
Parent(s) remarried in last 6 years 4.7% 
Social 
Enterprising 
Conventional 
23.0% 
11.3% 
10.7% 
Social Service mean = 49.3 
Business Contact mean = 40.3 
Business Detail mean = 41.7 
s = 12.4 
s= 8.7 
s = 11.0 
Surety of job choice (1973): Very sure: 33.3% Fairly sure: 45.9% Not sure: 20.7% 
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Work status (winter, 1978): 
Working full-time 
Looking for full-time work 
First job (Winter, 1978): 
Realistic 25.0% 
Investigative 12.7% 
Artistic 1.7% 
Work sector (winter, 1978): 
Private 69.0% 
Government 14.3% 
Minimum training needed for job: 
Naturally good 
On-the-job experience 
High School 
Employer provided training 
Vo-tech training 
73.3% 
3.0% 
Not looking for full-time work 18.0% 
Military active duty 3.7% 
Social 
Enterprising 
Conventional 
10.0% 
22.7% 
14.7% 
Family Farm 
Not working at all 
13.3% 
18.7% 
12.3% 
10.0% 
10.0% 
3.0% 
10.3% 
Self-employed 3.3% 
2 yr. college 
4-5 yr. college 
Grad.-prof. school 
None of these 
Income level (1978): mean = $7,438.16; s = 6,860.81; range: $100-$63,460 
Number of dependents: 
None 
One 
84.7 
12.2 
Two 
Three or more 
2.7 
0.3 
8.3% 
11.0% 
1.7% 
14.0% 
Work Values preferences: 
(winter, 1978) 
Prefer indoors/outdoors 
Prefer working with people/alone 
Prefer variety of tasks/same tasks 
Prefer physical labor/ 
little physical activity 
Strongly 
prefer left 
16.8% 
41.8% 
34.7% 
30.4% 
Strongly 
pref. left pref. right prefer right 
46.6% 
44.5% 
51.9% 
38.9% 
26.5% 
11.0% 
11.4% 
23.0% 
10.1% 
2.7% 
2.0% 
7.8% 
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Salary preference ($ in thousands) Prefer left prefer right no response 
1978/79 job satisfaction variables: (%) Good Fair Poor Doesn't Matter No resp. 
Pay 29.3 45.0 14.7 1.7 9.3 
Number of hours worked/week 49.0 29.7 6.3 5.3 9.7 
Steadiness of work 63.7 21.3 3.3 1.3 10.4 
Fringe benefits 36.3 22.7 25.3 5.7 10.0 
Chance for promotion 26.0 24.3 32.3 6.0 11.3 
Chance to use training/schooling 38.7 24.3 23.0 3.3 10.7 
Physical working conditions 53.3 30.3 5.7 0.7 11.0 
People I work with 66.0 19.7 3.7 0.7 10.0 
1978/79 job satisfaction variables: (%) Good Fair Poor Doesn't Matter No resp. 
Chance to learn new skills 40.7 29.3 19.0 0.7 10.3 
Variety in my work 40.3 31.0 17.7 0.7 10.3 
Chance to do interesting work 41.0 29.3 18.3 0.7 10.7 
Job as a whole 48.0 35.0 6.7 0.0 10.3 
Very Somewhat Not No 
Values in choosing a job; (by %) Important Important Important Response 
Chance to use training/schooling 56.3 31.7 9.3 2.7 
Good pay 70.3 26.7 1.7 1.3 
Freedom from supervision 21.7 52.3 23.3 3.7 
Steady work 77.7 20.3 0.3 1.7 
Cost of preparing for job 12.3 50.3 34.0 3.3 
Amount of time to preparing for job 13.7 55.0 28.3 3.0 
Good fringes 60.0 32.0 6.0 2.0 
No more formal training needed 7.7 30.3 59.0 3.0 
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Values in choosing a job: (cont.) 
No more formal schooling needed 
Very 
Important 
Somewhat 
Important 
Not 
Important 
No 
Response 
9.3 29.7 58.3 2.7 
Freedom from responsibility 2.0 13.3 82.0 2.7 
Good chances for promotion 59.6 31.0 8.3 2.7 
Good physical working conditions 70.3 25.3 2.0 2.3 
Chance to work with people I like 70.3 25.3 2.0 2.3 
Chance to learn new skills 62.0 32.0 3.3 2.7 
Chance to do interesting work 85.4 14.0 0.3 1.7 
