A Cyber-Physical System strongly depends on the sensor data to understand the current condition of the environment and act on that. Due to network faults, insufficient power supply, and rough environment, sensor data become noisy and the system may perform unwanted operations causing severe damage. In this paper, a technique has been proposed to analyze the trustworthiness of a sensor reading before performing operation based on the record. The technique employs regression analysis to select nearby sensors and develops a linear model for a target sensor. Using the linear model, target sensor reading is predicted in a particular time stamp with respect to each nearby sensor's reading. If the difference between the predicted and actual value is within a given limit, the reading is considered as trustworthy for the corresponding nearby sensor. At last, majority consensus is taken to consider the reading as trustworthy. To evaluate the proposed technique, a data set containing temperature reading of 8 sensors for 24 hours was used where first 90% data was used for nearby sensor selection and linear model construction, and rest 10% for testing. The result analysis shows that the proposed technique detects 19, 69, and 73 trustworthy data from 73 records with respect to 3%, 4% and 5% deviation from actual reading.
I. INTRODUCTION
The demand of Cyber-Physical System (CPS) is increasing day by day [1] . Currently CPS is used to perform critical operations in various domains such as medical, battle ground, traffic monitoring, etc. Usually, CPS consists of two major parts, a physical process and a cyber system [2] . Physical part is responsible for gathering data from the deployed environment through sensors and executing operation by actuators as instructed by cyber part. On the other hand, cyber part collects data from the network transferred by sensors, analyzes the data, and delivers response in the form of instruction to actuators. Since all the operations are decided and executed by CPS based on the sensor data, it is important to ensure trust worthiness of the data before transmitting instructions to the actuator [3] . This increases the reliability of CPS.
In real world scenario, hundreds or even thousands of sensors are deployed on the physical environment which continuously capture data from the environment. Those data are transmitted to cyber part of a CPS through sensor network. Some part of the data can be noisy or untrustworthy during data collection by sensors, and propagation in the sensor network. Data can loose trustworthiness during data collection when corresponding sensors are damaged due to rough environment, inadequate power supply, or degradation of sensor power gradually [4] . Data can also lack validity during propagation in the network due to network errors or faults [5] . If those faulty data are processed and decision is made based on that, CPS will loose trustworthiness for doing inappropriate actions. Such actions may cause serious damage when CPS is employed for critical and sensitive operation [6] .
Literature contains several methods to analyze trustworthiness of sensor data. Tang et. al. proposed a technique named TrueAlarm for trustworthiness analysis in sensor network [7] . In this technique, all the nearest neighbors' reading and their distances are utilized for validating the data of a particular sensor. However, in a real world environment, it is not possible at all to find the exact distance of all the sensors. Thus, incorrect calculation of distance may lead to false alarm in CPS. Another technique was proposed by Kebin et al. to identify non-faulty sensor in a sensor network [8] . The technique employs bayesian approach where assumption is that all the deployed sensors are in the same position [10] . However, if a sensor is faulty, the technique will consider that the faulty reading of the sensor is correct. In this paper, a technique has been proposed to analyze trustworthiness of the data in a CPS. The technique comprises two steps, deriving linear regression model for target sensor with its neighbors and predicting sensor data for trustworthiness analysis. In order to construct regression model, a set of target sensors for which data trustworthiness will be analyzed, is constructed. For each target sensor, a set of neighbor sensors is selected which acts as the basis for regression model. Later, a linear model is formulated for each sensor with its neighbor set using a training dataset. To analyze the data trustworthiness, deviation is measured between the actual value and the predicted value obtained from the linear model. If deviation is within the expected limit, the corresponding sensor data is considered as trustworthy with respect to corresponding nearby sensors. At last, a particular reading of a target sensor is considered as trustworthy if more than half of the nearby sensors support the reading.
In order evaluate the proposed technique, eight sensors were used in the experiment which sense temperature in the experimental environment. Experimental dataset contains temperature reading of all eight sensors for 24 hours with two minutes interval. Here, first 90% of the dataset was used as training data set for nearby sensors selection and linear model construction and rest 10% was used for testing. Besides, linear model is constructed and values are generated for a single sensor which is considered as target sensor in the experiment. The result analysis shows that nearby sensors' readings are linearly related with target sensor. Again, out of 73 target sensor reading, the proposed technique detects 19, 69, and 73 readings as trustworthy with 3%, 4%, and 5% deviation from actual reading respectively. This paper makes the following contributions:
 A technique has been proposed based on Regression model to ensure trustworthiness of sensor data  Intensive experimental analysis on a real life dataset has been discussed to perceive the effectiveness of the proposed approach  The technique can be used with other approaches that ensure security during data propagation to increase trustworthiness of the sensor data
The rest of the paper has been organized as follows. Section II discusses significant works on the trustworthiness of sensor data in a CPS. Section III presents the proposed approach that predicts sensor data based on the linear regression model and finds the faulty sensor readings. Section IV describes an intensive experimental analysis of the proposed approach. Section V concludes the whole work.
II. RELATED WORK
Several techniques have been proposed in the literature to increase trustworthiness of a CPS. Some techniques focus on the security of the sensor network. Some researchers concentrated on the intruder detection and prevention in a CPS. Few works have been carried out to identify faulty sensors in the sensor network. The most significant works on the trustworthiness of the sensor data have been described below.
Tang et al. proposed a technique named TrueAlarm which analyzes the trustworthiness of sensor data in a sensor network [7] . Usually, each sensor reading is important in CPS because instructions are given to actuators based on that reading. If the sensor reading is not trustworthy, this may lead to devastating situation. So, the technique, TrueAlarm employs distance among the sensors to detect which sensor data is trustworthy. More precisely, for trustworthiness analysis of a particular sensor reading, a number of nearby sensors of the target are selected and their values are compared with the target reading. The authors formulate equation which takes the distance between the target and nearby sensor, and predicts the value for the target sensor. If the difference between predicted value and actual value is within the threshold, the reading is marked as trustworthy. However, in real world scenario, it is difficult to find the exact location of a sensor which is required for distance calculation. If the distance cannot be calculated appropriately, the technique may provide wrong interpretation of sensor reading in terms of trustworthiness.
A Bayesian approach was proposed by Kebin et al. to select non-faulty sensor in a sensor network [8] . When sensors are deployed, some of the sensors are damaged due to critical environment or circumstances. Those sensors are needed to be detected and reading of these are required to be ignored when taking decision since such reading may cause catastrophic effect. The technique proposed in [8] separates the non-faulty sensors from the faulty sensors by employing a machine learning technique named Bayesian classification. Two assumptions are made for this technique such as the deployment environment is smooth and all the sensors are in the same location that is they are in a cluster. However, from practical point of view, it is difficult to have smooth environment and usually sensors are deployed throughout the environment. As real world scenarios do not abide by the assumptions, this technique cannot detect non-faulty sensor accurately. Even, it may provide false positive result due to wrong assumptions.
A [13] . They designed a Detection and Reaction technique based on the DES algorithm. The technique showed promising results against Denial of Service (DoS) attack in their experiment. All these techniques assume that all the sensors under study are non-faulty but such environment rarely exists in real life. It is required to identify faulty sensors and analyze the readings of nonfaulty sensors to increase the trustworthiness in a Cyber-Physical System.
III. PROPOSED APPROACH
In this paper, a sensor data prediction technique has been proposed which employs linear regression model with nearest neighbor sensors. The technique comprises four steps which are Target Sensor Selection, Nearest Neighbor Selection, Linear Regression Model Construction, and Data Prediction and Trustworthiness Analysis. All these steps are described below.
A. Target Sensor Selection
A set of target sensors is selected for which data trustworthiness will be analyzed. Assume that the set of target sensors is as follows.
T= {s 1, s 2, s 3, …, s n } s i = i th target sensor
B. Nearest Neighbor Selection
For each target sensor T i , a set of K nearest neighbor sensors is selected. Assuming that more than half of the nearby sensors provide correct reading at a particular time. The nearest neighbor set for sensor T i can be defined as follows. 
D. Data Prediction and Trustworthiness Analysis
For a given target sensor T i , its reading can be predicted with respect to its neighbor sensor set N i by employing the linear model. For sensor T i , there are N i number of linear equation, thus | N i | number of reading will be predicted for T i at a particular time period. For trustworthiness analysis, a deviation limit such as d is determined, that is the deviation between the actual value and predicted value will be within the limit in order to be trustworthy. For each predicted value, if the deviation within the limit, sensor T i will earn a score. Here, higher score indicates higher trustworthiness of the data provided by T i . If x is the actual value of T i , y is the predicted value of T i , Limit is the expected deviation, p i is the predicted value of T i with respect to i th nearby sensor in N i , and n is the total number of nearby sensor, then following equations are used for score calculation. 
IV. EXPERIMENTAL SETUP AND RESULT ANALYSIS
In order to evaluate the proposed approach, a control experiment was performed which includes a dataset of eight sensors. These sensors were used for sensing temperature in an environment. The dataset contains temperatures calculated by eight sensors in a single day. Temperature was sensed by each sensor with an interval of two minutes. The dataset is available in this link (https://tinyurl.com/yaywe7d2). A snapshot of the experimental dataset is shown in Fig. 1 . In the figure, eight sensors are labeled as LNE, LNW, LSE, LSW, UNE, UNW, USE, and USW. In the experimental analysis, the proposed technique was used to predict the data of sensor LNE. Here, first 90% records was used for training and last 10% records was used for testing. Time  LNW  Time  LSE  Time  LSW  Time  UNE  Time  UNW  Time  USE  Time  USW  00:00:06 10.2 00:00:12 9 00:00:08 9.2 00:00:10 8.7 00:01:58 9.9 00:00:04 9.8 00:00:00 9 00:00:02 9.1 00:02:06 10.2 00:02:12 9 00:02:08 9.1 00:02:10 8.7 00:03:58 9.9 00:02:04 9.8 00:02:00 8.9 00:02:02 9.2 00:04:06 10.2 00:04:12 9 00:04:08 9.2 00:04:10 8.7 00:05:57 9.9 00:04:04 9.8 00:04:00 9 00:04:02 9.2 00:06:06 10.2 00:06:12 9.1 00:06:08 9.1 00:06:10 8.6 00:07:58 9.9 00:06:04 9.8 00:05:59 9 00:06:02 9.1 00:08:06 10.2 00:08:12 9 00:08:08 9.1 00:08:10 8.6 00:09:57 9.9 00:08:04 9.8 00:08:00 9 00:08:02 9.1 00:10:05 10.2 00:10:12 9 00:10:08 9.2 00:10:10 8.6 00:11:58 9.9 00:10:03 9.8 00:09:59 8.9 00:10:01 9. 10.1 00:50:12 9 00:50:08 9.1 00:50:10 8.6 00:51:58 9.9 00:50:04 9.8 00:50:00 8.9 00:50:02 9.1 00:52:06 10.1 00:52:12 9 00:52:08 9.1 00:52:10 8.6 00:53:58 9.9 00:52:04 9.7 00:52:00 8.9 00:52:02 9.1 00:54:06 10.1 00:54:12 9 00:54:08 9 00:54:10 8.5 00:55:58 9.9 00:54:04 9.8 00:54:00 8.9 00:54:02 9.1 00:56:06 10.1 00:56:12 9 00:56:08 9.1 00:56:10 8.6 00:57:58 9.9 00:56:04 9.7 00:56:00 8.9 00:56:02 9.1 The technique starts with selection of nearby sensors as stated in the previous section. Usually sensors within the same region, provide data following a trend or pattern. For the selection of nearby sensors of LNE, a trend analysis is performed on the training dataset. The result is shown in Fig. 2 . In this figure, it is seen that all the sensors are following approximately a common pattern or trend. So, LNW, LSE, LSW, UNE, UNW, USE and USW can be considered as nearby sensors of LNE.
Time LNE
The next part is to construct linear model for sensor LNE with respect to each of the rest 7 sensors. For this, a regression analysis is performed on the training dataset and linear equations are generated. Fig. 3, Fig. 4, Fig. 5 , Fig. 6, Fig.7, Fig. 8 , and Fig. 9 depict the regression analysis along with linear equation between LNE and other sensors, respectively.
After developing linear equations for the target sensor, LNE with respect to its nearby sensors, the testing phases was accomplished by predicting reading with these equations. Fig. 10 depicts the actual value of LNE and predicted value with respect to other sensors. In this figure, it is seen that the reading of LNE is very close to LSE, LSW and LNW. The reason is that these sensors are very close to LNE in comparison with other sensors like UNE, UNW, USE and USW. This figure provides evidence that the reading of LNE follows the trend with LSE, LSW and LNW. Fig. 11 illustrates the deviation between actual reading and predicted reading for LNE. The predicted value of LNE was calculated by using the linear equation with respect to the other sensors. The difference among the values with respect to LSE, LNE, LNW and LSW is maximum 0.18. That means predicted reading deviates maximum 2% with actual value when linear models of LNE with respect to LSE, LNE, LNW and LSW, respectively. Since close sensors sense the almost similar environment or object, LSE, LNE, LNW and LSW generate approximately similar data. On the other hand, deviation is between 0.2 to 0.75 (approximately 1.78% to 7%) for sensors UNE, UNW, USE, and USW due to the distance. However, still regression model application helps to predict the value of a sensor and in the experiment, the predicted value varies up to 7% from the actual value.
In order to consider whether a particular reading of a sensor is trustworthy or not, more than half of the nearby sensors need to support the value. In this experiment, sensor LNE has 7 nearby sensors and 7 predicted reading is generated against a particular reading of LNE. So, if at least 4 predicted values support the actual value with a given deviation, the actual value will be considered as trustworthy. Fig. 12 depicts the number of trustworthy data with different deviations. In this figure, it is seen that 19 reading is marked as trustworthy for deviation 3%, 69 for deviation 4% and 73 for 5% where the total number of test reading is 73. This provides evidence that the proposed technique outperforms with deviation 4% to 5%.
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V. CONCLUSION
A faulty data may cause severe damage by a CPS because the cyber part of the system provides wrong instructions to actuator by analyzing the data [14] . So, data trustworthiness in a sensor network needs to be analyzed before processing and making decision by CPS. In this paper, a regression based technique is proposed for data trustworthiness analysis.
For a target sensor, the technique first selects the nearby sensors by employing regression analysis. Next, it constructs linear models with each of these sensors. Following the models, at a given time period, the target sensor reading is predicted with respect to each of the nearby sensors. The reading of the target sensor at that time period is considered as trustworthy if more than half of the nearby sensors predict the values that differs from the actual value within a given limit.
To evaluate the proposed technique, 8 sensors' temperature readings for 24 hours were used as experimental dataset. First 90% data was used for nearby sensor selection of particular sensor and linear model construction. The rest 10% was used for testing. The result analysis shows that the proposed technique detects 19, 69 and 73 trustworthy data from 73 sensor readings with respect to 3%, 4% and 5% deviation. In future, we have a plan to perform experiment on other types of sensor to observe the behavior of the technique. Besides, an experiment will be conducted on large dataset in future.
