Given a constraint satisfaction problem (CSP) on n variables, x 1 , x 2 , . . . , x n ∈ {±1}, and m constraints, a global cardinality constraint has the form of n i=1 x i = (1−2p)n, where p ∈ (Ω(1), 1−Ω(1)) and pn is an integer. Let AV G be the expected number of constraints satisfied by randomly choosing an assignment to x 1 , x 2 , . . . , x n , complying with the global cardinality constraint. The CSP above average with the global cardinality constraint problem asks whether there is an assignment (complying with the cardinality constraint) that satisfies more than (AV G + t) constraints, where t is an input parameter.
Introduction
In a d-ary constraint satisfaction problem (CSP), we are given a set of boolean variables {x 1 , x 2 , · · · , x n } over {±1} and m constraints C 1 , · · · , C m , where each constraint C i consists of a predicate on at most d variables. A constraint is satisfied if and only if the assignment of the related variables is in the predicate of the constraint. The task is to find an assignment to {x 1 , · · · , x n } so that the greatest (or the least) number of constraints in {C 1 , · · · , C m } are satisfied. Simple examples of binary CSPs are the MAXCUT problem and the MINCUT problem, where each constraint includes 2 variables, and the predicate is always {(−1, +1), (+1, −1)}. The MAX3SAT problem is an example of a ternary CSP. In a MAX3SAT problem, each constraint includes 3 variables, and the predicate includes 7 out 8 possible assignments to the 3 variables. Another classical example of a ternary CSP is called the MAX3XOR problem, where each predicate is either {(−1, −1, −1), (−1, +1, +1), (+1, −1, +1), (+1, +1, −1)} or {(+1, +1, +1), (+1, −1, −1), (−1, +1, −1), (−1, −1, +1)}. Constraint satisfaction problem above average. For each CSP problem, there is a trivial randomized algorithm which chooses an assignment uniformly at random from all possible assignments. In a seminal work [21] , Håstad showed that for MAX3SAT and MAX3XOR, it is NP-hard to find an assignment satisfying ǫm more constraints than the trivial randomized algorithm (in expectation) for an arbitrarily small constant ǫ > 0. In other words, there is no non-trivial approximation algorithm (i.e. better approximation than the trivial randomization) for MAX3SAT or MAX3XOR assuming P =NP. Recently, this result was extended to many more CSPs by Chan [7] . Assuming the Unique Games Conjecture [23] , Austrin and Mossel [3] provided a sufficient condition for CSPs to admit non-trivial approximation algorithms. Later, Khot, Tulsiani and Worah [24] gave a complete characterization for these CSPs. Guruswami et al. [15] showed that all ordering CSPs (a variant of CSP) do not admit non-trivial approximation algorithm under the Unique Games Conjecture.
Therefore, it is natural to set the expected number of constraints satisfied by the trivial randomized algorithm as a baseline, namely AV G, and ask for better algorithms. In the constraint satisfaction problem above average, we are given a CSP instance I and a parameter t, and the goal is to decide whether there is an assignment satisfying t constraints more than the baseline AV G.
The CSP above average problem has been extensively studied in the parameterized algorithms designing research community. Gutin et al. [18] showed that the MAX3XOR above average (indeed MAXdXOR for arbitrary d) is fixed-parameter tractable (FPT), i.e., there is an algorithm that makes the correct decision in time f (t)poly(n). Later, Alon et al. [1] showed that every CSP above average admits an algorithm with runtime 2 O(t 2 ) + O(m) , and therefore is fixed-parameter tractable. Later, Crowston et al. [8] improved the running time of MAXXOR to 2 O(t log t) · poly(nm). Recently, Makarychev, Makarychev and Zhou [26] studied a variant, and showed that the ordering CSP above average is fixed-parameter tractable.
Constraint satisfaction problem with a global cardinality constraint. Given a boolean CSP instance I, we can impose a global cardinality constraint n i=1 x i = (1 − 2p)n (we assume that pn is an integer). Such a constraint is called the bisection constraint if p = 1/2. For example, the MAXBISECTION problem is the MAXCUT problem with the bisection constraint. Constraint satisfaction problems with global cardinality constraints are natural generalizations of boolean CSPs. Researchers have been studying approximation algorithms for CSPs with global cardinality constraints for decades, where the MAXBISECTION problem [2, 10, 12, 16, 20, 34, 35] and the SMALLSET EXPANSION problem [31] [32] [33] are two prominent examples.
Adding a global cardinality constraint could strictly enhance the hardness of the problem. The SMALL-SET EXPANSION problem can be viewed as the MINCUT problem with the cardinality of the selected subset to be ρ|V | (ρ ∈ (0, 1)). While MINCUT admits a polynomial-time algorithm to find the optimal solution, we do not know a good approximation algorithm for SMALLSET EXPANSION. Raghavendra and Steurer [31] suggested that the SMALLSET EXPANSION problem is where the hardness of the notorious UNIQUEGAMES problem [23] stems from.
For many boolean CSPs, via a simple reduction described in [16, 34] , if such a CSP does not admit a nontrivial approximation algorithm, neither does the CSP with the bisection constraint. Therefore, it is natural to set the performance of the trivial randomized algorithm as the baseline, and ask for better algorithms for CSPs with a global cardinality constraint. Specifically, given a CSP instance I and the cardinality constraint n i=1 x i = (1 − 2p)n, we define our baseline AV G to be the expected number of constraints satisfied by uniform randomly choosing an assignment complying with the cardinality constraint. The task is to decide whether there is an assignment (again complying with the cardinality constraint), satisfying at least AV G+t constraints. We call this problem CSP above average with a global cardinality constraint, and our goal is to design an FPT algorithm for the problem.
Recently, Gutin and Yeo [19] showed that it is possible to decide whether there is an assignment satisfying more than ⌈m/2 + t⌉ constraints in time 2 O(t 2 ) + O(m) for the MAXBISECTION problem with m constraints and n variables. The running time was later improved to 2 O(t) + O(m) by Mnich and Zenklusen [27] . However, observe that in the MAXBISECTION problem, the trivial randomized algorithm satisfies AV G = 1 2 + 1 2(n−1) m constraints in expectation. Therefore, when m ≫ n, our problem MAXBISECTION above average asks more than what was proved in [19, 27] . For the MAXCUT problem without any global cardinality constraint, Crowston et al. [9] showed that optimizing above the EdwardsErdős bound is fixed-parameter tractable, which is comparable to the bound in our work, while our algorithm outputs a solution strictly satisfying the global cardinality constraint n i=1 x i = (1 − 2p)n.
Our results
In this paper, we show FPT algorithms for boolean CSPs above average with a global cardinality constraint problem. Our main theorem is stated as follows. One important ingredient in the proof of our main theorem is the 2 → 4 hypercontractivity of lowdegree multilinear polynomials in a correlated probability space. Let D p be the uniform distribution on all assignments to the n variables complying with the cardinality constraint n i=1 x i = (1 − 2p)n. We show the following inequality.
where the constant C p = poly(
The ordinary 2 → 4 hypercontractive inequality (see Section 2.1 for details of the inequality) has wide applications in computer science, e.g., invariance principles [29] , a lower bound on the influence of variables on Boolean cube [22] , and an upper bound on the fourth moment of low degree functions [1, 26] (see [30] for a complete introduction and more applications with the reference therein). The inequality admits an elegant induction proof, which was first introduced in [28] ; and the proof was later extended to different settings (e.g. to the low-level sum-of-squares proof system [4] , and to more general product distributions [26] ). All the previous induction proofs, to the best of our knowledge, rely on the local independence of the variables (i.e. the independence among every constant-sized subset of random variables). In the 2 → 4 hypercontractive inequality we prove, however, every pair of the random variables is correlated.
Because of the lack of pair-wise independence, our induction proof (as well as the proof to the main theorem (Theorem 1.1)) crucially relies on the analysis of the eigenvalues of several n O(d) × n O(d) setsymmetric matrices. We will introduce more details about this analysis in the next subsection.
Independent work on the 2 → 4 hypercontractive inequality. Independently, Filmus and Mossel [11] provided a hypercontractive inequality over D p based on the log-Sobolev inequality due to Lee and Yau [25] . They utilized the property that harmonic polynomials constitute an orthogonal basis in D p . In this work, we use parity functions and their Fourier coefficients to analyze the eigenspaces of Var Dp and prove the hypercontractivity in D p . Parity functions do not constitute an orthogonal basis in D p , e.g., the n variables are not independent under any global cardinality constraint n i=1 x i = (1 − 2p)n. However, there is another important component in the proof of our main theorem -we need to prove the variance of a random solution is high if the optimal solution is much above average. Parity functions also play an important role in this component. More specifically, our analysis relies on the fact that the null space of Var Dp is equivalent to the subspace spanned by the global cardinality constraint and all non-zero eigenvalues of Var Dp are Θ(1) in terms of their Fourier coefficients (respect to parity functions).
Techniques and proof overview
Our high level idea is similar to the framework introduced by Gutin et al. [17] . However, we employ very different techniques to deal with the fixed-parameter tractability above average under a global cardinality constraint. Specifically, we extensively use the analysis of the eigenspaces of the association schemes. For simplicity, we will first use the bisection constraint n i=1 x i = 0 as the global cardinality constraint to illustrate our main ideas. Then we discuss how to generalize it to a global cardinality constraint specified by p ∈ (0, 1).
We first review the basic ideas underlying the work [1, 26] . Let f I be the degree d multilinear polynomial counting the number of satisfied constraints in a d-ary CSP instance I andf I (S) be the coefficient of i∈S x i , i.e., the Fourier coefficient of χ S = i∈S x i . We will also view the multilinear polynomial f as a vector in the linear space span χ S |S ∈
[n] ≤d . We consider the variance of f I in the uniform distribution of {±1} n , namely Var(f I ), and discuss the following 2 cases.
1. Var(f I ) = O(t 2 ). In this case, we would like to reduce the problem to a problem whose size depends only on t (i.e. a small kernel of variables). In [1] , this was done because the coefficients in f I are multiples of 2 −d and the variance Var(f I ) = S =∅f I (S) 2 in the uniform distribution. Then there are at most O(t 2 2 2d ) terms with non-zero coefficients in f I , so the size of the kernel is at most O(d · t 2 2 2d ). One can simply enumerate all possible assignments to the kernel.
2. Var(f I ) = Ω(t 2 ). We will claim that the optimal value is at least AV G+t. This is done via the 2 → 4 hypercontractive inequality (Theorem 1.2), which shows that the low-degree polynomial f I is smooth under the uniform distribution over all valid assignments. Therefore f I is greater than its expectation plus its standard deviation with positive probability, via the fourth moment method [1, 5, 30] .
Now we take a detailed look at the first case. For the uniform distribution D on all assignments complying with the bisection constraint, we no longer have Var D (f I ) = S =∅f I (S) 2 . Indeed, Var D (f I ) might be very different from S =∅f I (S) 2 . Let us consider a complete graph in the MAXBISECTION problem for example -the value of a bisection in the complete graph with n vertices is always 2 is Ω(n 2 ). Another example for the MAXBISECTION problem is a star graph, i.e., a graph with (n − 1) edges connecting an arbitrary vertex i to the rest of (n − 1) vertices. The variance for this instance is also 0. However, one can check that S =∅f I (S) 2 = Ω(n).
To solve the problem above, we first observe that in the star graph instance, the degree 2 polynomial
2 (say the center of the star is at Vertex 1), which always equals n 2 in the support of D. This is because i x i = 0 is a requirement for all valid assignments in D. In general, we have ( i x i )h = 0 for all polynomials h under the bisection constraint. Therefore, ). From the discussion above, we know that S is in the nullspace of B.
Projection onto the orthogonal complement of S, and the spectral analysis of B via association schemes. Somewhat surprisingly, we show that S indeed coincides with the nullspace of B, and the eigenvalues of B of the orthogonal complement of S are Θ(1) (when we treat d as a constant). Once we have this, we
, and have that the 2-norm 2 of the projection onto the orthogonal complement of S,
To analyze the eigenvalues and eigenspaces of B, we crucially use the fact that B is set-symmetric, i.e. the value of B S,T (where S, T ∈ n ≤d ) only depends on |S|, |T |, and |S ∩ T |. If we only consider the homogeneous submatrices of B (i.e. the submatrix of all rows S and columns T so that
, their eigenvalues and eigenspaces are well understood and easy to characterize as they correspond to a special association shceme called the Johnson scheme [13] . Then we follow the approach of [14] to provide a self-contained description of the eigenspaces and eigenvalues of B, which extensively use the property i x i = 0 in the support of D. We will finally show that all eigenvalues of B in the orthogonal complement of S are between .5 and d.
We will also let A be the matrix corresponding to the quadratic form
and analyze the eigenvalues and eigenvectors of A in a similar fashion, for the purpose of our proof.
Rounding procedure for the projection vector h f . We would like to use the argument that since
is small, there are not so many non-zero Fourier coefficients for the function (f I − ( i x i )h f ) (which is equivalent to f I on all valid assignments). Therefore we could reduce the whole problem to a small kernel. However, since h f might not have any integrality property, we cannot directly say that the Fourier coefficients of (f I −f I (∅) − ( i x i )h f ) are multiples of 2 −d , and follow the approach of [1] .
To solve this problem, we need an extra rounding process. We "round" the projection vector h f to a new vector h so that the coefficients of h are multiples of 1/Γ (for some big constant Γ which only depends on d). At the same time, the rounding process guarantees that
2 ), so that we can use the argument of [1] with (f I − ( i x i )h) (which is also equivalent to f on all valid assignments) instead.
The rounding process proceeds in a iterative manner. At each iteration, we only round the degree-d ′ homogeneous part of h f (starting from d ′ = d − 1, and decrease d ′ after each iteration). We would like to prove the rounding error
). We will first claim that the coefficients of h f are "quite" close to those of h, where, however, such closeness does not directly guarantee that the rounding error is well bounded. Then, using this closeness, we will bound the rounding error via a different argument.
The 2 → 4 hypercontractive inequality for low-degree multilinear polynomials under D. For the second case, we need to prove the 2 → 4 hypercontractive inequality for low-degree multilinear polynomials in
for any low-degree multilinear polynomial f . We will use the special property of the bisection constraint and reduce the task to the ordinary 2 → 4 hypercontractive inequality (on the uniform production distribution).
Specifically, we view the sampling process in D as first uniformly sampling a perfect matching M among the n variables then assigning +1 and −1 to the two vertices in each pair of matched variables independently. Observe that once we have the perfect matching, the second sampling step is a product distribution over n/2 unbiased coins. Let f M be the function on n/2 variables so that each pair of matched variables always take opposite values, we have
M ], where the second expectation is over the uniform distribution. Now we can directly apply the ordinary hypercontractive inequality to
2 . This final step, can be viewed as proving the "1 → 2 hypercontractivity of E[f 2 M ]". We prove this by analyzing the Fourier coefficients of f .
Generalization to the general cardinality constraint i x i = (1 − 2p)n via random restriction. We now discuss how to generalize the parameterized algorithm to the general cardinality constraint i x i = (1−2p)n for any p ∈ [p 0 , 1−p 0 ] (where p 0 > 0 is a constant). Let D p be the uniform distribution on all valid assignments complying with the global cardinality constraint. We first focus on Case 1:
There are two natural approaches to generalize our previous argument to D p . The first idea is to define φ i = p/(1 − p) when x i = 1 and φ i = − (1 − p)/p when x i = −1 so that E φ i = 0 and E φ 2 i = 1, and do the analysis for g(φ 1 , . . . , φ n ) = f I (x 1 , . . . , x n ). The second idea is to work with x i = ±1, and try to generalize the analysis. However, we adopt neither of the two approaches because of the following reasons.
For the first idea, indeed one can prove that there exists some polynomial h g , so that g −ĝ(∅) − ( i φ i )h g 2 2 = Θ(Var Dp (f I )). However, since the Fourier coefficients of g have factors such as p 1/2 , p, p 3/2 , etc., it is not clear why the Fourier coefficients of (g −ĝ(∅) − ( i φ i )h) are multiples of some number even when we round h g to h. For the second idea, the super-constant on the right-hand-side of the constraint i x i = (1 − 2p)n imposes a technical difficulty for bounding the rounding error. Our final approach for the general cardinality constraint is via a reduction to the existing algorithm for the bisection constraint, using random restriction. Let us assume p = .49 to illustrate the high-level idea (and it works for any p). Given the constraint i x i = .02n, we randomly choose a set Q of .02n variables and fix these variables to 1. For any valid assignment, we see that the remaining .98n variables satisfy the bisection constraint i∈Q x i = 0. Let f Q be the function on the remaining .98n variables derived by fixing the variables in Q to 1 for f I , i.e. let f Q (x Q ) = f I (x Q , x Q = 1), where x Q means {x i : i ∈ Q} and x Q means {x i : i ∈ Q}.
Since sampling x from D p is equivalent to sampling Q first then sampling x Q ∼ D and setting
. Using our parameterized algorithm for the bisection constraint, we know that for most Q's, f Q depends on merely O(t 2 ) variables (on all assignments complying with the bisection constraint). Then we manage to show that to make this happen, a low-degree polynomial f itself has to depend on only O(t 2 ) variables (on all valid assignments in D p ).
The 2 → 4 hypercontractive inequality under distribution D p . To deal with Case 2, we need the 2 → 4 hypercontractive inequality for low-degree multilinear polynomials in D p . We let
, and i φ i = 0 in the support of D p then prove the inequality for multilinear polynomials on φ 1 , φ 2 , . . . , φ n . We follow the paradigm introduced in [28] and apply induction on the number of variables and the degree of the polynomial. For any multilinear polynomial f , we write it in the form of f = φ 1 h 0 + h 1 (say the first variable f depends on is
, and control each term using induction hypothesis separately.
Unlike the proof in [28] , we no longer have
because of the lack of independence. While the latter one is easy to deal with, the main technical difficulty comes from the first term, namely upper-bounding E Dp [φ 1 h 0 h 3 1 ] in terms of h 0 2 and h 1 2 . We reduce this problem to upper-bounding the spectral norm of a carefully designed set-symmetric matrix L, which again utilizes the analysis developed in Section 3.
Organization
This paper is organized as follows. We introduce some preliminaries in Section 2. In Section 3, we provide a self-contained description of the eigenspaces and eigenvalues of the matrices corresponding to E Dp [f 2 ] and Var Dp (f ). In Section 4, we prove the fixed-parameter tractability of CSPs above average with the bisection constraint, and the 2 → 4 hypercontractive inequality under the distribution conditioned on the bisection constraint. In Section 5, we prove the more general 2 → 4 hypercontractive inequality under distribution D p . At last, we show the fixed-parameter tractability of any d-ary CSP above average with a global cardinality constraint in Section 6.
Preliminaries
Let [n] = {1, 2, · · · , n}. For convenience, we always use [n] d to denote the set of all subsets of size d in [n] and [n] ≤d to denote the set of all subsets of size at most d in [n] (including ∅). For two subsets S and T , we use S∆T to denote the symmetric difference of S and T . Let n! denote the product
. We use 0 ( 1 resp.) to denote the all 0 (1 resp.) vector. We also use 1 E to denote the indicator variable of an event E, i.e. 1 E = 1 when E is true, and 1 E = 0 otherwise.
In this work, we only consider f : {±1} n → R. Let U denote the uniform distribution on {±1} n and U p denote the biased product distribution on {±1} n such that each bit equals to −1 with probability p and equals to 1 with probability 1 − p. For a distribution V , we use supp(V ) to denote the support of V .
For a random variable X with standard deviation σ, it is known that the fourth moment is necessary and sufficient to guarantee that there exists x ∈ supp(X) greater than E[X] + Ω(σ) from [1, 5, 30] . We state this result as follows.
Lemma 2.1 Let X be a real random variable. Suppose that
A global cardinality constraint defined by a parameter 0 < p < 1 is i∈[n] x i = (1 − 2p)n, which indicates that (1 − p) fraction of x i 's are 1 and the rest p fraction are −1. For convenience, we call the global cardinality constraint with p = 1/2 as the bisection constraint. In this paper, we always use D to denote the uniform distribution on all assignments to the n variables complying with the bisection constraint n i=1 x i = 0 and D p to denote the uniform distribution on all assignments complying with the cardinality constraint
Basics of Fourier Analysis of Boolean functions
We state several basic properties of the Fourier transform for Boolean functions those will be useful in this work. We follow the notations in [30] 
We first introduce the standard Fourier transform in {±1} n . We will also use the p-biased Fourier transform in several proofs especially for the 2 → 4 hypercontractive inequality under D p . More specifically, in Section 2.2, Section 3, and Section 5, we will use the Fourier transform with the p-biased basis {φ S }. In Section 4 and Section 6, we will use the standard Fourier transform in the basis {χ S }.
For the uniform distribution U , we define the inner-product on a pair of functions f, g :
]. Hence χ S (x) = i∈S x i over all subsets S ⊆ [n] constitute an orthonormal basis for the functions from {±1} n to R. For simplicity, we abuse the notation by writing χ S instead of χ S (x). Hence every Boolean function has a unique multilinear polynomial expression
Given any Boolean function f , we define its degree to be the largest size of S with non-zero Fourier coefficientf (S). In this work, we focus on the multilinear polynomials f with degree-at-most d. We use the Fourier coefficients of weight i to denote all Fourier coefficients {f (S)|S ∈
[n] i } of size i character functions. For a degree-at-most d polynomial f , we abuse the notation f to denote a vector in the linear space span{χ S |S ∈
[n] ≤d }, where each coordinate corresponds to a character function χ S of a subset S. We state the standard Bonami Lemma for Bernoulli ±1 random variables [6, 30] , which is also known as the 2 → 4 hypercontractivity for low-degree multilinear polynomials.
Lemma 2.2 Let
For the p-biased distribution U p , we define the inner product on pairs of function f, g : {±1} n → R by
. We abuse the notation by writing φ S instead of φ S (x). It is straightforward to verify E Up [φ i ] = 0 and
We state two facts of φ i that will be useful in the later section.
1.
. Thus we always write f as a multilinear polynomial of φ i .
Observe that the largest size of |T | with non-zero Fourier coefficientf (T ) in the basis {φ S |S ∈
[n]
≤d } is equivalent to the degree of f defined in {χ S |S ∈
[n] ≤d }. Hence we still define the degree of f to be max S:f (S) =0 |S|. We abuse the notation f to denote a vector in the linear space span{φ S |S ∈
Therefore we state the 2 → 4 hypercontractivity in the biased distribution U p as follows.
Lemma 2.3 Let
At last, we notice that the definition of φ S is consistent with the definition of χ S when p = 1/2. When the distribution U p is fixed and clear, we use
Distributions conditioned on global cardinality constraints
We will study the expectation and the variance of a low-degree multilinear polynomial f in D p . Because φ S is consistent with χ S when p = 1/2, we fix the basis to be φ S of the p-biased Fourier transform. Because
as a constant and hide it in the big-Oh notation.
We first discuss the expectation of f under
From symmetry, δ S = δ S ′ for any S and S ′ with the same size. For convenience, we use
k . From the definition of δ, we have
For p = 1/2 and D, δ k = 0 for all odd k and δ k = (−1) k/2 (k−1)!! (n−1)·(n−3)···(n−k+1) for even k. We calculate it this way: pick any T ∈
From δ 0 = 1 and δ 1 = 0, we could obtain δ k for every k > 1.
For p = 1/2 and D p under the global cardinality constraint i∈n x i = (1− 2p)n, we consider E Dp [φ S ], because i∈n x i = (1 − 2p)n indicates i φ i = 0. Thus we use δ S = E Dp [φ S ] and calculate it as follows: pick any T ∈
Remark 2.4 For p = 1/2 and the bisection constraint, q = 0 and the recurrence relation becomes k · δ k−1 + (n − k)δ k+1 = 0, which is consistent with the above characterization. Thus we abuse the notation δ k when U p is fixed and clear.
From δ 0 = 1, δ 1 = 0, and the relation above, we can determine δ k for every k. For example,
(n−1)(n−2) . We bound δ i as follows:
Proof. We use induction on i. Base Case: δ 0 = 1 and δ 1 = 0.
, the major term of δ 2i is determined by δ 2i−2 . We choose k = 2i − 1 in the equation (1) to obtain
At the same time, from δ 2i and δ 2i−1 ,
⊓ ⊔ Now we turn to E Dp [f 2 ] and Var Dp [f ] for a degree-at-most-d multilinear polynomial f . From the definition and the Fourier transform f = Sf (S)φ S ,
We associate a ≤d }. Similarly, we associate a
Notice that an entry (S, T ) in A and B only depends on the size of S, T, and S ∩ T .
Remark 2.6
Because B(∅, S) = B(S, ∅) = 0 for any S and Var Dp (f ) is independent withf (∅), we could neglectf (∅) in B such that B is a (
is the only difference between the analysis of eigenvalues in A and B. Actually, the difference δ S · δ T between A(S, T ) and B(S, T ) will not effect the analysis of their eigenvalues except the eigenvalue induced byf (∅).
In Section 3, we study the eigenvalues of E Dp [f 2 ] and Var Dp (f ) in the linear space span{φ S |S ∈
[n] ≤d }, i.e., the eigenvalues of A and B.
Eigenspaces in the Johnson Schemes
We shall use a few characterizations about the eigenspaces of the Johnson scheme to analyze the eigenspaces and eigenvalues of A and B in Section 3 (please see [13] for a complete introduction).
We divide A into (d + 1) × (d + 1) submatrices where A i,j is the matrix of A(S, T ) over all S ∈
[n] i and T ∈
[n] j . For each diagonal matrix A i,i , observe that A i,i (S, T ) only depends on |S ∩ T | because of |S| = |T | = i, which indicates A i,i is in the association schemes, in particular, Johnson scheme.
r ) be the subspace of all set-symmetric matrices. J r is called the Johnson scheme.
r ) be a matrix in the Johnson scheme J r . We treat a vector in R (
r )f (T )φ T , where each coordinate corresponds to a r-subset. Although the eigenvalues of M depend on the entries of M , the eigenspaces of M are independent with M as long as M is in the Johnson scheme.
Fact 2.8 There are
i } with the following two properties:
For any
T ∈ [n] r ,f (T ) = S∈( T i )f (S).
It is straightforward to verify that the dimension of
To show the orthogonality between V i and V j , it is enough to prove that Claim 2.9 For any j ≤ r and any S ∈
Proof. We use induction on the size of S to show it is true.
Base Case |S| = j − 1: from the definition of f , T :S⊂Tf (T ) = 0.
k+1 . We prove it is true for any S ∈
[n] k :
CSPs with a global cardinality constraint
In this work, we consider the constraint satisfaction problem on {−1, 1} n with a global cardinality constraint. We allow different constraints using different predicates. Because we can add dummy variables in each constraint, we assume the number of variables in each constraint is d for simplicity. An instance I of a constraint satisfaction problem with a global cardinality constraint consists of an instance I of a CSP and a global cardinality constraint i∈[n] x i = (1 − 2p)n specified by a parameter p. The goal of the problem is to find an assignment of maximum possible value complying with the global cardinality constraint i∈[n] x i = (1 − 2p)n. We denote the value of the optimal assignment by
Definition 2.10 An instance I of a constraint satisfaction problem of arity d consists of a set of variables
The average value AV G of I is the expected value of an assignment chosen uniformly at random among all assignments complying the global cardinality constraint
Given an instance I of a constraint satisfaction problem of arity d, we associate a degree-at-most d multilinear polynomial f I with I such that f I (α) = val I (α) for any α ∈ {±1} n as in [1] .
Remark 2.11
The degree of f I is at most d; and the coefficients of f I in the standard basis {χ S |S ∈
[n] ≤d } are always multiples of 2 −d .
Thus we focus on the study of degree-d polynomial f with coefficients of multiples of 2 −d instead of the m constraints C 1 , · · · , C m . From the discussion above, given an instance I and a global cardinality constraint i∈n x i = (1 − 2p)n, the expectation of I under the global cardinality constraint is different than its expectation in the uniform distribution, even for CSPs of arity 2 in the bisection constraint:
Definition 2.12
In the satisfiability above Average Problem, we are given an instance of a CSP of arity d, a global cardinality constraint i∈n x i = (1 − 2p)n, and a parameter t. We need to decide whether OP T ≥ AV G + t or not.
In this work, we show that it is fixed-parameter tractable. Namely, given a parameter t and an instance of a CSP problem of arity d under a global cardinality constraint i∈n x i = (1 − 2p)n, we design an algorithm that either finds a kernel on O(t 2 ) variables or certifies that OP T ≥ AV G + t.
Eigenspaces and Eigenvalues of E
In this section we analyze the eigenvalues and eigenspaces of A and B, following the approach of Grigoriev [14] .
We fix any p ∈ (0, 1) with the global cardinality constraint i x i = (1 − 2p)n and use the p-biased Fourier transform in this section, i.e., {φ S |S ∈
[n] ≤d }. Because χ S is consistent with φ S for p = 1/2, it is enough to study the eigenspaces of A and B in span{φ S |S ∈
[n] ≤d }. Since A can be divided into (d + 1) × (d + 1) submatrices where we know the eigenspaces of the diagonal submatrices from the Johnson scheme, we study the eigenspaces of A through the global cardinality constraint i φ i = 0 and the relations between eigenspaces of these diagonal matrices characterized in Section 2.3, which is motivated by Grigoriev [14] . We will focus on the analysis of A in most time and discuss about B in the end of this section.
We first show the eigenspace V ′ null with an eigenvalue 0 in A, i.e., the null space of A.
≤d−1 }. This linear space is the eigenspace of A with an eigenvalue 0; and its dimension is
0 . By the same reason, V ′ null is the eigenspace in B with an eigenvalue 0.
d . We demonstrate how to find an eigenspace of
d−1 from the property of the Johnson scheme. Thus, from Claim 2.9 and the fact that A(S, T ) only depends on |S ∩ T | given S ∈
Then we move to
and illustrate how to use an eigenvector in V d−1 to construct an eigenvector of A. For any
. At the same time, from the symmetry of A and the relationship between
More directly, we determine the constant
From the property of
d−2 , we simplify it to
Then for every f ∈ V k , the coefficients off (T ) over all T ∈
≤d spanned by {f (S)|S ∈
[n] k } satisfy the following three properties:
<k ,f (T ) = 0.
Now we show the recurrence relation of α k,k+i from the fact that f is orthogonal to the null space of A. We consider ( i φ i )φ T in the null space for a subset T of size k + i < d and simplify
Using the first property ∀T ′ ∈
Because S∈(
is not necessary equal to 0 to satisfy the first property (actually S∈(
k ), the coefficient is 0, which provides the recurrence relation in (2) .
k−1 from the first property (It is straightforward to verify
≤d ). The orthogonality between V ′ i and V ′ j follows from Claim 2.9 and the orthogonality of V i and V j . We use induction on i to bound α k,k+i . From α k,k = 1 and the recurrence relation (2), the first few terms would be α k,k+1 = − kq n−2k and α k,k+2 = −
Proof. We use induction on i again. Base Case: α k,k = 1 and α k,k+1 = − kq n−2k . From the induction hypothesis α k,k+2i−2 = (−1) i−1 Θ(n −i+1 ) and α k,k+2i−1 = (−1) i n −i , the major term of α k,k+2i is determined α k,k+2i−2 such that α k,k+2i = (−1)
Now we bound the eigenvalue of V ′ k . For convenience, we think 0! = 1 and (−1)!! = 1.
Theorem 3.3 For any
Proof. We fix a polynomial f ∈ V ′ k and S ∈
k with coefficients. From the symmetry of A, the coefficients off (S ′ ) in the expansion only depends on the size of S ∩ S ′ (the sizes of S and S ′ are k). Hence we use τ i to denote the coefficients off
We calculate τ 0 , · · · , τ 2d as follows. Because |S ′ | = |S| = k, |S∆S ′ | is always even. For τ 0 , we only consider T containing S and use k + i to denote the size of T .
For τ 2l , we fix a subset S ′ with S∆S ′ = 2l and only consider T containing S ′ . We use k + i to denote the size of T and t to denote the size of the intersection of T and S \ S ′ .
We will prove that τ 0 = Θ(1) and
to obtain the eigenvalue of V ′ k . From Claim 2.5 and Claim 3.2, we separate the summation of
We replace δ i and α k,k+i by the bound in Claim 2.5 and Claim 3.2:
2 ).
It shows
where O(n −l ) comes from the fact that α k,k+i = O(n
). At last, we show the eigenvalue of V ′ k is O(1/n) close to τ 0 , which is enough to finish the proof. From the fact that for any T ′ ∈
Thus we apply it on i τ 2i
Using the above rule, it is straightforward to verify
(S, T ) and B(S, T ) will not change the calculation of τ , because T ∈(
≤ 1 for any even integer i ≥ 0, we have the following two corollaries.
Corollary 3.4 All non-zero eigenvalues of E
≤d } are between .5 and [ 
Corollary 3.5 All non-zero eigenvalues of Var
Dp [f ] in the linear space of span{φ S |S ∈ [n] 1,··· ,d } are between .5 and [ d+1 2 ] ≤ d. Because f + ( i φ i )h ≡ f over supp(D p ) for any h of degree-at-most d − 1,x i = (1 − 2p)n, E Dp [f 2 ] ≤ d f 2 2 and E Dp [f 2 ] ≥ 0.5 f − ( i φ i )h f 2 2 .
Corollary 3.8 For any degree d multilinear polynomial f and a global cardinality constraint
i x i = (1 − 2p)n, Var Dp (f ) ≤ d f −f (∅) 2 2 and Var Dp (f ) ≥ 0.5 f −f (∅) − ( i φ i )h f −f (∅) 2 2 .
Parameterized algorithm for CSPs above average with the bisection constraint
We prove that CSPs above average with the bisection constraint are fixed-parameter tractable. Given an instance I from d-ary CSPs and the bisection constraint i x i = 0, we use the standard basis {χ S |S ∈
≤d } of the Fourier transform in U and abbreviate
and D is the uniform distribution on all assignments in {±1} n complying with the bisection constraint.
For f with a small variance in D, we use h f −f (∅) to denote the projection of f −f (∅) onto the null space 
2 ), which indicates that f −f (∅) − ( i x i )h has a small kernel under the bisection constraint.
Otherwise, for f with a large variance in D, we show the hypercontractivity in 
Theorem 4.1 Given an instance I of a CSP problem of arity d and a parameter t, there is an algorithm with running time O(n 3d ) that either finds a kernel on at most C d t 2 variables or certifies that OP T ≥ AV G + t under the bisection constraint for a constant
C d = 24d 2 · 7 d · 9 d · 2 2d · d!(d − 1)! · · · 2! 2 .
Rounding
In this section, we show that for any polynomial f of degree d with integral coefficients, there exists an efficient algorithm to round h f into an integral-coefficient polynomial h while it keeps f − ( 
f − (
The high level idea of the algorithm is to roundĥ f (S) toĥ(S) from the coefficients of weight d − 1 to the coefficient of weight 0. At the same time, we guarantee that for any k < d, the rounding on the coefficients of weight
2 ) in the same order. Because h f contains non-zero coefficients up to weight d − 1, we first prove that we could round
d . Hence j∈Tĥ f (T \ j) mod γ is close to 0 for most T . Our start point is to prove that for any S ∈
[n] d−1 ,ĥ(S) is close to a multiple of γ/d! from the above discussion.
Lemma 4.3 Iff (T ) is a multiple of γ andf (T ) − S∈(
Proof. From the two conditions, we know
for any T with S 1 ∩ T = ∅, which indicatesĥ f (S 1 ) is a multiple of γ/d!.
Without loss of generality, we assume
to guarantee that all coefficients are integers). Consider the following linear combination of equations over T ∈ (5) 
Hence equation (5) indicates that
(d − 1)β d−1,1ĥf (S 1 ) + (d − 1)β 1,d−1ĥf (S 2 ) ≡ 0 mod γ. Setting into β d−1,1 = (d − 2)! and β 1,d−1 = (−1) d−2 (d − 2)!, we obtain (d − 1)! ·ĥ f (S 1 ) + (−1) d (d − 1)! ·ĥ f (S 2 ) ≡ 0 mod γ. ⊓ ⊔
Corollary 4.4 If T ∈(
Proof. From the condition, we know that except for n .8 choices of T ∈
is n −.1 close to a multiple of γ because of n .8 · (n −.1 ) 2 > k. Observe that the above proof depends on the Fourier coefficients in at most 2d + 1 variables of S 1 ∪ T . Because n 0.8 = o(n), for any subset
close to a multiple of γ. Following the proof in Lemma 4.3, we obtain thatĥ f (S) is
We consider a natural method to round h f , which is to roundĥ f (S) to the closet multiple of γ/d! for every S ∈
[n] d−1 .
Claim 4.5 Let h d−1 be the rounding polynomial of
h f such thatĥ d−1 (S) =ĥ f (S) for any |S| = d − 1 and h d−1 (S) is the closest multiple of γ/d! toĥ f (S) for any S ∈ [n] d−1 . Let ǫ(S) =ĥ d−1 (S) −ĥ f (S). If |ǫ(S)| < .1/d · γ/d
! and α(T ) is a multiple of γ for any T , then
T ∈( [n] d ) S∈( T d−1 ) ǫ(S) 2 ≤ T ∈( [n] d ) α(T ) − S∈( T d−1 )ĥ f (S) 2 . Proof. For each T ∈ [n] d , Because S∈( T d−1 ) |ǫ(S)| < 0.1 · γ/d!, then | S∈( T d−1 ) ǫ(S)| < |α(T ) − S∈( T d−1 )ĥ f (S)|. Hence we know T ∈( [n] d ) S∈( T d−1 ) ǫ(S) 2 ≤ T ∈( [n] d ) α(T ) − S∈( T d−1 )ĥ f (S) 2 .
⊓ ⊔
From now on, we use h d−1 to denote the degree d − 1 polynomial of h f after the above rounding process on the Fourier coefficients of weight d − 1. Now we bound the summation of the square of the Fourier
Proof. Let ǫ(S) =ĥ d−1 (S) −ĥ f (S). It is sufficient to prove
and
Equation (6) follows the fact that T ∈(
2 by Claim 4.5. From the inequality of arithmetic and geometric means, we know the cross terms:
For (7), observe that
Hence we have
We use the inequality of arithmetic and geometric means again to obtain inequality (7). ⊓ ⊔
Proof of Theorem 4.2. We apply Claim 4.5 and Lemma 4.6 for d times on the Fourier coefficients of
0 } by choosing γ properly. More specific, let h i be the polynomial after rounding the coefficients on 
2 → 4 hypercontractive inequality under distribution D
We prove the 2 → 4 hypercontractivity for a degree d polynomial g in this section.
Theorem 4.7 For any degree-at-most
Recall that
from the lower bound of non-zero eigenvalues in E D [g 2 ] in Corollary 3.4, without loss of generality, we assume g is orthogonal to the null space span{( i x i )χ S |S ∈
[n] ≤d−1 }.
Corollary 4.8 For any degree-at-most
Before proving the above Theorem, we observe that uniform sampling a bisection (S,S) is as same as first choosing a random perfect matching M and independently assigning each pair of M to the two subsets. For convenience, we use P (M ) to denote the product distribution on M and E M to denote the expectation over a uniform random sampling of perfect matching M . Let M (i) denote the vertex matched with i in M and M (S) = {M (i)|i ∈ S}. From the 2 → 4 hypercontractive inequality on product distribution P (M ), we have the following claim:
Now we prove the main technical lemma of the 2 → 4 hypercontractivity under the bisection constraint to finish the proof.
Theorem 4.7 follows from Claim 4.9 and Lemma 4.10. Now we proceed to the proof of Lemma 4.10.
Proof of Lemma 4.10. Using g(x) = S∈(
Notice that
otherwise it is 0. We expand it to
We first bound the expectation of S∈(
the uniform distribution over all perfect matchings, then bound the expectation of its square. Observe that for a subset U ⊆ [n] with even size,
From Corollary 3.4, the largest non-zero eigenvalue of the matrix constituted by δ S∆S ′ is at most d. Thus the expectation is upper bounded by d · g 2 2 . We define g ′ to be a degree 2d polynomial T ∈(
≤2d . Hence we rewrite
Intuitively, because |T | ≤ 2d and |T ′ | ≤ 2d, most of pairs T and T ′ are disjoint such that
2 from the discussion above. However, we still need to bound the contribution from the correlated paris of T and T ′ .
Notice that g ′ 2 2 = E U [g 4 ], which can be upper bounded by ≤ 9 d g 4 2 from the standard 2 → 4 hypercontractivity.
Instead of bounding it by g 4 2 directly, we will bound it by 2d · g ′ 2 2 ≤ 2d · 9 d g 4 2 through the analysis on its eigenvalues and eigenspaces to this end. For convenience, we rewrite it to
where
We prove that the eigenspace of A ′ with eigenvalue 0 is still span{( i x i )χ T |T ∈
[n] ≤2d−1 }. Because ∆ T,T ′ = 0 if and only if |T |, |T ′ |,and |T ∩T ′ | are even, it is sufficient to show i A ′ (S, T ∆i) = 0 for all odd sized T and even sized S.
1. |S ∩ T | is odd: ∆(S, T △ i) = 0 if and only if i ∈ S. We separate the calculation into i ∈ S ∩ T or not:
Plugging in the definition of ∆, we obtain
2. |S ∩ T | is even: ∆(S, T △ i) = 0 if and only if i / ∈ S. We separate the calculation into i ∈ T or not:
From the same analysis in Section 3, the eigenspaces of A ′ are as same as the eigenspaces of A with degree 2d except the eigenvalues, whose differences are the differences between ∆ S△T and δ S△T . We can compute the eigenvalues of A ′ by the same calculation of eigenvalues in A. However, we bound the eigenvalues of A ′ by 0 A ′ A as follows.
Observe that for any S and T , A ′ (S, T ) and A(S, T ) always has the same sign. At the same time,
we focus on τ 0 because the eigenvalue is O(1/n)-close to τ 0 from the proof of Theorem 3.3. We replace δ i by any ∆(S, T ) of |S| = k, |T | = k + i and
Hence we know the eigenvalue of A ′ in V ′ k is upper bounded by the eigenvalue of A from the cancellation rule of τ in the proof of Theorem 3.3. On the other hand, A ′ 0 from the definition that it is the expectation of a square term in M .
From Corollary 3.4 and all discussion above, we bound the largest eigenvalue of A ′ by 2d. Therefore
Over all discussion above,
Proof of Theorem 4.1
In this section, we prove Theorem 4.1. Let f = f I be the degree d multilinear polynomial associated with the instance I and
hypercontractivity of Theorem 4.7. By Lemma 2.1, we know
Otherwise we know
We first observe that
h has a small kernel, which indicates that f has a small kernel. From the above two properties, we know there are at most
Because each of the nonzero coefficients contains at most d variables, the instance I has a kernel of at most
The running time of this algorithm is the running time to find h f and the rounding time O(n d ). Therefore this algorithm runs in time O(n 3d ).
2 → 4 hypercontractive inequality under distribution D p
In this section, we prove the 2 → 4 hypercontractivity of low-degree multilinear polynomials in the distribution D p conditioned on the global cardinality constraint i x i = (1 − 2p)n.
We assume p is in (0, 1) such that p · n is a integer. Then we fix the Fourier transform to be the p-biased Fourier transform in this section, whose basis is {φ S |S ∈ [n] ≤d }. Hence we use φ 1 , · · · , φ n instead of x 1 , · · · , x n and say that a function only depends on a subset of characters {φ i |i ∈ S} if this function only takes input from variables {x i |i ∈ S}. For a degree d multilinear polynomial f = S∈(
We rewrite the global cardinality constraint as i φ i = 0. For convenience, we use n + = (1 − p)n to denote the number of 
for some integers p 1 and p 2 , we could follow the approach in Section 4.2 that first partition [n + + n − ] into tuples of size p 1 + p 2 then consider the production distribution over tuples. However, this approach will introduce a dependence on p 1 + p 2 to the bound, which may be superconstant. Instead of partitioning, we use induction on the number of characters and degree to prove the 2 → 4 hypercontractivity of low-degree multilinear polynomials in D p .
Theorem 5.1 For any degree-at-most
Recall that h f is the projection of f onto the null space span{( 
Note that since x i can be written as a linear function of φ i and linear transformation does not change the degree of the multilinear polynomial, we also have for any degree-at-most d multilinear polynomial g on
Proof of Theorem 5.1. We assume the inequality holds for any degree < d polynomials and use induction on the number of characters in a degree d multilinear polynomial f to prove that if the multilinear polynomial f of φ 1 , · · · , φ n depends on at most k characters of
and β = 1 + 1/n.
Base case. f is a constant function that is independent from
Induction step. Suppose there are k ≥ 1 characters of φ 1 , · · · , φ n in f . Without loss of generality, we assume φ 1 is one of the characters in f and rewrite f = φ 1 h 0 + h 1 for a degree d − 1 polynomial h 0 with at most k − 1 characters and a degree d polynomial h 1 with at most k − 1 characters. Because f is a multilinear polynomial, f 2 2 = h 0
From the induction hypothesis,
2 and
Hence
from the Cauchy-Schwarz inequality. From the above discussion, this is at most
Applying the inequality of arithmetic and geometric means on E Dp [φ 3 1 · h 3 0 · h 1 ], we know it is at most
Finally, we bound
However, we cannot apply the Cauchy-Schwarz inequality or the inequality of arithmetic and geometric means, because we cannot afford a term like
any more. We use D φ 1 >0 (D φ 1 <0 resp.) to denote the conditional distribution of D p on fixing φ 1 = p 1−p (− 1−p p resp.) and rewrite
Let L be the matrix corresponding to the quadratic form
for low-degree multilinear polynomials f and g (i.e. let L be a matrix such that
The main technical lemma of this section is a upper bound on the spectral norm of L.
Therefore, the spectral norm of L is upper bounded by
From the above lemma, we rewrite the equation (11) from the upper bound of its eigenvalues:
Then we use the inequality of arithmetic and geometric means on it:
Next, we use the 2 → 4 hypercontractivity h 2 2
in U p and the Cauchy-Schwarz inequality to further simplify it to:
From all discussion, we bound E[f 4 ] by the upper bound of each inequalities in (8) , (10), (9), (12):
⊓ ⊔
We prove Lemma 5.3 to finish the proof. Intuitively, both
we add the dummy character φ 1 back in D p ) for a low-degree multilinear polynomial g; therefore their gap should be small compared to
. Recall that D p is a uniform distribution on the constraint i φ i = 0, i.e., there are always n + characters of φ i with is equivalent to the distribution that first samples i from 2, · · · , n then fixes φ i = − 1−p p and samples
For a multilinear polynomial g depending on characters φ 2 , · · · , φ n , we rewrite
We show the calculation of α k,k+i as follows: fix a subset T of size k + i and consider the orthogonality between
Using the first property
We calculate the eigenvalues of V k following the approach in Section 3. Fix S and S ′ with i = |S △ S ′ |, we still use τ i to denote the coefficients off (S ′ ) in the expansion of
Observe that τ i is as same as the definition in Section 3 in terms of δ and α k :
Observe that the small difference between ( i φ i + q) ≡ 0 and i φ i ≡ 0 only changes a little in the recurrence formulas of δ and α. For δ 2i and α k,k+2i of an integer i, the major term is still determined by δ 2i−2 and α k,k+2i−2 . For δ 2i+1 and α k,k+2i+1 , they are still in the same order (the constant before n −i−1 will not change the order). Using the same induction on δ and α, we have
.
. Follow the same analysis in Section 3,
Parameterized algorithm for CSPs above average with global cardinality constraints
We show that CSPs above average with the global cardinality constraint i x i = (1 − 2p)n are fixedparameter tractable for any p ∈ [p 0 , 1 − p 0 ] with an integer pn. We still use D p to denote the uniform distribution on all assignments in {±1} n complying with i x i = (1 − 2p)n.
Without loss of generality, we assume p < 1/2 and (1 − 2p)n is an integer. We choose the standard basis {χ S } in this section instead of {φ S }, because the Fourier coefficients in {φ S } can be arbitrary small for some p ∈ (0, 1). 
Rounding
Let f be a degree d polynomial whose coefficients are multiples of γ in the standard basis {χ S |S ∈
[n] ≤d }. We show how to find an integral-coefficients polynomial h such that f − i x i −(1−2p)n h only depends on O(Var Dp (f )) variables. We use the rounding algorithm in Section 4.1 as a black box, which provides a polynomial h such that f − i x i h only depends on O(Var D (f )) variables (where D is the distribution conditioned on the bisection constraint). Without loss of generality, we assumef (∅) = 0 because Var Dp (f ) is independent withf (∅).
Before proving that f depends on at most O(Var Dp (f )) variables, we first define the inactivity of a variable x i in f .
Definition 6.2 A variable
In general, there are multiple ways to choose h to turn a variable into inactive. However, if we know a subset S of d variables and the existence of some h to turn S into inactive in f − i x i − (1 − 2p)n h, we show that h is uniquely determined by S. Intuitively, for any subset S 1 with d − 1 variables, there are Proof. Without lose of generality, we assume S = {1, · · · , d} and determineĥ(S 1 ) for
For simplicity, we first consider the case S ∩ S 1 = ∅. From the definition, we know that for any T ∈ After determiningĥ(S 1 ) for all S 1 ∈
d−1 , we repeat this argument for S 1 ∈
d−2 and so on. Therefore we could determineĥ(S 1 ) for all S 1 ∈ Let h 1 and h 2 be two polynomials such that at least d variables are inactive in both f − i x i −(1−2p)n h 1 and f − i x i − (1 − 2p)n h 2 . We know that h 1 = h 2 from the above claim. Furthermore, it implies that any variable that is inactive in f − i x i − (1 − 2p)n h 1 is inactive in f − i x i − (1 − 2p)n h 2 from the definition, and vice versa.
Based on this observation, we show how to find a degree d − 1 function h such that there are fews active variables left in f − i x i − (1 − 2p)n h. The high level is to random sample a subset Q of (1 − 2p)n variables and restrict all variables in Q to 1. Thus the rest variables constitutes the bisection constraint on 2pn variables such that we could use the rounding process in Section 4.1. Let k be a large number, Q 1 , · · · , Q k be k random subsets and h 1 , · · · , h k be the k functions after rounding in Section 4. 
Proof. For any subset Q ∈
[n] (1−2p)n , we consider the assignments conditioned on x Q = 1 and use f Q to denote the restricted function f on x Q = 1. Conditioned on x Q = 1, the global cardinality constraint on the rest variables is i / ∈Q x i = 0. We use D Q denote the distribution on assignments of {x i |i / ∈ Q} satisfying i / ∈Q x i = 0, i.e., the distribution of {x i |i / ∈Q} under the bisection constraint.
Let X Q (i) ∈ {0, 1} denote whether x i is active in f Q under the bisection constraint ofQ or not after the bisection rounding in Theorem 4.2. From Theorem 4.2, we get an upper bound on the number of active variables in f Q , i.e.,
and any Q with Var D Q (f Q ) = O(n 0.6 ). We claim that
From the definition,
At the same time, we
. One observation is that Pr Q [Var D Q ≥ n 0.6 ] < n −0.1 from the assumption Var Dp (f ) < n 0.5 , which is very small such that we can neglect it in the rest of proof. From the discussion above, we have 2 , which implies
We are going to show that E Q [X Q (i)] is either 0 or at least Furthermore, it implies that x d+1 , · · · , x m are also inactive in f − ( i x i )h d . For example, we fix j 1 ∈ {d + 1, · · · , m} and choose j 2 , · · · , j d arbitrarily. Then x 1 , · · · , x d , and x j 1 are inactive in f Q − ( i / ∈Q x i )h x j 1 ,··· ,x j d for some Q from the discussion above, which indicates that x j 1 are inactive in f − ( i x i )h d by Claim 6.3. α in the support of D p . Then we know the kernel of f and I is at most
The running time of this algorithm is O(dn 2d ).
