Using purely probabilistic argument, we prove the global well-posedness of multidimensional superquadratic backward stochastic differential equations (BSDEs) without Markovian assumption. The key technique is the interplay between the local wellposedness of fully coupled path-dependent forward backward stochastic differential equations and backward iterations of the superquadratic BSDE. The superquadratic BSDE in this article includes quadratic BSDEs appear in stochastic differential game and price impact model. Our result also provides the well-posedness of a system of path-dependent quasilinear PDE that generalizes Ladyzhenskaia and Uraltseva (1968).
Introduction
Let (Ω, F, P) be a filtered probability space with Brownian motion W and its Brownian filtration F W . Assume that Ξ is a R d -valued F W T -measurable random variable and F : Ω × [0, T ] × R d × R d×n → R d is of the form F (s, y, z) = f (s, y, z) + zg(s, y, z) for a pair of functions (f, g) : Ω × [0, T ] × R d × R d×n → R d × R n . In this article, we study the existence and uniqueness of solution (Y, Z) for backward stochastic differential equations (BSDEs):
(1.1)
In this case, we call Ξ a terminal condition and F a driver of the BSDE (1.1). In particular, we prove the existence and uniqueness of solutions when f (s, y, z) is Lipschitz in (y, z) and g(s, y, z) is Lipschitz in y and superquadratic in z without using purely probabilistic method. In particular, when g(s, y, z) is Lipschitz in (y, z), the driver F (s, y, z) has quadratic growth in z. In addition, when f is bounded, we can add a term with diagonally quadratic growth in z to the driver F . Therefore, the result in this article shows the well-posedness for a class of multidimensional quadratic BSDE without Markovian assumption. Such BSDE appear in stochastic differential game (Carmona, 2016) or price impact model (Kramkov and Pulido, 2016) .
Compact Embedding PDE BSDE Sobolev Ladyzhenskaia and Uraltseva (1968) Cheridito and Nam (2015) Hölder Bensoussan and Frehse (2002) Xing andŽitković (2018) In early days, BSDE was studied in Bismut (1978) as a dual problem in stochastic optimization. Since the seminal work of Pardoux and Peng (1990) for the case where F (s, y, z) is Lipschitz in (y, z), BSDE has been studied extensively and used in many different contexts in financial mathematics: see El Karoui et al. (1997) for a survey. On the other hand, when d = 1, using comparison principle and monotone stability argument, Kobylanski (2000) showed the well-posedness of (1.1) that Ξ is bounded, and F (s, y, z) has quadratic growth in z. For these two cases, multidimensional Lipschitz BSDE and onedimensional quadratic BSDE, the well-posedness is established for various extensions. In contrast, when d > 1 and F (s, y, z) has quadratic growth in z, the problem is known to be notoriously hard as neither contraction mappint theorem nor comparison principle works: see Hu and Peng (2006) . As a result, Peng (1999) announced it as a major open problem in the theory of BSDE.
Even though it is known that multidimensional quadratic BSDE may not have a solution as seen in Frei and Dos Reis (2011) , the global existence of solutions for non-Markovian quadratic BSDEs are obtained under strong restrictions: for example, the well-poseness is obtained under the "smallness" of coefficients 1 (Tevzadze, 2008; Kramkov and Pulido, 2016; Nam, 2017; Jamneshan et al., 2017) or F is "diagonally" quadratic in z (Hu and Tang (2016) ) 2 . Cheridito and Nam (2017) also provided an existence result using Krasnoselskii fixed point theorem when F (s, Y t , Z t ) depends on the law of (Y, Z) as well and the quadratic growth in Z t came from the law of Z t .
On the contrary, the well-posedness results of Markovian BSDE 3 with regular coefficients were established under general assumptions. For example, Cheridito and Nam (2015) proved the well-posedness of (1.1) under Markovian assumption. Recently, Xing andŽitković (2018) proved the well-posedness under Lyapunov assumption on F . The result was remarkable since it extends the most of multidimensional quadratic Markovian BSDE in the literature.
It is natural to ask whether their result can be extended to non-Markovian case. However, this is not obvious at all. The reason is that, at the fundamental level, Markovian BSDE is essentially a PDE via Feynman-Kac theorem, and the domain for the equation is of finite dimension. This finite dimensionallity provides the compact embedding of Sobolev space or Holder space, so that one can use fixed point theorem similar to Arzela-Ascoli theorem. Under appropriate analysis, these results on PDEs can be translated into BSDEs: see Table 1 .
Analogously, when BSDE is non-Markovian, it is corresponds of path-dependent PDE (Peng and Wang, 2016) . Then the domain is not locally compact because it is a space of continuous paths. In order for path-dependent functions to converge to the solution, one need a certain type of stability. Such stability was studied in Briand and Elie (2013) for one dimensional case. Recently, when the BMO-norm for the solution of localized BSDE is uniformly bounded and small enough, various well-posedness have been established by Harter and Richou (2019) .
In this article, we extend Cheridito and Nam (2015) to non-Markovian case. In the context of PDE, our result corresponds to path-dependent generalization of Ladyzhenskaia and Uraltseva (1968) . We first establish local existence and uniqueness for fully-coupled path-dependent forward-backward stochastic differential equations (path-dependent FBSDEs), which was also studied in Hu (2019) under different assumptions. Then, we obtain local solution for BSDE by Girsanov theorem. We then repeat the process backwards in time until we have a global solution. Then, we use localization technique, we obtain our main result Theorem 5.3. In addition, we can also apply the result of Tevzadze (2008) to obtain Theorem 5.4 when the coefficients are not regular.
There are a few remarks to be made. First of all, it is noteworthy that our method is purely probabilistic. If we restrict ourselves to Markovian case, we provide purely probabilistic proof for Ladyzhenskaia and Uraltseva (1968) and Delarue (2002) which based on PDE result. Second, under regularity assumption, we found bounded (Y, Z) for (1.1). This enables us to use Feynman-Kac type results on (1.1) which was developed for Lipschitz BSDE. As a result, we have the well-posedness of path-dependent PDE
where D t is horizontal derivative and ∇ ω and ∇ ωω is the first-and second-order vertial derivative in functional Itô calculus. The structure of the article is as follows. In Section 2, we introduce basic notations and definitions. We present the L 2 stability of BSDE when F (s, y, z) is Lipschitz in (y, z) in Section 3. The local existence and uniqueness of solution for path-dependent FBSDE is studied in Section 4. Using the results in Section 4, we establish the global existence and uniqueness of solution in Section 6 when f (s, ω, y, z) and g(s, ω, y, z) are Lipschitz in (y, z). Then the result is extended to the cases where F (s, y, z) has locally Lipschitz in z, the coefficients ξ(ω), f (s, ω, y, z), g(s, ω, y, z) are no longer Lipschitz in ω, or F has diagonally quadratic term in z. In the last section, Section 7, we briefly discuss the relationship between our BSDE and the well-posedness of a system of path-dependent quasilinear PDEs.
Notations
Let (Ω, F, P) be a filtered probability space with n-dimensional P-Brownian motion W . The filtration F W = (F t ) t≥0 is the filtration generated by W and augmented. For a vector or matrix x, we define Frobenius norm |x| := Tr(xx ⊺ ). On the space C([0, T ]; R n ), we endow the sup norm, that is, ω sup := sup 0≤t≤T |ω t |. For notational convenience, we denote E t X := E X| F W t for a random variable X. When we need to use measure Q and σ-algebra G, we will use E Q G X := E Q [X|G].
Path operations
For a stochastic process (X t ) t≥0 and 0 ≤ a ≤ b, we denote X [a,b] be the path of (X (t∧b)∨a ) t≥0 . For two continuous path
Spaces of stochastic processes
Let X be a space of vectors or matrices. Typically, X will be R d , R d×n , or R n . Then we define the following spaces.
• L p (X ): The collection of X -valued random variables X with
The collection of X -valued continuous adapted processes X with
The collection of X -valued predictable processes X with 
Backward Stochastic Differential Equation
and its solution is a pair of adapted processes (Y, Z). We call Ξ a terminal condition and F a driver of the BSDE.
Preliminaries on BSDE
We will need the following L 2 -stability result on BSDE with Lipschitz driver. The result is well-known as one can see from El Karoui et al. (1997) , but we present here fro readers convenience.
Proposition 3.1. For a given positive constant C, let P be the collection of (Ξ, F ) where
Proof. It is well-known that (e.g. Theorem 5.1 of El Karoui et al. (1997) ), there exists a unique solution
If we can show that Y ∈ S ∞ and Z ∈ H BM O under our condition, we prove our first claim for the existence and uniqueness. By applying Itô formula to e at |Y t | 2 for a = 4C + 1 2 , we get
Therefore,
If we take conditional expectation E t on both side,
Since above inequality holds for any t almost surely, we have
On the other hand, we have
If we apply Itô formula to e bs |δY s | 2 for b = 2C + 2,
Note that · t e bs δY ⊺ s δZ s dW s is a martingale by the same argument above. If we take E t and rearrange the inequality, we get
by Doob's martingale inequality.
FBSDE on small time interval
In this section, we will prove the existence of local solution for path-dependent FBSDE with Lipschitz generator. Such FBSDE was studied in Hu (2019) . In particular, we will show the existence of decoupling field k : [0, T ] × C([0, T ]; R n ) which is measurable with respect to Borel σ-algebra induced by norm (t, ω) := |t| + ω sup . As a result, we will show the solution of FBSDE is adapted to the filtration generated by forward process. We will make the following assumptions. Let C g , C and K be positive constants.
The following proposition provides the local existence and uniqueness of solution for pathdependent FBSDE, which is analgous to Hu (2019) .
Proposition 4.1. Assume (H1)-(H3). Let ε > 0 be small enough so that
It is straight forward to check (X, Y, Z) ∈ B. As a result, if we can show that φ is a contraction map, we can conclude the existence and uniqueness of solution from contraction mapping theorem.
Let
On the other hand, from Proposition 3.1, we have
In order to conserve the filtration under Grisanov transform, which is used in the next section, we need (Y, Z) to be adapted to the filtration generated by the forward process. If this is the case, there must be a measurable function k such that Y Proposition 4.2. Assume (H1)-(H3). Let ε > 0 be small enough so that max(8e 2(C+1)ε+4Cg ε 2 (K + Cε)C g ε, C g 6e 2(C+1)ε (K + Cε) + 1 (ε + 1) ε) < 1.
There is a decoupling field
Remark 4.3. It is noteworthy that k is Lipschitz. This implies Y is stable under the perturbation of underlying Brownian motion and will provide the bound of its "derivative" Z.
Then, for t ≥ u ′ ,
Then,
ds and from Gronwall's inequality, for all t ∈ [u ′ , T ],
Moreover, we can easily see that
On the other hand, by Proposition 3.1, we have
from both side of above inequality, we have x) is continuous. In particular, since A(u, u, x, x ′ ) = sup s∈[0,u] |x s − x ′ s | 2 , the second claim is proved.
The next proposition deduces the adaptedness of Z u,x [0,u] with respect to the filtration generated by the forward process. The argument is analogous to Corollary 2.4 of Cheridito and Nam (2015) .
Proposition 4.4. Assume the conditions and notations in Proposition 4.1 and Proposition 4.2. Then, for
Proof. Due to the uniqueness of solution, we have
On the other hand, since we know (X u,x [0,u] , Y u,x [0,u] , Z u,x [0,u] ) ∈ S 2 × S ∞ × H BM O from Proposition 4.1, there exists a constantC such that, for any stopping time τ bounded by T ,
Therefore, g(s, X u,x [0,u] , Y u,x [0,u] , Z u,x [0,u] ) ⊺ dW s is a BMO martingale. Then, the Girsanov theorem tells us that X u,x [0,u] a Brownian motion underP where
Note that Y u,x [0,u] is a continuous F W -semimartingale. By Stricker's theorem, it is also a continuous semimartingale with respect to the filtration F X u,x [0,u] ⊂ F W . In particular, it has a unique canonical (F X u,x [0,u] 
where M is a continuous (F X u,x [0,u] ,P)-local martingale and A a finite variation process with M 0 = A 0 = 0. By the martingale representation theorem, M t can be written [0,u] . It follows that Z u,x [0,u] = H, and therefore, Z
Global Well-posedness of Quadratic and Superquadratic BSDE
Using Cheridito and Nam(2015) , we can change the measure on the FBSDE to transform it to a quadratic BSDE. This proves the local existence and uniqueness of solution for quadratic BSDE. Note that the local existence and uniqueness is not surprising as the terminal condition and the driver is regular with respect to the perturbation of Brownian motion: see Nam et al. (2014) ; Kupper et al. (2019) for multidimensional BSDE with terminal condition which has bounded Malliavin derivative.
Proposition 5.1. Assume (H1)-(H3). Let u ∈ [T − ε, T ] for ε > 0 small enough so that max 8e 2(C+1)ε+4Cg ε 2 (K + Cε)C g ε, C g 6e 2(C+1)ε (K + Cε) + 1 (ε + 1) ε < 1.
Then, for each x ∈ C([0, T ]; R n ), the BSDE u,T ] . Moreover, there is a continuous and bounded function k : u,t] ).
In particular,
where ρ(x) := (K + Cx) exp(2(C + 1)x + 4C g x 2 ).
Proof. Follows from Proposition 4.1,4.2,4.4 and Theorem 2.1 of Cheridito and Nam (2015) .
The extension of the local solution to global solution can be achieved by partitioning [0, T ], and repeating the FBSDE-measure-change technique.
Theorem 5.2. Assume (H1)-(H3) . Then, the BSDE
has a unique solution (Y, Z) ∈ S 2 × H 2 . Moreover, |Y | + |Z| is uniformly bounded almost surely. In particular, there is a continuous and bounded function k :
and
.
In addition,
Proof. For R := K + C 2(C + 1) exp(4(C + 1)T + 4C g T 2 ), let N ≥ 2 be large enough integer so that δ := T /N is small enough to satisfy max 8e 2(C+1)δ+4Cg δ 2 (R + Cδ)C g δ, C g 6e 2(C+1)δ (R + Cδ) + 1 (δ + 1) δ < 1.
Let us define a sequence (K N j ) j≥0 by K N j := (K N j−1 + Cδ)e 2(C+1)δ+4Cg δ 2 and K N 0 := K.
Then, for all j ≤ N , we know
Here, we used e 2(C+1)δ+4Cδ 2 − 1 ≥ 2(C + 1)δ. Moreover, since N 2 ≥ N + 1, we have
From Proposition 5.1, we can conclude that the BSDE, conditioned on F T −δ , has a unique solution (Y, Z) on [T − δ, T ]. Moreover, there is a continuous function ξ T −δ :
for all x, x ′ ∈ C([0, T − δ]; R n ). Therefore, we can apply Proposition 5.1 again on
The procedure can be repeated to 0 and thus we proved the existence and uniqueness of solution. The existence of a continuous and bounded function k is automatically follows from Proposition 5.1. On the other hand, since lim N →∞ e 4Cg N (T /N ) 2 = 1 and lim N →∞
As a result, we have (5.6) by changing T to any number in [0, T ] and use the same argument.
In order to get the uniform bound of Z, consider the following BSDE:
Here, L is a localization operator on R d×n defined by
Then, the BSDE (5.7) has a Lipschitz driver with bounded terminal condition. Moreover, by Theorem 7.7.1 of Bally et al. (2016) , we have
is the solution of the original BSDE (5.5).
Note that ρ in the previous theorem does not depend on the Lipschitz coefficient C g of g. We can exploit it to obtain the existence and uniqueness of solutions for superquadratic BSDE.
Theorem 5.3. Assume (H1)-(H2). In addition, assume the following condition: There exist positive constants C, K and an increasing function l :
Then, the BSDE
In particular, there is a continuous and bounded function k : t] ) and
where ρ(x) = K + C 2(C + 1) e 2(C+1)x − C 2(C + 1) .
where ρ is defined as in Theorem 5.2. Consider
The above BSDE satisfies the condition of Theorem 5.2 with C g := l(2 ρ(T )). Therefore, we have |Z t | ≤ ρ(T − t), dt ⊗ dP-almost everywhere, and therefore, (Y, Z) is also the solution for the original unlocalized superquadratic BSDE.
Using Tevzadze (2008) , we can slightly generalize the regularity conditions in (H1)-(H3) with respect to ω.
Theorem 5.4. Let C y and C z be positive constants. Assume that ξ : C([0, T ]; R n ) → R d and F : [0, T ] × C([0, T ]; R n ) × R d × R d×n → R d satisfy the following conditions:
• There areξ, f, g satisfying (H1)-(H3), and for all (ω, y, z) 
Then, BSDE(ξ(W [0,T ] ), F (·, W [0,·],·,· )) has a unique solution in S ∞ × H BM O .
Remark 5.5. In (H1)-(H3), the coefficients depends on the path ω in Lipschitz sense. Note that Nualart (2006) . Therefore, the conditions in Theorem 5.4 is quite weak. Proof. We are trying to solve
If we apply Itô formula to e 2a i Yt , we get
In order to solve (5.11), for a vector M ∈ R d + , let us define localized driver F (s, y, z) := F (s, L M (y), z) where
Then,ξ and F satisfies (H1)-(H2) and (H3'), and therefore, BSDE(ξ(W [0,T ] ), F ) has a unique bounded solution (Ȳ ,Z). If one can showȲ t ∈ [e −2a i M i , e 2a i M i ] for all t for some M , then (Ȳ ,Z) is the unique bounded solution of (5.11), and the (Y, Z) can be obtained by Therefore, if we let M i := C +CT , we haveȲ t ∈ [e −2a i M i , e 2a i M i ] for all t almost surely.
Relationship with Path-dependent PDEs
It is now well-known that BSDE is essentially path-dependent PDE (PPDE): see Peng and Wang (2016) . Under the notion of functional Itô calculus, our BSDE corresponds to the following PPDE.
D t u(t, ω) + 1 2 ∇ ωω u(t, ω) + f (t, ω, u, ∇u) + ∇ug(t, ω, u, ∇u) = 0 with u(T, ω) = ξ(ω). (6.12)
Here, D t is horizontal derivative and ∇ ω and ∇ ωω is the first-and second-order vertial derivative in functional Itô calculus: see Bally et al. (2016) ; Peng and Wang (2016) for the definitions and theories. In particular, our well-posedness result provide the wellposedness of (6.12). Using the notation used in Ekren et al. (2014) , we have the following theorem.
Theorem 6.1. Assume the conditions in Theorem 5.3 and let k(t, x) be the function that makes Y t = k(t, W [0,t] ) for solution Y of (5.8). If k ∈ C 1,2 b (Λ), then k is the classical solution of (6.12).
Proof. In Theorem 5.3, the solution (Y, Z) are both bounded. Therefore, Assumption 4.2 of Ekren et al. (2014) is satisfied. Therefore, by Proposition 5.1 of the same paper, we prove the claim.
Remark 6.2. The condition k ∈ C 1,2 b (Λ) requires additional assumptions on the higher order regularity of ξ, f, g with respect to the perturbation of Brownian motion. We refer the readers to Peng and Wang (2016) for sufficient conditions. Remark 6.3. It is noteworthy that we already have k ∈ C 0,1 b (Λ). Moreover, since Y is a semimartingale, we actually have more regularity for k as one can expect from Chitashvili and Mania (1997) for k(t, W t ). However, to the best of author's knowledge, the problem is still open for path-dependent case.
