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RESUMO
Por muito tempo, os matema´ticos dedicaram-se a encontrar soluc¸o˜es para eventuais
problemas. Um dos que lhes intrigavam era a resoluc¸a˜o de equac¸o˜es. Como fruto desses
estudos, hoje temos fo´rmulas que solucionam qualquer equac¸a˜o polinomial de grau ≤ 4.
No entanto, quando os desafios passaram a ser sobre equac¸o˜es de grau 5, chegou-se a`
conclusa˜o que nem sempre era poss´ıvel encontrar soluc¸o˜es expressas por meio de radicais.
Muitos matema´ticos dedicaram-se a solucionar esse problema. Joseph Loius Lagrange
em 1770 verificou que os artif´ıcios usados nas equac¸o˜es de graus 3 e 4 na˜o serviam para
as de grau 5. Suspeitaram enta˜o que talvez na˜o fosse sempre poss´ıvel determinar tais
soluc¸o˜es.
O matema´tico Niels Henrik Abel, em 1824 conseguiu comprovar essas suspeitas. Mas
ficou a questa˜o: Quando seria poss´ıvel encontrar soluc¸o˜es por meio de radicais para
equac¸o˜es de grau ≥ 5?
E, em 1843, chegou ate´ a Academia de Cieˆncias de Paris o trabalho do brilhante
matema´tico Evariste Galois, que desenvolveu a importante teoria que leva seu nome,
ale´m da Teoria de Grupos, que explicam de forma bel´ıssima essa questa˜o.
Faremos aqui um estudo introduto´rio da Teoria dos Grupos, Extenso˜es de Corpos
e Teoria de Galois, que servira˜o de ferramentas para mostrar “a soluc¸a˜o de equac¸o˜es
polinomiais por meio de radicais”.
Palavras-chave: Grupos; Polinoˆmios; Extenso˜es; Galois; Solubilidade por Radicais.
ABSTRACT
For many years, mathematicians have dedicated to finding solutions for eventual pro-
blems. One of those that intrigued them, it was the solution of equations. As a result of
these studies, today we have formulas that solve any polynomial equation of degree ≤ 4.
However, when the challenges came to be about equations of degree 5. It was concluded
that it was not always possible to find solutions expressed by radicals.
Many mathematicians have dedicated to solve this problem. Josefh Louis Lagrange
in 1770 found that the gimmicks used in the equations of degrees 3 and 4 did not fit for
degrees 5. They suspected that it might not always be possible to determine the solutions.
In 1824, the mathematician, Niels Henrik Abel was able to prove these suspicious.
But it stayed the question: When would it be possible to find solutions of radicals for
equations of degree ≥ 5?
And in 1843, the mathematician Evariste Galois’ brilliant work came to the Paris
Academy of Sciences, who developed the important theory that bears his name, as well
as the Group Theory, which beautifully explains this question.
We will do an introductory study of Group Theory, Field Extensions, and Galois
Theory, which it will serve as tools for showing “the solution of polynomial equations
through radicals”.
Keywords: Extensions; Galois; Groups; Polynomials; Solubility by Radicals.
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Introduc¸a˜o
Desde sempre, o homem se propo˜e a encontrar soluc¸o˜es para seus problemas. Sejam
problemas simples e cotidiano, como determinar a´reas, que intrigavam povos antigos,
sejam problemas mais complexos e atuais, como por exemplo, a garantia na seguranc¸a
de sistemas banca´rios por meio de criptografia. Muitos desses problemas traduzem-se
matematicamente em soluc¸o˜es de equac¸o˜es.
Nesse sentido, se faz necessa´rio um breve conhecimento histo´rico sobre as equac¸o˜es
polinomiais e os matema´ticos que se destacaram nesse estudo.
Um Pouco de Histo´ria
As primeira noc¸o˜es de equac¸o˜es datam de 1700 a.C., quando as utilizavam por meio
de palavra sem os, hoje conhecidos, s´ımbolos matema´ticos. O famoso papiro Rhind, de
1650 a.C., e´ o primeiro registro do qual se tem not´ıcia onde encontram-se as ideias das
equac¸o˜es polinomiais. Os babiloˆnicos, por volta de 1800 a.C., tratavam as equac¸o˜es numa
linha alge´brica, enquanto os gregos a faziam numa linha geome´trica.
Deve-se ao matema´tico grego Diofanto as primeiras incluso˜es de s´ımbolos no estudo das
equac¸o˜es, por volta de 250 d.C.. E ale´m dele, va´rios outros matema´ticos se debruc¸aram
no estudo e desenvolvimento das equac¸o˜es.
As equac¸o˜es como conhecemos hoje, com representac¸a˜o por meio de s´ımbolos, tem seu
uso recente, datado de cerca de 500 anos, e deve-se a` matema´ticos como Franc¸ois Vie`te e
Rene´ Descarte.
Acredita-se que os babiloˆnicos ja´ utilizavam me´todos de resoluc¸a˜o para as equac¸o˜es
de grau dois (ou equac¸o˜es quadra´ticas), por volta de 1800 a.C.. Os gregos, utilizavam a
geometria para soluciona´-las, inclusive para algumas equac¸o˜es de grau treˆs (ou equac¸a˜o
cu´bica). Pore´m, deve-se aos a´rabes a fo´rmula que hoje conhecemos para resoluc¸a˜o das
equac¸o˜es quadra´ticas que sera˜o apresentadas na sec¸a˜o 5.2.
Quanto a`s equac¸o˜es cu´bicas, Sc´ıpio del Ferro e Niccolo Fontana (conhecido como
Tartaglia) foram os responsa´veis por descobrir suas soluc¸o˜es. Mais tarde, em 1545, esses
me´todos foram divulgados por Cardano, que tambe´m, divulgou o me´todo de Ferrari para
resoluc¸a˜o das equac¸o˜es de grau quatro (ou equac¸o˜es qua´rticas).
Obviamente o pro´ximo passo era encontrar as soluc¸o˜es das equac¸o˜es de grau cinco. E
12
13
muitos matema´ticos tentaram. Euler, apesar de na˜o conseguir, desenvolveu outro me´todo
para as qua´rticas. Lagrange, em 1770, tentou usar as te´cnicas usadas nas de graus treˆs e
quatro, e concluiu que na˜o era poss´ıvel usar nas de grau cinco.
Suspeitando de na˜o ser poss´ıvel encontrar tais soluc¸o˜es, o matema´tico Niels Henrik
Abel, em 1824, acabou com tais suspeitas, e provou que de fato na˜o era poss´ıvel encontrar
tais soluc¸o˜es por meio de radicais, ao menos de modo geral, visto que para algumas era
poss´ıvel determinar suas soluc¸o˜es.
A du´vida no entanto permaneceu quanto a`s equac¸o˜es de graus > 5. E enta˜o, quando
seria poss´ıvel encontrar soluc¸o˜es por meio de radicais para equac¸o˜es de grau ≥ 5?
Na busca por essa resposta, destacou-se um dos maiores matema´ticos de todos os
tempos, Evariste Galois. Sua contribuic¸a˜o e´ de tamanha importaˆncia, que cabe discorrer
um pouco sobre sua biografia na sec¸a˜o .
Galois desenvolveu a chamada Teoria de Galois que usando uma outra teoria tambe´m
desenvolvida por ele, a Teoria de Grupos, consegue explicar em quais circunstaˆncias uma
equac¸a˜o de qualquer grau pode ou na˜o apresentar soluc¸o˜es por meio de radicais. Seu
trabalho, foi apresentado a` Academia de Cieˆncias de Paris em 1843.
Diante disso provou-se que equac¸o˜es de graus ≥ 5 de modo geral na˜o sa˜o solu´veis
por radicais, e por isso e´ imposs´ıvel definir uma fo´rmula que as resolvam. Pore´m existem
equac¸o˜es de graus ≥ 5 que possui soluc¸o˜es por meio de radicais, e Galois explica a condic¸a˜o
necessa´ria para tal.
Aplicac¸o˜es e Relevaˆncia do Tema
Muitas sa˜o as a´reas que atraem atenc¸a˜o dos amantes da Matema´tica. E cada uma
delas tem suas beleza e importaˆncia. Encontrar soluc¸a˜o de problemas e´ algo que permeia
desde os primo´rdios ate´ os dias de hoje. E na busca por soluc¸o˜es e´ que desenvolveu-se o
estudo das equac¸o˜es, alicerce da A´lgebra.
Atualmente o homem se dispo˜e a encontrar soluc¸o˜es de problemas dos mais diversos
tipos e complexidade. Imaginemos, por exemplo, a importaˆncia de se criar um sistema de
seguranc¸a de dados de um banco, por meio da criptografia, e´ de fato algo muito complexo
e importante.
Muitos dos problemas sa˜o traduzidos em equac¸o˜es e sistemas de equac¸o˜es, muitas
vezes, bem complexos. Essas traduc¸o˜es se devem a outra importante a´rea da Matema´tica
denominada Modelagem Matema´tica.
Se hoje temos problemas com equac¸o˜es ta˜o complexas, e´ inevita´vel pensar que no
princ´ıpio era bem diferente, hoje dir´ıamos ate´ fa´ceis, mas os matema´ticos da e´poca certa-
mente na˜o concordariam. Imaginemos as dificuldades pelas quais passaram para chegar
na soluc¸a˜o de uma equac¸a˜o qua´rtica.
Na A´lgebra, um dos mais importantes cap´ıtulos da sua histo´ria, se deve ao matema´tico
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Galois, e e´ inega´vel o interesse de qualquer amante da Matema´tica em sua bel´ıssima teoria.
E foi pensando na importaˆncia que as equac¸o˜es tiveram e teˆm ate´ hoje, e mais ainda
na magnitude da teoria que as cercam, que nos debruc¸armos sobre esse tema. Diante
disso, nos resta esperar que o leitor aprecie nosso trabalho e entenda os motivos pelos
quais tantos tem verdadeira paixa˜o por esse tema.
Descric¸a˜o do Trabalho
Este trabalho abordara´ alguns aspectos teo´ricos que cercam a Teoria de Galois, na˜o de
forma completa, por se tratar de assuntos muito extensos, mas garantindo o conhecimento
necessa´rio para sua compreensa˜o. Ressaltando que o leitor sempre que necessa´rio, podera´
recorrer a`s refereˆncias citadas.
No cap´ıtulo 1, apresentamos os principais conceitos da chamada Teoria de Grupos,
tambe´m desenvolvida por Galois, especificamente para servir de ferramenta na Teoria de
Galois, que sera´ detalhada no cap´ıtulo 4.
O cap´ıtulo 2 trata das estruturas alge´bricas necessa´rias, especificamente dos Ane´is de
Polinoˆmios, objeto central no estudo das equac¸o˜es polinomiais.
O estudo das extenso˜es de corpos, necessa´rio nas determinac¸o˜es de ra´ızes de polinoˆmios
e´ tratado no cap´ıtulo 3. Continuando, no mesmo cap´ıtulo trazemos um breve estudo sobre
as chamadas ra´ızes complexas, com foco nas ra´ızes n-e´simas da unidade.
Como ja´ mencionado, no cap´ıtulo 4, apresentamos a bel´ıssima Teoria de Galois, que
basicamente transforma o problema de encontrar as ra´ızes de um polinoˆmio num problema
de grupos, por meio da chamada Correspondeˆncia de Galois.
Como a soluc¸a˜o que buscamos e´ a chamada soluc¸a˜o por meio de radicais, no cap´ıtulo 5,
definimos e discorremos sobre a solubilidade por meio de radicais. Ale´m disso, de modo a
expor os estudos desenvolvidos pelos matema´ticos, mostramos a construc¸a˜o das fo´rmulas
resolutivas das equac¸o˜es de graus ≤ 4. E findamos mostrando a impossibilidade de existir
soluc¸o˜es para as equac¸o˜es de graus ≥ 5, com atenc¸a˜o especial para um caso pra´tico que
utiliza toda a teoria exposta ate´ enta˜o.
Biografia de Evariste Galois
Evariste Galois nasceu em 25 de outubro de 1811 numa aldeia chamada Bourg-la-
Reine, Franc¸a, onde seu pai era prefeito. Desde sua infaˆncia enfrentou diversas dificuldades
pessoais e acadeˆmicas. Pore´m, com algumas anotac¸o˜es, ele contribuiu consideravelmente
para a Matema´tica, desenvolvendo a famosa “Teria de Galois”.
Aos 12 anos ja´ mostrava suas habilidades em Matema´tica (A´lgebra e Geometria),
ale´m de se interessar pelo Latim e Grego. Aos 16 anos, foi recusado ao tentar entrar na
escola Polite´cnica, eis seu primeiro fracasso. Aos dezessete anos entregou um artigo a
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Cauchy sobre suas descobertas fundamentais, no entanto, Cauchy o perdeu antes mesmo
de apresenta´-lo na academia.
Apo´s o suic´ıdio de seu pai, Galois, desiludido, entrou na Escola Normal, no intuito de
futuramente lecionar, mas na˜o abandonou suas pesquisas. Em 1830, escreveu um artigo
para o concurso de Matema´tica da Academia, entregou a` Fourier, que morreu logo em
seguida e seu artigo ficou perdido.
Diante de tantas frustrac¸o˜es, Galois foi expulso da Escola Normal, por se envolver nas
causas de revoluc¸a˜o em 1830, e entrou para a guarda nacional.
Em seguida, comec¸ou a estudar o trabalho de Lagrange sobre permutac¸o˜es de ra´ızes
onde surgiu, implicitamente, o conceito de “corpo”, mais tarde foi definido de forma
expl´ıcita por Dedekind. E a partir desse estudo, e dos estudos de Abel, Galois desenvolveu
toda a teoria que leva seu nome e e´ objeto de estudo desse trabalho.
Na e´poca, entregou seu trabalho a` Poisson que o considerou “incompreens´ıvel”, mas
hoje sa˜o as ideias de Galois que chamamos de “Matema´tica Moderna”.
Galois faleceu muito prematuramente, aos 20 anos numa manha˜ de 30 de maio de 1832
apo´s receber um tiro fatal em um duelo por se envolver com uma mulher ja´ comprometida.
Na noite anterior ao duelo, ele passou horas fazendo anotac¸o˜es deixada numa carta a` um
amigo, com um pedido de que fosse entregue aos matema´ticos da e´poca.
Para mais detalhes sobre a vida de Galois, o leitor pode consultar [16].
Abordagem do tema na Educac¸a˜o Ba´sica
O tema desse trabalho, pode facilmente ser encontrado no curr´ıculo da Educac¸a˜o
Ba´sica, obviamente, na˜o com tantas riquezas de detalhes, mas com sua esseˆncia, a soluc¸a˜o
de equac¸o˜es polinomiais. Durante va´rios momentos dos Ensinos Fundamental e Me´dio, o
aluno tem contato com a A´lgebra e as equac¸o˜es polinomiais.
No se´timo ano do Ensino Fundamental, os alunos tem as primeiras noc¸o˜es de A´lgebra,
e consequentemente, o contato com suas primeiras equac¸o˜es polinomiais, as de grau um.
Na BNCC (Base Nacional Comum Curricular), podemos constatar nas habilidades de
nu´meros EF07MA16 e EF07MA18 tal presenc¸a, elas nos dizem que, o aluno deve:
“Reconhecer se duas expresso˜es alge´bricas obtidas para descrever a regularidade de
uma mesma sequeˆncia nume´rica sa˜o ou na˜o equivalentes.”
“Resolver e elaborar problemas que possam ser representados por equac¸o˜es polinomiais
de 1o grau, redut´ıveis a` forma ax+ b = c, fazendo uso das propriedades da igualdade.”
Ainda no Ensino Fundamental, os alunos, no oitavo ano, conhecem as equac¸o˜es poli-
nomiais de primeiro grau com duas inco´gnitas e alguns casos de equac¸o˜es polinomiais de
grau dois. Vejamos as habilidades EF08MA08 e EF08MA09:
“Resolver e elaborar problemas relacionados ao seu contexto pro´ximo, que possam ser
representados por sistemas de equac¸o˜es de 1o grau com duas inco´gnitas e interpreta´-los,
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utilizando, inclusive, o plano cartesiano como recurso.”
“Resolver e elaborar, com e sem uso de tecnologias, problemas que possam ser repre-
sentados por equac¸o˜es polinomiais de 2o grau do tipo ax2 = b.”
Por fim, no nono ano, ainda notamos a presenc¸a das equac¸o˜es polinomiais, por exem-
plo, na habilidade EF09MA09:
“Compreender os processos de fatorac¸a˜o de expresso˜es alge´bricas, com base em suas
relac¸o˜es com os produtos nota´veis, para resolver e elaborar problemas que possam ser
representados por equac¸o˜es polinomiais do 2o grau.”
Na˜o acaba no Ensino Fundamental o contato do aluno com a A´lgebra e as equac¸o˜es
polinomiais, durante todo o Ensino Me´dio elas esta˜o presentes, vejamos, por exemplo, as
habilidades EM13MAT401, EM13MAT501 e EM13MAT502:
“Converter representac¸o˜es alge´bricas de func¸o˜es polinomiais de 1o grau em repre-
sentac¸o˜es geome´tricas no plano cartesiano, distinguindo os casos nos quais o comporta-
mento e´ proporcional, recorrendo ou na˜o a softwares ou aplicativos de a´lgebra e geometria
dinaˆmica.”
“Investigar relac¸o˜es entre nu´meros expressos em tabelas para representa´-los no plano
cartesiano, identificando padro˜es e criando conjecturas para generalizar e expressar al-
gebricamente essa generalizac¸a˜o, reconhecendo quando essa representac¸a˜o e´ de func¸a˜o
polinomial de 1o grau.”
“Investigar relac¸o˜es entre nu´meros expressos em tabelas para representa´-los no plano
cartesiano, identificando padro˜es e criando conjecturas para generalizar e expressar al-
gebricamente essa generalizac¸a˜o, reconhecendo quando essa representac¸a˜o e´ de func¸a˜o
polinomial de 2o grau do tipo y = ax2.”
Diante da necessidade e importaˆncia das equac¸o˜es polinomiais na Educac¸a˜o Ba´sica,
esse trabalho pode servir para o professor se aprofundar um pouco mais nessas teorias,
de modo a compreendeˆ-lo melhor e passar seus ensinamentos mais seguramente. E´ bem
verdade que pouco do que apresentamos aqui o professor podera´ repassar a seus alunos,
no entanto, ele podera´ falar da importaˆncia do tema, dos matema´ticos que contribu´ıram,
com eˆnfase a Galois, por exemplo, numa aula introduto´ria, como forma de instigar a
curiosidade e busca pelo conhecimento por parte dos alunos.
Cap´ıtulo 1
Grupos
A Teoria dos Grupos, e´ um ramo da Matema´tica que estuda a estrutura alge´brica
denominada Grupo, sua utilidade perpassa va´rias outras cieˆncias. Seu foco e´ trabalhar
com “simetrias de uma estrutura”, e desta forma, a vemos na F´ısica, por exemplo: no
estudo de Mecaˆnica Quaˆntica, F´ısica de Part´ıculas, Eletroˆnica de Circuitos; na Qu´ımica,
por exemplo: no estudo dos a´tomos, e´ poss´ıvel inclusive com o uso da Teoria de Grupos,
modelar a trajeto´ria do ele´tron no a´tomo, ou ainda no estudo dos modelos de ligac¸o˜es
qu´ımicas, associado a` Teoria Quaˆntica moderna; e nas mais diversas a´reas, por exemplo:
em jogos, como o cubo ma´gico (ou cubo de Rubik), onde a Teoria dos Grupos fornece
ferramentas para sua resoluc¸a˜o.
Na A´lgebra Abstrata, os grupos sa˜o vistos como uma estrutura alge´brica, que podemos
dizer que servem de base para o estudo das demais, como ane´is, corpos, espac¸os vetoriais
e outros, basta que a ela sejam acrescidas algumas operac¸o˜es e axiomas.
A origem histo´rica do conceito de grupo e´ encontrada na Teoria de Galois, cujo teorema
principal diz que “um polinoˆmio e´ solu´vel por radicais se, e somente se seu grupo de
Galois possui uma propriedade especial — o nome te´cnico e´ solu´vel”. Para conhecer mais
do contexto histo´rico, o leitor pode ver [3].
Nosso principal objetivo nesse trabalho, em relac¸a˜o a grupos, e´ entender o conceito
de grupos solu´veis, uma vez que estes esta˜o relacionados a`s equac¸o˜es polinomiais que
possuem soluc¸o˜es por radicais. Para tanto, o que faremos e´ so´ expor algumas definic¸o˜es
e exemplos, omitindo inclusive, algumas demonstrac¸o˜es, que podera˜o ser encontradas nas
devidas refereˆncias, a t´ıtulo de curiosidade do leitor. Portanto na˜o nos aprofundaremos
de fato nessa teoria, que por completo e´ muito ampla.
1.1 Definic¸a˜o, exemplos e propriedades
Mostraremos aqui a definic¸a˜o formal de grupos, algumas propriedades que sa˜o ime-
diatas da definic¸a˜o e uns poucos exemplos, dos quais discutiremos alguns mais afundo
posteriormente.
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Definic¸a˜o 1.1. Seja G um conjunto munido da operac¸a˜o ∗, dizemos que G e´ um grupo,
e representamos por (G, ∗) se a operac¸a˜o satisfaz as seguintes condic¸o˜es:
i. E´ associativa, ou seja,
a ∗ (b ∗ c) = (a ∗ b) ∗ c,∀a, b, c ∈ G;
ii. Possui elemento neutro, ou seja,
∃ e ∈ G tal que, e ∗ a = a ∗ e = a,∀a ∈ G;
iii. Possui elemento inverso, ou seja,
Dado a ∈ G, ∃b tal que a ∗ b = b ∗ a = e.
Comumente denotaremos o elemento inverso de a por a−1.
O grupo sera´ dito abeliano (em homenagem ao matema´tico N. H. Abel) ou comutativo
se satisfaz:
a ∗ b = b ∗ a, ∀a, b ∈ G.
1.1.1 Propriedades
Com o intuito de facilitar nossas notac¸o˜es, usaremos apenas G para representar (G, ∗).
Algumas importantes propriedades podem ser mencionadas, vejamos:
Lema 1.2. (Propriedades) Seja G um grupo, enta˜o:
i. O elemento neutro e´ u´nico;
ii. O elemento inverso e´ u´nico;
iii. (a−1)−1 = a;
iv. (a ∗ b)−1 = b−1 ∗ a−1;
v. Se a, b ∈ G, enta˜o x.a = b tem uma u´nica soluc¸a˜o, a saber ba−1.
Demonstrac¸a˜o. i. Supondo que na˜o seja u´nico, sejam e, e′ ∈ G elementos neutros
distintos, enta˜o,
e = e ∗ e′ = e′
E temos uma contradic¸a˜o, logo o elemento neutro e´ u´nico.
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ii. Supondo que na˜o seja u´nico, seja a ∈ G e sejam b, b′ ∈ G os elementos inversos de
a, temos,
b = b ∗ e = b ∗ (a ∗ b′) = (b ∗ a) ∗ b′ = e ∗ b′ = b′
E temos uma contradic¸a˜o, logo o elemento inverso e´ u´nico.
iii. Ora, a−1 ∗ a = a ∗ a−1 = e, e enta˜o o inverso de a−1 e´ a, logo (a−1)−1 = a.
iv. Para que (a∗b)−1 = b−1∗a−1, devemos ter (a∗b)∗(b−1∗a−1) = (b−1∗a−1)∗(a∗b) = e,
vejamos,
(a ∗ b) ∗ (b−1 ∗ a−1) = a ∗ (b ∗ b−1) ∗ a−1 = a ∗ e ∗ a−1 = a ∗ a−1 = e
e
(b−1 ∗ a−1) ∗ (a ∗ b) = b−1 ∗ (a−1 ∗ a) ∗ b = b−1 ∗ e ∗ b = b−1 ∗ b = e
Mostrando assim o que quer´ıamos.
v. De fato, se c e´ uma soluc¸a˜o de x.a = b, enta˜o c ∗ a = b, logo
c ∗ a ∗ a−1 = b ∗ a−1 =⇒ c = b ∗ a−1.
De modo ana´logo prova-se que a ∗ x = b tem uma u´nica soluc¸a˜o, a saber, a−1 ∗ b.
1.1.2 Exemplos de Grupos
i. (Z,+), (Q,+), (R,+), (C,+), sa˜o exemplos de grupos aditivos abelianos.
ii. (Q∗, ·), (R∗, ·), (C∗, ·), sa˜o exemplos de grupos multiplicativos abelianos, cujos elemen-
tos admitem inverso multiplicativo.
iii. (Mm×n(K),+) e´ um grupo aditivo abeliano. Trata-se do grupo das matrizes de ordem
m× n de termos pertencentes a` K onde K = Z,Q,R ou C.
iv. (GLn(K), ·) e´ um grupo multiplicativo na˜o abeliano, trata-se do grupo das matrizes
invers´ıveis de ordem n e elementos pertencentes a K onde K = Q,R ou C, esse grupo
e´ chamado de grupo linear de grau n.
v. (Zn,+) e´ um grupo aditivo abeliano das classes de res´ıduo mo´dulo n, onde Zn e´ o
conjunto quociente de Z pela relac¸a˜o de congrueˆncia mo´dulo n, e representado por
Zn = {0¯, 1¯, 2¯, . . . , n− 1}, ou de Z por nZ. Para entender melhor este grupo, veja [1].
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vi. (Z∗p, ·) e´ um grupo multiplicativo, com p primo, cujos elementos admitem inverso
multiplicativo.
vii. (Bij(C), ◦) e´ um grupo geralmente na˜o abeliano, onde Bij(C) = {f : C → C|f e´ uma
bijec¸a˜o} e ◦ e´ a operac¸a˜o composic¸a˜o de func¸o˜es. Caso C tenha exatos n elementos,
denotamos Bij(C) por Sn e o chamamos de grupo das permutac¸o˜es de n termos, e
este tera´ exatamente n! elementos.
1.1.3 Grupos das Permutac¸o˜es
O grupo das permutac¸o˜es de n elementos, como citados no exemplo (vii) da sec¸a˜o
anterior, merece uma atenc¸a˜o especial. Sa˜o os grupos das bijec¸o˜es de um conjunto nele
pro´prio. Vale ressaltar, que aqui faremos uma breve introduc¸a˜o. Pore´m, na sec¸a˜o 1.7, o
leitor tera´ a oportunidade de se aprofundar nesse grupo em espec´ıfico.
Denotaremos tais grupos por (Sn, ◦), ou simplesmente Sn. A notac¸a˜o usual e´ a se-
guinte: dada f ∈ Sn e f(m) = im, com m ∈ {1, 2, . . . , n}, enta˜o:
f =
(
1 2 · · · n
i1 i2 · · · in
)
.
Sendo assim, vejamos como seria o grupo S3, a t´ıtulo de exemplo. Como sabemos, a
quantidade de permutac¸o˜es poss´ıveis de 3 elementos sera´ 3!, representamos por, #S3 =
3! = 6, logo trata-se de um grupo com 6 elementos, sa˜o eles:
{(
1 2 3
1 2 3
)
,
(
1 2 3
1 3 2
)
,
(
1 2 3
2 1 3
)
,
(
1 2 3
2 3 1
)
,
(
1 2 3
3 1 2
)
,
(
1 2 3
3 2 1
)}
.
1.1.4 Grupo das Simetrias
Esse grupo pode ser interpretado como o conjunto das transformac¸o˜es de um objeto
geome´trico que na˜o afetam a forma do objeto, como algumas rotac¸o˜es e reflexo˜es. A
exemplo temos o S4 o grupo das simetrias do triaˆngulo equila´tero, formada por:
S4 = {e, R 2pi
3
, R 4pi
3
, R1, R2, R3}.
Para mais detalhes, consultar [1] e [3]; e S, grupo das simetrias do quadrado. Vejamos
o grupo das simetrias espaciais de um quadrado, chamaremos (S, ◦) ou simplesmente S.
Dado um quadrado P1P2P3P4, com centro na origem do espac¸o, chamemos D1, D2,
M e N suas diagonais e mediatrizes, como mostra a figura 1.1.
Notemos que as rotac¸o˜es no sentido anti-hora´rio de aˆngulos zero,
pi
2
, pi e
3pi
2
preservam
o quadrado. Chamemos tais transformac¸o˜es respectivamente de e, Rpi
2
, Rpi e R 3pi
2
.
Outras transformac¸o˜es que preservam o quadrado sa˜o as rotac¸o˜es espaciais de aˆngulo
pi em torno dos eixos D1, D2, M e N . Chamemos-as de R1, R2, RM e RN .
CAPI´TULO 1. GRUPOS 21
Figura 1.1: Quadrado P1P2P3P4
Assim temos que:
S = {e, Rpi
2
, Rpi, R 3pi
2
, R1, R2, RM , RN}
Esse grupo e´ na˜o abeliano, basta observarmos, por exemplo que: R1 ◦ RM = R 3pi
2
,
enquanto que RM ◦R1 = Rpi
2
.
Notemos que S4 tem quantidade de termos diferente da quantidade de termos de S,
pelo que vimos #S4 = 4! = 24 que e´ diferente de #S = 8.
Da generalizac¸a˜o dos grupos das simetrias para um pol´ıgono regular qualquer de n
lados, tem-se o grupo diedral. Podemos dizer que o grupo diedral, denotado por Dn,
trata-se de um grupo de 2n elementos, fruto de rotac¸o˜es em torno do centro de
2kpi
n
radianos, com k = 1, 2, . . . , n−1, e reflexo˜es de pi radianos em torno das retas que passam
pelo seu centro e divide o pol´ıgono em duas partes sime´tricas. Para mais detalhes ver [3].
1.2 Subgrupo
Iniciemos essa sec¸a˜o com a definic¸a˜o formal de subgrupo, em seguida, traremos alguns
exemplos.
Definic¸a˜o 1.3. Seja (G, ∗) um grupo. Um subconjunto H de G, e´ chamado subgrupo de
G, denotado por H ≤ G, se H preserva a operac¸a˜o de G e e´ um grupo, veja a definic¸a˜o
de grupo na sec¸a˜o 1.1.
A proposic¸a˜o seguinte apresenta crite´rios para que um subconjunto de G seja um
subgrupo de G
Proposic¸a˜o 1.4. Seja H um subconjunto na˜o vazio de G. Enta˜o H e´ subgrupo de G se,
e somente se, as duas condic¸o˜es seguintes sa˜o satisfeitas:
i. h1 ∗ h2 ∈ H,∀h1, h2 ∈ H;
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ii. h−1 ∈ H,∀h ∈ h, onde h−1 e´ o elemento inverso de h.
Demonstrac¸a˜o. Antes de iniciarmos a demonstrac¸a˜o, vale ressaltar que, o inverso de um
elemento no subgrupo e´ exatamente o mesmo no grupo, pela unicidade ja´ demonstrada.
(=⇒) Supondo H ≤ G, o item i. segue imediatamente. Para o item ii., seja h ∈ H,
enta˜o h ∈ G, e tambe´m h−1 ∈ G. Como dito anteriormente, o inverso de h ∈ H e´
necessariamente o mesmo de G, logo h−1 ∈ H, e provamos assim a ida.
(⇐=) Supondo agora satisfeitas as condic¸o˜es i. e ii., como H e´ um subconjunto de
G, e a associatividade e´ va´lida para todo elemento de G, enta˜o vale para os elementos
de H. Como H e´ na˜o vazio, seja h ∈ H de ii. temos que h−1 ∈ H e enta˜o h ∗ h−1 = e,
portanto e ∈ H. Quanto a` existeˆncia do inverso, esta ja´ e´ garantido imediatamente de ii..
Dessa forma, verificamos as propriedades de grupos, portanto conclu´ımos que H ≤ G, e
provamos assim a volta, concluindo nossa demonstrac¸a˜o.
Exemplo 1.5. i. {e} e G sa˜o subgrupos de G, chamados de subgrupos triviais.
ii. (nZ,+) e´ subgrupos de (Z,+), qualquer que seja n inteiro, onde nZ trata-se dos
inteiros mu´ltiplos de n.
iii. {e, Rpi} e {e, Rpi
2
, Rpi, R 3pi
2
} sa˜o subgrupos de S
iv. O conjunto formado por intersec¸o˜es de subgrupos de G tambe´m e´ um subgrupo de
G.
1.3 Ordem, geradores e grupos c´ıclicos
O conceito de ordem pode ser aplicado a` um grupo ou a` um elemento do grupo.
Definic¸a˜o 1.6. Se G e´ um grupo. A ordem de G, que denotamos por |G|, e´ a quantidade
de elementos desse grupo, quando este grupo e´ finito. Quando o grupo G for infinito,
denotamos |G| =∞.
Exemplo 1.7. |S4| = 24, bem como |S| = 8, sa˜o exemplos de grupos finitos, ja´ |Z| =∞,
pois (Z,+) e´ um grupo infinito.
Definic¸a˜o 1.8. A ordem de um elemento g ∈ G, denotado por o(g), e´ o menor n ∈ N tal
que gn = g ∗ g ∗ · · · ∗ g︸ ︷︷ ︸
n composic¸o˜es
= e, quando n existe, caso contra´rio, o(g) =∞.
Exemplo 1.9. No grupo S3, temos que o(β) = 3, pois β
3 = e, sendo o 3 o menor inteiro
positivo onde essa condic¸a˜o e´ satisfeita.
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Definic¸a˜o 1.10. Dizer que um grupo e´ gerado por um ou mais elementos, significa dizer
que todos os elementos do grupo sa˜o determinados por meio de composic¸o˜es entre esses
geradores.
Definic¸a˜o 1.11. Seja S um subconjunto na˜o vazio de G, tal que todos os elementos de
G sa˜o resultados das composic¸o˜es entre os elementos de S, enta˜o dizemos que G e´ gerado
por S e denotamos, G = 〈S〉.
O grupo S3, por exemplo e´ gerado por α e β, logo S3 = 〈α, β〉.
Definic¸a˜o 1.12. Quando um grupo G e´ gerado por um u´nico elemento, G = 〈g〉, dizemos
que G e´ um grupo c´ıclico e temos que G = {..., g−2, g−1, g0, g, g2, ...}, onde g0 = e, ou ainda
G = 〈g〉 = {gt|t ∈ Z}.
Exemplo 1.13. O grupo (Zn,+) e´ c´ıclico, e Zn = 〈m〉, para todo m tal que mdc(m,n) =
1. O grupo Z, e´ tal que Z = 〈1〉 = {..., 1−2, 1−1, 10, 1, 12, ...} = {...,−2,−1, 0, 1, 2, ...},
onde 10 = e.
1.4 Teorema de Lagrange
Seja G um grupo e H ≤ G, defina a relac¸a˜o de equivaleˆncia R sobre G:
y R x⇔ ∃ h ∈ H tal que y = xh.
Em [3] o leitor podera´ buscar a definic¸a˜o de relac¸a˜o de equivaleˆncia.
Agora, constatemos que de fato R e´ uma relac¸a˜o de equivaleˆncia, verificando as treˆs
condic¸o˜es necessa´rias para tal:
Sejam x, y, z ∈ G e h ∈ H, R e´ reflexiva, pois, para h = e,
x = xe =⇒ x R x.
E´ tambe´m sime´trica, pois para y R x, tem-se y = xh, e como h−1 ∈ H, pela definic¸a˜o
de subgrupo, multiplicando ambos os lados da igualdade pela direita por h−1,
yh−1 = xhh−1 =⇒= yh−1 = xe =⇒ x = yh−1, ou seja, x R y.
Por fim, e´ transitiva, pois se y R x e x R z, enta˜o,
y = xh e x = zh′, com h, h′ ∈ H
Substituindo,
y = (zh′)h = z(h′h) = zh′′, com h′h = h′′ ∈ H.
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E enta˜o temos y R z. Concluindo nosso propo´sito.
Assim a classe de equivaleˆncia de x sera´ {y ∈ G|y R x} = {xh|h ∈ H}. Denotaremos
esse conjunto por xH e o chamaremos de classe lateral a` esquerda de H. De modo ana´logo
definimos Hx = {hx|h ∈ H} como classe lateral a` direita de H.
Como consequeˆncia imediata o fato de R ser uma relac¸a˜o de equivaleˆncia, e´ que xH
determina uma partic¸a˜o em G, ou seja:
i. se x ∈ G, enta˜o xH 6= ∅;
ii. se x, y ∈ G, enta˜o xH = yH ou xH ∩ yH = ∅;
iii. a unia˜o de todas as classes laterais e´ igual a G.
Definic¸a˜o 1.14. A quantidade de termos do conjunto das classes laterais a` esquerda e´
chamado ı´ndice de H em G e denotamos por (G : H).
Teorema 1.15. (Teorema de Lagrange)
Seja G um grupo finito e H ≤ G. Enta˜o a ordem de H divide a ordem de G. Em
particular, tem-se |G| = |H|(G : H).
Demonstrac¸a˜o. Faremos a demonstrac¸a˜o usando as classes laterais a` esquerda. O resul-
tado para classes laterais a` direita e´ similar.
Inicialmente, mostremos que |xH| = |H|, ∀x ∈ G, ou seja, a cardinalidade da classe
lateral a` esquerda de H e´ igual a` sua pro´pria ordem. Seja x ∈ G, definimos φ tal que,
φ : H −→ xH
h 7−→ xh
Seja y ∈ xH, enta˜o ∃h′ ∈ H tal que y = xh′, e enta˜o φ(h′) = y, e portanto φ e´
sobrejetiva.
Agora, para φ(h) = φ(h′), tem-se xh = xh′, e multiplicando ambos os lados da
igualdade a` esquerda por x−1 teremos, x−1xh = x−1xh′ =⇒ eh = eh′ =⇒ h = h′,
logo φ e´ injetiva, portanto, bijetiva, garantido |xH| = |H|.
Sejam x1, x2, . . . , xn ∈ G, com cada um dos xi representando uma classe distinta, a
saber, {x1H, x2H, . . . , xnH}, que como ja´ vimos, designam partic¸o˜es e temos que xiH ∩
xjH = ∅ para i 6= j, como ja´ estabelecido, e enta˜o G = x1H ∪˙ x2H ∪˙ · · · ∪˙ xnH (unia˜o
disjunta), e portanto,
|G| = |x1H|+ |x2H|+ · · ·+ |xnH|
E de acordo com o que demostramos, |xiH| = |H|, logo, |G| = n · |H|, o que ja´
demonstra que a ordem de H divide a ordem de G, ja´ que n ∈ N. E de acordo com a
definic¸a˜o de ı´ndice, temos que n = (G : H) e enta˜o, |G| = |H|(G : H).
CAPI´TULO 1. GRUPOS 25
Proposic¸a˜o 1.16. Sobre grupos finitos:
i. A ordem de um elemento do grupo divide a ordem do grupo;
ii. Se g ∈ G, enta˜o g|G| = e;
iii. Todo grupo de ordem p com p primo, e´ um grupo c´ıclico;
iv. Seja G um grupo e K ≤ H ≤ G enta˜o (G : K) = (G : H)(H : K);
v. Se G e´ abeliano suas classes laterais a` esquerda e a` direita sa˜o iguais;
vi. Se |G| ≤ 5, enta˜o G e´ abeliano.
Demonstrac¸a˜o. O leitor pode consultar [1], para os itens i., iii., iv. e v.; [3] para o item
ii; e [2] para o item vi.
Um importante teorema que utiliza o Teorema de Lagrange em sua demonstrac¸a˜o e´ o
Teorema de Cauchy.
Teorema 1.17. (Cauchy) Seja p um divisor primo da ordem de um grupo finito G. Enta˜o
existe g ∈ G tal que o(g) = p.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [2].
1.5 Subgrupos Normais
Definic¸a˜o 1.18. Seja G um grupo e H ≤ G, H sera´ dito subgrupo normal de G, e
denotamos por H EG se suas classes laterais a` esquerda forem iguais a` classes laterais a`
direita, ou seja, gH = Hg, ∀g ∈ G. Outra maneira de identificar um subgrupo normal e´
verificando se gHg−1 = H,∀g ∈ G.
Exemplo 1.19. i. Os subgrupos triviais de G, a saber {e} e G, sa˜o subgrupos normais
de G;
ii. Z(G)EG. E dado H ≤ Z(G), enta˜o H EG.
iii. O comutador de um grupo, G′ e´ subgrupo normal de G.
iv. Se G e´ abeliano, enta˜o todos os seus subgrupos sa˜o normais. A rec´ıproca em geral e´
falsa;
Definic¸a˜o 1.20. Se G 6= {e} e´ um grupo e seus u´nicos subgrupos normais sa˜o os triviais,
enta˜o dizemos que G e´ um grupo simples.
Vale ressaltar que os u´nicos grupos simples abelianos sa˜o os c´ıclicos de ordem prima.
Proposic¸a˜o 1.21. Se um grupo finito G com H ≤ G e´ tal que (G : H) = 2, enta˜o HEG.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [1].
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1.5.1 Grupo Quociente
Definic¸a˜o 1.22. Seja G um grupo e H E G. O grupo de todas as classes laterais de H
em G, com a operac¸a˜o de G, e´ chamado grupo quociente de G por H, e denotamos por
G/H ou
G
H
.
Vale ressaltar que:
Lema 1.23. Se G e´ um grupo finito e H EG enta˜o
∣∣∣∣GH
∣∣∣∣ = |G||H| .
Demonstrac¸a˜o. Das definic¸o˜es de grupo quociente e de ı´ndice, temos que,∣∣∣∣GH
∣∣∣∣ = (G : H).
Do Teorema de Lagrange (Teorema 1.15), temos
|G| = |H|(G : H) =⇒ (G : H) = |G||H| .
Logo, ∣∣∣∣GH
∣∣∣∣ = (G : H) = |G||H| =⇒
∣∣∣∣GH
∣∣∣∣ = |G||H| .
Como quer´ıamos demonstrar.
Cabe observar que, se G e´ abeliano e H ≤ G, seu grupo quociente G
H
sera´ abeliano.
Bem como se G e´ c´ıclico, o quociente sera´ c´ıclico, e consequentemente abeliano.
1.6 Homomorfismos de Grupos
Definic¸a˜o 1.24. Sejam (G, ·) e (H,×) grupos e ψ uma func¸a˜o tal que ψ : G→ H. Essa
func¸a˜o ψ e´ chamada de homomorfismo de G em H se,
ψ(x · y) = ψ(x)× ψ(y), ∀x, y ∈ G.
Se ψ e´ um homomorfismo bijetivo, dizemos que ψ e´ um isomorfismo e denotamos por
G ' H. Se ψ e´ um homomorfismo de um grupo nele mesmo, chamamos de endomorfismo.
E se o endormorfismo e´ bijetivo, dizemos que ele e´ um automorfismo, no caso do conjunto
dos automorfismos de um grupo G, denotamos por Aut G.
O isomorfismo preserva a estrutura do grupo. E o automorfismo, ale´m de preservar a
estrutura do grupo, se o grupo for finito, ele apenas modifica a posic¸a˜o de seus elementos,
ou seja, permuta-os.
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Exemplo 1.25. Se G e´ um grupo e H E G, a func¸a˜o ϕ : G → G/H, ϕ(g) = gH e´ um
homomorfismo chamado projec¸a˜o canoˆnica.
Proposic¸a˜o 1.26. Seja G um grupo finito e HEG, onde G
H
e´ abeliano. Existem subgrupos
Hi ∈ G com i ∈ {0, 1, . . . ,m} tais que H = H0 ⊂ H1 ⊂ · · · ⊂ Hm = G, e Hi
Hi−1
e´ c´ıclico
para todo i ∈ {1, . . . ,m}.
Demonstrac¸a˜o. Se H0 6= G, enta˜o ∃α1 ∈ G tal que α1 6∈ H0. Enta˜o tomemos H1 =
〈α1〉H0. Analogamente, se H1 6= G, enta˜o ∃α2 ∈ G tal que α2 6∈ H1. Enta˜o tomemos
H2 = 〈α2〉H1.
Repetindo esse procedimento sucessivamente, sabemos que ele finda em algum mo-
mento, visto que G e´ finito, enta˜o:
Hi
Hi−1
' 〈αi〉
Para todo i ∈ {1, . . . ,m}, logo Hi
Hi−1
e´ c´ıclico.
Definic¸a˜o 1.27. Seja σ um homomorfismo, tal que σ : G −→ J . O conjunto Kerσ =
{x ∈ G;σ(x) = eJ}, onde eJ e´ o elemento neutro de J , e´ chamado nu´cleo de σ.
Teorema 1.28. (Teorema dos isomorfismos)
Sejam G e H grupos e seja σ : G −→ H um homomorfismo. Seja ainda N =
Ker(σ) ⊂ G, o nu´cleo do homomorfismo σ. Enta˜o a aplicac¸a˜o:
G
N
−→ J = Im(σ)
gN 7−→ σ(g)
,
onde Im(σ) e´ a imagem de σ, e´ um isomorfismo, e enta˜o,
G
Ker(σ)
' H.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [1].
Antes de citarmos um exemplo de isomorfismo entre grupos, lembremos do grupo S4,
ele e´ definido ana´logo a` definic¸a˜o usada no grupo S, sobre um triaˆngulo como o da figura
1.2:
Assim temos que S4 = {e, R 2pi
3
, R 4pi
3
, R1, R2, R3}.
Agora vejamos um exemplo de isomorfismos, o grupo S4 e o grupo S3 sa˜o isomorfos,
vejamos a bijec¸a˜o ϕ:
ϕ : S3 → S4
e 7→ e
β 7→ R 2pi
3
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Figura 1.2: Triaˆngulo P1P2P3
β2 7→, R 4pi
3
α 7→ R3
βα 7→ R2
αβ 7→ R1
Notemos que: ϕ(α ◦ β2) = ϕ(βα) = R2 = R3 ◦R 4pi
3
= ϕ(α) ◦ϕ(β2). De modo ana´logo,
fazemos o mesmo procedimento com o demais elementos de S3, garantindo que a condic¸a˜o
de homomorfismo e´ satisfeita, e claramente, pela pro´pria definic¸a˜o, ϕ e´ bijetiva, portanto
temos mesmo um isomorfismo, e enta˜o S3 ' S4.
Um teorema muito importante pra nosso objetivo, e´ o Teorema de Cayley, antes de
provarmos, vejamos a seguinte proposic¸a˜o:
Proposic¸a˜o 1.29. Se G e´ um grupo, enta˜o AutG e´ tambe´m um grupo com a operac¸a˜o
composic¸a˜o de func¸o˜es.
Demonstrac¸a˜o. Devemos mostrar que a operac¸a˜o composic¸a˜o de func¸o˜es esta´ bem definida
e satisfaz as propriedades: associatividade, existeˆncia do elemento neutro e existeˆncia do
elemento inverso.
Sejam σ, ψ, ι ∈ AutG, enta˜o, da definic¸a˜o de automorfismo,
(σ ◦ ψ)(x) = σ(ψ(x)) = σ(y), para ψ(x) = y, tal que x, y ∈ G
Ou seja, a composic¸a˜o de automorfismos e´ tambe´m um automorfismo, garantindo que
a operac¸a˜o esta´ bem definida.
Para garantir a associatividade devemos ter:
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[ι ◦ (σ ◦ ψ)](x) = [(ι ◦ σ) ◦ ψ](x).
Usando a definic¸a˜o de automorfismo,
[ι ◦ (σ ◦ψ)](x) = ι(x) ◦ (σ ◦ψ)(x) = ι(x) ◦ σ(x) ◦ψ(x) = (ι ◦ σ)(x) ◦ψ(x) = [(ι ◦ σ) ◦ψ](x)
Agora, seja  ∈ Aut G tal que (x) = x, para todo x ∈ G, chamamos  de identidade
de Aut G, e como,
(σ ◦ )(x) = σ((x)) = σ(x)
e
( ◦ σ)(x) = (σ(x)) = σ(x)
Temos que  e´ o elemento neutro de Aut G.
Por fim, como o automorfismo e´ um isomorfismo, e´ portanto bijetivo, garantindo a
existeˆncia do elemento inverso, finalizando assim nossa demonstrac¸a˜o.
Teorema 1.30. (Teorema de Cayley)
Se G e´ um grupo tal que |G| = n enta˜o G e´ isomorfo a um subgrupo de Sn.
Demonstrac¸a˜o. Seja g ∈ G, definimos a aplicac¸a˜o σg de G em G como sendo:
σg(x) = gx, ∀x ∈ G
Notemos que, pela pro´pria definic¸a˜o, σg e´ sobrejetiva. Sejam x, y ∈ G, para σg(x) =
σg(y), teremos gx = gy =⇒ x = y, logo σg e´ injetiva e portanto bijetiva. Da definic¸a˜o de
grupo das permutac¸o˜es vista no item vii. da sec¸a˜o 1.1.2, conclu´ımos que σg ∈ S(G), onde
S(G) e´ o grupo das permutac¸o˜es dos elementos de G.
Definimos agora a aplicac¸a˜o ϕ de G em S(G), como sendo:
ϕ(g) = σg, ∀g ∈ G
Precisamos mostrar que ϕ e´ um homomorfismo injetor. Seja a, b ∈ G, temos que
ϕ(a · b) = σa·b e para x ∈ G teremos:
σa·b(x) = (a · b) x = a (b · x) = σa(b · x) = σa(σb(x)) = σa ◦ σb(x)
Logo,
ϕ(a · b) = σa ◦ σb = ϕ(a) ◦ ϕ(b)
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Assim mostramos que ϕ e´ um homomorfismo. Resta mostrar que este e´ injetivo. Para
ϕ(a) = ϕ(b) teremos σa = σb e aplicando σ num dado x ∈ G tem-se
σa(x) = σb(x) =⇒ a · x = b · x =⇒ a = b,
logo ϕ e´ um homomorfismo injetor. E dessa informac¸a˜o segue que G e´ isomorfo a` um
subgrupo de S(G).
Por fim, para |G| = n temos que S(G) = Sn, ou seja, G e´ isomorfo a` um subgrupo de
Sn, como quer´ıamos demonstrar.
Exemplo 1.31. Vamos procurar todos os automorfismos de S3.
Seja τ um automorfismo de S3, enta˜o determinemos τ(α) e τ(β). Assim para que a
estrutura seja mantida, e´ necessa´rio que τ(α) tenha a mesma ordem de α, que nesse caso
e´ 2, e da mesma forma τ(β) deve ter a mesma ordem de β, nesse caso 3. Calculando a
ordem de cada termo de S3 (omitimos tais ca´lculos), conclu´ımos que, τ(α) sera´ α, αβ ou
βα = αβ2, enquanto que τ(β) sera´ β ou β2. Assim:
AutS3 = {τij : S3 → S3; τij(e) = e, τij(β) = βi, τij(α) = αβj,∀i ∈ {1, 2} e j ∈ {0, 1, 2}}
Conclu´ımos enta˜o que existem 6 automorfismos de S3, sa˜o eles: de τ10, τ11, τ12, τ20, τ21
e τ22. Na˜o mostraremos todos detalhadamente, mas a t´ıtulo de exemplo, vejamos o que
acontece com um desses automorfismo, τ12.
Em τ12, temos que τ12(e) = e, τ12(β) = β e τ12(α) = αβ
2 = βα, enta˜o:
τ12 : S3 → S3
τ12(e) = e
τ12(αβ) = τ12(α) ◦ τ12(β) = βα ◦ β = α
τ12(α) = βα
τ12(β) = β
τ12(β
2) = τ12(β) ◦ τ12(β) = β ◦ β = β2
τ12(βα) = τ12(β) ◦ τ12(α) = β ◦ βα = αβ
Como esperado, τ12 e´ bijetivo, enta˜o, apenas permuta os 6 elementos de S3.
1.7 Representac¸a˜o de Grupos atrave´s do grupo das
permutac¸o˜es
Como vimos no teorema 1.30, qualquer grupo finito pode ser representado por um
subgrupo de um grupo de permutac¸o˜es, e por isso, o grupo Sn merece uma atenc¸a˜o
maior.
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Na sec¸a˜o 1.1.3 ja´ introduzimos as noc¸o˜es ba´sicas do Sn, vejamos um pouco mais sobre
esse grupo.
Considere o grupo de permutac¸o˜es S3, com a notac¸a˜o apresentada na sec¸a˜o 1.1.3,
podemos dizer que esse grupo e´ gerado pelo terceiro e quarto elemento, vale ressaltar que
o conceito de geradores foi tratado na sec¸a˜o 1.3. Sa˜o eles:
α =
(
1 2 3
2 1 3
)
e β =
(
1 2 3
2 3 1
)
O elemento α =
(
1 2 3
2 1 3
)
indica as seguintes trocas de posic¸o˜es: a posic¸a˜o 1
foi para a posic¸a˜o 2, a 2 foi para a 1 e a 3 permaneceu inalterada. Focando apenas
nas alterac¸o˜es temos 1 → 2 → 1. De modo ana´logo, em β =
(
1 2 3
2 3 1
)
tem-se que
1→ 2→ 3→ 1.
Pensando numa composic¸a˜o: αβ, por exemplo, o processo e´ analisar posic¸a˜o por
posic¸a˜o, aplicando inicialmente β depois α, e enta˜o: 1 → 2 → 1, logo a posic¸a˜o 1 se
mantera´ inalterada; 2 → 3 → 3, ou seja 2 → 3; e 3 → 1 → 2, ou seja 3 → 2. Conclusa˜o:
αβ =
(
1 2 3
1 3 2
)
, logo 2→ 3→ 2.
Com base nessa descric¸a˜o, podemos usar uma outra forma de representac¸a˜o, a repre-
sentac¸a˜o via ciclos. Tal representac¸a˜o pode ser feita da seguinte maneira:
Em β temos 1→ 2→ 3→ 1, via ciclos representamos β = (123), e lemos, “A posic¸a˜o
1 vai para a 2 que por sua vez vai para a 3 que retorna para a 1”. De modo ana´logo
α = (12).
Vejamos outro exemplo, seja s ∈ S6, tal que s =
(
1 2 3 4 5 6
2 1 3 5 6 4
)
, representando
via ciclos teremos, s = (12)(456).
Agora, vejamos como operar com ciclos. Em αβ = (12)◦(123), iniciando por β, temos:
1→ 2→ 1, note que e´ similar ao que ja´ fizemos, e enta˜o:
αβ = (12) ◦ (123) = (23)
De modo ana´logo, executando as operac¸o˜es de composic¸a˜o de func¸o˜es entre α e β,
determinamos todos os elementos de S3:
α2 = (12) ◦ (12) = e, onde e =
(
1 2 3
1 2 3
)
;
β2 = (123) ◦ (123) = (132), logo β2 =
(
1 2 3
3 1 2
)
;
β3 = β2β = (132) ◦ (123) =
(
1 2 3
1 2 3
)
= e;
αβ = (12) ◦ (123) = (23), logo αβ =
(
1 2 3
1 3 2
)
;
βα = (123) ◦ (12) = (13), logo βα =
(
1 2 3
3 2 1
)
;
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αβ2 = (12) ◦ (132) = (13) =
(
1 2 3
3 2 1
)
= βα;
β2α = (132) ◦ (12) = (23) =
(
1 2 3
1 3 2
)
= αβ.
Dessa forma, confirmamos que α e β geram o S3. E podemos reescrever S3, como
sendo S3 = {e, αβ, α, β, β2, βα}, onde e e´ o elemento neutro do grupo.
Definic¸a˜o 1.32. A ordem de um ciclo (1, 2, ...,m) e´ dada pela quantidade m de termos,
e falamos em m-ciclo. Se m = 2, teremos um 2-ciclo, mais comumente chamado de
transposic¸a˜o.
Exemplo 1.33. Falamos que α = (12) e´ um uma transposic¸a˜o, e β = (123) e´ um 3-ciclo.
Ja´ s = (12)(456) na˜o e´ um m-ciclo, qualquer que seja m.
Definic¸a˜o 1.34. Duas permutac¸o˜es sa˜o ditas disjuntas se ambas na˜o movem um mesmo
termo, caso contra´rio, e´ dito na˜o-disjuntas.
Exemplo 1.35. Seja a, b, c ∈ S9, tal que a = (134)(68), b = (59) e c = (245), enta˜o a
e b sa˜o disjuntas, ja´ a e c na˜o sa˜o, pois ambas movem o 4, assim como b e c que ambas
movem o 5.
A` cerca da representac¸a˜o via ciclos, vale salientar algumas importantes proposic¸o˜es:
Proposic¸a˜o 1.36. Toda permutac¸a˜o e´ o produto de ciclos disjuntos de ordem ≥ 2; tal
ordem e´ u´nica a menos da ordem dos fatores.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [1].
Proposic¸a˜o 1.37. i. Todo elemento de Sn e´ um produto de transposic¸o˜es;
ii. Sn = 〈(12), (13), . . . (1n), 〉;
iii. Sn = 〈(12), (23), . . . , (n− 1 n)〉.
Demonstrac¸a˜o. O leitor pode consultar a demonstrac¸a˜o em [1].
Exemplo 1.38. Quanto ao item i., podemos escrever β = (123) como β = (13)(12).
Proposic¸a˜o 1.39. Os ciclos (12) e (12...n) geram o grupo Sn.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [2].
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1.7.1 Analisando S3
De modo a exemplificar algumas definic¸o˜es ja´ vistas, como as de ordem de um grupo,
subgrupos, grupo quociente, classes laterais e grupos normais, analisaremos o grupo S3.
Sendo S3 = {e, αβ, α, β, β2, βα}, onde α =
(
1 2 3
2 1 3
)
e β =
(
1 2 3
2 3 1
)
. Temos
que |S3| = 6, logo seus subgrupos devem ter ordem n tal que n divide |S3|, ou seja, eles
tera˜o ordens, 1, 2, 3 ou 6.
Com ordem 1 e 6, temos os subgrupos triviais, respectivamente {e} e S3.
Para os subgrupos de ordem 2, sabemos que obrigatoriamente, um dos elementos e´ o
e e o outro, pra que sejam satisfeitas as condic¸o˜es para ser grupo, deve ser um elemento
a tal que seu elemento inverso seja ele pro´prio. Vejamos:
αβ ◦ αβ = e,
α ◦ α = e,
β ◦ β = β2 6= e,
β2 ◦ β2 = β 6= e,
βα ◦ βα = e
Logo os subgrupos de S3 com 2 elementos sa˜o {e, αβ}, {e, α} e {e, βα}.
Quanto aos subgrupos de ordem 3, do item iii da proposic¸a˜o 1.16, temos que ele
sera´ c´ıclico, logo {e, a, a2} com a3 = e, e facilmente notamos que a = β e enta˜o o u´nico
subgrupo de S3 de ordem 3 sera´: {e, β, β2}.
Por fim, temos que os subgrupos de S3 sa˜o: H1 = {e};H2 = {e, αβ};H3 = {e, α};H4 =
{e, βα};H5 = {e, β, β2}; e H6 = S3.
Vejamos agora quais deles sa˜o subgrupos normais:
Como vimos no exemplo (i) de 1.19, H1 e H6 sa˜o subgrupos normais triviais. Do
teorema 1.21, conclu´ımos que H5 E S3. Resta verificarmos os demais. Vejamos.
Temos que |S3 : Hi| com i = 2, 3, 4 e´ tal que |S3 : Hi| = |S3|/|Hi| = 6/2 = 3, logo Hi
possui 3 classes laterais em S3. Analisando H2:
eH = αβH = {e, αβ}
αH = βH = {α, β}
β2H = βαH = {β2, βα}
Portanto as classes laterais sera˜o: {{e, αβ}, {α, β}, {β2, βα}}.
Agora vejamos:
eH = {e, αβ} = He
αH = {α, β} 6= Hα = {α, β2}
Nem precisamos continuar a verificar, ja´ podemos afirmar que H2 na˜o e´ subgrupo
normal de S3.
De modo ana´logo, constatamos que H3 e H4 tambe´m na˜o sa˜o normais. Portanto os
subgrupos normais de S3 sa˜o H1 = {e};H5 = {e, β, β2}; e H6 = S3.
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1.7.2 O Subgrupo An de Sn
No estudo do grupo das permutac¸o˜es, na˜o podemos deixar de chamar atenc¸a˜o pra um
importante subgrupo, o chamado grupo das permutac¸o˜es pares ou grupo alternante. No
entanto, devemos saber o que vem a ser uma permutac¸a˜o par ou ı´mpar, vejamos:
Definic¸a˜o 1.40. Uma permutac¸a˜o que pode ser escrita com uma quantidade par de
transposic¸o˜es e´ dita, permutac¸a˜o par. Caso contra´rio, sera´ uma permutac¸a˜o ı´mpar.
Vejamos alguns resultados frutos desta definic¸a˜o:
i. O produto de duas permutac¸o˜es pares sera´ par;
ii. O produto de uma permutac¸a˜o par com uma ı´mpar (ou vice-versa) sera´ ı´mpar;
iii. O produto de duas permutac¸o˜es ı´mpares sera´ par.
Agora, reconhecendo uma permutac¸a˜o par, podemos definir o grupo alternante:
Definic¸a˜o 1.41. Seja Sn o grupo das permutac¸o˜es de n elementos, o subconjunto de Sn
formado pelas permutac¸o˜es pares formam um grupo, denominado grupo alternante ou
grupo das permutac¸o˜es pares, e denotamos por An, e enta˜o An ≤ Sn.
O subgrupo An se faz muito importante para o futuro estudo dos chamados grupos
solu´veis. Vejamos uma importante proposic¸a˜o:
Proposic¸a˜o 1.42. An e´ um subgrupo de Sn de ı´ndice 2, e como |Sn| = n! enta˜o |An| = n!
2
.
E mais, temos que An E Sn
Demonstrac¸a˜o. Sejam γ, η ∈ An, logo γ e η, sa˜o permutac¸o˜es pares. Da proposic¸a˜o 1.4,
para mostrar que An ≤ Sn, mostremos que γ ◦ η ∈ An e tambe´m η−1 ∈ An.
Do item (i) da definic¸a˜o 1.40, segue que o produto entre permutac¸o˜es pares sera´ par,
logo γ ◦ η ∈ An.
Do item (i) da Proposic¸a˜o 1.37, sabemos que η e´ uma composic¸a˜o de transposic¸o˜es,
enta˜o podemos escrever
η = (a1a2)(a3a4) · · · (an−1an)
E sua inversa sera´
η−1 = (an−1an)−1 · · · (a3a4)−1(a1a2)−1
Como a inversa de uma transposic¸a˜o e´ ela mesma, segue que
η−1 = (an−1an) · · · (a3a4)(a1a2)
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Mantendo assim a paridade, e portanto o inverso de uma permutac¸a˜o par e´ tambe´m
par, ou seja, η−1 ∈ An Enfim, provamos que An ≤ Sn.
Sejam r a quantidade de permutac¸o˜es pares e s as de permutac¸o˜es ı´mpares de Sn. Seja
ainda τ uma transposic¸a˜o de Sn, logo τ e´ ı´mpar.
Multiplicando τ por todas as permutac¸o˜es ı´mpares, de acordo com o resultado (iii)
da Definic¸a˜o 1.40, obteremos permutac¸o˜es pares, logo r ≥ s.
Analogamente, multiplicando τ por todas as permutac¸o˜es pares, de acordo com o
resultado (ii) da Definic¸a˜o 1.40, obtemos permutac¸o˜es ı´mpares, logo s ≥ r.
Como r ≥ s e s ≥ r, enta˜o r = s. Assim |Sn| = n! = r + s = 2r, e portanto
|An| = r = n!
2
, consequentemente (Sn : An) = 2. E por fim, segue do Teorema 1.21 que
An E Sn.
Agora, sobre o An, podemos destacar uns importantes resultados.
Proposic¸a˜o 1.43. O grupo An e´ um grupo simples para n = 3 e n ≥ 5.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [1].
Aproveitemos a oportunidade para definir o grupo de Klein.
Definic¸a˜o 1.44. Chamamos de grupo de Klein e denotamos por K, o subgrupo de S4,
tal que K = {e, (12)(34), (13)(24), (14)(23)}.
E agora, em posse de tal definic¸a˜o, vejamos a seguinte proposic¸a˜o:
Proposic¸a˜o 1.45. Para n = 4, Sn tem como u´nicos subgrupos normais: {e}, K, An e
Sn. E para n = 3 e n ≥ 5 os u´nicos subgrupos normais sa˜o {e}, An e Sn.
Demonstrac¸a˜o. Consultar demonstrac¸a˜o em [1].
1.8 Grupos solu´veis
Antes de definir o que vem a ser um grupo solu´vel, e´ importante destacarmos que
esse e´ o principal subtema da Teoria de Grupos necessa´rio ao tema do nosso trabalho,
obviamente na˜o podemos desmerecer os demais.
Definic¸a˜o 1.46. Um grupo G se diz solu´vel se for poss´ıvel construir uma subse´rie normal,
a saber:
e = G0 EG1 EG2 E ...EGn−1 EGn = G
E ainda os grupos quocientes Gi/Gi−1 forem abelianos, com i ∈ {1, 2, . . . , n}.
Proposic¸a˜o 1.47. i. Todo subgrupo de um grupo solu´vel, e´ solu´vel;
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ii. Todo quociente de um grupo solu´vel e´ tambe´m solu´vel;
iii. Seja G um grupo e N EG, se G/N e N sa˜o solu´veis enta˜o G e´ solu´vel.
Demonstrac¸a˜o. A demonstrac¸a˜o o leitor pode ver em [2].
Exemplo 1.48. i. Todo grupo abeliano e´ solu´vel;
ii. Todo p-grupo finito, com p primo, e´ solu´vel;
iii. Todo grupo simples na˜o-abeliano na˜o e´ solu´vel, em particular An e´ na˜o solu´vel para
n ≥ 5;
Eis algumas importantes concluso˜es sobre solubilidade de grupos:
Proposic¸a˜o 1.49. i. O grupo Sn e´ solu´vel para n = 1, 2, 3, 4;
ii. O grupo Sn, n ≥ 5 na˜o e´ solu´vel.
Demonstrac¸a˜o. i. Para n = 1, S1 = {e}, que e´ obviamente abeliano, e consequente-
mente solu´vel, como vimos na item (i) do Exemplo 1.48;
Para n = 2, temos que |S2| = 2, e do item vi. da proposic¸a˜o 1.16, temos que S2 e´
abeliano, logo solu´vel de acordo com o item i. do exemplo 1.48;
Para n = 3, temos que S3 na˜o e´ abeliano, mas, relembremos da ana´lise que fizemos
na sec¸a˜o 1.7.1 do grupo S3, onde inclusive, determinamos seus subgrupos normais,
podemos aplicar a definic¸a˜o de grupos solu´veis, pensando na cadeia {e} E A3 E S3,
onde o A3 e´ o grupo das permutac¸o˜es pares de S3 e e´ equivalente ao que chamamos
de H5. Notemos que
∣∣∣∣S3A3
∣∣∣∣ = 2 e ∣∣∣∣ A3{e}
∣∣∣∣ = 3, portanto ambos abelianos e enta˜o S3 e´
solu´vel;
Para n = 4, antes o leitor deve relembrar dois subgrupos normais de S4, o subgrupo
de Klein, K e o subgrupo das permutac¸o˜es pares A4, que foi apresentado na sec¸a˜o
1.7.2. Tem-se que |A4| = 12 e |K| = 4, portanto
∣∣∣∣S4A4
∣∣∣∣ = 2, ∣∣∣∣A4K
∣∣∣∣ = 3 e ∣∣∣∣ K{e}
∣∣∣∣ = 4, e
enta˜o temos a seguinte subse´rie normal: {e}EKEA4ES4, com quocientes abelianos,
concluindo enta˜o que S4 e´ solu´vel.
ii. Como visto na proposic¸a˜o 1.45, o u´nico subgrupo normal de Sn, para n ≥ 5 e´ o An,
que como vimos na Proposic¸a˜o 1.43 e´ simples, e do item iii. do Exemplo 1.48, e´ na˜o
solu´vel. Por fim do item i. da Proposic¸a˜o 1.47, conclui-se que Sn e´ na˜o solu´vel para
n ≥ 5.
Cap´ıtulo 2
Ane´is
Nesse cap´ıtulo nos apropriaremos da estrutura alge´brica essencial ao nosso estudo, os
Ane´is. O estudo de ane´is se faz essencial para o posterior estudo de ane´is de polinoˆmios,
objeto importante no nosso tema central, bem como o estudo de corpo, um vez que e´ no
corpo que encontraremos as soluc¸o˜es das equac¸o˜es polinomiais.
Definic¸a˜o 2.1. Uma estrutura alge´brica formada por um conjunto na˜o vazio, digamos
A, munido de duas operac¸o˜es, a adic¸a˜o e a multiplicac¸a˜o, assim definidas:
+ : A× A → A
(a, b) 7→ a+ b
· : A× A → A
(a, b) 7→ a · b
E que satisfaz as seguintes propriedades:
i. E´ associativa para adic¸a˜o, ou seja, ∀a, b, c ∈ A,
(a+ b) + c = a+ (b+ c);
ii. Possui elemento neutro da adic¸a˜o, ou seja, ∀a ∈ A,
∃ 0 ∈ A tal que a+ 0 = 0 + a = a;
iii. Possui elemento inverso da adic¸a˜o, ou seja, ∀a ∈ A,
∃ b ∈ A tal que a+ b = b+ a = 0;
Convencionamos que o inverso aditivo de a e´ −a.
iv. E´ comutativa para adic¸a˜o, ou seja, ∀a, b ∈ A,
a+ b = b+ a;
v. E´ associativa para multiplicac¸a˜o, ou seja, ∀a, b, c ∈ A,
(a · b) · c = a · (b · c);
vi. A multiplicac¸a˜o e´ distributiva em relac¸a˜o a` adic¸a˜o, ou seja, ∀a, b, c ∈ A,
a · (b+ c) = a · b+ a · c, e
(a+ b) · c = a · c+ b · c .
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Tal estrutura e´ denominada anel, denotamos, (A,+, ·).
Se o anel possui o elemento neutro da multiplicac¸a˜o, a saber 1, chamamos de anel com
unidade, ou seja,
vii. ∃ 1 ∈ A, tal que a · 1 = 1 · a = a,∀a ∈ A.
Se o anel e´ comutativo para multiplicac¸a˜o, chamamos de anel comutativo, ou seja,
viii. a · b = b · a,∀a, b ∈ A.
E sera´ chamado de anel sem divisores de zero, se satisfaz,
ix. Dados a, b ∈ A, a · b = 0⇒ a = 0 ou b = 0.
Definic¸a˜o 2.2. Pensemos num anel que seja, simultaneamente comutativo, com unidade
e sem divisores de zero, chamamos essa nova estrutura de domı´nio de integridade.
Definic¸a˜o 2.3. Agora, se acrescentarmos ao domı´nio de integridade a propriedade:
x. Para todo a ∈ A− {0},∃ b ∈ A, a · b = b · a = 1.
Chamamos b de inverso multiplicativo de a, e mais comumente representaremos por
a−1, e dizemos que a e´ invers´ıvel.
Teremos a estrutura denominada corpo, na qual nos concentraremos em nosso trabalho.
Diante de tais definic¸o˜es, sa˜o exemplos de domı´nio: Z,Q,R e C, consequentemente de
anel. Destes, sa˜o corpos: Q,R e C. Outro exemplo de corpo e´ o Zn com n primo.
Definic¸a˜o 2.4. A caracter´ıstica de um anel, e´ o menor nu´mero n ∈ N tal que x+ x+ · · ·+ x︸ ︷︷ ︸
nvezes
=
0 para algum x pertencente ao anel e x 6= 0. Caso esse nu´mero na˜o exista, diremos que o
anel tem caracter´ıstica zero.
Exemplo 2.5. Os corpos Q e C sa˜o corpos de caracter´ıstica zero, ja´ Zn e´ um exemplo
de corpo de caracter´ıstica n, se n for primo.
Vale ressaltar que essa definic¸a˜o pode, obviamente, ser levada para o corpo, uma vez
que um corpo e´ tambe´m um anel.
2.1 Anel de Polinoˆmios
Como ja´ deixamos claro, e´ de nosso interesse encontrar as soluc¸o˜es de uma equac¸a˜o po-
linomial, e obviamente, so´ se faz sentido falar em equac¸o˜es polinomiais depois de conhecer
os polinoˆmios, ou mais geral, o anel dos polinoˆmios.
Definic¸a˜o 2.6. Seja K um corpo, chamamos de anel de polinoˆmios sobre K na indeter-
minada x, e representamos por K[x] o conjunto de todos os polinoˆmios na indeterminada
x, que definiremos mais adiante em 2.7.
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2.1.1 Polinoˆmios de uma u´nica varia´vel
Veremos aqui a definic¸a˜o de polinoˆmios, elementos do anel de polinoˆmios, e algumas
informac¸o˜es relevante ao nosso estudo, uma vez que trataremos de equac¸o˜es polinomiais.
Importante falar que apesar de o estudo de polinoˆmio abordar os de va´rias varia´reis, aqui
nos deteremos aos de uma u´nica varia´vel.
Definic¸a˜o 2.7. Seja a1, a2, . . . , an ∈ K, onde K e´ um corpo, chamamos de polinoˆmio
sobre K em uma indeterminada x a expressa˜o:
p(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0, (2.1)
ou ainda:
p(x) =
n∑
i=0
aix
i.
Dados dois polinoˆmios:
p(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0
e
q(x) = bmx
m + bm−1xm−1 + · · ·+ b1x+ b0
Eles sa˜o ditos iguais, se m = n e ai = bi,∀i ∈ N. Caso, em p(x) todos os ai = 0,
dizemos que p(x) e´ um polinoˆmio nulo.
Qualquer que seja a ∈ K, podemos indicar a pelo polinoˆmio p(x), onde a0 = a e
ai = 0,∀i ≥ 1, e o chamamos de polinoˆmio constante a. Dessa forma, qualquer nu´mero a
pode ser expresso como polinoˆmio, na verdade, como um polinoˆmio constante. E assim
tambe´m podemos considerar que K ⊂ K[x].
Definic¸a˜o 2.8. Seja p(x) um polinoˆmio como em (2.1), se an 6= 0, dizemos que o grau
do polinoˆmio p(x) e´ n, e denotamos por ∂p(x) = n, ou seja, o grau de um polinoˆmio e´
dado pela maior poteˆncia de sua indeterminada. E o grau sera´ zero se o polinoˆmio for
constante.
Como ja´ dito, o conjunto de todos os p(x) com coeficientes em K chamamos de anel
de polinoˆmios, denotado por K[x]. E enta˜o sua soma e produto devem ser bem definidas:
Sejam:
p(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0
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e
q(x) = bmx
m + bm−1xm−1 + · · ·+ b1x+ b0
Ambos pertencentes a` K[x], temos que, para adic¸a˜o:
p(x) + q(x) = ckx
k + ck−1xk−1 + · · ·+ c1x+ c0,
onde ci = (ai + bi) ∈ K, com k ∈ N e para multiplicac¸a˜o:
p(x) · q(x) = cjxj + cj−1xj−1 + · · ·+ c1x+ c0,
onde c0 = a0b0, c1 = a0b1 + a1b0, c2 = a0b2 + a1b1 + a2b0, . . . , cj = a0bj + a1bj−1 + ...+
aj−1b1 + ajb0, j ∈ N.
E por ser um anel, tem garantida todas as propriedades descrita no cap´ıtulo anterior.
E mais, K[x] e´ um domı´nio de integridade, na˜o se caracterizando como corpo por na˜o ter
todos seus elementos invers´ıveis. Na verdade, os u´nicos polinoˆmios invers´ıveis de K[x] sa˜o
os polinoˆmios constantes e na˜o nulos.
Quanto ao grau do polinoˆmio resultante da adic¸a˜o ou multiplicac¸a˜o, temos que:
∂(p(x) + q(x)) ≤ max{∂p(x), ∂q(x)} = max(m,n),∀p(x), q(x) ∈ K[x]
∂(p(x) · q(x)) = ∂p(x) + ∂q(x) = n+m,∀p(x), q(x) 6= 0
Sejam f(x), g(x) ∈ K[x], dizemos que f(x) divide g(x) se ∃h(x) tal que,
g(x) = f(x) · h(x)
e denotamos por f(x) | g(x). Dizemos tambe´m que f(x) e´ divisor de g(x) ou que g(x)
e´ divis´ıvel por f(x). Caso contra´rio, teremos f(x) - g(x).
Exemplo 2.9. Dados os polinoˆmios f(x) = x− 1 e g(x) = x2 − 1, podemos afirmar que
f(x) | g(x), uma vez que g(x) = (x− 1)(x+ 1).
Definic¸a˜o 2.10. Dados dois polinoˆmios p(x), q(x) ∈ K[x], definimos o ma´ximo divisor
comum (ou maior fator comum), como sendo o polinoˆmio d(x) ∈ K[x] tal que d(x) | p(x) e
d(x) | q(x), e denotamos por mdc(p(x), q(x)) = d(x), e ale´m disso, se existir um polinoˆmio
e(x) ∈ K[x] tal que e(x) | p(x) e e(x) | q(x), enta˜o e(x) | d(x).
Vale ressaltar que sempre existira´ esse polinoˆmio d(x), na pior das hipo´teses ele sera´
o polinoˆmio constante d(x) = 1, e nesse caso, dizemos que f(x) e g(x) sa˜o coprimos, ou
seja, na˜o possuem fator comum, e denotamos por mdc(p(x), q(x)) = 1.
O domı´nio de polinoˆmios K[x] e´ dito um domı´nio Euclidiano, pois obedece o algoritmo
da divisa˜o .
CAPI´TULO 2. ANE´IS 41
Teorema 2.11. (Algoritmo da Divisa˜o)
Sejam f(x), g(x) ∈ K[x] e g(x) 6= 0, existem u´nicos q(x), r(x) ∈ K[x] tais que,
f(x) = q(x) · g(x) + r(x)
onde r(x) = 0 ou ∂r(x) < ∂g(x).
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [2].
Definic¸a˜o 2.12. Chamamos de polinoˆmio moˆnico, o polinoˆmio p(x) como em (2.1), onde
an = 1.
Notemos que por tratarmos de polinoˆmios sobre um corpo, sempre que p(x) na˜o for
moˆnico, podemos multiplica´-lo pelo inverso multiplicativo de an, desta forma, passamos
a ter um polinoˆmio moˆnico, que mais adiante veremos ser importante nos nossos estudos.
Definic¸a˜o 2.13. Seja p(x) ∈ K[x], com K corpo, dizemos que p(x) e´ irredut´ıvel sobre K[x]
se na˜o existirem r(x), s(x) ∈ K[x], com ∂r(x), ∂s(x) < ∂p(x) tal que p(x) = r(x).s(x),
caso contra´rio, p(x) sera´ dito redut´ıvel.
Podemos associar a ideia de irredutibilidade de polinoˆmios a` ideia de nu´meros primos
assim o polinoˆmio irredut´ıvel esta´ para os polinoˆmios como os nu´meros primos esta˜o para
nu´meros inteiros.
Exemplo 2.14. O polinoˆmio p(x) = x2−1 e´ redut´ıvel sobre R, pois p(x) = (x−1)·(x+1),
ou seja, p(x) e´ escrito como produto de polinoˆmios de grau menores que o seu. Ja´
q(x) = x2 +1 e´ irredut´ıvel sobre R, uma vez que q(x) na˜o pode ser reescrito como produto
entre polinoˆmios de graus menores. Vale salientar que todo polinoˆmio sobre K[x] de grau
1 e´ irredut´ıvel.
Teorema 2.15. Seja f(x) ∈ K[x], como K e´ um corpo, enta˜o f(x) pode ser escrito na
forma:
f(x) = a · p1(x) · · · pm(x),
onde a ∈ K, com a 6= 0 e p1(x), p2(x), . . . , pm(x) sa˜o polinoˆmios irredut´ıveis so-
bre K, na˜o necessariamente distintos. Essa expressa˜o e´ u´nica a menos da ordem dos
p1(x), p2(x), . . . , pm(x). Portanto dizemos que essa fatorac¸a˜o e´ u´nica.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [2].
Definic¸a˜o 2.16. Dado p(x) ∈ K[x] e na˜o nulo, com p(x) = anxn+an−1xn−1+...+a1x+a0,
dizemos que α ∈ L, tal que K ⊂ L, e´ raiz de p(x) se p(α) = anαn + an−1αn−1 + · · · +
a1α + a0 = 0.
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Teorema 2.17. Seja p(x) ∈ K[x], com ∂p(x) = n, enta˜o, p(x) tem no ma´ximo n ra´ızes
em K.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [3].
Exemplo 2.18. Por exemplo, q(x) = x2 − 1 possui duas ra´ızes em R, ja´ p(x) = x2 + 1
na˜o possui nenhuma raiz em R, pore´m possui duas ra´ızes no corpo C, com R ⊂ C.
Na verdade podemos afirmar que p(x) tem no ma´ximo n ra´ızes em qualquer corpo que
contenha o corpo K.
Seja f(x) ∈ K[x], onde ∂f(x) = n, se f(x) for redut´ıvel de modo que seja escrito como
produto entre polinoˆmios moˆnicos de grau um, ou seja,
f(x) = a(x− α1) · (x− α2) · · · (x− αn)
com a ∈ K, diremos que α1, α2, . . . , αn sa˜o as n ra´ızes de f(x), podendo cada termo
(x−αi) aparecer mais de uma vez. Se ocorrer, por exemplo, f(x) = (x−α1)2 · (x−α2)3,
diremos que f(x) tem duas ra´ızes iguais a α1 e treˆs iguais a α2.
Definic¸a˜o 2.19. A quantidade de vezes que um mesmo αi e´ raiz de f(x) e´ chamada de
multiplicidade da raiz
Em f(x) = (x− α1)2 · (x− α2)3, α1 tem multiplicidade 2 e α2 tem multiplicidade 3.
Como trabalharemos em corpos de caracter´ıstica zero, que definimos anteriormente,
podemos afirmar que todos os polinoˆmios irredut´ıveis desse corpo e´ dito polinoˆmio se-
para´vel (para mais detalhes, o leitor pode consultar [6]).
Definic¸a˜o 2.20. Chamamos de polinoˆmio separa´vel, todo polinoˆmio cujas ra´ızes tem
multiplicidade um, ditas ra´ızes simples.
Sobre tal definic¸a˜o, vejamos a seguinte proposic¸a˜o, que requer do leitor o conhecimento
pre´vio sobre derivadas de func¸o˜es polinomiais:
Proposic¸a˜o 2.21. Seja f(x) ∈ K[x], onde K ⊂ C, ∂f(x) ≥ 1. Enta˜o,
i. f(x) e´ separa´vel ⇔ mdc(f(x), f ′(x)) = 1;
ii. se f(x) e´ irredut´ıvel sobre K enta˜o todas as ra´ızes de f(x) sa˜o simples.
Demonstrac¸a˜o. i. (=⇒) Seja f(x) = (x−α)kg(x), onde g(x) e´ um polinoˆmio e ∂g(x) <
∂f(x) e k e´ a multiplicidade de α. Calculando a derivada de f(x),
f ′(x) = k(x− α)k−1g(x) + (x− α)kg′(x)
Se k = 1, reescrevendo f ′(x),
CAPI´TULO 2. ANE´IS 43
f ′(x) = g(x) + (x− α)g′(x)
E para k > 1, podemos reescrever f ′(x)
f ′(x) = (x− α)[k(x− α)k−2g(x) + (x− α)k−1g′(x)]
Ou seja, se k > 1, f(x) e f ′(x) tem um fator em comum, logo mdc(f(x), f ′(x)) 6= 1.
Diferentemente, se k = 1, f(x) e´ separa´vel e mdc(f(x), f ′(x)) = 1.
(⇐=) Suponhamos que f(x) = (x − α)g(x) e f ′(x) = (x − α)h(x), notemos que
mdc(f(x), f ′(x)) 6= 1. Derivando f(x),
f ′(x) = g(x) + (x− α)g′(x) = (x− α)h(x)
Pela suposic¸a˜o de f ′(x), sabemos que α e´ uma raiz, logo,
0 = f ′(α) = g(α) + (α− α)g′(α) =⇒ g(α) = 0
E portanto α tambe´m e´ raiz de g(x), podemos enta˜o escrever
g(x) = (x− α)mp(x), onde m ≥ 1 e´ a multiplicidade de α em g(x)
E substituindo em f(x) = (x− α)g(x),
f(x) = (x− α)[(x− α)mp(x) = (x− α)m+1p(x)
Mostrando assim que α possui multiplicidade no mı´nimo 2. Logo, se f(x) e f ′(x)
forem coprimos, ou seja, mdc(f(x), f ′(x)) = 1, teremos que α e´ uma raiz simples.
ii. Como f(x) e´ irredut´ıvel, enta˜o a menos de constante, seus divisores sa˜o apenas f(x)
e 1, na˜o possuindo fator comum com f ′(x) e portanto mdc(f(x), f ′(x)) = 1. Pelo
item anterior segue que todas as ra´ızes de f(x) sa˜o simples.
Sempre que um polinoˆmio p(x) for irredut´ıvel, com ∂p(x) ≥ 2, devemos estender o
corpo, para que, nesse novo corpo, ele na˜o so´ seja redut´ıvel, como ele possa ser escrito
como produto de polinoˆmios de grau um, sendo assim, o corpo possuira´ todas as suas
ra´ızes, assim conseguimos determinar todas as ra´ızes da equac¸a˜o polinomial p(x) = 0.
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2.1.2 Verificando a irredutibilidade de polinoˆmios
Identificar se um polinoˆmio e´ ou na˜o irredut´ıvel, na˜o e´ uma tarefa simples. Veremos
agora dois mecanismos que nos ajudam a fazer tal verificac¸a˜o.
Antes de mostrarmos os dois mecanismos, precisamos enunciar um importante lema,
o Lema de Gauss.
Proposic¸a˜o 2.22. (Lema de Gauss). Seja f(x) ∈ Z[x] tal que f(x) e´ irredut´ıvel sobre Z,
enta˜o f(x) e´ tambe´m irredut´ıvel sobre Q.
Demonstrac¸a˜o. O leitor pode conferir essa demonstrac¸a˜o em [2]
Vamos enta˜o ao primeiro mecanismo, o Crite´rio de Eisenstein.
Teorema 2.23. (Crite´rio de Eisenstein)
Seja f(x) = anx
n + an−1xn−1 + · · · + a1x + a0 um polinoˆmio em Z[x]. Suponha que
exista um inteiro primo p, tal que:
i) p - an
ii) p | a0, a1, . . . , an−1
iii) p2 - a0
Enta˜o f(x) e´ irredut´ıvel sobre Q.
Demonstrac¸a˜o. Inicialmente, mostremos que f(x) e´ irredut´ıvel sobre Z. Supondo que
f(x) na˜o seja irredut´ıvel sobre Z, enta˜o podemos escrever,
f(x) = g(x)h(x), com g(x), h(x) ∈ Z[x], e ∂g(x) ≥ 1
Onde,
g(x) = brx
r + br−1xr−1 + · · ·+ b1x+ b0
e
h(x) = csx
s + cs−1xs−1 + · · ·+ c1x+ c0
Da definic¸a˜o de produto entre polinoˆmios e grau do polinoˆmio, temos que
∂f(x) = ∂g(x) + ∂h(x) =⇒ n = r + s.
E mais,
an = b0cn + b1cn−1 + · · ·+ bnc0
...
a0 = b0c0
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Do item ii., temos que, sendo p primo, p | a0 =⇒ p | b0c0. No entanto, do item iii.,
temos que p2 - a0 =⇒ p2 - b0c0, portanto p na˜o pode dividir simultaneamente b0 e c0.
Suponhamos enta˜o, sem perda de generalidade, que p | b0 e p - c0.
Apesar de p | b0, na˜o podemos dizer que p divide todos os bi, i ∈ {1, 2, . . . , br}, pois
se assim fosse, ter´ıamos p | an o que contraria i.. Digamos enta˜o que bk seja o primeiro bi
na˜o divis´ıvel por p com k < r, enta˜o p | ak, onde,
ak = b0ck + · · ·+ bkc0
Agora, notemos que p | ak (de acordo com ii.), mas como p - bk, devemos ter que
p | c0, o que e´ absurdo, ja´ que supomos que p - c0. E enta˜o temos que f(x) e´ irredut´ıvel
sobre Z.
Por fim, sendo f(x) irredut´ıvel sobre Z, de acordo com o Lema de Gauss (Proposic¸a˜o
2.22), segue que f(x) e´ irredut´ıvel sobre Q, como quer´ıamos demonstrar.
Exemplo 2.24. Seja f(x) = 2x3 + 9x2 + 3x + 6, indagamos se ele e´ ou na˜o, irredut´ıvel
sobre Q. Pelo crite´rio de Einstein para p = 3 temos que p - 2, p | 9, 3, 6 e p2 = 9 - 6,
portanto f(x) e´ sim irredut´ıvel sobre Q.
Vejamos agora um outro mecanismo, a Reduc¸a˜o mo´dulo p:
Proposic¸a˜o 2.25. (Reduc¸a˜o mo´dulo p). Seja p um nu´mero primo e Zp = {0¯, 1¯, . . . , p− 1}
o corpo contendo p elementos. Se f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 ∈ Z[x] vamos
definir o polinoˆmio f¯(x) ∈ Zp[x] como:
f¯(x) = a¯nx
n + a¯n−1xn−1 + · · ·+ a¯1x+ a¯0,
onde a¯1 e´ a classe de equivaleˆncia de ai mo´dulo p, cujo representante e´ ai ∈ Z.
Enta˜o,
i.
φ : Z[x]→ Zp[x]
f(x)→ f¯(x) define um homomorfismo sobrejetivo.
ii. Se p - an e f¯(x) e´ irredut´ıvel sobre Zp enta˜o f(x) e´ irredut´ıvel sobre Q.
Demonstrac¸a˜o. O leitor pode consultar a demonstrac¸a˜o em [2].
Exemplo 2.26. Seja f(x) = x2 + 15x+ 8, f(x) e´ irredut´ıvel sobre Q?
Pelo mecanismo de reduc¸a˜o mo´dulo p, para p = 5 e Z5 = {0¯, 1¯, 2¯, 3¯, 4¯}, teremos
f¯(x) = x2 + 3¯. Notemos que temos que 5 - 1, vejamos enta˜o se f¯(x) = x2 + 3¯ e´ irredut´ıvel
sobre Z5. Substituindo os poss´ıveis valores para x, vemos que, nenhum deles e´ raiz, logo,
f(x) e´ irredut´ıvel em Z5 consequentemente e´ tambe´m irredut´ıvel sobre Q.
Cap´ıtulo 3
Extensa˜o de Corpos
Imaginemos a seguinte equac¸a˜o, x3 − 1 = 0, o polinoˆmio desta equac¸a˜o possui seus
coeficientes em Q, e neste mesmo corpo possui uma dentre as treˆs soluc¸o˜es, a saber x = 1,
pore´m as demais soluc¸o˜es na˜o se encontram neste corpo. E como nem sempre a soluc¸a˜o
de uma equac¸a˜o polinomial se encontra no corpo onde se encontra seus coeficientes, se
necessa´rio, precisamos fazer uma extensa˜o alge´brica do corpo, para que tenhamos nela
todas as soluc¸o˜es da equac¸a˜o polinomial.
Definic¸a˜o 3.1. Uma extensa˜o de corpos e´ uma ampliac¸a˜o de um corpo. Seja K e L dois
corpos, tal que K ⊂ L, podemos afirmar que L e´ uma extensa˜o de K, e denotaremos por
L | K. Chamaremos o corpo K de corpo base.
Exemplo 3.2. Eis alguns exemplos de extensa˜o: R | Q e C | R.
3.1 Extenso˜es alge´bricas
Definic¸a˜o 3.3. Seja L | K e α ∈ L, dizemos que α e´ alge´brico sobre K se existir f(x) ∈
K[x]− {0} tal que f(α) = 0. Caso na˜o exista, diremos que α e´ transcendente sobre K.
Exemplo 3.4. O elemento
√
2 e´ alge´brico sobre Q uma vez que e´ raiz de p(x) = x2 − 2
e p(x) ∈ Q[x]. Ja´ pi e´ transcendente sobre Q, pois na˜o existe um polinoˆmio p(x) ∈ Q[x]
tal que p(x) = 0. Obviamente pi e´ raiz de p(x) = x− pi, pore´m p(x) 6∈ Q[x].
Definic¸a˜o 3.5. Seja L uma extensa˜o do corpo K. Se todo α ∈ L e´ alge´brico sobre K,
diremos que L | K e´ uma extensa˜o alge´brica.
Para nosso propo´sito nos deteremos nas extenso˜es alge´bricas simples.
Seja p(x) = x2 − 2, claramente ele na˜o possui ra´ızes no corpo Q, enta˜o se quisermos
encontrar suas ra´ızes, devemos pensar numa extensa˜o de Q, por exemplo, se admitirmos a
extensa˜o R | Q, certamente o polinoˆmio tera´ em R suas ra´ızes. No entanto, nosso objetivo
e´ buscar o menor corpo poss´ıvel que contenha essas ra´ızes.
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Exemplo 3.6. Seja R o corpo base, se a` ele acrescentarmos o termo alge´brico i, onde
i2 = −1, temos enta˜o R[i] = C, notemos que i e´ alge´brico sobre R, pois e´ soluc¸a˜o de
q(x) = x2 + 1.
Definic¸a˜o 3.7. Seja α ∈ L alge´brico sobre K e seja p(x) ∈ K[x], moˆnico e de menor
grau tal que p(α) = 0. Pela minimalidade do grau, esse polinoˆmio e´ portanto o u´nico
polinoˆmio moˆnico irredut´ıvel em K[x] tal que p(α) = 0, chamamos de polinoˆmio minimal
e o denotaremos por Pmin(α,K).
3.2 Extenso˜es Finitas
E´ importante notarmos que dada uma extensa˜o L | K, as operac¸o˜es dos corpos L
e K satisfazem as condic¸o˜es para definirmos um espac¸o vetorial, ou seja L possui a es-
trutura de espac¸o vetorial com o corpo K fazendo o papel de “escalares” nas operac¸o˜es.
Recomendamos que o leitor se apodere de conhecimentos ba´sicos de A´lgebra Linear.
Vamos entender isso num exemplo pra´tico. Na extensa˜o Q[
√
2] | Q, o corpo Q[√2] e´
um Q-espac¸o vetorial, cuja base e´ formada por 1 e
√
2, facilmente pode-se comprovar tal
afirmac¸a˜o.
Definic¸a˜o 3.8. Se vermos a extensa˜o como espac¸o vetorial sobre o corpo base, podemos
enta˜o definir o grau de uma extensa˜o, que nada mais e´ do que a dimensa˜o de L sobre K,
e denotamos por [L : K].
No exemplo da sec¸a˜o anterior, temos que [Q[
√
2] : Q] = 2, pois como vimos sua base
e´ {1,√2}.
Generalizando o exemplo acima, temos que [Q[ n
√
a] : Q] = n, com n ı´mpar ou n par e
a > 0, se n
√
a 6∈ Q, sua base sera´:
{1, n√a, n
√
a2, ...,
n
√
an−1}
Proposic¸a˜o 3.9. Seja L | K uma extensa˜o com α ∈ L alge´brico, e p(x) = Pmin(α,K),
enta˜o se ∂p(x) e´ n enta˜o [L : K] = n.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [2].
Definic¸a˜o 3.10. Uma extensa˜o L | K e´ dita finita se seu grau e´ finito, caso contra´rio e´
chamada extensa˜o infinita.
Nos concentraremos nas extenso˜es finitas. Agora, dada a extensa˜o finita L | K, e seja
K ⊂ M ⊂ L, chamamos M de corpo intermedia´rio, e enta˜o, para determinarmos o grau
da extensa˜o L | K, recorremos a` chamada Lei da Torre:
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Proposic¸a˜o 3.11. Seja L | K uma extensa˜o finita, com corpo intermedia´rio M, tal que
K ⊂M ⊂ L, enta˜o,
[L : K] = [L : M][M : K]
Demonstrac¸a˜o. Sendo L | K uma extensa˜o finita, enta˜o L |M e M | K tambe´m sa˜o.
Seja {x1, x2, . . . , xn} uma base de L sobre M, enta˜o [L : M] = n.
E seja u ∈ L, enta˜o ∃α1, α2, . . . , αn ∈M tal que,
u =
n∑
i=1
αixi.
De modo ana´logo, seja {y1, y2, . . . , ym} uma base de M sobre K, enta˜o [M : K] = m.
Dessa forma, como αi ∈M, ∃βij ∈ K tal que
αi =
m∑
j=1
βijyj.
Reescrevendo u:
u =
n∑
i=1
(
m∑
j=1
βijyj
)
xi.
Desenvolvendo,
u =
m∑
j=1
β1jyjx1 +
m∑
j=1
β2jyjx2 + · · ·+
m∑
j=1
βnjyjxn.
Note que u esta´ escrito como uma soma de n parcelas, onde cada uma possui uma
soma de outras m parcelas, ou seja, u e´ uma soma de n ·m parcelas.
Isso nos garante que o conjunto
{x1y1, x1y2, . . . , x1ym, x2y1, x2y2, . . . , x2ym, . . . , xny1, xny2, . . . , xnym}.
Que possui n ·m elementos gera os elementos de L sobre K. Resta-nos mostrar que
esse conjunto e´ linearmente independente.
Para que esse conjunto seja linearmente independente, devemos ter,
i=n
j=m∑
i,j=1
βijxiyj = 0⇐⇒ βij = 0.
Ou seja, nos resta provar que βij = 0.
Reescrevendo,
n∑
i=1
(
m∑
j=1
βj,iyj
)
xi = 0 (∗)
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Como sabemos, {x1, x2, . . . , xn} e´ uma base de L sobre M, logo, a igualdade (∗) e´
va´lida se, e somente se
m∑
j=1
βj,iyj = 0 (∗∗)
E novamente, como {y1, y2, . . . , ym} e´ uma base de M sobre K, logo, a igualdade (∗∗)
e´ va´lida se, e somente se
βj,i = 0,
como quer´ıamos. Dessa forma, temos que o conjunto em questa˜o, ale´m de gerar os
elementos de L, e´ tambe´m linearmente independente, logo e´ uma base de L | K que
contem n ·m termos. Portanto,
[L : K] = n ·m = [L : M][M : K],
como quer´ıamos demonstrar.
Corola´rio 3.12. Seja L/K uma extensa˜o com corpos intermedia´rios da forma:
K = M0 ⊂M1 ⊂ ... ⊂Mn−1 ⊂Mn = L.
Enta˜o,
[L : K] = [L = Mn : Mn−1][Mn−1 : Mn−2]...[M2 : M1][M1 : M0 = K].
Demonstrac¸a˜o. A demonstrac¸a˜o e´ imediata da proposic¸a˜o 3.11, aplicando-a va´rias vezes.
Definic¸a˜o 3.13. Dado α ∈ L | K, definimos K[α] = {f(α) : f(x) ∈ K[x]}, e temos que
K[α] e´ um subdomı´nio de L que conte´m K.
Exemplo 3.14. Verifiquemos que Q[
√
2] = {a+ b√2 : a, b ∈ Q}.
Ora, pela definic¸a˜o
Q[
√
2] = {f(
√
2) : f(x) ∈ Q[x]}
E de acordo com o algoritmo da divisa˜o euclidiana, que vimos na Definic¸a˜o 2.11,
existem q(x), r(x) ∈ Q[x] tais que
f(x) = q(x) · p(x) + r(x), onde p(x) = x2 − 2 e r(x) = a+ bx
Para x =
√
2 temos que,
f(
√
2) = q(
√
2) · (2− 2) + r(
√
2)⇒ f(
√
2) = r(
√
2) = a+ b
√
2.
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De modo generalizado, se p e´ um primo positivo, n inteiro positivo ≥ 2, e α = n√p ∈ R.
Enta˜o α e´ raiz do polinoˆmio xn− p que e´ irredut´ıvel (pelo crite´rio de Eisenstein, visto no
Teorema 2.23). Assim xn − p = Pmin(α,Q), Q[x] e´ um subcorpo de R contendo Q e
Q[α] = {a0 + a1α + a2α2 + · · ·+ an−1αn−1 : ai ∈ Q e i = 0, 1, . . . , n− 1}
Definic¸a˜o 3.15. Uma extensa˜o L | K e´ dita simples se L = K[α], para algum α ∈ L.
Neste caso, α e´ chamado elemento primitivo de L.
Teorema 3.16. (Teorema do Elemento Primitivo) Seja L = K[γ1, γ2, . . . , γn], com γi ∈ L,
enta˜o ∃β ∈ L tal que L = K[β].
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [5] ou [8].
Exemplo 3.17. Seja Q[
√
2,
√
3] | Q, podemos reescreveˆ-la como sendo Q[√2 +√3] | Q.
Exemplo 3.18. Qual o grau da extensa˜o Q[ 3
√
5, 5
√
2] | Q?
Podemos decompor essa extensa˜o com os seguintes corpos intermedia´rios: Q ⊂ Q[ 5√2] ⊂
Q[ 3
√
5, 5
√
2], e enta˜o de acordo com a Proposic¸a˜o 3.11:
[Q[ 3
√
5,
5
√
2] : Q] = [Q[ 3
√
5,
5
√
2] : Q[ 5
√
2]][Q[ 5
√
2] : Q] =⇒
[Q[ 3
√
5,
5
√
2] : Q] = 3 · 5 = 15
O leitor obviamente notou a presenc¸a dos nu´meros complexos em cap´ıtulos anteriores.
Considerando que nosso propo´sito sa˜o as soluc¸o˜es de equac¸o˜es polinomiais, e´ muito comum
que tais soluc¸o˜es pertenc¸am a` subcorpos de C. nas pro´ximas sec¸o˜es, pretendemos expor
os nu´meros complexos, com foco nas ra´ızes primitivas da unidade, dessa forma, podemos
garantir a soluc¸a˜o de quaisquer equac¸o˜es polinomiais.
3.3 Conhecendo os nu´meros complexos
Pode-se dizer que os nu´meros complexos surgiram da necessidade de resoluc¸a˜o de
equac¸o˜es como x2 + 1 = 0, equac¸a˜o essa que obviamente na˜o tinha soluc¸o˜es reais, uma
vez que sua soluc¸a˜o seria encontrada por meio da soluc¸a˜o de raiz quadrada de um nu´mero
negativo. Apesar disso, so´ no estudo das ra´ızes cu´bicas foi que surgiu a definic¸a˜o de nu´mero
complexo, antes soluc¸o˜es que envolvesse ra´ızes de nu´meros negativos eram chamados de
casos irredut´ıveis.
A notac¸a˜o i para unidade imagina´ria, deve-se a` Leonhard Euler. Ale´m dele, outros ma-
tema´ticos se dedicaram ao desenvolvimento do estudos sobre nu´meros complexos, Caspar
Wessel, Jean Robert Argand e Carl Friedrich Gauss.
Podemos dizer que o conjunto dos nu´meros complexos, que forma o corpo, denotado
por C, e´ uma extensa˜o de R, ou seja C | R, uma vez que R[i] = C.
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Definic¸a˜o 3.19. Um nu´mero complexo z, e´ todo nu´mero da forma z = a + bi, com
a, b ∈ R, onde i e´ a unidade imagina´ria caracterizada por i2 = −1. Note que nos casos
em que b = 0, teremos z ∈ R, e por isso podemos afirmar que R ⊂ C, e C | R.
Seja z = a+ bi e w = c+ di, definimos a adic¸a˜o e a multiplicac¸a˜o no corpo C como:
z + w = (a+ bi) + (c+ di) = (a+ c) + (b+ d)i
z · w = (a+ bi) · (c+ di) = (a · c− b · d) + (a · d+ b · c)i
Podemos enxergar o nu´mero complexo tambe´m como um par ordenado, z = (a, b)
tal que a e´ a parte real e b e´ a parte imagina´ria. Por exemplo, se z = 1 +
√
3i pode
ser representado por z = (1,
√
3). Essa representac¸a˜o e´ u´til para enxergarmos o nu´mero
complexo geometricamente, no plano cartesiano, como sendo um vetor, veja a figura 3.1.
Figura 3.1: Representac¸a˜o geome´trica do nu´mero complexo z = 1 +
√
3i
Diante de tal representac¸a˜o, podemos definir o conjugado de z = a + bi, como sendo
z¯ = a− bi, que nada mais e´ do que z com a parte imagina´ria oposta, veja a figura 3.1.
Notemos que o vetor, numa visa˜o trigonome´trica, tem um “tamanho”, comumente
chamado de mo´dulo, que denotaremos por ρ, e um aˆngulo, medido no sentido anti-hora´rio
em relac¸a˜o ao eixo x, chamado de argumento que representaremos por θ, observe na figura
3.1.
Os elementos ρ e θ sa˜o u´teis para representar o nu´mero complexo na chamada forma
trigonome´tricas ou polar. Apesar de existirem outras formas de representar um nu´mero
complexo, focaremos nossa atenc¸a˜o na forma trigonome´trica.
Agora observemos o triaˆngulo retaˆngulo de ve´rtices nos pontos (0, 0), (1, 0) e (1,
√
3)
(veja a figura 3.1). Usando as relac¸o˜es trigonome´tricas, temos que ρ =
√
a2 + b2, e
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ainda, cos(θ) =
x
ρ
e sen(θ) =
y
ρ
, com 0 ≤ θ ≤ 2pi. E enta˜o representamos z na forma
trigonome´trica como:
z = ρ (cos(θ) + i sen(θ)).
Vejamos agora como procedemos com as operac¸o˜es de multiplicac¸a˜o, divisa˜o, poten-
ciac¸a˜o e radiciac¸a˜o, chamando atenc¸a˜o para esta u´ltima.
Dados z1 = ρ1 (cos(θ1) + i sen(θ1)) e z2 = ρ2 (cos(θ2) + i sen(θ2)), quanto a` operac¸o˜es
de multiplicac¸a˜o, temos que:
z1z2 = [ρ1 (cos(θ1) + i sen(θ1))] · [ρ2 (cos(θ2) + i sen(θ2))]
= ρ1ρ2 [(cos(θ1) + i sen(θ1)) · (cos(θ2) + i sen(θ2))]
= ρ1ρ2 [cos(θ1) cos(θ2) + i cos(θ1) sen(θ2) + i sen(θ1) cos(θ2) + i
2 sen(θ1) sen(θ2)]
= ρ1ρ2 [cos(θ1) cos(θ2) + i cos(θ1) sen(θ2) + i sen(θ1) cos(θ2)− sen(θ1) sen(θ2)]
= ρ1ρ2 [cos(θ1) cos(θ2)− sen(θ1) sen(θ2) + i(cos(θ1) sen(θ2) + sen(θ1) cos(θ2))]
Das relac¸o˜es trigonome´tricas, usando o seno e cosseno da soma de dois arcos:
z1z2 = ρ1ρ2 [cos(θ1) cos(θ2)− sen(θ1) sen(θ2)︸ ︷︷ ︸
cos(θ1+θ2)
+ i(cos(θ1) sen(θ2) + sen(θ1) cos(θ2))︸ ︷︷ ︸
sen(θ1+θ2)
= ρ1ρ2 [cos(θ1 + θ2) + i sen(θ1 + θ2)]
Antes de falarmos em divisa˜o de um nu´mero complexo, devemos entender o conceito
de inverso. Assim, seja z = ρ (cos(θ) + i sen(θ)), seu inverso, que denotaremos por z−1,
sera´ z−1 = µ(cos(β) + i sen(β)) tal que z · z−1 = 1. Vale notar que podemos escrever
1 = 1 · (cos(2pi) + i sen(2pi)), e enta˜o:
z · z−1 = 1 =⇒
ρ (cos(θ) + i sen(θ)) · µ(cos(β) + i sen(β)) = 1 · (cos(2pi) + i sen(2pi)).
Usando a multiplicac¸a˜o que acabamos de mostrar:
ρµ[cos(θ + β) + i sen(θ + β) = 1 · (cos(2pi) + i sen(2pi)) =⇒
ρµ = 1 e θ + β = 2pi =⇒
µ =
1
ρ
e β = 2pi − θ = −θ.
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E enta˜o, conclu´ımos que:
z−1 =
1
ρ
[cos(−θ) + i sen(−θ)].
Quanto a` divisa˜o de nu´meros complexos, dados os mesmos z1 = ρ1 (cos(θ1)+ i sen(θ1))
e z2 = ρ2 (cos(θ2)+i sen(θ2)), desejamos saber o valor de
z1
z2
. Sabemos que podemos pensar
a divisa˜o como sendo o produto de z1 pelo inverso de z2, e enta˜o:
z1
z2
= z1 · z−12 = ρ1 (cos(θ1) + i sen(θ1)) ·
1
ρ2
[cos(−θ2) + i sen(−θ2)]
=
ρ1
ρ2
[cos(θ1 − θ2) + i sen(θ1 − θ2)].
Sobre a potenciac¸a˜o de nu´meros complexos, podemos entendeˆ-la por meio da mul-
tiplicac¸a˜o. Seja z = ρ (cos(θ) + i sen(θ)), temos que z · z · · · z︸ ︷︷ ︸
n vezes
= zn, onde z0 = 1 e
zn = zn−1 · z. Portanto:
zn = z · z · · · z︸ ︷︷ ︸
n vezes
= ρ · ρ · · · ρ︸ ︷︷ ︸
n vezes
[cos(θ + θ + · · ·+ θ︸ ︷︷ ︸
n parcelas
) + i sen(θ + θ + · · ·+ θ︸ ︷︷ ︸
n parcelas
)]
= ρn (cos(nθ) + i sen(nθ)).
Como na potenciac¸a˜o, o expoente n ∈ Z, caso n < 0, teremos:
z−n = (zn)−1 = (ρn (cos(nθ) + i sen(nθ)))−1
=
1
ρn
[cos(−nθ) + i sen(−nθ)].
Por fim, a radiciac¸a˜o de nu´meros complexos z, ou seja a raiz n-e´sima de z, sera˜o todos
os nu´meros complexos que elevados a n resulta em z. Apesar de essa operac¸a˜o na˜o esta´
bem definida, ela pode ser vista como sendo as ra´ızes da equac¸a˜o:
ωn = z,
onde ω e´ a soluc¸a˜o procurada.
Ponhamos ω = η (cos(α) + i sen(α)), teremos:
ηn (cos(nα) + i sen(nα)) = ρ (cos(θ) + i sen(θ)) =⇒
=⇒ ηn = ρ e nα = θ + 2kpi,
com k ∈ Z, e enta˜o:
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ωk = n
√
ρ
[
cos
(
θ + 2kpi
n
)
+ i sen
(
θ + 2kpi
n
)]
.
Notemos que se z = 0, enta˜o tem-se apenas uma soluc¸a˜o ω = 0, caso contra´rio, tem-se
n soluc¸o˜es complexas, basta que tenhamos k = 0, 1, 2, ..., n− 1.
Exemplo 3.20. Seja z = −8 + 8√3i, encontre todos as ra´ızes quartas de z.
Inicialmente, determinemos a forma polar de z, para isto, temos que
ρ =
√
(−8)2 + (8
√
3)2 =
√
256 =⇒ ρ = 16
e
cos(θ) = − 8
16
=⇒ cos(θ) = −1
2
Notemos que nesse caso, θ poderia assumir dois valores,
2pi
3
, que indicaria que z esta´
no segundo quadrante, ou
4pi
3
, indicando que z esta´ no terceiro quadrante. Vejamos
enta˜o que, como z = −8 + 8√3i, suas coordenadas cartesianas sa˜o (−8, 8√3), donde
identificamos que z esta´ no segundo quadrante, e portanto, temos que θ =
2pi
3
. Logo,
z = 16
[
cos
(
2pi
3
)
+ i sen
(
2pi
3
)]
Agora, usando a fo´rmula vista anteriormente:
ωk =
4
√
16
cos
 2pi3 + 2kpi
4
+ i sen
 2pi3 + 2kpi
4

 =⇒
ωk = 2
[
cos
(
pi(1 + 3k)
6
)
+ i sen
(
pi(1 + 3k)
6
)]
, k = 0, 1, 2, 3
Para k = 0:
ω0 = 2
[
cos
(pi
6
)
+ i sen
(pi
6
)]
=⇒ ω0 =
√
3 + i
Para k = 1:
ω1 = 2
[
cos
(
2pi
3
)
+ i sen
(
2pi
3
)]
=⇒ ω1 = −1 + i
√
3
Para k = 2:
ω2 = 2
[
cos
(
7pi
6
)
+ i sen
(
7pi
6
)]
=⇒ ω2 = −
√
3− i
Para k = 3:
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ω3 = 2
[
cos
(
5pi
3
)
+ i sen
(
5pi
3
)]
=⇒ ω3 = 1− i
√
3
Conclu´ımos enta˜o que os quatro nu´meros complexos que elevados a` quarta poteˆncia
resulta em z = −8 + 8√3i sa˜o:
ω0 =
√
3 + i, ω1 = −1 + i
√
3, ω2 = −
√
3− i, ω3 = 1− i
√
3
Geometricamente podemos identificar no plano complexos os nu´meros ωk, k = 0, 1, 2, 3
como sendo os ve´rtices de um quadrado, uma vez que por se tratar de uma raiz quarta,
temos quatro resultado, e portanto, um pol´ıgono de quatro lados. Este quadrado deve
esta´ inscrito numa circunfereˆncia de centro na origem e raio ρ = 2, e assim identificamos
ω1 = (
√
3, 1), ω2 = (−1,
√
3), ω3 = (−
√
3,−1), e ω4 = (1,−
√
3), vejamos a figura 3.2
Notemos que o aˆngulo de ω1 esta´ expl´ıcito, e os aˆngulos de ω2, ω3, ω4 que esta˜o
impl´ıcitos, sa˜o respectivamente:
pi
6
+
pi
2
,
pi
6
+ pi, e
pi
6
+
3pi
2
.
Figura 3.2: Representac¸a˜o geome´trica de ω4 = −8 + 8√3i
3.4 Ra´ızes n-e´simas da unidade
No exemplo que acabamos de estudar na sec¸a˜o anterior, encontramos as ra´ızes quartas
de um nu´mero complexo z. Como exemplo ilustrativo, agora vamos encontrar as ra´ızes
quintas de z = 1. Enta˜o, em outras palavras, desejamos encontrar todos os nu´meros
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complexos z, tais que w5 = 1. O procedimento e´ exatamente o mesmo do exemplo
anterior.
Podemos agora generalizar, buscando as ra´ızes n-e´simas de z = 1, ou seja, resolvermos
wn = 1. Chamamos esses nu´meros w de ra´ızes n-e´simas da unidade, e denotaremos por
ζkn com k = 0, 1, . . . , n− 1. Vale ressaltar que ζ0n = 1.
Assim, ζn = cos
(
2kpi
n
)
+ i sen
(
2kpi
n
)
, k = 0, 1, . . . , n − 1. Geometricamente, as
ra´ızes n-e´simas da unidade, sa˜o ve´rtices do pol´ıgono regular de n lados inscrito numa
circunfereˆncia de raio 1.
Sabemos que a equac¸a˜o wn = 1, exige n soluc¸o˜es, que sera˜o obtidas como poteˆncias de
ζn, sa˜o elas: {ζ0n = 1, ζ1n = ζn, ζ2n, ..., ζn−1n }. Dessa formar, se conhecermos uma dessas
ra´ızes, facilmente encontramos as demais. Notemos que enta˜o,
ζkn = cos
(
2kpi
n
)
+ i sen
(
2kpi
n
)
, k = 0, 1, . . . , n− 1
E mais, n e´ o menor inteiro, diferente de zero, tal que ζnn = 1.
Na notac¸a˜o que adotamos, ζkn, tanto n quanto k sa˜o ı´ndices, no entanto, o ı´ndice k
tambe´m pode ser entendido como poteˆncia. Dessa forma, todas as ra´ızes n-e´sima sa˜o
poteˆncias de ζn. No entanto, ζn na˜o e´ a u´nica raiz com essa caracter´ıstica.
Definic¸a˜o 3.21. Dizemos que ζkn e´ uma raiz primitiva n-e´sima da unidade, quando todas
as ra´ızes sa˜o poteˆncias de ζkn. Em particular, ζn e´ uma raiz primitiva n-e´sima da unidade.
Numa raiz n-e´sima primitiva da unidade, b = n e´ o menor valor de b, diferente de zero,
tal que
(
ζkn
)b
= 1.
Proposic¸a˜o 3.22. Seja ζkn ∈ C, n ≥ 2 e k ∈ Z. Assim ζkn e´ uma raiz n-e´sima primitiva
da unidade, se e somente se, mdc(k, n) = 1.
Demonstrac¸a˜o. (=⇒) Se ζkn e´ uma raiz n-e´sima primitiva da unidade, suponhamos por
absurdo que mdc(k, n) = c 6= 1. Enta˜o ∃a ∈ N tal que n = c · a, e enta˜o,
(ζkn)
a = (ζ
k
c
·c
n )
a = (ζc·an )
k
c = (ζnn )
k
c .
Como sabemos, ζnn = 1, logo,
(ζkn)
a = 1
k
c = 1 =⇒ (ζkn)a = 1.
Da suposic¸a˜o, mdc(k, n) = c =⇒ mdc(k, c · a) = c, enta˜o a < n, pois c 6= 1, confi-
gurando assim um absurdo, uma vez que n e´ o menor inteiro tal que ζnn = 1. Portanto
mdc(k, n) = 1.
(⇐=) Agora, suponha que mdc(k, n) = 1, e que (ζkn)b = 1, com b ∈ N. Segue que
n | kb. E como mdc(k, n) = 1, temos que n | b, enta˜o b e´ no mı´nimo n, ou seja b ≥ n.
Portanto ζkn e´ de fato uma raiz n-e´sima primitiva da unidade, como quer´ıamos demonstrar.
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Dessa proposic¸a˜o, podemos concluir que o nu´mero de ra´ızes n-e´simas primitiva da
unidade e´ dada por φ(n), onde φ : N −→ N e´ a func¸a˜o Totiente de Euler, definida da
seguinte forma:
φ(n) = {quantidade de nu´meros naturaism tais que 0 < m < n; mdc(m,n) = 1, m ∈ Z}.
Exemplo 3.23. Encontre as ra´ızes sextas da unidade.
Em outras palavras devemos resolver w6 = 1. A princ´ıpio, calculando ζ6, teremos:
ζk6 = cos
(
2kpi
6
)
+ i sen
(
2kpi
6
)
, k = 0, 1, ..., 5.
E de acordo com a proposic¸a˜o, os coprimos de 6 sa˜o 1 e 5, portanto so´ sera´ raiz
primitiva, ζ6 e ζ
5
6 , determinados quando k = 1 e k = 5, respectivamente. Trabalhemos
com k = 1:
ζ6 = cos
(
2pi
6
)
+ i sen
(
2pi
6
)
= cos
(pi
3
)
+ i sen
(pi
3
)
=
1
2
+
√
3
2
i.
As demais soluc¸o˜es, que podera˜o ser encontradas facilmente, pore´m omitiremos os
ca´lculos, sera˜o: ζ06 = 1, ζ
2
6 = −
1
2
+
√
3
2
i, ζ36 = −1, ζ46 = −
1
2
−
√
3
2
i, ζ56 =
1
2
−
√
3
2
i.
Vejamos geometricamente a figura 3.3:
Figura 3.3: Representac¸a˜o geome´trica de z6 = 1
Enfim, associando o conceito de extenso˜es alge´bricas e ra´ızes n-e´simas, temos o seguinte
teorema:
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Teorema 3.24. Se ζn e´ uma raiz n-e´sima da unidade, enta˜o [Q[ζn] : Q] = φ(n).
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [6] ou [10].
Em particular, se n e´ primo, a extensa˜o tera´ grau n− 1.
3.5 Soluc¸o˜es de equac¸o˜es do tipo xn = α
Como ja´ sabemos, dada uma equac¸a˜o polinomial com coeficientes reais, nem sem-
pre conseguimos encontrar suas soluc¸o˜es dentro desse mesmo corpo. Pore´m, certamente
encontramos todas no corpo dos complexos.
Dada uma equac¸a˜o do tipo xn = α, com α ∈ C e n inteiro positivo, e´ sempre poss´ıvel
identificar uma raiz ω, e a partir dela, usando as ra´ızes n-e´simas da unidade, determina-se
as demais:
{ ωζ0n = ω, ωζn, ωζ2n, ..., ωζn−1n }.
Exemplo 3.25. Determine as soluc¸o˜es de x8 = 2.
Poder´ıamos resolver essa equac¸a˜o de modo ana´logo a` forma como resolvemos z6 = 1
na sec¸a˜o anterior, no entanto, a maneira que acabamos de apresentar e´ bem mais pra´tica,
vejamos.
Inicialmente, devemos determinar ζ8:
ζ8 = cos
(
2pi
8
)
+ i sen
(
2pi
8
)
= cos
(pi
4
)
+ i sen
(pi
4
)
=
√
2
2
+
√
2
2
i
Ale´m disso, temos ω = 8
√
2, e enta˜o as soluc¸o˜es sera˜o:
ωζ08 =
8
√
2 · (1) = 8√2
ωζ8 =
8
√
2 ·
(√
2
2
+
√
2
2
i
)
ωζ28 =
8
√
2 · (i) = 8√2i
ωζ38 =
8
√
2 ·
(
−
√
2
2
+
√
2
2
i
)
ωζ48 =
8
√
2 · (−1) = − 8√2
ωζ58 =
8
√
2 ·
(
−
√
2
2
−
√
2
2
i
)
ωζ68 =
8
√
2 · (−i) = − 8√2i
ωζ78 =
8
√
2 ·
(√
2
2
−
√
2
2
i
)
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Visualizemos essa soluc¸a˜o geometricamente, na figura 3.4, temos enta˜o que as ra´ızes
sa˜o os ve´rtices do pol´ıgono regular de oito lados, o octo´gono, inscrito numa circunfereˆncia
de raio 8
√
2.
Figura 3.4: Representac¸a˜o geome´trica de x8 = 2
Cap´ıtulo 4
Teoria de Galois
No presente cap´ıtulo, trataremos do mais importante objeto necessa´rio ao nosso obje-
tivo, a Teoria de Galois, que basicamente serve para transformar o problema de encontrar
ra´ızes por meio de radicais, em um problema de grupos.
4.1 Corpo de Decomposic¸a˜o
Como vimos, na Definic¸a˜o de 2.15, um polinoˆmio moˆnico pode ser reescrito como um
produto de polinoˆmios de grau um, desde que esteja num corpo que possua todas suas
ra´ızes.
Definic¸a˜o 4.1. Seja f(x) ∈ K[x]. O menor subcorpo de C que conte´m K e todas as
ra´ızes de f(x), e´ chamado corpo de decomposic¸a˜o do polinoˆmio f(x), e denotaremos por
L = Gal(f,K).
Podemos obter o corpo de decomposic¸a˜o de f(x) por meio de um processo recursivo
que chamamos de adjunc¸a˜o de ra´ızes:
K0 = K ⊂ K1 = K[α1] ⊂ K2 = K1[α2] ⊂ ... ⊂ Kr = Kr−1[αr],
onde αi, i = 1, 2, ..., r sa˜o as distintas ra´ızes de f(x), Kr e´ o menor subcorpo de C
contendo K e as ra´ızes α1, ..., αi e portanto Kr = Gal(f,K), ou seja, Kr = K[α1, ..., αr].
Exemplo 4.2. Determine o Gal(x3 − 2,Q). Obviamente trata-se de um subcorpo de C,
mas, como determina´-lo?
Sabemos que esse polinoˆmio pertence a` Q[x], e e´ irredut´ıvel no mesmo, portanto para
que este se decomponha por completo, devemos estender esse corpo. Notemos que 3
√
2
e´ uma das ra´ızes desse polinoˆmio, e enta˜o na extensa˜o Q[ 3
√
2] | Q ele e´ redut´ıvel, pore´m
na˜o totalmente decomposto, uma vez que nele na˜o se encontra as outras duas ra´ızes do
polinoˆmio. Enta˜o necessitamos fazer uma outra extensa˜o que contenha as outras duas
ra´ızes do polinoˆmio, ela sera´ do tipo Q[ 3
√
2, ζ3] | Q[ 3
√
2], onde ζ3 = −12 +
√
3i
2
∈ C. Note
que nessa extensa˜o temos as treˆs ra´ızes do polinoˆmio, a saber, 3
√
2, 3
√
2ζ3 e
3
√
2ζ23 , onde
ζ23 = −12 −
√
3i
2
. Portanto conclu´ımos que Gal(x3 − 2,Q) = Q[ 3√2, ζ3].
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Generalizando o exemplo acima, temos que Gal(xn− a,Q) = Q[ n√a, ζn], sempre que a
for positivo ou n for ı´mpar.
Ainda sobre corpo de decomposic¸a˜o, segue um importante teorema:
Teorema 4.3. Seja f(x) ∈ K[x] um polinoˆmio de grau n > 0 e L seu corpo de decom-
posic¸a˜o, enta˜o [L : K] ≤ n!.
Demonstrac¸a˜o. Provemos por induc¸a˜o. Para n = 1, temos que f(x) = ax+b, com a, b ∈ K
e a 6= 0. Seja α a raiz de f(x), tem-se que α = − b
a
, e enta˜o α ∈ K, logo K(α) = K e
[K : K] = 1 ≤ 1!.
Suponhamos que a afirmac¸a˜o seja verdadeira para n = k − 1.
Seja enta˜o α1, α2, . . . , αk as ra´ızes de f(x) ∈ K, enta˜o
f(x) = (x− α1)(x− α2) . . . (x− αk)
e seu corpo de decomposic¸a˜o sera´ L = K(α1, α2, . . . , αk).
Reescrevendo f(x) como sendo f(x) = (x − α1)g(x), com g(x) ∈ K(α1) e g(x) =
(x− α2)(x− α3) . . . (x− αk), seu corpo de decomposic¸a˜o sera´
K(α1)(α2, α3, . . . , αk) = K(α1, α2, . . . , αk) = L
Notemos que ∂g(x) = n− 1, e enta˜o, usando a hipo´tese de induc¸a˜o,
[L : K(α1)] ≤ (n− 1)!
Pela lei da torre, vista na proposic¸a˜o 3.11,
[L : K] = [L : K(α1)] [K(α1) : K] ≤ (n− 1)! [K(α1) : K].
Agora pela pro´pria construc¸a˜o, tem-se que α1 e´ raiz de um polinoˆmio de grau n, e
pelo que vimos sobre polinoˆmio minimal na sec¸a˜o 3.1, sabemos que o grau do polinoˆmio
minimal de α1 e´ ≤ n, e enta˜o:
[L : K] = (n− 1)! · n =⇒ [L : K] = n!
Vejamos um exemplo: Seja f(x) = (x7 − 5) um polinoˆmio de coeficientes em Q, de
grau 7, segundo o teorema acima, a extensa˜o em que f(x) se decompo˜e tem grau ≤ 7!,
comprovemos. O corpo de decomposic¸a˜o de f(x) e´ Q[ 7
√
5, ζ7] (ver Exemplo 4.2). Temos
que [Q[ 7
√
5] : Q] = 7 e [Q[ζ7] : Q] = 6 (ver Teorema 3.24), e enta˜o a Lei da Torre (ver
Proposic¸a˜o 3.11) garante que [Q[ 7
√
5, ζ7] : Q] = 7.6 = 42 ≤ 7!
CAPI´TULO 4. TEORIA DE GALOIS 62
4.2 Extenso˜es Normais e Galoisianas
Definic¸a˜o 4.4. Seja L | K uma extensa˜o alge´brica, chamamos de extensa˜o normal, se
todo polinoˆmio irredut´ıvel em K que tenha uma raiz em L, possuir todas as suas ra´ızes
em L.
Do exemplo citado na sec¸a˜o anterior, podemos afirmar que a extensa˜o Q[ 3
√
2, ζ3] | Q e´
uma extensa˜o normal, enquanto que Q[ 3
√
2] | Q, na˜o e´, pois um polinoˆmio que contenha
uma raiz em Q[ 3
√
2] seria x3 − 2, pore´m ele na˜o possui suas outras ra´ızes nessa mesma
extensa˜o, diferente do que acontece na extensa˜o Q[ 3
√
2, ζ3].
Vimos na definic¸a˜o 2.20 a definic¸a˜o de um polinoˆmio separa´vel. Podemos definir enta˜o
uma extensa˜o separa´vel.
Definic¸a˜o 4.5. Seja L | K uma extensa˜o, ela sera´ separa´vel se todo elemento de L for
raiz de um polinoˆmio separa´vel com coeficientes em K.
Vale ressaltar ainda que, como vimos, por tratarmos de subcorpos de C, todos os
polinoˆmios irredut´ıveis sa˜o separa´veis.
Definic¸a˜o 4.6. Seja L | K uma extensa˜o, ela e´ dita extensa˜o galoisiana se ela for normal
e separa´vel. Como trabalhamos com extenso˜es que sa˜o subcorpos de C, enta˜o elas sera˜o
sempre separa´veis. Sendo assim uma extensa˜o sera´ galoisiana se, e somente se, for normal.
Seja M um subcorpo intermedia´rio da extensa˜o galoisiana L | K, pode-se afirmar que
L | M e´ galoisiana, pore´m M | K, na˜o e´ necessariamente galoisiana. Usando o mesmo
exemplo, seja K = Q, M = Q[ 3
√
2] e L = Q[ 3
√
2, ζ3], facilmente verificamos tal afirmac¸a˜o.
4.3 Automorfismos de Corpos
No cap´ıtulo 1, ao estudar grupos, vimos a definic¸a˜o de homomorfismos, e mais par-
ticularmente de automorfismos. Agora vejamos a definic¸a˜o para corpos, que ocorre de
maneira similar.
Definic¸a˜o 4.7. Seja K um corpo, e σ uma bijec¸a˜o, tal que σ : K→ K e preserva a soma
e o produto de modo que, ∀a, b ∈ K:
σ(a+ b) = σ(a) + σ(b)
σ(a · b) = σ(a) · σ(b)
A` essa bijec¸a˜o σ denominamos automorfismo. E denotaremos por AutK o conjunto
de todos os automorfismos de K.
Proposic¸a˜o 4.8. O conjunto dos automorfismos de um corpo L, AutL e´ um grupo com
a operac¸a˜o composic¸a˜o.
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Demonstrac¸a˜o. Sabe-se que o corpo satisfaz todas as propriedades de grupo. Sendo assim,
a prova segue ana´loga a` da Proposic¸a˜o 1.29.
Dada a extensa˜o L | K, nos interessa o estudos dos automorfismos dessa extensa˜o,
ditos os automorfismos de L, que preservam K, denotaremos o conjunto desses automor-
fismos por AutK L. Entendam por preservar, manter todos os elementos do corpo base,
K inalterados.
Definic¸a˜o 4.9. O grupo de automorfismos de uma extensa˜o e´ chamado de Grupo de
Galois:
AutK L := {σ : L→ L;σ(k) = k, ∀k ∈ K}
Proposic¸a˜o 4.10. Seja σ ∈ AutK L, f(x) ∈ K[x] e α e´ raiz de f(x), enta˜o σ(α) tambe´m
e´ uma raiz de f(x).
Demonstrac¸a˜o. Inicialmente, mostremos que σ(f(x)) = f(σ(x)).
σ(f(x)) = σ(anx
n + an−1xn−1 + · · ·+ a1x+ a0)
= σ(anx
n) + σ(an−1xn−1) + · · ·+ σ(a1x) + σ(a0)
= σ(an)σ(x
n) + σ(an−1)σ(xn−1) + · · ·+ σ(a1)σ(x) + σ(a0)
= f(σ(x))
Portanto,
σ(f(α)) = f(σ(α))
Como f(α) = 0 e todo automorfismo leva zero nele pro´prio:
f(σ(α)) = σ(f(α)) = σ(0) = 0
Portanto σ(α) e´ uma raiz de f(x), e fazendo σ(α) = β:
σ(f(α)) = f(β) = 0
Logo, o automorfismo leva uma raiz de f(x) em outra raiz.
Proposic¸a˜o 4.11. O grupo AutK L, definido anteriormente e´ um subgrupo de AutL.
Demonstrac¸a˜o. Da Proposic¸a˜o 4.8, sabemos que AutL e´ um grupo com a operac¸a˜o com-
posic¸a˜o de func¸o˜es. Usando a Proposic¸a˜o 1.4, devemos mostrar que dados σ, ψ ∈ AutK L,
teremos σ ◦ ψ ∈ AutK L e σ−1 ∈ AutK L, vejamos.
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Seja x ∈ K, da definic¸a˜o de automorfismo e da definic¸a˜o de AutK L,
(σ ◦ ψ)(x) = σ(ψ(x)) = σ(x) = x
Garantindo assim a primeira condic¸a˜o. Teremos tambe´m σ−1 ∈ AutK L, pois
x = σ−1σ(x) = σ−1(x)
Conclu´ımos assim, que AutK L ≤ AutL.
O grupo AutK L tambe´m admite subgrupos. Dada a extensa˜o L | K, e sendo M um
corpo intermedia´rio, ou seja K ⊂ M ⊂ L, temos que AutM L ≤ AutK L, veremos mais
detalhes na sec¸a˜o 4.4, quando faremos um estudo sobre a Correspondeˆncia de Galois.
Teorema 4.12. Seja K ⊂M ⊂ L, e L | K uma extensa˜o galoisiana. Se a extensa˜o M | K
for galoisiana, enta˜o AutM LE AutK L.
Demonstrac¸a˜o. De modo ana´logo ao que fizemos na proposic¸a˜o 4.11, teremos que AutM L ≤
AutK L.
Agora, seja H = AutM L e G = AutK L, devemos mostrar que H EG.
Da Definic¸a˜o 2.15 temos que H EG se gHg−1 = H, ∀g ∈ G.
Seja h ∈ H e g ∈ G, devemos ter,
ghg−1 ∈ H ou seja, ghg−1(x) ∈M, ∀x ∈M
Seja {α1, α2, . . . , αn} uma base da extensa˜o M | K, enta˜o se x ∈M, temos que,
x = a1α1 + a2α2 + · · ·+ anαn, com a1, a2, . . . , an ∈ K
E fazendo ghg−1(x) teremos:
ghg−1(x) = ghg−1(a1α1 + a2α2 + · · ·+ anαn)
= a1ghg
−1(α1) + a2ghg−1(α2) + · · ·+ anghg−1(αn)
E de acordo com a Proposic¸a˜o 4.10, temos que, se p(x) ∈ K[x] e´ o polinoˆmio minimal
de α, o fato de M | K ser uma extensa˜o normal faz com que todas as ra´ızes de p(x) = 0
estejam em M. Como g e´ um automorfismo enta˜o g(α) sera´ uma outra raiz de p(x) e
portanto esta´ em M . Repetindo-se esse procedimento para os elementos α1, α2, . . . , αn,
conclu´ımos que g(x) ∈M para todo x ∈M . Analogamente, g−1(x) ∈M. Por fim,
ghg−1(x) = g(h(g−1(x))) = gg−1(x) = x ∈M
Como quer´ıamos demonstrar.
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Teorema 4.13. Seja L | K uma extensa˜o finita. Enta˜o as seguintes condic¸o˜es sa˜o equi-
valentes:
(a) L | K galoisiana;
(b) L | K normal;
(c) [L : K] = |AutK L|.
Demonstrac¸a˜o. (a) =⇒ (b): segue da Definic¸a˜o 4.6.
(b) =⇒ (c): Seja p(x) ∈ K[x] o polinoˆmio minimal de α, tal que L = K(α), e seja
ainda σ ∈ AutK L. Como sabemos, σ(α) = α′, onde α′ e´ tambe´m raiz de p(x) e α′ ∈ L.
Logo K[α′] ⊂ L e [K[α′] : K] = [L : K] = ∂p(x) enta˜o L = K[α] = K[α′]. Como σ fica
determinado com o queˆ faz com α, enta˜o |AutK L| e´ no ma´ximo igual a quantidade de
ra´ızes de p(x), que e´ no ma´ximo ∂p(x) = [L : K], logo |AutK L| ≤ [L : K].
O leitor pode em [2], consultar a prova de que [L : K] ≤ |AutK L|, e enta˜o [L : K] =
|AutK L|.
(c) =⇒ (a) Supondo [L : K] = |AutK L|, mostremos que L | K e´ galoisiana.
Seja p(x) o polinoˆmio separa´vel e minimal de α, e L = K[α]. Seja ainda σ ∈ AutK L,
tem-se que σ(α) ∈ L e e´ outra raiz de p(x). Assim |AutK L| e´ menor ou igual ao nu´mero
de ra´ızes de p(x). Agora, como [L : K] = |AutK L|, teremos |AutK L| = ∂p(x) que e´ igual
ao nu´mero de ra´ızes de p(x) em L. Segue que L conte´m todas as ra´ızes de p(x), e portanto
L = Gal(p(x),K), e L | K e´ galoisiana.
Proposic¸a˜o 4.14. Se L | K e´ o corpo de decomposic¸a˜o de um polinoˆmio de grau n em K,
enta˜o AutK L e´ isomorfo a um subgrupo de Sn(grupo das permutac¸o˜es de n elementos).
Demonstrac¸a˜o. Seja σ ∈ AutK L, p(x) o polinoˆmio de grau n que se decompo˜e na extensa˜o
L | K, α uma raiz de p(x) e ω o conjunto das n ra´ızes de p(x). Como sabemos, o
automorfismo leva uma raiz de um polinoˆmio em outra, assim, σ(α) e´ tambe´m uma raiz
de p(x), ou seja, os automorfismos permutam as ra´ızes de p(x). Como temos n ra´ızes sendo
permutadas, e diante do que ja´ vimos sobre o grupo das permutac¸o˜es, podemos concluir
que o conjunto dos automorfismos e´ um subconjunto do conjunto das permutac¸o˜es de n
elementos, portanto AutK L e´ isomorfo a` um subgrupo de Sn.
No intuito de ilustrar o que foi visto nessa sec¸a˜o, vejamos um exemplo:
Exemplo 4.15. Usando o exemplo que vinhamos tratando, determinemos o grupo de
Galois da extensa˜o Gal(x3 − 2,Q).
Vimos no Exemplo 4.2 que o corpo de decomposic¸a˜o de p(x) = x3 − 2 e´ Q[ 3√2, ζ3].
Da Lei da Torre, temos que:
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[Q[ 3
√
2, ζ3] : Q] = [Q[
3
√
2, ζ3] : Q[
3
√
2]] · [Q[ 3
√
2] : Q]
= 2 · 3
= 6
E do item (c) do Teorema 4.13, temos que |AutQQ[ 3
√
2, ζ3]| = 6.
Seja x ∈ Q[ 3√2, ζ3], tal que,
x = a0 + a1
3
√
2 + a2
3
√
22 + a3ζ3 + a4
3
√
2ζ3 + a5
3
√
22ζ3
Com ai ∈ Q e i = 1, 2, 3, 4, 5.
Seja ainda σ ∈ AutQQ[ 3
√
2, ζ3], tal que σ(a) = a, ∀a ∈ Q. Fazendo σ(x) teremos:
σ(x) = σ(a0 + a1
3
√
2 + a2
3
√
22 + a3ζ3 + a4
3
√
2ζ3 + a5
3
√
22ζ3)
= σ(a0) + σ(a1
3
√
2) + σ(a2
3
√
22) + σ(a3ζ3) + σ(a4
3
√
2ζ3) + σ(a5
3
√
22ζ3)
= a0 + σ(a1)σ(
3
√
2) + σ(a2)σ(
3
√
22) + σ(a3)σ(ζ3) + σ(a4)σ(
3
√
2ζ3) + σ(a5)σ(
3
√
22ζ3)
= a0 + a1σ(
3
√
2) + a2σ(
3
√
22) + a3σ(ζ3) + a4σ(
3
√
2ζ3) + a5σ(
3
√
22ζ3)
= a0 + a1σ(
3
√
2) + a2σ(
3
√
2)2 + a3σ(ζ3) + a4σ(
3
√
2)σ(ζ3) + a5σ(
3
√
2)2σ(ζ3)
= a0 + a1σ(
3
√
2) + a2(σ(
3
√
2))2 + a3σ(ζ3) + a4σ(
3
√
2)σ(ζ3) + a5(σ(
3
√
2))2σ(ζ3)
Como 3
√
2 e ζ3 na˜o pertencem a` Q, notemos que os automorfismos sa˜o caracterizado
pelo que eles fazem com 3
√
2 e ζ3. Sabemos que as ra´ızes de p(x) = x
3 − 2 sa˜o 3√2, 3√2ζ3,
e 3
√
2ζ23 , e que as ra´ızes 3-e´simas da unidade sa˜o ζ3 e ζ
2
3 . Dessa forma, podemos definir
os automorfismos de AutQQ[ 3
√
2, ζ3], como sendo σij, onde os ı´ndices i e j sera˜o tais que
o ı´ndice i caracteriza o que σij faz com
3
√
2 e o ı´ndice j, pelo que faz com ζ3. Sendo que
o ı´ndice i leva 3
√
2 nas treˆs ra´ızes do polinoˆmio, por isso i = 1, 2, 3 e o ı´ndice j leva ζ3
nas ra´ızes 3-e´simas primitivas da unidade, por isso j = 1, 2. Vejamos a essa descric¸a˜o na
tabela abaixo:
σij σij(
3
√
2) σij(ζ3)
σ11 = e
3
√
2 ζ3
σ12
3
√
2 ζ23
σ21
3
√
2ζ3 ζ3
σ22
3
√
2ζ3 ζ
2
3
σ31
3
√
2ζ23 ζ3
σ32
3
√
2ζ23 ζ
2
3
Enfim, conclu´ımos que AutQQ[ 3
√
2, ζ3] = {e = σ11, σ12, σ21, σ22, σ31, σ32}.
Vale ainda ressaltar, que comprova-se aqui a proposic¸a˜o 4.14, uma vez que nosso po-
linoˆmio tem grau 3, e o grupo AutQQ[ 3
√
2, ζ3] que encontramos, e´ isomorfo a um subgrupo
de S3, precisamente ao pro´prio S3.
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4.4 Correspondeˆncia de Galois
A chamada Correspondeˆncia de Galois, estuda basicamente a relac¸a˜o entre uma ex-
tensa˜o galoisiana e seus corpos intermedia´rios, com seu grupo de Galois e seus subgrupos.
Antes de enunciarmos de fato o principal teorema, vale ressaltar que dada uma ex-
tensa˜o galoisiana L | K, enta˜o K e´ o corpo preservado pelos automorfismos de L perten-
centes ao grupo AutK L.Vejamos agora o teorema que e´ fruto dos principais resultados da
Teoria de Galois.
Teorema 4.16. (Teorema Fundamental da Teoria de Galois)
Seja L | K uma extensa˜o galoisiana, K ⊂ M ⊂ L e ∆ o conjunto de todos os corpos
intermedia´rios dessa extensa˜o, ou seja, ∆ := {M |K ⊂M ⊂ L}. Seja ainda Θ o conjunto
dos subgrupos de AutK L, ou seja, Θ := {AutM L |K ⊂ M ⊂ L}. Por fim, considere a
aplicac¸a˜o:
ψ : ∆ → Θ
M 7→ AutM L .
Enta˜o:
i. ψ e´ uma bijec¸a˜o;
ii. Assim como temos que [L : K] = |AutK L|, temos tambe´m que [L : M] = |AutM L| e
[M : K] =
∣∣∣∣AutK LAutM L
∣∣∣∣;
iii. Se K ⊂M1 ⊂M2 ⊂ L, enta˜o AutK L ≥ AutM1 L ≥ AutM2 L;
iv. Como vimos, se L | K e´ galoisiana, enta˜o L | M e´ galoisiana, ja´ M | K e´ galoisiana
se, e somente se, AutM LE AutK L. Se for esse o caso, enta˜o AutKM ' AutK L
AutM L
;
Demonstrac¸a˜o. i. Seja K ⊂M ⊂ L, podemos associar M ao automorfismo AutM L que
e´ um subgrupo de AutK L.
Seja K ⊂M1,M2 ⊂ L. Suponha que AutM1 L = AutM2 L. Agora, seja σ ∈ AutM1 L =
AutM2 L. Seja α ∈ M1 enta˜o σ(α) = α, assim α ∈ M2, pois σ ∈ AutM2 L, e portanto
M1 ⊂ M2. Analogamente, M2 ⊂ M1. Dessa forma, temos que M1 = M2, provando
assim que ψ e´ injetiva.
Agora, seja G ⊂ Θ, tome M′ = {α ∈ L|h(α) = α, ∀h ∈ G}. Temos que K ⊂M′ pois
h(α) = α, ∀α ∈ K e h ∈ G. Se α, β ∈M′ temos:
h(α + β) = h(α) + h(β) = α + β
h(α · β) = h(α) · h(β) = α · β
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Note que 0 e 1 esta˜o em M′ trivialmente. Temos ainda que o elemento sime´trico e o
elemento inverso pertencem a M′, pois seja α ∈M′, enta˜o:
h(−α) + α = h(−α) + h(α) = h(−α + α) = h(0) = 0.
Logo h(−α) = −α. Agora, seja α ∈M′ com α 6= 0, enta˜o:
h(α−1) · α = h(α−1) · h(α) = h(α−1 · α) = h(1) = 1.
Logo h(α−1) = α−1.
Portanto M′ e´ um corpo e temos K ⊂ M′ ⊂ L. Enta˜o ∃M′ tal que G = AutM′ L,
onde ψ(M′) = AutM′ L. Logo ψ e´ tambe´m sobrejetiva, e portanto bijetiva.
ii. Ja´ demonstramos no item c da Proposic¸a˜o 4.13 que [L : K] = |AutK L|, e de modo
ana´logo teremos que [L : M] = |AutM L|. Da Lei da Torre, vista na proposic¸a˜o 3.11:
[L : K] = [L : M][M : K] =⇒ |AutK L| = |AutM L|[M : K] =⇒
[M : K] =
|AutK L|
|AutM L|
Por fim, do Lema 1.23 e do Teorema 4.12, segue que,
[M : K] =
∣∣∣∣AutK LAutM L
∣∣∣∣ .
iii. Da cadeia K ⊂ M1 ⊂ M2 ⊂ L, e como, por hipo´tese temos que L | K e´ galoisiana,
como ja´ sabemos, L |M1 e L |M2 tambe´m sera˜o galoisianas.
Do Teorema 4.12, temos que, da extensa˜o L | M1, AutK L D AutM1 L e de L | M2,
AutM1 LD AutM2 L. Portanto:
AutK LD AutM1 LD AutM2 L.
Como usamos D para classificar subgrupos normais, que sa˜o simplesmente subgrupos,
podemos reescrever essa sentenc¸a usando ≥:
AutK L ≥ AutM1 L ≥ AutM2 L.
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iv. Ana´logo ao que fizemos no item anterior, como L | K e´ galoisiana, L | M tambe´m e´,
logo, segue do Teorema 4.12 que,
AutM LE AutK L.
Seja
f : AutKL → AutKM
σ 7→ σ |M ,
onde σ |M sa˜o os automorfismos restritos aos elementos de M.
Note que como M | K e´ galoisiana enta˜o, dado α ∈ M, tal que α e´ raiz de um
polinoˆmio minimal em M[x], de acordo com a Proposic¸a˜o 4.10, σ(α) ∈M, e portanto
a func¸a˜o f esta´ bem definida e facilmente verifica-se que f e´ um homomorfismo de
grupos e que e´ sobrejetivo.
O nu´cleo de f , denotado por Ker(f), sa˜o todos os automorfismos σ ∈ AutKL tais que
σ |M= idM, ou seja, Ker(f) = AutML. Como AutML E AutKL, enta˜o, pelo Teorema
4.12, temos bem definido o grupo
AutKL
AutML
e temos que a aplicac¸a˜o:
f¯ :
AutKL
AutML
→ AutKM
σ¯ 7→ σ |M
E de acordo com o Teorema 1.28, f¯ e´ um isomorfismo. Enta˜o conclu´ımos que
AutKM ' AutKL
AutML
.
Continuando a trabalhar com o polinoˆmio p(x) = x3− 2, vejamos num exemplo como
acontece a relac¸a˜o estabelecida com a Correspondeˆncia de Galois.
Exemplo 4.17. Estabelec¸a a relac¸a˜o entre a extensa˜o Q[ 3
√
2, ζ3] | Q e seus subcorpos,
com o grupo AutQQ[ 3
√
2, ζ3] e seus subgrupos.
Na sec¸a˜o 1.7.1, determinamos todos os subgrupos de S3, a saber: H1 = {e};H2 =
{e, αβ};H3 = {e, α};H4 = {e, βα};H5 = {e, β, β2}; e H6 = S3.
Enumeremos as treˆs ra´ızes de p(x) = x3−2, a saber 3√2, 3√2ζ3, 3
√
2ζ23 , respectivamente
por 1, 2 e 3. Observamos o queˆ cada σij faz com
3
√
2 e ζ3, atrave´s da tabela do exemplo
4.15:
σ11 :
 3√2 3√2ζ3 3√2ζ23↓ ↓ ↓
3
√
2 3
√
2ζ3
3
√
2ζ23
 =⇒ ( 1 2 3
1 2 3
)
= e
σ12 :
 3√2 3√2ζ3 3√2ζ23↓ ↓ ↓
3
√
2 3
√
2ζ23
3
√
2ζ3
 =⇒ ( 1 2 3
1 3 2
)
= αβ
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σ21 :
 3√2 3√2ζ3 3√2ζ23↓ ↓ ↓
3
√
2ζ3
3
√
2ζ23
3
√
2
 =⇒ ( 1 2 3
2 3 1
)
= β
σ22 :
 3√2 3√2ζ3 3√2ζ23↓ ↓ ↓
3
√
2ζ3
3
√
2 3
√
2ζ23
 =⇒ ( 1 2 3
2 1 3
)
= α
σ31 :
 3√2 3√2ζ3 3√2ζ23↓ ↓ ↓
3
√
2ζ23
3
√
2 3
√
2ζ3
 =⇒ ( 1 2 3
3 1 2
)
= β2
σ32 :
 3√2 3√2ζ3 3√2ζ23↓ ↓ ↓
3
√
2ζ23
3
√
2ζ3
3
√
2
 =⇒ ( 1 2 3
3 2 1
)
= βα
Com isso podemos determinar os subgrupos de AutQQ[ 3
√
2, ζ3], atrave´s da relac¸a˜o de
isomorfismo com os subgrupos de S3. Chamemos de Jk os subgrupos de AutQQ[ 3
√
2, ζ3]:
H1 = {e} ' {σ11} = J1
H2 = {e, αβ} ' {σ11, σ12} = J2
H3 = {e, α} ' {σ11, σ22} = J3
H4 = {e, βα} ' {σ11, σ32} = J4
H5 = {e, β, β2} ' {σ11, σ22, σ31} = J5
H6 = {e, αβ, α, β, β2, βα} ' {σ11, σ12, σ22, σ21, σ31, σ32} = J6
E agora, relacionemos cada subgrupo Jk de AutQQ[ 3
√
2, ζ3] a` um subcorpo Mk de
Q[ 3
√
2, ζ3] | Q:
J1 =⇒M1 = Q[ 3
√
2, ζ3]
J2 =⇒M2 = Q[ 3
√
2]
J3 =⇒M3 = Q[ 3
√
2ζ23 ]
J4 =⇒M4 = Q[ 3
√
2ζ3]
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J5 =⇒M5 = Q[ζ3]
J6 =⇒M6 = Q
Assim, Jk e´ o grupo de automorfismos de Q[ 3
√
2, ζ3] que preserva Mk, ou seja, Jk =
AutMk Q[
3
√
2, ζ3].
A titulo de curiosidade, vejamos que em J3 ale´m da identidade, tem-se σ22, e enta˜o
σ22(
3
√
2ζ23 ) = σ22(
3
√
2)σ22(ζ
2
3 ) =
3
√
2ζ3ζ3 =
3
√
2ζ23 , enta˜o, de fato, σ22 preserva Q[
3
√
2ζ23 ].
Por fim, sobre o grupo de Galois e extenso˜es envolvendo ra´ızes n-e´simas, vale destacar:
Proposic¸a˜o 4.18. Tome K um subcorpo de C e ζn ∈ C uma raiz n-e´sima primitiva da
unidade. Enta˜o a extensa˜o K[ζn] | K e´ galoisiana e seu grupo de Galois e´ isomorfo a um
subgrupo de Z∗n, sendo portanto abeliano.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [5] ou [15].
Proposic¸a˜o 4.19. Seja K um subcorpo de C que conte´m, uma raiz n-e´sima primitiva da
unidade. Dado α ∈ C tal que αn ∈ K, enta˜o a extensa˜o K[α] | K e´ galoisiana e seu grupo
de Galois e´ c´ıclico.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [15].
Teorema 4.20. Seja L | K uma extensa˜o de grau n. Se AutK L e´ um grupo c´ıclico, e se
L contem uma ra´ız n-e´sima primitiva da unidade, enta˜o ∃a ∈ K com a 6= 0 tal que xn−a
seja irredut´ıvel em K[x] e L = Gal(xn − a,K). Ale´m disso, ∀α ∈ L tal que αn = a temos
L = K[α].
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [6].
Teorema 4.21. Se ζn e´ uma raiz n-e´sima primitiva da unidade. Enta˜o [Q[ζn] : Q] = φ(n).
Consequentemente AutQQ[ζn] ' Z∗n.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [15].
Cap´ıtulo 5
Solubilidade por Radicais
Neste cap´ıtulo, definiremos solubilidade por radicais, de modo a mostrar quais tipo
de equac¸o˜es polinomiais tem essa caracter´ıstica. E para tal, usaremos a Correspondeˆncia
de Galois para transformar esse problema de encontrar soluc¸o˜es de uma equac¸a˜o, num
problema de grupos.
Podemos dizer que f(x) = 0 e´ solu´vel por radicais, se possuir uma raiz expressa por
meio de radicais. Por exemplo: dada a equac¸a˜o x4 − 7x2 + 10 = 0, suas soluc¸o˜es sera˜o
{√2, −√2, √5, −√5}.
5.1 Extensa˜o Radical
Definic¸a˜o 5.1. Dizemos que L | K e´ uma extensa˜o radical se existirem corpos inter-
media´rios Ki, com i = 1, 2, ..., t, tais que,
K = K0 ⊂ K1 = K0[α1] ⊂ K2 = K1[α2] ⊂ · · · ⊂ Kt−1 = Kt−2[αt−1] ⊂ Kt = Kt−1[αt] = L,
onde para cada i ∈ {1, 2, . . . ,m}, existe mi ∈ Z tal que αmii ∈ Ki−1.
Lema 5.2. Seja L | K uma extensa˜o radical. Enta˜o ∃M, com L ⊂ M, tal que M | K e´
radical e galoisiana.
Demonstrac¸a˜o. Ver demonstrac¸a˜o em [2].
Podemos agora, definir equac¸a˜o solu´vel por radicais.
Definic¸a˜o 5.3. Seja f(x) um polinoˆmio sobre K, subcorpo de C, e seja L = Gal(f,K)
seu corpo de decomposic¸a˜o. Dizemos que f(x) = 0 e´ solu´vel por radicais se existe um
corpo M, tal que K ⊂ L ⊂M, com M | K seja radical.
Notemos que L | K na˜o precisa ser uma extensa˜o radical. Ilustremos com um exemplo.
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Exemplo 5.4. Suponhamos que uma das soluc¸o˜es de f(x) = 0 seja:
x =
√
2 +
5
√
8 +
3
√
5
Fazendo α =
√
2, β = 3
√
5 e γ = 5
√
8 + β, uma extensa˜o L | Q que contenha x pode
ser obtida da seguinte maneira:
Q ⊂ Q[α] ⊂ Q[α; β] ⊂ Q[α; β; γ] = L
E notemos que α2 ∈ Q, β3 ∈ Q[α] e γ5 ∈ Q[α; β], portanto L | Q e´ uma extensa˜o
radical.
Vejamos o principal teorema desse cap´ıtulo:
Teorema 5.5. Seja f(x) ∈ K[x], um polinoˆmio na˜o-constante, com K ⊂ C, e seja
L = Gal(f,K). Enta˜o f(x) = 0 e´ solu´vel por radicais se, e somente se, o grupo de Galois
da extensa˜o L | K, AutK L, e´ um grupo solu´vel.
Demonstrac¸a˜o. (=⇒) Suponhamos que f(x) = 0 seja solu´vel por radicais, e L | K seja
seu corpo de decomposic¸a˜o. Da definic¸a˜o 5.3, ∃M com K ⊂ L ⊂ M, tal que M | K e´
radical, e enta˜o:
K = K0 ⊂ K1 = K0[α1] ⊂ · · · ⊂ Kt = Kt−1[αt] = M
Onde para cada i ∈ {1, 2, . . . , t}, ∃mi ∈ Z tais que αmii ∈ Ki−1. Por convenieˆncia,
escolhemos os mi’s positivos e mı´nimos.
Tome n = mmc(m1,m2, . . . ,mt), e seja ζn ∈ C uma raiz n-e´sima primitiva da unidade.
Fazendo M′ = M[ζn], onde K ⊂ L ⊂ M ⊂ M′, temos que M′ = K[α1, α2 . . . , αt, ζn], que e´
equivalente a M′ = K[ζn, α1, α2 . . . , αt], e M′[ζn] | K e´ uma extensa˜o radical, uma vez que
ζnn = 1 ∈ K, de acordo com a definic¸a˜o 5.1.
Temos enta˜o a seguinte cadeia:
M0 = K ⊂M1 = M0[ζn] ⊂M2 = M1[α1] ⊂ · · · ⊂Mt+1 = Mt[αt] = M′
Onde para cada i ∈ {1, 2, . . . , t}, temos que αmii ∈Mi−1.
Notemos que tanto L | K quanto M′ | K sa˜o extenso˜es galoisianas.
Seja Gi = AutMiM′, com i ∈ {0, 1, . . . , t+ 1}, do item iv. do Teorema 4.16 obtemos a
seguinte subse´rie normal:
G = G0 DG1 DG2 D · · ·DGt+1 = {e}
Ainda no item iv., do Teorema 4.16, segue que,
Gi−1
Gi
=
AutMi−1M′
AutMiM′
' AutMi−1Mi
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Analisando AutMi−1Mi, temos que, para i = 1, AutM0M1 = AutKK[ζn], que de acordo
com a Proposic¸a˜o 4.18, e´ abeliano.
Para n ≥ 2, segue da Proposic¸a˜o 4.19, que AutMi−1Mi c´ıclico, logo abeliano.
Portanto G = AutKM′ e´ solu´vel. Novamente do item iv. do Teorema 4.16 temos que,
AutK L ' AutKM
′
AutLM′
E portanto, do item ii. da proposic¸a˜o 1.47 segue que AutK L e´ solu´vel.
(⇐=) Agora suponha que AutK L seja um grupo solu´vel. Denotemos m = [L : K] e
tomemos n = mmc(2, 3, . . . ,m). Seja ζn uma raiz n-e´sima primitiva da unidade enta˜o
temos L[ζn] e´ uma extensa˜o finita de L. Como o polinoˆmio minimal de ζn sobre K e´
separa´vel, enta˜o seu polinoˆmio minimal sobre L tambe´m e´ separa´vel, logo L[ζn] : L e´ uma
extensa˜o separa´vel e e´ claro que L[ζn] conte´m todas as ra´ızes deste polinoˆmio. Portanto
L[ζn] : L e´, tambe´m, normal, e portanto galoisiana. Agora, considere a aplicac¸a˜o:
ψ : AutK[ζn] L[ζn] → Aut(K[ζn]∩L) L
σ 7→ σ |L
Como L | K e´ galoisiana enta˜o L | (K[ζn]∩L) tambe´m e´ galoisiana pois K ⊂ (K[ζn]∩L) ⊂
L e K[ζn] ∩ L e´ um corpo, enta˜o a aplicac¸a˜o ψ esta´ bem definida e e´ um homomorfismo.
Se ψ(σ) = idL enta˜o σ ∈ AutL L[ζn] mas como σ ∈ AutK[ζn] L[ζn] enta˜o σ(ζn) = ζn
logo σ = idL[ζn], portanto ψ e´ injetiva. Na verdade, ψ e´ sobrejetiva. De fato, seja
G′ = ψ(AutK[ζn] L[ζn]) e K′ o corpo associado a` G′ pela Correspondeˆncia de Galois. Note
que, pela definic¸a˜o de K′ temos que (K[ζn] ∩ L) ⊂ K′. Para todo σ ∈ G′ e todo α ∈ K′
temos σ(α) = α. Enta˜o, para todo η ∈ AutK[ζn] L[ζn] temos η(α) = η |L (α) = α. Enta˜o
α ∈ (K[ζn] ∩ L). Portanto K′ ⊂ (K[ζn] ∩ L). Isso mostra que AutK[ζn] L[ζn] e´ isomorfo a
Aut(K[ζn]∩L) L que e´ subgrupo de AutK L. Denotemos G = AutK[ζn] L[ζn]. Como AutK L e´
solu´vel enta˜o G e´ solu´vel, enta˜o garantimos a existeˆncia da subse´rie normal:
G = G0 DG1 DG2 D · · ·DGt = {e} (5.1)
onde
Gi−1
Gi
e´ abeliano para todo i ∈ {1, . . . , t}.
Como G e´ finito, a Proposic¸a˜o 1.26 permite que consideremos
Gi−1
Gi
c´ıclico, para todo
i ∈ {1, . . . , t}. Basta que fac¸amos um refinamento apropriado da subse´rie normal (5.1),
se necessa´rio.
De acordo com o Teorema 4.16, podemos associar a cada subgrupo dessa se´rie um
corpo intermedia´rio da extensa˜o L[ζn] | K[ζn]:
K[ζn] = L0 ⊂ L1 ⊂ · · · ⊂ Lt = L[ζn]
De modo que Gi = AutLi L[ζn], para todo i ∈ {0, 1, . . . , t}.
Visto que:
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Gi−1
Gi
=
AutLi−1 L[ζn]
AutLi L[ζn]
' AutLi−1 Li
Conclu´ımos que AutLi−1 Li e´ c´ıclico para todo i ∈ {1, . . . , t}.
Seja mi = [Li : Li−1]. Temos que mi | ([L[ζn] : K[ζn]]) = |G′|. Como G′ ⊂ AutK L
enta˜o mi | (|AutK L|) = [L : K], enta˜o mi | n. Portanto (ζn)
n
mi e´ uma raiz primitiva
mi-e´sima da unidade e pertence a Li. Enta˜o pelo Teorema 4.20, existem αi ∈ Li tais que
Li = Li−1[αi] e αmii ∈ Li−1, para todo i ∈ {1, . . . , t}, e tem-se:
K ⊂ K[ζn] = L0 ⊂ L0[α1] = L1 ⊂ L1[α2] = L2 ⊂ · · · ⊂ Lt−1[αt] = Lt = L[ζn]
Portanto, L[ζn] | K e´ uma extensa˜o radical e L ⊂ L[ζn], e de acordo com a Definic¸a˜o
5.3, temos que f(x) = 0 e´ solu´vel por radicais, concluindo assim nossa demonstrac¸a˜o.
Diante deste teorema e da proposic¸a˜o 4.14, podemos fazer a seguinte generalizac¸a˜o:
Seja f(x) um polinoˆmio na˜o constante em K[x], cujo ∂f(x) = m, m = 2, 3, 4. Seja
ainda L | K o corpo de decomposic¸a˜o de f(x), sabemos que AutK L e´ isomorfo a` Sm, e
para os valores de m aqui citados, temos que f(x) e´ solu´vel por radicais (como mostrado
na sec¸a˜o 1.8). Vale ressaltar que para um Sn, com n ≥ 5, apesar de este ser insolu´vel,
nada impede que ele possua subgrupos solu´veis. Veremos na pro´xima sec¸a˜o como essa
informac¸a˜o levaram matema´ticos a criarem fo´rmulas de resoluc¸o˜es de equac¸o˜es polinomiais
de graus m com m = 2, 3, 4.
De modo a exemplificar o teorema acima, observemos a seguinte equac¸a˜o polinomial:
xn − a = 0. Facilmente podemos notar e afirmar que trata-se de uma equac¸a˜o solu´vel
por radicais, uma vez que diante do que ja´ vimos em cap´ıtulos anteriores, suas n soluc¸o˜es
sera˜o: { n√a, n√aζn, n
√
aζ2n, ...,
n
√
aζn−1n }, com ζn = cos 2kpin + i sen 2kpin , k = 1, 2, ..., n.
Na proposic¸a˜o 5.12, da sec¸a˜o 5.3 o leitor pode verificar um exemplo de uma equac¸a˜o
cujo grupo grupo de automorfismos do corpo de decomposic¸a˜o, ou seja, o grupo de Galois
e´ um grupo solu´vel.
5.2 Equac¸o˜es de grau ≤ 4
Nesta sec¸a˜o discorreremos sobre o processo de construc¸a˜o das fo´rmulas de resoluc¸a˜o
de equac¸o˜es de grau ≤ 4, inclusive salientando que tais fo´rmulas so´ foram poss´ıveis de
serem descritas justamente pelo fato de tais equac¸o˜es serem solu´veis por meio de radicais.
O leitor interessado pode encontrar em [14] detalhes da histo´ria por tra´s de todo o
desenvolvimento dessas fo´rmulas.
5.2.1 Solubilidade de equac¸o˜es de grau ≤ 4
A resoluc¸a˜o de equac¸o˜es polinomiais e´ um problema muito antigo na histo´ria da ma-
tema´tica. Por volta de 1800 a.C., os babiloˆnicos ja´ utilizavam me´todos de resoluc¸a˜o
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de equac¸o˜es quadra´ticas, enquanto os eg´ıpcios so´ conheciam me´todos para resoluc¸a˜o de
equac¸o˜es lineares. Os gregos usavam a geometria pra resolver equac¸o˜es quadra´ticas e
algumas cu´bicas. Os a´rabes sa˜o responsa´veis pelo me´todo de resoluc¸a˜o das equac¸o˜es
quadra´ticas. Ja´ as resoluc¸o˜es das equac¸o˜es cu´bicas e qua´rticas sa˜o devidas principalmente
aos matema´ticos Tartaglia, Cardano e Ferrari.
Durante todo nosso trabalho, tratamos naturalmente das equac¸o˜es polinomiais, pore´m,
na˜o as definimos formalmente, fac¸amos agora.
Definic¸a˜o 5.6. Chamamos de Equac¸a˜o Polinomial em uma u´nica varia´vel, toda equac¸a˜o
do tipo p(x) = 0, onde p(x) e´ um polinoˆmio. E seu conjunto soluc¸a˜o e´ formado pelas
ra´ızes de p(x).
No cap´ıtulo anterior, definimos o que sa˜o equac¸o˜es solu´veis por meio de radicais,
usando a correspondeˆncia de Galois e transformando esse problema num problema de
grupos.
Diante disso, e do estudo que fizemos sobre grupos no cap´ıtulo 1, vale ressaltar:
Proposic¸a˜o 5.7. Seja f(x) ∈ K[x], um polinoˆmio na˜o constante, com K ⊂ C, e ∂f(x) ≤
4, enta˜o f(x) e´ solu´vel por radicais.
Demonstrac¸a˜o. Vimos no Teorema 5.5 que uma equac¸a˜o polinomial sera´ solu´vel por ra-
dicais, se seu grupo de Galois for solu´vel. Vimos tambe´m na Proposic¸a˜o 4.14 que o grupo
de Galois de uma extensa˜o galoisiana e´ isomorfo a` um subgrupo de Sn, que, de acordo
com o item (i) da Proposic¸a˜o 1.49 e (i) da Proposic¸a˜o 1.47 , sera´ sempre solu´vel para
n ≤ 4 e seus subgrupos sa˜o tambe´m solu´veis. Assim, como toda equac¸a˜o de grau n e´ tem
seu grupo de Galois isomorfo a` subgrupo de Sn, enta˜o para n ≤ 4 teremos sempre que o
grupo de Galois sera´ sempre solu´vel para n ≤ 4 e portanto toda equac¸a˜o de grau ≤ 4 sera´
solu´vel por radicais.
Como resultado desta proposic¸a˜o, podemos afirmar que e´ sempre poss´ıvel achar as
soluc¸o˜es destas equac¸o˜es, e a forma como fazemos e´ justamento manipulando os coefici-
entes da equac¸a˜o polinomial.
Obviamente a soluc¸a˜o de uma equac¸a˜o polinomial de grau 1 ou equac¸a˜o linear e´ trivial.
Seja a, b ∈ C, com a 6= 0, uma equac¸a˜o linear e´ toda equac¸a˜o do tipo ax + b = 0 e sua
soluc¸a˜o e´ dada por x =
−b
a
. Claramente vemos que e´ uma soluc¸a˜o obtida por meio de
radicais.
Para as equac¸o˜es de graus 2, 3 e 4, daremos uma atenc¸a˜o maior, mostrando inicialmente
as deduc¸o˜es de suas tradicionais fo´rmulas, e mostrando, implicitamente, que suas soluc¸o˜es
pertencem a extensa˜o radical.
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5.2.2 Equac¸a˜o Quadra´tica
Seja a, b, c ∈ C, com a 6= 0, uma equac¸a˜o quadra´tica ou de grau 2 e´ toda equac¸a˜o do
tipo ax2 + bx+ c = 0 e sua soluc¸a˜o e´ obtida da seguinte maneira:
i. Inicialmente, podemos dividir toda a equac¸a˜o por a, de modo a` torna´-la moˆnica:
x2 +
b
a
x+
c
a
= 0
ii. Agora subtraindo de ambos os lados
c
a
e somando
b2
4a2
na intenc¸a˜o de completar um
trinoˆmio quadrado perfeito:
x2 +
b
a
x = − c
a
x2 +
b
a
x+
b2
4a2
=
b2
4a2
− c
a
Podemos reescrever:
(
x+
b
2a
)2
=
b2
4a2
− c
a
(
x+
b
2a
)2
=
b2 − 4ac
4a2
iii. Fazendo ∆ = b2 − 4ac:
(
x+
b
2a
)2
=
∆
4a2
iv. Seja δ tal que δ2 = ∆:
(
x+
b
2a
)2
=
δ2
4a2
(
x+
b
2a
)2
=
(
δ
2a
)2
x+
b
2a
= ± δ
2a
x = − b
2a
± δ
2a
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Quando ∆ e´ um nu´mero real na˜o-negativo, enta˜o δ =
√
∆, ja´ se ∆ e´ um nu´mero real
negativo, enta˜o δ = i
√−∆. Quando ∆ na˜o e um nu´mero real, podemos determinar
δ ana´logo ao que vimos na sec¸a˜o 3.5.
Por se tratar de um tipo de equac¸a˜o, velha conhecida nossa, na˜o mostraremos aqui
um exemplo.
5.2.3 Equac¸a˜o Cu´bica
Seja a, b, c, d ∈ C, com a 6= 0, uma equac¸a˜o cu´bica ou de grau 3 e´ toda equac¸a˜o do
tipo ax3 + bx2 + cx+ d = 0 e sua soluc¸a˜o e´ obtida da seguinte maneira:
i. Inicialmente, podemos dividir toda equac¸a˜o por a, de modo a` torna´-la moˆnica:
x3 +
b
a
x2 +
c
a
x+
d
a
= 0
ii. Fazendo B =
b
a
, C =
c
a
e D =
d
a
:
x3 +Bx2 + Cx+D = 0
iii. Agora, fac¸amos a seguinte mudanc¸a de varia´vel, x = y − B
3
:
(
y − B
3
)3
+B
(
y − B
3
)2
+ C
(
y − B
3
)
+D = 0
y3 −By2 + B
2y
3
− B
3
27
+By2 − 2B
2y
3
+
B3
9
+ Cy − BC
3
+D = 0
y3 +
(
C − B
2
3
)
y +
2B3
27
− BC
3
+D = 0
iv. Fazendo C − B
2
3
= p e
2B3
27
− BC
3
+D = q:
y3 + py + q = 0
Todo esse procedimento foi para transformar essa equac¸a˜o cu´bica completa, numa que
na˜o possua o temos y2. Vejamos agora como resolveˆ-la, com p, q 6= 0:
i. Escrevendo a soluc¸a˜o y como y = α + β:
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y3 = (α + β)3
= α3 + 3α2β + 3αβ2 + β3
= 3αβ (α + β)︸ ︷︷ ︸
y
+α3 + β3
= 3αβ︸︷︷︸
−p
y + α3 + β3︸ ︷︷ ︸
−q
Temos enta˜o que:
{
3αβ = −p
α3 + β3 = −q
Notemos que 3αβ = −p:
3αβ = −p =⇒
αβ =
−p
3
=⇒
(αβ)3 =
(
−p
3
)3
=⇒
α3β3 = −
(p
3
)3
E enta˜o:
{
α3 + β3 = −q
α3β3 = −
(p
3
)3
Notemos que se trata de uma soma e produto de α3 e β3, que caracteriza as soluc¸o˜es
da equac¸a˜o do segundo grau:
z2 + qz −
(p
3
)3
= 0
z2 + qz =
(p
3
)3
Vamos enta˜o resolveˆ-la, de acordo com o que vimos na sec¸a˜o anterior, adicionando
em ambos os lados
(q
2
)2
:
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z2 +
(q
2
)2
+ qz =
(p
3
)3
+
(q
2
)2
Denotamos ∆ =
(p
3
)3
+
(q
2
)2
. ∆ e´ chamado de discriminante da equac¸a˜o do 3o
grau, enta˜o:
(
z +
q
2
)2
= ∆
Seja δ ∈ C tal que δ2 = ∆:
(
z +
q
2
)2
= δ2
z +
q
2
= ±δ
Assim teremos que,
α3 = −q
2
+ δ e β3 = −q
2
− δ
Notemos que se ∆ = 0, teremos α3 = β3.
Seja α ∈ C, tal que α3 = −q
2
+ δ, de acordo com o que vimos na sec¸a˜o 3.5, existem
treˆs nu´meros que elevados ao cubo resultam em −q
2
+ δ. Denotaremos ainda por α
uma dessas soluc¸o˜es, enta˜o as soluc¸o˜es sera˜o:

α1 = α
α2 = αζ3
α3 = αζ
2
3
,
onde ζ3 =
−1 + i√3
2
e ζ23 =
−1− i√3
2
sa˜o duas ra´ızes cu´bicas da unidade. Vale
ressaltar que
1
ζ3
= ζ23 bem como
1
ζ23
= ζ3.
Determinemos agora β1, β2 e β3, que sa˜o as soluc¸o˜es de β
3 = −q
2
− δ, lembrando que
3αβ = −p, tem-se:
β =
−p
3α
.
Por convenieˆncia, denotaremos β1 apenas por β. Portanto,
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
β1 =
−p
3α1
=
−p
3α
= β
β2 =
−p
3α2
=
−p
3αζ3
=
−p
3α
ζ23 = βζ
2
3
β3 =
−p
3α3
=
−p
3αζ23
=
−p
3α
ζ3 = βζ3
Enta˜o, como t´ınhamos y = α + β, as soluc¸o˜es de y3 + py + q = 0 sera˜o:

y1 = α1 + β1
y2 = α2 + β2
y3 = α3 + β3
y1 = α + β
y2 = αζ3 + βζ
2
3
y3 = αζ
2
3 + βζ3
Notemos que se p, q ∈ R enta˜o ∆ ∈ R. Se ∆ ≥ 0, enta˜o podemos tomar δ = √∆ e
enta˜o podemos tomar:
α = 3
√
−q
2
+
√
∆ e β = 3
√
−q
2
−
√
∆
Pois,
αβ = 3
√(
−q
2
+
√
∆
)(
−q
2
−
√
∆
)
=
3
√(
−q
2
)2
−
(√
∆
)2
=
3
√(q
2
)2
−∆
=
3
√(q
2
)2
−
(p
3
)3
−
(q
2
)
=
3
√
−
(p
3
)3
= −p
3
E enta˜o a soluc¸a˜o sera´:

y1 =
(
3
√
−q
2
+
√
∆
)
+
(
3
√
−q
2
−√∆
)
y2 =
(
3
√
−q
2
+
√
∆
)
ζ3 +
(
3
√
−q
2
−√∆
)
ζ23
y3 =
(
3
√
−q
2
+
√
∆
)
ζ23 +
(
3
√
−q
2
−√∆
)
ζ3
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ii. No caso analisado acima, temos que se ∆ ≥ 0, α, β ∈ R, consequentemente α+β ∈ R
e:
y2 = αζ3 + βζ23
= αζ3 + βζ23
= αζ23 + βζ3
= y3
Da´ı, se ∆ > 0, teremos enta˜o uma raiz real e duas complexas conjugadas, note que
y2 e y3 sa˜o conjugadas.
Ja´ se ∆ = 0, tem-se α = β e lembrando que a soma de um nu´mero complexo com
seu conjugado e´ o dobro de sua parte real, teremos:

y1 = 2α
y2 = α(ζ3 + ζ
2
3 ) = α · (−1) = −α
y3 = α(ζ
2
3 + ζ3) = −α
Logo, temos treˆs ra´ızes reais, sendo que uma delas e´ dupla, a saber y2 = y3, ou
teremos uma raiz tripla, no caso em que q = 0, pois ter´ıamos α = 0, e portanto y = 0
e´ uma raiz tripla.
Por fim, se ∆ < 0, teremos:
α3 = −q
2
+ i
√−∆ e β3 = −q
2
− i√−∆
Note que aqui podemos usar a raiz quadrada, pois −∆ > 0. Note ainda que β3 = α3.
Seja α uma das ra´ızes de α3 = −q
2
+ i
√−∆, podemos tomar β = α, pois:
(αβ)3 = α3β3 =
(
α3 = −q
2
+ i
√−∆
)(
β3 = −q
2
− i√−∆
)
=
(q
2
)2
−∆
=
(q
2
)2
−
(p
3
)3
−
(q
2
)2
= −
(p
3
)3
E como αβ = αα = |α|2 ∈ R, segue que αβ = −p
3
. E enta˜o:

y1 = α + α = 2 · Re(α)
y2 = αζ3 + αζ
2
3 = 2 · Re(αζ3)
y3 = αζ
2
3 + αζ3 = 2 · Re(αζ23 )
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Note que αζ23 = αζ3 e αζ3 = αζ
2
3 .
Portanto, se ∆ < 0, teremos treˆs ra´ızes reais.
iii. Voltando a` varia´vel x, t´ınhamos x = y − B
3
, e enta˜o:

x1 = y1 − B
3
= α + β − B
3
x2 = y2 − B
3
= αζ3 + βζ
2
3 −
B
3
x3 = y3 − B
3
= αζ23 + βζ3 −
B
3
Por fim, como B =
b
a
=⇒ A
3
=
b
3a
, as soluc¸o˜es de ax3 + bx2 + cx+ d = 0 sera˜o:

x1 = α + β − b
3a
x2 = αζ3 + βζ
2
3 −
b
3a
x3 = αζ
2
3 + βζ3 −
b
3a
Com,
p = C − B
2
3
=⇒ p = c
a
− b
2
3a2
,
q =
2B3
27
+
BC
3
+ C =⇒ q = 2b
3
27a3
+
bc
3a2
+
d
a
,
ζ3 =
−1 + i√3
2
e
ζ23 =
−1− i√3
2
Vejamos um exemplo da resoluc¸a˜o de uma equac¸a˜o cu´bica. No entanto veremos aqui
um exemplo que ja´ esta´ na forma y3 + py + q = 0, de modo a abreviar nossos ca´lculos.
Exemplo 5.8. Determinemos as soluc¸o˜es de x3 − 6x− 9 = 0.
Como dissemos, a equac¸a˜o cu´bica ja´ esta´ na forma y3 + py+ q = 0. Por isso, podemos
iniciar a resoluc¸a˜o, encontrando o valor de ∆:
∆ =
(p
3
)3
+
(q
2
)2
∆ =
(−6
3
)3
+
(−9
2
)2
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∆ =
49
4
Agora, determinando os valores de α e β, como ∆ ≥ 0, segue que √∆ = 7
2
:
α =
3
√
9
2
+
7
2
e β =
3
√
9
2
− 7
2
α =
3
√
8 e β =
3
√
1
α = 2 e β = 1
Logo: 
α1 = 2
α2 = 2ζ3
α3 = 2ζ
2
3
e 
β1 = 1
β2 = ζ3
β3 = ζ
2
3
Assim, as soluc¸o˜es sera˜o: 
x1 = 2 + 1
x2 = 2ζ3 + 1ζ
2
3
x3 = 2ζ
2
3 + 1ζ3
x1 = 3
x2 = −1 + i
√
3 +
−1− i√3
2
x3 = −1− i
√
3 +
−1 + i√3
2
x1 = 3
x2 =
−3 + i√3
2
x3 =
−3− i√3
2
5.2.4 Equac¸a˜o Qua´rtica
Seja a, b, c, d, e ∈ C, com a 6= 0, uma equac¸a˜o qua´rtica ou de grau 4 e´ toda equac¸a˜o
do tipo ax4 + bx3 + cx2 + dx+ e = 0 e sua soluc¸a˜o e´ obtida da seguinte maneira:
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i. Inicialmente, podemos dividir toda equac¸a˜o por a, de modo a` torna´-la moˆnica:
x4 +
b
a
x3 +
c
a
x2 +
d
a
x+
e
a
= 0
Fazendo B =
b
a
, C =
c
a
, D =
d
a
e E =
e
a
:
x4 +Bx3 + Cx2 +Dx+ E = 0
ii. Agora, fazendo a mudanc¸a de varia´vel x = y− B
4
, e procedendo com os ca´lculos, que
aqui omitiremos, teremos:
y4+
(
C − 3
8
B2
)
y2+
(
1
8
B3 − 1
2
BC +D
)
y+
(
− 3
256
B4 +
1
16
B2C − 1
4
BD + E
)
= 0
y4 + py2 + qy + r = 0
Onde

p = C − 3
8
B2
q =
1
8
B3 − 1
2
BC +D
r = − 3
256
B4 +
1
16
B2C − 1
4
BD + E
iii. Reescrevendo y4 + py2 + qy + r = 0:
y4 + py2 + r = −qy
E adicionando (m− p) y2 + n em ambos os lados, e organizando:
y4 +my2 + (r + n)︸ ︷︷ ︸
(i)
= (m− p) y2 − qy + n︸ ︷︷ ︸
(ii)
Precisamos descobrir quais valores de m e n para que as expresso˜es (i) e (ii) sejam
trinoˆmios quadrados perfeitos, para isso seus discriminantes devem ser nulos.
{
m2 − 4 · 1 · (r + n) = 0
(−q)2 − 4 · (m− p) · n = 0
{
m2 − 4r − 4n = 0
q2 − 4n(m− p) = 0
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{
m2 = 4r + 4n
q2 = 4n(m− p)
iv. Substituindo o valor de 4n da primeira equac¸a˜o na segunda:
(m2 − 4r)(m− p) = q2 =⇒
m3 − pm2 − 4rm+ 4rp− q2 = 0
Que e´ uma equac¸a˜o do terceiro grau na varia´vel m. Sua resoluc¸a˜o e´ feita como
aprendemos na sec¸a˜o anterior. Agora escolhendo uma das treˆs ra´ızes, que, por sim-
plicidade, denotaremos por m. De m2 = 4r+4n, teremos n =
m2 − r
4
, e substituindo
em y4 +my2 + (r + n) = (m− p) y2 − qy + n:
y4 +my2 + r +
m2 − 4r
4
= (m− p)y2 − qy + m
2 − 4r
4
y4 +my2 +
m2
4
= (m− p)y2 − qy + m
2 − 4r
4
(
y2 +
m
2
)2
=
[(√
m− py)− ( q
2
√
m− p
)]2
Fazendo α =
m
2
, β =
√
m− p e γ = − q
2β
:
(y2 + α)2 = (βy + γ)2
Cujas ra´ızes sa˜o as ra´ızes das seguintes equac¸o˜es quadra´ticas:
{
y2 + α = βy + γ
y2 + α = −βy − γ =⇒
{
y2 − βy + α− γ = 0
y2 + βy + α + γ = 0
v. Enfim, encontrar as soluc¸o˜es de uma equac¸a˜o do quarto grau consiste trabalhar com
equac¸o˜es quadra´ticas e cu´bicas.
Vejamos um exemplo da resoluc¸a˜o de uma equac¸a˜o qua´rtica. No entanto veremos aqui
um exemplo que ja´ esta´ na forma y4 +py2 +qy+r = 0, de modo a abreviar nossos ca´lculos.
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Exemplo 5.9. Determinemos as soluc¸o˜es de x4 − 15x2 + 10x+ 24 = 0.
Como dissemos, a equac¸a˜o qua´rtica ja´ esta´ na forma y4 + py2 + qy+ r = 0. Da´ı temos
que p = −15, q = 10 e r = 24. Agora faremos os procedimentos a partir do passo 3:
x4 − 15x2 + 10x+ 24 = 0 =⇒ x4 − 15x2 + 24 = −10x
Somando (m− p)x2 + n:
x4 +mx2 + 24 + n = (m+ 15)x2 − 10x+ n
Calculando o discriminante de cada trinoˆmio de ambos os lados da equac¸a˜o e os
igualando a zero teremos:
m2 − 4n− 96 = 0 =⇒ n = m
2 − 96
4
(i)
e
100− 4n(m+ 15) = 0 (ii)
Substituindo (i) em (ii):
(m2 − 96)(m+ 15) = 100
m3 + 15m2 − 96m− 1540 = 0
Para resolver tal equac¸a˜o cu´bica, basta utilizar o que aprendemos na sec¸a˜o anterior,
pore´m, omitiremos aqui os ca´lculos, e diremos apenas que uma de suas soluc¸o˜es e´ m = 10,
que facilmente pode-se conferir. Com tal valor de m, temos que:
α =
m
2
=⇒ α = 5,
β =
√
m− p =⇒ β = 5
e
γ =
−q
2β
=⇒ γ = −1
Assim:
(x2 + α)2 = (x+ γ)2 =⇒
(x2 + 5)2 = (5x− 1)2 =⇒
x2 − 5x+ 6 = 0 e x2 + 5x+ 4 = 0
Resolvendo ambas as equac¸o˜es, chegamos a` conclusa˜o de que as soluc¸o˜es de x4−15x2+
10x+ 24 = 0 sera˜o: x1 = −4, x2 = −1, x3 = 2 e x4 = 3.
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Vistas aqui as chamadas fo´rmulas de resoluc¸a˜o das equac¸o˜es polinomiais de graus ≤ 4,
nunca e´ demais salientar que tais fo´rmulas so´ foram poss´ıveis de ser constru´ıdas ao longo
do tempo, justamente pelo fato de que as suas soluc¸o˜es podem ser expressas por meio de
radicais. E quanto a`s equac¸o˜es polinomiais de graus ≥ 5? Veremos na pro´xima sec¸a˜o.
5.3 Equac¸o˜es de Grau ≥ 5
Na sec¸a˜o anterior, vimos que na˜o so´ e´ poss´ıvel determinar fo´rmulas que generalizem as
resoluc¸o˜es das equac¸o˜es de graus ≤ 4, como mostramos o desenvolvimento das mesmas.
Agora mostraremos que na˜o existe uma fo´rmula para resoluc¸a˜o de equac¸o˜es de graus ≥ 5,
e principalmente o motivo de na˜o existir.
5.3.1 Por que na˜o existem fo´rmulas?
A existeˆncia de uma fo´rmula so´ e´ poss´ıvel se puder ser generalizada para toda e
qualquer equac¸a˜o de determinado grau. Por exemplo, so´ existe fo´rmula pra equac¸a˜o
cu´bica, porque absolutamente toda equac¸a˜o polinomial de grau 3 tem sua soluc¸a˜o expressa
por radicais, pelo que garante a proposic¸a˜o 5.7.
Quando pensamos em equac¸o˜es de graus ≥ 5, nos perguntamos, “Suas soluc¸o˜es sa˜o
expressas por meio de radicais?”A resposta mais coerente e´ que a`s vezes sim e a`s vezes
na˜o.
Sabemos que Sn e´ insolu´vel para n ≥ 5, mas nada impede que este tenha um subgrupo
solu´vel. Imaginemos enta˜o uma equac¸a˜o de grau 5, cujo grupo de Galois e´ isomorfo a` um
subgrupo solu´vel de S5, assim sua soluc¸a˜o sera´ sim expressa˜o por meio de radicais. Pore´m,
se o grupo de Galois for isomorfo ao pro´prio S5, que e´ insolu´vel, enta˜o essa equac¸a˜o na˜o
tem suas soluc¸o˜es expressas por meio de radicais.
Diante dessa falta de generalidade para equac¸o˜es de grau 5, podemos afirmar que nem
toda equac¸a˜o de grau 5 e´ solu´vel por meio de radicais, e portanto e´ imposs´ıvel criar uma
fo´rmula para resolveˆ-las. Obviamente podemos usar a mesma linha de racioc´ınio para
equac¸o˜es de grau > 5.
A t´ıtulo de curiosidade, podemos citar a equac¸a˜o x5− 5x4− 10x3− 10x2− 5x− 1 = 0,
que e´ um exemplo de uma equac¸a˜o que possui soluc¸a˜o expressa por meio de radicais, uma
de suas soluc¸o˜es e´ x = 1 + 5
√
2 + 5
√
4 + 5
√
8 + 5
√
16. Pore´m como mencionado, nem sempre
isso acontece.
5.3.2 Uma equac¸a˜o qu´ıntica insolu´vel
O simples fato de existir uma u´nica equac¸a˜o de grau 5 que na˜o possua soluc¸a˜o expressa
por meio de radicais, ja´ garante sua na˜o generalizac¸a˜o e portanto sua impossibilidade de
fo´rmulas para resoluc¸a˜o, o mesmo vale para as demais de graus > 5.
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Teoricamente ja´ explicamos que para que uma equac¸a˜o de grau 5 seja insolu´vel, basta
que seu grupo de Galois seja insolu´vel, inclusive exemplificamos o caso em que este e´
isomorfo ao S5, portanto insolu´vel. Veremos agora um exemplo pra´tico de uma equac¸a˜o
de grau 5 insolu´vel por meio de radicais, justificando esse fato com base na teoria que
desenvolvemos ao longo desse trabalho.
Vejamos agora um exemplo pra´tico de uma equac¸a˜o de grau 5 insolu´vel.
Proposic¸a˜o 5.10. A equac¸a˜o 2x5 − 10x+ 5 = 0 na˜o e´ solu´vel por meio de radicais.
Demonstrac¸a˜o. Sendo f(x) = 2x5−10x+5 o polinoˆmio da equac¸a˜o em questa˜o, chamemos
de L = Gal(f,Q), o corpo de decomposic¸a˜o de f(x) e de G seu grupo de Galois.
Pelo crite´rio de Eisenstein, temos que f(x) e´ irredut´ıvel, pois, para o primo, p = 5,
tem-se que p - a5 = 2, p | a4 = 0, a3 = 0, a2 = 0, a1 = −10, a0 = 5 e p2 = 25 - a0 = 5.
E seja α uma das ra´ızes de f(x), temos pela Lei da Torre, vista na proposic¸a˜o 3.11 que:
[L : Q] = [L : Q[α]][Q[α] : Q], onde [Q[α] : Q] = 5, logo [L : Q] e´ mu´ltiplo de 5. E como
pela correspondeˆncia de Galois [L : Q] = |G|, enta˜o |G| e´ mu´ltiplo da 5, ou em outras
palavras 5 divide |G|.
Do teorema 1.17, o Teorema de Cauchy, temos que o grupo G possui um elemento de
ordem 5. E como se sabe, no grupo S5, o u´nico elemento de ordem 5 de S5 e´ o 5-ciclo,
logo, sabemos que G possui um elemento 5-ciclo.
Fazendo uma breve ana´lise das ra´ızes de f(x), ja´ sabemos que f(x) e´ irredut´ıvel e
temos ainda que sua primeira derivada e´ f ′(x) = 10x4 − 10. Facilmente observamos que
f(x) e f ′(x) sa˜o coprimos, logo f(x) e´ separa´vel e enta˜o so´ possui ra´ızes simples.
Fazendo f ′(x) = 10(x−1)(x+1)(x2 +1) observamos que f ′(x) > 0 sempre que x < −1
ou x > 1, e f ′(x) < 0 sempre que −1 < x < 1. Ou seja, f(x) e´ crescente em (−∞,−1] e
[1,+∞), e decrescente em [−1, 1].
Agora, fazendo f(−2) = −39, f(−1) = 13, f(1) = −4 e f(2) = 49, constatamos a
existeˆncia de uma raiz entre −2 e −1, outra entre −1 e 1 e uma terceira entre 1 e 2.
Como f(x) e´ separa´vel, sabemos que as outras duas ra´ızes so´ podem ser complexas, e sa˜o
complexo-conjugadas.
Diante dessa informac¸a˜o, podemos imaginar que existe um automorfismo, γ ∈ G que
fixa as treˆs ra´ızes reais de f(x) e permuta as outras duas complexas, a saber, a conjugac¸a˜o
complexa restrita a L. Esse automorfismo corresponde a uma transposic¸a˜o (um 2-ciclo)
de S5.
Como G possui um elemento 5-ciclo e uma transposic¸a˜o, ou seja, possui os elementos
(12) e (12345), da proposic¸a˜o 1.39, temos que o G e´ o pro´prio S5, que como sabemos
da sec¸a˜o 1.8, e´ insolu´vel, portanto G e´ insolu´vel e do teorema 5.5, podemos concluir que
2x5 − 10x+ 5 = 0 na˜o e´ solu´vel por meio de radicais.
Numa forma de generalizar, tem-se a seguinte proposic¸a˜o:
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Proposic¸a˜o 5.11. Seja f(x) ∈ Q[x], um polinoˆmio na˜o constante, cujo ∂f(x) = 5 e
com exatamente treˆs ra´ızes reais, enta˜o seu grupo de Galois e´ isomorfo ao S5 e f(x) e´
insolu´vel por meio de radicais.
Demonstrac¸a˜o. A demonstrac¸a˜o e´ ana´loga a` da proposic¸a˜o anterior. Note que ja´ se tem
a garantia de treˆs ra´ızes reais e duas complexas, e enta˜o, a identificac¸a˜o de um 5− ciclo
e uma transposic¸a˜o e´ feita de modo similar a` proposic¸a˜o anterior, tornando trivial sua
conclusa˜o.
5.3.3 Um exemplo contradito´rio
Ja´ falamos aqui mesmo neste cap´ıtulo, que na˜o podemos afirmar que na˜o existe
equac¸o˜es de grau ≥ 5 solu´vel por meio de radicais. O que ocorre e´ que na˜o existindo
uma u´nica, ja´ garantimos que na˜o podemos chegar numa fo´rmula resolutiva. Mostramos
inclusive, uma equac¸a˜o de grau 5 e uma de suas soluc¸o˜es expressas por meio de radicais.
No intuito de mostrar uma equac¸a˜o solu´vel por meio de radicais de grau ≥ 5, mos-
trando que seu grupo de Galois e´ de fato solu´vel, apresentaremos um exemplo com ana´lise
completa.
Proposic¸a˜o 5.12. A equac¸a˜o x30 − 2 = 0 e´ solu´vel por meio de radicais, pois seu grupo
de Galois e´ solu´vel.
Demonstrac¸a˜o. De acordo com o que ja´ estudamos ate´ aqui, ale´m de podermos afirmar
que essa equac¸a˜o e´ solu´vel por meio de radicais, podemos exibir suas soluc¸o˜es, a saber,
{ 30√2; 30√2ζ30; 30
√
2ζ230;
30
√
2ζ330; . . . ;
30
√
2ζ2930}. Mostremos enta˜o que de fato seu grupo de
Galois e´ solu´vel.
Seja p(x) = x30 − 2, chamemos de L = Gal(x30 − 2,Q) seu corpo de decomposic¸a˜o e
de G seu grupo de automorfismos. Note que [Q[ 30
√
2] : Q] = 30, pois a base de Q[ 30
√
2]
e´ {1, 30√2, 30√22, 30√23, . . . , 30√229}, e [Q[ 30√2, ζ30] : Q[ 30
√
2]] = φ(30) = 8, de acordo com o
teorema 3.24. Temos enta˜o que L = Gal(x30 − 2,Q) = Q[ 30√2, ζ30] e
[L : Q] = [Q[ 30
√
2, ζ30] : Q]
= [Q[ 30
√
2, ζ30] : Q[
30
√
2]] · [Q[ 30
√
2] : Q]
= 8 · 30
= 240
Da correspondeˆncia de Galois, temos que [L : Q] = |G| = 240, portanto temos um
total de 240 automorfismos. Vale lembrar que G ≤ S30.
Agora nos resta montar uma subse´rie normal, que garanta a solubilidade de G.
Seja x ∈ L, temos que:
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x = a1 · 1, a2 · 30
√
2 + a30 · 30
√
229 + a31 · ζ30 + a32 · 30
√
2ζ230 + · · ·+ a240 · 30
√
229ζ2930
Similar ao no Exemplo 4.15, os automorfismos de L que preservam Q sa˜o tais que,
em resumo, modificam 30
√
2 e/ou ζ30, podendo preservar ambos, o caso do automorfismo
identidade.
Denotaremos por αi, i ∈ {0, 1, 2, . . . , 29}, os automorfismos que preservam ζ30 e levam
30
√
2 em 30
√
2ζ i30, ou seja, os α
′
is permutam as ra´ızes de p(x).
Denotaremos ainda γj, j ∈ {1, 7, 11, 13, 17, 19, 23, 29} ,os automorfismos que preservam
30
√
2 e levam ζ30 em ζ
j
30.
Dessa forma, cada αi e´ um automorfismo da extensa˜o L | Q[ζ30] e os γj da extensa˜o
L | Q[ 30√2]. A`s essas extenso˜es associemos os grupos que chamaremos de H = AutQ[ζ30] L
e J = AutQ[ 30
√
2] L.
Notemos que AutQ L = G = {γjαi} ou G = {αiγj}, isso e´ poss´ıvel, pois γaαb = αabγa,
verifiquemos:
γaαb(
30
√
2) = γa(
30
√
2ζb30) =
30
√
2(ζb30)
a =
30
√
2ζab30 = αab(
30
√
2) = αabγa(
30
√
2)
e
γaαb(ζ30) = γa(ζ30) = ζ
a
30 = αab(ζ
a
30) = αabγa(ζ30)
Assim, temos que H, J ≤ G, e mais H =< α1 >, pois H = {α01, α11, α21, . . . , α301 } =
{α0, α1, α2, . . . , α29}, portanto H e´ c´ıclico, consequentemente, abeliano, na˜o podemos afir-
mar o mesmo de J .
Com essa informac¸a˜o, podemos montar uma subse´rie normal {e}EH EG desde que
tenhamos H EG, ja´ que obviamente {e}EH. Enta˜o verifiquemos se H EG.
Para que tenhamos H EG, devemos ter gHg−1 = H, ∀g ∈ G.
Provemos inicialmente que gHg−1 ⊂ H. Seja g = γjαi ∈ G, verifiquemos que
γjαiH(γjαi)
−1 ∈ H =⇒ γjαiHα−1i γ−1j ∈ H
Notemos que certamente αiHα
−1
i ∈ H, e fazendo αiHα−1i = αi, fac¸amos σ = γjαiγ−1j ,
devemos verificar agora que σ ∈ H.
σ(ζ30) = γjαiγ
−1
j (ζ30)
Notemos que γ−1j altera ζ30, αi mante´m inalterado, e γj desfaz o que γ
−1
j fez com ζ30,
logo,
σ(ζ30) = ζ30 = αm(ζ30), com m ∈ {0, 1, 2, . . . , 29}
e
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σ(
30
√
2) = γjαiγ
−1
j (
30
√
2) = γjαi(
30
√
2) = γj(
30
√
2ζ i30) =
30
√
2ζ ij30 =
30
√
2ζn30 = αn(
30
√
2)
Logo σ e´ equivalente a` um αi ∈ H, portanto σ ∈ H e enta˜o γjαiHα−1i γ−1j ∈ H.
Para termos H ∈ γjαiHα−1i γ−1j , como g = γjαi, devemos ter H ∈ gHg−1, e facilmente
confirmamos fazendo g = e.
Enfim temos que gHg−1 = H, e portanto H EG.
Voltando a` nossa subse´rie normal, {e}EHEG, podemos confirma´-la de fato. E enta˜o
para garantirmos que G seja solu´vel, resta mostrar que
G
H
e´ abeliano, uma vez que ja´
temos que
H
{e} = H que ja´ sabemos que e´ abeliano.
Temos que:
G
H
= {γ1α0H, γ1α1H, γ1α2H, . . . , γ1α29H, γ7α0H, . . . , γ29α29H}
Que podemos reescrever como:
G
H
= {γ1H, γ7H, γ11H, . . . , γ29H}
Seja x, y ∈ G, com x = γaαb ∈ γiH para algum i = {1, 7, . . . , 29} e y = γcαd ∈ γjH
para algum j = {1, 7, . . . , 29}. Podemos dizer que x e´ representante da classe x¯ e y de y¯.
Por definic¸a˜o, x¯ = y¯ se x · y−1 ∈ H. Calculemos x · y−1:
x · y−1 = (γaαb)(γcαd)−1 = γaαbα−1d γ−1c
Sabemos que αbα
−1
d ∈ H, fac¸amos αbα−1d = αe:
x · y−1 = γaαeγ−1c
Da relac¸a˜o que ja´ temos, γkαl = αklγk:
x · y−1 = αaeγaγ−1c
E para que αaeγaγ
−1
c ∈ H, temos que γaγ−1c = e, ou seja γa = γc.
Portanto, duas classes de
G
H
sa˜o iguais, sempre que γa = γc.
Como queremos saber se
G
H
e´ abeliano, devemos ter xy = yx, e sabemos que isso
acontece se xy · (yx)−1 ∈ H, calculemos xy · (yx)−1:
xy · (yx)−1 = (γaαbγcαd)(γcαdγaαb) = γaαbγcαdα−1b γ−1a α−1d γ−1c
Fazendo γa = γc:
xy · (yx)−1 = γaαbγaαdα−1b γ−1a α−1d γ−1a
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Sabemos que αdα
−1
b ∈ H, fac¸amos αdα−1b = αe:
xy · (yx)−1 = γaαb γaαe︸︷︷︸
αaeγa
γ−1a α
−1
d γ
−1
a
= γaαbαae γaγ
−1
a︸ ︷︷ ︸
e
α−1d γ
−1
a
= γa αbαaeα
−1
d︸ ︷︷ ︸
=αf∈H
γ−1a
= γaαf︸︷︷︸
αafγa
γ−1a
= αaf γaγ
−1
a︸ ︷︷ ︸
e
= αaf ∈ H
Portanto xy = yx e enta˜o
G
H
e´ abeliano, e enta˜o G e´ solu´vel, como quer´ıamos demons-
trar.
Visto tal demonstrac¸a˜o, podemos generalizar:
Exemplo 5.13. Dada a equac¸a˜o xn − a = 0, com n ı´mpar ou n par e a positivo, solu´vel
por meio de radicais e com corpo de decomposic¸a˜o Q[ n
√
a, ζn], temos que seu grupo de
Galois e´ G abeliano, logo solu´vel.
Notemos que o conjunto soluc¸a˜o de tal equac¸a˜o e´: { n√a, n√aζn, n
√
aζ2n, . . . ,
n
√
aζn−1n }.
E sejam τ, σ ∈ G, sabemos que eles levam uma raiz, n’outra, enta˜o τ( n√a) = n√aζ in ,
para algum i ∈ {0, 1, 2, . . . , n − 1} e σ( n√a) = n√aζjn para algum j ∈ {0, 1, 2, . . . , n − 1}.
Vejamos:
(σ ◦ τ)( n√a) = σ( n√aζ in) = n
√
aζjnζ
i
n =
n
√
aζj+in
e
(τ ◦ σ)( n√a) = τ( n√aζjn) = n
√
aζ inζ
j
n =
n
√
aζ i+jn =
n
√
aζj+in
Assim temos que σ ◦ τ = τ ◦ σ, logo G e´ abeliano, e portanto solu´vel, como quer´ıamos
demonstrar.
Findamos aqui nossos esforc¸os em mostrar quando uma equac¸a˜o e´ solu´vel por radicais,
e o porque de na˜o existirem fo´rmulas para resolver equac¸o˜es de grau ≥ 5. Vale ressaltar
que aqui fizemos um estudo introduto´rio, uma vez que toda a teoria aqui exibida e´ bem
mais ampla, no entanto, mostramos o essencial para nosso propo´sito.
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