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Abstract
Groß [Linear Algebra Appl. 326 (2001) 215] developed characterizations of the minus and
star partial orders between the squares of Hermitian nonnegative definite matrices referring
to the concept of the space preordering. In the present paper, his results are generalized by
deleting the nonnegative definiteness assumption and supplemented by alternative character-
izations.
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1. Introduction
Let Cm,n stand for the set of m × n complex matrices, and let CHn and Cn be the
subsets ofCn,n consisting of Hermitian and Hermitian nonnegative definite matrices,
respectively. The symbols K∗ and R(K) will denote the conjugate transpose and
range of a given matrix K ∈ Cm,n. Moreover, K+ ∈ Cn,m will denote the Moore–
Penrose inverse of K, i.e., the unique matrix satisfying the equations
KK+K = K, K+KK+ = K+, KK+ = (KK+)∗, K+K = (K+K)∗.
(1.1)
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Within the set of Hermitian matrices, the original definition of the star partial
ordering, introduced in Theorem 1 of Drazin [5], reduces to
A
∗
 B ⇔ A2 = AB, (1.2)
and adaptations of further statements included in this theorem result in
A
∗
 B ⇔ A+A = B+A ⇔ AA+ = BA+. (1.3)
According to formula (1.21) in [4], one of characterizations of the minus (rank sub-
tractivity) partial ordering, introduced by Hartwig [7] and independently by Nambo-
oripad [8], has the form
A
−
 B ⇔ A ≺S B and AB+A = A, (1.4)
where for A, B ∈ CHn the definition of the space preordering A ≺S B simplifies to
A ≺S B ⇔ R(A) ⊆ R(B) ⇔ BB+A = A. (1.5)
From (1.3)–(1.5) it is clear that
A
∗
 B ⇒ A − B ⇒ A ≺S B. (1.6)
Consequently, a necessary condition for both orders A
∗
 B and A
−
 B is that
A = BK for some K ∈ Cn,n, (1.7)
and it is natural to ask which additional conditions should be imposed on K in (1.7)
to obtain the relationships in question.
From Theorem 2 of Sambamurty [9] and Theorem 4.1 of Baksalary and Mitra [2]
it is clear that, for any A, B ∈ CHn ,
A
−
 B ⇔ A = BK for some K ∈ Cn,n satisfying K = K2 (1.8)
and
A
∗
 B ⇔ A = BK for some K ∈ Cn,n satisfying K = K2 = K∗. (1.9)
In fact, if K in the representation A = BK is idempotent, then, in addition to A ≺S B,
it follows that
AB+A = K∗BB+BK = K∗BK = BK2 = BK = A,
which in view of (1.4) means that A − B. Conversely, if A = BB+A = AB+A, then
K0 = B+A (1.10)
satisfies BK0 = A and K20 = B+AB+A = B+A = K0. Moreover, if K in the repre-
sentation A = BK is not only idempotent, but also Hermitian, then
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A2 = BK(BK)∗ = BK2B = BKB = AB,
which in view of (1.2) means that A ∗ B. Conversely, if A ∗ B, then, on account of
(1.3), the matrix K0 specified in (1.10) satisfies BK0 = BB+A = BA+A = AA+A =
A and, being equal to A+A, has the property K0 = K20 = K∗0.
Under the assumption that A and B are Hermitian nonnegative definite matri-
ces, Groß [6] considered similar type characterizations of the orders A2
∗
 B2 and
A2
−
 B2 and established the following.
Theorem 1. Let A, B ∈ Cn . Then:
(a) A2
−
 B2 if and only if A = BK for some K ∈ Cn,n satisfying
KK∗K = K and KK∗BB+ = BB+KK∗, (1.11)
(b) A2
∗
 B2 if and only if A = BK for some K ∈ Cn,n satisfying
K = K2 = K∗. (1.12)
From (1.9) and part (b) of Theorem 1 it is seen that if A, B ∈ Cn , then the order
A2
∗
 B2 is equivalent to A
∗
 B, which is a part of Theorem 3 in [3].
In the present paper, the results of Theorem 1 are reconsidered in the situation
where the assumption of the nonnegative definiteness of A and B is deleted. Theo-
rems 2 and 3 show that in this wider class of matrices the characterization of K in
part (a) remains unchanged, while that in part (b) changes substantially. Moreover,
the characterization (a) is in Theorem 2 supplemented by an alternative one, which
seems to be simpler and is useful in establishing a relationship between the minus
orders A
−
 B, A2
−
 B2 and the star order A
∗
 B in Theorem 4.
2. Results
The characterization given in part (a) of Theorem 1 appears to be valid for all
Hermitian matrices. It is noteworthy that the proof of this more general result is
easier than that of the corresponding Theorem 4 in [6], in which A and B are assumed
to be nonnegative definite. An alternative characterization of the order in question is
also established.
Theorem 2. Let A, B ∈ CHn . Then A2
−
 B2 if and only if A = BK for some K ∈
Cn,n satisfying the conditions (1.11), or, equivalently, for some K ∈ Cn,n satisfying
the conditions
R(K) ⊆ R(B) and KK∗K = K. (2.1)
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Proof. Under the assumption that B is Hermitian,
(B2)+ = (B+)2 and BB+ = B+B. (2.2)
Consequently, if K in the representation A = BK satisfies conditions (1.11), then
B2(B2)+A2 = BB+BKA = A2
and
A2(B2)+A2 = BKK∗B(B+)2BKK∗B = B2B+(KK∗)2B+B2
= BKK∗B = A2,
which according to (1.4) and (1.5) means that A2 − B2. Conversely, if B2(B2)+A2 =
A2 and A2(B2)+A2 = A2, then it follows that K0 specified in (1.10) satisfies the
three required conditions. Namely, on account of (2.2) and A = A2A+,
BK0 = BB+A = B2(B2)+A2A+ = A2A+ = A,
K0K∗0K0 = B+A2(B+)2A = B+A2(B2)+A2A+ = B+A2A+ = B+A = K0,
K0K∗0BB+ = B+A2B+BB+ = B+BB+A2B+ = BB+K0K∗0.
A proof of the second part is based on the observation that
A = BK ⇔ A = BK˜ for K˜ = B+BK. (2.3)
In view of the second equality in (2.2), it is seen that R(K˜) ⊆ R(B) and that condi-
tions (1.11) entail
K˜K˜∗K˜ = B+BKK∗B+BK = (B+B)2KK∗K = B+BK = K˜
and
BB+K˜K˜∗ = (BB+)2KK˜∗ = K˜K˜∗,
the latter equality showing that K˜K˜∗BB+ = BB+K˜K˜∗. Since (2.1) clearly implies
(1.11), the proof is complete. 
In case of the star order, the situation changes substantially in the sense that (1.12)
has to be replaced by much more involved conditions. This is a consequence of the
fact that the equivalence A2
∗
 B2 ⇔ A ∗ B is no longer true when the assump-
tion of the nonnegative definiteness of A and B is relaxed. A trivial counterexample
is provided by the matrices A = (1), B = (−1). Actually, in view of the implica-
tion A2
∗
 B2 ⇒ A2 − B2 following from (1.6), it is clear from Theorem 2 that the
problem consists in finding a condition, which combined with (1.11) or (2.1) will
strengthen the latter order to the former.
Theorem 3. Let A, B ∈ CHn . Then A2
∗
 B2 if and only if A = BK for some K ∈
Cn,n satisfying the conditions (1.11) or (2.1) along with the equation
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BKK∗B+ = B+KK∗B. (2.4)
Proof. Let G = K∗B+, where K is any matrix satisfying conditions (1.11) and
(2.4). It can easily be verified that AG = (AG)∗, GA = (GA)∗, AGA = A, and
GAG = G, which according to (1.1) means that K∗B+ = A+. Consequently, in view
of (A2)+ = (A+)2, which is an analogue to the first part of (2.2),
(A2)+A2 = (A+)∗A+A2 = B+KK∗B+BKA = (B+)2BKK∗KA = (B2)+A2,
and thus, on account of (1.3), it follows that A2 ∗ B2.
The converse implication can be established using again the matrix specified in
(1.10). Since A2 ∗ B2 implies A2 − B2, it follows from the proof of Theorem 2
that K0 = B+A satisfies A = BK0 and the two conditions in (1.11). Moreover, on
account of (2.2) and (B2)+A2 = (A2)+A2,
B+K0K∗0B = (B2)+A2B+B = (A2)+AK∗0BB+B = (A2)+A2.
Hence it is seen that the matrix B+K0K∗0B is Hermitian, and thus K0 fulfills also the
requirement (2.4). The proof is complete. 
In view of the above generalizations of results in [6], concerning Hermitian non-
negative definite matrices, to those in Theorems 2 and 3, concerning all Hermitian
matrices, it seems natural to investigate further possible extensions. We can answer
this question only partially, reporting that the requirement A, B ∈ CHn cannot be
weakened to the assumption of normality, i.e., to AA∗ = A∗A and BB∗ = B∗B.
Theorems 2 and 3 are in general not valid for such matrices. A simple example
is provided by
A =
(
0 1
−1 0
)
and B =
(
1 0
0 −1
)
,
in which case K in the equation A = BK, uniquely determined as
K =
(
0 1
1 0
)
,
satisfies the conditions in (1.11) and (2.4), but A and B do not satisfy A2 − B2 (and,
consequently, A2
∗
 B2).
We conclude this paper by showing how the characterizations of A
−
 B in (1.8),
A2
−
 B2 in Theorem 2, and A
∗
 B in (1.9) lead to a generalization of Theorem 5 of
Groß [6] to the class of all, not necessarily nonnegative definite, Hermitian matrices.
Theorem 4. For any A, B ∈ CHn ,
A
−
 B, A2
−
 B2 ⇔ A ∗ B. (2.5)
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Proof. According to (1.8) and Theorem 2, if A − B and A2 − B2, then A = BK1,
where K1 = K21, and A = BK2, whereR(K2) ⊆ R(B) and K2K∗2K2 = K2. Premul-
tiplying and postmultiplying BK2 = BK1 by B+ and K1, respectively, and using the
second equality in (2.2) yields
K2K1 = B+BK1 = B+BK2 = K2.
Hence
K2 = B+BK2K1 = B+K∗2BK1 = B+K∗2BK2 = B+BK22 = K22.
In view of [10] (and, for instance, [1]), combining the idempotency property K2 =
K22 with the partial isometry property K2K
∗
2K2 = K2 leads to the conclusion that K2
in the representation A = BK2 satisfies conditions (1.12), thus establishing the “⇒
part” of (2.5).
For a proof of the converse implication first notice that A
∗
 B ⇒ A − B is a part
of (1.6). Further, it has already been pointed out in the proof of Theorem 2 that K˜
specified in (2.3) has the property R(K˜) ⊆ R(B). Moreover, if K in the representa-
tion A = BK of A ∈ CHn satisfies the conditions given in (1.9), then BKK∗ = BK =
KB, which leads to
K˜K˜∗K˜ = B+BKK∗B+BK = B+KBB+BK = B+BK2 = K˜.
In view of Theorem 2, this completes the proof. 
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