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Abstract
Recently it has been demonstrated that an ensemble of trapped ions may serve as a quantum annealer for the number-
partitioning problem [Nature Comm. DOI: 10.1038/ncomms11524]. This hard computational problem may be addressed
employing a tunable spin glass architecture. Following the proposal of the trapped ions annealer, we study here its robustness
against thermal effects, that is, we investigate the role played by thermal phonons. For the efficient description of the system,
we use a semiclassical approach, and benchmark it against the exact quantum evolution. The aim is to understand better and
characterize how the quantum device approaches a solution of, an otherwise, difficult to solve NP-hard problem.
I. INTRODUCTION
Quantum computers and quantum simulators are
nowadays becoming a reality thanks to the advances
in ion trapping and integrated superconducting technol-
ogy [1–5]. A possible device which is quickly being de-
veloped are quantum annealers. Annealing, as opposed
to quenching, is a method to produce the ground state
of a target Hamiltonian by slowly deforming/adjusting
a well-known ground state of a different Hamiltonian.
Annealing is in fact a concept originating from classical
metallurgy, extended in the 1980s to classical optimiza-
tion problems, and known as simulated annealing [6, 7].
In the current quantum versions, quantum annealing is
very much analogous to quantum adiabatic computing,
but is typically targeted towards the classical optimiza-
tion problems. The idea is to add a simple, noninter-
acting, but noncommuting term to the original classical
Hamiltonian. This simple additional term should dom-
inate the system at the initial time, so that the ground
state will be easy to find, since it will correspond to a
non-interacting system. The non-commuting nature of
the additional term ensures that the initial and target
ground states are not symmetry protected. Then, the
additional term is adiabatically removed and the ground
state is expected to go slowly from the initial one to the
one of the Hamiltonian of interest [8–10], see also the re-
cent review [11]. This scheme is nowadays plausible with
a large number of possible platforms, including trapped
ions, cavity QED, circuit QED, superconducting junc-
tions [12] and atoms in nanostructures. The first com-
mercially accessible quantum annealers are in the mar-
ket [13–15].
Since the original proposals [16, 17] trapped ions quan-
tum simulators are the subject of intensive theoretical
∗ David.Raventos@icfo.eu
and experimental research. Starting from realization of
the simple instances of quantum magnetism [18], they
have reached quite a maturity in the recent experimen-
tal developments (cf. [19–25]). The recent paper by
Bollinger’s group [26], in addition to the excellent exper-
imental work, contains also an outstanding analysis of
quantum dynamics of the relevant Dicke model, in which
the ions interact essentially with one phononic mode.
Quantum dynamics in general, and in particular for the
Dicke-like ion-phonon models, are very challenging for
numerical simulations. Exact treatments are possible for
small systems only, so that various approximate methods
have to be used. One of them is the truncated Wigner ap-
proximation, in which both ionic and phononic operators
are replaced by complex numbers, the dynamics becomes
“classical”, and only the initial data mimic the ”quan-
tumness” of the problem [27]. This approach was used in
Ref. [28] to study the quantum non-equilibrium dynamics
of spin-boson models. More sophisticated “mean-field”
approaches decorrelate ions from phonons, but treat at
least either ions or phonons fully quantum mechanically
– this approach is in particular analyzed in the present
paper. Quantum aspects of the models in question were
studied in the series of papers [29–31].
We have considered recently the exact quantum dy-
namics of few ion systems to demonstrate the robust-
ness of chiral spin currents in a trapped-ion quantum
simulator using Floquet engineering [32]. Our earlier
works include studies of dual trapped-ion quantum sim-
ulators as an alternative route towards exotic quantum
magnets [33], and studies of ion chains with long range
interactions forming “magnetic loops” [34]. Topological
edge states in periodically-driven trapped-ion chains [35],
trapped ion quantum simulators of Rabi lattice models
with discrete gauge symmetry [36], and hidden frustrated
interactions and quantum annealing in trapped ion spin-
phonon chains [37] were also considered recently. Novel
ideas for spin-boson models simulated with trapped ions
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can be found in Ref. [38].
In Ref. [39], it has been proposed to use trapped ions
for solving difficult optimization problems via quantum
annealing. Such scheme, applied to the concrete exam-
ple of number-partitioning, has come under scrutiny in
Ref. [40]. The idea is to profit from the known map-
ping between the number partitioning problem and the
ground state of spin Hamiltonians [41]. In the interest-
ing domain, where the number partitioning problem is
notably difficult, the system is actually in the spin-glass-
like phase, which renders finding the actual ground state
an involved task for classical methods. The annealing
method proposed was found to work well for small num-
ber of ions at zero temperature. In this work we explore
in detail a semiclassical approximation to the original
problem, where the quantum correlations between the
spins and the phonon bath are neglected. This, however,
allows us to solve the Heisenberg equations of motion in
an efficient way for much larger ion systems. Notably, the
approach allows us to explore finite temperature effects
on the annealing protocol.
Our present work is structured as follows. In Sec. II
we explain the specific technical details of the studied
model and the calculations. In particular, the Hamilto-
nian is explained in IIA, the reduction methods in II B
and the annealing protocol II C along with the basic def-
initions IID. In Sec. III, we introduce our semiclassical
approximation, and benchmark it with a full quantum
treatment. In Sec. IV we show the results of the semi-
classical approach applied to finite temperature. Here,
we set the initial phonon population to non-zero ther-
mal values. A summary and our main conclusions are
provided in Sect. V. Finally, in the appendix we provide
some further tests to our numerical integration method
(appendix A), and a brief study of the optimal bias for
the annealing protocol (appendix B).
II. SYSTEM
A. Hamiltonian
We study a chain of N trapped ions interacting by
effective spin-spin interactions subjected to a transverse
time-dependent magnetic field. Interactions are gener-
ated by Raman coupling the pseudo-spin degrees of free-
dom to the phonon modes which are obtained expanding
the Coulomb force between the ions around their equi-
librium positions [17]. The phonon spectrum is defined
through its natural frequencies ωk and modes ξ
i
k. The
dynamics of the system is described by a time-dependent
Hamiltonian that in the Schro¨dinger picture reads,
HS (t) /~ =
M∑
k
ωkaˆ
†
kaˆk +
N,M∑
i,k
Ωη
(i)
k sin (ωLt)
(
aˆ†k + aˆk
)
σ(i)x
+
N∑
i
B (t)σ(i)z + εσ
(p)
x , (1)
where aˆk(aˆ
†
k) is the annihilation (creation) operator of
one phonon in the k-th mode and ωk is the frequency of
that mode. The operators σ
(i)
x , σ
(i)
y , and σ
(i)
z are the spin
operators in the i-th position. The frequencies Ω and ωL
are the Rabi frequency and the beatnote frequency of the
laser, respectively. The dimensionless parameters η
(i)
k are
the Lamb-Dicke parameters proportional to the displace-
ment of an ion i in the vibrational mode k, see Ref. [17].
As usual, t is time, and a time-dependent magnetic field
B(t) allows us to perform the quantum annealing. A
small bias term, proportional to ε, has been added in the
p-th position to remove the Z2 degeneracy. The upper
limit of the sum over the ions i is N , the number of ions.
The upper limit of the sum in modes k is M , the number
of modes. The total number of phonon modes is 3N , but
the Raman beam couples to only N modes, selected by
the wave vector difference of the lasers. At this point, we
may keep our analysis general by making no assumption
about the number M of modes. However, all phonons
which are considered are assumed to be coupled to the
spin in the same way. Hereinafter, the upper limits of
the sums will be omitted for brevity.
B. Equations of motion
We compute the Heisenberg equations of motion for
the quantum average of every operator in the Hamilto-
nian, aˆk, aˆ
†
k, σ
(i)
x , σ
(i)
y , and σ
(i)
z . Given that these are
time independent operators, the calculation reduces to
commutators. Additionally, we replace aˆ†k+ aˆk by 2ℜ [aˆk]
and aˆk−aˆ
†
k by 2iℑ [aˆk]. The equations of motion (all with
real coefficients) read,
d〈ℜ [aˆk]〉
dt
= ωk〈ℑ [aˆk]〉 (2)
d〈ℑ [aˆk]〉
dt
= −ωk〈ℜ [aˆk]〉 − sin (ωLt)
∑
j
Ωη
(j)
k 〈σ
(j)
x 〉,
d〈σ
(i)
x 〉
dt
= −2B (t) 〈σ(i)y 〉,
d〈σ
(i)
y 〉
dt
= −4
∑
l
Ωη
(i)
l sin (ωLt)〈ℜ[aˆl]σ
(i)
z 〉
+2B (t) 〈σ(i)x 〉 − 2ε〈σ
(i)
z 〉δp,i,
d〈σ
(i)
z 〉
dt
= 4
∑
l
Ωη
(i)
l sin (ωLt)〈ℜ[aˆl]σ
(i)
y 〉+ 2ε〈σ
(i)
y 〉δp,i .
C. Annealing protocol
The functional form and value of Ω, B (t) and ε deter-
mine the annealing protocol. In these annealing schemes,
the initial value of the transverse magnetic field B (t = 0)
must be sufficiently strong to initialize the system in
the paramagnetic phase, that is, B must be larger than
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the effective spin-spin interactions J ∼ Ω2ωrec/(δωrad),
where ωrec is the recoil energy of the photon-ion cou-
pling, ωrad is the radial trap frequency, and δ the detun-
ing from the nearest phonon mode. For typical values,
e.g. Ω ∼ δ ∼ 100 kHz, ωrec ∼ 25 kHz, ωrad ∼ 5 MHz, we
obtain effective interactions J ∼ 1 kHz, so we need an ini-
tial field strength B(0) ∼ 10 kHz. The annealing scheme
proceeds by turning down the magnetic field according to
some functional form in order to adiabatically achieve the
ground state of the Hamiltonian of interest. Given the
adiabatic theorem, for a closed system initiallized in the
ground state, the final system is guaranteed to be in the
ground state as long as the system is gapped along the
annealing path, and the variation is slow enough. Gener-
alization to open systems has been proposed in Ref. [42].
We have used a decreasing exponential form for the
transverse magnetic field, B (t) = B(0) e−
t
τ with a decay
rate τ . The other parameters, Ω and ε, remain con-
stant. An example of the evolution of the system under
this protocol is shown in Fig. 1. Initially, 〈σˆ
(i)
x 〉 = 0
for all i, and the total phononic population is set to 0.
Within tens of microseconds the phononic modes are pop-
ulated. Not surprisingly, the mode next to the resonance
becomes the most populated one, with a population be-
ing orders of magnitude larger than the population of the
other modes. In contrast to these rapid changes of the
phonon state, the spin dynamics is much slower. The
spin expectations 〈σˆ
(i)
x 〉 remain mostly clustered around
zero for hundreds of microseconds. When B (t) ≃ ε, the
values 〈σˆ
(i)
x 〉 start to deviate from zero, and some acquire
positive values, while others become negative. Thus, the
spin curves separate from each other, and we call the
time at which this happens the separation time. At some
point after the separation time, the spin curves saturate,
that is, from then on 〈σˆ
(i)
x 〉 remain constant in time. We
define the waiting time as the time when all 〈σˆ
(i)
x 〉 have
stopped varying. At the waiting time, the phononic pop-
ulations stabilize around certain values, although their
oscillations do never vanish.
The quantum annealer produces final values of 〈σˆ
(i)
x 〉
which are not fully polarized , that is, |〈σˆ
(i)
x 〉| < 1. Thus,
the final state differs from the classical ground state of
the target Hamiltonian, that is, the Hamiltonian in the
absence of a transverse field. Thus, we take as readout
of the annealing protocol the average spin values [43–45].
This is not a problem, as long as for all spins the sign
matches with the one in the classical state. As explained
in detail in Ref. [40], the spin configuration of the tar-
get Hamiltonian is determined by the dominant mode,
defined as the one with frequency just below the beat-
note frequency ωL. There are different reasons why the
final ground state might show a different spin pattern:
Either, the annealing was too fast, that is, the value of τ
was chosen too small, or the effective spin model is not
valid. This is the case when ωL is too close to a resonance
ωk.
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FIG. 1. (Upper panel) Evolution of 〈σˆ
(i)
x 〉 in a system with
4 spins, with initial populations of phononic modes set to 0.
The biased spin is the pink one, see text for details. (Lower
panel) Evolution of the populations of the phononic modes in
a system with 4 spins, with initial populations of phononic
modes set to 0. δ = 1 MHz.
D. Fidelity of the annealing protocol
In order to quantify the success of the annealing pro-
tocol, that is, the ability of the method to identify the
target ground state of the spin system, we will define the
following fidelity,
F =
{
min
i
∣∣∣〈σ(i)x 〉∣∣∣ if sign[〈σ(i)x 〉] = sign[η(i)kd
]
, ∀i
0 Otherwise
, (3)
where ηij is the ith component of the dominant mode kd
for a fixed value of the beatnote frequency ωL. That is,
the fidelity is zero if the signs of 〈σix〉 do not match the
signs of ηi of the dominant mode. If the signs are repro-
duced, the value of the fidelity is defined as the smallest
expectation value of the spins of the ions. Note that with
this definition, any non-zero fidelity is good enough for
correctly identifying the ground state pattern, assuming
the absence of noise in the system.
III. SEMICLASSICAL APPROXIMATION
A. Semiclassical equations of motion
Now we will develop a semiclassical approximation to
the exact equations of motion, Eq. (2), that will allow us
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to study larger systems of ions and the effects of temper-
ature on the annealing protocols. We make the following
approximations:
〈aˆkσ
(i)
µ 〉 ≃ 〈aˆk〉〈σ
(i)
µ 〉
〈aˆ†kσ
(i)
µ 〉 ≃ 〈aˆ
†
k〉〈σ
(i)
µ 〉 (4)
with µ = {x, y, z}. These approximations ignore the
quantum correlations in the coupling between bosonic
and spin modes.
Additionally defining the auxiliary variables
Sk (t) ≡ sin (ωLt)
∑
j Ωη
j
k〈σ
(j)
x 〉 and J (i) (t) ≡
sin (ωLt)Ω
(
2
∑
l η
i
l 〈ℜ[aˆl]〉
)
+ εδp,i, we obtain the
approximate equations of motion,
d〈ℜ [aˆk]〉
dt
= ωk〈ℑ [aˆk]〉, (5)
d〈ℑ [aˆk]〉
dt
= −ωk〈ℜ [aˆk]〉 − Sk (t) ,
d〈~σ(i)〉
dt
= −2

 0 B (t) 0−B (t) 0 J (i) (t)
0 −J (i) (t) 0

 · 〈~σ(i)〉
where a spin vector notation, 〈~σ(i)〉 =(
〈σ
(i)
x 〉, 〈σ
(i)
y 〉, 〈σ
(i)
z 〉
)
, has been used. This is a sys-
tem of 2 × M + 3 × N non-linear first-order ordinary
differential equations. Hence, it is numerically solved
with a first order, ordinary differential equation solver
that uses the Gragg–Bulirsch–Stoer method, stepsize
control and order selection, called ODEX [46].
B. Comparison of semiclassical approximation to
full quantum evolution
To benchmark the semiclassical method, we have com-
pared it against a full quantum evolution of the system
using Krylov subspaces. The latter is a method to study
the dynamical evolution under time-dependent Hamilto-
nians that computes a reduced evolution operator omit-
ting contributions smaller than a certain threshold, that
is, transitions to irrelevant states. Despite this neglec-
tion, the Krylov evolution can be considered an exact
numerical simulation, as it iteratively determines which
part of the Hilbert space is irrelevant at a given accuracy.
In both cases, semiclassical and full quantum, the evo-
lution of a given initial state under a time-depending
Hamiltonian is calculated with time steps in a recurrent
way. In the fully quantum calculation, the time steps are
of the order of 1 ns, while in the semiclassical description
they are variable, but can be orders of magnitude larger.
In the quantum case, we have to specify a quantum state
—a complex vector in the joint Fock basis of phononic
and spin modes—, containing the amplitudes of every
state of the basis. In the semiclassical case, we only have
to supply the initial mean values of every operator.
It should be noted that the exact quantum evolution
requires truncating the maximum phonon number which
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FIG. 2. Quantum (a,c) and semiclassical (b,d) evolution of
〈σˆ
(i)
x 〉. The figure is computed with N = 4 ions with a detun-
ing δ = 2900 kHz. Panels (a) and (b) correspond to τ = 0.35
ms and panels (c) and (d) to τ = 0.7 ms.
in our case was set to two phonons per mode. Such
truncation of the Hilbert space requires sufficiently cool
systems. And even with this truncation, the quantum
evolution is restricted to a small number of ions. Consid-
ering only one transverse phonon branch, i.e. N phonon
modes, with a maximum population of two phonons per
mode, the Hilbert space dimension is 2N × 3N , that is,
a dimension of 46656 for N = 6 ions. The semiclassical
approach, in contrast, allows us to explore larger systems.
1. Time evolution of 〈σˆ
(i)
x 〉
The semiclassical model captures well the qualitative
behavior of the evolution of 〈σˆ
(i)
x 〉, as exemplified in
Fig. 2. In the figure we compare the semiclassical evo-
lution with the exact dynamics for N = 4 ions for two
different decay times. The discrepancy between semi-
classical and exact evolution is smallest for shorter times
(t . τ), where the semiclassical model is able to correctly
capture the details of the dynamical evolution, most no-
tably little wiggles in the evolution of the biased ion,
i = 1. Importantly, the semiclassical model also agrees
with the exact evolution regarding general features such
as the separation time, and the sign of each 〈σˆ
(i)
x 〉 in the
long-time limit. As discussed in more detail in the next
paragraph, this enables a quite accurate prediction of an-
nealing fidelities, despite the fact that the approximation
disregards some quantum properties. Thus it provides a
computationally efficient way to study the behavior of
larger systems.
For a better understanding of the errors in the semi-
classical approach, we have exactly calculated the evo-
lution of 〈nˆ3σ
(i)
x 〉, see Fig. 3(a), and of 〈nˆ3〉〈σ
(i)
x 〉. As
4
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FIG. 3. Evolution of 〈nˆ3σˆ
(i)
x 〉 (a) and of the relative difference
(〈nˆ3σˆ
(i)
x 〉−〈nˆ3〉〈σˆ
(i)
x 〉)/〈nˆ3σˆ
(i)
x 〉 for a system of four spins with
initial populations of phonons set to zero for a detuning δ =
1000 kHz.
our semiclassical approximation is based on substituting
the former correlator by the latter one, the discrepancy
between both expressions is an indicator for the qual-
ity of the semiclassical approach. In Fig. 3(b), we plot
the relative difference as a function of time: Initially, the
phonon and spin degrees of freedom are taken as uncor-
related, thus, the semiclassical and the exact description
coincide at t = 0. On short time scales, both correla-
tors have small absolute values, but their relative differ-
ence becomes large. For times larger than the separa-
tion time, the absolute values of the correlators increase,
and the relative errors decrease. On long time scales,
the errors oscillate around mean values of the order 0.1.
This observation suggests that the main errors made in
the semiclassical approximation are introduced at short
times, where the transverse magnetic field and its tem-
poral derivative takes large values.
2. Fidelity
As we have seen the semiclassical approximation pro-
vides a reasonable description of the dynamics in many
configurations. Let us now explore in more detail in
which parameter regions it predicts the correct fidelity
for the annealing protocol. In Fig. 4 we present a com-
parison of the fidelities obtained from the exact time evo-
lution and from the semiclassical approach for a system
of four ions. We tune through a broad range of beatnote
a)
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 0.8
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C
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 0.01
 0.1
 1
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τ 
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s)
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
F S
C-
F E
FIG. 4. Fidelity obtained with the full quantum evolution
FE (a), the semiclassical model FSC (b), and the difference
between the semiclassical model and the full quantum (c). In
both cases, we consider a system of four ions, and we plot the
magnitudes as a function of ωL and τ . The fidelity is readout
after a time 20 τ .
frequencies ωL, and vary the decay time τ of the magnetic
field. The overall agreement is very good: Both meth-
ods predict a small fidelity when the field decays too fast
(small τ), or when the system is too close to one of the
phonon resonances. The semiclassical evolution, how-
ever, slightly overestimates the fidelity for small τ , and
also slightly below each phonon resonance, that is, on the
ferromagnetic side of the resonance. Notably, the semi-
classical approach works quite well in the glassy regimes
above the resonances, where it estimates correctly the re-
gions in which the annealer fails for any annealing time.
As discussed earlier, the failure of the annealing pro-
tocol for small τ is due to non-adiabatic behavior in the
fast varying field. The failure near the resonance, though,
cannot be fixed by increasing τ , and has its origin in the
deviation from of the Dicke dynamics from the effective
spin model. Although such deviations are expected on
both sides of a phonon resonance, the region of zero fi-
delity is seen only on the glassy side of each resonance.
From that perspective, the size of the spin gap seems to
play a role as well, although in this regime we should not
compare it to ~/τ , but to those spin-phonon energy scales
which are neglected in the effective spin model, that is,
the first order term in a Magnus expansion, see Ref. [47].
The main advantage of the semiclassical model is that
it can easily be applied to larger systems. In Fig. 5, we
consider systems of six and eight ions. Notably, a broad
region of zero fidelity occurs for eight ions between ω5 and
ω6. Its origin is unclear to us, and further calculations
on the fully quantum evolution would be needed in order
to discriminate whether they are true effects or merely
calculation artifacts.
We finish this section by discussing the factor which
limits the scalability of the quantum annealer. As seen
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FIG. 5. Fidelity of a system of six ions (a) and a system of
eight ions (b) as a function of ωL and τ using the semiclassical
approximation. Final times are 20τ .
above, below a critical detuning from the resonance the
fidelity drops to zero. This sets a limit to the scalabil-
ity of the quantum annealer, because, with the number
of modes being proportional to the number of ions, the
mode spacing decreases when the system size is increased.
However, we note that phonon spectra are not equidis-
tant, and within the transverse branch, the phonon spac-
ing is largest at the lower energetic end of the phonon
spectrum. Thus, to achieve finite fidelity in an up-scaled
system, one may need to operate in the regime of low-
energy phonons. The semiclassical estimates in Ref. [40]
suggest that the quantum annealing still works in systems
with more than twenty ions, presumably large enough to
detect quantum speed-up.
IV. FINITE TEMPERATURE EFFECTS ON THE
ANNEALING PROTOCOL
Finite temperature effects are expected to reduce the
quality of the annealing protocol, recently, however, ther-
mal effects are shown to aid the annealing protocol for a
16-qubit problem in a superconducting setup [48]. In this
section we study the robustness of the annealing proto-
col when the phonons are initially at finite temperature.
To do so, we consider an initial state with phonon mode
populations set as follows: we fix the temperature T of
the phonons, then, the mean values of the number of
phonons for each mode are sampled according to the a
bosonic thermal bath probability distribution at T . With
these initial conditions, the system is then evolved semi-
classically according to Eqs. (5). This process is repeated
with different initial values of the population of phonons,
sampled appropriately. After the evolution, the statisti-
cal moments are calculated in order to infer the thermal
properties of the system at the final time.
It should be noted that our dynamical model only cap-
tures the coherent Hamiltonian evolution, but no deco-
herence processes due to interactions with the environ-
ment. Thus, in order to account for all thermal effects,
heating events, as they occur for instance due to trap
inhomogeneties, should be taken into account by consid-
ering an increased initial temperature.
A. Classical thermal phonons
We assume that the initial populations of the phononic
modes are determined by a phonon temperature. In the
canonical ensemble, the expected value of the number
operator of the phonons in the k-th mode is,
〈nˆk〉 =
1
eβ~ωk − 1
. (6)
The corresponding Hamiltonian of the symmetrized
phonon field is Hˆph = ~
∑
k ωk
aˆ
†
k
aˆk+aˆkaˆ
†
k
2 . The expected
value of the annihilation operator αk ≡ 〈aˆk〉 is sampled
as,
P (αk) =
1
π〈nˆk〉
e
−
|α
k
|2
〈nˆ
k
〉 . (7)
The complex-valued Gaussian probability distribution
function (PDF) for the random variable αk is a prod-
uct of two Normal PDFs —one real the other purely
imaginary—for the random variables ℜ [αk] and ℑ [αk].
Both distributions have a mean µ = 0 and variance
σ2 = nˆk/2. We thus use for convenience,
P (αk) = N (ℜ [αk] ; 0, 〈nˆk〉/2)N (ℑ [αk] ; 0, 〈nˆk〉/2) ,
(8)
being N
(
x;µ, σ2
)
the Normal PDF of the random vari-
able x with mean µ and variance σ2.
B. Effects of temperature on the protocol
To evaluate the effects of temperature on the proposed
annealing protocol we will consider different initial tem-
peratures and detunings. In all cases we will fix the decay
time τ = 10 ms. Fig. 6 shows the fidelity and the total
phononic population per mode in the system. In the fig-
ure we compare results obtained with several values of
ωL and a broad range of temperatures of the phonons.
Quite generally, panels (a) and (b) show that up to a cer-
tain temperature the fidelity is not affected by thermal
phonons, but above this temperature the fidelity drops to
zero. The value of this temperature strongly depends on
the detuning, and decreases by several orders of magni-
tudes when we change from a far-detuned configuration
to a near-resonance scenario. For instance, in the far-
detuned regime at ωL = ω2 − 902.41 kHz (solid squares)
the critical temperature is of the order 0.1 K, while close
to the resonance at ωL = ω2 − 35.33 kHz (small trian-
gles), the fidelity drop occurs at a temperature of the
6
 0
 0.2
 0.4
 0.6
 0.8
 1
F
a)
 0
 0.2
 0.4
 0.6
 0.8
 1
F
b)
10-4
10-3
10-2
10-1
10+0
10+1
10+2
10+3
10+4
10+5
10-5 10-3 10-1 10+1
Σ|α
k|2
/M
T (K)
c)
ωL=ω2 - 902.41 kHz
ωL=ω2 - 468.87 kHz
ωL=ω2 - 252.07 kHz
ωL=ω2 - 35.33 kHz
10-4
10-3
10-2
10-1
10+0
10+1
10+2
10+3
10+4
10+5
10-5 10-3 10-1 10+1
Σ|α
k|2
/M
T (K)
d)
ωL=ω2 + 181.45 kHz
ωL=ω2 + 398.22 kHz
ωL=ω2 + 614.99 kHz
FIG. 6. We plot the fidelity (a,b) and the square of the
phonon coherences (c,d), as a function of the initial phonon
temperature, as obtained from the semiclassical calculation
for a system of four ions. Different lines correspond to dif-
ferent detunings. Panels (a) and (c) consider cases where the
second phonon resonance is approached from below (where
the magnetic order is ferromagnetic), while panels (b) and
(d) consider cases where the same resonance is approached
from above (where a glassy regime occurs near the resonance).
In our system, the second resonance occurs at a frequency
ω2 = 14332.7 kHz. All calculations were done for τ = 10
ms. Each point is obtained by sampling over 1,000 runs. The
adscribed error is 2 σ.
order 10−4 K. Such behavior is seen both when we ap-
proach the phonon resonance from above (panel (b))or
below (panel (a)), but we remind that above the reso-
nance there is a finite region in which the fidelity is zero
even at T = 0, cf. the discussion of Fig.( 4) in Sec.
III B 2.
Regarding the phonon population, we assume that a
reasonable estimate of 〈nˆk〉 is given by |αk|
2, as would
be the case if the phonon field remains coherent. In
Fig. 6(c,d), we may distinguish two different regimes:
At low temperatures, i.e. for T . 10−5 K, the final
phonon population is dominated by those phonons which
are produced by the spin-phonon coupling. The num-
ber of those phonons is independent from the tempera-
ture, and as shown earlier in Fig. 1(b), such phonons
are generated also at T = 0. The proximity to the reso-
nance induces a larger population of the dominant mode,
resulting in a larger value for the population as we ap-
proach the resonance. In contrast, for high temperatures,
the phonon population is dominated by thermal phonons
present already in the beginning of the evolution. In
this case, the phonon population is more or less con-
stant during the evolution, and the population number
strongly depends on the temperature, according to the
initial values from the Boltzmann distribution. As in this
case, the time evolution does not noticeably change the
phonon distribution, initial and final distribution are very
close, and so are initial and final temperature. Between
the low- and high- temperature phase, there is a nar-
row crossover regime, where the number of dynamically
generated phonons is similar to the number of thermal
phonons. The temperature at which this happens gener-
ally depends on the detuning, i.e. on ωL. In all cases, the
fidelity drop occurs only in the high-temperature regime,
that is, the number of thermal photons must be large
compared to the dynamically generated phonons in or-
der to negatively affect the spin evolution.
C. Thermal tolerance of the Lamb-Dicke regime
The Hamiltonian Eq. (1) describes the trapped ion sys-
tem when it is in the Lamb-Dicke regime, that is, for
kx ≪ 1. In a harmonic oscillator with frequency ω, we
have〈x2〉 = ~
mω
(
〈n〉+ 12
)
. With k =
√
2mωrec/~, and
introducing the Lamb-Dicke parameter η =
√
ωrec/ω, we
re-write the Lamb-Dicke condition as
η
√
2〈n〉+ 1≪ 1 . (9)
All phonon frequencies ω are of the order of the radial
trap frequency, ωrad = 2π × 2, 655 kHz. In our simu-
lation, the recoil frequency is taken as ωrec = 2π × 15
kHz, so we obtain a Lamb-Dicke parameter η ≈ 0.075.
Thus, the Lamb-Dicke regime requires
√
〈n〉+ 0.5≪ 10,
which is fulfilled by a phonon occupation 〈n〉 . 1. From
that perspective, we have to disregard those calculations
where the phonon population exceeds this number. From
Fig. 6(c,d) we find that, for the Rabi frequency we have
used, phonon numbers above 1 occur in the thermally
dominated regime, independent from the detuning. This
regime is characterized by temperatures > 10−4 K.
V. SUMMARY AND CONCLUSIONS
We have considered a chain of trapped ions with an
internal state (“spin”) coupled to vibrational modes via
Raman lasers. The couplings are such that the effective
model describing the ions is a long range spin model with
tunable, pseudo-random couplings, leading to a spin-
glass-like phase. The goal of our approach is the adi-
abatic distillation of the ground state in the glassy phase
starting from a completely paramagnetic state. To this
aim we consider the addition of a time-dependent trans-
verse magnetic field. Our procedure goes as follows: At
the initial time, the magnetic field is strong enough to en-
sure the ground state of the spins is a ferromagnetic state,
with all spins aligned in the transverse direction. As time
evolves we slowly, ideally adiabatically, remove the mag-
netic field such that the final Hamiltonian is our effective
long-range spin model in the spin-glass-like phase.
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We have simulated our annealing protocol using the
exact evolution by means of a Krylov subspace method
which is feasible for a small number of ions. In order to
consider larger systems as well as to study the effect of
temperature on the time evolution we have developed a
semiclassical formalism which ignores the quantum cor-
relations between the ions and the phonons. The quality
of this method has been benchmarked by comparing its
predictions with the exact evolution for four ions. The
semiclassical model is found to provide a very accurate
qualitative picture of our proposed method, and allows
us to correctly identify the parameter region where the
annealing protocol works well. By means of the semi-
classical model we have thus extended our study to larger
number of ions, providing an accurate picture of the abil-
ity of the annealing protocol to find the correct ground
state depending on the annealing time.
Finally, the semiclassical model has allowed us to study
the robustness of the scheme for initial phonon states at
finite temperature. We find that the effect of temper-
ature strongly depends on the detuning from a phonon
resonance. While in most configurations, the quantum
annealing does not break down within the Lamb-Dicke
regime, close to a resonance the situation is different.
Here, the fidelity of the annealing may drop even be-
fore the Lamb-Dicke limit is reached, see Fig. 6. Thus,
while state-of-art spin model simulations which are car-
ried out far off any phonon resonance (e.g. Refs. [22, 25])
require only cooling to the Lamb-Dicke limit, quantum
annealing in the interesting glassy regime requires more
cooling. Accordingly, our finding motivates the develop-
ment of new, more efficient cooling techniques, as for
instance cooling based on electromagnetically-induced
transparency [49–51], which is very well suited to simul-
taneously achieve low populations in all radial modes.
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Appendix A: Robustness of the semiclassical calcu-
lation
One can test the quality of the integration method by
checking whether the constants of motion are conserved.
In time-independent systems, the total energy of the sys-
tem is ususally the conserved quantity which can be com-
puts most easily. Unfortunately, since the Hamiltonian in
Eq. 1 does not commute with itself at different times due
to the transverse magnetic field in the annealing term,
the total energy of the system is not conserved. Further-
more, it is challenging to find an analytical expression
for an alternative conserved quantity given the infinitely
non-commutativity of the Pauli matrices algebra. We
have tested the integration method checking its time re-
versibility. The latter test has given relative differences
below 10−7, which is within the range of the computation
9
precision.
Appendix B: Optimal bias for the exponential an-
nealing function
Although the only function of the bias potential ǫ is to
break Z2 symmetry in the target Hamiltonian, it turns
out that the value and position of the bias have a non-
neglible effect on the outcome of the annealing process.
Here, we investigate which values of the bias ǫ and the
annealing parameter τ minimize the separation time. As
seen in Fig. 7 a), the separation time is minimized for
smaller values of τ , at any value of the bias larger than
Hz. However, small τ are known to affect negatively the
fidelity. As we see from Fig. 7 b), there is, even for decay
times as short as a few ms, a range of bias potentials
(roughly between 1 kHz and 10 kHz), where the fidelity
gets large. Thus, this range defines the optimal choice
for ǫ, which we have also used in our calculations.
We also note that the magnitude of the bias provides
a bound for the maximum absolute value of 〈σx〉, that is,
the spin expectation on the biased site at the end of the
annealing depends on the strength of the bias potential.
For a weak bias, this spin will deviate only weakly from
zero, limiting the overall fidelity.
10
