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Abstract
Inspired by analytic model theory for Hilbert space operators and some recent developments in Cowen–
Douglas operators, we formulate in this paper a geometric theory for bundle shifts and relate it in duality to
the geometric theory of Cowen–Douglas operators.
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1. Introduction
An effective approach to operator theory on Hilbert spaces is to establish function models.
The idea of diagonalizing a normal operator in the spectral theory extends to analytical model
theories for larger operator classes such as subnormal, hypernormal operators. Under favorable
circumstances, the resulting model is multiplication by independent variable on a holomorphic
function space, hence the original operator can be viewed as a “shift” operator. The model space
consists of holomorphic functions, or more generally, of holomorphic sections of holomorphic
vector bundles (cf. [1,23]), and in the latter case, the model is called the bundle shift.
Compared to the classical analytical approaches, a remarkable progress in non-normal oper-
ator theory is the introduction of ideas and techniques from complex geometry by Cowen and
Douglas, who defined a wide operator class called the Cowen–Douglas operators, denoted by
Bn(Ω) with respect to a planar domain Ω and a specified positive integer n [5, Definition 1.2].
Their idea is to study the operator theory of a Cowen–Douglas operator T via a holomorphic
Hermitian vector bundle over Ω of rank n, denoted by E(T ), naturally associated to it. The fibre
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space T acts on. The interplay between operator theory and complex geometry is the source of
many interesting investigations, see [11,14,4] for some recent developments.
The present paper is devoted to formulate the operator theory of bundle shifts in a geometric
framework and relate it to the Cowen–Douglas theory. The class Bn(Ω) covers the adjoint of
many shift-like operators, and if it happens that T ∗ ∈ Bn(Ω) for a shift-like operator T , then by
the construction of E(T ∗), T ∗ acts on sections of E(T ∗) as multiplication by z as well, and one
may view T ∗ as an “adjoint bundle shift”.
This terminology was borrowed from Yakubovich [23], who provides a framework to diag-
onalize simultaneously a shift-like operator and its adjoint into bundle shift and adjoint bundle
shift. While it is natural in model theory to consider simultaneously an operator and its adjoint,
one key point in [23], as well as implicitly lying in other works [15,21,22], is the existence of a
natural duality between the models for T and T ∗.
We will follow this line to provide a dual theory for bundle shifts and their adjoints. Our work
differs from the existing literature on this subject in that we emphasize the inherent complex
geometry rather than the function theory.
In this paper, we focus on the bundle shift model established by Abrahamse and Douglas [1],
which covers a considerably large class of subnormal operators related to general multiply-
connected domains. Precisely speaking, it implements the model for pure subnormal operators
with spectrum contained in the closure of a multiply-connected domain and normal spectrum
contained in the boundary of it. Compare to the shift operator on the classical vector-valued
Hardy space over the unit disc, the bundle shift plays an analogous important role for general
multiply-connected domains, as can be seen from some recent works [6,7].
Let us recall some basic definitions. Given a bounded multiply-connected planar domain Ω
whose boundary consists of finitely many analytical Jordan curves, a flat unitary bundle E over
Ω is determined by a unitary representation of the fundamental group π1(Ω) of Ω and admits
the structure of a Hermitian holomorphic vector bundle with nice local properties. In particular,
it can be shown that if f is a holomorphic section of E, ‖f (z)‖2Ez is a subharmonic function,
where ‖‖Ez denotes the metric on the fibre Ez. If we denote by Γa(E) the set of holomorphic
sections of E, the Hardy space H 2E(Ω) is defined by
H 2E(Ω) =
{
f ∈ Γa(E):
∥∥f (z)∥∥2
Ez
has a harmonic majorant}.
The bundle shift acting on H 2E(Ω), denoted by TE , is defined by
TE : f → zf, f ∈ H 2E(Ω).
In case E is the trivial bundle Ω ×Cn, the corresponding bundle shift is denoted by TCn acting
on the Cn-valued Hardy space H 2(Ω)⊗Cn (cf. [16]).
It can be shown [1, Theorem 3] that T ∗E is a Cowen–Douglas operator with respect to the
conjugate domain Ω∗ of Ω hence there is a bundle E(T ∗E) over Ω∗ associated to T ∗E . To avoid
the conjugate domain, we replace the bundle E(T ∗E) by a new bundle defined on Ω by simply
assigning to a point z ∈ Ω the eigenspace ker(T ∗E − z¯), which is the fiber of E(T ∗E) at z¯. This new
bundle naturally admits an anti-holomorphic structure (we denote it by E(TE)), and will be our
prospective dual of the flat unitary bundle E. We will say more on anti-holomorphic structure in
Section 2, while mention here that the anti-holomorphic approach is sometimes more natural in
Cowen–Douglas theory and we refer readers to [14] for a detailed discussions.
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and T2 if ST1 = T2S, and the Cowen–Douglas theory starts from a simple fact that intertwining
operators induce bundle maps on associated bundles. To be more precise, if S intertwines T1 and
T2 in Bn(Ω), then S preserves eigenvectors thus naturally induces a bundle map, denoted by Γ S,
from E(T1) to E(T2). Moreover, Γ S is holomorphic since S is bounded.
Conversely, to characterize bundle maps that are induced by intertwining operators is by no
means trivial and many interesting results (cf. [5,4]) follow along this line, where various kinds
of intertwining operators are related to bundle maps with various geometric properties.
While T ∗E is a Cowen–Douglas operator so that the intertwining problem for T ∗E can be studied
via bundle maps on E(TE), we find that a dual geometric theory can be developed for TE itself,
and this time, bundle maps are defined on the flat unitary bundle E.
Let E1 and E2 be two at unitary bundles of the same rank over Ω and Φ a holomorphic bundle
map from E1 to E2, then for any section f in H 2E1(Ω), Φf is a holomorphic section of E2. In
general, the map f → Φf does not define a bounded operator from H 2E1(Ω) to H 2E2(Ω), while
in case it does, we denote such an induced operator by ΛΦ . That ΛΦ intertwines TE1 and
TE2 is straightforward, and a more careful argument shows that these are actually all possible
intertwining operators (Remark 3.3). In other words, all intertwining operators are induced by
holomorphic bundle maps.
We will investigate how geometric properties of bundle maps on E are related to the inter-
twining operators they induce. The results we obtain are not only of independent interest, but also
implement the dual counterpart of some important results for general Cowen–Douglas operators,
to which T ∗E belongs.
Next we will turn to the two underlying holomorphic vector bundles over Ω , i.e. the flat
unitary bundle E and the bundle E(TE), and our investigation is motivated by the following
question of Douglas [6, Question 10].
Question. What is the precise relation between the flat unitary bundle E and the bundle E(TE)?
Does E represent the holonomy of E(TE) in some sense?
As suggested by the title of this paper, we will establish a dual relation between the two
bundles. Though the question is purely geometric as it appears, it cannot be answered without
operator-theoretic considerations. In light of the well-known Grauert’s theorem, both bundles are
analytically trivial hence there is an arbitrariness in defining a duality between them. Our point is
that the duality should intertwine the geometric structures of E and E(TE) in a reasonable sense
as well as natural in operator theory.
We formulate the operator theory of TE via bundle maps on E, with focus on characterization
of unitary equivalence, commutant, double commutant and reducing subspaces of TE . Then we
combine them with results in [5,4] to study the geometric relation between E and E(TE). We
introduce two natural dual pairings between E and E(TE) and show that both dualities intertwine
the Hermitian holomorphic (resp. anti-holomorphic) structure of the two bundles with respect to
reducing sub-bundles. Roughly speaking, the dualities we will establish behave like the canonical
duality (see Section 2) as will be seen.
The main geometric tool in our arguments is the canonical connection on holomorphic Her-
mitian vector bundles. Motivated by the above question of Douglas, we show how the holonomy
group is related to connection-preserving bundle maps and apply it to the bundle shift. The argu-
ments in this part are mainly geometric, and as a by-product, we complement research in [4] by
providing a simple proof of its key theorem.
L. Chen / Journal of Functional Analysis 263 (2012) 846–868 8492. Geometric preliminaries
2.1. Connections, flat connections and flat unitary bundles
For a planar domain Ω and a C∞ Hermitian vector bundle E over Ω , let Ep(Ω,E) denote
the differential forms of degree p with coefficients in E. A first order differential operator D :
E0(Ω,E) → E1(Ω,E) such that
D(f s) = df ⊗ s + fDs
for any given smooth function f and smooth section s of E, is called a connection on E. For
a given section s of E, Ds is called the covariant differential of s. A connection D is called
metric-preserving if
d〈s1, s2〉 = 〈Ds1, s2〉 + 〈s1,Ds2〉,
for given sections s1, s2 of E, where 〈,〉 denotes the Hermitian inner product on E.
If E is a holomorphic Hermitian vector bundle, there is a unique connection D, called the
canonical connection on E which is metric-preserving and compatible with the complex struc-
ture (cf. [19]). The connection matrix of the canonical connection with respect to a specific
holomorphic frame s = {s1, . . . , sn} is
∂h · h−1 (2.1)
where h = (〈si , sj 〉) is the Gramian of s. In the remaining part of this paper, when dealing with
holomorphic (anti-holomorphic) Hermitian vector bundles, in particular flat unitary bundles, the
word “connection” will always mean the canonical connection.
The notion of connection-preserving bundle map is important for our investigations.
Definition 2.1. Let E be a vector bundle with connection D. A bundle map Φ on E is called
connection-preserving if
[D,Φ] = DΦ −ΦD = 0.
Let Φ be a bundle map on E whose matrix with respect to a frame s is Φ̂ , a direct computation
shows that Φ is connection-preserving if
dΦ̂ + [Θ,Φ̂] = 0 (2.2)
where Θ is the connection matrix for the frame s.
An argument on covariant derivatives of bundle maps implies that a bundle map Φ on a Hermi-
tian holomorphic bundle is connection-preserving if and only if both Φ and Φ∗ are holomorphic
[4, Proposition 2.1]. Here the bundle map Φ∗ is the Hermitian adjoint of Φ in the sense that for
any z and ξ, η in Ez, 〈Φ(z)ξ, η〉Ez = 〈ξ,Φ∗(z)η〉Ez . As a consequence,
Proposition 2.2. The set of connection-preserving bundle maps on a holomorphic Hermitian
vector bundle forms a ∗-algebra.
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ing sub-bundles.
Definition 2.3. A C∞ sub-bundle F of a holomorphic Hermitian vector bundle E is called a
reducing sub-bundle if both F and its orthogonal complement F⊥ are holomorphic sub-bundles.
It can be shown (cf. [4,12]) that F is a reducing sub-bundle if and only if it is invariant under
the canonical connection. As a consequence, we have
Proposition 2.4. Let E be a holomorphic Hermitian vector bundle, a sub-bundle F of E is
a reducing sub-bundle if and only if the bundle map PF of projection onto F is connection-
preserving.
The operator D can be extended naturally to a derivation from E1(Ω,E) to E2(Ω,E) via the
Leibnitz rule, and the second order differential operator
D2 : E0(Ω,E) → E2(Ω,E)
is called the curvature of D (see [5] for more details).
A connection with vanishing curvature is called flat. One can show, via the Frobenius theorem,
that a vector bundle E admits a flat connection if and only if E admits a coordinate covering with
constant transition functions, and in the latter case, we say the bundle admits a flat structure and
call it a flat bundle. A flat structure on a vector bundle over Ω gives rise to a representation
α : π1(Ω) → GL(n,C)
of the fundamental group of Ω via parallel displacement, and the range of α is called the holon-
omy group (we will say more on parallel displacement and holonomy later). Conversely, given
such a representation α, one can construct a space Eα = (D × Cn)/π1(Ω). Here by the uni-
formization theorem, we regard the unit disc D as the covering space of Ω and the action of
π1(Ω) on D×Cn is given by
A : (z, ξ) → (Az,α(A)ξ)
for A ∈ π1(Ω), z ∈ D. (We identify π1(Ω) with the covering transformation group acting
on D.) The holomorphic covering map, denoted by π , naturally induces a projection from
(D × Cn)/π1(Ω) onto Ω given by π[(z, ξ)] = π(z). The space Eα together with the projec-
tion π then defines a flat bundle over Ω . Detailed discussions of the materials above can be
found in [12].
If α : π1(Ω) →U (n) is a unitary representation, where U (n) is the group of n by n unitary
matrices, the flat bundle Eα constructed as above is called a flat unitary bundle. A vector bundle
E is a flat unitary bundle if and only if E admits a coordinate covering with constant unitary
transition functions. In particular, a flat unitary bundle admits both holomorphic and Hermitian
structure, hence is a Hermitian holomorphic vector bundle. For our further arguments and the
convenience of readers, we exhibit explicitly the holomorphic Hermitian structure of Eα in terms
of local frames.
Using the fact that the covering transformation group acts freely and transitively on π−1(t)
and that the representation is unitary, one can check that for any point t in Ω , the fiber π−1(t) =
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Moreover, fix t in Ω and ξ in Cn, for any local inverse ϕ of π over some neighborhood of t , the
map z → [(ϕ(z), ξ)] defines a holomorphic section. In particular, let {ei}ni=1 be an orthonormal
base of Cn, then the sections {[(ϕ(z), ei)]}ni=1 form a local holomorphic orthonormal frame.
For two such frames {[(ϕ(z), ei)]}ni=1 and {[(ψ(z), ei)]}ni=1 defined on overlapping domains, one
immediately sees that the transition matrix of {[(ψ(z0), ei)]}ni=1 and {[(ϕ(z0), ei)]}ni=1 for fixed
z0 in the common defining domain is α(A) where A ∈ π1(Ω) is such that ψ(z0) = Aϕ(z0), thus
the transition function of local frames {[(ϕ(z), ei)]}ni=1 and {[(ψ(z), ei)]}ni=1, which should be a
constant (being holomorphic as well as unitary), is α(A). To summarize, we have
Proposition 2.5. Given a unitary representation α of π1(Ω), the flat unitary bundle Eα =
(D × Cn)/π1(Ω) is a holomorphic Hermitian vector bundle of rank n over Ω . For any local
inverse ϕ of the covering map π and orthonormal base {ei}ni=1 for Cn, {[(ϕ(z), ei)]}ni=1 is a
local orthonormal holomorphic frame for Eα . The transition function for any two such frames
over their overlapping domain is a constant matrix α(A) for some A ∈ π1(Ω).
On the other hand, if E is a holomorphic Hermitian vector bundle admitting local orthonormal
holomorphic frames, then the transition functions are all holomorphic as well as unitary, thus
must be constants. Hence we come to an alternative definition of flat unitary bundles:
Definition 2.6. A flat unitary bundle over Ω is a Hermitian holomorphic vector bundle E such
that for any z ∈ Ω , there exists an orthonormal holomorphic frame for E over some neighborhood
of z.
Proposition 2.7. For an operator T in Bn(Ω), the canonical connection on E(T ) is not flat.
Proof. An application of the Frobenius theorem shows that a holomorphic Hermitian vector bun-
dle with flat canonical connection is necessarily a flat unitary bundle (cf. [12, Proposition 4.21,
Chapter 1]). Hence suppose conversely that the canonical connection on the associated bundle
E(T ) is flat, then there exists an orthonormal holomorphic frame {γi}ni=1 for E(T ) over some
open subset. While by original construction of E(T ) (cf. [5]), each section γi is a holomorphic
map from Ω to H with constant absolute value, thus must be constant. This is a contradiction
since γi(z) is an eigenvector with respect to z. 
2.2. Canonical duality and equivalence
This subsection contains some basic facts on canonical duality (sometimes called “musical
isomorphism”). As an important concept in Hermitian geometry, it identifies by definition a Her-
mitian vector bundle with the complex anti-linear dual of itself via its Hermitian inner product.
Proposition 2.8. Given a holomorphic Hermitian vector bundle E over Ω , its canonical dual
bundle E∗ admits a well-defined structure of anti-holomorphic vector bundle.
Proof. Let {Vλ} be an open cover of Ω such that each Vλ admits a holomorphic frame of E.
For fixed Vλ and a holomorphic frame {si} over it, let {s˜i} be the dual frame for {si} such that
〈si , s˜j 〉 = δij . Then if {s˜i} and {t˜i} are such two dual frames defined on overlapping domains, it
is easy to check by elementary linear algebra that their transition matrix function is F ∗−1 where
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holomorphic, this verifies {s˜i , Vλ} give an anti-holomorphic structure of E∗. 
Definition 2.9. Two holomorphic (anti-holomorphic) Hermitian vector bundles are said to be
equivalent if there exists a holomorphic (anti-holomorphic) isometric bundle map between them.
If the holomorphic (anti-holomorphic) isometric bundle map is defined only on an open sub-
set, we say the two bundles are locally equivalent.
Proposition 2.10. Let E and F be two holomorphic Hermitian vector bundles over Ω and E∗
and F ∗ be their canonical dual bundles, then E and F are equivalent (locally equivalent) as
holomorphic Hermitian vector bundles if and only if E∗ and F ∗ are equivalent (locally equiva-
lent) as anti-holomorphic Hermitian vector bundles.
Proof. We sketch the proof of the “only if” direction, and the other direction follows analo-
gously.
Suppose there is a local isometric holomorphic bundle map from E to F , then there exist
frames {si} and {ti} of E and F respectively over an open set V and a holomorphic matrix-
valued function Φ(z) defined on V such that the linear map defined by s(z) → t(z)Φ(z) is an
isometry from Ez to Fz (we denote by s(z) the row vector (s1(z), . . . , sn(z)) for short). Hence we
have the relation G(s(z)) = Φ(z)T G(t(z))Φ(z) on Gram matrices of the two frames (we denote
by letter G the Gram matrix for row vectors).
Take dual frames {s˜i} and {t˜i} such that 〈si , s˜j 〉 = δij , 〈ti , t˜j 〉 = δij , then one can verify, by
elementary linear algebra, that G(s˜(z)) = G−1(s(z)) and G(t˜(z)) = G−1(t(z)). Combining this
with G(s(z)) = Φ(z)T G(t(z))Φ(z) yields G(s˜(z)) = Φ(z)−1G(t˜(z))ΦT−1(z).
Therefore, the local bundle map from E∗ to F ∗ defined by s˜(z) → t˜(z)Φ∗−1(z) is isometric.
Since Φ(z) is holomorphic, Φ∗−1(z) is anti-holomorphic, while by the proof of Proposition 2.8,
{s˜i} and {t˜i} are anti-holomorphic frames for E∗ and F ∗, hence the local bundle map defined
above is anti-holomorphic as well.
If the holomorphic isometric bundle map from E to F is globally defined, one can use the
compatible condition to verify that the local anti-holomorphic isometric bundle maps from E∗
to F ∗ constructed above also glue to a global one, and the proof is complete. 
The canonical duality is the strongest dual relation that occurs between a holomorphic Her-
mitian bundle and an anti-holomorphic Hermitian bundle. In particular, it enjoys all properties of
the dualities we will establish for E and E(TE).
However, observing that E is flat while E(TE) is not (Proposition 2.7), E(TE) is not the
canonical dual of E (see Section 5 for another interpretation). While on the other hand, our
construction of the two dualities coincides in spirit with the canonical dual in that they are defined
exactly via the Hermitian metrics of the two bundles respectively, and behave well with respect
to reducing sub-bundles as will be seen later.
We end this section with the following well-known theorem (cf. [18,9]) classifying flat unitary
bundles.
Theorem 2.11. Let Hom(π1(Ω),U (n)) be the set of homomorphisms from the fundamental
group of Ω to the group of unitary operators on Cn and let U (n) act on Hom(π1(Ω),U (n))
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respondence between Hom(π1(Ω),U (n))/U (n) and the set of equivalence class of flat unitary
bundles of rank n on Ω .
3. Operator theory for bundle shifts
We begin with the following consequences of the well-known Grauert’s theorem, which as-
serts that any holomorphic vector bundle over Ω is analytically equivalent to the trivial bundle
Ω ×Cn.
Proposition 3.1. (See [1, Theorem 2].) Given a flat unitary bundle E of rank n over Ω , the bundle
shift TE is similar to TCn . The intertwining operator X satisfying XTE = TCnX is induced by an
invertible holomorphic bundle map from E to Ω ×Cn.
Fix a flat unitary bundle E over Ω , we denote by  the set of holomorphic bundle maps on
E which induces bounded operators on H 2E(Ω).
Proposition 3.2. The map Λ is an injective homomorphism from  onto the algebra of bounded
operators on H 2E(Ω) commuting with TE .
Proof. That Λ is an injective homomorphism is straightforward from its definition and it is
routine to verify that all operators of the form ΛΦ with Φ ∈  commute with TE .
For surjectivity, it is well know that on the space H 2(Ω)⊗Cn, any operator commuting with
TCn is a holomorphic matrix multiplier [1, Proposition 1.9]. In other words, it is induced by
a holomorphic bundle map on Ω × Cn. The general case follows by combining this fact with
Proposition 3.1. 
Remark 3.3. The proposition above can be easily extended to the general intertwining problem,
and the conclusion is that for two flat unitary bundles E1 and E2, an operator from H 2E1(Ω) to
H 2E2(Ω) intertwins TE1 and TE2 if and only if it is induced by a holomorphic bundle map from
E1 to E2.
Now we turn to the characterization of double commutant algebra of TE , and we conclude:
Theorem 3.4. Given a flat unitary bundle E over Ω , the map Λ is a ∗-isomorphism from the
algebra of connection-preserving bundle maps on E to the von Neumann algebra V ∗(TE) con-
sisting of operators commuting with both TE and T ∗E .
Before proceeding, we point out that this characterization has the following dual counterpart
in Cowen–Douglas theory:
Theorem 3.5. (See [4, Theorem 1.3].) For a Cowen–Douglas operator T , the map S → Γ S is
a ∗-isomorphism from the von Neumann algebra V ∗(T ) consisting of operators commuting with
both T and T ∗ to the algebra of connection-preserving bundle maps on E(T ).
The algebra V ∗(T ) is closely related to unitary invariants of T and a characterization of
its structure is related to some interesting problems. Compared to the Rigidity Theorem in [5],
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operators and the underlying role of connection theory is explicitly revealed.
The proof of Theorem 3.4 will be given after some preliminary results.
Lemma 3.6. If Φ = Ψ ∗ for two holomorphic bundle maps Φ and Ψ in , then ΛΦ = (ΛΨ )∗.
Hence in this case, both ΛΦ and ΛΨ lie in V ∗(TE).
Proof. If Φ = Ψ ∗, for any sections f,g in H 2E(Ω) and z ∈ Ω ,〈
Φ(z)f (z), g(z)
〉
Ez
= 〈f (z),Ψ (z)g(z)〉
Ez
,
hence by definition of inner products on H 2E(Ω),
〈
(ΛΦ)f,g
〉= lim
k→∞
1
2π
∫
∂Ωk
〈
Φ(z)f (z), g(z)
〉
Ez
∂Gk
∂n
ds
= lim
k→∞
1
2π
∫
∂Ωk
〈
f (z),Ψ (z)g(z)
〉
Ez
∂Gk
∂n
ds
= 〈f, (ΛΨ )g〉.
Here {Ωk}∞k=1 is a sequence of increasing sub-domains of Ω such that t ∈ Ω1, Ω =
⋃
Ωk, and
Gk denotes the Green’s function of Ωk with respect to a specific point t in Ω (cf. [16]). This
means that ΛΦ = (ΛΨ )∗ and in this case, both ΛΦ and (ΛΦ)∗ = ΛΨ commute with TE , hence
both ΛΦ and ΛΨ lie in V ∗(TE). 
In light of Proposition 2.2, the above lemma asserts that Λ is a ∗-homomorphism when re-
stricted to connection-preserving bundle maps in . Later we will see that connection-preserving
bundle maps on E necessarily lie in .
Remark 3.7. The converse of Lemma 3.6 also holds, which is actually equivalent to Theorem 3.4
(see Corollary 3.12 and Remark 3.13 below).
In the sequel, we discuss operator theory of TE assuming that E = Eα for a specific uni-
tary representation α of π1(Ω) as described by Proposition 2.5. There is no loss of generality
since every flat unitary bundle arises in this way. In this case, holomorphic sections of E can be
identified with certain holomorphic functions on the covering space D.
Proposition 3.8. Let E be a rank n flat unitary bundle over Ω determined by a unitary represen-
tation α of π1(Ω), then there is a one-to-one correspondence between holomorphic sections of
E and Cn-valued holomorphic functions on D satisfying
f ◦A = α(A)f, ∀A ∈ π1(Ω).
A more general result and detailed proof can be found in [9]. We briefly describe this corre-
spondence here for further discussions.
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ing
f ◦A = α(A)f, ∀A ∈ π1(Ω),
one can define a section of Eα = (D×Cn)/π1(Ω) over Ω by
γ
(
π(z)
) := [(z, f (z))], ∀z ∈D.
One easily verifies that this section is well-defined and holomorphic.
Conversely, let γ be a holomorphic section of Eα over Ω , then for any z ∈D, one can assign
a value f (z), which is the unique vector in Cn satisfying γ (π(z)) = [(z, f (z))]. It is routine to
verify that f ◦A = α(A)f, ∀A ∈ π1(Ω). Observing that the above two procedures are mutually
inverse, the proof is complete. 
Sections of flat unitary bundles can be identified with multi-vector-valued holomorphic func-
tions with single-valued absolute value and they are, in contrast to single-valued functions, more
natural objects on multiply-connected domains (cf. [17,20,8]).
Let f be a holomorphic function over D satisfying
f ◦A = α(A)f, ∀A ∈ π1(Ω),
then for any local inverse ϕ over some open subset U of Ω , f ◦ϕ determines a function element
over U , and by the path-lifting property of π , {f ◦ ϕ | ϕ is a local inverse of π} determines a
multi-valued holomorphic function on Ω in the sense of Weierstrass (cf. [2]) such that analytical
continuation along a loop c results in a matrix multiplier α(c). In the same way, a given holomor-
phic bundle map Φ on Eα can be identified with a multi-matrix-valued holomorphic function on
Ω such that analytical continuation of a matrix function element Φs along a loop c results in
α−1(c)Φsα(c).
Proposition 3.8 allows one to lift the space H 2Eα (Ω) to a subspace H
2(D, α) of the classical
vector-valued Hardy space H 2(D)⊗Cn, where
H 2(D, α) = {f ∈ H 2(D)⊗Cn, f ◦A = α(A)f, ∀A ∈ π1(Ω)}.
Moreover, the bundle shift TE is lifted to multiplication by the covering map π :
Theorem 3.9. (See [1, Theorem 5].) For a flat unitary bundle E determined by unitary represen-
tation α of π1(Ω), the bundle shift TE is unitarily equivalent to Tα on H 2(D, α), where Tα is the
multiplication operator on H 2(D, α) with symbol π .
The unitary operator U from H 2(D, α) to H 2E(Ω) intertwining TE and Tα is given by
(Uf )
(
π(z)
)= [(z, f (z))], ∀z ∈D, ∀f ∈ H 2(D, α)
as indicated in the proof of Proposition 3.8.
Proposition 3.10. Given a unitary representation α of π1(Ω), the algebra of connection-
preserving bundle maps on Eα is isomorphic to the commutant algebra of ran(α) in Mn(C).
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frame s of Eα over some open subset and let Φs be the matrix of Φ with respect to s. By (2.1),
the connection matrix for s is zero hence by (2.2), dΦs = 0 thus Φs is a constant. In particular
Φ is holomorphic.
Regarding Φ as a multi-valued holomorphic function over Ω , then one of its function ele-
ments Φs is constant, thus by the uniqueness theorem for multi-valued holomorphic function, it
must be a global constant matrix which we denote by Φ̂ . Now the compatible condition guaran-
teeing Φ to be globally defined reduces to Φ̂ = α−1(A)Φ̂α(A), hence Φ̂ lies in the commutant
of ran(α).
Conversely, any local bundle map determined by the constant matrix Φ̂ with respect to the
frame s is connection-preserving since (2.2) holds, and these local bundle maps glue if Φ̂ lies in
the commutant of ran(α). 
We are ready to prove Theorem 3.4. In light of Proposition 3.2 and Lemma 3.6, it remains to
show:
(i) Any connection-preserving bundle map on E induces a bounded operator on H 2E(Ω), i.e.
connection-preserving bundle maps actually form a subset of .
(ii) Any operator in V ∗(TE) is induced by a connection-preserving bundle map on E.
Proof of Theorem 3.4. (i) Any connection-preserving bundle map on E induces a bounded
operator on H 2E(Ω).
Let Φ be a connection-preserving bundle map on E, then by Proposition 3.10, it is uniquely
determined by a constant matrix Φ̂ .
The connection-preserving bundle map Φ is automatically holomorphic, thus for any section
f ∈ H 2E(Ω), Φf is a holomorphic section of E. Since the matrix Φ̂ represents the bundle map
Φ with respect to orthonormal frames, we have
∥∥(Φf )(z)∥∥
Ez
 ‖Φ̂‖∥∥f (z)∥∥
Ez
,
for any z ∈ Ω , where ‖Φ̂‖ denotes the norm of the matrix Φ̂ in the C∗-algebra Mn(C).
Now
∥∥(ΛΦ)f ∥∥
H 2E(Ω)
= lim
k→∞
(
1
2π
∫
∂Ωk
∥∥(Φf )(z)∥∥2
Ez
∂Gk
∂n
ds
) 1
2
 ‖Φ̂‖ lim
k→∞
(
1
2π
∫
∂Ωk
∥∥f (z)∥∥2
Ez
∂Gk
∂n
ds
) 1
2
= ‖Φ̂‖‖f ‖H 2E(Ω). (3.1)
This verifies that the map f → Φf defines an operator on H 2E(Ω) bounded by ‖Φ̂‖.
(ii) Any operator in V ∗(TE) is induced by a connection-preserving bundle map on E.
The proof of (ii) relies on the following result of Abrahamse and Douglas (the outline of the
proof is announced in [4]). 
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operator on H 2(D, α) commuting with both Tα and T ∗α , then
T = MΦ̂
where Φ̂ is a constant matrix in the commutant of ranα.
Suppose that E is determined by the unitary representation α, and T is an arbitrary operator in
V ∗(TE), then by Theorem 3.9, U−1SU ∈ V ∗(Tα) where U is the unitary operator from H 2(D, α)
to H 2E(Ω) intertwining TE and Tα , which is given by
(Uf )
(
π(z)
)= [(z, f (z))], ∀z ∈D, ∀f ∈ H 2(D, α).
Therefore, there exists a constant matrix Φ̂ ∈ ran′ α such that
U−1SU = MΦ̂.
By Proposition 3.10, the constant matrix Φ̂ determines a connection-preserving bundle map
on E, which we denote by Φ .
We verify that
S = ΛΦ
on the space H 2E(Ω), which will complete the proof.
Since U is a unitary operator, it suffices to show that for any f ∈ H 2(D, α),
S(Uf ) = (ΛΦ)(Uf ).
Fixing a point z ∈D, we have, by definition of U , that
S(Uf )
(
π(z)
)= UMΦ̂U−1Uf (π(z))= U(MΦ̂f )(π(z))= [(z, (MΦ̂f )(z))].
It remains to verify that
(ΛΦ)(Uf )
(
π(z)
)= [(z, (MΦ̂f )(z))],
or equivalently, by definition of Λ,
Φ
[(
z, f (z)
)]= [(z, (MΦ̂f )(z))].
To this end, it suffices to show that the matrix of the bundle map with respect to the fibre ba-
sis {[(z, ei)]} at z is the constant matrix Φ̂ , while by the proof of Proposition 3.10, for any local
inverse ϕ of π , the action of the bundle map Φ with respect to the frame {[(ϕ(w), ei)]} is the con-
stant matrix Φ̂ . In particular, for fixed z ∈ D, let ϕ be a local inverse of π satisfying ϕπ(z) = z,
then the matrix of the bundle map with respect to the frame {[(ϕ(πz), ei)]} = {[(z, ei)]} is Φ̂ , as
desired. The proof is complete.
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if ΛΦ = (ΛΨ )∗.
This corollary corresponds to Corollary 3.2 in [4] for general Cowen–Douglas operators.
Proof. It remains to prove the converse of Lemma 3.6. By our assumption, ΛΦ lies in V ∗(TE)
hence by Theorem 3.4, it is induced by a connection-preserving bundle map on E, which means
that Φ is itself connection-preserving. Consequently, both Φ and Φ∗ lie in  and by Lemma 3.6,
Λ(Φ∗) = (ΛΦ)∗ = ΛΨ . Hence Φ∗ = Ψ by injectivity of Λ. 
Remark 3.13. If we assume Corollary 3.12 at first, it can be shown directly that any operator in
V ∗(TE) is induced by a connection-preserving bundle map on E.
In fact, suppose that T ∈ V ∗(TE), then both T and T ∗ commute with TE hence by Propo-
sition 3.2, there exist holomorphic bundle maps Φ and Ψ such that T = ΛΦ and T ∗ = ΛΨ .
Corollary 3.12 implies Φ = Ψ ∗ hence Φ is connection-preserving by Proposition 2.1 in [4].
We can come to a characterization of reducing subspaces of TE , which correspond to projec-
tions in V ∗(TE).
Theorem 3.14. Let F be a reducing sub-bundle of the flat unitary bundle E, then the subspace
H 2F (Ω) of H 2E(Ω) defined by
H 2F (Ω) =
{
f ∈ H 2E(Ω)
∣∣ f (z) ∈ Fz, ∀z ∈ Ω}
is a reducing subspace for TE . Conversely, any reducing subspace of TE is of this form.
Proof. Let F be a reducing sub-bundle of E, then it is straightforward that both H 2F (Ω) and
H 2
F⊥(Ω) are invariant under TE , and they are mutually orthogonal by definition of inner products
on H 2E(Ω). It remains to show that H
2
E(Ω) = H 2F (Ω)⊕H 2F⊥(Ω).
By Proposition 2.4, the bundle map PF of projection onto F is connection-preserving, thus
ΛPF defines a projection on H 2E(Ω).
By definition of Λ, we have
(ΛPF )H
2
E(Ω) ⊂ H 2F (Ω)
and
(ΛPF⊥)H
2
E(Ω) ⊂ H 2F⊥(Ω).
Since ΛPF is a projection on H 2E(Ω),
H 2E(Ω) = (ΛPF )H 2E(Ω)⊕ΛPF⊥H 2E(Ω).
Observing that H 2
F⊥(Ω) and H
2
F (Ω) are two mutually orthogonal subspaces, the above two
inclusions cannot be proper, which forces (ΛPF )H 2E(Ω) = H 2F (Ω) and (ΛPF⊥)H 2E(Ω) =
H 2⊥(Ω) as desired.F
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Theorem 3.4, there is a connection-preserving bundle map Φ on E such that PH = ΛΦ.
Since PH is a projection, so is Φ , thus by Proposition 2.4, ΦE is a reducing sub-bundle of E
and we have
H= PHH 2E(Ω) = (ΛΦ)H 2E(Ω) =
{
f ∈ H 2E(Ω)
∣∣ f (z) ∈ (ΦE)z}.
The proof is completed by taking F = ΦE. 
Again, we record the corresponding result for reducing subspaces of general Cowen–Douglas
operators, which will be used later as well.
Theorem 3.15. (See [5, Proposition 1.18].) Let T be a Cowen–Douglas operator with associated
holomorphic Hermitian bundle E(T ). If H′ is a reducing subspace for T , then the mapping
z → H′ ∩ ker(T − z) defines a reducing sub-bundle of E(T ). Conversely, if E′ is a reducing
sub-bundle of E(T ), ∨z∈ΩE′z is a reducing subspace for T , where E′z denotes the fibre of E′
at z.
We end this section with a brief review on equivalence problem. The following well-known
Rigidity Theorem reduces the problem of unitary equivalence of operators to the equivalence
problem of vector bundles.
Theorem 3.16. (See [5].) Two Cowen–Douglas operators T1 and T2 are unitary equivalent if
and only if E(T1) and E(T2) are equivalent as holomorphic Hermitian vector bundles.
In fact, it was shown in [5] that U → Γ U is a bijection from unitary operators intertwining
T1 and T2 to isometric holomorphic bundle maps from E(T1) to E(T2).
Correspondingly, unitary equivalence for bundle shifts can be characterized via bundle maps
on E as follows, which is a combination of Theorems 5 and 6 in [1].
Theorem 3.17. Let E1 and E2 be two flat unitary bundles over Ω , TE1 and TE2 are unitarily
equivalent if and only if E1 and E2 are equivalent.
Actually, one can show that the map Φ → ΛΦ is a bijection from the set of isometric holo-
morphic bundle maps from E1 to E2 to unitary operators from H 2E1(Ω) to H
2
E2
(Ω) intertwining
TE1 and TE2 , but we will not need this in the sequel.
Applying Theorem 3.16 to T ∗E and combining it with Theorem 3.17 yields a suggesting corol-
lary compared to Proposition 2.10.
Corollary 3.18. Flat unitary bundles E and F over Ω are equivalent as holomorphic Hermitian
vector bundles if and only if E(TE) and E(TF ) are equivalent as anti-holomorphic Hermitian
vector bundles.
4. Dualities and the holonomy
We introduce two dual pairings 〈,〉1 and 〈,〉2 between E and E(TE).
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H 2E(Ω) such that f (z) = ξ (such an f exists), define
〈ξ, k〉1 := 〈f, k〉H 2E(Ω)
and
〈ξ, k〉2 :=
〈
ξ, k(z)
〉
Ez
.
The definition of 〈,〉2 is straightforward. For 〈, 〉1, if there exist f,g ∈ H 2E(Ω) such that f (z) =
g(z) = ξ , then by Lemma 4.4 below
f − g ∈ ran(TE − z) = ker
(
T ∗E − z¯
)⊥
,
hence 〈f − g, k〉H 2E(Ω) = 0. This verifies that 〈,〉1 is also well-defined.
In fact, there exists, by Proposition 4.5 below, a section f in ker(T ∗E − z¯) such that f (z) = ξ
and the choice is unique by Lemma 4.4. Therefore, the definition of 〈ξ, k〉1 can be rewritten into
〈ξ, k〉1 := 〈f, k〉E(TE)z , f ∈ E(TE)z
and we see, as mentioned earlier, that the dualities 〈,〉1 and 〈,〉2 are defined via the Hermitian
metric of E and E(TE) respectively.
Based on discussions in previous sections, we will show
Theorem 4.1. With respect to both dual pairings 〈,〉1 and 〈,〉2 defined above, the annihilator of
any reducing sub-bundle of E is a reducing sub-bundle of E(TE), and vice versa.
Remark 4.2. By definition of reducing sub-bundles, the conclusion of Theorem 4.1 trivially
holds for the dual pairing between a Hermitian holomorphic vector bundle and its canonical
dual, since in this case the annihilator of a reducing sub-bundle is nothing but its orthogonal
complement.
One key ingredient in the proof of Theorem 4.1 is the following explicit characterization of
reducing sub-bundles of E(TE).
Proposition 4.3. Let E be a flat unitary bundle over Ω and F be a reducing sub-bundle of E, the
mapping z → H 2F (Ω) ∩ ker(T ∗E − z¯) determines a reducing sub-bundle of E(TE). Conversely,
any reducing sub-bundle of E(TE) arises in this way.
Proof. Apply Theorem 3.15 to T ∗E and combine with Theorem 3.14. 
In light of Proposition 4.3, we will denote by H 2F (Ω) ∩ E(TE) the reducing sub-bundle for
E(TE) determined by z → H 2F (Ω)∩ ker(T ∗E − z¯) in the sequel.
Lemma 4.4. Given a point z0 in Ω and a section f in H 2E(Ω), f (z0) = 0 if and only if there
exists a section g in H 2 (Ω) such that f = (TE − z0)g.E
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(the Gleason Property). For a general flat unitary bundle E, let Υ be the invertible holomorphic
bundle map from E to Ω×Cn which induces an invertible operator ΛΥ from H 2E(Ω) to H 2Cn(Ω)
such that TE = (ΛΥ )−1TCn(ΛΥ ). If f is a section in H 2E(Ω) such that f (z0) = 0, f˜ = (ΛΥ )f
lies in H 2(Ω) ⊗ Cn and f˜ (z0) = Υ (z0)f (z0) = 0, hence there exists g˜ in H 2Cn(Ω) such that
f˜ = (TCn − z0)g˜. Finally, let g = (ΛΥ )−1g˜, then g ∈ H 2E(Ω) and it is immediately verified that
f = (TE − z0)g, as desired. 
Proposition 4.5. Let H 2F (Ω) be the reducing subspace of TE corresponding to the reducing
sub-bundle F of E, then for any z ∈ Ω ,
Fz =
{
f (z)
∣∣ f ∈ H 2F (Ω)∩ ker(T ∗E − z¯)}.
Proof. Obviously we have
Fz ⊇
{
f (z)
∣∣ f ∈ H 2F (Ω)∩ ker(T ∗E − z¯)}
and
F⊥z ⊇
{
f (z)
∣∣ f ∈ H 2
F⊥(Ω)∩ ker
(
T ∗E − z¯
)}
.
Note that both left and right sides of the above two inclusions are orthogonal, and observe that
ker
(
T ∗E − z¯
)= H 2F (Ω)∩ ker(T ∗E − z¯)⊕H 2F⊥(Ω)∩ ker(T ∗E − z¯);
it suffices to show that
Ez =
{
f (z)
∣∣ f ∈ ker(T ∗E − z¯)}.
Suppose that rankE = n, then T ∗E ∈ Bn(Ω∗) and we can take a base {ki}ni=1 for ker(T ∗E − z¯). It
suffices to show that {ki(z)}ni=1 are n linearly independent vectors in Ez.
In fact, if there exist complex numbers a1, . . . , an such that
n∑
i=1
aiki(z) = 0,
then by Lemma 4.4,
∑n
i=1 aiki ⊂ ran(TE − z). On the other hand, {ki}ni=1 lies in ker(T ∗E − z¯) =
ran(TE − z)⊥, which forces ∑ni=1 aiki = 0, thus a1 = · · · = an = 0, as desired. 
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. (i) The pairing 〈,〉1.
Take an arbitrary reducing sub-bundle F of E and denote by ⊥F its annihilator in E(TE) with
respect to 〈,〉1, we show that for any z ∈ Ω(⊥
F
)
z
= H 2
F⊥(Ω)∩E(TE)z.
In light of Proposition 4.3, this will prove one half of the theorem for 〈,〉1.
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(⊥
F
)
z
= {k ∈ E(TE)z ∣∣ 〈ξ, k〉1 = 0 ∀ξ ∈ (F )z}
= {k ∈ E(TE)z ∣∣ 〈f (z), k〉1 = 0 ∀f ∈ H 2F (Ω)} (Proposition 4.5)
= {k ∈ E(TE)z ∣∣ 〈f, k〉H 2E(Ω) = 0 ∀f ∈ H 2F (Ω)}
= H 2
F⊥(Ω)∩E(TE)z
as desired.
Next we show that the annihilator of any reducing sub-bundle of E(TE), whose general form
is H 2F (Ω)∩E(TE) by Proposition 4.3, is F⊥. This will complete the proof.
That F⊥ annihilates H 2F (Ω)∩E(TE) is straightforward from the definition of 〈,〉1 and Propo-
sition 4.5. It remains to show that given ξ ∈ Ez, if for any k ∈ H 2F (Ω)∩E(TE)z,
〈ξ, k〉1 = 0,
then ξ ∈ (F⊥)z.
To this end, write ξ = ξ1 + ξ2 with ξ1 ∈ (F⊥)z and ξ2 ∈ Fz, then 〈ξ1, k〉1 = 0 since F⊥
annihilates H 2F (Ω)∩E(TE). We need to show ξ2 = 0.
By Proposition 4.5, there exists k0 in H 2F (Ω)∩ker(T ∗E − z¯) such that k0(z) = ξ2, while by our
assumption on ξ
0 = 〈ξ, k0〉1 = 〈ξ1 + ξ2, k0〉1 = 〈ξ2, k0〉1 = 〈k0, k0〉H 2E(Ω)
hence k0 = 0 thus ξ2 = 0 as desired.
(ii) The pairing 〈,〉2.
Let ⊥(H 2F (Ω) ∩ E(TE)) be the annihilator of the reducing sub-bundle H 2F (Ω) ∩ E(TE) of
E(TE) in E with respect to 〈,〉2, then
⊥(H 2F (Ω)∩E(TE))z = {ξ ∈ Ez ∣∣ 〈ξ, k(z)〉Ez = 0, ∀k ∈ H 2F (Ω)∩E(TE)}
= {ξ ∈ Ez ∣∣ 〈ξ, η〉Ez = 0, ∀η ∈ Fz} (Proposition 4.5)
= (F⊥)
z
.
Conversely, we show that the annihilator of a reducing sub-bundle F of E with respect to 〈,〉2
in E(TE) is H 2F⊥(Ω)∩E(TE).
That H 2
F⊥(Ω) ∩ E(TE) annihilates F is straightforward and it remains to show that given
k ∈ E(TE)z, if for any ξ ∈ Fz, 〈ξ, k〉2 = 0, then k ∈ H 2F⊥(Ω)∩E(TE)z.
To this end, write k = k1 + k2 where k1 ∈ H 2F (Ω)∩E(TE)z and k2 ∈ H 2F⊥(Ω)∩E(TE)z and
it suffices to show k1 = 0. By our assumption on k,
0 = 〈k1(z), k〉2 = 〈k1(z), k1(z)+ k2(z)〉Ez = 〈k1(z), k1(z)〉Ez
thus k1(z) = 0 hence k1 ∈ ran(TE − z) by Lemma 4.4. This forces k1 = 0 since k1 ∈ ker(T ∗E − z¯).
The proof of the theorem is complete. 
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Douglas’ question on relation between E and E(TE) in terms of holonomy groups. In contrast
to the analytical notions such as curvatures, the holonomy group as an algebraic invariant suc-
cessfully reflects information of parallel displacement with respect to a given connection. The
notion was originally introduced by E. Cartan, and has become a useful tool in modern geometry
and physics. We recall briefly some basic elements on parallel displacement and holonomy, and
detailed discussions can be found in many literatures.
Let E be a vector bundle over Ω with connection D. Given a section f of E and a tangent
field X on Ω , DXf is called covariant derivative of f along X. The section f is called parallel
if
Df = 0.
If f is a section along a curve c = c(t), t ∈ [0,1] in Ω , we say f is parallel along c if for any
t ∈ [0,1],
Dc′(t)f = 0.
Fix a curve c = c(t), t ∈ [0,1] in Ω and a vector ξ ∈ Ec(0), there exists a unique parallel
section f along c such that f (c(0)) = ξ , called the parallel displacement of ξ along c. If c is a
loop, i.e. c(0) = c(1) = z0, then parallel displacement along c is a linear automorphism of Ez0 .
Moreover, if E is a Hermitian vector bundle and D is metric-preserving, the automorphism is
isometric. Fix a point z0 in Ω , the set of all parallel displacements along loops starting at z0
forms a group, called the holonomy group with respect to z0 which we denote by Holz0(E). It is
well known that holonomy groups with respect to different points are isomorphic, thus we can
write Hol(E) without specifying a reference point.
The relation between parallel sections and the holonomy group is given by the well-known
Holonomy Principle. Fix z0 ∈ Ω and a vector ξ0 in Ez0 , ξ0 can be extended to a parallel section
on Ω if and only if it is invariant under Holz0(E).
We will use the Holonomy Principle to study connection-preserving bundle maps and the
first step is to identify such bundle maps with parallel section of a tensor bundle. Recall that a
connection D on a vector bundle E induces a connection (also denoted by D) on E∗ according
to the rule
d
〈
s∗, s
〉= 〈Ds∗, s〉+ 〈s∗,Ds〉 (4.1)
where s and s∗ are sections of E and E∗ respectively and 〈,〉 denotes the dual pairing. Given
this, the connection D can be extended to the tensor bundle E ⊗E∗ by
D
(
s ⊗ s∗)= Ds ⊗ s∗ + s ⊗Ds∗.
The following result is similar to Lemma 3.1 in [3], and we include a computational proof for
completeness.
Proposition 4.6. A bundle map on E is connection-preserving if and only if it is a parallel section
of E ⊗E∗.
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of E and E∗ respectively, and in this case, its action on a section t of E is given by (s ⊗ s∗)t =
〈s∗, t〉s.
Suppose s ⊗ s∗ is connection-preserving, i.e. for any section t of E, D(s ⊗ s∗)t −
(s ⊗ s∗)Dt = 0. Then
0 = D(s ⊗ s∗)t − (s ⊗ s∗)Dt
= D(〈s∗, t 〉s)− (s ⊗ s∗)Dt
= d〈s∗, t 〉s + 〈s∗, t 〉Ds − 〈s∗,Dt 〉s
= 〈Ds∗, t 〉s + 〈s∗,Dt 〉s + 〈s∗, t 〉Ds − 〈s∗,Dt 〉s
= 〈Ds∗, t 〉s + 〈s∗, t 〉Ds
= D(s ⊗ s∗)t.
Since t is arbitrarily chosen, this verifies that s ⊗ s∗ is a parallel section of E⊗E∗. The converse
direction follows in the same way. 
To relate connection-preserving bundle maps to holonomy groups we need the following gen-
eralized form (see [10, Chapter 4]) of Holonomy Principle:
Generalized Holonomy Principle. Given a point z0 ∈ Ω and Φ0 in the fibre (E⊗E∗)z0 , Φ0 can
be extended to a parallel section of E ⊗ E∗ if and only if it is invariant under the tensorial
extension of Holz0(E).
Recall that given a finite dimensional Hilbert space H and a linear automorphism T on H,
there exists a unique extension T˜ of T , called the tensorial extension, to the tensor algebra∑∞
rs=0 Hrs where Hrs =H⊗ · · · ⊗H︸ ︷︷ ︸
r
⊗H∗ ⊗ · · · ⊗H∗︸ ︷︷ ︸
s
provided that the extension preserves ten-
sor type and commutes with contractions. In particular, the action of T˜ on H∗ is given by T ∗−1
(cf. [13, Chapter 1]), thus T˜ acts on H⊗H∗ by
T˜ (ξ ⊗ η) = T ξ ⊗ T ∗−1η.
Proposition 4.7. Let E be a Hermitian vector bundle over Ω with a metric-preserving connection
and let V be the algebra of connection-preserving bundle maps on E, then V  Hol′z(E) for any
z ∈ Ω .
Remark 4.8. Note that for any two points z,w in Ω ,
Hol′z(E)  Hol′w(E)
and we can write Hol′(E) without ambiguity. This follows from the fact that Holz(E) and
Holw(E) are not only isomorphic, but also unitarily equivalent, where the intertwining unitary
operator from Ez to Ew is implemented by a parallel displacement along any curve from z to w.
Hence the “commutant of the holonomy” makes sense as a geometric invariant and the conclu-
sion of Proposition 4.7 can be written as V  Hol′(E).
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bundle map Φ as a parallel section of E ⊗E∗. Therefore, fix an arbitrary point z in Ω , the value
of Φ at any point w other than z can be determined by parallel displacement along a curve c
from z to w (by the generalized Holonomy Principle, displacements along different curves result
in the same value). In other words, Φ is completely determined by its value at z, which implies
that
V  V |Ez . (4.2)
Let U be a linear automorphism of Ez in Holz(E). We explicitly compute the action of the
tensorial extension U˜ of U on Ez ⊗E∗z , which can be identified with the space of linear operators
on Ez.
To this end, take any two vectors ξ, η in Ez, the rank-one operator ξ ⊗ η on Ez is defined by
(ξ ⊗ η)(ζ ) = 〈ζ, η〉ξ, ζ ∈ Ez.
Here we regard η as a linear functional in E∗z via the Hermitian inner product on Ez.
For ζ ∈ Ez,(
U˜ (ξ ⊗ η))(ζ ) = (Uξ ⊗U∗−1η)ζ = 〈ζ,U∗−1η〉Uξ = 〈U−1ζ, η〉Uξ = (U(ξ ⊗ η)U−1)ζ.
This implies (
U˜ (ξ ⊗ η))= U(ξ ⊗ η)U−1.
Since rank-one operator spans E ⊗E∗, we see that for any linear operator S on Ez,
U˜ (S) = USU−1.
Therefore, a linear operator S on Ez is invariant under the tensorial extension of U in Holz(E) if
and only if SU = US.
Combining this with the generalized Holonomy Principle, one sees that the linear operator S
on Ez can be extended to a connection-preserving bundle map on E if and only if S commutes
with every isometry in Holz(E). In other words
V |Ez  Hol′z(E).
Combining this with (4.2), the proof is complete. 
It is well known that two mutually dual vector bundles E1 and E2 with connections D1 and
D2 have isomorphic holonomy provided that the dual pairing is connection-preserving, i.e. for
sections σ1, σ2 of E1 and E2,
d〈σ1, σ2〉 = 〈D1σ1, σ2〉 + 〈σ1,D2σ2〉.
As a consequence, if E is a Hermitian vector bundle with metric-preserving connection, E and
its canonical dual E∗ have isomorphic holonomy.
While E(TE) is not the canonical dual of E, we have a weaker relation on commutant of their
holonomy, which makes sense as explained in Remark 4.8.
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vector bundle associated to the Cowen–Douglas operator T ∗E , then
Hol′(E)  Hol′(E(TE)).
Proof. Combining Theorem 3.5 with Proposition 4.7 yields
Hol′
(
E(TE)
) V ∗(TE),
and combining Theorem 3.4 with Proposition 4.7 yields
Hol′(E)  V ∗(TE).
The proof is complete. 
As an application, we end this section by providing a simplified proof of Theorem 3.5, which
is a key result in [4]. Compared to the totally self-contained proof in [4], the new proof makes
use of Theorem 3.16.
Proof of Theorem 3.5. It is not hard to see that Γ is an injective ∗-homomorphism from V ∗(T )
to the algebra of connection-preserving bundle maps on E(T ). The nontrivial part is to show that
it is surjective.
Given a connection-preserving bundle map Φ on E(T ), we need to find an operator S in
V ∗(T ) such that Φ = Γ S.
We denote the algebra of connection-preserving bundle maps on E(T ) by V and let V0 be the
algebra consisting of restrictions of bundle maps in V on E(T )z0 for some fixed z0 ∈ Ω .
Since V0 is a finite dimensional self-adjoint algebra of linear operators, the restriction Φ(z0)
of Φ on the fibre E(T )z0 is the sum of four unitary operators in V0, i.e.
Φ(z0) = Φ1(z0)+Φ2(z0)+Φ3(z0)+Φ4(z0)
where Φ1,Φ2,Φ3 and Φ4 lie in V .
By (4.2) we have
Φ = Φ1 +Φ2 +Φ3 +Φ4.
We claim that the bundle maps Φi are all isometric. In fact, since V is a self-adjoint algebra,
Φ∗i also lies in V thus Φ∗i Φi lies in V . Since Φi(z0) is isometric,
Φ∗i (z0)Φi(z0) =
(
Φ∗i Φi
)
(z0) = I
hence again by (4.2)
Φ∗i Φi = I,
as desired.
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ators Ui commuting with T (thus necessarily commute with T ∗) such that
Φi = Γ Ui.
Finally, take S = U1 +U2 +U3 +U4, then S ∈ V ∗(T ) and Φ = Γ (S). 
5. Additional remarks
We present some additional remarks on the relation between the two bundles. Recall that a key
geometric notion in the Cowen–Douglas theory is the equivalence relation between holomorphic
Hermitian bundles, which actually can be refined into local equivalence. This follows from the
fact that the spanning property
∨
w∈ ker(T − w) = H holds [5, Corollary 1.13] for any open
subset  of Ω .
Theorem 5.1. (See [5].) Two Cowen–Douglas operators T1 and T2 in Bn(Ω) are unitarily equiv-
alent if and only if E(T1) and E(T2) are locally equivalent.
On the other hand, given two flat unitary bundles E1 and E2 of the same rank, the obvious
local bundle map defined by sending a local holomorphic orthonormal frame of E1 to that of E2
is holomorphic as well as isometric, hence we come to
Proposition 5.2. Any two flat unitary bundles of the same rank are locally equivalent.
Now we have an operator-theoretic interpretation of the fact that E(TE) is not the canonical
dual of the flat unitary bundle E. Suppose the contrary, then since any two flat unitary bundles
E and F with the same rank are locally equivalent by Proposition 5.2, E(TE) and E(TF ) are
also locally equivalent by the proof of Proposition 2.10, hence by Theorem 5.1, TE and TF are
unitary equivalent. Finally by Theorem 3.17, E and F are actually globally equivalent. Thus we
come to the conclusion that any two flat unitary bundles with the same rank are equivalent, which
contradicts Theorem 2.11.
Another related question is suggested by the referee. We know that from a flat unitary bun-
dle one can construct a pure subnormal operator whose adjoint belongs to the Cowen–Douglas
class, hence gives rise to an anti-holomorphic Hermitian vector bundle. Starting with an anti-
holomorphic Hermitian bundle, how does one recapture the flat unitary bundle?
It is proved by Abrahamse and Douglas that flat unitary bundles are in one-to-one correspon-
dence to pure subnormal operators with spectrum contained in Ω and normal spectrum in ∂Ω .
So the question is: Starting from a Hermitian holomorphic vector bundle, how to construct a
Cowen–Douglas operator whose adjoint is such a pure subnormal operator?
This question is related to the interesting topic of realizing Hermitian holomorphic vector
bundles as the associated bundles of Cowen–Douglas operators. Of course not every Hermitian
holomorphic vector bundle has this realization (for instance, such a bundle must have negative
curvature with respect to the canonical connection) and we refer readers to [14] for a progress
along this line in the case of homogeneous bundles over the unit disc. To answer the question in
general situations is of course more challenging and worthy of further study.
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