Abstract-This paper deals with the asymptotic stability of neutral systems with mixed time-varying delays and nonlinear perturbations. Based on the Lyapunov-Krasovskii functional including the triple integral terms and free weighting matrices approach, a novel delay-decomposition stability criterion is obtained. The main idea of the proposed method is to divide each delay interval into two equal segments. Then, the LyapunovKrasovskii functional is used to split the bounds of integral terms of each subinterval. In order to reduce the stability criterion conservatism, delay-dependent sufficient conditions are performed in terms of Linear Matrix Inequalities (LMIs) technique. Finally, numerical simulations are given to show the effectiveness of the proposed stability approach.
INTRODUCTION
Neutral time-delay appears in many fields of sciences and engineering, including neural networks, industrial, economy, chemical processes and population models. In fact, the presence of time-delay causes the instability, the oscillation, and performances' degradation of dynamical systems. Neutral systems are a part of a specific class of infinite dimensions. Their stability study can be a complex issue. Recently, the stability problem of neutral systems has been the subject of considerable research . Thus, several approaches of delay-dependent stability criteria have been developed for this problem.
The stability criteria of neutral systems with mixed timevarying delays can be classified into two concepts. Firstly, the delay-dependent stability which is based on the size of timedelay and it gives the upper bound of delay in the formulation. Secondly, the delay-independent stability class doesn't include any information about the size of the time-delay. Indeed, the delay-dependent is often less conservative than the delayindependent.
In order to reduce the conservatism, many researchers studied the nonlinear neutral systems stability with mixed time-varying delays such as in [1] where authors consider the delay-dependent robust stability of uncertain neutral systems with mixed time-varying delays. In [2] , I. Amri et al. have been studied a delay-dependent exponential stability condition for nonlinear neutral systems with mixed delays. They employ a delay-decomposition approach and the known free weighting matrices method.In [3] , novel delay-decomposition condition of neutral systems with time-varying delays is proposed and new stability results were derived. In [4] , the authors have been presented a new asymptotic stability results for nonlinear neutral system with mixed delays by using the delay-dividing approach. In [5] , the exponential stability of neutral delay differential systems with nonlinear uncertainties is used. The problem of the delay-dependent robust stability criteria for neutral systems with mixed time-varying delays and nonlinear perturbations has been studied in [6] . In [7] , new less conservative robust stability criteria of neutral systems with mixed time-varying delays and nonlinear perturbations are derived by using the delay method.
In this paper, the problem of asymptotical delaydecomposition stability for nonlinear neutral systems with mixed time-varying delays is investigated. By using a new augmented Lyapunov-Krasovskii functional including the triple integral terms for interval time-varying delays as well as the free-weighting matrices technique and Jensen integral inequality, new sufficient delay-dependent stability conditions have been proposed and expressed in terms of LMIs. These stability conditions can be easily solved by various convex optimization algorithms.
The remainder of this paper is organized as follows. In Section 2, the stability problem of nonlinear neutral systems is described. Some related preliminaries are also given. The main result of this paper is presented in Section 3. Numerical examples are carried out in Section 4 in order to illustrate the proposed results. Section 5 concludes this paper.
II. PROBLEM DESCRIPTION AND PRELIMINARIES
This paper considers the nonlinear neutral systems with mixed time-varying delays of Equation (1): 
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The initial conditions functions This paper is devoted to investigate the delay-dependent stability analysis of time-varying delays system (1) satisfying (2) and (3) equations and under nonlinear perturbations inequalities (4) and (5) . It aims to formulate a less conservative stability technique to estimate the upper bound for the delay interval. Before deriving the proposed stability criteria, the following lemmas are needed.
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III. MAIN RESULTS
In order to obtain some less conservative conditions, new delay-decomposition method for nonlinear neutral system (1)  , the system (1) with uncertainty (5) and mixed time-varying delays satisfying (2) and (3) such that the following symmetric LMI holds:
where 
Choose a new augmented Lyapunov-Krasovskii functional as: 
t T T T t h t h t t h t t t T T T t t t t t t T t V t x s Q x s ds x s Q x s ds x s Q x s ds x s Q x s ds x s Q x s ds x s Q x s ds x s Q x s ds
                           1 1 2 2 0 3 1 2 0 3 2 4 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) , m M M m M M h t t T T h t h t t t T T M m t t
V t x s R x s ds d x s R x s ds d x s R x s ds d x s R x s ds d
                                         2 1 2 0 0 0 4 5 6 0 7 ( ) ( ) ( ) ( ) ( ) ( ) ( ) . m M M m M h t t T T t h t t T t V t x s R x s ds d d x s R x s ds d d x s R x s ds d d                                     ( ) ( ) ( ( )) ( ) ( ) ( ( )) ( ) () ( ) ( ( )) ( ) ( ) ( ) m m M M M T T T T T T T m M m M T T T T t h t t T T T T
T t t h t x t x t h x t h t x t h x t x t t x t t x t x t t x s ds x s ds x s ds f f f
Then, the time derivative of () Vtalong the trajectory of system (1) is given by: 
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The upper bound of the integral terms in inequality 3 () Vtis estimated as: 
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Using Jensen's inequality, such that: 
By using Lemma 3, an upper bound of integral term of () Vt can be obtained as:
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Therefore, combining Equations (10) and (21) 
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and  is given in Equation (8).
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Proof. Choose a new augmented Lyapunov-Krasovskii functional as: 
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Then, the time derivative of () Vtalong the trajectory of system (1) is given by:
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By using Lemma 3, an upper bound of integral term of () Vtcan be obtained as: 
 for the asymptotic stability of system (1) which can be provided larger stability domain. In addition, by applying free-weighting matrices and Jensen integral inequality, our decomposition approach, developed in Theorems 1-3, yields a much less conservative delay bounds and extends the feasible region of stability method for system (1).
Remark 3:
In order to derive a fewer restrictive stability criteria for system (1), many free-weighting matrix variables are employed in Theorems 1-3. In fact, this technique of decision variables reduces the computational complexity of the obtained stability approach which is less than the previous methods.
Remark 4:
In this work and from the practical point of view, several problems related to this studied field are still open such as singular descriptor systems with multiple mixed time-varying delays, chaotic systems with varying delays and neural networks systems.
IV. ILLUSTRATIVE EXAMPLES
In this section, two examples are presented in order to show the less conservatism of the elaborated stability condition and to demonstrate the effectiveness of the proposed approach.
Example 1.
Consider the following nonlinear neutral system with mixed time-varying delays, as given in [10] 
