The rise of sensor-equipped smart phones has enabled a variety of classification based applications that provide personalized services based on user data extracted from sensor readings. However, malicious applications aggressively collect sensitive information from inherent user data without permissions. Furthermore, they can mine sensitive information from user data just in the classification process. These privacy threats raise serious privacy concerns. In this paper, we introduce two new privacy concerns which are inherent-data privacy and latent-data privacy. We propose a framework that enables a data-obfuscation mechanism to be developed easily. It preserves latent-data privacy while guaranteeing satisfactory service quality. The proposed framework preserves privacy against powerful adversaries who have knowledge of users' access pattern and the data-obfuscation mechanism. We validate our framework towards a real classification-orientated dataset. The experiment results confirm that our framework is superior to the basic obfuscation mechanism.
INTRODUCTION
Pervasiveness of mobile devices equipped with a variety of sensors necessitates various wireless applications providing convenient services to people, among which classification based applications are popular ones. Given a training data set and associated training labels, such applications determine the labels for an unlabeled user based on the multimodal sensory data collected by multiple sensors. For example, feature variables of customers may be used to mine buying interests of customers given some training examples [27] [6] ; features extracted from health monitoring systems may be used to predict whether a user may carry a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. disease in the future [5] [3] .
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However, these classification based applications raise serious privacy concerns, mainly because user data released to service providers contain sensitive information. Sensitive information, such as political preference [21] , and sexual orientation [15] , can be successfully inferred by either eavesdropper or malicious service providers. Such privacy issues are of frequent occurrence as many adversaries unrighteously collect personal data [9] . As shown in [9] , among the 30 popular Android applications, 68 instances of 20 applications accessed users' sensory data and sent them to remote servers. Moreover, privacy leaks can be exacerbated if user data are analyzed together with other data sources that can be obtained from public social networks [20] . Thus, how to preserve user privacy without degrading the service quality of classification based applications is a crucial problem.
Many existing approaches preserve user privacy by filtering or perturbing user data when connecting to service providers [22] [4] [11] . Unfortunately, service quality may be degraded due to the distorted data. Obviously, a tradeoff between service quality and privacy preserving level is formed: a higher privacy preserving level results in more service quality loss. Moreover, the existing approaches overlook the fact that adversaries can not only directly access inherent user data but also mine latent sensitive information. We define these two kinds of privacy as inherent-data privacy and latent-data privacy, respectively. For example, age and weight are inherent-data explicitly reported by users to service providers; gender, political preference, and sexual orientation may be latent-data mined from user data.
In this paper, we mainly focus on latent-data privacy and investigate how to customize privacy preserving for classification based applications, so that the tradeoff between service quality and privacy preserving level can be optimized. Specifically, we employ a statistical analysis method as the classification technique, based on which we formalize the metrics to measure quality loss and latent-data privacy. For latent-data privacy, we expect adversaries cannot learn any sensitive information of users, that is, the cloaked data can guarantee that the classification results are also indistinguishable. We introduce a probability model for latent-data privacy and quantify it with level δ, i.e., δ-latent-data privacy. Our framework can then comprehensively optimize the tradeoff between δ-privacy and service quality, i.e., given user-specified thresholds regarding latent-data privacy, the best possible service quality can be obtained.
To the best of our knowledge, our work is the first one p-reserving latent-data privacy towards multimodal data. The main contributions are summarized as follows:
• We introduce a novel framework to optimize the tradeoff between privacy preserving level and service quality. In particular, we design a data obfuscation mechanism specifying how a user should perturb data to achieve the best possible service quality with latent-data privacy preserved.
• We also develop an analytical model which can assist system designers to construct an optimal privacy preserving strategy against adversaries, considering that adversaries may be aware of user access pattern and the underlying obfuscation mechanisms.
• We evaluate our proposed framework towards a real Marketing dataset. The results show that our framework can preserve latent-data privacy without sacrificing much service quality. Moreover, compared with the k-anonymity method, our framework provides better service quality with the same privacy preserving level and higher privacy preserving level with the same service quality.
The remainder of the paper is organized as follows. Section 2 formalizes the investigated problem. Section 3 introduces some preliminary knowledge. The metrics for service quality and privacy are presented in Section 4. We illustrate the proposed framework in Section 5. The evaluation results are shown in Section 6. The related works are addressed in Section 7. Section 8 concludes the paper. For example, in a health care application, a user may present different profiles in morning, afternoon, night in a day with different probability. Based on a user's X u m (1 ≤ m ≤ M ), a service provider can classify the user into different groups (each group corresponds to one type of service), then the corresponding services are provided.
Adversary model
In classification based applications, a service provider is honest-but-curious. That is, it honestly classifies users into different groups and recommends corresponding services based on the classification results. However, it intends to discover sensitive information of users as much as possible.
Adversaries can mine sensitive information from the multimodal profiles of users just in the classification process. We assume there are two types of groups in classification based applications: non-sensitive groups ki ∈ G, (1 ≤ i ≤ K) and sensitive groups pi ∈ G, (1 ≤ i ≤ P ), where G = (k1, . . . , kK ; p1, . . . , pP ) is the set of all the groups. Adversaries may classify users into sensitive groups privately. This malicious behavior seriously threatens user privacy. For example, a user of a healthcare application may not expect the service provider to know that she carries the AIDS disease. Thus, the classification results for sensitive groups should be inaccurate as much as possible. We denote this type of privacy as latent-data privacy.
Obfuscation mechanism
In our work, to preserve latent-data privacy in classification based applications, we assume users adopt an obfuscation mechanism that transforms sensitive attributes to pseudo-attributes. Thus, a real profile X u m ∈ Ω is transformed to a cloaked profile X u m ∈ Ω , and users report X u m to the service provider, where Ω is the value space of cloaked profiles. We use X/X to represent X u m /X u m in the rest of paper without confusion. The obfuscation mechanism is a probability function that takes real profile X = (c1, . . . , ct; st+1, . . . , sn) as input and outputs the cloaked profile X = (c1, . . . , ct; s t+1 , . . . , s n ) with the following probability:
Problem definition
Users expect to be classified into non-sensitive groups as accurate as possible with their privacy preserved. Thus, the ultimate goal is to design a privacy preserving mechanism that can provide privacy guarantees, while users can control privacy preservation levels by trading off service quality. Specifically, given threshold on the preserving level of latent-data privacy, we want to develop a mechanism that can provide the best possible service quality. We want to contend against the adversaries who know the obfuscation mechanism (f (.)) and the probability distributions of user's profile (ψ(.)). Such information is valuable for adversaries to reverse-engineer the obfuscation mechanism to infer the real profiles of users. The investigated problem in this paper, δ-privacy preserving for classification based applications, is defined as follows:
Input:
(1) User profile X.
(2) User's Access pattern i.e., ψ(.).
Level of latent-data privacy δ, specified by users.
Output:
User's profile obfuscation mechanism f (.) as defined in (1) satisfying that:
a. The user can be classified into non-sensitive groups as accurate a possible; c. User's latent-data privacy can be preserved with level δ; 3. PRELIMINARIES
Classification method
There are many classification approaches such as Bayes, decision trees, neural networks, and etc. [12] . In this paper, we focus on the statistical analysis classification method that is based on the concept of Mahalanobis distance. We choose this classification method, as it is widely utilized in the literature. We briefly introduce it here and more details can be found in [23] .
One can say that a user belongs to group η (ki or pi) if the distance between the user's profile and the centroid of group η is less than a threshold. Let Gη be the training dataset of group η, namely, Gη is the set of user profiles that belong to group η. Gη is the mean vector of Gη, namely, Gη is the centroid of group η. Let Gη(i) be the ith row of Gη, and Gη is a matrix where Gη(i) = Gη(i) − Gη. Thus, the distance from the user with profile X to the centroid of group k can be computed as follows:
where nη is the number of training vectors of Gη. For user u with profile X, if D 
METRICS
In this section, we introduce how to measure service quality and privacy.
Service quality metric
We want to evaluate the service quality loss Q loss resulted by the obfuscation mechanism f (.). We use dq(.) to denote the service quality metric, such that dq(X, X ) measures how much quality loss there is if the service provider classifies a user with obfuscated profile X rather than the real profile X. Thus, given f (.), ψ(X), and dq(.), we can define the quality loss as the sum of dq(X, X ) over all X and X for a user:
From (2), we find that the distortion induced by f (X |X) determines the service quality. We say that there is no quality loss if the cloaked profile X does not change the classification result for non-sensitive groups. Otherwise, there exists quality loss. The next problem is how to formalize dq(X, X ) in classification based applications.
Note that dq(.) depends on data semantics and user-specified privacy requirements. Euclidean metric is a typical choice in location based services. However, in classification based applications, two different multimodal profiles may produce the same classification results so that taking the distance (such as Euclidean distance) between real profile X and cloaked profile X as a metric is not advisable. Since whether a user belongs to a group is determined by the distance between the profile and the centroid of this group, we can evaluate service quality loss through the difference between the distance from the real profile to the centroid of a group and the distance from the cloaked profile to the centroid of a group: the less the difference, the better the service quality. Thus, quality loss can be measured by the expected dq(X, X ) over all X, X and all non-sensitive groups ki ∈ G, which can be specified as follows:
where
and the distances to the centroid from X and X , i.e., D
, are computed as follows:
Latent-data privacy metric
Adversaries may observe the cloaked profile X outputted by the obfuscation mechanism together with ψ(.) and f (.). Then the posterior probability can be computed as follows:
X f (X |X)ψ(X) towards the true profile X, conditional on the cloaked profile X .
The adversaries can then chooseX such that the difference between the distance from X to the centroid of a sensitive group and the distance fromX to the centroid of a sensitive group is as small as possible. With minimizedX, the user's conditional expected privacy is min X X P r(X|X )dp(X,X)
which is similar to dq(X, X ), where dp(X,X) is the difference between the distance from the real profile to the centroid of a sensitive group and the distance from the guessed profile to the centroid of a sensitive group. For a given X , the conditional latent-data privacy is given by Equation (4). However, the probability of X outputted by the obfuscation mechanism is Pr(X ) = X f (X |X)ψ(X). Thus, the user's unconditional expected privacy is X P r(X )min X X P r(X|X )dp(X,X)
Then the δ-latent-data privacy can be defined as follows:
Definition 3. δ-latent-data privacy. An obfuscation mechanism f (.) satisfies δ-latent-data privacy if for any user u with profile X = (c1, . . . , ct; st+1, . . . , sn), for all X = (c1, . . . , ct; s t+1 , . . . , s n ) and all sensitive groups pi ∈ G,
From the above metrics, we found that both the service quality metric and the latent-data privacy metric computation require that the users have the values of Gη and Cη, where η is ki or pi. Hence, we introduce another dimension to the privacy-service quality tradeoff: the information the service provider disclosed to users. Suppose the service provider give the user the classification method, as well as the full training dataset, i.e., Gη. Then, the users can execute classification method locally, i.e., which groups are belonged to. Obviously, this would provide best privacy (the user does not reveal his profile to service provider) as well as best service quality (no obfuscation for the user' s profile).
However, this is inadvisable from the view of service provider for commercial concerns such as the service is not free generally. Hence, the service provider just need to disclose Gη and Cη to users, based on which the users can measure service quality and the latent-data privacy, moreover, the users cannot deduce Gη from the Gη and Cη as indicated in the distance equation in III.A.
( , δ)-PRIVACY PRESERVING WITH OP-TIMAL SERVICE QUALITY
We can develop an optimal mechanism as follows: Minimize:
Subject to:
Following equation (6) in Definition 3, it is nontrivial to determine whether an obfuscation probability f (.) preserves δ-latent-data privacy. We transform the non-linear condition in Definition 3 to a linear problem. We define
The above equation is equal to
Thus, the condition in Definition 3 is transformed to . The goal of this questionnaire is to predict the annual household income from the 13 attributes and classify users into 9 groups (less than $10,000, $10,000 to $14,999, $15,000 to $19,999, and so on). We randomly select 100 non-redundant user profiles to simulate a user's profiles in a period of time, and the remaining profiles serve as training items.
Comparison. We compare our mechanism with the basic obfuscation mechanism which is widely utilized in the literatures. Consistent with differential privacy, the basic obfuscation mechanism is constructed with a specific protection level k = 1, 2, 3, · · · . For each profile X, we search its k − 1 nearest profiles (using Mahalanobis distance, Hamming distance or Euclidean distance as dissimilarity metrics). For an arbitrary profile X, the cloaked profile X will be uniformly selected from the k − 1 nearest profiles together with X. Hence, X is replaced by any of the k profiles with probability
, and by any of the remaining profiles with probability 0. Privacy configuration. Since different users can regard different attributes and classification results as sensitive information, we have two ways of choosing sensitive attributes and classification groups. Unless otherwise stated, we select Sex, Marital status, Age, Occupation, Householder status as sensitive attributes and the last three groups with higher household income as sensitive groups. Alternatively, we randomly select 5 attributes and 3 groups as sensitive information and set the remaining be as non-sensitive information.
Results
In order to perform a fair comparison between OptQL and BasicObf, we compare their latent-data privacy levels for a same quality loss. We select a δ, then compute the quality loss of our mechanism: ql = QL(OptQL, δ). Meanwhile, we select a proper k such that the quality loss of the basic obfuscation mechanism is ql = QL(BasicObf, k). Hence, the two mechanisms have a same quality loss. The correspondence between δ and k is shown in Table 1 , where δ is from 0.71 to 0.82.
With the selected k, we compute the latent-data privacy level respectively. With the increase of δ or k, we expect the level of latent-data privacy increases as well. We measure the latent-data privacy level in terms of adversary error when it infers user's latent sensitive information, denoted as AdvErrLa:
We conduct two sets of experiments. In the first set, denoted as Type 1, we regard Sex, Marital status, Age, Occupation, Householder status as sensitive attributes and the last three groups as sensitive groups. In the second set, denoted as random, we randomly select 5 attributes and 3 groups as sensitive information and the remaining as non-sensitive information. As shown in Fig.2 , for different privacy configurations, our mechanism clearly has a higher level of latentdata privacy that the basic obfuscation mechanism when both of them have a same service quality. Meanwhile, as we can see from Fig.1 , with the increase of the latent-data privacy level by increasing δ, the quality loss increases as well.
RELATED WORKS
Threats. Privacy threats towards user data have been extensively documented. On the one hand, a large body of location-privacy preserving mechanisms (LPPMs), diverse in techniques or goals, have been studied. They generally deal with inherent-data privacy. On the other hand, inference attacks from users' public data also incur stringent concerns, and they are referred as latent-data privacy. In such a case, user's sensitive information such as gender [21] , political preference [16] , sexual orientation [16] or even drug use could be inferred. In [?] , the authors show that how the seemingly harmless published interests can leak sensitive information. The work in [2] shows that two New York Time journalists could identify sensitive information of individuals from the published search logs made available by AOL, including name, age, sex, location and so forth. Apart from inferring demographic information, deanonymizing is another type of inference attack. It is shown in [24] that medical visits of individuals have been successfully identified from the anonymized medical visit data made available by the Group Insurance Commission (GIC). The work in [20] shows that individuals' can be identified based on movie rating data released by Netflix, even though the data are anonymous. In [13] , the authors show that the spreading rumor in mobile social networks could also violate user privacy. Hence, the spate of privacy threats has spurred a large body of research in protecting inherent-data privacy and latent-data privacy. Next, we review the literatures from two aspects.
Privacy preserving data publishing. Many definitions for privacy have been proposed in the area of privacy preserving data publishing. The most prominent techniques include t-closeness [17] , l-diversity [19] and k-anonymity [25] . As indicated in Section 6, k-anonymity guarantees that adversaries cannot distinguish real data from at least other k − 1 obfuscated data. However, as argued in [8] , the data privacy preserving problems should be considered in a more rigorous way. Differential privacy, which is a complete framework, then becomes a popular technique for privacy preserving data publishing. For instance, the work in [4] proposes a mechanism that provides optimal service quality under certain data constraints based on differential privacy. However, differential privacy is employed to preserve aggregate single-modal data generally such as location privacy [14] [7] . It is not suitable for multimodal data. Moreover, [26] proposes an privacy preserving incentive mechanism in mobile crowdsourcing systems to improve system 
utility.
Privacy preserving data mining. Many privacy preserving data mining techniques distort or hide data before release data [10] [18] . Hence, the tradeoff between data obfuscation and service quality has been studied in several statistical based techniques. However, most of them only protect data privacy, rather than the privacy of the mining results, i.e., latent information.
In contrast, our work improves the aforementioned works in considering latent-data privacy and service quality all together, rather than just the tradeoff between one type of privacy and service quality.To the best of our knowledge, our work is the first one to investigate the tradeoff among these three aspects.
CONCLUSIONS
Classification based applications incur privacy risks where sensitive attributes may be disclosed or latent sensitive information may be inferred based on the released user profiles. We define these two types of privacy threats as Inherent-data privacy and Latent-data privacy, respectively. These privacy concerns necessitate the need of robust privacy preserving mechanisms, based on which the tradeoff between privacy and service quality can be optimized. In this paper, we propose an optimal profile-obfuscation mechanism preserving latent-data privacy while guaranteeing satisfactory service quality. Our mechanism guarantees privacy against powerful adversaries who have knowledge of user's access pattern and the obfuscation mechanism. The experiment results towards a real classification dataset demonstrate that our work can find the optimal mechanism for given privacy constraints, and that our work is superior to the basic obfuscation mechanism. Moreover, our work does not have to sacrifice much privacy (respectively, service quality) in order to guarantee service quality (respectively, privacy).
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