Abstract. The rapid development of modeling of various electro-mechanic energy transformers (power transformers, electric machines) over the past years created the necessity to develop the systematic method of quality and quantity model analysis. Typical analysis of model includes the following stages: the calculation of transient processes, the calculation of established processes, the evaluation of static stability, and the parametric sensitiveness defining. Nowadays, only the analysis of transient processes is performed continuously, i.e. in the state cognate with the physical nature of a process. Other stages are studied in discrete time. The variety of mathematical apparatus used on each stage complicates the analysis and requires significant expenses.
Introduction
The electro-mechanic energy transformer (EMET) is a linking element between the electric and mechanic systems that transforms and transmits information between them. Generally speaking, every electromechanic device is a transformer, although this term is frequently used only with low-power devices (executive motors), synchros, tachometers, rotary transformers, location sensors, and other functional transformers).
Power energy transformers (electric machines, transformers, electro-magnetic devices) are more complicated from the point of view of modeling and research of physical process going on in them. Nonlinearity of electro-magnetic connections of such devices is caused by the maximum use of active materials, namely, steel of magnetic circuits. The phenomenon of skin-effect that occurs in massive energy conductors of many electro-mechanic devices is used to give them certain functional properties, which is why it needs to be calculated with precision. Energy transformation is inevitably connected with losses that emanate as warmth in active as well as in constructive parts of power transformers. The complexity of such mathematic models development is caused by the variety of character of physical phenomenons and processes that occur and take place in them thus by the necessity of successful choice of mathematic apparatus for their recreation.
Other difficult task is the analysis of EMET operation through computer simulation of their processes. The basic stages of research are the calculation of the transient processes and achieving stationary (periodic or fixed) modes, the calculation of static stability and the calculation of parametric sensibility. These tasks are usually solved using various methods that are impossible to combine in one algorithmic sense. Only the calculations of the transient processes are done in time domain and they are adequate to physical processes. The analysis of establisched (stationary) processes is done using the methods of non-time domain, i.e. discrete time domain, which is why they are not suitable to research electro-mechanic processes in which the variables include mechanic transitionsalong with electro-magnetic ones. These methods also lack the criteria of precision, as they require intuitive choice of grid density (the grid method (Filts, 1979) ), the number of points on a period (the method of trigonometric collocation (Pykhov, 1980) ), the number of terms of a Fourier series (the method of harmonic balance (Glukhivskiy, 1978) ) and other. The static stability is defined on the basis of algebraic criteria (Merkin, 1971) . To define the parametric sensitiveness non-universal methods, such as variation, regressive and others are used (Norenkov, 1986) . So, every stage is a complicated theoretical problem, that need various apparatus to be used. This calls for the development of cumbersome programs and complicates the calculation processes. Moreover, such variety of approaches to the analysis of every stage of the research can't be generalized for the wide-range class of electro-technical devicesand complex electromechanic systems. These problems are the key point of this paper.
Among the above-stated stages of the research, the calculation of periodic (established) processes it of great importance. The method of periodic state calculation of non-linear electronic schemes was put forth by T.I. Aprille, T.N. Triek (1972) . The task of finding the periodic state of EMET is more complicated due to the availability in them physical phenomena of various nature, which was pointed out before. We are the first to solve the boundary value problem for non-linear system of differential equations of electro-mechanics (Thaban and Bilyi, 1984) .
The nominal modes of operation of most electro-mechanic devices are stationary, i.e. their coordinates (currents, voltages, magnetic stream that transfixes the electric circuit (linkage), linear or angular shiftings, and other) are periodic functions of time. The task of finding the periodic solvings of non-linear differential equations is more complicated than Cauchyproblem of integrating these equations from the initial conditions to their stabilization as it imposes another condition -the condition of periodicity, i.e. it become pre-point boundary value problem of non-linear differential equations. Solving this problem in time domain enables us to find periodic electro-mechanic process on each period, calculate its static stability and, if needed, parametric sensitiveness. Integration time change of the system of non-linear differential equations of state from period T with any other time value t > T will enable us to obtain the transient electro-mechanic process. All stages of the analysis are based on a single mathematic apparatus -general theory of differential equations.
To exclude the transient reaction Newton algorithm is used. It ensures rapid convergence with the reaction in a stabilized mode. But the elements of response matrix to the initial conditions of variation equations obtained through differentiating the system of non-linear differential equations of state according to the initial conditions still need to be defined. At the same time, the rank of the equation system that needs to be numerically integrated on each period will be doubled, which has a negative effect on the precision and costs (Chaban, 1997) .
We'll illustrate the way how this can be avoided on example of induction machine. Equation (1) with frequency of rotation not equal to 0 is parametric, i.e. the coefficients of their differential equations depend on the circle of turning γ. This dependency is eliminated with transformations of coordinates. To do this, we'll need to use affine coordinate system (Chaban, 1972) , two axis of coordinates of which are located angularly 120° and the third axis is orthogonal to them. Such transformations enable for machines with symmetric rotor winding to record the mentioned equations in such a way that the applied voltages and currents of a stator remain physical, i.e. they combine the advantages of recording equations in physical and transformational coordinates. The equations of rotor contours are subject to these transformations. They are done by the following formulae:
(4a, b)
here (5) П, П -1 -are direct and inversed matrix of linear transformations
Here is the position angle of the same name phases of stator and rotor.
where ω is an instant value of rotor rotation frequency in electric radians per second; γ 0 -value γ at 0 t = .
We multiply (1b) by П and perform the change of variables according to (4a, b). Result -the equation of rotor circle in affine coordinate system:
where ; where is value, inversed to stator phase disperse inductivity;
-is a value, inversed to disperse inductivity of a zero contour of stator winding; -is a value inversed to disperse inductivity of a rotor phase; -is a value inversed to disperse inductivity of a zero contour of rotor winding:
In practice, the following condition is almost always implemented (17) that's why matrix (15a) becomes diagonal (
Operational linkages are defined by the projections of a space vector of aggregate operational linkages on geometric axis of appropriate phases (19) where -angle of vector as to phase Aax is of stator.
The module of a space vector of aggregate linkage is defined from (6) (20)
The current of a zero contour, according to (12b), (13b) is defined exclusively by the fields of disperse . This gives the opportunity, in further analysis, to drop on levels (9), (11b), (12b) the elements that belong to a zero contour and lower the rank of equation system on 1 unit. As, according to (13), the researched variable of equations -currents of contours are calculated through the difference between full and operational linkages, first of which will be the result of integrating (1a) and (9), the equation of calculating operational linkage is obtained.
Machine magnetizing curve will be used as the first equation (21) The module of a space vector of magnetizing current is calculated in the same way as (20) , 
Another means to obtain the equation of operational linkage is correlation (24) which the result of (19), (23). (21), (24) and (20), (22) In order to reduce the information, we give the reader to perform some simple transformations by himself.
The final result
where are matrixes of connection between operational and full linkages. Matrix G form will be given below.
The system of differential equations (1a) and (25) is a mathematical model of an induction machine established in normal Cauchy form, variable values of which are linkages. Currents are found by integrating these equations on a period and by substituting these results in (13).
Theoretical analysis and its practical application showed that the calculation of periodic processes (and also transient processes, static stability and parametric sensitiveness, if needed) through solving two-point boundary-value problem using Newton iterations is more effective on the basis of mathematical model, variables of which are currents. That's why equations (1a) and (9) are written as a single equation (26) Taking into account (1) and (25), equation (26) (28) where is a number of pairs of magnetic poles; is the moment of rotor inertia; is static moment on the shaft. The system of differential equations (27), (28) is a mathematical model of an induction machine.
The algorithm of analysis of stationary electro-mechanic processes.
To give concise information, first, we'll establish the algorithm in general, after which mathematical abstractions will be replaced with physical values.
Have a look at the system of equations (29) where X and F n − dimensional vectors, F is a periodic function t with period T , continuous at variables , t X which has its first partial derivative from X and t −∞ < < ∞ .Further we'll consider (29) (29), (30) can be solved using Cauchy methods, if managed to obtained enough boundary conditions on one of the ends of the integration segment. For example, to find X(T) with given X(0), i.e if it is possible to obtain n of the researched functions ( ) i x t in points 0 t = and t T = . That's why the task lies in stage-by-stage improvement of initial boundary conditions until the solving will match. This is the basic nature of the method of adjustments (Babuska, Prager and Vitasek, 1966) .
A few methods are known that allow us to avoid the integration of system (29) for a long period of time. One of them, proved in practice, is the most effective and was used in [5] . Its basic nature is that while integrating system (1) with some initial conditions X(0) during a period, we obtain vector X(T). If the system is in established mode, ( ) ( )
and the found solving is periodic. If not, X(T) is a function of X(0) and vector of errors is defined
It is necessary to find such solving with which this vector would equal zero. With such task the initial conditions become the researched parameters. Such method was named the method of sensitiveness to the initial conditions as opposite to parametric sensitiveness while researching the influence of exterior and inner system parameters on its outgoing characteristics.
Transcendental system (31) is non-linear to n variables X(0) and can be solved using the method of iterations. Newton algorithm which is defined by the equation [10, 11] (32) suits the best for calculating.
k -iteration index and (33)
-is the matrix of system (29) variables sensitiveness to its initial values. Every line of this matrix is a gradient of a certain variable in the initial conditions space, every column of which characterizes the sensitiveness of the whole set of variables to one initial condition. It is obtained from the correlation (31) in which ( ) ( ) 0 X w becomes the target function right part of which equals zero if established process is gained, i.e
where I -is a unit matrix.
The elements of matrix (33) can be calculated with the help of variance formulae while solving Cauchy task and finding target function (34) for one iteration in general amount 1 + n times. Being cumbersome and difficult this method is used rarely. It is easier to do with the help of appropriate variation variables and the system of differential equations in variations. Here, it is illustrated how it is possible to do in this case.
Differential equations in variations are obtained through differentiation of system (29) by ( )
When marked (37) the variation equations (36) will be as follows (38) The system of variation equation (38) is generally integrated on the period with the system of differential equations (29).
As mentioned earlier, the complexity of electro-mechanic processes modeling is connected with the necessity to recreate in the model physical phenomena of various nature, i.e. vector X(t) includes variables
To obtain variation equations it is necessary to differentiate system (29) by the initial conditions, i.e. by the vector X(0). As the result of this procedure, planar matrixes (matrixes located in one plane) turn into space matrixes (orthogonal matrixes space orientation of which is conditioned by physical nature of its variables) [12] . Operations with such mathematical apparatus complicates the analysis and requires considerable expences. We'll show a way to resolve this problem. The analysis of stationary processes of an induction machine will be conducted based on the system of equations (26) and (28). The algorithm of solving these equations is as follows:
Step 1. On the first step of integration vector of the initial conditions ( ) ( )
is accepted. While integrating system (26) during a period we obtain full linkages .
Step 2. For the given vector ( ) 0 i from equations (23) we find and calculate magnetizing current through (22).
Step 3. With the curve of magnetizing (21) for the given we define the aggregate operational linkage .
Step 4. Based on (19) we find , i.e. vector of operational linkage
Step 5. Vector of currents ( )
T i
is calculated as the difference between full and operational linkages by the formula (13).
Step 6. Run verification of periodicity condition (31). If ( ) ( )
, the periodic solving is found. By the formula (28) we find angular speed which corresponds to the stationary process and move on to step 8. If move on to step 7.
Step 7. Specify vector ( ) T i using Newton algorithm after which move on to step 1.
Step 8. End of program.
Newton algorithm for electro-mechanics tasks.
Boundary conditions (30) for system (26) are as follows (39) and the appropriate target function (34) is as follows (40) Newton iteration for (39) is calculated with the equation (41) Here, the response matrix is (42) In electro-mechanics, functional connection between magnets and electric processes is illustrated with dependency (21).
When it is differentiated by the vector of initial conditions, (43) is obtained (43) Here, the first multiplier of the right part is the matrix of differential machine inductance; the second multiplier corresponds to (42). We induct the mark (44) Solve (43) (47) where is a constant of integration, calculated at 0 = t . Now, the algorithm of stationary mode analysis, based on Newton method, can be formulated.
Step 1: According to the data of equation system (26) integration on period T, the matrixes of angular speed Ώ and parameters A (resistance matrix const R = .) are calculated. In the variation system of equations (46), all these matrixes are fixed values. The initial condition for the matrix is calculated from the target function (40) which equals zero in stationary process. At the same time, according to (42), response matrix , thus from the equation (45) we obtain .
Step 2: With formula (47) calculate .
Step 3: Response matrix is found as product from (45).
Step 4: Find inversed matrix .
Step 5. For the given initial condition calculate the solving using Newton method.
Step 6: End of program.
Results
The analysis of modes has been conducted for the induction machine A12 -52 -which has the following parameters:
.
Magnetizing curve of steel approximated with spline Electro-magnetic moment The algorithm of static stability calculation remains the same as the calculation of stationary processes using the method of sensitiveness to initial conditions, only with insignificant addition: it is necessary to find matrix ( (0)) S i and response matrix (45) that correspond to ( ) i T on the last step of integration (26). Find multipliers of matrix ( (0)) W i using standard computer program. If modules of all multipliers are lower than one, stationary mode is asymptotically stable. If at least one of them is higher than one, the mode is unstable. Value is a sign of unstable mode which is proved by machine's angular speed radians/second ( fig. 12 ), value of which is significantly lower than critical.
Discussion
A peculiar feature of electro-mechanic processes is their variability in time. In engineering, the research of such processes is done in four aspects: transient processes, established processes, static stability, and parametric sensitiveness. Among these aspects, only the analysis of transient processes is done in continuous time which approximates the model at most to real physical process. The three other aspects of research are done in discrete time or timeless domain which complicates the analysis due to the lack of precision criteria, algorithmic diversity, and cumbersome programs.
The only language to use while studying all processes of electro-mechanic systems is the theory of common differential equations. It can be explained with, first of all, the availability of a well-developed conceptual apparatus and numerical methods of solving common differential equations; second, with the availability of accessible to everyone quality methods of stability evaluation, the analysis of performance of solvings on special points boundaries and their asymptotic character, etc; third, with clarity and naturalness of common differential equations as a mathematical model to describe the processes of transition of real objects from one state to another during a certain period of time.
Regular Cauchy form is the most suitable at numerical integration as eliminates the operation of each integration step that requires the expenditure of much labour -inversing the matrix of machine coefficients. Due to this the mathematical model of an induction machine which is built with the system of differential (26), (27), (28) by analytical transformations is solved regarding the derivatives of linkages, currents and angular speed.
The use of affine coordinates system makes the analysis easier retaining stator variables as physical values and lowering the system of rotor equation by one unit.
In scientific literature there are no publications concerning the solving of boundary-value problem of electro-mechanics in time domain. There is a significant difference between Cauchy problem and boundaryvalue problem. First of all, problems with initial conditions have a single solving for a wide array of nonlinear equations while the existence of single solving of boundary-value problem are proved for linear and only some related to them non-linear equations.
The method of Aprille-Triek (1972) allows us to solve a two-point boundary-value problem for the system of non-linear differential equations of electro-mechanics to Cauchy problem of integration of these equations on the interval [O,T] with further specification of the obtained initial conditions by Newton iterations. The basic difficulty lies in defining the response matrix to the initial conditions each line of which is a gradient of one variable in space of initial conditions and each column of which characterizes the influence of initial condition on all set of variables.
Before, the elements of response matrix used to be calculated using the difference formulae requiring the solving task on one iteration n+1 times, or try to obtain it from the system of differential equations in variations. The first method doesn't suit the analysis of electro-mechanic processes in continuous time as it turns it into discrete time. As for the second, it, at first, leads to the operations with space matrixes that appear as the result of differentiation by the initial conditions of the system of non-linear differential equations with variables of various physical nature and, at second, leads to doubling the rank of the system of differential equations (outgoing equations of state plus variation equations) that need to be integrated on the period. All these defects had been eliminated by us with analytical solving of the system of variation equations as a homogeneous system of linear differential equations, researched variables of which are initial conditions that lead to the periodic solving.
The integration of the system of differential equations of state during the time, longer than period, will give the opportunity to find the transient electro-mechanic process.
Static stability of the process is calculated by the multiplier modules of response matrix to the initial conditions which is calculated by the value of variables of the last step of integration during a period.
Issues, concerning parametric sensitiveness are not reviewed due to the limitation on the article volume. The given approach to the analysis of dynamic electro-mechanic processes with no limits can be used for observation of autonomous systems, whose equation's right parts do not depend on time t, as well as nonautonomous ones with right parts of differential equations dependant on time.
It is also easy to be generalized for the analysis of the complex electro-mechanic systems which may include transformers and electric machines of any type, differential equations of which have regular form.
