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Abstract
In this paper we introduce a construction of directed strongly regular graphs
from smaller ones using equitable partitions. Each equitable partition of a single
DSRG satisfying several conditions leads to an infinite family of directed strongly
regular graphs. We construct in this way dozens of infinite families. For order at
most 110, we confirm the existence of DSRGs for 30 previously open parameter sets.
1 Introduction
The main subject of this paper is directed strongly regular graph (briefly DSRG), a
possible generalisation of the well-known (undirected) strongly regular graphs for the
directed case introduced by Duval in [10]. The undirected version plays a central role in
Algebraic Graph Theory, while the directed version received less attention.
We show how to construct larger DSRGs from smaller ones with the aid of suitably
defined equitable partitions for directed graphs. According to our best knowledge, equi-
table partitions for directed graphs have not been defined in exact terms, though similar
concept can be found for association schemes in [15] with an application for (undirected)
strongly regular graphs in [19].
The main results of the introduced idea involve constructions of many infinite fami-
lies of DSRGs. Several families have new parameter sets, others generalise and connect
constructions which have been previously known from various ideas.
For the small parameter sets there is an evidence of the current state-of-the-art on the
webpage of A.Brouwer and S.Hobart (see [4]). According to their catalogue of parameter
sets with order at most 110, we have confirmed the existence of DSRGs for 30 open
parameter sets.
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The paper is organised as follows: In Section 2 the necessary and most significant
terms are repeated. In Section 3 a brief summary is given on the used computer algebra
packages. In Section 4 we define a new construction called pi-join. It serves as a key
concept for our project. We derive the necessary and sufficient conditions, when this
construction gives us a DSRG if the basic graph is a smaller DSRG. It turns out that the
crucial moment is finding a certain partition in the basic graph. In Section 5 we present
good partitions for several well-known families of DSRGs and in Section 6 for DSRGs
with some sporadic parameter sets.
2 Preliminaries
In this section we present the basic and most significant concepts used in this paper.
2.1 General concepts in algebraic graph theory
All graphs considered in this paper are finite, simple, directed or undirected graphs, thus
no loops or multiple edges are allowed. If there is a dart from vertex x to vertex y in
a directed graph (digraph), then we say that y is an outneighbour of x, and x is an
inneighbour of y. The number of outneighbours (inneighbours) of a vertex x is called
outdegree (indegree) of x. If the in- and outdegrees of all vertices in a digraph are equal
to k, then we say that the digraph is k-regular, or regular of degree (valency) k.
Let H be a group. Suppose that X ⊆ H and e /∈ X, where e is the identity element
of the group H. Then the digraph Γ = Cay(H,X) with vertex set H and dart set
{(x, y) : x, y ∈ H, yx−1 ∈ X} is called the Cayley digraph over H with respect to X.
Let Γ = (V,E) be a simple undirected graph. Assume that pi = {C1, . . . , Cr} is a
partition of V . It is called equitable if for all 1 ≤ i, j ≤ r the amount of neighbours of a
vertex u ∈ Ci in the set Cj is equal to a constant qij which does not depend on the choice
of u ∈ Ci. Thus, to an equitable partition we can associate a matrix Q = (qi,j)1≤i,j≤r
which is called quotient matrix. An equitable partition pi is called homogeneous of degree
d, if each cell has size d. Equitable partitions of graphs can be defined also using their
adjacency matrix. We say that a partition pi of a matrix A is column equitable, if there
exists such an r×r matrix Q, usually called quotient matrix, for which ATH = HQ, where
H is an n× r matrix, the characteristic matrix of pi, whose columns are the characteristic
vectors of pi. In other words, hij =
{
1 if vi ∈ Cj;
0 otherwise.
Similarly, a partition pi of a matrix A is row equitable, if pi is column equitable for AT .
Clearly, if pi is both row and column equitable for an adjacency matrix A, then pi defines
an equitable partition of the corresponding graph.
Following this idea one can define a kind of equitable partitions also for directed
graphs. We will say that pi is a column equitable partition of a directed graph Γ, if it is a
column equitable partition of its adjacency matrix A(Γ).
Let A be an adjacency matrix of a (di)graph Γ of order n, and pi a partition of V (Γ)
into a cells C1, C2, . . . , Ca. We say that adjacency matrix A respects the partition pi, if
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the corresponding ordering (v1, v2, . . . , vn) of the vertices satisfies: i ≤ j ⇐⇒ x ≤ y for
all vertices vi ∈ Cx, vj ∈ Cy.
We assume that the reader is familiar with the terms like adjacency matrix, Kro-
necker product of matrices, group of automorphisms of a graph, 1-factor (perfect match-
ing), clique, coclique and line graphs. Otherwise, we refer the reader to [8].
We will use also terms like blocks of imprimitivity, rank of a permutation group or
transitivity from permutation group theory. For definitions see [9].
2.2 Strongly regular graphs
An undirected graph Γ is called regular of valency k, or k-regular, if each vertex is incident
to the same number k of edges. In the terms of adjacency matrix of a graph we can
equivalently say that Γ is k-regular if and only if for its adjacency matrix A = A(Γ)
the equation AJ = JA = kJ holds, where J is the all-one matrix. A simple regular
graph with valency k is said to be strongly regular (SRG, for short) if there exist integers
λ and µ such that for each edge {u, v} the number of common neighbours of u and
v is exactly λ; while for each non-edge {u, v} the number of common neighbours of u
and v is equal to µ. Previous condition can be equivalently rewritten into the equation
A2 = kI +λA+µ(J − I −A) using the adjacency matrix of Γ. The quadruple (n, k, λ, µ)
is called the parameter set of an SRG Γ.
Strongly regular graphs play a central importance in Algebraic Graph Theory. There
are many dozens of papers with interesting constructions and results. The most significant
ones altogether with crucial information on their properties are collected on the webpage
of A. Brouwer [4]. A database of small SRGs is located on the webpage of E. Spence [39].
2.3 Directed strongly regular graphs
A possible generalisation of the notion of SRGs for directed graphs was given by Duval [10].
While the family of SRGs has been well-studied, the directed version has received less
attention.
A directed strongly regular graph (DSRG) with parameters (n, k, t, λ, µ) is a regular
directed graph on n vertices with valency k, such that every vertex is incident with t
undirected edges, and the number of directed paths of length 2 directed from a vertex x
to another vertex y is λ, if there is an arc from x to y, and µ otherwise. In particular, a
DSRG with t = k is an SRG, and a DSRG with t = 0 is a doubly regular tournament.
Remark. In this paper we prefer to use the ordering (n, k, t, λ, µ) for the 5-tuple of
parameters of a DSRG, however in several other papers the ordering (n, k, µ, λ, t) is used.
The adjacency matrix A = A(Γ) of a DSRG with parameters (n, k, t, λ, µ), satisfies
AJ = JA = kJ and A2 = tI + λA+ µ(J − I − A). (1)
Oppositely, if an n× n zero-one matrix A with zeros on the diagonal satisfies (1) for
some k, t, λ and µ, then it is an adjacency matrix of a DSRG with parameters (n, k, t, λ, µ).
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Proposition 1 ([10]) If Γ is a DSRG with parameter set (n, k, t, λ, µ) and adjacency
matrix A, then the complementary graph Γ¯ is a DSRG with parameter set (n, k¯, t¯, λ¯, µ¯)
with adjacency matrix A¯ = J − I − A, where
k¯ = n− k − 1
t¯ = n− 2k + t− 1
λ¯ = n− 2k + µ− 2
µ¯ = n− 2k + λ.
For a directed graph Γ let ΓT denote the digraph obtained by reversing all the darts
in Γ. Then ΓT is called the reverse of Γ. In other words, if A is the adjacency matrix
of Γ, then AT is the adjacency matrix of ΓT .
The following proposition was observed by Pech, and presented in [25]:
Proposition 2 ([25]) Let Γ be a DSRG. Then the graph ΓT is a DSRG with the same
parameter set.
We say that two DSRGs Γ1 and Γ2 are equivalent, if Γ1 ∼= Γ2, or Γ1 ∼= ΓT2 , or Γ1 ∼= Γ¯2,
or Γ1 ∼= Γ¯T2 ; otherwise they are called non-equivalent. (In other words, Γ1 is equivalent to
Γ2 if and only if Γ1 is isomorphic to Γ2 or to a graph, obtained from Γ2 via reverse and
complementation.) From our point of view the interesting DSRGs are those which are
non-equivalent.
Under eigenvalues of a DSRG we mean the eigenvalues of its adjacency matrix. It is
known, that there are precisely three different eigenvalues, all of them are integers, and
their values together with their multiplicities are uniquely determined by the parameter
set. More explicitly, a DSRG with parameter set (n, k, t, λ, µ) has eigenvalues:
θ0 = k, θ1,2 =
1
2
(
λ− µ±
√
(µ− λ)2 + 4(t− µ)
)
,
with respective multiplicities:
m0 = 1, m1 =
k + θ1(n− 1)
θ2 − θ1 , m2 =
k + θ2(n− 1)
θ1 − θ2 .
The parameters n, k, t, λ, µ are not independent. Relations, which have to be satisfied
for such parameter sets are usually called feasibility conditions. Most important, and, in
a sense, basic conditions are the following (for their proof see [10]):
k(k + µ− λ) = t+ (n− 1)µ. (2)
There exists a positive integer d such that:
d2 = (µ− λ)2 + 4(t− µ) (3)
d | (2k − (µ− λ)(n− 1)) (4)
n− 1 ≡ 2k − (µ− λ)(n− 1)
d
(mod 2) (5)
n− 1 ≥
∣∣∣∣2k − (µ− λ)(n− 1)d
∣∣∣∣ . (6)
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Further:
0 ≤ λ < t < k
0 < µ ≤ t < k
−2(k − t− 1) ≤ µ− λ ≤ 2(k − t).
We have to mention that for a feasible parameter set it is not guaranteed that a
DSRG does exist. A feasible parameter set for which at least one DSRG Γ exists is called
realizable, otherwise non-realizable. The smallest example of a feasible, but non-realizable
parameter set is (14, 5, 4, 1, 2). The non-existence of such graph was shown in [25].
There are known several general constructions of DSRGs. The most common construc-
tions are based on algebraic or combinatorial approaches, or even on their combination.
They include approaches using block matrices [1, 10], Kronecker product of matrices [10],
finite geometries [12, 13, 16, 26], combinatorial block designs [13, 17], finite incidence
structures [5, 30], coherent algebras [13, 25], association schemes [17], regular tourna-
ments [23], partial sum families [2, 27], Cayley graphs [11, 17, 20, 23, 25] or computer
algebra experimentation [17, 24]. In this paper we extend this list by a construction
which is on the border of matrix construction, equitable partitions and computer algebra
experimentation.
3 Computer algebra tools
This project has been supported by an essential amount of results which have been ob-
tained with the aid of a computer. All such computations have been run in GAP (Groups,
Algorithms, Programming [14]) jointly with using its share packages: GRAPE – a package
for computation with graphs [35] together with nauty for testing automorphisms of graphs
[28]; COCO II – an unreleased package for computation with coherent configurations and
association schemes, written by Reichard [34]; and the package SetOrbit for finding repre-
sentatives of orbits of group actions on sets of various size, written by Pech and Reichard
[32, 33].
4 pi-join construction
In this section we introduce a new construction, which serves as a basic idea for con-
structing new graphs from old ones. We will investigate when this construction gives us a
larger DSRG from smaller ones and derive its most important properties. Starting from
this section it often happens that we do not need to distinguish between directed and
undirected strongly regular graphs. In such a case we use abbreviation (D)SRG.
4.1 Description of the construction
Let us consider a directed or an undirected strongly regular graph Γ of order n. Let us
call it basic graph. Suppose that pi = {C1, C2, . . . , Ca} is a homogeneous partition of its
vertex set into a cells of size b, where ab = n. Consider a positive integer j and define a
digraph Γjpi as following. Create ja + 1 disjoint copies Γ0,Γ1, . . . ,Γja of the graph Γ, i.e.
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for its vertex set we have
V (Γjpi) = V (Γ)× {0, 1, . . . , ja}.
In each of the copies we can distinguish the images of the cells of the partition pi. Let
us denote Crs the image of the cell Cs in the r-th copy of Γ. We define the adjacency
in Γjpi between vertices by giving the set of outneighbours of vertices. For fixed r there
is a dart from vertex (u, r) to vertex (v, r) whenever there is a dart from u to v in Γ.
Further, let (u, r) ∈ Crs for some s and r. There is a dart from (u, r) to all of the vertices
in cells Cr+11 , C
r+2
1 , . . . , C
r+j
1 , C
r+j+1
2 , C
r+j+2
2 , . . . , C
r+2j
2 , . . . , C
r+(a−1)j+1
a , . . . , Cr+aja , where
the superscripts are taken modulo aj+1. Let us call this construction pi-join of Γ in power
j, or just shortly pi-join when Γ and/or j are either clear from the context or irrelevant.
According to our best knowledge this construction is new. However, it can be regarded
as a mixture of the lexicographic product of graphs [36] and the X-join of graphs [37]. In
particular, if a = 1 then our construction coincides with the lexicographic product of Γ
with the complete graph Kj+1. The similarity with X-joins can be seen after collapsing
each cell in Γjpi into a single vertex. From this follows that the only difference between our
construction and X-join is, that we define differently adjacencies between vertices in the
cells which do belong to the same copy of Γ, and those which do not.
Now, we translate the pi-join construction into the language of matrices, since it will
be easier to prove statements using adjacency matrices of graphs.
Let Γ be a (di)graph and pi = {C1, C2, . . . , Ca} be a homogeneous partition of its
vertices into a cells of size b, for suitable positive integers a and b. Reorder the vertices of Γ
according to pi and create adjacency matrixA of Γ which respects pi. Then we may consider
A as a block matrix with blocks of size b×b. Let us define for i ∈ {1, . . . , a} matrix Ui as a
matrix whose all entries are ones in the columns with indices (i−1)a+1, (i−1)a+2, . . . , i·a,
and all other entries are zeros, i.e. Ui = (0, . . . , 0, 1, 0, . . . , 0)⊗ J , where J is the all-ones
matrix of size n × b, and ⊗ stands for the Kronecker product. Further, for an arbitrary
integer j let us create a circulant block matrix Mj(A) whose first row of blocks is
(A,U1, . . . , U1,︸ ︷︷ ︸
j
U2, . . . , U2︸ ︷︷ ︸
j
, . . . , Ua, . . . , Ua︸ ︷︷ ︸
j
),
and all other rows of blocks are obtained by shifting the blocks to right by one position.
The matrix Mj(A) is the adjacency matrix of the pi-join of Γ in power j, defined above.
Example 1 For n = 6, a = 3 and b = 2 then we have the following matrices:
U1 =

1 1 0 0 0 0
1 1 0 0 0 0
1 1 0 0 0 0
1 1 0 0 0 0
1 1 0 0 0 0
1 1 0 0 0 0
 , U2 =

0 0 1 1 0 0
0 0 1 1 0 0
0 0 1 1 0 0
0 0 1 1 0 0
0 0 1 1 0 0
0 0 1 1 0 0
 , U3 =

0 0 0 0 1 1
0 0 0 0 1 1
0 0 0 0 1 1
0 0 0 0 1 1
0 0 0 0 1 1
0 0 0 0 1 1
 ,
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while for j = 1 and j = 2 we have:
M1(A) =

A U1 U2 U3
U3 A U1 U2
U2 U3 A U1
U1 U2 U3 A
 , M2(A) =

A U1 U1 U2 U2 U3 U3
U3 A U1 U1 U2 U2 U3
U3 U3 A U1 U1 U2 U2
U2 U3 U3 A U1 U1 U2
U2 U2 U3 U3 A U1 U1
U1 U2 U2 U3 U3 A U1
U1 U1 U2 U2 U3 U3 A

.
4.2 Motivation
The motivation behind the pi-join construction defined in the previous subsection comes
from an analysis of previously known DSRGs. It showed that a significant amount of
them can be constructed as a pi-join of certain smaller DSRG Γ, its partition pi and a
suitable integer j. Inspired by this observation we started to investigate the following
problem:
Problem: For a given (D)SRG Γ, what are the necessary and sufficient conditions for a
homogeneous partition pi in order to get a DSRG from the j-th power of its pi-join?
We will solve this problem in two steps. First, we will consider the smallest case j = 1
to derive some necessary conditions on Γ and pi. After that we will show that if these
conditions are satisfied, then for arbitrary integer j the j-th power of the pi-join produces
again a DSRG. If a pi-join of a (D)SRG Γ produces a larger DSRG, then we say that pi is
a good partition for Γ.
4.3 Necessary conditions
Here we derive the necessary conditions for a homogeneous partition pi in a (D)SRG Γ in
order to be good for the pi-join construction. Let us start with an easy observation about
matrices Ui. Computational arguments lead to the following properties:
Observation 1: Let a, b, k, A, Ui are as in the definition of the pi-join construction.
Then for any i ∈ {1, . . . , a} and l ∈ {1, . . . , b} we have:
(i)
∑a
i=1 Ui = J ,
(ii) Ui · Ul = b · Ul,
(iii) A · Ul = k · Ul,
(iv) Ui ·A has constant columns, and this constant in an arbitrary column represents the
number of darts starting from cell Ci and terminating in the vertex corresponding
to the given column.
The following theorem is very important, since it has many consequences, which sig-
nificantly restricts our search space for possibly good partitions.
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Theorem 3 Let A be an adjacency matrix of a (D)SRG Γ with parameters (n, k, t, λ, µ),
which respects the homogeneous partition pi = {C1, . . . , Ca} of degree b. Suppose that the
pi-join Γ1pi for j = 1 is a DSRG with parameters (n˜, k˜, t˜, λ˜, µ˜). Then
(a) n˜ = (a+ 1)n, k˜ = n+ k, t˜ = b+ t, λ˜ = b+ λ, and µ˜ = b+ µ.
(b) For arbitrary i, l ∈ {1, . . . , a} the number qi,l of darts starting in Ci and terminating
in v ∈ Cl does not depend on the concrete choice of v, just on i and l. Moreover,
qi,l =
{
λ+ b− k if i = l,
µ if i 6= l.
Proof. Denote M1(A) the adjacency matrix of Γ
1
pi coming from the construction. Clearly,
M21 (A) will be a circulant block matrix which is completely determined by its first row of
blocks, so let us say that its first row is (B0, B1, . . . , Ba).
(a) The equations for n˜ and k˜ follow immediately from the method of construction. For
other parameters let us compute:
B0 = A
2 + U1Ua + U2Ua−1 + . . .+ UaU1 = A2 + b · (Ua + Ua−1 + . . .+ U1) =
= A2+b ·J = λ ·A+µ(J−I−A)+t ·I+b ·J = (λ+b)A+(µ+b)(J−I−A)+(t+b)I,
and the claim follows.
(b) Again compute:
B1 = AU1 + U1A+ U2Ua + . . .+ UaU2 = U1A+ kU1 + b(J − U1),
but from strong regularity we have also B1 = λ˜U1+µ˜(J−U1). Altogether this means
that U1A = (λ+ b− k)U1 + µ(J − U1). Now using part (iv) from Observation 1 we
get, that the number of darts starting in C1 and terminating in a concrete vertex in
C1 is precisely λ+b−k; while the number of those starting from C1 and terminating
in a concrete vertex in Ci, where i > 1, is precisely µ. Analogous computations with
B2, B3, . . . , Ba prove the claim.

Corollary 1. Let M1(A) and A are as above. Then if M1(A) is an adjacency matrix of
a DSRG then necessarily
2k + µ− λ = aµ+ b. (eq1)
Proof. Counting the number of incoming darts to a fixed vertex in Cl in Γ we get
k =
a∑
i=1
qi,l = (λ+ b− k) + (a− 1)µ.
Corollary 2. Necessarily:
λ+ b− k ≥ 0. (eq2)
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Corollary 3. If M1(A) is an adjacency matrix of a DSRG, then pi is a homogeneous
column-equitable partition with quotient matrix Q = (λ+ b− k)I + µ(J − I).
Proof. Immediately follows from Corollary 1.
Corollary 4. If A is an adjacency matrix with respect to a partition pi of an undirected
strongly regular graph, then necessarily pi is an equitable partition and the cells are regular
graphs of valency λ+ b− k.
Proof. In an undirected graph indegree and outdegree of a vertex are equal, therefore
the partition pi satisfies all conditions for being equitable.
Corollary 5. For given (D)SRG with parameter set (n, k, t, λ, µ) the number of solutions
of the equation (eq1) is at most two.
Proof. Since ab = n, replacing a by n/b results in a quadratic equation in b.
Corollary 6. If a = 1, then b = n, and the potential parameter set of the pi-join is
(2n, n+ k, n+ t, n+ λ, n+µ). Feasibility conditions for parameter sets imply that n = 1,
which is not an interesting case.
Proof. If (2n, n+ k, n+ t, n+ λ, n+ µ) is a parameter set of a DSRG, then from (2) we
have
(n+ k)(n+ k + n+ µ− n− λ) = (t+ n) + (2n− 1)(µ+ n).
After simple algebraic manipulations, using equations k(k + µ − λ) = t + (n − 1)µ and
(eq1) we obtain that n = 1.
Corollary 7. If b = 1, then the initial graph Γ is necessarily complete.
Proof. The cells are single vertices, therefore part (b) of Lemma 1 implies that the initial
graph is necessarily complete.
4.4 Sufficient conditions
In this section we state that the conditions derived in the previous subsection are, in fact,
sufficient.
Theorem 4 Let Γ be a (D)SRG with parameter set (n, k, t, λ, µ). Let a and b are positive
integers such that ab = n and there exists a homogeneous column equitable partition
pi = {C1, . . . , Ca} of vertices with quotient matrix Q = (λ + b − k)I + µ(J − I). Let A
be an adjacency matrix respecting pi, and let us define matrix Mj(A) in accordance with
our pi-join construction for an arbitrary positive integer j. Then Mj(A) is an adjacency
matrix of a DSRG with parameter set
((ja+ 1)n, jn+ k, jb+ t, jb+ λ, jb+ µ).
Proof. The necessity of conditions has been shown above. By direct computations one
can show that if A satisfies all the posed conditions, then they are also sufficient, therefore
Mj(A) corresponds to a DSRG for any positive integer j.
This theorem provides an algorithm how to proceed when we are looking for a pi-join
of a DSRG:
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1. Take a directed or an undirected SRG Γ;
2. Solve (eq1) for the parameter set of Γ;
3. For the solutions of (eq1) satisfying (eq2) count the quotient matrix and find a
column equitable partition pi with this quotient matrix.
4. For pi, Γ and an arbitrary integer j create the pi-join in power j for Γ according to
the construction.
Of course, the key moment of the construction is the finding of a good column equitable
partition. In the last sections we try to provide such partitions (if they do exist) at least
for the small cases of DSRGs and for some general families. As we will see, in some cases
the method of construction of the initial DSRG immediately provides us such a partition.
In other cases some combinatorial tricks help to find it; and it happens sometimes that
we are forced to leave this job to a computer.
4.5 Properties of the construction
Here we investigate two properties of the pi-joins: behaviour under the complementation,
and the set of eigenvalues.
4.5.1 Complementation
In this subsection we investigate when does there exist a partition pi for which both
(D)SRG and its complementary (di)graph can be pi-joined into a new DSRG, simultane-
ously. After that we derive the sufficient condition when we can get two DSRGs with
complementary parameter sets as a result of the pi-join construction.
Theorem 5 Suppose that Γ is a (D)SRG with parameters (n, k, t, λ, µ), Γ¯ its complemen-
tary digraph with parameters (n, k¯, t¯, λ¯, µ¯) and pi a homogeneous column equitable partition
for both Γ and Γ¯. Then µ+ µ¯ = n/2 and pi has precisely two cells.
Proof. From the necessary conditions on the quotient matrix follow that µ˜ + µ = b
and (λ + b − k) + (λ˜ + b − k˜) = b − 1. Using the identities for the parameters of the
complementary digraph of a DSRG we get: n − 2k + λ + µ = b from the first equation.
After this the second equation gives us:
b− 1 = (λ+ λ˜) + 2b− (k + k˜) = λ+ n− 2k + µ− 2 + 2b− (n− 1) =
= b− 2 + 2b− n+ 1 = 3b− 1− n,
hence n = 2b and the claim follows.
From the proof and the assumptions of the previous theorem we can derive the fol-
lowing corollary:
Corollary 8. Let Γ be a DSRG with parameters (n, k, t, λ, µ), Γ¯ its complement with
parameters (n, k¯, t¯, λ¯, µ¯). Suppose that µ+µ˜ = n/2 and pi is a good homogeneous column-
equitable partition with two cells for Γ. Then it is a good partition for Γ¯ as well.
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Theorem 6 Let Γ be a DSRG with parameters (n, k, t, λ, µ), Γ¯ its complement with pa-
rameters (n, k¯, t¯, λ¯, µ¯). Suppose that they can be simultaneously pi-joined via partition pi
to a DSRG. Then Γpi and Γ¯pi have complementary parameter sets.
Proof. We already know from Theorem 5 that under the posed assumptions the partition
pi has two cells. Now putting a = 2 into the formulas for parameter sets of the pi-join and
using relations between parameter sets of mutually complementary digraphs we get that
the parameter sets for Γpi and Γ¯pi coincide.
4.5.2 Eigenvalues
It is well-known that a DSRG has three different eigenvalues and all of them are integers.
These eigenvalues are uniquely determined by the parameter set. It is not hard to see
that if the basic graph Γ with parameter set (n, k, t, λ, µ) has eigenvalues {k, θ1, θ2} then
its pi-join has eigenvalues {jn+ k, θ1, θ2}.
5 Good partitions for general families of (D)SRGs
In this section we try to describe some good equitable partitions for well-known families of
(D)SRGs. Consequently, the pi-join construction gives us many infinite families of DSRGs,
which are in many cases new. For fixed parameter set we consider just one graph and we
focus on finding at least one good equitable partition.
5.1 Complete graphs
The complete graph Kn can be regarded as an SRG with parameters (n, n− 1, n− 2, µ),
where the parameter µ is undefined. Thus, we cannot apply our previous theory. However,
if we apply the pi-join construction for the complete graph Kab using the homogeneous
equitable partition with a cells of size b, then it is easy to show that the result is again a
DSRG. Its parameter set is
(ja2b+ ab, jab+ ab− 1, jb+ ab− 1, jb+ ab− 2, jb+ b).
This parameter set is known for example from [30], Section 4.
5.2 Duval’s construction for λ = 0, t = µ
Duval (in [10], Lemma 8.2) constructed an infinite family of DSRGs with parameter set
(k2 + k, k, 1, 0, 1) by giving its adjacency matrix.
It is an easy exercise to check that his matrix defines a good partition for both feasible
integer solutions of (eq1): (a, b) = (k, k + 1) and (a, b) = (k + 1, k). More precisely, if the
vertices v1, v2, . . . , vn of the graph are in accordance with the order of rows/columns of
the adjacency matrix given by Duval, then
pi1 = {{v1, v2, . . . , vk+1}, {vk+2, . . . , v2k+2}, . . . , {vk2 , vk2+1, . . . , vk2+k}} ,
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and
pi2 = {{v1, v2, . . . , vk}, {vk+1, . . . , v2k}, . . . , {vk2+1, . . . , vk2+k}}
are the corresponding good partitions.
This proves the existence of DSRGs with the following parameter sets:
(k(k + 1)(jk + 1), jk(k + 1) + k, jk + j + 1, j(k + 1), jk + j + 1) ,
and
(k(k + 1)(jk + j + 1), jk(k + 1) + k, jk + 1, jk, jk + 1) ,
where j and k are arbitrary positive integers. Among these parameter sets there are
several new: (60,15,4,3,4), (60,20,7,6,7), (78,26,9,8,9), (96,32,11,10,11), and (108,27,7,6,7)
for n ≤ 110.
In similar manner one can show that from Duval’s generalized construction ([10],
Theorem 8.3), in conjunction with our construction it is possible to obtain DSRGs with
parameter sets
(mk(k + 1)(jk + 1),mjk(k + 1) +mk,m(jk + j + 1),mj(k + 1),m(jk + j + 1)) ,
(mk(k + 1)(jk + j + 1),mjk(k + 1) +mk,m(jk + 1),mjk,m(jk + 1)) ,
for arbitrary positive integers j,m, k.
5.3 Jørgensen’s construction
For any positive integers k and µ such that µ | k−1, Jørgensen in [23] constructed a DSRG
Γ with parameter set ((k2 − 1)/µ, k, µ + 1, µ, µ). The vertices of his graphs are integers
modulo n = (k2−1)/µ, and there is a dart from x to y if and only if x+ky ∈ {1, 2, . . . , k}.
(Operations are also taken modulo n.) In other words, a fixed vertex x has outneighbours
of form k(s− x) and inneighbours of form s− ky for s = 1, 2, . . . , k.
For this parameter set (eq1) has always a solution in integers: (a, b) = ((k−1)/µ, k+1).
The possibly second solution is (a, b) = ((k + 1)/µ, k − 1), but since µ | k − 1 an easy
number theoretical argument shows that (k + 1)/µ is integer if and only if µ ∈ {1, 2}.
5.3.1 Case a = k−1
µ
, b = k + 1
Let us define for i ∈ {0, 1, . . . , a− 1} the following sets:
Ci = {bi} ∪ {k(s− bi) | s ∈ {1, 2, . . . , k}},
i.e. Ci contains the number bi and its outneighbours. It is not hard to show that if
from vertex bi there is a dart to some y, then there is no dart from bj to y for j 6= i,
and there is no dart between bi and bj. Therefore the sets Ci are cells of a partition of
{0, 1, 2, . . . , n− 1} which was identified with the vertex set of Γ.
Pick a vertex r 6= b · i in Ci. Then, clearly, bi → r is a dart in Γ, and we know that
there are precisely λ directed two-paths from bi to r in Γ. However, all these two-paths
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are inside the cell Ci, because all the outneighbours of bi belong to Ci. Hence, the number
of inneighbours of r starting from Ci is precisely λ+1, and the number of inneighbours of
bi in Ci is also λ+ 1, which follows from the property that Γ is a DSRG with parameter
t = λ + 1. Altogether this means that for each vertex in Ci there are precisely λ + 1
inneighbours in Ci, thus if our partition is column equitable, then qi,i = λ+ 1 = µ+ 1.
Now take i 6= j, an arbitrary vertex r ∈ Cj, and count the number of inneighbours
of r in Ci. Clearly, bi can not be an inneighbour of r, since r /∈ Ci. Therefore there are
precisely µ oriented paths of length two from bi to r, and we know that the midvertices
on these paths lie in Ci. Hence, qi,j = µ.
In fact, we proved the following lemma:
Lemma 1 For arbitrary k and µ satisfying µ | k − 1 let a = (k − 1)/µ, b = k + 1 and Γ
be the corresponding DSRG from Jørgensen’s construction. For i ∈ {0, 1, . . . , a − 1} the
sets
Ci = {ib} ∪ {k(s− ib) | s ∈ {1, 2, . . . , k}}
form a column equitable partition of Γ with quotient matrix Q = (µ + 1)I + µ(J − I).
Therefore for an arbitrary positive integer j there exists a DSRG with parameter set
(N,K,Λ + 1,Λ,Λ), where:
N =
(
j(k − 1)
µ
+ 1
)
· k
2 − 1
µ
, K =
j(k2 − 1)
µ
+ k, Λ = j(k + 1) + µ.
Calculations show that Λ | K − 1 does hold, therefore this parameter set is not new,
since it is covered by the construction given by Jørgensen. However, the resulting graphs
from different constructions are not isomorphic, in general. For example, when j = 1,
k = 7 and µ = 3 then K = 23 and Λ = 11, but the resulting DSRGs from our and
Jørgensen’s construction with parameters (48, 23, 12, 11, 11) are non-equivalent.
5.3.2 Case a = k+1
µ
, b = k − 1
Recall that in this case the assumption µ | k− 1 on the initial parameters imply that the
only possibilities are µ ∈ {1, 2}, otherwise a cannot be an integer. Now let us consider a
partition of the set {0, 1, 2, . . . , n− 1} into cells Ci as equivalence classes modulo a, i.e.
Ci = {s | s ≡ i (mod a)}.
We show that {C0, C1, . . . , Ca−1} is a good equitable partition.
Let us select any y ∈ Ci and count the number of x ∈ Ci such that x → y is a
dart. We repeat that if x is an inneighbour of y, then for some s ∈ {1, 2, . . . , k} we have
x = s − ky, therefore necessarily s − ky ≡ y (mod a). Equivalently, s ≡ (k + 1)y ≡ 0
(mod a), because k + 1 is a multiple of a.
• If µ = 1, then s ≡ 0 (mod k + 1) has no solution in s ∈ {1, 2, . . . , k}.
• If µ = 2, then s ≡ 0 (mod (k + 1)/2) has a unique solution s = (k + 1)/2.
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Now let us consider the number of inneighbours in Cj of a fixed vertex y ∈ Ci, where
i 6= j. Similarly as above, for an inneighbour x ∈ Cj there is s ∈ {1, 2, . . . , k} such that
x = s− ky, and y − x ≡ j − i (mod a). After simplification: s ≡ i− j (mod a).
• If µ = 1, then s ≡ i− j (mod k + 1) has a unique solution s = i− j (taken modulo
a).
• If µ = 2, then s ≡ i− j (mod (k + 1)/2) has exactly two solutions.
We proved the following:
Lemma 2 For µ ∈ {1, 2} and arbitrary k satisfying µ | k− 1 let a = (k+ 1)/µ, b = k− 1
and Γ be the corresponding DSRG from Jørgensen’s construction. For i ∈ {0, 1, . . . , a−1}
the sets:
Ci = {s | s ≡ i (mod a)}
form a column equitable partition of Γ with quotient matrix (µ−1)I+µ(J−I). Therefore
for arbitrary positive integer j there exists a DSRG with parameter set (N,K,Λ+1,Λ,Λ),
where:
N =
(
j(k + 1)
µ
+ 1
)
· k
2 − 1
µ
, K =
j(k2 − 1)
µ
+ k, Λ = j(k − 1) + µ.
In the case, when k = 1 the resulting parameter set can be also obtained from
Jørgensen’s construction. Also this is the case, when k = 2, µ = j = 1. In all other
cases Λ does not divide K − 1. According to [4] we constructed first DSRG with parame-
ters (40, 11, 4, 3, 3), (72, 19, 6, 5, 5), (90, 19, 5, 4, 4) and (104, 27, 8, 7, 7), if we consider just
N ≤ 110.
5.4 Triangular graphs
The triangular graph T (n) is defined as the line graph of the complete graph Kn. For
n ≥ 4 it is an SRG with parameters ((n
2
)
, 2(n − 2), n − 2, 4). Moreover, graphs with
these parameter set are unique, when n 6= 8. For n = 8 there are three more graphs, the
so-called Chang graphs (see [6, 7]), apart from T (8).
By solving (eq1) we get that for n ≡ 1 (mod 2) there is a unique solution (a, b) =
(n−1
2
, n); for n ≡ 0 (mod 4) also a unique solution (a, b) = (n/4, 2n− 2), while for n ≡ 2
(mod 4) there is no integer solution.
5.4.1 Case n ≡ 1 (mod 2)
For odd n we have a = n−1
2
and b = n. So the cells of the potential equitable partitions
are regular of valency λ+ b− k = 2. In other words, each cell is a collection of cycles.
Let us consider the vertex set of the triangular graph as 2-subsets of the set Zn =
{0, 1, 2, . . . , n− 1} and there is an edge between two different 2-subsets if and only if they
are not disjoint. For i = 1, 2, 3, . . . , (n− 1)/2 let us define sets Ci = {{`, ` + i} | ` ∈ Zn}.
The partition pi = {C1, C2, . . . , C(n−1)/2} is equitable with quotient matrix Q = 2I +
4(J − I), thus the existence of DSRGs with parameter set (N,K, T,Λ,M) is proved,
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where N = m(2m + 1)(jm + 1), K = jm(2m + 1) + 4m − 2, T = j(2m + 1) + 4m − 2,
Λ = j(2m + 1) + 2m − 1, M = j(2m + 1) + 4 and j,m are arbitrary integers. In all the
cases when N ≤ 110 the parameter set has been known previously.
5.4.2 Case n ≡ 0 (mod 4)
Here the cells are of order 2n − 2 and valency λ + b − k = n. Again, equivalently we
can consider the graph Kn and correspondingly an edge partition in it. The partition
determines an edge-coloring (not proper) in the sense, that the same color is assigned
to edges from the same cell and different colors to edges from different cells. Each color
defines a subgraph of Kn. We can assume that the edge u1u2 is black and we further
consider the “black subgraph” of Kn. This edge is incident to n black edges, therefore
degB(u1)+degB(u2) = n+2, where degB(u) stands for “black-degree”, i.e. the number of
black edges incident to u. By pigeonhole principle there exists a vertex u3 such that u1u3
and u2u3 are black edges. Thus, degB(u1) + degB(u3) = degB(u2) + degB(u3) = n + 2,
hence degB(u1) = degB(u2) = degB(u3) = 1+
n
2
, and necessarily all the n/2+1 neighbours
of u1 have black-degree n/2 + 1. So the number of black edges is at least
1
2
(1 + n
2
)(2 + n
2
).
However, for n > 6 this number is greater than 2n − 2, thus for n ≥ 8 there is no good
partition. For n = 4 the partition is trivial.
For the three exceptional cases, Chang graphs, we executed an exhaustive computer
search for finding induced regular subgraphs of size 14 and valency 8. Since the number
of subsets of size 14 in a set of size 28 is quite large, we used the SetOrbit package written
by Pech and Reichard [34]. With its aid we can generate just one representative for each
orbit of the group of automorphisms on subsets of size 14. This tool reduced the amount
of subsets being considered for a few hundreds of thousands, and therefore it took just a
few hours of computation. However, this exhaustive search showed that there is no such
induced subgraph, and therefore there is no good partition for our construction.
5.5 Complements to triangular graphs
Triangular graph T (n) has been described above. Let us now consider its complement
T¯ (n). Again, to avoid trivial cases we suppose that n > 4. The parameter set of T¯ (n)
is
((
n
2
)
,
(
n−2
2
)
,
(
n−4
2
)
,
(
n−3
2
))
. Equation (eq1) has integer solution just for n = 5, 6, 8. For
n = 5 see the section about the Petersen graph. For n = 6 exhaustive computer search
showed that there is no good partition for the only solution (a, b) = (3, 5). Finally, for
n = 8 we have just one solution (a, b) = (2, 14), but µ+ µ¯ = 14 and Theorem 5 applies.
5.6 Lattice square graphs
Another famous family of strongly regular graphs is the so-called lattice square graphs.
The lattice square graph L2(n) has vertex set V = {1, 2, . . . , n} × {1, 2, . . . , n} and two
vertices are adjacent if their coordinates agree in exactly one position. The parameter set
of L2(n) is (n
2, 2n − 2, n − 2, 2). For each positive integer n the equation (eq1) has at
least one solution a = b = n. For odd n this is the only solution, but for even n there is
a second solution (a, b) = (n/2, 2n).
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Conditions posed on the quotient matrix Q of a good partition say that in the first
case Q = 2(J − I), and in the second Q = nI + 2(J − I).
First, consider partition pi = {C1, C2, . . . , Cn} of vertices of L2(n) such that
C1 = {(1, 1), (2, 2), . . . , (n− 1, n− 1), (n, n)},
C2 = {(1, 2), (2, 3), . . . , (n− 1, n), (n, 1)},
...
Cn = {(1, n), (2, 1), . . . , (n− 1, n− 2), (n, n− 1)}.
It is not hard to see that this partition is equitable with quotient matrix Q = 2(J−I),
and it guarantees the existence of a DSRG with parameters(
n2(jn+ 1), jn2 + 2n− 2, jn+ 2n− 2, jn+ n− 2, jn+ 2)
for arbitrary positive integers j and n. The resulting parameter set is new at least in the
case when j = 1 and n = 4.
When n is even, we can consider the partition pi = {C1, C2, . . . , Cn/2} such that for all
m = 1, 2, . . . , n/2 the cell Cm is:
Cm = {(x, y) |x ∈ {1, 2, . . . , n}, y ∈ {2m− 1, 2m}} .
It is an equitable partition with quotient matrix Q = nI + 2(J − I). The corresponding
pi-join of the lattice square graph L2(n) is a DSRG for each integer j with parameter set(
n2(1 +
jn
2
), jn2 + 2n− 2, 2jn+ 2n− 2, 2jn+ n− 2, 2jn+ 2
)
.
5.7 Construction by Klin et al.
Klin et al. in [25] constructed a family of DSRGs with parameter set (2n, n−1, n−1
2
, n−3
2
, n−1
2
),
where n is odd, as Cayley graphs over dihedral group of order 2n. So let Dn = 〈r, s | rn =
s2 = 1〉 be the dihedral group of order 2n. LetX = {r, r2, . . . , r(n−1)/2, sr, sr2, . . . , sr(n−1)/2}.
The Cayley graph with connection set X over Dn is the requested DSRG.
For this parameter set (eq1) has always a unique solution, when n > 3. This is
(a, b) = (2, n). For a good partition the quotient matrix is (n−1)/2 ·J , and it is not hard
to see that the partition
pi = {{1, r, r2, . . . , rn−1}, {s, sr, sr2, . . . , srn−1}}
satisfies this condition, therefore pi is a good partition. Hence the existence of DSRGs
with parameter set(
(4j + 2)n, 2jn+ n− 1, jn+ n− 1
2
, jn+
n− 3
2
, jn+
n− 1
2
)
is proved for arbitrary j and odd n.
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5.8 Construction by Duval and Iourinski
Duval and Iourinski in [11] gave a sufficient condition for construction DSRGs as Cayley
graphs over metacirculant groups. For our construction it is sufficient to choose their orbit
partition satisfying the q-orbit condition in order to get a good partition for (a, b) = (q,m).
For their graphs equation (eq1) has a second solution just in the case, when m = q+1.
This case coincides with the construction leading to DSRGs with µ = 0, t = λ = 1.
6 Good partitions for small cases of (D)SRGs
In this section we discuss the pi-joins of small (D)SRGs with parameter sets which have
not been included in the previous section. We show just a single good partition for each
parameter set, usually. In fact, in the smallest cases (n ≤ 16) we run an exhaustive search
with the aid of a computer for the values j = 1, 2, 3. In many cases we have found dozens
of good partitions and non-isomorphic pi-joins. These are available upon request from the
author.
Exceptionally, we will consider more graphs sharing the same parameter set or a
graph of larger order. It happens since we want to include into consideration some famous
graphs, as well. For example, the Petersen graph, the Shrikhande graph, the Schla¨fli graph
or the Hoffman-Singleton graph. On the other hand, we will not consider parameter sets
(n, k, t, λ, µ), where k ≥ n/2 and the only solution of the (eq1) is the pair (a, b) = (2, n/2),
since in these cases we can apply Theorem 5 and Theorem 6.
A summary of the all new parameter sets of DSRGs is given in Appendix.
6.1 SRG(4,2,0,2)
The smallest undirected SRG is a 4-cycle. The only good solution of (eq1) is a = b = 2.
Though there are two equitable partitions into two cells of size 2, just one of them, the
pairs of non-adjacent vertices, satisfies the condition posed on the quotient matrix. Our
construction creates DSRGs with parameter set (8j+ 4, 4j+ 2, 2j+ 2, 2j, 2j+ 2). For this
parameter set and its complementary parameter set there are known several constructions,
see [10], [20], [23] and [30].
6.2 SRG(10,3,0,1) – Petersen graph
One of the most famous graphs in graph theory, Petersen graph (see Fig. 1), is SRG with
parameter set (10, 3, 0, 1). It is the complementary graph to the triangular graph T (5) and
it is known to be unique with this parameter set. All of its equitable partitions have been
enumerated in [40]. Equation (eq1) has two solutions: (a, b) = (2, 5) and (a, b) = (5, 2),
but the second is ruled out by (eq2). For (a, b) = (2, 5), a good equitable partition is
determined by a partition into two disjoint 5-cycles. The corresponding DSRGs from the
pi-join have parameter set (20j + 10, 10j + 3, 5j + 3, 5j, 5j + 1). For j = 1 the parameter
set (30, 13, 8, 5, 6) is not new, since in [27] the authors constructed a DSRG with this
parameter set. Their digraph is not vertex-transitive, while ours is, thus these graphs
are non-isomorphic. The first DSRG with parameter set (50, 23, 13, 10, 11) has been just
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recently constructed in [17]. For j ≥ 3 the resulting parameter set is new, according to
our best knowledge.
1
2
34
5
6
8
107
9
Figure 1: SRG(10,3,0,1).
A15,5 =

0 1 1 0 0 0 1 1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 1 1 1 0 0 0
1 1 0 0 0 0 1 1 0 1 0 0 0 0 0
1 1 0 0 0 0 1 1 0 1 0 0 0 0 0
1 1 0 0 0 0 1 1 0 1 0 0 0 0 0
1 1 0 0 0 0 1 1 0 1 0 0 0 0 0
0 0 0 1 1 0 0 0 1 0 0 0 1 0 1
0 0 0 1 0 1 0 0 0 0 1 0 0 1 1
0 0 0 0 1 1 0 0 0 0 0 1 1 1 0
0 0 0 0 1 1 0 0 0 0 0 1 1 1 0
0 0 0 1 1 0 0 0 1 0 0 0 1 0 1
0 0 0 1 0 1 0 0 0 0 1 0 0 1 1
0 0 1 1 0 0 0 0 1 0 1 0 0 0 1
0 0 1 0 1 0 0 0 1 0 0 1 1 0 0
0 0 1 0 0 1 0 0 0 0 1 1 0 1 0

.
6.3 DSRG(15,5,2,1,2)
There are 1292 non-isomorphic DSRGs sharing this parameter set, all with very small
group of automorphisms (orders less than 6). We investigated the DSRG corresponding
to the adjacency matrix A15,5. Equation (eq1) has unique solution: (a, b) = (3, 5). A good
partition is
{{1, 2, 7, 8, 10}, {3, 4, 9, 11, 15}, {5, 6, 12, 13, 14}}.
The parameter set of the pi-join is (45j + 15, 15j + 5, 5j + 2, 5j + 1, 5j + 2), which is new.
6.4 SRG(16,5,0,2) – Clebsch graph
There is a unique SRG with parameters (16, 5, 0, 2), it is the Clebsch graph (see Fig. 2).
Equation (eq1) has two solutions: (a, b) = (2, 8) and (a, b) = (4, 4). The latter solution is
ruled out by (eq2). A good partition is {{1, 2, . . . , 8}, {9, 10, . . . , 16}}. The parameter set
of the pi-join is (32j + 16, 16j + 5, 8j + 5, 8j, 8j + 2) which also comes from [16].
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Figure 2: Clebsch graph.
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Figure 3: Shrikhande graph.
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6.5 SRG(16,6,2,2)
There are precisely two non-isomorphic graphs sharing this parameter set: the Shkrikhande
graph (see Fig. 3) and the lattice square graph L2(4) (considered in Section 5.6). Using
the labeling from the figure, the partitions
{{1, 2, 5, 6, 9, 10, 13, 14}, {3, 4, 7, 8, 11, 12, 15, 16}},
and
{{1, 2, 3, 4}, {5, 6, 7, 8}, {9, 10, 11, 12}, {13, 14, 15, 16}}
are good partitions of the Shrikhande graph for (a, b) = (2, 8) and (a, b) = (4, 4), respec-
tively. First case lead to the parameter set (32j+ 16, 16j+ 6, 8j+ 6, 8j+ 2, 8j+ 2), which
is known from [16], and the second case to the parameter set (64j+16, 16j+6, 4j+6, 4j+
2, 4j + 2), which is new.
6.6 DSRG(16,7,5,4,2)
There is a unique DSRG on this parameter set, its adjacency matrix is A16. Equation
(eq1) has two solutions: (a, b) = (2, 8) and (a, b) = (4, 4). In the case when (a, b) = (2, 8)
a good partition is:
{{1, 2, 5, 6, 9, 10, 13, 14}, {3, 4, 7, 8, 11, 12, 15, 16}}.
The resulting parameter sets is (32j + 16, 16j + 7, 8j + 5, 8j + 4, 8j + 2), which is known
from [10]. In the case when (a, b) = (4, 4) a good partition
{{1, 2, 3, 4}, {5, 6, 7, 8}, {9, 10, 11, 12}, {13, 14, 15, 16}}.
The resulting parameter set (64j + 16, 16j + 7, 4j + 5, 4j + 4, 4j + 2) is new.
A16 =

0 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0
1 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0
0 0 0 1 0 0 1 1 0 0 1 1 0 0 1 1
0 0 1 0 0 0 1 1 0 0 1 1 0 0 1 1
1 1 0 0 0 1 0 0 1 1 0 0 1 1 0 0
1 1 0 0 1 0 0 0 1 1 0 0 1 1 0 0
0 0 1 1 0 0 0 1 0 0 1 1 0 0 1 1
0 0 1 1 0 0 1 0 0 0 1 1 0 0 1 1
1 1 0 0 0 0 1 1 0 1 0 0 0 0 1 1
1 1 0 0 0 0 1 1 1 0 0 0 0 0 1 1
0 0 1 1 1 1 0 0 0 0 0 1 1 1 0 0
0 0 1 1 1 1 0 0 0 0 1 0 1 1 0 0
0 0 1 1 1 1 0 0 0 0 1 1 0 1 0 0
0 0 1 1 1 1 0 0 0 0 1 1 1 0 0 0
1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 1
1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 0

, A18,7 =

0 1 1 0 1 0 0 0 1 1 0 0 0 1 0 0 0 1
1 0 1 0 0 1 1 0 0 0 1 0 0 0 1 1 0 0
1 1 0 1 0 0 0 1 0 0 0 1 1 0 0 0 1 0
0 0 1 0 1 1 0 1 0 0 0 1 1 0 0 0 1 0
1 0 0 1 0 1 0 0 1 1 0 0 0 1 0 0 0 1
0 1 0 1 1 0 1 0 0 0 1 0 0 0 1 1 0 0
0 1 0 0 0 1 0 1 1 0 1 0 0 0 1 1 0 0
0 0 1 1 0 0 1 0 1 0 0 1 1 0 0 0 1 0
1 0 0 0 1 0 1 1 0 1 0 0 0 1 0 0 0 1
1 0 0 0 0 1 0 1 0 0 1 1 0 0 1 0 1 0
0 1 0 1 0 0 0 0 1 1 0 1 1 0 0 0 0 1
0 0 1 0 1 0 1 0 0 1 1 0 0 1 0 1 0 0
0 1 0 1 0 0 0 0 1 0 1 0 0 1 1 0 0 1
0 0 1 0 1 0 1 0 0 0 0 1 1 0 1 1 0 0
1 0 0 0 0 1 0 1 0 1 0 0 1 1 0 0 1 0
0 0 1 0 1 0 1 0 0 0 0 1 0 1 0 0 1 1
1 0 0 0 0 1 0 1 0 1 0 0 0 0 1 1 0 1
0 1 0 1 0 0 0 0 1 0 1 0 1 0 0 1 1 0

.
6.7 DSRG(18,4,3,0,1)
Duval in his seminal paper presented also a DSRG with parameter set (18, 4, 3, 0, 1). This
graph has been known already from other problems in graph theory, and often is referred
to as Bosa´k graph [3]. It is known to be unique on this parameter set.
Though (eq1) has two solutions, one of them is ruled out by condition (eq2). For
(a, b) = (3, 6) a good partition is given by the partition into three vertex-disjoint induced
copies of the subgraph isomorphic to the unique DSRG(6,2,1,0,1). Hence the existence
of a DSRG with parameters (54j + 18, 18j + 4, 6j + 3, 6j, 6j + 1) is proven. For j = 1 a
DSRG with parameter set (72, 22, 9, 6, 7) has been recently found in [17].
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6.8 DSRG(18,7,5,2,3)
For a DSRG(18,7,5,2,3) with adjacency matrix A18,7 we have to consider two possibilities:
(a, b) = (2, 9) and (a, b) = (3, 6). A good partition is {{1, 2, . . . , 9}, {10, . . . , 18}} in the
first case, and {{1, 4, 7, 10, 13, 16}, {2, 5, 8, 11, 14, 17}, {3, 6, 9, 12, 15, 18}} in the second
case. The resulting parameter sets (36j + 18, 18j + 7, 9j + 5, 9j + 2, 9j + 3) and (54j +
18, 18j + 7, 6j + 5, 6j + 2, 6j + 3) are both new, in general.
6.9 Jørgensen’s sporadic examples
Jørgensen in [22] besides a remarkable amount of non-existence results also constructed
a few DSRGs as Cayley graphs.
6.9.1 DSRG(21,6,2,1,2)
Let us consider his DSRG(21,6,2,1,2), which was constructed as a Cayley graph over the
group G = 〈x, y |x3 = y7 = 1, xy2 = yx〉 with connection set S = {y, y3, x, xy2, x2, x2y5}.
After solving the equation (eq1) and counting the quotient matrix we figure out that
(a, b) = (3, 7) is a solution and λ+b−k = µ = 2. Therefore the partition pi = {C0, C1, C2}
where Ci = {xiyj | j = 0, 1, 2, . . . , 6} is a good partition leading to the existence of a family
of DSRGs with parameter set (63j + 21, 21j + 6, 7j + 2, 7j + 1, 7j + 2).
6.9.2 DSRGs of order 24
Jørgensen ([22], Theorem 14) constructed three DSRGs on 24 vertices as Cayley graphs
of S4. Their connection sets are
X1 = {(3, 4), (2, 3), (2, 3, 4), (1, 2)(3, 4), (1, 2, 3, 4), (1, 3, 2), (1, 3, 4, 2), (1, 3, 4)},
X2 = {(3, 4), (2, 3), (1, 2, 3), (1, 2, 4, 3), (1, 3, 2), (1, 3, 4), (1, 3)(2, 4), (1, 4, 3), (1, 4, 2, 3)},
and
X3 = {(3, 4), (2, 3), (2, 3, 4), (2, 4, 3), (1, 2), (1, 2, 3), (1, 2, 3, 4), (1, 4, 3, 2), (1, 4, 3), (1, 4)}.
The corresponding Cayley graphs are DSRGs with parameters (24, 8, 3, 2, 3), (24, 9, 7, 2, 4),
and (24, 10, 8, 4, 4), respectively.
For DSRG(24,8,3,2,3) the equation (eq1) has only one solution (a, b) = (3, 8), while
for (24,9,7,2,4) and (24,10,8,4,4) there are two solutions: (2, 12) and (3, 8).
In order to get a good partition for the DSRG(24,8,3,2,3) we run an exhaustive com-
puter search. It returned us hundreds of such partitions. One of them has cells:
C1 = {id, (3, 4), (1, 2, 3), (2, 3, 4), (1, 2, 3, 4), (1, 2, 4), (2, 4, 3), (2, 3)},
C2 = {(1, 3)(2, 4), (2, 4), (1, 3, 2, 4), (1, 3, 2), (1, 3, 4, 2), (1, 2), (1, 4, 3, 2), (1, 2)(3, 4)},
C3 = {(1, 4, 2), (1, 4, 3), (1, 2, 4, 3), (1, 3), (1, 4), (1, 3, 4), (1, 4, 2, 3), (1, 4)(2, 3)}.
Thus the existence of DSRGs with parameter set (72j+24, 24j+8, 8j+3, 8j+2, 8j+3)
is proved.
For the remaining two DSRGs we have found good partitions combinatorially.
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Using conditions on the quotient matrix we immediately get that the partition of S4
into even an odd permutations gives us a good partition in the case of DSRG(24,9,7,2,4).
Thus the existence of a DSRG with parameters (48j+24, 24j+9, 12j+7, 12j+2, 12j+4)
is proved. For (a, b) = (3, 8) the situation is a little bit more complicated. After some
computer algebra experimentation we concluded, that considering the index 3 subgroup
H = 〈(1, 2)(3, 4), (1, 2, 3, 4)〉 ≤ S4 the partition pi = {H,H · (2, 3), H · (3, 4)} is good.
Hence, the existence of DSRGs with parameter set (72j+24, 24j+9, 8j+7, 8j+2, 8j+4)
is proved.
Let us put permutation p ∈ S4 into C1 if 1p ∈ {1, 2}, otherwise put p into C2. Partition
pi = {C1, C2} is a good partition for DSRG(24,10,8,4,4) with (a, b) = (2, 12). This proves
the existence of a DSRG with parameter set (48j+ 24, 24j+ 10, 12j+ 8, 12j+ 4, 12j+ 4).
Considering the index 3 subgroup H = 〈(1, 2, 3, 4), (1, 3)〉 ≤ S4 the partition pi = {H,H ·
(1, 2), H · (1, 4)} is good for DSRG(24,10,8,4,4) for (a, b) = (3, 8), therefore the existence
of DSRG with parameters (72j + 24, 24j + 10, 8j + 8, 8j + 4, 8j + 4) is proved.
In all the cases, the resulting parameter sets for j = 1 has been displayed in [4] as
open.
6.9.3 DSRG(26,11,7,4,5)
Jørgensen ([22], Theorem 15) constructed a DSRG(26,11,7,4,5). He prescribed adjacencies
between elements of two sets of size 13. For this case (eq1) says that (a, b) = (2, 13)
and from the quotient matrix it is easy to check that the two original sets define a good
partition. This confirms the existence of DSRGs with parameters (52j+26, 26j+11, 13j+
7, 13j+ 4, 13j+ 5). For j = 1 the parameter set (78, 37, 20, 17, 18) is new according to [4].
6.10 SRG(26,10,3,4)
According to Paulus [31] there are precisely 10 SRGs with parameters (26,10,3,4). The
second most symmetric of them has group of automorphisms of order 39, which has two
orbits of size 13 on the vertex set. This orbit-partition is good for the unique solution
(a, b) = (2, 13) of the equation (eq1), hence the existence of DSRGs with parameters
(52j + 26, 26j + 10, 13j + 10, 13j + 3, 13j + 4)
is proved for all positive integer j. For j = 1 the resulting parameter set (78,36,23,16,17)
is new according to [4].
6.11 SRG(27,10,1,5) – Complement to the Schla¨fli graph
The equation (eq1) gives us a unique solution (a, b) = (3, 9). For diagonal elements of
the quotient matrix of a good partition we get λ + b − k = 0, what means that in the
basic graph we have to find a coclique of size 9, or equivalently, a clique of size 9 in the
Schla¨fli graph. This graph has been well-studied, and we know that the maximal clique
is of size 6. Therefore there is no good partition for our construction.
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6.12 Sporadic examples by Martinez and Araluze
Martinez and Araluze [27] constructed a handful of DSRGs with previously unknown
parameter sets with order at most 45 using partial sum families over cyclic groups. From
their construction immediately follows that the equivalence classes modulo a (where a is
the number of blocks) form a column equitable partition, and these partitions are not
excluded neither by condition (eq1) nor by (eq2). Moreover, from the blocks it is easy to
count the quotient matrix, since it is enough to count the amount of numbers modulo a
in each block for each possibility.
In this way we checked all their 14 graphs constructed from cyclic groups, and figured
out that six of them have quotient matrix satisfying part (b) in Theorem 1. These
correspond to parameter sets: (27,10,6,3,4), (30,13,8,5,6), (34,14,12,5,6), (34,15,9,6,7),
(39,10,6,1,3) and (40,17,11,6,8). Consequently, using our pi-join construction we can create
for any positive integer j a DSRG with parameter set: (81j+27, 27j+10, 9j+6, 9j+3, 9j+
4), (60j+30, 30j+13, 15j+8, 15j+5, 15j+6), (68j+34, 34j+14, 17j+12, 17j+5, 17j+6),
(68j+ 34, 34j+ 15, 17j+ 9, 17j+ 6, 17j+ 7), (117j+ 39, 39j+ 10, 13j+ 6, 13j+ 1, 13j+ 3)
and (80j + 40, 40j + 17, 20j + 11, 20j + 6, 20j + 8).
According to [4] we constructed the first DSRGs with parameters (102, 48, 29, 22, 23),
(102, 49, 26, 23, 24), (108, 37, 15, 12, 13), while the parameter set (90, 43, 23, 20, 21) appears
only in this paper, but here already for the third time.
6.13 DSRG(36,13,11,2,6)
The first DSRG with parameter set (36, 13, 11, 2, 6) has been recently constructed in [17]
as a union of classes in a non-commutative association scheme. The equation (eq1) has
two solutions (a, b) = (2, 18) and (3, 12). The full group of automorphisms of the graph
is transitive of order 144, therefore we can consider its system of imprimitivity. One can
obtain a good partition for the first solution as a union of a block of imprimitivity of size
12, and a suitable block of size 6. Hence the existence of DSRGs with parameter sets
(72j + 36, 36j + 13, 18j + 11, 18j + 2, 18j + 6)
is confirmed for all positive integer j. For j = 1 the parameter set (108, 49, 29, 20, 24) is
new according to [4].
For the case (a, b) = (3, 12) a good partition is given by the system of imprimivity
with 3 cells of size 12, where each cell is inducing a regular graph of valency 1. This
confirms the existence of DSRGs with parameters
(108j + 36, 36j + 13, 12j + 11, 12j + 2, 12j + 6)
for all positive integer j.
6.14 SRG(36,14,4,6)
There are precisely 180 SRGs (for more information see [29, 38]) with parameters (36,14,4,6).
For this parameter set (eq1) has two solutions: (a, b) = (2, 18) and (3, 12).
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Let us consider the second most symmetric graph of them, i.e. which has group of
automorphisms of order 432. The imprimitivity system of the group of automorphisms
has blocks of size 18. The corresponding partition fits the conditions for being good for
our construction, therefore we can construct for every positive integer j a DSRG with
parameter set
(72j + 36, 36j + 14, 18j + 14, 18j + 4, 18j + 6).
For j = 1 the resulting parameter set (108, 50, 32, 22, 24) is new according to our best
knowledge.
If we consider the only imprimitivity system of the group of automorphisms with
blocks of size 6, then after some experimentation we can obtain 3 pairs of blocks whose
unions results in a 3-cell partition with cells of size 12 and quotient matrix 2J + 6(J − I).
This proves the existence of a DSRG with parameter set
(108j + 36, 36j + 14, 12j + 14, 12j + 4, 12j + 6)
for arbitrary positive integer j.
6.15 SRG(36,15,6,6)
It is known that the exact number of SRG sharing the parameter set (36,15,6,6) is 32548
(for more information see [29, 38]). We considered a highly symmetric one of them with
automorphism group of order 648. (In the catalogue of E. Spence it is the last graph on
this parameter set.) It has a unique system of imprimitivity with blocks of size 9. Union
of any two of these blocks and the remaining two blocks gives us a suitable partition for
(a, b) = (2, 18). Hence, the existence of a DSRG with parameter set
(72j + 36, 36j + 15, 18j + 15, 18j + 6, 18j + 6)
is proved for every integer j. For j = 1 the parameter set (108, 51, 33, 24, 24) is new
according to [4].
In a similar fashion, using unions of 4 blocks of imprimitivity of size 3 we have found
a good partition into 3 cells of size 12, therefore the existence of a DSRG with parameter
set
(108j + 36, 36j + 15, 12j + 15, 12j + 6, 12j + 6)
is proved for all integer j.
6.16 SRG(50,7,0,1) – Hoffman-Singleton graph
Just for curiosity we considered one of the most famous SRGs, the Hoffman-Singleton
graph. Solutions of (eq1) are (5, 10) and (10, 5), however the latter is excluded by (eq2).
The first solution challenges us to consider the partition consisting from 5 vertex-disjoint
copies of the Petersen graph. By counting the possible quotient matrix it is not hard to
see that this is really a good partition, therefore there exists a DSRG (250j + 50, 50j +
7, 10j + 7, 10j, 10j + 1) for each positive integer j.
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7 Summary
Using our pi-join construction introduced in Section 4 we constructed dozens of infinite
families of DSRGs from smaller ones. Among the constructed graphs with order less than
110 there are 30 with new parameter sets according to [4]. The new parameter sets are
displayed in the Appendix.
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Parameter set Parameter set
of the pi-join of the basic graph a b j
(40,11,4,3,3) (8,3,2,1,1) 4 2 1
(50,23,13,10,11) (10,3,0,1) 2 5 2
(60,15,4,3,4) (12,3,1,0,1) 4 3 1
(60,20,7,6,7) (6,2,1,0,1) 3 2 3
(60,20,7,6,7) (15,5,2,1,2) 3 5 1
(70,33,18,15,16) (10,3,0,1) 2 5 3
(72,19,6,5,5) (8,3,2,1,1) 4 2 2
(72,25,11,8,9) (18,7,5,2,3) 3 6 1
(72,33,19,14,16) (24,9,7,2,4) 2 12 1
(72,34,20,16,16) (24,10,8,4,4) 2 12 1
(78,26,9,8,9) (6,2,1,0,1) 3 2 4
(78,36,23,16,17) (26,10,3,4) 2 13 1
(78,37,20,17,18) (26,11,7,4,5) 2 13 1
(80,22,10,6,6) (16,6,2,2) 4 4 1
(80,23,9,8,6) (16,7,5,4,2) 4 4 1
(90,19,5,4,4) (15,4,2,1,1) 5 3 1
(90,31,13,10,11) (9,4,1,2) 3 3 3
(90,43,23,20,21) (10,3,0,1) 2 5 4
(90,43,23,20,21) (18,7,5,2,3) 2 9 2
(90,43,23,20,21) (30,13,8,5,6) 2 15 1
(96,32,11,10,11) (6,2,1,0,1) 3 2 5
(96,32,11,10,11) (24,8,3,2,3) 3 8 1
(96,33,15,10,12) (24,9,7,2,4) 3 8 1
(96,34,16,12,12) (24,10,8,4,4) 3 8 1
(102,48,29,22,23) (34,14,12,5,6) 2 17 1
(102,49,26,23,24) (34,15,9,6,7) 2 17 1
(104,27,8,7,7) (8,3,2,1,1) 4 2 3
(105,35,12,11,12) (15,5,2,1,2) 3 5 2
(108,27,7,6,7) (12,3,1,0,1) 4 3 2
(108,37,15,12,13) (27,10,6,3,4) 3 9 1
(108,49,29,20,24) (36,13,11,2,6) 2 18 1
(108,50,32,22,24) (36,14,4,6) 2 18 1
(108,51,33,24,24) (36,15,6,6) 2 18 1
(110,53,28,25,26) (10,3,0,1) 2 5 5
Table 1: New parameter sets up to n ≤ 110 appearing in this paper.
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