In this paper, we present a multi-step memory gradient method with Goldstein line search for unconstrained optimization problems and prove its global convergence under some mild conditions. We also prove the linear convergence rate of the new method when the objective function is uniformly convex. Numerical results show that the new algorithm is suitable to solve largescale optimization problems and is more stable than other similar methods in practical computation.
Introduction
The method for solving an unconstrained optimization problem min f (x), x ∈ R n ,
with f : R n → R 1 being a continuously differentiable function usually takes the form
at the kth iteration, where d k is a descent direction and α k is a step size. Given an initial point x 0 , we can produce a sequence {x k } by using (2) . We hope that the sequence {x k } can converge to a minimizer of (1) or a stationary point x * of (1) for which ∇ f (x * ) = 0. Assume that x k is the current iterate at the kth iteration, we denote f (x k ) by f k , ∇ f (x k ) by g k , and f (x * ) by f * , respectively. Generally, if d k = −g k then the related method is called steepest descent method. This method converges very slowly and often yields zigzag phenomenon in practical computation. The conjugate gradient method is a useful technique for solving large-scale optimization problems because it avoids, like the steepest descent method, the $ This work was supported in part by NSF DMI-0514900, USA.
computation and the storage of some matrices associated with the Hessian of objective functions. It has the form (2) with
where β k is a parameter that determines different conjugate gradient methods [1] [2] [3] [4] .
Some multi-step quasi-Newton methods use previous multi-step iterative information to generate a new iterate at each iteration and have the stability property [5] [6] [7] [8] [9] in solving ill-conditioned minimization problems. However, they need to memorize and compute some matrices in each iteration. Therefore, like the quasi-Newton method, they are not suitable to solve large-scale minimization problems.
Similar methods to the conjugate gradient method are the memory gradient method or the super-memory gradient method (multi-step gradient method) [10] [11] [12] . They avoid the computation and the storage of some matrices associated with Newton-type methods and thus are also suitable to solve large-scale optimization problems. Many memory gradient methods often use exact line search or multi-dimensional search to choose a step size at each iteration and have theoretical global convergence under some mild conditions [13] [14] [15] [16] . However, it is difficult or time-consuming to implement an exact line search in practical computation. We should seek a suitable search direction and use some available inexact line searches to choose a step size at each iteration for memory gradient methods and guarantee the global convergence.
As a rule, how to choose an available search direction and a suitable step size at each iteration is the main task in developing memory gradient methods. Some new curve search rules were proposed for guaranteeing the global convergence of memory gradient methods [17, 18] . The Wolfe line search and the Armijo line search can guarantee the global convergence in some cases [19, 20] . Can the Goldstein line search guarantee the global convergence?
In this paper, we present a new multi-step memory gradient method with Goldstein line search for unconstrained optimization problems and prove its global convergence under some mild conditions. We also investigate the linear convergence rate of this new method when the objective function is uniformly convex. Numerical results show that the new algorithm is suitable to solve large-scale optimization problems and is more stable than other similar methods in practical computation.
The rest of this paper is organized as follows. In Section 2, we describe the algorithm and analyze its simple properties. In Sections 3 and 4 we prove its global convergence under some mild conditions. Linear convergence rate is analyzed in Section 5. Numerical results and comparisons are given in Section 6.
New algorithm
In this section, we first introduce the algorithm and then give some properties of this algorithm. Once the search direction d k has been determined, there are several rules for choosing step size α k for (2) . We use Goldstein line search [21] in this new algorithm.
Goldstein line search. At the kth iteration, α k is chosen to satisfy
where 0 < µ 1 < µ 2 < 1.
Algorithm A.
Step 0. Set some parameters 0 < ρ < 1, 0 < µ 1 < µ 2 < 1, fix an integer m ≥ 2, choose x 0 ∈ R n and set k := 0;
Step 1. If g k = 0 then stop, else go to step 2;
Step 2.
in which
(i = 2, 3, . . . , m) and
and α k is defined by Goldstein line search;
Step 3. Set k := k + 1 and go to Step 1.
Remark. In the above algorithm, we find a new search direction
It is a perturbation of the negative gradient of f (x) at the iterate x k . It is also a descent direction of f (x) at x k (see Lemma 2.1 below). For the choice of β (k) k−i+1 , the motivation is that, the greater the relative size of |g T k g k−i+1 | to g k 2 , the smaller the
). In fact, it might be quite worthwhile to consider some other possible choices of these parameters. For example, the search direction in the classical conjugate gradient method can be written in the form
If we truncate some terms the search direction will be changed to
This is very similar to (5). We can try to find some other parameters β (k) k− j for multi-step conjugate gradient methods [22, 23] . However, the global convergence of this kind of methods cannot be guaranteed in many situations. We have to restrict the parameters to a scope to guarantee the global convergence of related methods. In this paper, we find a choice of these parameters to guarantee the global convergence. But the related truncated method is not a conjugate gradient method. It may be called the memory gradient method. We believe that there should be many choices of parameters β (k) k− j to make the memory gradient method converge globally. For simplicity, we sometimes denote
k ) by d k , and · denotes the Euclidean norm on R n . Algorithm A has the following properties.
Proof.
If k ≥ m then, by |β
This completes the proof.
Proof. At first, we can show that β
In order to prove the global convergence of Algorithm A, we assume that (H1) The objective function f (x) is continuously differentiable and has a lower bound on R n . (H2) The gradient g(x) = ∇ f (x) is uniformly continuous on an open convex set B that contains the level set
in which x 0 is an initial point.
(H2 ). The gradient g(x) is Lipschitz continuous on the open convex set B that contains L(x 0 ), i.e., there exists an L > 0 such that
It is obvious that (H2 ) implies (H 2).
Global convergence
Lemma 3.1. If (H2 ) holds, then
Proof. By using the mean value theorem on the left-hand side of (4), there exists θ k ∈ [0, 1] such that
By combining (H2 ) and the Cauchy-Schwarz inequality, we have
This completes the proof. 
where
Proof. By the right-hand side inequality of (4) and Lemmas 2.1, 2.2 and 3.1, we have
The above inequality shows that { f k } is a decreasing sequence and (H1) guarantees that { f k } has a bound from below. Therefore, { f k } is a convergent sequence. Thus (8) holds. The proof is completed.
Lemma 3.2. If the conditions in Theorem 3.1 hold then { g k } has a bound and thus γ k defined in Theorem 1 has also a bound.
Proof. For the contrary, if { g k } has no bound then we can deduce a contradiction. Let
Assume that { g k } has no bound then
We can prove that there exists an infinite subset K of {0, 1, 2, . . . , } such that
In fact, if there is no such infinite subset K of {0, 1, 2, . . .} such that (12) holds, then there exists a k such that
This implies that
which contradicts (11) . By Theorem 3.1, (12) and noting that γ k ≤ δ k , we have
Thus lim k∈K ,k→∞ g k 2 = 0, which contradicts (12) and (11) . This shows that { g k } has a bound and thus {γ k } also has a bound. The proof is completed. 
Proof. By Lemma 3.2, there is an M > 0 such that
Therefore, by noting the definition of γ k in Theorem 3.1, it follows that
By Theorem 3.1, (8) and (15), we have
Thus, (13) holds. The proof is completed.
Further convergence properties
As we can see, the condition (H2) is weaker than (H2 ). We now prove the global convergence of Algorithm A under the weaker conditions (H1) and (H2).
Lemma 4.1. Assume that (H1) and (H2) hold. Algorithm A generates an infinite sequence {x k }. Then { g k } has an upper bound and thus {γ k } and { d k } also have an upper bound.
Proof. By Lemma 2.1 and the Cauchy-Schwarz inequality we have
By combining Lemma 2.2 we have
To the contrary, assuming that { g k } has no bound, then there exists an infinite subset K such that (11) and (12) hold. By (H1), (11) and (16), and the right-hand side inequality of (4), we have
By (11), (12) and (16) we have
By (17) and (18) we have
By using the mean value theorem on the left-hand side of (4), there exists a θ k ∈ [0, 1] such that
By (12) and Lemma 2.2 we have
By combining (20) , the Cauchy-Schwarz inequality and Lemma 2.1, we have
By (H2) and (19) we get lim k∈K ,k→+∞ g k = 0, which contradicts (11) and (12) . This shows that { g k } has an upper bound. Therefore, { d k } also has an upper bound. The proof is completed. Proof. To the contrary, assume that there is an infinite subset K of {0, 1, 2, . . .} such that
in which > 0. By (H2), the right-hand side inequality of (4) and Lemma 2.1, we have
By Lemma 4.1 we have
By (20), Lemma 2.1 and the Cauchy-Schwarz inequality, we have
By Lemma 4.1, (23), (H2) and the above inequality, we have lim k∈K ,k→∞
which contradicts (21) . The proof is completed.
Linear convergence rate
Assumption. (H3) f (x) is uniformly convex and twice continuously differentiable. In fact, Assumption (H3) implies (H1) and (H2).
Lemma 5.1. If (H3) holds, then f (x) has the following properties (1) f (x) has a unique minimizer on R n , x * say.
(4) Assumptions (H1) and (H2 ) hold.
Proof. The proof can be seen in [24] .
Theorem 5.1. If (H3) holds, then {x k } → x * , where x * is the unique minimizer of f . Further, either there exists an infinite subset K ⊂ {m, m + 1, . . .} and i 0 :
Proof. By the proof of Theorem 3.1, we have
If {γ k / g k 2 } has no bound, then there exists an infinite subset K and i 0 :
and thus
has a bound, i.e., there exists a µ > 0 such that
where η 0 = η/(1 + µ) and η is as in the proof of Theorem 3.1. By (H3), Lemma 5.1, and Theorem 3.2, we have {x k } → x * with x * being the unique minimizer of f . By (24) , the remainder proof follows from [24] . This completes the proof.
Numerical results
The conjugate gradient method takes the form (3) in which
, and its corresponding method is called FR, PRP, HS conjugate gradient method respectively [1, 2, 4] . Some other formulae can be seen in the literature [25] [26] [27] [28] . The new method in the paper is denoted by NM, and the steepest descent method by SM. All these methods have the same property that avoids the overhead and evaluation of the second derivative of f , the storage and computation of the matrix associated with Newton-type methods.
For non-quadratic objective functions, we use Goldstein line search to choose the step size α k in steepest descent method, FR, PRP, HS conjugate gradient method, etc. How to implement the Goldstein line search is very important in practical computation. In fact, the Goldstein line search contains two inequalities
and Table 2 The numerical results of NM for different m Test 4. Brown almost linear function (problem (27) in [32] )
, n = 30 000,
Test 5. Linear function -rank 1 (problem (33) in [32] , with modified initial values)
(m ≥ n), n = 30 000, m = 30 000,
We take ρ = 0.85, µ 1 = 0.38 and µ 2 = 0.75 in the algorithm and m = 3. The numerical results are reported in Table 1 .
In Tables 1 and 2 , in each pair of numbers, the first number denotes the number of iterations, and the second number denotes the number of functional evaluations. We take n = 1000 in Test 3. When we take n = 30 000 in Test 3, the corresponding problem is denoted by Test 3 . The computational results show that the new method in the paper is very stable in practical computation.
It can be seen from Table 1 that the new memory gradient method (m = 3) is superior to conjugate gradient methods in many situations. Firstly, like FR, PRP, HS, and steepest descent method, the new method in the paper avoids the evaluation of second derivatives of objective functions. Secondly, the storage and computation of matrices associated with Newton-type method is avoided at each iteration. The last but not the least important thing is that the new method needs fewer iterations and fewer evaluations of f than FR, PRP, HS, and steepest descent method, etc., when the iteration process reaches the same precision. We can also find that the new memory gradient method is stable in practical computation.
From Table 2 , we can see that the smaller the m, the better the performance of the new memory gradient method. However, the larger the m, the more stable the new memory gradient method. Therefore, we should choose small m if the minimization problem to be solved is well-conditioned. For ill-conditioned minimization problems, we should choose greater m in practical computation to make the new memory gradient method converge stably.
Conclusions
In this paper, we proposed a multi-step memory gradient method with Goldstein line search for unconstrained optimization problems and proved its global convergence under mild conditions. We also proved the linear convergence rate of the new method when the objective function is uniformly convex. Numerical results showed that the new algorithm is suitable to solve large-scale optimization problems and more stable than other similar methods in practical computation.
For the future research, we should combine the super-memory gradient method and multi-step quasi-Newton methods [5] [6] [7] [8] [9] 33] and establish some stable and efficient memory gradient methods for unconstrained optimization problems. Moreover, we can use Barzilai-Borwein approach [34] [35] [36] [37] [38] to choose an available step size for the supermemory gradient method at each iteration.
