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Introduction
Graphene is a two-dimensional system of carbon atoms packed in a honeycomb lattice. The
recent isolation of this one-atom thick crystal [1–4] has attracted considerable attention [5],
both for the new physics which it exhibits and because it may pave the way for carbon-based
electronics. In the absence of doping, graphene is a gapless semiconductor in which the
conduction and valence bands touch at two inequivalent points, called Dirac points, at
the corners of the hexagonal Brillouin zone. Near either of these points the energy bands
are conical and the electronic states are described by a massless Dirac equation, in which
the spin degree-of-freedom is replaced by a sublattice degree-of-freedom (stemming from
the non-Bravais nature of the honeycomb lattice), usually referred to as pseudospin. Most
importantly, this implies that the eigenstates are endowed with a definite chirality, i.e. a
well defined projection of the pseudospin along the momentum direction.
Recent experiments [6, 7] have demonstrated that close to charge neutrality the system is
highly inhomogeneous and breaks up into electron and hole puddles. One key challenge for
graphene research has been the identification of the main source of scattering which induces
these density modulations and limits the mobility of current samples. Even though the
problem is not yet fully understood, it has been recognized [8] that the approximately linear
dependence of conductivity on carrier density suggests that charged impurities trapped
close to the graphene sheet could play a very important role in limiting graphene’s mobility,
partly obscuring the intrinsic properties of graphene’s massless Dirac fermions.
In this Thesis we discuss two different issues related to disorder in current graphene samples.
On the one hand, we propose to engineer artificially systems of massless Dirac fermions in
standard parabolic-band two-dimensional electron gases by employing suitable periodic ex-
ternal potentials. This route to create “artificial graphene” offers potentially unprecedented
opportunities to study fundamental interactions of massless Dirac fermions in high-mobility
semiconductor structures. On the other hand, we provide a microscopic study (accounting
for electron-electron interactions) of the impact of charged impurities on the density profiles
and local density-of-states of ordinary exfoliated graphene sheets deposited on substrates
such as SiO2.
In the first Chapter we review some fundamental aspects concerning the quantum theory
of the electron liquid in order to provide the necessary background which is needed to
understand the following Chapters. Particular attention is given to linear response theory,
Landau theory of normal Fermi liquids, and density functional theory.
Chapter 2 is devoted to the properties of graphene in the absence of disorder, i.e. to
“homogeneous” graphene. We first review the electronic single-particle band structure of
graphene and then comment on the impact of electron-electron interactions at the level of
the random phase approximation. In the last Section we present the main original result
of this Chapter [9]: we show that modulating a standard two-dimensional electron gas
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with a long-wavelength external periodic potential with hexagonal symmetry can lead to
the creation of isolated massless Dirac points with tunable Fermi velocity. We provide
detailed theoretical estimates to realize such artificial graphene-like system and discuss an
experimental realization in a modulation-doped GaAs quantum well.
In the last Chapter we consider the effects of disorder on standard exfoliated graphene
samples on SiO2 substrates. After a brief introduction to the main experimental results, we
first review a Kohn-Sham-Dirac density-functional-theory scheme [10] that treats slowly-
varying external potentials and electron-electron interactions on an equal footing. We
then report on original continuum-model electronic structure calculations [11] based on
the Kohn-Sham-Dirac scheme for graphene sheets under the influence of local scatterers
distributed in space in the same way as in the sample studied experimentally by Zhang
et al. [7]. We focus in particular on the ground-state density profile and on the local density-
of-states, which can be obtained solving self-consistently the Kohn-Sham-Dirac equations,
and make use of this information to verify the reliability of a reconstruction method used
by experimentalists [6, 7] to extract the electronic density from two-dimensional maps of
the Dirac-point energy across the sample.
Chapter
1
Fundamentals of
Many-Electron Systems
In this Chapter we present some fundamental results concerning the electron liquid and
introduce the main theoretical instruments necessary to derive them.
We begin by considering an homogeneous system, which, to a good degree of approximation,
can be described within the so called jellium model. We first study the simple problem of
an ideal Fermi gas, which can be solved exactly, and then introduce the effects of electron-
electron interactions in Subsect. 1.1.2. The definition of exchange and correlation energies
is given together with a possible algorithm to evaluate them, based on a coupling-constant
integration. The first Section ends with an introduction to the Landau theory of normal
Fermi liquids, where also a simple description of the many-body effects on the equilibrium
properties of the electron liquid is presented.
We then turn to the fundamental problem of the response of the electronic system to a
weak external perturbation. After a brief preamble to the general theory, we focus on the
density response, introducing the density-density linear response function and the (static
and dynamic) structure factor, related by the fluctuation-dissipation theorem reported
in Subsect. 1.2.2. A summary of dielectric screening is followed by the definition of the
Lindhard response function of the ideal Fermi gas, which is preliminary to the description
of the random phase approximation to the response function of the interacting system
given in Subsect. 1.2.5. Possible developments beyond this approximation, based on the
introduction of many-body local field factors, are presented in the next Subsection, where
we focus in particular on the scheme proposed by Singwi, Tosi, Land, and Sjölander.
The last Section of this Chapter is devoted to the density functional theory, which addresses
the problem of the inhomogeneous electron liquid. We report the principal statements of
the Hohenberg-Kohn theorem together with the original version of its demonstration. In
Subsect. 1.3.2 we present the self-consistent Kohn-Sham scheme which historically turned
the density functional theory into a practical tool for rigorous calculations. We conclude
with a brief analysis of the local density approximation to the exchange-correlation energy
functional.
3
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1.1 Homogeneous electron liquid
Let us consider a system of N interacting electrons inside a D-dimensional cubic box of
volume LD. We are interested in the thermodynamic limit, where both N and L tend
to infinity in such a way that the average electron density n ≡ N/LD remains constant.
In order to keep the overall system neutral it is convenient to assume the presence of a
uniform background of positive charge. In this way we replace the actual structure of the
background on which the electrons roam (e.g. the atomic lattice) by a jelly-like continuum of
positive charge. This simplified description is thus known as “jellium model” and offers theJellium model
opportunity to focus on the distinctive effects of the electron-electron interactions, getting
rid of the complications associated with the structure of the host material. Moreover, the
inclusion of the electron-background and background-background interaction terms in the
Hamiltonian describing the system, relieves the model of otherwise unavoidable infrared
divergences connected to the long-range nature of the Coulomb interaction. We do not
dwell on the details of the derivation [12] but we simply report the final expression for the
regularized jellium Hamiltonian (in the thermodynamic limit),
Hˆ =
N∑
i=1
pˆ2i
2m
+
1
2LD
∑
q 6=0
vq
[
nˆ−qnˆq − Nˆ
]
, (1.1)
where m is the electron mass, e is the magnitude of the electron charge and vq is the Fourier
transform of the Coulomb potential v(r) = e2/r, which reads 1
vq =
ΩD
qD−1
e2 =
{
4pie2
q2
, D = 3
2pie2
q , D = 2
. (1.2)
In Eq. (1.1) Nˆ is the number operator and nˆq is the Fourier transform of the density
operator nˆ(r) =
∑
i δ(r − rˆi), i.e.
nˆq =
∫
dDr e−iq·r nˆ(r) =
N∑
i=1
e−iq·rˆi . (1.3)
Alternatively, the jellium Hamiltonian (1.1) can be written in second-quantized form
Hˆ =
∑
k,σ
~2k2
2m
aˆ †k, σaˆk, σ +
1
2LD
∑
q 6=0
vq
∑
k,k′,σ,σ′
aˆ †k+q, σaˆ
†
k′−q, σ′ aˆk′, σ′ aˆk, σ , (1.4)
where the operator aˆ †k, σ (aˆk, σ) creates (destroys) an electron in a single-particle state with
given wave vector k and spin σ. These fermionic creation and annihilation operators satisfy
canonical anticommutation relations{
aˆk, σ, aˆ
†
k′, σ′
}
= δσ,σ′δk,k′ . (1.5)
We now want to show that the Hamiltonian (1.1) or (1.4) depends only on one fundamental
parameter in two and three dimensions, the electronic density n. However, it is customary
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to introduce in place of n a dimensionless parameter rs, known as Wigner-Seitz parameter, Wigner-Seitz
parameter rsso that rsaB is the radius of the D-dimensional sphere that encloses, on the average, exactly
one electron, aB = ~2/(me2) being the Bohr radius. This gives
1
n
=

4pi
3 (rsaB)
3, D = 3
pi(rsaB)2, D = 2
2rsaB, D = 1
⇐⇒ rsaB =

(
3
4pin
) 1
3 , D = 3(
1
pin
) 1
2 , D = 2
1
2n , D = 1
, (1.6)
i.e. in compact form n−1 = ΩD(rsaB)D/D and rsaB = (D/ΩDn)1/D.
Scaling, in Eq. (1.4), the volume with (rsaB)D and the wave vectors with (rsaB)−1, one
immediately finds that the potential energy becomes a perturbation in the limit rs → 0
(high-density limit). In other words, the ratio between the typical potential energy (∝ 1/rs)
and the typical kinetic energy (∝ 1/r2s) is of the order of rs. This scaling property allows
us to clearly identify two quite different limiting behaviours of the electron liquid. For
small rs (high density) the kinetic energy rules the physics of the problem and the system
behaves as a non-interacting Fermi gas. In the opposite limit, rs →∞ (low-density limit),
the interaction term prevails, the system is strongly-correlated and behaves as a classical
assembly of charged particles. It is widely believed that in this case the electrons form
a crystalline structure, that is generally referred to as a Wigner crystal. Of course, as rs
varies from zero to infinity the electron liquid may go through several (quantum) phase
transformations in which its symmetry properties change. It is a challenge for the modern
theory of condensed matter to establish the correct picture, i.e. the phase diagram of the
electron liquid, and all we know today is based on the numerical results of Quantum Monte
Carlo calculations [14–16].
Before addressing the non-interacting limit in the next Subsection, we mention that another
parameter is necessary to describe the electron liquid, i.e. the spin polarization ζ. Indeed, Spin polarization
ζall states of a spin-independent Hamiltonian as (1.1) or (1.4) are classified according to
the eigenvalue Sz of the total spin along a chosen axis. The allowed values of Sz can range
from 0 in the spin-compensated Fermi fluid up to ±~N/2 in the case when all spins point
in the same direction. A partially spin-polarized state has N↑ spin-up and N↓ spin-down
electrons, with N↑+N↓ = N . The fractional spin polarization is ζ = (N↑−N↓)/N , ranging
from 0 to 1 (we are choosing without loss of generality N↑ as the number of majority spin).
1.1.1 Non-interacting electrons
When the potential energy is completely neglected, we are left with a non-interacting
electron gas described by the Hamiltonian
Hˆ0 =
∑
k,σ
~2k2
2m
aˆ †k, σaˆk, σ . (1.7)
The eigenstates of this Hamiltonian are antisymmetric under the exchange of particles
and are given by Slater determinants, built from single-particle states ukσ(r) which are
1ΩD is the solid angle in D dimensions,
ΩD =
2piD/2
Γ(D/2)
,
Γ(z) being Euler’s Gamma function [13].
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the product of (i) a plane wave L−D/2 exp (ik · r) with wave vector k, momentum ~k and
energy ~2k2/2m, and (ii) a spinor. For a spin-unpolarized system (ζ = 0), the ground-stateFermi wave
vector kF is obtained by singly occupying plane-wave states for both spin projections σ =↑, ↓ of
lowest energy, corresponding to values of |k| up to a maximum value kF, the Fermi wave
vector. The plane waves entering the ground-state fill a D-dimensional sphere of radius kF
in k space (the Fermi sphere) and the ground-state momentum distribution function n0k, σ
of an ideal Fermi gas jumps discontinuously from 1 to 0 as k crosses kF: n0k, σ = Θ(kF − k),
Θ(x) being the Heaviside step function. Accordingly kF is determined by the normalization
condition
N =
∑
k, σ
Θ(kF − k) −→
L→∞
2
LD
(2pi)D
∫
k≤kF
dDk , (1.8)
which leads to the following fundamental relationship between Fermi wave vector and
density (or rs)
kF =
[
(2pi)DDn
2ΩD
]1/D
=

(3pi2n)
1
3 , D = 3
(2pin)
1
2 , D = 2
pin/2, D = 1
=
[
(2pi)DD2
2Ω2D
]1/D 1
rsaB
. (1.9)
All plane-wave states with |k| = kF have the same (highest) energy εF = ~2k2F/(2m), known
as Fermi energy. In general, for a partially-polarized system the ground-state is builtFermi energy εF
filling two unequal Fermi spheres, one with radius kF ↑ for up-spin electrons, and one with
radius kF ↓ for down-spin electrons. The spin-up Fermi sphere encloses N↑ states while
the spin-down sphere the remaining N↓ states. Therefore, the momentum distribution
function is n0k, σ = Θ(kFσ − k) and, following the same procedure as in Eq. (1.8) for each
spin component, we obtain the spin-dependent Fermi wave vectors
kFσ = kF (1 + sgn(σ) ζ)
1/D (1.10)
where kF is the same as in Eq. (1.9) and ζ is the spin-polarization. The total energy per
particle is readily evaluated as
ε0(rs, ζ) =
∑
k, σ
~2k2
2m
n0k, σ = ε0(rs)
(1 + ζ)
D+2
D + (1− ζ)D+2D
2
, (1.11)
where
ε0(rs) =
D
D + 2
εF '

2.21
r2s
Ryd, D = 3
1
r2s
Ryd, D = 2
0.205
r2s
Ryd, D = 1
(1.12)
is the kinetic energy per particle of the unpolarized state.
The excited states of the ideal Fermi gas (for simplicity we go back to an unpolarizedElectron-hole
continuum system, ζ = 0) can be listed exactly: they are obtained by exciting particles from states
inside the Fermi sphere to states outside it. The elementary excitation process is the
creation of an electron-hole pair. The energy required for a process of this type is ~ω =
~2(k + q)2/2m− ~2k2/2m, where ~k is the initial momentum of an electron and ~(k + q)
is the final one, with the constraint k ≤ kF. Thus one finds that∣∣∣∣~ω − ~2k22m
∣∣∣∣ = ~2 kq | cos θ|m ≤ ~2 kqm ≤ ~2 q kFm . (1.13)
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In other words, the excitation spectrum of the ideal Fermi gas is a continuum of electron-hole
pairs confined in the (ω, q) plane between the two parabolas ω±(q) = ~q2/2m± ~ qkF/m.
In D = 1 the peculiarity of the conservation laws of momentum and energy gives in addition
another bound: ω ≥ ~ |q|kF /m − ~q2/2m, that is there are no low-energy electron-hole
pairs for 0 < |q| < 2kF .
1.1.2 Interacting electrons: exchange and correlation energies
The first non-trivial approximation toward including the Coulomb interaction in the
treatment of the electron liquid is the so called Hartree-Fock (HF) approximation. In Hartree-Fock
approximationthe case of a homogeneous fluid, this coincides with first-order perturbation theory in the
interaction Hamiltonian
Hˆe−e = Hˆ − Hˆ0 = 12LD
∑
q 6=0
vq
∑
k,k′,σ,σ′
aˆ †k+q, σaˆ
†
k′−q, σ′ aˆk′, σ′ aˆk, σ . (1.14)
Thus, the first order (HF) correction to the ground-state energy of the jellium model, known
as exchange energy Ex, can be obtained taking the expectation value of the interaction Exchange energy
εxHamiltonian in the non-interacting ground state. A straightforward calculation yields
εx(rs) =
Ex
N
= − 1
2NLD
∑
q 6=0
vq
∑
k, σ
n0k+q, σn
0
k, σ =
−
3
4
e2kF
pi ' −0.916rs Ryd, D = 3
−43 e
2kF
pi ' −1.200rs Ryd, D = 2
.
(1.15)
Allowing for a finite spin polarization ζ 6= 0, the total HF ground-state energy per particle
is
εHF(rs, ζ) = ε0(rs)
(1 + ζ)
D+2
D + (1− ζ)D+2D
2
+ εx(rs)
(1 + ζ)
D+1
D + (1− ζ)D+1D
2
. (1.16)
We notice that, since εx(rs) is always negative, the exchange energy contribution decreases,
at fixed density, with increasing spin polarization. Since at low densities the exchange
energy dominates, we can immediately guess that the ferromagnetic state (ζ = 1) will be
lower in energy than the paramagnetic state (ζ = 0) above a critical value of rs. Indeed,
as it is clear in Fig. 1.1, this transition occurs within HF approximation at rs ∼ 5.45 in
three dimensions (3D) and rs ∼ 2.01 in two dimensions (2D). However, this prediction is
quantitatively incorrect: the critical values of rs at which this quantum phase transition,
known as Bloch instability [17], should take place according to the HF approximation are Bloch instability
too small compared with the results of the Quantum Monte Carlo simulations (rcrits ∼ 75 in
3D and rcrits ∼ 26 in 2D). The main problem with the HF approximation is that, neglecting
the role of correlations due to Coulomb repulsions (which are most effective for electrons
with antiparallel spin), it includes neither dielectric screening nor the collective plasma
excitations (see the following paragraphs).
The exact ground-state energy (per particle) εgs = Egs/N of the electron liquid is usually Correlation
energy εcwritten as the sum of the HF energy (1.16) and the so-called “correlation energy” εc, i.e.
εgs = εHF + εc . (1.17)
The exchange-correlation energy εxc is defined as the sum of the HF potential energy and
the correlation energy. The ground-state energy εgs can be exactly written in terms of the
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Figure 1.1 – Hartree-Fock ground-state energy per particle εHF(rs, ζ) in Rydbergs as a function
of rs for three different values of spin polarization: ζ = 0 (paramagnetic state), 0.5, and 1
(ferromagnetic state). The panels refer to: a) D = 2; b) D = 3. As it is manifest a quantum phase
transition, known as Bloch instability [17], from a spin-unpolarized to a spin-polarized ground state
occurs at rcrits ∼ 2.01 in 2D and rcrits ∼ 5.45 in 3D.
pair distribution function g(r). This is defined so that ng(r)ΩDrD−1dr is the mean number
of electrons contained in a shell of radius r and thickness dr centered on an electron at the
origin, i.e. g(r) is the normalized probability density of simultaneously finding two electrons
at a distance r. The mean potential energy per particle εpot can be obtained from g(r), or
equivalently from the static structure factor
S(q) = 1 + n
∫
dDr [g(r)− 1] e−iq·r , (1.18)
using
εpot(rs) =
1
2
n
∫
dDr v(r) [g(r)− 1] = 1
2
∫
dDq
(2pi)D
vq [S(q)− 1] . (1.19)
In passing we note that deviations of g(r) from one in the quantum electron liquid contain
the exchange or Pauli hole (a region in which the density of same-spin electrons is smaller
than average, owing to the correlation induced by the antisymmetry of the wave function)
as well as the Coulomb hole deriving from correlations due to Coulomb repulsion. The
behaviour of the Pauli-Coulomb hole is illustrated in Fig. 1.2.
Suppose that the potential energy is known as a function of rs. A very useful theorem
enables us to calculate the ground-state energy εgs from the integral of the potential energy
εpot(r′s) with respect to r′s from 0 to rs. To see how this can be done let us considerer
a rescaled jellium model in which the electrons have charge −e√λ (0 ≤ λ ≤ 1). The
Hamiltonian has the form
Hˆ(λ) = Hˆ0 + λHˆe−e . (1.20)
It is evident that Hˆ(λ) describes the non-interacting electron gas for λ = 0 and the physical
interacting system for λ = 1. Let |Ψ(λ)〉 be the ground state of Hˆ(λ) and E(λ) the
corresponding ground-state energy. Clearly E(1) = Nεgs(rs), while E(0) = Nε0. Making
use of the fact that the normalization of the ground-state is independent of λ, one can
easily verify the following chain of identities known as Hellman-Feynman theoremHellman-
Feynman
theorem dE(λ)
dλ
=
d
dλ
〈Ψ(λ)| Hˆ(λ) |Ψ(λ)〉 = 〈Ψ(λ)| ∂Hˆ(λ)
∂λ
|Ψ(λ)〉 = U(λ)
λ
, (1.21)
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Figure 1.2 – Panel a): the non-interacting pair correlation function g(r) in 1, 2, and 3 dimensions.
Notice the exchange or Pauli hole around the origin, becoming more extended in lower spatial
dimension. Panel b): Pauli-Coulomb hole in the 3D electron gas at rs = 1, 5, 10 and 20 (from top
to bottom at small r). The theoretical results of Davoudi et al. [18] (full lines) are compared with
Quantum Monte Carlo data of Ortiz et al. [19]. Adapted from Ref. [20].
where U(λ) = 〈Ψ(λ)|λHˆe−e |Ψ(λ)〉 is the potential energy of the rescaled system at charge
e
√
λ. Integrating Eq. (1.21) with respect to λ we obtain
E1 = E0 +
∫ 1
0
U(λ)
λ
dλ . (1.22)
This result is commonly referred to as integration over the coupling constant algorithm
and is not specific to the jellium model, as it applies as well to other many-body systems.
On the other hand, in the jellium model one can go further and note that, because of the
universal dependence of the energy on rs, we also have
E(λ) = Nλ2εgs(λrs) and U(λ) = Nλ2εpot(λrs) , (1.23)
where εgs and εpot are the energy and the potential energy of the standard jellium model
expressed in Rydbergs. Substituting these formulas into Eq. (1.22) and changing the
integration variable from λ to r′s = λrs, we obtain the following useful and exact expression
for the ground-state energy per particle
εgs(rs) = ε0(rs) +
1
r2s
∫ rs
0
dr′s
[
r′sεpot(r
′
s)
]
. (1.24)
This result, which can be derived also using the virial theorem, shows that the interactions
not only determine the average potential energy, but also modify the value of the kinetic
energy
εkin(rs) = εgs(rs)− εpot(rs) = ε0 +
{
1
r2s
∫ rs
0
dr′s[r
′
sεpot(r
′
s)]− εpot(rs)
}
. (1.25)
This is a purely quantum mechanical effect, due to the correlations that the interactions
induce in the particle motions, and ultimately deriving from the Heisenberg principle. Note
that within the HF theory of the electron gas the potential energy is proportional to 1/rs
and thus the kinetic energy is unchanged relative to its ideal-gas value.
10 Chapter 1 - Fundamentals of many-electron systems
Figure 1.3 – Behaviour of the momentum oc-
cupation number nk as a function of k/kF in
three dimensions at rs = 2 (red solid line) and
rs = 5 (green dashed line). A discontinuity at
k = kF is still present as in the non-interacting
system, but its magnitude Z is now less than
one. Adapted from Ref. [12].
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1.1.3 Landau theory of normal Fermi liquids
It had been observed since the first studies of the physical properties of metals that, in
spite of their mutual interaction, electrons appear to behave as independent particles,
being well described by the Sommerfeld model, based on the theory of the degenerate ideal
Fermi gas. This apparent mystery was finally clarified by Landau theory of normal Fermi
liquids. According to Landau, a normal Fermi liquid is defined as a fluid of interacting
fermions whose ground state can be obtained in a continuous manner from that of the
ideal gas by an adiabatic switching-on of the interaction between the particles. In this
way a one-to-one correspondence is established between the eigenstates of the ideal system
and a set of (approximate) eigenstates of the interacting one. Since the eigenstates of the
non-interacting system are specified by a set of occupation numbers {Nk, σ} of single-particle
momentum eigenstates, it follows that the corresponding low-energy excitations of the
interacting system can also be described by the same set of occupation numbers. However,
the quantum numbers Nk, σ are not the true occupation numbers nk, σ = 〈a †k, σak, σ〉 of the
Fermi liquid. Moreover, in an interacting system the momentum occupation numbers are
not constants of motion, even if, as recognized by Landau, they change very slowly no matter
how strong the interactions might be and thus retain their validity as approximate quantum
numbers, which specify an excited state. Therefore, low energy elementary excitations of
an interacting Fermi liquid can be described in terms of addition and removal of individual
quasiparticles, i.e. particles “dressed” by the interaction with a self-energy. According to
Landau hypothesis, the Fermi sphere still exists as a surface in momentum space separating
the region where the excitations are quasiholes from the region where the excitations are
quasiparticles. In 1960 Luttinger [21] demonstrated that the radius of this sphere coincides
with the Fermi momentum of the non-interacting system. However, in the non-interacting
system, from which the interacting state has evolved, Nk, σ = Θ(kF − k), whereas the
occupation number nk, σ in the physical ground-state still decreases discontinuously as
k crosses the Fermi surface from inside to outside, but the discontinuity Z, as shown in
Fig. 1.3, is less than one owing to correlation effects. The existence of a discontinuity in the
momentum occupation number at k = kF is one of the distinctive signature of the normal
Fermi liquid.
The physical basis of the Landau theory rests on the surprising ineffectiveness of electron-
electron scattering to change the momentum distribution of quasiparticles near the Fermi
level. What happens is that most of the states into which a quasiparticle near the Fermi
surface might end up after a collision are already occupied by the other electrons, and
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therefore, according to the Pauli exclusion principle, unavailable. Because of this Pauli
blocking effect, which operates irrespective of the strength of the interaction, the rate
at which the quasiparticle is scattered out of a state of momentum k ' kF vanishes for
k → kF. Using a simple phase-space argument [12, 20] it is possible to demonstrate that
the scattering rate vanishes for k → kF as (k − kF)2 in 3D and with a somewhat slower
rate, (k − kF)2 ln |k − kF|, in 2D.
However, the interactions may lead to instabilities of the Fermi gas against a transition to
a superfluid or superconducting state, which appears through the opening of a forbidden-
energy gap between the ground state and the excited states or to a (partially or fully)
magnetically ordered state, in which an energy gap is present for spin-flip processes at
constant momentum. Moreover, for conduction electrons in reduced dimensionalities (D = 1
and also in some 2D tight-binding-like models) a Luttinger liquid state may be induced by
the electron-electron interactions . A Luttinger liquid differs from a normal Fermi liquid in
two respects: (i) the discontinuity in the momentum distribution across the Fermi surface is
replaced by another type of non-analytic behaviour, and (ii) spin-charge separation occurs.
A thorough discussions of Luttinger liquids in one dimension (1D) can be found in Ref. [12].
Macroscopic theory of Fermi liquids: Landau energy functional
We now want to present an introduction to Landau’s macroscopic theory of normal Fermi
liquids. A microscopic justification for this phenomenological formulation can be found for
example in Ref. [12]. As we mentioned above, the low-lying excitations of the interacting
Fermi fluid can be specified by the set of approximate quantum numbers {Nk, σ}. In
the ground state we have N (0)k, σ = Θ(kF − k), while in a weakly-excited state we expect
deviations δNk, σ = Nk, σ −N (0)k, σ of the quasiparticle distribution function from its ground-
state expression to occur. At the heart of Landau’s macroscopic theory of normal Fermi
liquids lies an ansatz on the functional dependence of the energy of the fluid on Nk, σ. This
functional is in fact an expansion for the energy to second order in the deviations δNk, σ
E[{Nk, σ}] = E0 +
∑
k, σ
Ek, σ δNk, σ + 12
∑
k,σ,k′,σ′
fkσ;k′σ′ δNk, σδNk′, σ′ , (1.26)
where E0 is the ground-state energy, Ek, σ is the isolated quasiparticle energy, and fkσ;k′σ′ is
the Landau interaction function. Of course this expansion makes sense only when δNk, σ is
restricted to a thin shell in momentum space surrounding the Fermi surface. This expression
implies that Ek, σ and fkσ;k′σ′ can be formally viewed as respectively the first and second
functional derivatives of the energy with respect to the quasiparticle distribution function
evaluated in the ground state
Ek, σ =
(
δE
δNk, σ
)
Nk, σ=N (0)k, σ
, fkσ;k′σ′
(
δ2E
δNk, σδNk′, σ′
)
Nk, σ=N (0)k, σ
. (1.27)
There is no specific assumption on the dispersion relation Ek, σ. However, in an isotropic v?F and m?
system, for |k| close to kF the quasiparticle energy can be expanded as
Ek, σ ' µ+ ~v?F(k − kF) , (1.28)
where µ is the chemical potential and v?F is the effective Fermi velocity of a quasiparticle,
defined as
v?F = ~−1 |∇kEk, σ|k=kF . (1.29)
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Given this definition, it is possible to introduce the fundamental notion of quasiparticle
effective mass m? using the relation v?F = ~kF/m?. The effective mass determines in turn
D?(µ), i.e. the quasiparticle density-of-states (per unit volume) at the Fermi level µ
D?(µ) = 1
LD
∑
k, σ
δ(Ek, σ − µ) = m
?
m
D(εF) =

m?kF
~2pi2 , D = 3
m?
pi~2 , D = 2
2m?
pikF~2 , D = 1
, (1.30)
where D(εF) is the density-of-states at the Fermi surface for a non-interacting electron gas.
A fundamental role in the Landau theory is played by the quantity
E˜k, σ = δE
δNk, σ = Ek, σ +
∑
k′, σ′
fkσ;k′σ′ δNk′, σ′ , (1.31)
often referred to as the local quasiparticle energy. This can be interpreted as the energy of
a quasiparticle modified by its interaction with other quasiparticles, treated by means of a
mean-field approximation.
Landau parameters and macroscopic properties of normal Fermi liquids
First of all, we observe that within the dynamically relevant shell where δNk, σ is finite, the
Landau interaction function fkσ;k′σ′ depends only on the angle θ between the vectors k and k′
and on the relative orientation of the two spins. Accordingly we can set fkσ;k′σ′ ' fσσ′(cos θ)
and introduce the dimensionless quantities F s,a` , known as Landau parameters, which are
defined in terms of spin-symmetric (s) and spin-antisymmetric (a) angular averages of
fσσ′(cos θ) as follows
F s,a` = L
DD?(µ)
∫
dΩD
ΩD
f↑↑(cos θ)± f↑↓(cos θ)
2
P`(cos θ), D = 3cos(`θ), D = 2 , (1.32)
where the + and − signs are associated with s and a respectively and P`(cos θ) is the `-th
Legendre polynomial [13]. Inverting Eq. (1.32) we find
f↑↑(cos θ)± f↑↓(cos θ)
2
=
1
LDD?(µ)
∞∑
`=0
F s,a`
(2`+ 1)P`(cos θ), D = 3(2− δ`0) cos(`θ), D = 2 , (1.33)
where + is associated with s and − with a.
It is important to realize that some of the Landau parameters are related to macroscopic
properties of the Fermi liquid by the following relations
κ
κ0
=
m?/m
1 + F s0
, (1.34a)
χS
χ0
=
m?/m
1 + F a0
, (1.34b)
m?
m
= 1 + F s1 , (1.34c)
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Figure 1.4 – The inverse many-body enhancement factors κ0/κ and χ0/χS for the compressibility
and spin susceptibility in two [panel a)] and three [panel b)] dimensions. The two ratios coincide
in the first-order (Hartree-Fock) approximation and are shown, in that case, by the dashed line.
Adapted from Ref. [12].
where κ is the compressibility and χS the spin susceptibility of the electron liquid (κ0 and
χ0 being the ideal-gas quantities). We do not dwell on the the derivation of Eqs. (1.34)
which can be found for instance in Refs. [12, 22], but we simply remark that they offer
the opportunity to evaluate the Fermi parameters involved, i.e. F s0 , F s1 , and F a0 , starting
from the values of κ, χS, and m?. Indeed, the compressibility and spin susceptibility can
be reliably evaluated from accurate values of the ground-state energy (per particle) εgs
obtained from Quantum Monte Carlo calculations using the following thermodynamical
relations 
κ−1 = n2
∂2[n εgs(n, 0)]
∂n2
χ−1S =
1
nµ2B
∂2εgs(n, ζ)
∂ζ2
∣∣∣∣
ζ=0
. (1.35)
Writing the energy as εgs = εHF + εc, where εHF is given by Eq. (1.16), it is easy to show
that
κ0
κ
= 1 +
D + 1
D + 2
εx(rs)
2ε0(rs)
− rs
2(D + 2)ε0(rs)
[
(D − 1)ε′c(rs)− rs ε′′c (rs)
]
χ0
χS
= 1 +
D + 1
D + 2
εx(rs)
2ε0(rs)
+
D2
2(D + 2)ε0(rs)
∂2εc(rs, ζ)
∂ζ2
∣∣∣∣
ζ=0
. (1.36)
These two ratios are plotted in Fig. 1.4 in two and three dimensions. We notice that the
compressibility and spin susceptibility are enhanced exactly in the same manner by the
exchange term. However, the correlation energy pushes the two ratios in opposite directions:
it further enhances the compressibility 2 while reducing the spin susceptibility.
On the other hand, in order to determine the quasiparticle effective mass m? it is necessary Dyson
equationto compute the isolated quasiparticle energy by solving self-consistently the Dyson equation
Ek, σ = εk, σ + <eΣσ(k, ω = Ek, σ/~) , (1.37)
2At sufficiently high values of rs (rs ∼ 2.03 in 2D and rs ∼ 5.25 in 3D) the compressibility becomes
negative, as shown in Fig. 1.4. However, this does not imply the thermodynamical instability of the system
since we are fictitiously assuming that the positive background adjusts itself to neutralize the electronic
charge at no energy cost. In a physical electronic system the negative compressibility contribution of the
electrons would be more than compensated by the positive compressibility of the real background.
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rs κ0/κ χ0/χS m
?/m Z F s0 F
a
0 F
s
1
1 0.533 0.691 1.03 0.67 −0.45 −0.29 0.03
2 0.018 0.525 1.15 0.50 −0.98 −0.40 0.15
3 −0.538 0.421 1.26 0.41 −1.68 −0.47 0.26
5 −1.737 0.296 1.43 0.30 −3.48 −0.58 0.43
8 −3.657 0.196 1.65 0.22 −7.03 −0.68 0.65
Table 1.1 – Compressibility, spin susceptibility, effective mass, renormalization constant, and
corresponding Landau parameters for the 2D electron liquid in semiconductors. Taken from Ref. [12].
rs κ0/κ χ0/χS m
?/m Z F s0 F
a
0 F
s
1
1 0.827 0.867 0.96 0.88 −0.21 −0.17 −0.04
2 0.645 0.770 0.97 0.80 −0.37 −0.25 −0.03
3 0.454 0.693 0.98 0.73 −0.55 −0.32 −0.02
4 0.256 0.631 1.00 0.67 −0.74 −0.37 0.0
5 0.052 0.580 1.03 0.62 −0.95 −0.40 0.03
6 −0.157 0.537 1.06 0.58 −1.17 −0.43 0.06
Table 1.2 – Compressibility, spin susceptibility, effective mass, renormalization constant, and
corresponding Landau parameters for the 3D electron liquid. Taken from Ref. [12].
where εk, σ = ~2k2/(2m) is the non-interacting energy dispersion and Σσ(k, ω) is the self-
energy [12]. The effective mass can be calculated from the quasiparticle energy at the Fermi
momentum according to Eq. (1.29) together with the definition m? = ~kF/v?F, leading to
m?
m
=
Z−1
1 +
m
~2kF
∂<eΣ(k, ω)
∂k
∣∣∣∣
k=kF,ω=0
(1.38)
where Z measures the discontinuity of the momentum distribution at k = kF and is given
by
Z=
1
1− 1
~
∂<eΣ(k, ω)
∂ω
∣∣∣∣
k=kF,ω=0
. (1.39)
In Tabs. 1.1 and 1.2 we report, from the textbook by Giuliani and Vignale [12], approximate
values of the Fermi parameters F s0 , F s1 , and F a0 obtained inverting Eqs. (1.34) together with
the corresponding values of κ/κ0, χS/χ0 and m?/m for different values of rs in two and
three dimensions. For completeness, the results for the so called renormalization constant
Z (1.39) are also listed in the same Tables. As a last remark, it is interesting to notice
that for sufficiently high values of rs the quasiparticle effective mass is enhanced by the
interaction, i.e. m? > m, and consequently the effective Fermi velocity v?F is suppressed.
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1.2 Linear response theory
There are countless situations in physics when one is interested in calculating the response
of a system to a small time-dependent perturbation acting on it. For instance, experimental
probes can be usually numbered among these kinds of perturbations. With some luck the
response can be expanded in a power series of the strength of the perturbation, so that, to
first order, it is a linear function of the latter. To compute this function is the objective of
the linear response theory, which we are going to present in this Section.
To set up the problem in the most general terms we consider a system described by a
time-independent Hamiltonian Hˆ, which is acted upon by an external field F (t) that couples
linearly to an observable Bˆ of the system. The complete time-dependent Hamiltonian is
therefore
HˆF (t) = Hˆ+ F (t)Bˆ , (1.40)
and we shall assume that the external field F (t) vanishes for t → −∞. The statistical
ensemble changes in time under the action of F (t) and we describe it by a density matrix
operator wˆ(t). If the system was in thermal equilibrium with a large “thermal reservoir” at
temperature T in the far past we have that
wˆ(−∞) = wˆ0 =
∑
n e
−βEn |ψn〉 〈ψn|∑
n e−βEn
≡
∑
n
Pn |ψn〉 〈ψn| , (1.41)
where β = 1/(kBT ) and |ψn〉 is the n-th eigenstate of the unperturbed Hamiltonian Hˆ
with eigenvalue En. A key assumption of the linear response theory is that even after the
switching-on of the perturbation the occupation probabilities Pn stay constant. To first
order in the external field, it is possible to obtain [20]
wˆ(t)− wˆ0 = − i~
∫ t
−∞
dt′ F (t′) exp
[
− i
~
Hˆ(t− t′)
]
[Bˆ, wˆ0] exp
[
i
~
Hˆ(t− t′)
]
. (1.42)
Let us now consider a second observable Aˆ. Under the influence of the perturbation the
expectation value of Aˆ will differ in general from its unperturbed average equilibrium value
〈Aˆ〉0 ≡ Tr{wˆ0Aˆ} =
∑
n Pn 〈ψn| Aˆ |ψn〉, and according to Eq. (1.42) the difference is
δ 〈Aˆ〉 (t) = Tr{[wˆ(t)− wˆ0]Aˆ} = − i~
∫ t
−∞
dt′ 〈[Aˆ(t), Bˆ(t′)]〉0 F (t′) , (1.43)
where the time-dependent operators evolve according to the unperturbed Hamiltonian:
Oˆ(t) = exp (iHˆt/~) Oˆ exp (−iHt/~). At this point it is convenient to define the retarded
linear response function χAB(τ) as follows
χAB(τ) = − i~Θ(τ) 〈[Aˆ(τ), Bˆ]〉0 , (1.44)
so that, using the time independence of the unperturbed Hamiltonian Hˆ, we can write
δ 〈Aˆ〉 (t) =
∫ ∞
0
χAB(τ)F (t− τ)dτ . (1.45)
It is evident that the step function Θ(τ) in Eq. (1.44) ensures the causality of the response
function, i.e. χAB(τ) describes the response of the observable Aˆ at time t to an impulse
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that coupled to the observable Bˆ at an earlier time t− τ . Causality entails fundamental
analytic properties of the Fourier transform χAB(ω) of the response function, defined as
χAB(ω) = − i~ limη→0
∫ ∞
0
〈[Aˆ(τ), Bˆ]〉0 ei(ω+iη)τdτ , (1.46)
where the convergence factor η is related to the adiabatic switching-on of the perturbation.
Indeed, according to the Titchmarsh theorem [23], χAB(ω), regarded as a function of a
complex frequency ω, is an analytic function of ω in the upper half of the complex plane.
Moreover, the real and imaginary parts of χAB(ω) are Hilbert transforms of each other,
i.e. the following Kramers-Krönig dispersion relations holdKramers-Krönig
dispersion
relations <eχAB(ω) = − 1
pi
P
∫ +∞
−∞
dω′
=mχAB(ω′)
ω − ω′ , (1.47a)
=mχAB(ω) = 1
pi
P
∫ +∞
−∞
dω′
<eχAB(ω′)
ω − ω′ , (1.47b)
where P denotes the principal part of the integral in the Cauchy sense.
We conclude this general introduction to linear response theory deriving some useful and
exact relationships satisfied by the linear response functions. Preliminary to this we gain
insight into the structure of the causal response function by expanding the commutator in
Eq. (1.46) in a complete set of exact eigenstates |ψn〉 of Hˆ, obtaining the so called LehmannLehmann
representation representation of the response function
χAB(ω) =
1
~
∑
mn
Pm − Pn
ω − ωnm + iηAmnBnm , (1.48)
where we have introduced the notation Omn ≡ 〈ψm| Oˆ |ψn〉, to denote the matrix elements of
the operator Oˆ, and ωnm = (En−Em)/~ are the excitation frequencies of the system. First
of all, we observe that in the important case Bˆ = Aˆ† Eq. (1.48) implies that χAA †(ω = 0)
is real and negative,
χAA†(ω = 0) ≤ 0 , (1.49)
which constitute a fundamental stability condition for the system [12]. In the general case
of finite frequency, a direct inspection of Eq. (1.48) leads to the conclusion that for real ω
χAB(ω) satisfies the symmetry relationsSymmetry
relations
χAB(−ω) = [χA†B†(ω)]∗ ⇐⇒
{
<eχAB(ω) = <eχA†B†(−ω)
=mχAB(ω) = −=mχA†B†(−ω)
. (1.50)
This implies that in the special case in which both Aˆ and Bˆ are hermitian <eχAB(ω) is an
even function of ω, while =mχAB(ω) is odd.
1.2.1 Density response
To illustrate the general theory presented above and derive some other important results, in
this Subsection we concentrate on the density response of the electron liquid. For the time
being we shall only be concerned with general properties: approximations will be presented
later in Subsect. 1.2.5.
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The density-density response function χnn(r, r′, t) describes the expectation value of the
number density operator nˆ(r), introduced in Sect. 1.1, at point r to an external scalar
potential Vext(r′, t) that couples linearly to the density nˆ(r′) at the point r′. Thus, in this
case, the perturbed Hamiltonian (1.40) is
HˆV (t) = Hˆ+
∫
Vext(r′, t)nˆ(r′)dDr′ , (1.51)
and the induced time-dependent density change is given by [see Eq. (1.45)]
δn(r, t) =
∫ ∞
0
dτ
∫
dDr′ χnn(r, r′, τ)Vext(r′, t− τ) , (1.52)
where we have introduced the notation χnn(r, r′, t) ≡ χn(r)n(r′)(t) to denote the density-
density response function, defined according to Eq. (1.44) taking Aˆ = nˆ(r) and Bˆ = nˆ(r′).
A major simplification occurs in translationally invariant systems, where χnn(r, r′, t) only
depends on the difference r − r′. This implies that, Fourier transforming Eq. (1.52) with
respect to space and time, we are left with the much simpler relation
δn(q, ω) = χnn(q, ω)Vext(q, ω) , (1.53)
where χnn(q, ω) = χnqn−q(ω)/LD. Since the density fluctuation operator nˆq defined in
Eq. (1.3) satisfies the relation nˆ †q = nˆ−q, the stability condition χnn(q, 0) ≤ 0 holds [see
Eq. (1.49)] and, making use of the inversion symmetry and of Eq. (1.50), we also find that
χ(q, ω) = χ(−q, ω) , <eχ(q,−ω) = <eχ(q, ω) , =mχ(q,−ω) = −=mχ(q, ω) , (1.54)
where for simplicity we have omitted the subscript in the response function χnn(q, ω). From
now on, we shall use the same shorthand notation.
From the Kramers-Krönig relations in Eq. (1.47) adapted to the present case, we find the
high-frequency expansion
<eχ(q, ω) −→
ω→∞
M1(q)
ω2
+O(ω−4) (1.55)
where
M1(q) = − 1
pi
∫ +∞
−∞
dω ω=mχ(q, ω) = − 1
~2LD
〈[[Hˆ, nˆq], nˆ−q]〉0 = nq
2
m
, (1.56)
is the first moment of the density-density fluctuation spectrum. This expression is called
the f -sum rule from an equivalent sum rule for dipole oscillator strength in atomic physics. f -sum rule
It states that the sum of the excitation frequencies of the system, each multiplied by its
spectral weight =mχ(q, ω), must be dependent only on the density and wave vector q, but
not on the strength of the interactions. As a consequence at high frequency we expect the
density response of the electron liquid to reduce to that of a fluid of non-interacting particles.
In addition, let us emphasize that the f -sum rule (1.56) is a direct consequence of particle
conservation and provides a very useful check on the consistency of any approximate theory.
Furthermore, it may happen that a given class of excited states exhausts the sum rule: one
thereby proves that other excited states have negligible oscillator strength.
We conclude this Subsection with a fundamental relationship between the compressibility
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κ and the long wavelength limit of the static density-density response function χ(q, 0) of
the homogeneous electron liquid. This goes under the name of compressibility sum ruleCompressibility
sum rule because χ(q, 0) is formally associated [through Eq. (1.47a)] with the first negative moment
of =mχ(q, ω), and can be written in the following form
lim
q→0
χ(q, 0)
1 + vqχ(q, 0)
= −n2κ . (1.57)
We notice that, due to the diverging electrostatic energy, χ(q, 0) vanishes in the long
wavelength limit. By contrast, the combination appearing on the left hand side of Eq. (1.57)
has a finite limit which is controlled by the proper compressibility of the jellium model.
This combination (restoring the frequency dependence) is therefore known as the properProper response
function eχ(q, ω) density-density response function,
χ˜(q, ω) =
χ(q, ω)
1 + vqχ(q, ω)
, (1.58)
and, as we will see in Subsect. 1.2.3, it describes the response of the system to the screened
potential.
1.2.2 Structure factor and fluctuation-dissipation theorem
Preliminarily to the discussion below, we show that =mχ(q, ω) gives the spectrum of power
dissipation by the external potential into the system. Let us consider a periodic external
potential Vext(r, t) = {Vext(q, ω) exp [i(q · r − ωt)] + c.c.}/LD. The corresponding applied
force is
F (r, t) = −iq Vext(k, ω)
LD
ei(q·r−ωt) + c.c. . (1.59)
This force induces a change in the current density δj(r, t) and in the number density
δn(r, t), which are related by the continuity equation. Making use of this relation and of
Eq. (1.53) we have
q · δj(q, ω) = ωδn(q, ω) = ωχ(q, ω) Vext(q, ω) . (1.60)
The average power which is delivered by the external force to the system during one period
of oscillation is then
W (q, ω) = (ω/2pi)
∫ 2pi/ω
0
dtF (r, t) · δj(r, t)
= iω[χ(q, ω)− χ∗(q, ω)] |Vext(q, ω)|2 = −2ω=mχ(q, ω)|Vext(q, ω)|2 .(1.61)
We remark that the inequality ω=mχ(q, ω) ≤ 0 must hold, since the average rate of
energy absorption from the external field cannot be negative according to the second law of
thermodynamics. We also note that the response δn(q, t) ∼ <eχ(q, ω)Vext(q, ω) exp (−iωt)+
i=mχ(q, ω)Vext(q, ω) exp (−iωt) + c.c. contains an in-phase component which describes a
polarization process in which the wave function is modified in a periodic manner, but no
energy is absorbed or released (on average) by the field, and an out-of-phase component
which gives rise to the energy absorption.
We now want to prove that there exists a deep connection, known as fluctuation-dissipation
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theorem [24], between this absorption rate, i.e. =mχ(q, ω), and the spectrum of the space-
time correlations between spontaneous density fluctuations. The latter are described by Dynamical
structure factor
S(q, ω)
the so-called dynamical structure factor
S(q, ω) =
1
2pi
∫ +∞
−∞
〈nˆq(t)nˆ−q〉0 eiωtdt =
∑
nm
Pm|(nq)nm|2δ(ω − ωnm) . (1.62)
For ω > 0, S(q, ω) gives the absorption spectrum from a field of frequency ω that couples
linearly to nˆq, while, for ω < 0 it gives the stimulated emission spectrum in the same
field. Before going further we remark that the integral over all frequencies of the dynamical
structure factor equals the average value of nˆqnˆ−q in the equilibrium state, Static structure
factor S(q)
S(q) =
1
N
∫ +∞
−∞
S(q, ω)dω =
〈nˆqnˆ−q〉0
N
, (1.63)
where N is the total number of electrons in the system. This quantity is commonly referred
to as the static structure factor, which we have already encountered in Subsect. 1.1.2.
With the help of the useful formula limη→0 1ω+iη = P 1ω − ipiδ(ω), it is easily verified that
adapting the Lehmann representation (1.48) taking Aˆ = nˆq and Bˆ = nˆ−q one finds the
following relation between =mχ(q, ω) and the structure factor S(q, ω)
=mχ(q, ω) = − pi
~LD
[S(q, ω)− S(−q,−ω)] , (1.64)
which is the specific form of the fluctuation-dissipation theorem to the present case. The
difference S(q, ω)− S(−q,−ω) in Eq. (1.64) eliminates the thermal excitation factors and
yields the intrinsic dissipation spectrum of the fluid, i.e. =mχ(q, ω). From a physical
point of view the existence of a connection between fluctuations [S(q, ω)] and dissipation
[=mχ(q, ω)] is required by the actual maintenance of thermal equilibrium. For, while
dissipation causes an irreversible decay of every observable towards its equilibrium value,
random fluctuations continuously occur as to provide the correct statistical distribution of
the values of the same observable.
For a homogeneous fluid, i.e. with inversion symmetry, and at thermal equilibrium the
structure factor satisfies the condition S(−q,−ω) = exp (−β~ω)S(q, ω) and we can write
Eq. (1.64) as follows
=mχ(q, ω) = − pi
~LD
(
1− e−β~ω
)
S(q, ω) . (1.65)
For T → 0 we obtain S(q, ω) = −~LD/pi Θ(ω) =mχ(q, ω), which expresses, in agreement
with Eq. (1.62), the obvious result that the structure factor vanishes for ω ≤ 0 since the
system is in its ground state at zero temperature. In the opposite limit of high temperature,
i.e. in the classical limit, we find S(q, ω) = −kBTLD/(piω) =mχ(q, ω). From the latter
result and using the Kramers-Krönig relations we have
S(q) = −kBT
n
1
pi
∫ +∞
−∞
=mχ(q, ω)
ω
dω = −kBT
n
χ(q, 0) . (1.66)
Since the (dynamical or static) structure factor can be measured in scattering experiments,
this relation suggests that a diffraction experiment on a classical fluid directly determines
the static response function χ(q, 0).
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As a last remark in this Subsection, we observe that the density-density response function,
in conjunction with the fluctuation dissipation theorem just discussed, has an interesting
application in the calculation of the ground-state energy of the electron liquid. Indeed,
in Subsect. 1.1.2 the ground-state energy was expressed as a coupling-constant integral
of the potential energy per particle εpot, which in turn can be obtained from the static
structure factor via Eq. (1.19). Thus, making use of the fluctuation-dissipation theorem in
the limit of zero temperature, we express the potential energy per particle in terms of the
density-density response function as follows
εpot(rs) =
1
2
∫
dDq
(2pi)D
vq
(
− ~
npi
∫ ∞
0
=mχ(q, ω)dω − 1
)
. (1.67)
In order to carry out this calculation it is convenient to change the path of the frequency
integral from the real to the imaginary axis of the complex frequency plane. It is then
straightforward to verify that, making use of the coupling-constant integration algorithm
described in Subsect. 1.1.2, the ground state energy can be calculated as follows
εgs(rs) = ε0(rs) +
1
2
∫ 1
0
dλ
∫
dDq
(2pi)D
vq
(
− ~
npi
∫ ∞
0
χ(λ)(q, iω)dω − 1
)
, (1.68)
where the response function χ(λ)(q, iω) is calculated on the imaginary frequency axis for
a fictitious electron gas in which electrons interact via the rescaled interaction λvq, with
0 ≤ λ ≤ 1. This result will turn out to be very useful in Subsect. 1.2.5.
1.2.3 Dielectric screening
In this Subsection we want to investigate one of the most important consequences of Coulomb
interactions in electron liquids, i.e. screening. When an electron gas is perturbed by a
time-dependent scalar potential Vext(r, t) its density deviates from the equilibrium value.
This change in density creates an additional Coulomb field Vind(r, t) which is superimposed
to the external field. The total resulting potential seen by a test charge is referred to as the
screened scalar potential and is given by the sum Vsc(r, t) = Vext(r, t) + Vind(r, t), where
Vind(r, t) =
∫
dDr′
e2
|r − r′| δn(r
′, t) . (1.69)
In the limit that the perturbation is weak, we expect linear response theory to be applicable
and the induced density δn(r, t) can be expressed in terms of the density-density response
function of the system as done in Eq. (1.52). Thus, we obtain for the Fourier transform ofDielectric function
the screened potential
Vsc(r, ω) = Vext(r, ω) + Vind(r, ω) =
∫
−1(r, r′, ω)Vext(r′, ω)dDr′ , (1.70)
where
−1(r, r′, ω) ≡ δ(r − r′) +
∫
dDr′′
e2
|r − r′′| χ(r
′′, r′, ω) , (1.71)
is (by definition) the inverse of the scalar dielectric function (r, r′, ω).
The above equations take a much simpler form in the case of a homogeneous electron gas,
when, Fourier-transforming with respect to r − r′, they reduce to the algebraic relation
Vsc(q, ω) =
Vext(q, ω)
(q, ω)
, (1.72)
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where
1
(q, ω)
= 1 + vqχ(q, ω) . (1.73)
Alternatively, the dielectric function can be expressed in terms of the proper density-density
response function χ˜(q, ω) defined in Eq. (1.58), which gives the response of the system to
the screened potential, obtaining
(q, ω) = 1− vqχ˜(q, ω) , (1.74)
so that
χ(q, ω) =
χ˜(q, ω)
(q, ω)
. (1.75)
A few remarks are in order. First of all, the general stability condition (1.49) on the
density-density response function requires that
1
(q, 0)
< 1 , (1.76)
an inequality that only allows for values of (q, 0) either greater than one or less than zero.
In addition, the compressibility sum rule (1.57) can be combined with Eq. (1.73) to yield
lim
q→0
(q, 0) = 1 + vqD(εF) κ
κ0
, (1.77)
which is also known as compressibility sum rule or perfect screening condition: to leading
order in q the potential of the induced polarization charges exactly cancels the external
potential, so that the total electric field vanishes in the bulk of the fluid. This last result
suggests a possible simple approximation, known as Thomas-Fermi approximation, to the Thomas-Fermi
approximationstatic dielectric function (q, 0), which consists in assuming that the compressibility of the
electron liquid coincides with the non-interacting result κ0 and in extending the validity of
Eq. (1.77) to all values of q, i.e. (for D = 3)
TF(q, 0) = 1 +
q2TF
q2
, (1.78)
where qTF =
√
4pie2D(εF) is the Thomas-Fermi (TF) wave vector in 3D. The physical
significance of qTF can be better appreciated if one considers the screened electrostatic
potential induced by a positive point charge e embedded in the electron gas. According to
Eq. (1.72), within the TF approximation the screened potential is
V TFsc (r) = −
∫
d3q
(2pi)3
4pie2
q2 + q2TF
eiq·r = −e
2
r
e−qTFr . (1.79)
Thus the bare long-range Coulomb interaction e2/r is transformed into a screened Yukawa
potential. Clearly within this approximation the impurity potential is completely “screened
out” within a distance of the order of the inverse of the TF wave vector. In Subsection 1.2.5
we shall discuss a better approximation to the (static and dynamical) dielectric function,
which requires the knowledge of the density-density response function of the non-interacting
electron gas. The next Subsection is thus devoted to this particular response function,
known as the Lindhard function.
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Figure 1.5 – Color plot of the imaginary part of the Lindhard function of a 2D (left panel) and
3D (right panel) electron gas as a function of q¯ = q/kF and ω¯ = ~ω/εF. The dashed lines mark the
boundaries of the electron-hole continuum ω±(q) = ~q2/2m± vFq and the separation line |ω−(q)|,
0 ≤ q ≤ 2kF, between different behaviours of =mχ0(q, ω).
1.2.4 The Lindhard function
The calculation of the linear response functions of a fluid of interacting electrons is a very
important, but obviously difficult task. Even after many years of study, and in spite of
much progress, a complete solution to the problem is still lacking. In this Subsection we
address this calculation in the much simpler situation of non-interacting electrons, where
the density-density response function can be evaluated analytically. As we shall point out
in the next Subsection, this information is crucial also to the interacting case, since we
can assume the electrons to approximately respond to the screened potential as an ideal
electron gas.
Although in the case of non-interacting electrons the general result (1.48) is still valid, it is
convenient to take advantage of the simple form of the unperturbed Hamiltonian, which
is diagonal in a given basis of single-particle states aˆ †α |0〉 with energy εα. In this way the
equilibrium average in Eq. (1.44) can be performed with the help of Wick’s theorem [12],
and, taking the Fourier transform with respect to time according to the prescription in
Eq. (1.46), we obtain
χ
(0)
AB(ω) =
∑
α, β
nα − nβ
~ω + εα − εβ + i~η Aαβ Bβα , (1.80)
where Oαβ denotes the matrix element of the operator Oˆ between single-particle states,
i.e. Oαβ = 〈0| aˆα Oˆ aˆ †β |0〉, and nα = {1−exp [(εα − µ)/kBT ]}−1 is the Fermi-Dirac average
occupation of the state α at temperature T and chemical potential µ.
In a homogeneous electron gas the single-particle states are characterized by a wave vector
k and a spin orientation σ. Making use of the simple expression for the matrix elements of
the density fluctuation operators (nq)kσ,k′σ′ = δk,k′−qδσ,σ′ = (n−q)k′σ′,kσ, we immediately
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get for the density-density response function of the non-interacting electron gas
χ(0)nn(q, ω) ≡ χ0(q, ω) =
1
LD
∑
k,σ
nk, σ − nk+q, σ
~ω + εk, σ − εk+q, σ + i~η , (1.81)
which is a function of q = |q| only. As we mentioned above, this response function is known
as the Lindhard function [25] and will henceforth be denoted simply as χ0(q, ω). The
calculation of the seemingly complicated sum in Eq. (1.81) can be done analytically at zero
temperature for D = 1, 2, and 3, and the final expression for χ0(q, ω) can be found in every
textbook on the quantum theory of many-electron systems [12, 22, 26]. For simplicity’s
sake, our discussion will be concerned with the paramagnetic electron gas only. One of the
most relevant features of the Lindhard function is the structure of its imaginary part, a
quantity that, as we have seen in Subsect. 1.2.2, determines the dissipation spectrum and
is related to the dynamical structure factor. At zero temperature =mχ0(q, ω) is in general
given by
=mχ0(q, ω) = − pi
LD
∑
k,σ
[Θ(εk, σ − εF)−Θ(εk+q, σ − εF)] δ(~ω + εk, σ − εk+q, σ) . (1.82)
The combined effect of the theta and delta functions implies that for a given q this expression
differs from zero only in a well defined range of frequencies, which coincides with the possible
excitation frequencies inside the electron-hole continuum introduced in Subsect. 1.1.1
max(0, ω−(q)) ≤ |ω| ≤ ω+ , D = 2, 3 , (1.83)
where ω±(q) = ~q2/2m ± vFq, as before. In addition, we remark that the behaviour of
=mχ0(q, ω) for D = 2 and 3, displayed in Fig. 1.5, is different in the region |ω−(q)| ≤
|ω| ≤ ω+(q) with respect to the region 0 ≤ |ω| ≤ |ω−(q)|. Both the boundaries of the
electron-hole continuum and the separation line between these two regions are marked
with dashed lines in Fig. 1.5. As discussed in Subsect. 1.1.1, in 1D the structure of the
electron-hole continuum is different since we have no low-energy electron-hole pairs, i.e. the
excitation frequencies are restricted to the region |ω−(q)| ≤ |ω| ≤ ω+(q) for all values of q.
Furthermore, =mχ0(q, ω) is independent of frequency inside this region, while it vanishes
outside.
We conclude observing that in the static limit (ω = 0) the Lindhard function is real and Static limit
negative, as expected on general grounds (see Subsect. 1.2.1). Moreover, at T = 0 the static
Lindhard function has a simple analytic form
χ0(q, 0) =
1
LD
∑
k,σ
n0k, σ − n0k+q, σ
εk, σ − εk+q, σ =

−D(εF)
[
1
2 +
q¯2−4
8q¯ ln
∣∣∣ q¯−2q¯+2 ∣∣∣] , D = 3
−D(εF)
[
1−Θ(q¯ − 2)
√
q¯2−4
q¯
]
, D = 2
−D(εF)
[
1
q¯ ln
∣∣∣ q¯+2q¯−2 ∣∣∣] , D = 1
, (1.84)
where n0k, σ = Θ(kF − k) and q¯ = q/kF. The dimensionless function −χ0(q, 0)/D(εF) is
plotted in Fig. 1.6 for D =1, 2, and 3. First of all, we observe that in the long wavelength
limit (q → 0) χ0(q, 0) approaches −D(εF), which is the analog of the compressibility sum
rule (1.57) since in a non-interacting electron gas D(εF) = n2κ0. A second feature implied
by the formulæ in Eq. (1.84) and clearly displayed in Fig. 1.6 is that for q = 2kF the static
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Figure 1.6 – The behaviour of the static Lind-
hard function χ0(q, 0) normalized to its long-
wavelength limit −D(εF) [see Eq. (1.84)] for
D = 1, 2, and 3. Regardless of dimensional-
ity the static density response of the ideal gas
is singular for q = 2kF, even if in two and three
dimensions the singularity appears only in the
derivatives of χ0(q, 0), whereas in one dimension
we have a logarithmic divergence of the function
itself.
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Lindhard function is singular. While for three and two dimensions the singularity only
appears in the derivatives of χ0(q, 0), in one dimension the function itself has a logarithmic
divergence.
1.2.5 Random phase approximation
Perhaps the most popular and historically significant approximation to the problem of
calculating the linear response functions of an interacting many-electron system is the
random phase approximation (RPA) first introduced, via two seemingly different approaches,
by Bohm and Pines [27] in 1953 and by Gell-Mann and Brückner [28] in 1957.
From a physical point of view, RPA consists in assuming the fluid of interacting electrons to
respond as an ideal Fermi gas to the screened potential, so that electron-electron coupling
is allowed only through the classical Coulomb interactions with the induced charges. RPA
therefore amounts to approximating the proper response function (1.58) with the Lindhard
function, i.e.
χ˜RPA(q, ω) = χ0(q, ω) . (1.85)
Accordingly, we can write the RPA density-density response function as follows
χRPA(q, ω) =
χ0(q, ω)
RPA(q, ω)
=
χ0(q, ω)
1− vqχ0(q, ω) , (1.86)
where RPA(q, ω) = 1− vqχ0(q, ω) is the dynamical RPA dielectric function. The numerator
in Eq. (1.86) allows for the continuum of single electron-hole excitations, whereas the
denominator provides screening and is responsible for the existence of collective modes,
i.e. poles of the response function. Fig. 1.7 shows a color plot of the imaginary part of
χRPA(q, ω), which is related to the spectrum of density fluctuations, for D = 2 and 3.Plasmon
Besides the usual electron-hole continuum, at long wavelength the spectrum is completely
dominated by a collective excitation known as plasmon. Since the Lindhard function has
no poles, the plasmon resonance must arise from the vanishing of the denominator in
Eq. (1.86). Thus the plasmon dispersion relation ωp(q) can be obtained solving the equation
RPA(q, ω) = 1 − vqχRPA(q, ω) = 0. In the long wavelength limit we have up to terms of
order q2
lim
q→0
ω2p(q) =

4pine2
m +
3
5q
2v2F + . . . , D = 3
2pine2
m q +
3
4q
2v2F + . . . , D = 2
. (1.87)
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Figure 1.7 – Color plot of the imaginary part of the RPA density-density response function of
a 2D (left panel) and 3D (right panel) electron liquid with rs = 2 as a function of q¯ = q/kF and
ω¯ = ~ω/εF. The dashed lines have the same meaning as in Fig. 1.5. Notice that with respect to the
non-interacting system, in this case the spectrum of density fluctuations is completely dominated,
at long wavelength, by the plasmon resonance (blue solid line) outside the electron-hole continuum.
In agreement with Eq. (1.87), in the limit q → 0 the frequency of the collective mode remains
constant in 3D, or vanishes as √q in 2D.
Thus, as q approaches zero, the frequency of the collective mode remains constant in 3D, or
vanishes as √q in 2D, although in both cases it lies well above the maximum electron-hole
excitation frequency. The plasma modes are undamped in RPA with increasing q till the
dispersion curve meets the electron-hole pair continuum at q = qc. Landau damping of Landau damping
the plasmon starts at this wavenumber, since the momentum and energy of the collective
excitation may then be dissipated by the excitation of an electron-hole pair. However, in a
more refined theory, the damping of the plasmon should start already at terms of order q2,
through decay into two correlated electron-hole pairs.
In addition, we mention that in the small-q limit it is possible to verify [12] that
=mχRPA(q, ω)
∣∣∣∣
plasmon
' −piωp(q)
2vq
δ(ω − ωp(q)) , (1.88)
so that the plasmon peak exhausts the f -sum rule (1.56) up to order q2, i.e. it accounts for
the entire spectral strength in the long wavelength limit.
The static screening in RPA is sensibly different from that obtained within the Thomas-
Fermi theory. Indeed, the discontinuity in the momentum distribution function across
the Fermi surface introduces a singularity in elastic (i.e. ω = 0) scattering processes
with momentum transfer equal to 2kF . This singularity is responsible for an oscillatory
behavior in the RPA screened potential v RPA(r) ∼ cos (2 rkF )/rD. These oscillations, Friedel oscillations
which dominate over the monotonic decreasing behavior of the Thomas-Fermi potential,
are usually called Friedel oscillations. However, the long wavelength limit of RPA(q, 0)
corresponds to the TF dielectric function TF(q, 0) in Eq. (1.78). This implies a serious
violation of the compressibility sum rule (1.77), since the limit limq→0 RPA(q, 0) involves
the ideal-gas compressibility κ0 (i.e. the screening length takes the TF value), whereas
the compressibility obtained from the density dependence of the RPA energy (see below)
26 Chapter 1 - Fundamentals of many-electron systems
behaves reasonably.
The RPA ground-state energy can be evaluated using Eq. (1.68) and the simple expression
for the RPA density-density response function of a fictitious system of electrons with charge
−e√λ, i.e.
χRPA(q, ω;λ) =
χ0(q, ω)
1− λvqχ0(q, ω) . (1.89)
Subtracting the HF ground-state energy, which can be expressed as a coupling-constantRPA correlation
energy εRPAc integral taking as response function in Eq. (1.68) the Lindhard function χ0(q, iω), to the
RPA ground-state energy, we arrive to the following result for the RPA correlation energy
εRPAc = −
~
2pin
∫
dDq
(2pi)D
∫ ∞
0
dω
∫ 1
0
dλ
λv2qχ
2
0(q, iω)
1− λvqχ0(q, iω)
=
~
2pin
∫
dDq
(2pi)D
∫ ∞
0
{vqχ0(q, iω) + ln [1− vqχ0(q, iω)]}dω . (1.90)
The calculation of this RPA correlation energy can be readily carried out for all values of n,
i.e. rs, by numerical means, leading in general to rather inaccurate results with respect to
Monte Carlo calculations. A much better agreement is found for very small values of rs, in
which limit Gell-Mann and Brückner [28] derived an asymptotic expansion (including also
a term from second-order exchange) of the ground-state energy per electron
εgs(rs) =

[
2.21
r2s
− 0.916rs + 0.0622 ln rs − 0.096 +O(rs ln rs)
]
Ryd, D = 3[
1
r2s
− 1.2rs − (0.38± 0.04)− 0.1726 rs ln rs +O(rs)
]
Ryd, D = 2
. (1.91)
In the next Subsection we will see how it is possible to develop a systematic and elegant
description of the linear response of the electron liquid, which preserves the simple mathe-
matical structure of RPA while going far beyond RPA in the treatment of exchange and
correlation effects.
1.2.6 Beyond RPA: local field factors and STLS scheme
Electron-electron interactions are included in RPA only through the contribution of the
polarization charges to the screened potential. The short-range effects due to exchange
and correlations are neglected. On the other hand, because of the exchange-correlation (or
Pauli-Coulomb) hole, the local density of a polarizable electron fluid around an electron
is lower than the average density n. Hence, the Pauli-Coulomb hole has a direct role in
determining the local electric field seen by an electron when an external potential is applied
to the electron fluid. The contribution of the hole represents a “local-field” correction by
analogy with the “local-field” which is met in the Lorentz and Clausius-Mossotti theories of
dielectrics (see the discussion in Ref. [20]).
Thus, to overcome the limitations of RPA in describing the response of interacting electronsEffective potential
to a weak external scalar field Vext,σ(q, ω), it is quite natural to replace the average
electrostatic potential with a local effective potential Veff,σ(q, ω), which is postulated to
be the effective potential seen by a real electron with spin projection σ in an average
sense. In the linear response regime this local effective potential is a linear function of the
polarizations δnσ′(q, ω) of ↑- and ↓-spin electrons
Veff, σ(q, ω) = Vext, σ(q, ω) +
∑
σ′
vq δnσ′(q, ω)−
∑
σ′
vq Gσσ′(q, ω) δnσ′(q, ω) , (1.92)
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where on the right-hand side the first term is the external (spin-dependent) potential, the
second the electrostatic potential of polarization charges (the term retained in RPA), and
the last, featuring the local-field factors (LFFs) Gσσ′(q, ω), contains the corrections to the
effective potential stemming from the interactions between electrons with the same spin,
plus any correlation effects. The dynamical LFFs Gσσ′(q, ω) may be expected to be related
to the dynamical local structure of the fluid. Their frequency dependence is due to the
inertia of the exchange-correlation hole.
In order to calculate the linear response function we assume that the system responds
to the effective potential as a non-interacting electron gas would. Moreover, we consider
the case of a paramagnetic system, in which we can find the following expression for the
effective potential
Veff,↑(↓) =
[1− vq2 (1−G+ −G−)χ0]Vext,↑(↓) + vq2 (1−G+ +G−)χ0Vext,↓(↑)
[1− vq(1−G+)χ0][1 + vqG−χ0] , (1.93)
where we have introduced the following symmetric and antisymmetric combinations of the
many-body LFFs
G+(q, ω) =
G↑↑ +G↑↓
2
; G−(q, ω) =
G↑↑ −G↑↓
2
. (1.94)
Since we are interested in the density response we consider a spin-symmetric potential
Vext, ↑ = Vext, ↓ = Vext , so that the response function χ = χ0(Veff,↑ + Veff,↓)/(Vext,↑ + Vext,↓)
can be written as follows
χ(q, ω) =
χ0(q, ω)
1− vq [1−G+(q, ω)]χ0(q, ω) . (1.95)
Thus only the symmetric many-body LFF G+(q, ω) enters the density response problem
in the paramagnetic case, and we shall henceforth denote it simply as G(q, ω). The RPA
response function is obtained from Eq. (1.95) by taking G(q, ω) ≡ 0. Notice that, from
Eq. (1.95), one obtains the following relation between G(q, ω) and χ(q, ω)
G(q, ω) = 1 +
1
vq
[
1
χ0(q, ω)
− 1
χ(q, ω)
]
, (1.96)
which can in fact be taken as a formal definition of G(q, ω).
The exchange-correlation hole is described at equilibrium by the pair distribution function
g(r), already introduced in Subsect. 1.1.2; if its shape is not strongly affected by the
presence of a weak and slowly varying in time external perturbation, there will be an
approximate relation between G(q) (which is obtained neglecting the frequency dependence
of the dynamical LFF) and g(r), or equivalently, between G(q) and the static structure
factor S(q). One of the simplest, but nevertheless most authoritative, proposal for such a STLS
approximationfunctional relation is the so-called Singwi-Tosi-Land-Sjölander (STLS) approximation [29]:
GSTLS(q) = − 1
n
∫
dDq′
(2pi)D
q · q′
q2
vq′
vq
[
S(|q − q′|)− 1] , (1.97)
which is justified by a classical analogy with the kinetic equations of the electron plasma.
Fig. 1.8 shows the STLS LFF GSTLS(q) as a function of q for both the 2D and 3D electron
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Figure 1.8 – The STLS many-body local field factor as a function of q/kF of an electron liquid
in: a) D = 2 dimensions; b) D = 3 dimensions. The line thickness refers to different values of rs.
Taken from Ref. [20].
liquid at various values of rs, which vanishes as qD−1 in the long-wavelength limit. Remem-
bering that the fluctuation-dissipation theorem (1.65) tells that the dynamical structure
factor is basically the imaginary part of χ(q, ω) and that S(q) is obtained from S(q, ω) by
means of Eq. (1.63), one has the following self-consistent scheme:
S(q)
(1.97)−→ GSTLS(q) (1.95)−→ χ(q, ω) (1.65)−→ S(q) . (1.98)
Some points are needed in order to appreciate the usefulness of such self-consistent procedure.STLS vs RPA
First of all, the pair-correlation function in RPA is negative near r = 0 also at very low rs.
This unphysical result (a negative probability) arises from the fact that RPA neglects all the
short-range effects. In the STLS scheme the pair correlation function is greatly improved:
g(r) remains positive (or very slightly negative) in D = 3 in the so-called metallic range
(1 . rs . 6), while in D = 2 it becomes negative only above rs ' 4. Accordingly, the
correlation energy as calculated within the STLS approximation is in excellent agreement
with the results of QMC simulations (see Tab. 1.3) and exhibits the expected r−1s behaviour,
rather than the unphysical r−3/4s of the RPA. In the excitation spectrum, the most relevant
implication of the STLS scheme is the fact that the calculated coefficient of the q2 term in
the plasmon dispersion relation ω2p(q) is substantially smaller than in RPA [see Eq. (1.87)]
and becomes negative with increasing rs (in 3D this happens for rs ' 5). This effect has
been observed in electron-energy-loss experiments on alkali metals by vom Felde et al. [30].
However, one defect of the STLS approach is that it violates the compressibility sum rule.
Indeed, the compressibility which comes out from the ground-state energy is different
from the one obtained from the small-q behaviour of the dielectric function. Notice that,
making use of Eq. (1.96), the compressibility sum rule (1.57) can be written in terms of the
long-wavelength limit of the static LFF G(q, 0):
lim
q→0
G(q, 0) =
1
n2 vq
(
1
κ0
− 1
κ
)
. (1.99)
The subsequent developments of the theory have mainly aimed at reaching self-consistency
with the compressibility sum rule [31, 32] and at accounting for a frequency dependence of
the LFF [33].
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rs 1 2 5 10 20
STLS −0.124 −0.092 −0.056 −0.036 −0.022
QMC −0.120 −0.090 −0.056 −0.037 −0.023
Table 1.3 – Correlation energy (in Rydbergs) of an unpolarized 3D electron liquid. Taken from
Ref. [20].
1.3 Density functional theory
Density functional theory (DFT) has become in the past few decades one of the most widely
used methods for the calculation of the properties of inhomogeneous electronic systems.
The basic idea, introduced by Hohenberg and Kohn [34] (1964) and further developed by
Kohn and Sham [35] (1965), is that it is possible to describe the ground-state properties of
the system, e.g. the total energy, in terms of the electronic density alone, without explicit
reference to the complicated many-body wave function.
In this Section we give a brief summary of the original version of the Hohenberg-Kohn
theorem [34], which was formulated for local, spin-independent external potentials leading
to a non-degenerate ground state, and then discuss the basic principles of the Kohn-Sham
scheme [35].
1.3.1 The Hohenberg-Kohn theorem
Consider an interacting non-relativistic many-fermion system in an external static scalar
potential vext(r) with an Hamiltonian
Hˆ = Tˆ + Vˆext + Wˆ =
= − ~
2
2m
∑
σ
∫
dDr ψˆ †σ(r)∇2 ψˆσ(r) +
∑
σ
∫
dDr ψˆ †σ(r)vext(r) ψˆσ(r) +
+
1
2
∑
σ,σ′
∫
dDr
∫
dDr′ ψˆ †σ(r)ψˆ
†
σ′(r
′)w(r, r′)ψˆσ′(r′)ψˆσ(r) (1.100)
where w(r, r′) is a generic pair-potential and ψˆ †σ(r) (ψˆσ(r)) is the Schrödinger field operator
which creates (annihilates) a particle in position r with spin σ. Suppose to subject the
system to different external potentials. Let V be a set of local one-particle potentials with
the property that the solution of each eigenvalue problem
Hˆ |φ〉 = (Tˆ + Vˆext + Wˆ ) |φ〉 = E |φ〉 , Vˆext ∈ V (1.101)
leads to a non-degenerate ground-state for a system of N fermions:
Hˆ |Ψ〉 = Egs |Ψ〉 . (1.102)
Collecting the ground-states in the set Ψ, the Schrödinger equation induces a natural map
(which is surjective by construction)
C : V 3 Vˆext −→ |Ψ〉 ∈ Ψ . (1.103)
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In other words, Ψ contains no element which is not associated with some element of V.
Next, for all ground-state wave functions contained in Ψ, it is possible to calculate the
corresponding ground-state density
n(r) = 〈Ψ|
∑
σ
ψˆ †σ(r) ψˆσ(r) |Ψ〉 , (1.104)
establishing a second surjective map
D : Ψ 3 |Ψ〉 −→ n(r) ∈ N , (1.105)
where N is the set of ground-state densities.
We now want to prove that the maps C and D are also injective and thus bijective (i.e. fully
invertible). In both cases the demonstration is by reductio ad absurdum.Reductio
ad absurdum For the map C one has to show that two potentials Vˆ , Vˆ ′ ∈ V always lead to different
ground states |Ψ〉 and |Ψ′〉, provided the potentials differ by more than a constant, i.e. Vˆ 6=
Vˆ ′ + constant (potentials differing by an additive constant are considered equivalent).
Starting from the Schrödinger equations
(Tˆ + Wˆ + Vˆ ) |Ψ〉 = Egs |Ψ〉 and (Tˆ + Wˆ + Vˆ ′) |Ψ′〉 = E′gs |Ψ′〉 , (1.106)
the assumption (against the thesis) |Ψ〉 = |Ψ′〉 gives by subtraction
(Vˆ − Vˆ ′) |Ψ〉 = (Egs − E′gs) |Ψ〉 . (1.107)
Since Vˆ and Vˆ ′ are multiplicative operators, Eq. (1.107) leads to Vˆ − Vˆ ′ = Egs −E′gs, in
contradiction with the hypothesis Vˆ 6= Vˆ ′ + constant, if |Ψ〉 does not vanish on a set of
positive measure. This condition, however, is guaranteed for “reasonably well behaved”
potentials [36], ensuring the validity of our conclusions.
In the case of the map D one shows that |Ψ〉 6= |Ψ′〉 implies n(r) 6= n′(r). The argument
involves the Rayleigh-Ritz variational principle, according to which the inequality
Egs = 〈Ψ| Hˆ |Ψ〉 < 〈Ψ′| Hˆ |Ψ′〉
= 〈Ψ′| (Hˆ′ + Vˆ − Vˆ ′) |Ψ′〉 = E′gs +
∫
n′(r)[v(r)− v′(r)] dDr (1.108)
is strictly satisfied. Interchanging the primed and unprimed variables we also obtain
E′gs < Egs +
∫
n(r)[v′(r)− v(r)] dDr . (1.109)
Addition of the two inequalities with the assumption (against the thesis) n(r) = n′(r) leads
to the obvious contradiction
Egs + E′gs < Egs + E
′
gs , (1.110)
and one concludes that the map D must be injective.
First statement of the Hohenberg-Kohn theorem
The ground-state expectation value of any observable Oˆ is a unique functional of the exact
ground-state density:
〈Ψ[n]| Oˆ |Ψ[n]〉 = O[n] . (1.111)
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This follows immediately from the fact that unique inversion of the map D is possible
D−1 : N 3 n(r) −→ |Ψ[n]〉 ∈ Ψ . (1.112)
The physical implication of such a statement if profound: in principle the calculation of
any observable needs the knowledge of the many-body wave function which is a function of
the spatial coordinates {ri} and spin orientations {σi} of all the electrons in the system.
The previous statement says that a “simple” one-body function, the density n(r), is instead
sufficient. Moreover, the full inverse map (CD)−1 tells that knowledge of the ground-state
density determines the external potential (to within a trivial constant), and thus, as the
kinetic energy and the interparticle potential are specified, the full Hamiltonian.
Second statement of the Hohenberg-Kohn theorem
The exact ground-state density can be determined by minimization of the functional
Ev0ext(r)[n] ≡ 〈Ψ[n]| Tˆ + Vˆ
0
ext + Wˆ |Ψ[n]〉 (1.113)
where Vˆ 0ext is the external potential of a specific system with ground-state density n0(r) and
ground-state energy E0. In short
E0 = min
n∈N
Ev0ext(r)[n] . (1.114)
Notice that the map D−1 does not depend on the external potential of the particular system Hohenberg-
Kohn universal
functional
FHK[n]
under consideration. Thus, writing
Ev0ext(r)[n] = FHK[n] +
∫
dDr v0ext(r)n(r) (1.115)
with
FHK[n] ≡ 〈Ψ[n]| Tˆ + Wˆ |Ψ[n]〉 , (1.116)
it is possible to state that the functional FHK[n] is universal, i.e. independent of Vˆ 0ext. This
means, for example, that FHK[n] is the same density functional for atoms, molecules and
solids since Wˆ , in all cases, is the Coulomb repulsion between the electrons.
However, the Hohenberg-Kohn theorem only sets the stage: it does not tell us how to
construct the formal map D−1 or the universal functional FHK[n]. In view of the complexity
of the many-body problem at hand, one would expect that explicit construction is only
possible in some (hopefully adequate) approximation. An ingenious alternative approach,
originally invented by Kohn and Sham, is presented in the next Subsection.
1.3.2 The Kohn-Sham scheme
The variational theorem of Hohenberg and Kohn allows the determination of the exact
ground-state density of a specified many-body system. Possible advantages of a replacement
of the direct variation with respect to the density by the intermediary of an orbital picture
were first emphasized by Kohn and Sham [35].
Let us consider an auxiliary system of N non-interacting particles described by the Hamil-
tonian
Hˆs = Tˆ + Vˆs . (1.117)
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According to the Hohenberg-Kohn theorem, there exists a unique energy functional
Es[n] = Ts[n] +
∫
dDr vs(r)n(r) , (1.118)
for which the variational equation
δEs[n]
δn(r)
= 0 (1.119)
yields the exact ground-state density ns(r) corresponding to vs(r). Tˆs denotes the uni-
versal kinetic energy functional of non-interacting particles. The central assertion used
in establishing the Kohn-Sham scheme is: for any interacting system, there exists a local
single-particle potential vs(r) such that the exact ground-state density of the interacting
system equals the ground-state density of the auxiliary problem, i.e.
n(r) = ns(r) . (1.120)
If the ground-state of Hˆs is nondegenerate, the ground-state density ns(r) [and thus n(r)]
possesses a unique representation
n(r) =
N∑
i=1
|φi(r)|2 (1.121)
in terms of the lowest N single-particle orbitals obtained from the Schrördinger equation(
− ~
2
2m
∇2 + vs(r)
)
φi(r) = εiφi(r) , ε1 ≤ ε2 ≤ ... (1.122)
The case of a degenerate level εN is discussed in detail in Ref. [36].
Once the existence of a potential vs(r) generating a given density n(r) via Eqs. (1.121) and
(1.122) is assumed, uniqueness follows from the Hohenberg-Kohn theorem. Thus the single-
particle orbitals in (1.122) and the non-interacting kinetic energy Ts are unique functionals
of the density n(r). Given a particular interacting system with external potential v0ext(r)
and ground-state density n0(r), the single-particle Kohn-Sham potential which generates
n0(r) via Eqs. (1.121) and (1.122) is [36]
vs,0(r) = v0ext(r) + vH,0(r) + vxc([n0]; r) , (1.123)
where the Hartree potential vH,0(r) is given by
vH,0(r) =
∫
dDr′w(r, r′)n0(r′) , (1.124)
while the exchange-correlation potential vxc([n0]; r) is given by:Exchange-
correlation
potential
vxc([n0]; r) ≡ δExc[n]
δn(r)
∣∣∣∣
n0(r)
. (1.125)
Here, the exchange-correlation energy functional Exc[n] is formally defined by
Exc[n] ≡ FHK[n]− 12
∫
dDr
∫
dDr′n(r)w(r, r′)n(r′)− Ts[n] . (1.126)
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We notice that, by construction, vxc([n0]; r) is a local potential, even though its functional
dependence on the density is non-local.
The previous definition comes from a special decomposition (usually called the Kohn-Sham Kohn-Sham
decompositiondecomposition) of the Hohenberg-Kohn ground-state energy functional given in Eq. (1.115):
EKSv0ext(r)
[n] = Ts[n] +
∫
dDr v0ext(r)n(r) + EH[n] + Exc[n] , (1.127)
the Hartree contribution being defined by
EH[n] ≡ 12
∫
dDr
∫
dDr′n(r)w(r, r′)n(r′) . (1.128)
Equations (1.121) and (1.122) with the potential (1.123) represent the classic Kohn-Sham
scheme. As it incorporates the description of the correlation effects, it goes far beyond the
HF approximation and offers the distinctive advantage of being a local and conceptually
exact scheme. We remark that, since the single-particle potential (1.123) depends on the
density, the whole set of equations has to be solved self-consistently. Once the density n(r)
is known, the ground-state energy can be computed as follows
E0 =
N∑
i=1
εi − 12
∫
dDr
∫
dDr′w(r, r′)n(r)n(r′)−
∫
dDr vxc(r)n(r) +Exc[n] , (1.129)
which is not simply the sum of the N lowest-lying eigenvalues of the Kohn-Sham equation.
1.3.3 The local density approximation
The formal definition of the exchange-correlation energy functional Exc[n], provided in
Eq. (1.127), would be of no practical use, unless workable approximations can be given.
Among them, the most popular is the local density approximation (LDA), which is par-
ticularly justified in systems with reasonably slowly varying spatial density. The LDA
expression for the exchange-correlation energy functional is given by
ELDAxc [n] =
∫
dDr εxc(n(r)) n(r) , (1.130)
where εxc(n) is the exchange-correlation energy per particle of the homogeneous electron
liquid at density n (see Subsect. 1.1.2). The corresponding exchange-correlation potential is
vLDAxc (r) =
∂[nεxc(n)]
∂n
∣∣∣∣
n=n(r)
. (1.131)
Perhaps the most remarkable fact about the LDA is that, when used in the Kohn-Sham
equation, it works reasonably well even in systems such as atoms, molecules, and metal
surfaces, in which the density is definitely not slowly varying. The reason for the success of
the LDA is that the approximation (1.130) respects the most important (from the energetic
point of view) property of the exchange-correlation hole, namely, its global strength, which
is given by the sum rule ∫
[g(r, r′)− 1] n(r′)dDr′ = −1 . (1.132)
The LDA satisfies this sum rule simply because the xc hole of the homogeneous electron
liquid satisfies it in its own right.

Chapter
2
Homogeneous
Graphene
This Chapter is devoted to the properties of graphene in the absence of disorder, i.e. to
homogeneous graphene. This terminology stems from the fact that at low energies graphene
can be described by a continuum model which neglects the inhomogeneities related to the
presence of a lattice and thus satisfies translational invariance (similarly to the jellium
model of Chapter 1, although with a different kinetic term in the Hamiltonian). We start
by reviewing the single-particle band structure of this carbon-based crystal within the tight-
binding approximation, giving remarkable attention to symmetry and group theory. We
then present the most important experiments which demonstrated the existence of graphene
and its unusual properties. These discoveries are at the origin of the current extraordinary
theoretical and experimental work on this new material. In Sect. 2.3 we introduce an effective
model describing graphene at low energies and report on the main results concerning the
density-density response function for both the non-interacting system and the interacting
one within RPA. Next we make use of this information to evaluate the RPA ground-state
energy and consequently the charge and spin susceptibilities, underlying the main differences
with respect to ordinary two-dimensional electron systems (see Chapter 1). We conclude
this Section with a brief summary of the Fermi liquid properties of graphene at finite doping.
Finally, in the last Section of this Chapter, we illustrate our proposal to realize artificial
graphene patterning a two-dimensional electron gas with a long-wavelength external periodic
potential and provide theoretical evidence for the occurrence of massless Dirac fermions.
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Figure 2.1 – Two-dimensional honeycomb crystal structure of graphene, made out of two inter-
penetrating triangular lattices, comprising A-type (red) and B-type (blue) atoms respectively. The
vectors a1, a2 are a possible choice for the primitive lattice vectors of the underlying triangular
Bravais lattice. The grey-shaded region represents the corresponding unit cell. The vectors dA and
dB indicate the position of the two atoms of the crystal structure basis within a unit cell.
2.1 Band structure of graphene
In this Section we want to investigate the electronic properties of graphene in the single-
particle approximation. As previously mentioned in the Introduction, graphene is a 2D
crystal of carbon atoms and can be thought of as a single layer of 3D graphite. Since
the distance between nearest atoms in a single plane of graphite (a = 1.42 Å) is much
smaller than the distance between nearest atoms in different planes (c/2 = 3.35 Å), the
layers are loosely bound between each other through weak van der Waals-like interactions.
Consequently, to a good degree of approximation one can neglect the interaction between
different planes and describe the properties of graphite within a 2D model. This explains2D model of
graphite why the first paper on graphene band structure appeared in 1947 by P.R. Wallace [37],
where graphene studies served him as a starting point to the study of graphite. At that
time, i.e. soon after World War II, there was a great attention to graphite, owing to its
usage in nuclear reactors, and other interesting articles followed this initial work, such as
those in Refs. [38–40] , and we shall follow mainly these in this review of the band structure
of graphene.
2.1.1 Group theoretical description of graphene
The crystal structure of graphene consists of hexagons with vertices occupied by carbon
atoms, as shown in Fig. 2.1. As it is well-known [41], this 2D honeycomb structure is not
a Bravais lattice but can be decomposed into two interpenetrating triangular sublattices
(represented with different colours, red and blue, in Fig. 2.1). Otherwise stated, the crystal
structure of graphene can be seen as a triangular lattice with a basis of two carbon atoms
per unit cell, usually designated A and B in the literature.
The position of a generic atom rnν is determined by the translation vector of the primitive
cell to which it belongs, tn 1, and the position dν of the atom of its type (ν =A, B) within
1Please note that the index n is needed only to distinguish the lattice vectors but has no other meaning.
2.1 Band structure of graphene 37
Figure 2.2 – Two-dimensional reciprocal lat-
tice of graphene spanned by the two reciprocal
lattice vectors b1 and b2. The first Brillouin
zone is highlighted in light green and the po-
sitions of the high-symmetry points Γ, M, K,
and K′ are also reported. For completeness,
we give the orientation of the coordinate axes
as well.
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rnν = tn + dν . (2.1)
Here the lattice vector tn is a combination of two primitive translation vectors tn = `a1+pa2,
`, p being two integers. With the choice of coordinate axes of Fig. 2.1 the primitive lattice Primitive lattice
vectorsvectors are
a1 =
a
2
(3,
√
3) , a2 =
a
2
(3,−
√
3) , (2.2)
where a = 1.42 Å is the carbon-carbon distance.
The positions of the two inequivalent atoms within a unit cell are
dA = (a, 0) , dB = (−a, 0) . (2.3)
The reciprocal lattice vectors b1, b2, satisfying the conditions ai · bj = 2piδij , i, j = 1, 2, are Reciprocal
lattice vectors
b1 =
2pi
3a
(1,
√
3) , b2 =
2pi
3a
(1,−
√
3) . (2.4)
The corresponding reciprocal lattice is a triangular lattice with a hexagonal Brillouin zone
(BZ) reported in Fig. 2.2. Of particular importance for the physics of graphene are the
two inequivalent points, conventionally denoted by K and K′, at the corners of the BZ.
These are named Dirac points for reasons that will become clear later. The positions in
momentum space of these points and of other high-symmetry points, M and Γ (see Fig. 2.2), High-symmetry
pointsare given by
K =
2pi
3a
(1, 1/
√
3) , K ′ =
2pi
3a
(1,−1/
√
3) , (2.5a)
Γ = (0, 0) , M =
2pi
3a
(1, 0) . (2.5b)
We now want to describe the symmetry operations which constitute the point group of
the graphene structure. In order to avoid misunderstandings due to the use of different
notations, we report in Table 2.1 the description of the main symmetry transformations
together with the symbols adopted in the following to denote them [42]. First of all, it is
important to notice [39] that the treatment can be greatly simplified locating the origin at
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Symbol Symmetry transformation
E Identity transformation.
C ln Rotation through an angle 2pil/n about a n-fold rotation axis.
Ca Rotation through pi about the axis a.
σh/v Reflection through a horizontal (h) or vertical (v) plane with
respect to a given axis.
I Inversion, i.e. rotation through pi about an axis followed by
reflection in the plane perpendicular to the axis.
Table 2.1 – Symbols and description of the main symmetry transformations referred to in the text.
the centre of a hexagon as done in Fig. 2.1, in opposition to different choices which require
the introduction of fractional translations [40, 43].
The most evident symmetry operations are the identity and the rotations C l6, l = 1, . . . , 5
about a six-fold axis, orthogonal to the xy plane of graphene, that we take as z axis. The
existence of a six-fold axis (and thus of inversion symmetry, see below) is due to the identity
of the two atoms in the basis and it is at the heart of the absence of a gap in graphene energy
spectrum, as we will see in the next Subsection. In other hexagonal crystals, e.g. boron
nitride BN, the inequivalence of the atoms in the basis brings to a reduction of the symmetry
of the crystal (in this case the z axis is only three-fold and inversion symmetry is lost) and
a gap opens.
In addition, we have a system of six two-fold axes at right angle to the z axis, with six
associated rotations: Ca, Cb, Cc, Ca′ , Cb′ , and Cc′ . These two-fold axes lie along the
diagonals of the hexagon (a, b, and c) or along its apothems (a′, b′, and c′), as shown in
Fig. 2.3.
These twelve operations
D6 = {E, C6, C26 , C36 = Cz, C46 , C56 , Ca, Cb, Cc, Ca′ , Cb′ , Cc′} (2.6)
constitute a group, known as the Dihedral group D6. This group is not abelian and itsDihedral group
D6 elements can be divided into six classes
{E} , {C26 , C46} , {Ca, Cb, Cc} ,
{Cz} , {C6, C56} , {Ca′ , Cb′ , Cc′} .
(2.7)
Finally we observe that, because of the 2D nature of the crystal structure, we have a
further obvious symmetry operation: reflection in the xy plane, σh 2. If we adjoin σh to
the group D6, the product of σh with the rotation around any of the six two-fold axis
gives the reflection in the vertical plane through the axis. Thus the adding of a horizontal
plane of symmetry leads to six vertical reflection planes with six corresponding operations
σv. The new group is denoted by D6h and it is the point group of graphene. This groupPoint group of
graphene: D6h contains twenty-four elements:
• 12 pure rotations from D6,
• 6 reflections σv in as many vertical planes,
2The subscript h refers to the orientation of the reflection plane with respect to the principal six-fold
rotation axis, i.e. the z axis.
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xy
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b′
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a
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c
Figure 2.3 – The system of six two-fold axes in the xy plane of graphene. Three of them (a, b,
and c) lie along the diagonals of the hexagon, while the other three (a′, b′, and c′) lie along its
apothems. The different colours (red and blue) refer to the different classes in which the symmetry
operations associated with these axes are grouped [see Eq. (2.7)].
• 6 rotation-reflections, C l6σh.
Moreover, among the possible rotation-reflections we have the operation
Czσh = I , (2.8)
which means that inversion is a possible symmetry operation. As previously mentioned,
this is a consequence of the presence of a even-order (six) principal rotation axis and, in
the end, of the equivalence of the two carbon atoms in the unit cell.
Since σh and I commute with all the elements of the group, we may write D6h as the direct
product of the groups D6 and Cs = {E,σh} or D6 and Ci = {E, I}
D6h = D6 ⊗ Cs = D6 ⊗ Ci . (2.9)
In particular, exploiting the following relations
C6 = I σh C46 , C
5
6 = I σh C
2
6 , Ck′ = I σh Ck for k = a, b, c , (2.10)
we can write the elements of D6h in the following form
D6h = {E, C26 , C46 , Ca, Cb, Cc, σh, σhC26 , σhC46 , σhCa, σhCb, σhCc,
same elements multiplied by I} . (2.11)
The number of classes in D6h is just twice the number in D6, i.e. twelve. First we have all
the classes of D6 in Eq. (2.7), and then the classes obtained by multiplying each element
by I (or σh). In Table 2.2 we report the characters of the irreducible representations of
D6h. To classify the electronic states at a given k point in the Brillouin zone we must
consider the irreducible representations of the little group of k whose basis functions are
Bloch functions of the k vector [44]. Since the group under investigation is symmorphic, the
irreducible representations of the group of k at symmetry points are simply obtained from
the irreducible representations of the small point group of k. The irreducible representations
at the symmetry points Γ, M and K are given in Table 2.2, 2.3, and 2.4 respectively. The
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Point Γ E C26 (2) Ca (3) σh σhC26 (2) σhCa (3)
Multiply
all elements
by I
Γ+1g 1 1 1 1 1 1
Repeat
the same
characters
Γ+2g 1 1 -1 1 1 -1
Γ+3g 2 -1 0 2 -1 0
Γ−1g 1 1 1 -1 -1 -1
Γ−2g 1 1 -1 -1 -1 1
Γ−3g 2 -1 0 -2 1 0
Γ+1u 1 1 1 1 1 1
Multiply all
characters
by −1
Γ+2u 1 1 -1 1 1 -1
Γ+3u 2 -1 0 2 -1 0
Γ−1u 1 1 1 -1 -1 -1
Γ−2u 1 1 -1 -1 -1 1
Γ−3u 2 -1 0 -2 1 0
Table 2.2 – Characters of the irreducible representations of the point group of graphene, D6h =
D6 ⊗ Ci. The group coincides with the small point group of the point Γ in the Brillouin zone (see
Fig. 2.2). Since elements belonging to the same class have equal characters, the characters are
given only for a single representative element in each class. The number in parenthesis beside each
symmetry operation denotes the number of elements in the same class if different from one. The
subscripts g and u label representations even and odd under the operation I, respectively. The
superscripts + and − indicate representations even and odd with respect to σh.
Point M E Cb σh σhCb
Multiply
all elements
by I
M+1g 1 1 1 1
Repeat
the same
characters
M+2g 1 -1 1 -1
M−1g 1 1 -1 -1
M−2g 1 -1 -1 1
M+1u 1 1 1 1
Multiply all
characters
by −1
M+2u 1 -1 1 -1
M−1u 1 1 -1 -1
M−2u 1 -1 -1 1
Table 2.3 – Characters of the irreducible representations of the small point group of the point M
in the Brillouin zone of graphene (see Fig. 2.2), D2h = D2 ⊗ Ci. Since the group is abelian, each
element forms a class by itself and the characters are given for every symmetry operation in the
group. The meaning of the subscripts g and u and of the superscripts + and − is the same as in
Table 2.2.
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Point K E C26 (2) Ca′ (3)
Multiply
all elements
by σh
K+1 1 1 1 Repeat
the same
characters
K+2 1 1 -1
K+3 2 -1 0
K−1 1 1 1 Multiply all
characters
by −1
K−2 1 1 -1
K−3 2 -1 0
Table 2.4 – Characters of the irreducible representations of the small point group of the point K
in the Brillouin zone of graphene (see Fig. 2.2), D3h = D3 ⊗Cs. The characters are given only for a
single representative element in each class as in Table 2.2. The meaning of the superscripts + and
− is the same as in Table 2.2.
irreducible representations have been classified according to their behaviour under reflection
in the horizontal plane: a superscript + (−) indicates a representation even (odd) with
respect to σh. At the symmetry points Γ and M inversion symmetry allows us to give a
further distinction between even (g) and odd (u) representations under this operation 3.
2.1.2 Tight-binding approximation
The tight-binding (TB) approximation, first suggested by Bloch in 1928 [45], relies on the
assumption that the crystal wave function can be written as a linear combination of atomic
orbitals (LCAO).
Since we have discrete translational symmetry, the wave function must satisfy the Bloch
theorem [41] and this suggests our taking as basis functions the Bloch sums Bloch sums
Φ(ν)m (r;k) =
1√
N
∑
n
eik·rnνφ(ν)m (r − rnν) , (2.12)
where N is the number of primitive cells in the crystal, φ(ν)m (r − rnν) is an atomic orbital
of type m centered on an atom in the position rnν (see Subsect. 2.1.1 for the definition of
rnν), and ν runs over the atoms in the unit cell.
In the the single-particle picture the TB Hamiltonian of the crystal can be written in the
form
Hˆ =
p2
2m
+
∑
n,ν
V (a)(r − rnν) , (2.13)
where V (a)(r−rnν) is an atomic-like potential centered at rnν . Solving the time-independent
Schrödinger equation corresponding to this Hamiltonian in the subspace spanned by the
Bloch functions (2.12) is equivalent to solving the following secular equation
det |Hmν,m′ν′(k)− En(k)Smν,m′ν′(k)| = 0 , (2.14)
3The meaning of the subscripts g and u stems from the german words gerade and ungerade for even and
odd respectively.
42 Chapter 2 - Homogeneous graphene
Vssσ
Sssσ
Vspσ
Sspσ
−+
−+
Vppσ
Sppσ
− +
−
+ Vpppi
Spppi −
+
Figure 2.4 – Pictorial representation of the independent two-center (interaction and overlap)
integrals concerning s and p atomic wave functions. The sign of the bottom left integral is taken as
in Ref. [47].
where En(k) is the n-th energy band at the point k (to be determined), Hmν,m′ν′(k) are
the matrix elements of the crystal Hamiltonian (2.13) between Bloch sums and Smν,m′ν′(k)
are the elements of the overlap matrix; namely
Hmν,m′ν′(k) = 〈Φ(ν)m (r;k)| Hˆ |Φ(ν
′)
m′ (r;k)〉 ;
Smν,m′ν′(k) = 〈Φ(ν)m (r;k)|Φ(ν
′)
m′ (r;k)〉 .
(2.15)
The translational invariance of the Hamiltonian (2.13) together with the property that the
atomic orbital φ(ν)m (r) is an eigenfunction of the atomic Hamiltonian with energy εm, allows
us to write
Hmν,m′ν′(k) = εmδm,m′δνν′ + Imm′δνν′
+
∑
rnµ 6=0
eik·rnµ
∫
d2r φ(ν)∗m (r)V
′(r)φ(ν
′)
m′ (r − rnµ) , (2.16)
where V ′(r) denotes the sum of all the atomic potentials of the crystal, with the exception of
the contribution of the atom at the origin, and Imm′ are the so called crystal field integrals,
Imm′ =
∫
d2rφ(ν)∗m (r)V
′(r)φ(ν)m′ (r) , (2.17)
which are usually neglected because in most cases they simply produce a rigid shift of the
energy bands En(k) without affecting their dispersion [46].
In order to simplify the calculations, let us introduce two further approximations. First ofFirst-neighbour
and two-center
approximations
all, we invoke the localized nature of the atomic orbitals, so that we can limit the sum in
Eq. (2.16) to first-neighbour contributions. Moreover, we assume that integrals involving
three different centers are negligible, i.e. we adopt the so called two-center approximation.
In this way everything is reduced to the calculation of integrals of the form∫
d2r φ(ν)∗m (r)V
(a)(r − δi)φ(ν
′)
m′ (r − δi) , (2.18)
where the vector δi indicates the position of a nearest neighbour atom. These two-center
integrals can be expressed in terms of a small number of independent integrals, which are
evaluated either analytically, numerically or semi-empirically.
In the case of graphene, we have to consider all Bloch sums corresponding to valence
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Figure 2.5 – The vectors δ1, δ2 and δ3 indicate
the position of the first neighbours for an A-type
atom. The dashed circumferences emphasize
the distance to first, second and third nearest
neighbours, respectively.
δ1
δ2
δ3
atomic orbitals of carbon , i.e. 2s, 2px, 2py, and 2pz orbitals, with z referring to the
direction orthogonal to the plane of carbon atoms, as before. Since we have to consider
Bloch functions centered at each sublattice, the Hamiltonian matrix should be a 8 × 8
matrix. Nevertheless, from group theory we know that at a general point k the Bloch
functions derived from s, px and py atomic functions never mix with the Bloch function pz
because of the symmetry operation of reflection through the xy plane. We can thus classify
the energy states as even or odd with respect to this transformation; the former give rise to
the so-called σ-bands and the latter to the so-called pi-bands. Moreover, the problem is pi- and σ-bands
decomposed into two decoupled subproblems and, instead of diagonalizing a single 8× 8
matrix, we have to cope separately with a 2 × 2 matrix (pi-bands) and a 6 × 6 matrix
(σ-bands). Further simplifications may occur at high-symmetry points in the BZ [43].
For graphene, i.e. involving only s- and p-type orbitals, the set of independent two-center
interaction integrals, called Slater-Koster integrals [48], consists of four integrals denoted Slater-Koster
integrals
for graphene
by
Vssσ, Vspσ, Vppσ, Vpppi .
4 (2.19)
The first two indices refer to the kind of atomic orbitals appearing in the integral, while the
third one specifies the symmetry of the overlap between them (σ means even under reflection
through the plane of the carbon atoms, while pi means odd under the same transformation).
A pictorial representation of the space arrangement of the orbitals involved is given in
Fig. 2.4. We now discuss separately the calculation of pi- and σ-bands.
pi bands
As mentioned before, in this case the Hamiltonian is a 2× 2 matrix and the basis functions
are Bloch sums corresponding to px orbitals centered at A- and B-type atoms. In the
first-neighbour approximation the diagonal elements of the Hamiltonian are simply HAA =
HBB = εp, where εp is the orbital energy of a 2p level in carbon. For the off-diagonal
element HAB(k) = H∗BA(k), we must consider the three nearest-neighbour B-type atoms
relative to an A-type atom, whose position is determined by the vectors (see Fig. 2.5)
δ1 = (a, 0) , δ2 =
a
2
(−1,
√
3) , δ3 = −a2(1,
√
3) . (2.20)
Setting for simplicity Vpppi = t, we find
4It is important to notice that a similar treatment can be followed in the discussion of the elements
of the overlap matrix, leading to the identification of four independent two-center overlap integrals: Sssσ,
Sspσ, Sppσ, and Spppi (see Fig. 2.4).
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Figure 2.6 – Theoretical tight-binding pi-bands
of graphene, based on third-nearest-neighbour
calculations due to Reich et al. [49] . The 3D
view emphasizes the presence of Dirac cones at
the inequivalent points K and K′ in the Brillouin
zone. Adapted from Ref. [50].
HAB(k) = t(eik·δ1 + eik·δ2 + eik·δ3)
= t
[
eikxa + 2e−ikxa/2 cos(
√
3
2
kya)
]
≡ tf(k) . (2.21)
Analogously, for the overlap integral matrix we have SAA = SBB = 1 and SAB(k) =
S∗BA(k) = sf(k), with s = Spppi. Thus the explicit forms for H(k) and S(k) can be written
as
H(k) =
(
εp tf(k)
tf∗(k) εp
)
, S(k) =
(
1 sf(k)
sf∗(k) 1
)
(2.22)
Solving the secular equation det |H − ES| = 0, one obtains the two energy bandspi-band
dispersion
E±(k) =
εp ∓ t|f(k)|
1∓ s|f(k)| , (2.23)
where the + signs in the numerator and denominator go together giving the bonding pi
energy band E−(k), and likewise for the − signs, which give the anti-bonding pi∗-band
E+(k), while the modulus |f(k)| is given by
|f(k)| =
√
3 + 2 cos(
√
3kya) + 4 cos(
3
2
kxa) cos(
√
3
2
kya) . (2.24)
In Fig. 2.6 the energy dispersion relations of graphene pi-bands are shown throughout
the BZ, as obtained from more sophisticated TB calculations [49] including second- and
third-nearest-neighbour interactions (see Fig. 2.5). In order to reproduce first principles
calculations, the best choice of parameters in Eq. (2.23) would be t ≈ 3 eV and s ≈ 0.129 [47].
The upper half of the energy dispersion surfaces describes the pi∗-energy anti-bonding band,
and the lower half is the pi-energy bonding band. The two bands are degenerate at the
points K and K′. Since there are exactly two pi electrons per unit cell in a neutral graphene
sheet, the bonding pi-band is fully occupied (particles), while the pi∗-band is completely
empty (holes) and the Fermi level lies at the degeneracy point of pi and pi∗ bands. This
makes neutral graphene a zero-gap semiconductor.
We now turn to the problem of finding a low energy Hamiltonian for graphene near the
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Fermi level. In order to simplify the discussion, we choose εp as the zero of energy and
take s = 0, i.e. we neglect the overlap between orbitals centered at nearest-neighbour
atoms, which is a commonly used approximation for the electronic structure of graphene.
When s = 0, the pi and pi∗ bands in Eq. (2.23) become symmetrical around zero, i.e. we
have a particle-hole symmetry which can be broken also by second-nearest-neighbour
interaction. Expanding the Hamiltonian H(k+K(K ′)) in Eq. (2.22) to first order in kx
and ky, components of the wave vector measured from the Dirac point K (K ′), one finds
H(k) = ~vF
(
0 λkx − iky
λkx + iky 0
)
= ~vF(λσxkx + σyky) , (2.25)
where vF = 3|t|a/(2~) ≈ 1× 106 m/s is the so called Fermi velocity, σi, i = x, y, are two
Pauli matrices and λ = 1 is associated with K, while λ = −1 with K ′. The eigenvectors
are
ψ±(k) =
1√
2
(
e−iλθk
±eiλθk
)
(2.26)
where θk = arctan(kx/ky) is the angle in momentum space between k and the positive x
direction, and the corresponding eigenvalues are E± = ±~vFk, respectively.
Figure 2.7 – Constant energy contours close to
the K point of the TB pi-band of graphene in the
first-neighbour approximation [Eq. (2.23), with
s = 0]. The black solid lines join the central K
point to the nearest K′ points (out of the figure).
The contours, initially isotropic around K, undergo
a trigonal warping as we move away from the Dirac
point, due to higher order terms in kx and ky, as
reported in Eq. (2.27). The same considerations
apply also to the pi∗-band owing to the particle-
hole symmetry in the case s = 0.
Thus, close to the points K and K′ in the BZ
the energy dispersion is conical and isotropic
(see Fig. 2.6) and the low-energy effective
Hamiltonian is a massless Dirac-like Hamil-
tonian where the role of the speed of light is
played by the Fermi velocity vF ≈ c/300
(eventually the name Dirac points, used
referring to the points K and K′, is ex-
plained). Hence, the low-energy quasiparti- Massless
Dirac
Fermions
cles in graphene can be interpreted as Mass-
less Dirac Fermions (MDFs), and described
by a spinor wave function in which the
spin degree-of-freedom is substituted with
a sublattice degree-of-freedom, regarded as
a pseudospin. It is important to notice that Pseudospin,
chirality and
Berry phase
the Hamiltonian eigenstates near the Dirac
points in Eq. (2.26) are neither pseudospin-
up nor pseudospin-down states, but have
rather a definite projection of the pseu-
dospin along the momentum direction. This
property says that the low-energy states of
the system have a well defined chirality or
helicity. Indeed, Eq. (2.25) implies that, for
instance near the K point, particles (holes)
have a positive (negative) helicity, i.e. have
a pseudospin σ pointing parallel (anti-parallel) to the momentum k. An alternative view
on the origin of the chirality in graphene is based on the concept of Berry phase. If we let
the wave vector k perform a close contour around a Dirac point, the phase θk in Eq. (2.26)
is rotated by 2pi but the wave function changes sign, indicating an additional geometric
phase φ = pi. We remark that the presence of degeneracy points at the corners at the BZ
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comes from the existence of two-dimensional representations of the little group of K and
K′ (see Table 2.4), i.e. from the symmetry requirement that the carbon sites A and B in
the hexagonal lattice be equivalent to each other. Moreover, Slonczewski and Weiss [39]
proved that the linear dispersion of the bands together with the Dirac-like expression of the
low-energy Hamiltonian can be derived using simple group theoretical arguments applied
to k · p perturbation theory [46, 51]. Thus, symmetry plays a very important role in the
electronic properties of graphene and this suggests the possibility to engineer artificial
graphene modulating a 2D electron gas (2DEG) with a periodic potential with honeycomb
(or triangular) symmetry, as we will see in Sect. 2.4.
Despite its simplicity and usefulness, it is worth noting that the MDF model describes the
excitations in graphene only as far as the pi-energy bands can be assumed conical, i.e. in
small regions in momentum space around the Dirac points and in an energy range close to
the degeneracy energy. For instance, to second order in kx and ky, the energy bands in
Eq. (2.23), with εp = s = 0, become
E±(k) = ±~vFk
[
1− 1/4 ka sin(3θk)
]
, (2.27)
which are no longer conical nor isotropic, due to the term sin(3θk) that leads to a trigonal
warping of the bands (see Fig. 2.7). Thus, it is necessary to introduce a momentum spaceMomentum
space cut-off cut-off kmax which limits the validity of the MDF model to wave vectors (measured from a
given Dirac point) smaller than kmax in magnitude and energies below ~vFkmax in absolute
value. As we will see later, the introduction of this ultraviolet cut-off is also fundamental in
order to regularize momentum space integrals, which would be otherwise logarithmically
divergent.
Finally, we conclude the description of graphene pi-bands within the MDF model observing
that if we dope the graphene sheet, for instance inducing an additional electron density n 5,
the Fermi surface is circular and the Fermi energy can be determined starting from the
relation
n =
g
(2pi)2
∫ kF
0
d2k =
gk2F
4pi
⇐⇒ kF =
√
4pin
g
, (2.28)
as εF = ~vFkF (provided that kF  kmax). The degeneracy factor g appearing in Eq. (2.28)
is given by g = gsgv = 4 , where gs = 2 is a double-spin degeneracy, while gv = 2 is aSpin and valley
degeneracy valley degeneracy, due to the presence of two valleys in the conduction pi∗ band, i.e. of two
inequivalent Dirac points in the BZ of graphene. Thus, in graphene we have
kF =
√
pi|n| and εF = sgn(n)~vF
√
pi|n| , (2.29)
where n is the carrier concentration, which we assume to be positive (negative) for electron
(hole) doping.
σ bands
Let us now consider the σ-bands of graphene. Following the discussion above, we know
that the 6× 6 Hamiltonian and overlap matrices in the basis of s, px, and py Bloch sums
can be written in the form
H(k) =
( HAA HAB(k)
HBA(k) HBB
)
, S(k) =
( SAA SAB(k)
SBA(k) SBB
)
, (2.30)
5A similar analysis applies in case of hole doping.
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Figure 2.8 – Decomposition of pBx into its σ and pi components, obtained projecting along the
bond direction or its normal respectively.
where the submatrices are 3 × 3 matrices and A and B refer to the sublattice degree-
of-freedom. The wave vector dependence of H is restricted to the off-diagonal block,
HAB(k) = H†BA(k), which represent an inter-sublattice interaction Hamiltonian.
Since the two sublattices are completely equivalent and atomic orbitals on the same site
are supposed to be orthogonal, we have
HAA = HBB =
εs 0 00 εp 0
0 0 εp
 , SAA = SBB =
1 0 00 1 0
0 0 1
 , (2.31)
where εs (εp) is the energy of a 2s (2p) orbital of an isolated carbon atom.
The matrix element for the Bloch orbitals between A- and B-type atoms can be obtained by
taking the components of px and py orbitals in the directions parallel or perpendicular to
the σ bond. In Fig. 2.8 we show how to get the σ and pi components of a px orbital centered
at a B-type atom along one of the three bond directions. This kind of decomposition is
convenient in order to express the matrix elements in terms of the independent two-center
interaction and overlap integrals, represented in Fig. 2.4. For example, if we consider an s
atomic orbital centered on an A site and a px orbital on one of the three nearest-neighbours
belonging to sublattice B (see Fig. 2.5), we have
〈sA|H |pBx , 1〉 = −Vspσ , 〈sA|H |pBx , 2〉 = 〈sA|H |pBx , 3〉 = 1/2 Vspσ , (2.32)
so that
HsA,pxB(k) = 〈Φ(A)s |H |Φ(B)px 〉 = Vspσ
[
e−ikxa/2 cos(
√
3kya
2
)− eikxa
]
. (2.33)
The resulting explicit expression for the 3×3 inter-sublattice HamiltonianHAB(k) = H†BA(k)
is given in Table 2.5. In this case there is no general analytical solution of the secular
equation det |H −ES| = 0. As observed by Lomer [43], at high-symmetry points, group-
theory arguments can be applied in order to simplify the problem reducing the dimension
of the secular equation. For instance, at the K point, neglecting for simplicity the overlap
integrals, we can find analytically the eigenvalues
εp ± 32(Vpppi + Vppσ) ,
εp + εs ±
√
18V 2spσ + (εs − εp)2
2
, (2.34)
where the last two energies (corresponding to ± signs) are two-fold degenerate. For arbitrary
values of k the eigenvalues can be found only numerically. In Fig. 2.9 we report the σ-
bands (together with pi-bands, for completeness) calculated using the parameters listed
48 Chapter 2 - Homogeneous graphene
H
A
B (k
)
= 
V
s
s
σ [2e −
i
k
x
a
2
cos (
√
3
k
y
a
2 )
+
e
ik
x
a ]
V
s
p
σ [e −
i
k
x
a
2
cos (
√
3
k
y
a
2 )−
e
ik
x
a ]
−
V
s
p
σ √
3
i
e −
i
k
x
a
2
sin (
√
3
k
y
a
2 )
V
s
p
σ [e
ik
x
a−
e −
i
k
x
a
2
cos (
√
3
k
y
a
2 )]
12
(3
V
p
p
pi −
V
p
p
σ )e −
i
k
x
a
2
cos (
√
3
k
y
a
2 )−
V
p
p
σ e
ik
x
a
√
32
i
e −
i
k
x
a
2
(V
p
p
pi
+
V
p
p
σ )sin (
√
3
k
y
a
2 )
V
s
p
σ √
3
i
e −
i
k
x
a
2
sin (
√
3
k
y
a
2 )
√
32
i
e −
i
k
x
a
2
(V
p
p
pi
+
V
p
p
σ )sin (
√
3
k
y
a
2 )
V
p
p
pi e
ik
x
a
+
12
(V
p
p
pi −
3
V
p
p
σ )e −
i
k
x
a
2
cos (
√
3
k
y
a
2 ) 
T
ab
le
2.5
–
Inter-sublattice-interaction
part
of
the
tight-binding
H
am
iltonian
describing
graphene
σ-bands.
T
he
m
atrix
elem
ents
are
expressed
in
term
s
of
the
Slater-K
oster
param
eters
(2.19).
2.1 Band structure of graphene 49
H value (eV) S value
Vssσ −6.769 Sssσ 0.212
Vspσ −5.580 Sspσ 0.102
Vssσ −5.037 Sppσ 0.146
Vssσ = t −3.033 Sssσ = s 0.129
Table 2.6 – Values of the coupling parameters involved in the calculation of σ- and pi-bands,
reported in Fig. 2.9. Adapted from Ref. [47].
in Table 2.6, taken from Ref. [47]. Three of the six σ-bands are bonding σ bands, which
appear below the Fermi level (set to zero energy for convenience), while the other three
bands are anti-bonding σ bands and appear above the Fermi level in Fig. 2.9.
Figure 2.9 – Energy dispersion
relations along the closed contour
KΓMK in the Brillouin zone for
the tight-binding σ- (red solid
lines) and pi-bands (green dashed
lines) of graphene, calculated us-
ing the parameters listed in Ta-
ble 2.6. We set the zero of energy
at the Fermi level, so that εp = 0
and εs = −8.868 eV.
As a final remark, we observe that the group theoretical arguments which lead to the linear
dispersion of the pi-bands presented in Ref. [39] can be applied also to the σ-bands. To be
more precise, even in this case we have degeneracy points at the corners of the BZ, and
the corresponding electronic states belong to the two-dimensional representation K+3 of the
small point group of K (K′) (see Table 2.4), which differ only in the behaviour under the
operation σh from the representation K−3 to which the pi-band states belong. We now want
to verify the linear dispersion of the lowest σ-bands, degenerate at the Dirac points, and
find the expression for the Fermi velocity in this case. Performing a change of basis in order
to isolate the subspace spanned by the two degenerate eigenvectors, the Hamiltonian (2.30)
can be written in the following form
H′(k) =
( H00 H01
H10 H11
)
, (2.35)
where k is measured from the Dirac point K and we omitted to write the wave vector
dependence of the blocks. The matrix H00 is the 2× 2 representation of the Hamiltonian
in the subspace spanned by the eigenvectors corresponding to the lowest-lying degenerate
eigenvalue. Analogously, H11 is a 4× 4 matrix representing the Hamiltonian in the basis of
the other four eigenvectors. Finally H01 and H10 are 2× 4 and 4× 2 matrices respectively
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which describe the interaction between the two subspaces.
Within the formalism of Green’s functions it is possible to prove [46] that an effectiveEffective
Hamiltonian Hamiltonian for the two-dimensional subspace is
Heff(E,k) = H00(k) + Σ(E,k) , (2.36)
where we have introduced a self-energy contribution given by
Σ(E,k) = H01(k)G(0)11 (E,k)H10(k) = H01(k)
1
E −H11(k)H10(k) . (2.37)
If we set the zero of energy exactly at the energy of the degenerate eigenvalue, the low-energy
limit of this effective Hamiltonian has no contribution from the self-energy to first order in
kx and ky and we are left with
Heff(0,k) ' ~vσF
(
0 kx − iky
kx + iky 0
)
= ~vσF σ · k , (2.38)
which has the usual Dirac-like form typical of pi-bands (2.25) about K with a Fermi velocity
given by
vσF =
3a
8~
(2Vssσ + Vppσ + Vpppi)
2Vssσ − Vppσ − Vpppi
2Vssσ + Vppσ + Vpppi
− εs − εp√
18V 2spσ + (εs − εp)2
 . (2.39)
This is one of the original results presented in this Thesis.
2.2 Isolation of graphene
The interest in graphene, i.e. a single layer of carbon atoms, has not been restricted to the
interpretation of 3D graphite properties. Indeed, graphene is the building block of other
carbon allotropes of all dimensionalities and has been used as a starting point for describing
their properties: it can be wrapped up into 0D fullerenes [52] (molecules in which carbon
atoms are arranged spherically) or rolled into 1D carbon nanotubes [47] (obtained by rolling
graphene along a given direction and reconnecting the bonds). Moreover, it was realized
that graphene also provides an excellent condensed-matter analogue of (2 + 1)-dimensional
quantum electrodynamics (QED) [53], which propelled graphene into a thriving theoretical
toy model (see the discussion on pi-bands in Subsect. 2.1.2). Thus, as mentioned in the
previous Section, graphene has been studied theoretically for sixty years, even if it was
presumed not to exist in the free state, being unstable with respect to the formation curved
structures such as soot, fullerenes and nanotubes. This common belief, supported by
theoretical arguments [54] which rejected the existence of any 2D crystal, was faulted by the
experimental discovery by Novoselov et al. of graphene [1] in 2004 and other free-standing
2D atomic crystals [2] in 2005.
In the original experiment [1], Novoselov et al. were able to isolate few-layer graphene (FLG)Micromechanical
exfoliation/cleavage films up to 10 µm in size, including also regions of one-atom-thick graphene. The films were
prepared by mechanical exfoliation (in other words repeated peeling with adhesive tape) of
small mesas of highly oriented pyrolytic graphite and then processed on top of a substrate.
A variant of this technique, used for instance in the following experiment [2], is called
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a) b)
Figure 2.10 – Panel a): optical photograph in white light of graphitic films. The thickness of the
various regions, as measured using an atomic-force microscope, is also reported. Taken from the
Supporting Material to Ref. [1]. Panel b): a graphene sheet freely suspended on a micrometer-sized
metallic scaffold, as seen with a transmission electron microscope. Adapted from Refs. [55, 56].
micromechanical cleavage and, superficially, looks no more sophisticated than drawing with
a piece of graphite over a substrate . The problem is that graphene crystallites left on the
substrate are extremely rare and hidden in a “haystack” of thousands of thick (graphite)
flakes. The critical ingredient for success was the observation that graphene becomes visible Spotting FLG
in an optical microscope if placed on top of a silicon wafer with a carefully chosen thickness
(300 nm) of SiO2, owing to a feeble interference-like contrast with respect to an empty
wafer. In Fig. 2.10a) we report a typical example of an optical micrograph of FLG films,
taken from Ref. [1]. The thickness of the spotted films is determined using an atomic-force
microscope.
Even these initial FLG sheets were stable under ambient condition, exhibited high crystal
quality, and were continuous on a macroscopic scale. Graphene’s quality clearly revealed
itself in a pronounced ambipolar electric field effect, such that charge carriers could be
tuned continuously between electrons and holes by changing the sign of a gate voltage Vg.
In particular, measurements of the Hall coefficient as a function of Vg showed that the
induced charge concentration n is proportional to the gate voltage, i.e. n = α Vg 6, where
the coefficient α is related to the SiO2 layer capacitance. Moreover, the observed mobilities
of both types of carriers could exceed 15000 cm2V−1s−1 and were weakly temperature
dependent, which translates into ballistic transport on the submicrometer scale up to room
temperature (currently mean free paths up to ≈ 0.4 µm at 300 K are achievable).
Other experimental methods for the production of graphene
Besides the technique used by Novoselov et al. [1], there have been other attempts to grow
graphene, even before 2004.
For instance, Meyer et al. [55] used the technique of micromechanical cleavage and
identification of graphene described above, followed by electron-beam lithography and a
number of etching steps, to obtain graphene crystallites freely suspended on a micrometre- Suspended
graphenesized metallic scaffold. Fig. 2.10b) shows the bright-field transmission electron microscopy
(TEM) image of one of these samples. Their studies by TEM revealed that these suspended
graphene sheets are not perfectly flat, but exhibit intrinsic ripples, in agreement with
theoretical expectations [57].
6A positive (negative) value of n, i.e. of Vg, translates into a substantial electron (hole) concentration.
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Figure 2.11 – Left panel: dependence of the fundamental Shubnikov-de Haas oscillation frequency
BF on carrier density n (positive n corresponds to electrons; negative to holes). Right panel:
cyclotron mass mc (in units of the bare electron mass m0) of electrons and holes as a function of
their concentration. In both panels the open circles are experimental data, while the solid curves
are best fits to theory. Adapted from Ref [3].
Moreover, it has been known for a long time that monolayers of graphene could be grown
epitaxially by chemical vapour deposition (CVD) of hydrocarbons or carbon oxide on metalChemical
Vapour
Deposition
substrates [58, 59]. Such films have been studied by surface science techniques, whereas
their electronic properties have been largely unexplored. Recently, an ambipolar electric
field effect has been reported in large-scale, FLG films transferred to Si/SiO2, after being
grown on Ni under ambient pressure in a CVD chamber, by chemical removal of the metallic
substrate [60, 61]. The carrier mobility values measured in these samples range from 100 to
2000 cm2/(V s), which are roughly an order of magnitude lower than the best mobilities
reported in exfoliated graphene. The largest high-quality samples (with linear dimensions
of the order of centimeters), obtained using CVD of methane, have been grown by Li
et al. [62] on copper substrates. In this case graphene growth on Cu is a surface-catalyzed
process rather than a precipitation process as on Ni [60] and the films are predominantly
(> 95%) single-layer graphene.
Graphene can also be formed on the surface of silicon carbide (SiC) by thermal decomposition.Thermal
decomposition
of SiC
Upon heating, the silicon from the top layers desorbs, and a few layers of graphene are
left on the surface [63–65]. The number of layers can be controlled by limiting time or
temperature of the heating treatment. The quality and the number of layers in the samples
depends on the SiC face used for their growth [66] (the carbon terminated surface produces
few layers but with a low mobility, whereas the silicon terminated surface produces several
layers but with higher mobility). The carbon layer directly on top of the substrate is
strongly bonded to it, and it shows no pi bands since the pi orbitals hybridize with the
dangling bonds from the substrate. Nevertheless, this layer is very important because
it acts like a dead layer, saturating or interacting with the underlying SiC bonds while
forming a template for a subsequent first graphene overlayer, which, as we will see below,
has properties very similar to those expected for a doped graphene sheet. The doping is a
consequence of the depletion of electrons from the n-type SiC.
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Experimental evidence of the 2D gas of massless Dirac fermions in graphene
Soon after the experimental isolation of graphene, the “relativistic” nature of its low-energy
quasiparticles was confirmed by two different groups in Manchester [1, 3] and at Columbia
University (New York) [4], studying Shubnikov-de Haas oscillations (SdHOs) for different
magnetic fields B, gate voltages Vg, and temperatures T . First of all, already in 2004,
it was found that SdHOs depended only on the magnetic field component perpendicular
to the sample, demonstrating the 2D nature of the system. Moreover, by using standard
fan diagrams, they determined the fundamental SdHO frequency BF for various Vg. Both
carriers exhibited the same linear dependence on Vg, i.e. on carrier concentration n, BF = βn,
as shown in the left panel of Fig. 2.11. Theoretically, for any 2D system β is determined
only by its degeneracy g and comparison with the experiment yielded g = 4, in agreement
with the expected double-spin and double-valley degeneracy. In addition, they observed
that, in contrast to conventional metals, graphene’s longitudinal resistance ρxx(B) exhibited
maxima rather than minima at integer values of the Landau filling factor ν. This phase
shift in SdHOs was evident also in fan diagrams, leading to a non-vanishing intercept of
the linear fits, and it is a clear evidence of a non-trivial Berry phase and of the presence of
Dirac particles in graphene. A final important result that was derived from the analysis of Cyclotron mass
SdHOs is the dependence of the cyclotron mass mc on carrier density. Indeed, comparing
the measured T -dependence of the SdHO amplitude at various gate voltages and magnetic
fields with the standard semi-classical expression T/ sinh(2pi2kBTmc/~2eB), it is possible to
extract the cyclotron mass mc. The experimental results by Novoselov et al. [3] are shown
in the right panel of Fig. 2.11 (similar results were obtained almost simultaneously by Zhang
et al. [4]). The square root dependence of mc on n is justified using a simple semi-classical
model [3, 67] and provided evidence for the existence of massless Dirac quasiparticles in
graphene.
Another important experiment in magnetic field which confirmed the relativistic massless
nature of low-energy quasiparticles in single-layer graphene was performed in the high-
field limit, in which SdHOs evolve into the quantum Hall effect (QHE). Both groups in
Manchester [3] and in New York [4] observed pronounced QHE plateaux in the transverse
conductivity σxy, but they did not occur in the expected sequence σxy = (4e2/h) N , where
N is an integer. On the contrary, as shown Fig. 2.12, the sequence was shifted and the Half-integer
QHEplateaux corresponded to half-integer filling factor ν, resulting in a ladder of equidistant
steps in σxy that are not interrupted when passing through zero and which are given by
σxy = ±4e2/h ν = ±4e2/h (N + 1/2) , (2.40)
where N is a non-negative integer (the Landau level index), the factor 4 is due to spin
and valley degeneracy, and ± stands for electrons and holes, respectively. This QHE has
been dubbed “half-integer” QHE to reflect both the shift in the sequence and the fact that,
although it is not a new fractional QHE, it is not the standard QHE either.
The unusual sequence is well understood as arising from the quantization of graphene’s
electronic spectrum, obtained adapting the formal expression for the energy of massless
relativistic fermions in QED,
EN,τ = ±vF
√
e~B(2N + 1 + τ) , (2.41)
where the ± sign refers to electrons and holes respectively, and τ = ± is the pseudospin.
This formula shows that the lowest Landau level (LL) for electrons (N = 0) appears at
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Figure 2.12 – Hall conductivity σxy (in units
of 4e2/h) and longitudinal resistivity ρxx of
graphene as a function of charge carrier concen-
tration at B = 14 T and T = 4 K. The dashed
lines indicate plateaux in σxy in agreement with
Eq. (2.40). Adapted from Ref. [3].
E = 0 and accommodates fermions with only one (minus) projection of the pseudospin. All
other levels N ≥ 1 are occupied by fermions with both pseudospins (±). This implies that
for N = 0 the degeneracy is half of that for any other N . Alternatively, one can say that
all LLs have the same “compound” degeneracy but the zero-energy LL is shared equally
by electrons and holes. As a result, the first Hall plateau occurs at half the normal filling
and, oddly, both ν = +1/2 and ν = −1/2 correspond to the same LL (N = 0). All other
levels have the normal degeneracy and therefore remain shifted by the same 1/2 from the
standard sequence, explaining the QHE at filling ν = N + 1/2. Hence, the observation of
the half-integer QHE, besides confirming the high quality of graphene samples, represented
a further fundamental evidence of the Dirac-like energy spectrum of graphene, strongly
supporting the validity of the MDF model.
As a last experimental evidence of the theoretical expectations discussed in Sect. 2.1, we
report the results of angle resolved photo-emission spectroscopy (ARPES) measurementsARPES
on epitaxial graphene grown on SiC by Bostwick et al. [50, 68]. Fig. 2.13 shows the pi
band structure along principal directions in graphene BZ (see Fig. 2.2) obtained by ARPES.
In order to make a clear comparison with theory also the best-fit tight-binding bands are
shown for first- [see Eq. (2.23)] and third-nearest-neighbour models 7. The resulting fitting
parameters can be found in Ref. [69]. The overall agreement is more than satisfactory
and represents both a proof of the quality of the graphene sheet grown on the carbon-rich
buffer layer by thermal decomposition of SiC (see above) and a direct confirmation of the
validity of the TB description of graphene band structure, including the linear dispersion
of the bands close to the Dirac points. It is worth noting that the anti-bonding pi∗ band
is almost completely absent in the experimental data, since in clean graphene the states
above the Dirac energy are mostly unoccupied. However, the Fermi energy εF is shifted
0.45 eV above the Dirac crossing energy εD, since, as we mentioned above, even in the
clean, as-grown system an electron doping is observed [68] due to the great electron affinity
of graphene compared to the substrate. Despite the overall good agreement between theory
and the data in Fig. 2.13, profound deviations are observed when one examines the regions
around εF and εD in more detail. According to Bostwick et al. [68] these deviations are a
consequence of electron coupling to phonons and many-body effects, but we shall turn to
7The third-nearest-neighbour model by Reich [49], introduced in the caption of Fig. 2.6, is also shown
for reference.
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εD → ← εF
Figure 2.13 – The experimental ARPES energy distribution of states as a function of momentum
along principal directions in the Brillouin zone of graphene is shown as greyscale image (darker
means more intense). The best-fit tight-binding bands are shown for first- and third-nearest-
neighbour models (dashed and solid green lines, respectively). The third-nearest-neighbour model
by Reich [49] is shown for reference (dotted green lines). The arrows mark the position of the Fermi
energy εF and of the Dirac crossing energy εD. Adapted from Ref. [69].
these considerations later in Sect. 2.3.
2.3 Electron-electron interactions in graphene
Up to now, we have completely neglected electron-electron interactions and we have seen
that, within the single-particle picture, graphene can be successfully described using a
Dirac-like Hamiltonian, at least in the low-energy limit. This analogy with QED fails
when we turn on interactions, because electrons in graphene, as in ordinary metals, can
be assumed to interact instantaneously, since vF/c ≈ 300 and hence retardation effects are
very small. Moreover, the large difference between vF and c also implies that the model
that describes interacting electrons in a graphene sheet is, unlike the 2D version of QED,
not Lorentz invariant. Thus, when Coulombic electron-electron interactions are included,
graphene represents a new type of many-electron problem, distinct from both an ordinary
2DEG with parabolic energy dispersion and from QED in 2D.
First of all, we need to determine the Hamiltonian describing the interacting system. As
we mentioned in Chapter 1 it is necessary to regularize the Coulomb interaction in order to
prevent infrared divergencies, assuming the presence of a uniform background of positive
charge which makes the system on the whole neutral. Moreover, we consider for simplicity a
valley-unpolarized system and focus our attention on the Dirac point K, simply introducing
a degeneracy factor gv to account for the presence of the inequivalent point K′. In this way
the Hamiltonian in second quantization is given by
Hˆ = ~vF
∑
k,σ,α,β
k · σαβ aˆ †k,σ,αaˆk,σ,β +
gv
2S
∑
q 6=0,σ,σ′,α,β
vqnˆq,σ,αnˆ−q,σ′,β , (2.42)
where aˆ †k,σ,α creates an electron at sublattice α =A, B with wave vector k and spin σ =↑, ↓,
nˆq,σ,α =
∑
k aˆ
†
k−q,σ,αaˆk,σ,α is the spin- and pseudospin-resolved density fluctuation operator,
and S is the area of the system. The Fourier transform of the Coulomb potential in 2D
appearing in Eq. (2.42) is vq = 2pie2/(q),  being a dielectric constant depending on the
environment of the graphene layer.
56 Chapter 2 - Homogeneous graphene
It is convenient to perform a change of basis in order to diagonalize the kinetic term,
introducing the operatorsChiral basis
cˆ †k,σ,λ = (Uk)αλ aˆ †k,σ,α and cˆk,σ,λ = (U †k )λα aˆk,σ,α , (2.43)
where the matrices Uk and U †k are
Uk = 1√
2
(
1 1
eiθk −eiθk
)
and U†k =
1√
2
(
1 e−iθk
1 −e−iθk
)
. (2.44)
The operators cˆ †λ, cˆλ create and destroy electrons with a definite chirality λ = ±1, i.e. elec-
trons belonging to the upper (λ = +1) or lower cone (λ = −1) of the Dirac spectrum. In
this chiral basis the Hamiltonian assumes the following form
Hˆ = ~vF
∑
k,σ,λ
λ k cˆ †k,σ,λcˆk,σ,λ +
gv
2S
∑
q 6=0,σ,σ′
vqρˆq,σρˆ−q,σ′ , (2.45)
where we have introduced the operator
ρˆq,σ =
∑
k,λ,λ′
(
1 + λλ′eiθk,k−q
2
)
cˆ †k−q,σ,λcˆk,σ,λ′ , (2.46)
θk,k−q = θk − θk−q being the polar angle between k and k − q.
The Hamiltonian (2.45) differs from the standard Hamiltonian for a 2DEG (1.4) not only
because the kinetic term is linear in k instead of quadratic, but also because in the interaction
part appears a new factor, which depends on the chirality of the quasiparticles. As we will
see, this leads to a peculiar suppression of the charge and spin susceptibilities.
In order to estimate the strength of the Coulomb interaction in graphene it is useful toMDF model
parameters:
αgr and Λ
introduce a parameter similar to the Wigner-Seitz parameter rs defined in Chapter 1.
Intuitively this parameter must be proportional to the ratio between the average potential
energy of the chiral liquid (∝ 2pie2n/kF) and the average kinetic energy of the system
(∝ ~vFkF). Using the relation between kF and density in Eq. (2.29), we find that this ratio
is independent of density (contrary to rs) and thus the interaction strength is governed by
the dimensionless coupling parameter
αgr =
ge2
~vF
= gsgv αee . (2.47)
In Eq. (2.47) we have introduced the symbol αee = e2/(~vF) to denote the fine-structure
constant of graphene, in which the only tunable parameter is the dielectric constant . For
instance, for suspended graphene  ∼ 1, so that αee ∼ 2 and αgr ∼ 8, while for graphene
grown on SiO2 we have  ∼ 2.45 and thus αee ∼ 0.8 and αgr ∼ 3.2.
Finally we remark that, although the coupling constant αgr is independent of density, the
many-body corrections to physical quantities that we are going to determine do depend on
density. This is due to the fact that αee is not the only parameter appearing in the model.
As we mentioned above, in order to make predictions relevant to graphene sheets using the
MDF model it is necessary to introduce a momentum space cut-off kmax. Thus, we expect
physical quantities to be functions of both αgr and the dimensionless parameter
Λ =
kmax
kF
 1 , (2.48)
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which on its side depends on density through Eq. (2.29). Λ is ∼ 10 in the most heavily
doped samples studied experimentally and can in principle be arbitrarily large in lightly
doped systems.
2.3.1 Non-interacting density-density response function
The first step towards a comprehension of the properties of the interacting liquid (at least
within RPA) is the calculation of the density-density response function in the non-interacting
limit, i.e. the Lindhard function χ0 for MDFs. This has been done for the first time by
Shung in 1986 [70] as a first stage towards a theory of collective excitations in graphite,
and then reconsidered more recently for application to single-layer graphene [71–73].
The final compact form for the non-interacting response function on the imaginary axis of
a uniform spin- and valley-unpolarized MDF system is (setting from now on in this Section
~ = 1)
χ0(q, iω) = − gεF2piv2F
− gq
2
16
√
ω2 + v2Fq2
(2.49)
+
gq2
8pi
√
ω2 + v2Fq2
<e
arcsin
(
2εF + iω
vFq
)
+
(
2εF + iω
vFq
)√
1−
(
2εF + iω
vFq
)2 ,
where g = 4 accounts for spin and valley degeneracy. The analytic continuation of this
function from the imaginary to the real axis of the complex frequency plane can be
accomplished substituting iω → ωeiφ and changing continuously φ from pi/2 to 0. A simple
analytic expression results only in the undoped limit (εF = 0), where
χ0(q, ω)
∣∣
εF=0
= −gq
2
16
 Θ(vFq − ω)√
v2Fq
2 − ω2
+ i
Θ(ω − vFq)√
ω2 − v2Fq2
 , (2.50)
whereas at finite doping we have to divide the complex plane into six different regions in
which χ0(q, ω) assumes as many functional forms which are not reported here for convenience.
We focus our attention simply on the imaginary part of the response function, since, as
we have seen in Subsect. 1.2.2, it is connected to the dissipation of the system. In the
non-interacting case dissipation occurs only via single-particle excitations and consequently
we expect =mχ0(q, ω) to be different from zero only in the electron-hole continuum.
When the Fermi level lies exactly at the Dirac point energy, the Fermi surface shrinks Electron-hole
continuumto a point and only inter-band transitions between the lower and upper cone can exist.
Therefore, neutral graphene has no particle-hole excitations at low energies. Instead each
particle-hole pair costs energy and hence the particle-hole continuum occupies the region
above the diagonal of the energy versus momentum diagram, as shown in Fig. 2.14a). If
the chemical potential is moved away from the Dirac point intra-band excitations are also
allowed and at the same time Pauli blocking restricts the region corresponding to inter-band
transitions, owing to the presence of electrons on the upper cone. The full particle-hole
continuum of doped graphene is reported in Fig. 2.14b). Before addressing the interacting Static limit
problem, we conclude this Subsection considering the static limit of the Lindhard function
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a) b)
Figure 2.14 – Particle-hole continuum of: a) undoped graphene; b) doped graphene. The blue
regions in a) and b) correspond to inter-band transitions, while the green region to intra-band
transitions, which occur only at finite doping [panel b)].
(2.49)
χ0(q, 0) = − gεF2piv2F
− gq
16vF
{
1− 2
pi
arcsin
[
1
2
(
1 +
2εF
vFq
)
− 1
2
∣∣∣∣1− 2εFvFq
∣∣∣∣]}
+
gεF
4piv2F
√
1−
(
2εF
vFq
)2
Θ
(
1− 2εF
vFq
)
.
(2.51)
In the limit εF → 0 this expression reduces to χ0(q, ω)|εF=0 = −gq/(16vF), indicating the
lack of screening in the undoped system and giving rise to an enhancement of the dielectric
constant →  (1 + gpiαee/8).
As discussed in Subsect. 1.2.4 taking the long-wavelength limit of the static Lindhard
function we gain information on the density-of-states at the Fermi energy D(εF)
D(εF) = − lim
q→0
χ0(q, 0) =
gεF
2piv2F
(2.52)
and thus on the non-interacting charge compressibility κ0 = D(εF)/n2 = g/(2nεF). The
same results can be also obtained starting from the linear dispersion of the bands in the
MDF model and predict a vanishing density-of-states at the Fermi energy in the undoped
system.
2.3.2 RPA theory of graphene
Accounting for electron-electron interactions is a difficult task and it is usually necessary to
introduce approximations. As we have seen in Subsect. 1.2.5, perhaps the most popular
and historically significant theory that attempts to describe the interacting electron liquid
is RPA. In this Subsection we report the main results obtained within RPA by Barlas
et al. [73] concerning the evaluation of graphene’s exchange and RPA correlation energies,
through which it is possible to determine the spin and charge susceptibilities.
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Figure 2.15 – Imaginary part of the density-density response function as a function of q/qF and
ω/εF for: a non-interacting system (left panel); an interacting system (right panel) with αgr = 2.
Both panels refer to finite doping. In the interacting case also collective excitations are allowed
and the plasmon dispersion outside the electron-hole continuum is clearly visible in the right panel.
Adapted from Ref. [74].
The density-density response function in RPA can be expressed in terms of non-interacting
Lindhard function using the relation (1.86) deduced in Subsect. 1.2.5
χRPA(q, ω) =
χ0(q, ω)
1− vqχ0(q, ω) . (2.53)
In Fig. 2.15 we show a comparison between the imaginary part of χRPA(q, ω) for αgr = 2
(right panel) and =mχ0(q, ω) (left panel) at finite doping. As it is evident, both functions
are non-zero in the particle-hole continuum (see Fig. 2.14). Nevertheless, in the interacting
case also collective excitations are allowed and the spectrum of the density fluctuations
as given by −=mχRPA(q, ω)/pi is non-vanishing also in correspondence with the plasmon
resonance. As discussed in Subsect. 1.2.5, the RPA plasmon dispersion can be obtained Plasmon
dispersionsearching for the poles of the RPA density-density response function, i.e. imposing the
condition
RPA(q, ω) = 1− vqχ0(q, ω) = 0 , (2.54)
where RPA(q, ω) is the RPA dielectric function.
In the long wavelength limit it is possible to obtain an explicit expression for the plasmon
dispersion which is
ωp(q → 0) =
√
ge2εF
2
q = εF
√
αgr
q
2kF
. (2.55)
Thus, the leading order contribution to the plasmon frequency has exactly the same disper-
sion, √q, as the ordinary 2D plasmon [see Eq. (1.87)]. However, the density dependence
of the plasma frequency in graphene shows a different behavior, i.e. ωp ∝ n1/4, compared
with the classical 2D plasmon behavior, where ωp ∝ n1/2. This is a direct consequence of
the quantum relativistic nature of graphene. However, it is important to mention that the
result in Eq. (2.55) is an artefact of RPA. Indeed, as shown by Polini et al. [75], the plasma
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frequency is strongly renormalized even in the long-wavelength limit by electron-electron
interactions, an effect which is not captured by RPA.
RPA ground-state energy
We now turn to the problem of evaluating the RPA ground-state energy of a uniform
MDF system. As discussed by Barlas et al. [73], we follow a strategy identical to the one
proposed in Subsect. 1.2.2 by combining a coupling constant integration expression for the
interaction energy with a fluctuation-dissipation-theorem expression for the static structure
factor. The energy constructed using the expression (2.49) for the non-interacting response
function in Eq. (1.89) is clearly divergent since χ0 increases with q at large q and falls only
like ω−1 at large ω. The divergence is expected since the energy calculated in this way
includes the interaction energy of the model’s infinite sea of negative energy particles. It is
thus convenient to choose the total energy of undoped graphene as our zero of energy. For
pedagogical and numerical reasons it is also helpful to separate the contribution that is
first order in e2, the exchange energy, from the higher order contributions conventionally
referred to in electron gas theory as the correlation energy. The excess exchange energy perExchange and
correlation
energies
excess electron is
δεx = − 12pin
∫
d2q
(2pi)2
vq
∫ +∞
0
dω
[
χ0(q, iω)− χ0(q, iω)
∣∣
εF=0
]
, (2.56)
and that the corresponding correlation energy is
δεRPAc =
1
2pin
∫
d2q
(2pi)2
∫ +∞
0
dω
{
vq
[
χ0(q, iω)− χ0(q, iω)
∣∣
εF=0
]
+ ln
[
1− vqχ0(q, iω)
1− vqχ0(q, iω)
∣∣
εF=0
]}
. (2.57)
With this regularization the ω integrals are finite and the q integrals have logarithmic
ultraviolet divergences. However, as we mention above it is necessary to introduce a
momentum space cut-off kmax whose value should be assigned according to the wave vector
range over which the MDF model describes graphene. In this way also the q integrals are
finite and the properties of graphene’s MDF model depend on the dimensionless parameters
αgr and Λ defined in Eqs. (2.47) and (2.48), respectively.
In Fig. 2.16a) and b) we plot the exchange and correlation energies of the graphene MDF
model as a function of αgr for different values of the cut-off Λ. We remark that both δεx and
δεRPAc have the same density dependence as εF ∝ n1/2 apart from the weak dependence on
Λ. The exchange energy is positive because the regularization procedure adopted by Barlas
et al. implicitly selects the chemical potential of undoped graphene as the zero of energy;
doping either occupies quasiparticle states with positive energies or empties quasiparticles
with negative energies. Moreover, we observe that it is possible to analytically extract the
asymptotic behavior of the exchange and correlation energies at large Λ [73] by Laurent
expanding the integrands of Eqs. (2.56) and (2.57) in q and retaining only the 1/q terms:
δεx =
1
6g
αgrεF ln (Λ) + regular terms , (2.58)
and
δεRPAc = −
1
6g
α2grξ(αgr)εF ln (Λ) + regular terms (2.59)
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a) b)
Figure 2.16 – Cut-off Λ and coupling constant αgr dependence of : a) the regularized exchange
energy δεx; b) the regularized RPA correlation energy δεRPAc , both in units of the Fermi energy
εF. The black solid line corresponds to the highest value of the cut-off considered, Λ = 2.7× 105.
Adapted from Ref. [73].
where
ξ(αgr) = 4
∫ +∞
0
dx
(1 + x2)2(8
√
1 + x2 + αgrpi)
. (2.60)
Thus, the total RPA ground-state energy per particle is δεtot = δε0 + δεRPAxc , where
δε0 = 2/3 εF is the average “kinetic” (band) energy per electron and δεRPAxc = δεx + δεRPAc .
Exchange-correlation potential
For future reference, we exploit the information gained above on the exchange and correlation
energy per particle δεRPAxc to compute (within RPA) the exchange-correlation potential
vhomxc (n) of a uniform 2D liquid of MDFs with carrier density n using the following relation
vhomxc (n) =
∂[nδεRPAxc (n)]
∂n
. (2.61)
In order to evaluate vhomxc (n) it is necessary to have convenient expressions for the excess
exchange-correlation energy δεRPAxc performing a parameterization of the numerical results
presented in Fig. 2.16. We proceed following Polini et al. [10], considering separately
exchange and correlation.
Let us start with the first-order exchange contribution, which we can write as
δεx(n) = εFαgrF (Λ) . (2.62)
Since the leading contribution in the limit Λ 1, has been calculated analytically we need
only to parametrize the “regular terms” in Eq. (2.58) and the choice done in Ref. [10] is the
following
F (Λ) =
1
6g
ln(Λ) +
ae
1 + be Λce
, (2.63)
where the numerical constants ae, be, and ce are given by
ae = 0.0173671
be = 3.6642× 10−7
ce = 1.6784
. (2.64)
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a) b)
Figure 2.17 – Comparison between numerical results (blue empty circles) and the analytical
parameterization in Ref. [10] (black solid line) for: a) the regularized exchange energy δεx(n) in eV;
b) the regularized RPA correlation energy δεRPAc (n) in eV. The black dotted line corresponds to the
ln-only approximation, i.e. retaining only the first term in Eqs. (2.58) and (2.59). The results refer
to αgr = 2.
In order to convert the cut-off dependence of the exchange (and correlation) potential in a
density dependence it is necessary to make a definite choice for the momentum cut-off kmax
in the definition of Λ (2.48). For the moment we take, as in Ref. [10], kmax to be such that
pik2max = η
(2pi)2
A0 ⇒ Λ(n) =
√
4η
|n|A0 , (2.65)
where A0 = 3
√
3a2/2 ∼ 0.052 nm2 is the area of the unit cell in the honeycomb lattice and
η is a dimensionless number that here we take equal to one. In Chapter 3, we shall use a
slightly different definition of kmax, taking into account a typo in Ref. [10], and comment
on the meaning of the choice for η.
In Fig. 2.17a) we compare the numerical results (blue empty circles) for δεx(n) presented
in the previous Subsection with the analytical parameterization (black solid line) for a
given value αgr = 2 of the coupling constant. The black dotted line represents the ln-only
approximation obtained neglecting the non-singular terms in Eq. (2.58).
The corresponding exchange potential is given byExchange
potential
vhomx (n) ≡
∂[nδεx(n)]
∂n
=
3
2
εFαgrF (Λ) + εFαgr
∂F
∂Λ
× n∂Λ
∂n
=
1
2
εFαgr
[
3F (Λ) +
aebece
(1 + be Λce)2
Λce − 1
6g
]
. (2.66)
Note that for n → 0 we have vhomx (n → 0) ∝ −sgn(n)αgr
√|n| ln |n|, i.e. the exchange
potential goes to zero with an infinite slope.
Let us now consider the RPA correlation potential. According to Eq. (2.59), it is convenient
to write the correlation energy as
δεRPAc = εFα
2
grGαgr(Λ) , (2.67)
2.3 Electron-electron interactions in graphene 63
Figure 2.18 – The exchange and RPA cor-
relation potentials, vhomx (n) (black solid line)
and vhomc (n) (blue dashed line), (in meV units)
as functions of the density n (in units of
1012 cm−2) for αgr = 2. Note how for
n → 0 both potentials have an infinite slope.
The magenta dash-dotted line represents the
full exchange-correlation potential, vhomxc (n) =
vhomx (n) + v
hom
c (n). The green dotted line is
the quantum Monte Carlo exchange-correlation
potential of a standard parabolic-band 2D elec-
tron gas on a background with dielectric con-
stant 4 and with band mass 0.067 m, m being
the electron mass in vacuum. Adapted from
Ref. [10].
where the leading contribution to Gαgr(Λ) is fixed by Eq. (2.59), while including the
parameterization of the regular terms performed in Ref. [10] we have
Gαgr(Λ) = −
ξ(αgr)
6g
ln(Λ) +
ac(αgr)
1 + be(αgr) Λce(αgr)
, (2.68)
with 
ac(αgr) = −1/(63.0963 + 57.351226 αgr)
bc(αgr) = (7.75095− 0.08371 α1.61167gr )× 10−7
cc(αgr) = 1.527 + 0.0239 αgr − 0.001201 α2gr
(2.69)
Fig. 2.17b) shows a comparison between the numerical results (blue empty circles) for
δεRPAc (n) and the analytical parameterization (black solid line) presented here for a given
value αgr = 2 of the coupling constant. The black dotted line refers to the ln-only
approximation obtained retaining only the first term in Eq. (2.59).
Following the same procedure highlighted above for the exchange contribution, one easily Correlation
potentialfinds the correlation contribution to vhomxc (n)
vhomc (n) =
1
2
εFαgr
[
3Gαgr(Λ) +
acbccc
(1 + bc Λcc)2
Λcc +
ξ(αgr)
6g
]
. (2.70)
In the limit n → 0 we find vhomc (n → 0) ∝ sgn(n)α2grξ(αgr)
√|n| ln |n|, i.e. also the
correlation potential has an infinite slope for n→ 0.
A plot of the exchange-correlation potential as a function of the density n is given in Fig. 2.18.
For the sake of comparison, in Fig. 2.18 it is also plotted the quantum Monte Carlo exchange-
correlation potential of the parabolic-band 2DEG, after having antisymmetrized it for n < 0.
It is clear from this plot how the density-dependence of the exchange-correlation potential
of a uniform 2D liquid of MDFs is precisely opposite to the one obtained for a 2DEG
with parabolic energy dispersion. While the latter is negative for positive density, favoring
inhomogeneous densities, the former increases the energy cost of density increases, favoring
more homogeneous densities and enhancing screening.
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Figure 2.19 – Cut-off and coupling constant dependence of: a) κ/κ0; b) χS/χ0. The color coding
is as in Fig. 2.16. Adapted from Ref. [73].
Charge and spin susceptibilities
We now take advantage of the results for the RPA ground-state energy per electron δεtot to
calculate physical observables like the charge and spin susceptibilities.
We start considering the compressibility κ. As we have seen in Subsect. 1.1.3 κ is related
to δεtot by the relation
κ0
κ
=
2n
εF
∂2[nδεtot(n)]
∂n2
, (2.71)
where κ0 = 2/(nεF) is the compressibility of the non-interacting gas of MDFs. The numerical
results obtained by Barlas et al. [73] are summarized in Fig. 2.19a) and clearly predict a
suppression of κ with respect to its non-interacting value, in remarkable contrast with what
occurs in non-relativistic electron gases (see Subsect. 1.1.3).
Similar results can be found for the spin susceptibility χS which is given by
χ0
χS
=
2
εF
∂2[δεtot(ζ)]
∂ζ2
∣∣∣∣
ζ=0
, (2.72)
where χ0 = 2/εF is the susceptibility of the non-interacting system. In this case it is
thus necessary to determine the exchange and RPA correlation energies of a spin-polarized
MDF system as a function of polarization ζ ≡ (n↑ − n↓)/(n↑ + n↓). Nevertheless, we omit
the cumbersome but otherwise straightforward calculations necessary to generalize the
expressions for δεx and δεRPAc discussed above to a spin-polarized system, and we simply
report in Fig. 2.19b) the cut-off and coupling constant dependence of the spin susceptibility.
Contrary to what happens for non-relativistic 2DEGs, the susceptibility is suppressed by
electron-electron interactions, rather than enhanced. Moreover, also the similar trend of
κ and χS, which is manifest in Fig. 2.19, is in contrast with the predictions for ordinary
parabolic electron gases presented in Subsect. 1.1.3, according to which, although an overall
enhancement of both susceptibilities, the correlation contribution to κ and χS has different
signs.
At a qualitative level, these effects (suppression of the spin and charge susceptibilities) are
a consequence of quasiparticle chirality, as they arise from an interaction energy preference
for MDF states with larger chiral polarization [73].
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Figure 2.20 – Inverse compressibility (n2κ)−1
as a function of carrier concentration n (per
1012 cm−2). The black empty circles show the
experimental data by Martin et al. [6]. Also the
theoretical prediction within RPA [73] is plotted
for different values of the coupling constant αgr:
αgr = 0 (red dashed line), αgr = 2 (black solid
line), and αgr = 4 (blue dotted line).
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Comparison with experiments
At the light of what we have found in the last Subsection, one way to probe the strength
of electron-electron interactions in graphene is via the measurement of the electronic
compressibility κ. Such measurement has been carried out by Martin et al. in 2008 [6]
using a scanning single-electron transistor. Fig. 2.20 shows the experimental results (black Inverse
compressibilityempty circles) for the inverse compressibility (n2κ)−1 as a function of the carrier density
n. In the same Figure we also plot the theoretical predictions based on the calculations in
Subsect. 2.3.2 corresponding to three different values of the coupling parameter: αgr = 0
(non-interacting system), 2 and 4. Despite an evident jittering trend, the experimental
data can be reasonably well fitted by the theoretical results referring to αgr = 2, which
is the coupling constant value expected for graphene on SiO2. To be more precise, the
agreement is satisfactory only at finite density, whereas it is very poor in the limit n→ 0.
In a perfectly uniform and clean graphene sample, the inverse compressibility is expected
to diverge at the neutrality point in view of the vanishing density-of-states (2.52). The
absence of this divergence and the discrepancy with respect to the clean-system predictions
are a clear evidence of the dominance of disorder-induced effects in graphene close to the
neutrality point. In Chapter 3 we shall discuss at length on the properties of graphene at
very low doping, where the electron gas becomes highly inhomogeneous.
For the sake of completeness, we mention that in order to make a thorough comparison
with experiment one should also include finite-temperature effects. This has been done
by Ramezanali et al. [76] generalizing the theory presented in the previous Subsection.
However, the inclusion of these corrections does not lead to any significant modification to
the conclusions above.
Another important test of electron-electron interactions in graphene comes from ARPES, ARPES
which measures directly the spectral function A(k, ω) and therefore sheds light on the
quasiparticle self-energy Σ(k, ω) [12]. As mentioned in Sect. 2.2, ARPES spectra of epitaxial
graphene grown on SiC confirmed the theoretical TB predictions on the band structure of
graphene, including the existence of MDFs [50, 68]. Nevertheless, profound deviations are
observed when one examines the regions around εF and εD in more detail. Fig. 2.21 shows
a magnified view of the bands measured along two orthogonal lines through the K point.
The actual bands deviate from the perfectly linear predicted bands in two main aspects.
First, at an energy ∼ 200 meV below the Fermi level εF a sharpening of the bands occurs,
accompanied by a slight kink in the bands’ dispersion. The position of this feature does
not depend on doping and it has been attributed to renormalization of the electron bands
near εF by coupling to phonons. The observed increase in the kink strength with electron
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Figure 2.21 – Upper panels: experimental energy bands along a line through K parallel to the
ΓM direction as a function of progressively increased doping. The dashed lines are an extrapolation
of the lower bands which are observed not to pass through the upper bands, suggesting the kinked
shape of the bands near the Dirac crossing energy εD. The electron density (per cm2) is indicated in
each panel. Bottom panels: band maps for similar dopings acquired along an orthogonal direction
through the K point, for which one of the bands in suppressed. The non-linear dispersion of the
bands together with linewidth variations are clearly visible in the fitted peak positions (dotted
lines). The kinks, marked by arrows, occur at a fixed energy of 200 meV (yellow) and near εD (light
blue), the latter varying with doping. Adapted from Ref. [68].
density n is expected from the increase in the size of the Fermi surface. Second, and more
surprisingly, linear extrapolation of the lower bands (yellow dashed lines in the top panels
of Fig. 2.21) do not pass through the upper bands, demonstrating that the bands do not
pass smoothly through εD. This effect is observed more easily for the data in the bottom
panels of Fig. 2.21, since an interference effect suppresses one of the two bands. Fig. 2.21
shows that an additional kink arises in the bands, whose position is found to be strongly
doping dependent, being always near εD. The effect of this kink on the band structure is
significant: at high doping, a curve fit of the band positions (blue line in the rightmost
top panel of Fig. 2.21) shows that εD has been shifted towards εF by ∼ 130 meV from
the single-particle prediction. Similar features around the Dirac point energy has been
found also by Zhou et al. [77], even if they suggested different interpretations. According
to Bostwick et al. [50, 68] the additional kink is caused by many-body interactions, since
their experimental data can be well described including in the quasiparticle scattering rate
(∝ =mΣ) three different contributions: (i) electron-phonon coupling, (ii) electron-plasmon
coupling, and (iii) electron-hole pair generation. On the contrary, Zhou et al. [77] attributed
the feature near εD to the opening of a gap of ∼ 0.26 eV at the Dirac point as a result of
symmetry breaking caused by interaction with the substrate.
A thorough theoretical explanation of the origin of the kink near the Dirac crossing energy
is not available at the moment, even if interesting results concerning the possibility of a
gap opening induced by many-body effects have been carried out both using the MDF
model [74] or performing ab initio calculations [78].
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2.3.3 Graphene: a (pseudo)chiral Fermi liquid
In this Subsection we want to address the Fermi liquid description of graphene, although
still at a RPA level. It is worth reminding that 2DEGs with parabolic energy dispersion
are normal Fermi liquids and thus Landau theory applies. The quasiparticle linewidth for
excitations near the Fermi energy, proportional to the imaginary part of the self-energy,
vanishes as ω2| ln(ω)|, if ω is the excitation energy. As we have seen in Sect. 1.1, the
strength of the interactions in an ordinary 2D electron system (2DES) increases with
decreasing carrier density. At low densities (high rs), the quasiparticle weight Z is small
and interactions in general lead to an enhancement of the effective mass, of the charge
compressibility and of the spin susceptibility, and to a suppression of the Fermi velocity.
The electron liquid in an undoped graphene sheet is a marginal Fermi liquid [79, 80]
with the imaginary part of the self-energy going to zero linearly in energy ω for small ω,
implying that the quasiparticle spectral weight vanishes at the Dirac point as | lnω|−1.
On the contrary, if we move the Fermi level away from the Dirac crossing energy weakly
doping (with electrons or holes) a single graphene sheet, a normal-Fermi-liquid behaviour is
restored [80, 81]. In order to stress on the chiral and relativistic nature of the single-particle
properties of graphene, the name (pseudo)chiral Fermi liquid has been proposed by Polini
et al. [81] to describe this peculiar Fermi liquid. Although the Fermi liquid phenomenology
of an ordinary 2DES and the chiral 2DES (C2DES) in graphene have the same structure
(both systems are isotropic and have a single circular Fermi surface), in C2DES interactions
effects strengthen with increasing density, even if more slowly. Moreover, the quasiparticle
weight Z tends to larger values, the velocity is enhanced rather than suppressed, and the
influence of interactions on the compressibility and the spin-susceptibility changes sign
(as we have seen also in Subsect. 2.3.2). These qualitative differences are due to exchange
interactions between electrons near the Fermi surface and electrons in the negative energy
sea, to quasiparticle chirality, and to interband contributions to C2DES charge and spin
fluctuations.
In the remainder of this Subsection, we summarize the main calculations and conclusions
in Ref. [81], which are based on the evaluation of the electron self-energy Σ of the C2DES
near the quasiparticle-pole.
Neglecting vertex corrections, i.e. expanding the self-energy to first order in the dynamically
screened Coulomb interaction W [12], and replacing the the exact Green function with the
non-interacting one, we arrive to the following G0W [12] expression for the self-energy G0W self-energy
Σλ(k, iωn) = − 1
β
∑
λ′
∫
d2q
(2pi)2
+∞∑
m=−∞
W (q, iΩm)fλ,λ′(k,k + q)G
(0)
λ′ (k + q, iωn + iΩm) ,
(2.73)
where fλ,λ′(k,k + q) = [1 + λλ′ cos (θk,k+q)]/2, λ = +1 (−1) for electron(hole)-doped
systems, and β = 1/(kBT ). The function W (q, iΩ) = vq + v2qχRPA(q, iΩ) is the RPA
screened Coulomb interaction; the first term is responsible for the exchange interaction
with the occupied Fermi sea (including the negative energy component), while the second
one for the interaction with particle-hole and collective virtual fluctuations. In Eq. (2.73)
ωn = (2n+ 1)pi/β is a fermionic Matsubara frequency and the sum runs over all the bosonic
Matsubara frequencies Ωm = 2mpi/β. We stress on the fact that the factor fλ,λ′(k,k + q),
which depends on the angle θk,k+q between k and k + q, captures the dependence of
Coulomb scattering on the relative chirality λλ′ of the interacting electrons. The Green’s
function G(0)λ (k, iω) = 1/[iω − ξλ(k)] describes the free propagation of states with wave
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vector k, Dirac energy ξλ(k) = λvFk− µ (relative to the chemical potential 8) and chirality
λ = ±1.
After continuation from imaginary to real frequencies, iω → ω + iη, the quasiparticleZ and v?F/vF
weight factor Z and the renormalized Fermi velocity can be expressed, as discussed in
Subsect. 1.1.3, in terms of the wave vector and frequency derivatives of the retarded self-
energy Σret+ (k, ω) ≡ Σ+(k, ω + iη) evaluated at the Fermi surface (k = kF) and at the
quasiparticle pole ω = ξ+(k):
Z =
1
1− ∂ω<eΣret+ (k, ω)
∣∣
k=kF,ω=0
,
v?F
vF
=
1 + (vF)−1 ∂k<eΣret+ (k, ω)
∣∣
k=kF,ω=0
1− ∂ω<eΣret+ (k, ω)
∣∣
k=kF,ω=0
. (2.74)
Following some standard manipulations [12] the self-energy can be expressed in a form
convenient for numerical evaluation, as the sum of a contribution from the interaction
of quasiparticles at the Fermi energy, the residue contribution Σres, and a contribution
from interactions with quasiparticles far from the Fermi energy and via both exchange and
virtual fluctuations, the line contribution Σline. In the zero-temperature limit
Σres+ (k, ω) =
∑
λ′
∫
d2q
(2pi)2
vq
RPA(q, ω − ξλ′(k + q))f+,λ
′(k,k + q)
× [Θ(ω − ξλ′(k + q))−Θ(−ξλ′(k + q))] (2.75)
and
Σline+ (k, ω) = −
∑
λ′
∫
d2q
(2pi)2
vqf+,λ′(k,k + q)
∫ +∞
−∞
dΩ
2pi
1
RPA(q, iΩ)
ω − ξλ′(k + q)
[ω − ξλ′(k + q)]2 + Ω2 .
(2.76)
These expressions differ from the corresponding 2DES expressions because of the relative
chirality dependence of the Coulomb matrix elements, because of the linear dispersion of
the bare quasiparticle energies, and most importantly because of the fast short-wavelength
density fluctuations produced by the interband contribution to χ0(q, iΩ).
The main results by Polini et al. for Z and v?F/vF are summarized in Fig. 2.22 as a function
of the C2DES dimensionless coupling constant αgr and cut-off Λ. Graphene’s Fermi liquid
properties depend only weakly on the carrier density which is expressed in these figures
in terms of the cut-off parameter Λ. The trends exhibited in Fig. 2.22 can be understood
by considering the limit of small αgr and the limit of large q at all values of αgr. In the
former limit screening is weak except at extremely small q. In ∂ωΣres+ (k, ω), for example,
the integral over q diverges logarithmically at small q when RPA(q, ω = 0) is set equal
to one, i.e. when screening is neglected. Screening cuts off this logarithmic divergence
at a wave vector proportional to αgr so that ∂ωΣres+ (k, ω) has a contribution proportional
to αgr ln(αgr) at small αgr. Because RPA(q, ω = 0) happens to be independent of q for
transitions between Fermi surface points, it is possible to evaluate ∂ωΣres+ (k, ω) analytically,
obtaining
∂
∂ω
<eΣres+ (k, ω)
∣∣∣∣
k=kF,ω=0
=
αgr
2pig
√4− α2gr ln
2 +
√
4− α2gr
αgr
+ pi
2
αgr − 2
 . (2.77)
8For definiteness, we limit our discussion to an electron-doped system with positive chemical potential
µ: the Fermi liquid properties at negative doping are identical because of the C2DES model’s particle-hole
symmetry.
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a) b)
Figure 2.22 – Cut-off Λ, i.e. density, and coupling constant αgr dependence of: a) quasiparticle
weight factor Z; b) renormalized Fermi velocity v?F in units of vF. In both panels the color coding
is the same as in Fig. 2.16. The black solid line corresponds to the highest value of the cut-off
parameter considered, Λ = 2.7× 105. Adapted from Ref. [81].
Similar small q αgr ln(αgr) contributions appear in the other elements which contribute
to Z and v?F. All this behavior is very familiar from the case of the normal 2DES; the
new differences present in the chiral C2DEG are ones of detail. At large q, on the other
hand, interband charge fluctuations dominate RPA(q, ω)− 1, which approaches its simple
undoped system form. It becomes especially clear when ω is expressed in units of vFq that
the typical value of RPA(q, ω) at large q is ∼ 1 with a non-trivial dependence on αgr. Both
∂kΣline and ∂ωΣline have contributions that are analytic in αgr and vary as ln(Λ) when Λ is
large. To leading order in ln(Λ) we have
Z−1 − 1 = αgrλ(αgr)
6g
ln (Λ) + regular terms (2.78)
and, performing a weak coupling expansion in Eq. (2.74),
v?F
vF
− 1 = αgr[1− αgrξ(αgr)]
4g
ln (Λ) + regular terms (2.79)
where
λ(αgr) =
48
pi
∫ +∞
0
dx
1
8
√
1 + x2 + αgrpi
x2 − 1
(1 + x2)3/2
(2.80)
and ξ(αgr) is defined as in Eq. (2.60).
In conclusion, we have seen that the inclusion of electron-electron interactions significantly
affects the properties of single-layer graphene, leading to a suppression of the charge and
spin susceptibilities, and simultaneously to an enhancement of the Fermi velocity. These
many-body effects depend on density (through Λ) and on the environment surrounding
graphene (through αgr), and appear to be in apparent contrast with the standard behaviour
of ordinary 2DESs described in Chapter 1. Qualitatively, the peculiar characteristics of the
C2DES arise from the chiral and relativistic nature of quasiparticles in graphene.
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2.4 Artificial graphene
In this Chapter we have examined at length the properties of a homogeneous graphene
sheet. The linear dispersion of the bands close the corners of the BZ, the Dirac-like form of
the low-energy Hamiltonian, and the chirality of its eigenstates result in interesting new
phenomena such as half-integer QHE as well as in a novel many-body problem, which have
drawn considerable attention to graphene during the last few years. Clearly it would be
highly desirable to have other systems in which low-energy quasiparticles have a Dirac-like
spectrum and a pseudospin degree-of-freedom. Moreover, as we mentioned above and shall
comment on at length in Chapter 3, at low densities disorder plays a very important role
in graphene and the massless Dirac fluid is indeed a highly inhomogeneous system, so
that the intrinsic properties of MDFs are partly obscured. Therefore, the realization of
relativistic quasiparticles in systems with very high purity could also pave the way for the
experimental observation of several predictions made for MDFs, which at the moment can
not be confirmed in graphene.
In the literature, it has been proposed to realize the Dirac spectrum in cold atoms trapped
in optical lattices [82] and in photonic crystals [83, 84]. However, in this Section we
provide theoretical evidence that modulating a 2DEG confined in a quantum well with
a long-wavelength external periodic potential with hexagonal symmetry can lead to the
creation of isolated massless Dirac points with tunable Fermi velocity. This study is among
the original results presented in this Thesis [9]. Although our idea has been developed
completely independently, a similar proposal has been recently presented by Park and
Louie [85].
We start our analysis by considering a 2DEG consisting of electrons with band mass
mb = 0.067 m [51] (m is the bare electron mass in vacuum) confined in a thin quantum
well created in a GaAs/AlGaAs semiconductor heterostructure. In Sect. 2.1 we remarked
that the linear dispersion of the bands in graphene relies on sound group theoretical
arguments [39]. Therefore we expect Dirac cones to arise in the electronic spectrum if the
2DEG is subjected to a periodic external potential Vext(r) with a suitable symmetry. A
possible choice is to consider a potential with the same point group as graphene, i.e. D6h.2D muffin-tin
potential The cartoon in Fig. 2.23 shows the model external potential we have used for the numerical
calculations, i.e. a 2D muffin-tin potential which is zero everywhere but in disks of radius r,
where it takes a constant value V0,
Vext(r) = V0
∑
n,ν
Θ(r − |r − rnν |) , (2.81)
Figure 2.23 – A 2D muffin-tin external periodic po-
tential Vext(r) with honeycomb symmetry: Vext(r)
is zero everywhere but in each grey-shaded disk of
radius r, where it takes a constant value V0. The
center-to-center distance between the disks is a. The
lattice constant is a0 =
√
3 a.
a0 a
2r
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where the vectors rnν indicate the positions of the centers of the disks which are the analog
of the positions of the carbon atoms in graphene [see Eq. (2.1) and Fig. 2.1 in Sect. 2.1].
The center-to-center distance between the disks is a, and the lattice constant is a0 =
√
3 a.
It is important to notice that the use of a honeycomb potential is not necessary, since
also a triangular arrangement of the disks would give rise to a potential with the same
underlying point group, and the conclusions presented here are generally valid for any
hexagonal potential (even not muffin-tin-like). Indeed, Park and Louie [85] have investigated
the possibility of nanopatterning a 2DEG with a triangular potential, coming to (almost)
similar conclusions. On the other hand, our choice of a honeycomb potential is simply
based on a more intuitive comparison with graphene.
Because the typical values of a0 are much larger than the GaAs lattice constant, the external
periodic potential can be viewed as a long-wavelength superlattice, which creates minibands. Secular equation
Within the single-particle picture, the minibands En(k) are found by solving the secular
equation [41, 46]
det
∣∣∣∣[ ~22mb (k +G)2 − En(k)
]
δG,G′ + V (G−G′)
∣∣∣∣ = 0 . (2.82)
Here G = `b1 + pb2 are the reciprocal lattice vectors with ` and p integers [see Eq. (2.4) for
the definition of b1 and b2] and V (G) are the Fourier components of the external potential,
V (G) =
4pi
3
√
3a2
V0r
G
J1(Gr)S∗(G) =
8pi
3
√
3a2
V0r
G
J1(Gr) cos(Gxa) , (2.83)
which are real since the potential has inversion symmetry.
In Eq. (2.83) S(k) =
∑
ν=A,B e
ik·dν = 2 cos(kxa) is a geometrical structure factor due to
the presence of two disks in the unit cell and J1(x) is the Bessel function of the first kind
of order one [13].
In general, it is not possible to find an analytical solution to Eq. (2.82) and it is thus
necessary to tackle the problem numerically. Before presenting our numerical results, we
want to discuss two simple limits, i.e. vanishing and small V0, in order to get a deeper
insight and be able to interpret our findings in the much more complicated problem of finite
values of the potential strength.
2.4.1 Empty-lattice model
As a first step, we consider the case V0 → 0. Since the electrons in the quantum well can
be well described as free electrons in the plane orthogonal to the confinement direction, the
energy dispersion is parabolic with a curvature controlled by the band mass mb. However,
it is possible to allow for the existence of an underlying lattice (even if it does not affect
the electronic spectrum) restricting the values of the wave vector k to the first BZ. This
situation is known in the literature as empty-lattice model : the lattice is empty, i.e. the
electrons are free, but we nevertheless symmetrize the electron wave functions according to
the potential symmetry. Although this procedure could seem to a be a useless complication
of a simple problem (free electrons), it gives a deep insight into the electronic states which
arise at finite V0.
At a certain k point, the minibands are simply given by
En(k) =
~2
2mb
(k +G)2 , (2.84)
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Figure 2.24 – Energy minibands
(in meV) in the empty-lattice model
along the closed contour KΓMK in-
side the first Brillouin zone (see
Fig. 2.2). The energy scale is de-
termined by the center-to-center
distance between the disks a =
150 nm and by the band mass
mb = 0.067 m. As discussed in
the text, the minibands simply arise
from a refolding of the free-electron
parabolic dispersion inside the first
Brillouin zone in the reduced-zone
scheme.
and are plotted in Fig. 2.24 for different values of k along a closed contour in the BZ.
The electronic energy dispersion, which is merely a parabola in the extended-zone scheme,
looks now much more complicated in the reduced-zone scheme, owing to a refolding of the
bands inside the first BZ. Many of the bands reported are degenerate. This degeneracy is
sometimes larger than one would expect using the character Tables 2.2, 2.3, and 2.4 because
the symmetry of the free electron gas, i.e. translational invariance, is much larger than the
one we are imposing “by hand”. In particular, we are interested in the degeneracy of the
energy bands at the Dirac point K. Substituting the expression for a general reciprocal
lattice vector G = `b1 + pb2 into Eq. (2.84) we find
E
(K)
`,p =
~2
2mba2
(
2pi
3
)2[4
3
+ 4(`2 + p2) + 4`− 4`p
]
. (2.85)
Therefore we have a degeneracy every time there are more than one couple of integers (`, p)
for which this expression takes the same value. Moreover, the degree of degeneracy of a
band at the Dirac point can be computed finding the number of independent solutions (`, p)
to the following Diophantine equation
(`2 + p2) + `(1− p) = m , (2.86)
where m is a given integer. Following this procedure we can find for example the degeneracy
of the first three bands at the high-symmetry point K in Fig. 2.24.
First band: Putting m = 0 in Eq. (2.86) it is possible to find by inspection three different
solutions corresponding to
` = p = 0 ; ` = −1, p = 0 ; ` = p = −1 . (2.87)
This means that the first band is three-fold degenerate.
Second band: Analogously we find that also the second band is three-fold degenerate,
since there exist three distinct solutions to Eq.(2.86) with m = 1
` = 0, p = ±1 ; ` = −2, p = −1 . (2.88)
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Third band: Finally, setting m = 2 the possible solutions to Eq.(2.86) are
` = −2, p = −2 ; ` = −1, p = 1 ;
` = −2, p = 0 ; ` = 1, p = 0 ; (2.89)
` = −1, p = −2 ; ` = 1, p = 1 ;
with a corresponding six-fold degeneracy of the third band at K.
Figure 2.25 – Geometrical argument
to the degeneracy of the bands at the
Dirac point K (K′) in the empty-lattice
model. The green (red) circles represent
the points in momentum space which are
separated from the Dirac point K (K′)
by a reciprocal lattice vector. The de-
generacy of a band at K (K′) is given by
the number of green (red) circles which
lie on the same circumference centered
at the origin. The green hexagon marks
the border of the first Brillouin zone.
The degree of degeneracy of the bands can be ex-
plained also from a geometrical point of view. Indeed,
since the energy dispersion (2.84) depends only on
the magnitude of the wave vector k+G, the degener-
acy is nothing but the number of points in reciprocal
space with the same distance from the origin that
can be joined to k by a reciprocal lattice vector G.
In Fig. 2.25 this geometrical route to degeneracy is
applied to the Dirac point. The green circles are
the points which can be reached adding a reciprocal
lattice vector to K, while, for completeness, the red
circles are the same but for the other inequivalent
Dirac point K′. The degeneracies of the first few
bands are given by the number of points on the same
circumference centered at the origin, i.e. 3, 3, and
6 respectively, in perfect agreement with what we
have found above solving Eq. 2.86. A similar analysis
can be carried out concerning the degeneracy of the
bands at the other high-symmetry points.
Finally, let us consider the symmetry properties of the
degenerate band states in the empty-lattice model.
As before, we focus our attention exclusively on the
Dirac point K. The natural set of basis functions in
the free-electron problem comprises plane waves of
the type
ϕ
(K)
G (r) =
1√
S
ei(K+G)·r . (2.90)
The set of plane waves with the same modulus of K +G are the degenerate eigenfunctions
at the Dirac point and constitute a basis for a representation of the little group ofK [44]. In
general this representation is reducible and can be decomposed into a number of irreducible
representations. As we mention above, this is due to the fact that the free Hamiltonian has
a larger symmetry group than the one that we are imposing in the empty-lattice model
and as a consequence the free-Hamiltonian eigenstates span a reducible representation of
this more restrictive symmetry group.
Using standard group theoretical techniques and the character table 2.4 it is easy to
decompose these representations and for the first three bands in Fig. 2.24 we find
K+1 ⊕K+3 ,
K+1 ⊕K+3 , (2.91)
K+1 ⊕K+2 ⊕ 2K+3 ,
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where the notation used to denote the irreducible representations of the small point group
at K is the same as in Tab. 2.4. We notice that all the representations are even with
respect to reflection through the horizontal plane. This can be easily accounted for since
the plane-wave states considered are strictly two-dimensional. In addition, we observe that
the reducible representation corresponding to the eigenspace of the first band at K can be
decomposed into the direct sum of a 1D and a 2D representation. Consequently, we expect
that even when V0 6= 0 the three-fold degeneracy will not be completely lifted. Indeed, the
energy band will split into an isolated energy level and a two-fold-degenerate band, as we
will see in the next Subsection.
2.4.2 Nearly free electrons: the 3-state model
We now want to consider the effect of a small but finite value of V0, i.e. the case of nearly
free electrons. Sometimes in the literature [51] the nearly-free-electron model is identified
with the empty-lattice model, introduced in the previous Subsection. Nevertheless, we wantNearly-free vs
empty-lattice
model
to make a clear distinction between vanishing potential and small but not negligible V0,
and address the former as empty-lattice model and the latter as nearly-free-electron model.
We concentrate on states with wave vector k+K near the K point in the BZ, i.e. |k|  |K|.
Since we assume the potential to be small, we can use first order perturbation theory
and restrict the set of basis functions to the three degenerate plane waves at K in the
empty-lattice model. Using Dirac notation the set of basis vectors is
|1〉 = |0, 0〉 ,
|2〉 = |−1,−1〉 ,
|3〉 = |−1, 0〉 ,
(2.92)
where |`, p〉 is a generic plane-wave state at K (2.90) with wave vector K + `b1 + pb2.
Fig. 2.26 shows the position in momentum space of the wave vectors Ki associated with
the plane-wave states |i〉, for i = 1, 2, and 3.
kx
ky
|1〉|2〉
|3〉
Figure 2.26 – Position in momen-
tum space of the wave vectors as-
sociated with the three basis states
in Eq. (2.92). The black hexagon
marks the border of the first Bril-
louin zone.
We thus refer to this simple model for the first three3-state model
bands close to K as 3-state model.
Setting the energy of the empty-lattice band structure at
the K point to zero, the Hamiltonian within this basis is
made up of two contributions H(k) = H0 +H1(k), where
H0 =
 0 W WW 0 W
W W 0
 and H1 =
ε1 0 00 ε2 0
0 0 ε3
 .
(2.93)
Here εi = ~2(k2 + 2k ·Ki)/(2mb) and
W = V (Ki −Kj) = − V0√
3
r
a
J1
(
4pi
3
r
a
)
(2.94)
is the relevant Fourier component of the potential.
For k = 0, i.e. at the Dirac point K, only the first con-
tribution H0 survives and the corresponding eigenvalues
are
ε0 = 2W and ε↑ = ε↓ = −W ≡ εD , (2.95)
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with eigenvectors
|0〉 = |1〉+ |2〉+ |3〉√
3
,

|↑〉 = 1√
3
(e−iφ |1〉+ eiφ |2〉+ |3〉)
|↓〉 = 1√
3
(eiφ |1〉+ e−iφ |2〉+ |3〉)
, (2.96)
where φ = 2pi/3. It is easy to show that the vector |0〉 has K+1 symmetry, while the vectors
|↑〉 and |↓〉 are basis vectors for the 2D representation K+3 (see Table 2.4). Therefore, as
we expected, the empty-lattice three-fold degeneracy is split into a non-degenerate level ε0
and a doubly degenerate energy εD, in agreement with the decomposition K+1 ⊕K+3 of the
reducible representation at K in the empty-lattice model carried out in the last Subsection.
We notice that according to Eqs. (2.94) and (2.95) the doublet lies lower in energy than the
singlet if V0 < 0, while the opposite occurs if V0 > 0.
We now focus on the doubly degenerate eigenstates with eigenvalue −W and find the
k-dependence of the eigenenergies corresponding to these two states, using a procedure
similar to the one followed in Sect. 2.1 concerning the low-energy effective Hamiltonian for
σ-bands in graphene. First of all, we transform the Hamiltonian to the basis of eigenvectors
(2.96). The new matrix is
H′(k) =
(H00 H01
H10 H11
)
(2.97)
=

−W + (ε1 + ε2 + ε3)/3 (e−iφε1 + eiφε2 + ε3)/3 (eiφε1 + e−iφε2 + ε3)/3
(eiφε1 + e−iφε2 + ε3)/3 −W + (ε1 + ε2 + ε3)/3 (e−iφε1 + eiφε2 + ε3)/3
(e−iφε1 + eiφε2 + ε3)/3 (eiφε1 + e−iφε2 + ε3)/3 2W + (ε1 + ε2 + ε3)/3

where (ε1 + ε2 + ε3)/3 = ~2k2/(2mb), (eiφε1 + e−iφε2 + ε3)/3 = 2pi~2/(3
√
3mba)i(kx + iky)
and we omitted to write the wave vector dependence of the blocks. The matrix H00 is the
2 × 2 representation of the Hamiltonian in the subspace spanned by the eigenvectors of
the doublet, while H11 is the expectation value of the Hamiltonian in the isolated state
|0〉. Finally H01 and H10 are 1 × 2 and 2 × 1 matrices respectively which describe the
interaction between the doublet and the singlet. Proceeding as in Sect. 2.1 we find the
following effective Hamiltonian describing the subspace spanned by |↑〉 and |↓〉 to first order
in kx and ky
Heff(k) = ~v(nf)F
( −W k e−i(θk+pi)
k ei(θk+pi) −W
)
, (2.98)
where
v
(nf)
F =
2pi~
3
√
3mba
. (2.99)
The effective Hamiltonian has a Dirac-like form as prescribed by symmetry [39] and the
energy bands are linear in k. Interestingly the slope of the bands, ~v(nf)F , is independent
of the strength and sign of the potential V0 and is exactly one-half the velocity of a free
electron of wave vector K in the absence of a modulation. However, this “nearly-free” result
applies only for V0 → 0, since it has been obtained within first order perturbation theory.
If we consider second-order corrections, we expect the slope of the bands to deviate from
~v(nf)F quadratically in V0, even if a full analytical calculation is not available. In the next
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a) b)
c) d)
Figure 2.27 – Energy minibands (in meV) for: a) a repulsive potential with V0 = +1.0 meV; b)
an attractive potential with V0 = −0.125 meV; c) an attractive potential with V0 = −0.8 meV. The
points Γ, M, and K are defined as in Fig. 2.2. Dirac points are formed at the K point. The black
dash-dotted lines mark the Dirac crossing energy. The blue dashed lines are the approximate slopes
of the bands near the Dirac points predicted by the 3-state model. Panel d): the absolute value of
the threshold potential V thr0 (in meV) as a function of r/a, for a = 150 nm. The red dashed line is
the analytical result for V thr0 within the 3-state model.
Subsection we will see that, evaluating numerically the Fermi velocity, it is possible to
demonstrate a remarkable dependence of the slope of the bands on the strength of the
external potential. In passing, we note that using the value of the bare electron mass in
vacuum mb = m, and a = 1.42 Å (which is the carbon-carbon distance in graphene) one
gets v(nf)F ∼ 0.98× 106 m/s, which is surprisingly close to the Fermi velocity of electrons
in graphene. Using instead the value of the band mass in GaAs, mb ∼ 0.067 m, and
a = 150 nm, we find v(nf)F ∼ 1.4× 105 m/s, roughly an order of magnitude smaller than the
value of the Fermi velocity in graphene.
2.4.3 Numerical results
We now turn to the discussion of our numerical results concerning the (mini)band structure
arising from the modulation of the 2DEG with an external periodic potential Vext(r). In
Fig. 2.27 we plot the calculated energy minibands along a closed contour (ΓMKΓ) inside the
BZ for a muffin-tin potential with a = 150 nm, r = 0.35a = 52.5 nm, and for three different
values of V0: V0 = +1.0 meV, −0.125 meV, and −0.8 meV. As dictated by symmetry and
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group theory [39], these minibands are characterized by the existence of two-fold degenerate
points at the corners of the BZ. If we look at the two lowest-lying band energies at the K
point, we observe that, in agreement with what we have found in the 3-state model, the
singlet is lower (higher) in energy with respect to the doublet if the sign of V0 is positive
(negative). Moreover, it is easy to show that states with k close to points K and K′ are
effectively described by a two-component MDF Hamiltonian with a Fermi velocity vF that
depends on mb, a, V0, and on r (see below). Comparing the different minibands shown in
Fig. 2.27, we clearly see that in the case of a repulsive muffin-tin potential (V0 > 0) even
when the Fermi level lies at the Dirac point (dash-dotted lines in Fig. 2.27), other types of
states are present at the same energy. Ideally, similarly to what happens in graphene, one
would like to be left only with isolated Dirac points at the Fermi level, i.e. with a gap in
the bulk of the BZ. Within the muffin-tin model we have used, to create such gap we need
an attractive potential (V0 < 0), whose strength has to be larger than a certain threshold Threshold
potential V thr0V thr0 . The absolute value of V thr0 is plotted in Fig. 2.27d) as a function of the ratio r/a,
for a = 150 nm. For a geometry with r/a ∼ 0.35 the threshold potential is −0.18 meV.
This threshold potential can be evaluated analytically within the 3-state model introduced
in the previous Subsection, and it is plotted in Fig. 2.27d) (red dashed line). Although
this simple analytical result does not reproduce quantitatively the numerical data, it still
simulates qualitatively the dependence of |V thr0 | on r/a.
Note that in the regime where isolated Dirac points exist, the band structure of the
nanopatterned 2DEG at sufficiently low energies consists of manifolds of minibands separated
by minigaps [see for example Fig. 2.27c)]. V0, however, cannot be too large in absolute value. Bound states
and localizationIndeed, when the local potential V0 is attractive and too strong, it can lead to the formation
of bound states. In this regime any small imperfection in the periodic structure, which is
experimentally unavoidable, could lead to a dramatic change in the character of the states,
yielding complete localization. Transport would occur mainly via variable-range hopping, a
regime which we want to avoid. For a single disk we have estimated this threshold potential
for the formation of bound states to be
V BS0 = −β2
~2
2mbr2
∼ − 0.37
(r/a)2
meV, (2.100)
where β ∼ 3.832 is the first zero of the Bessel function J1(x). For r/a ∼ 0.35 this localization
threshold is roughly 3 meV, i.e. twenty times larger (in absolute value) than the threshold
|V thr0 | necessary to create a gap in the bulk of the BZ. Thus there is a precise window of
values of |V0|, which depends on mb and on the geometrical parameters a and r, which are
suitable to create isolated Dirac points in the single-particle band structure of the 2DEG.
When a gap exists in the bulk of the BZ, the condition to have the Fermi level exactly at
the Dirac point is equivalent to the requirement of having just one band filled. The electron Dirac-point
density nDdensity nD necessary to fill one band corresponds exactly to two electrons per unit cell,
nD =
4
3
√
3 a2
. (2.101)
For structures with a ∼ 150 nm nD is of the order of a few 109 cm−2, i.e. a rather low value.
2DEGs with such low densities can be created and have already been studied experimentally.
For electron densities 109 cm−2 ≤ n ≤ 1010 cm−2, the appropriate a necessary to satisfy
the “Dirac condition” (2.101) changes from 277 nm to 88 nm.
In the last part of this section we would like to comment on the magnitude and tunability
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of the Fermi velocity vF of these artificially-induced MDFs. As we have seen in the previous
Subsection, according to the 3-state model, i.e. within first-order perturbation theory, vF is
given by Eq. (2.99) and is completely independent of V0. To go beyond this simple result,Fermi velocity
vF we need a way to compute the Fermi velocity without making reference to perturbation
theory, i.e. to all orders in V0. A possible route is suggested by group theory applied to the
k · p method [46, 51] for calculating energy bands in solids. As discussed by Slonczewski
and Weiss [39], using group theoretical arguments it is possible to demonstrate that the
operator pˆ · n (n being the unit vector in the direction of the crystal momentum measured
from the Dirac point K) is represented by the following 2× 2 matrix in the basis of the two
degenerate eigenvectors |↑〉 and |↓〉 of the Hamiltonian at the Dirac point K
p · n = p0
(
0 e−i(θ+pi/2)
ei(θ+pi/2) 0
)
, (2.102)
where θ is the polar angle of the unit vector n and p0 is a constant related to the Fermi
velocity by p0 = mbvF. In order to determine p0 we observe that it is simply an eigenvalue
of the matrix in Eq. (2.102) and the corresponding eigenstate is given by
|wθ〉 = 1√
2
(e−i(θ+pi/2)/2 |↑〉+ ei(θ+pi/2)/2 |↓〉) . (2.103)
Thus we can determine p0, and consequently the Fermi velocity vF, using the following
equation
p0 = 〈wθ| pˆ · n |wθ〉 . (2.104)
Thanks to Bloch theorem, we can always write the wave function corresponding to the
state |wθ〉 as
wθ(r) = 〈r|wθ〉 = e
iK·r
√
S
∑
G
wθ(G) eiG·r . (2.105)
Using this expression in Eq. (2.104) we find
vF =
p0
mb
=
~
mb
(
K · n+
∑
G
|wθ(G)|2 G · n
)
. (2.106)
If we set θ = pi/2 in Eq. (2.106) we obtain a formula for vF directly in units of v
(nf)
F
vF
v
(nf)
F
= 1 +
3
√
3 a
2pi
∑
G
|wpi/2(G)|2Gy . (2.107)
We remark that in order to obtain the expression in Eq. (2.102) it is necessary to choose the
degenerate eigenvectors |↑〉 and |↓〉 of the Hamiltonian at K so that they span a space for a
given 2D representation of the little group of K. Of course the choice of the representation
is arbitrary and the final value of vF is independent of this choice. However, the explicit
formula (2.106) or (2.107) depends on the representation considered in this case, i.e. the
one presented by Slonczewski and Weiss in Ref. [39]. Of course this information has a
fundamental importance in numerical calculations of the Fermi velocity.
The results of these cumbersome calculations have been summarized in Fig. 2.28a). We see
that a finite value of V0 (this plot concentrates only on V0 < 0), away from the regime of
applicability of perturbation theory, tends to suppress the Fermi velocity with respect to its
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a) b)
c) d)
Figure 2.28 – Panel a): color plot of the effective Fermi velocity vF (in units of the nearly-free
Fermi velocity v(nf)F ) as a function of r/a and |V0| (in meV), for a = 150 nm. Panel b): vF/v(nf)F as
a function of |V0| for r/a = 0.35 (green circles) and r/a = 0.45 (blue squares), again for a = 150 nm.
Inset: comparison between numerical results (green empty circles) and predictions according to
approximate second-order perturbation theory (red solid line). Panel c): first two minibands
(green solid lines) for an attractive muffin-tin potential with V0 = −0.8 meV, a = 150 nm, and
r = 0.35a = 52.5 nm. The blue dashed lines are linear extrapolations of the energy bands according
to the nearly-free prediction for the slope of bands (2.99). The red dashed lines are the same but
according to the non-perturbative result (2.107). Panel d): a comparison between the Fermi velocity
dependence on |V0| in two different models: honeycomb (green circles) and triangular (blue squares)
2D muffin-tin external potential. The insets show color plots (grey = V0, white = 0) of the external
potential inside the hexagonal unit cell in the two configurations considered.
nearly-free value v(nf)F , the more so the smaller the ratio r/a is (down to r/a ∼ 0.3, where
the opposite occurs). Fig. 2.28b) shows the behaviour of vF/v
(nf)
F as a function of |V0| for
two different values of r/a: r/a = 0.35 (green circles) and r/a = 0.45 (blue squares). The
inset is a zoom of the results for r/a = 0.35 near V0 = 0. Numerical results are compared
with the prediction (red solid line) according to an approximate form of second order
perturbation theory, i.e. retaining only the second-order contributions coming from the
first excited states at the K point in the empty-lattice model. As expected, the correction
to the nearly-free result v(nf)F is quadratic in the potential strength V0 and the agreement
is more than satisfactory. For completeness, Fig. 2.28c) shows a magnification of the two
lowest-lying bands in Fig. 2.27c) together with extrapolations of the linear dispersion of the
bands near the Dirac point using the nearly-free Fermi velocity (2.99) (blue dashed lines)
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or the non-perturbative result (2.107) (red dashed lines). As it is manifest, the nearly-free
prediction v(nf)F in Eq. (2.99) overestimates the slope of the bands near the K point, which,
on the contrary, is properly evaluated using Eq. (2.107).
Finally, we observe that the suppression of the Fermi velocity is much stronger here thanHoneycomb vs
triangular in Ref. [85], where the authors state that the nearly-free prediction (2.99) for the slope of
the bands is in agreement with their numerical calculations. We attribute this apparent
contradiction to the different lattice structure (triangular vs honeycomb) and to the much
smaller range of values of V0 considered in Ref. [85]. To make this point clearer in Fig. 2.28d)
we plot the dependence of the Fermi velocity on |V0| in the the presence of a 2D muffin-tin
potential with a triangular (blue squares) or honeycomb (green circles) pattern. In order to
make a quantitative comparison between the two possible configurations we have chosen
the following strategy. First of all, it is convenient to subtract a constant to the triangular
muffin-tin potential, so that Vext(r) is zero inside the disks forming the triangular lattice
and V0 everywhere else. In this way the meaning of the sign of V0 is the same as in a
honeycomb potential: V0 > 0 corresponds to a repulsive potential at the corners of the
hexagonal Wigner-Seitz cell [41, 46] and V0 < 0 to an attractive potential. Secondly, we
need a relation between the geometrical parameters, i.e. between the radius of the disks r
and the center-to-center distance a in the two cases. Assuming the lattice parameter to be
the same, it is possible to determine a connection between the radius of the disks in the
honeycomb arrangement, rhc, and in the triangular arrangement, rtr, requiring that the
average value of the resulting external potential Vext(r) inside the hexagonal unit cell be
the same. This leads straightforwardly to the following relation
2 r2hc =
3
√
3
2pi
a2 − r2tr . (2.108)
Setting rtr/a = 0.574 as in Ref. [85], we find rhc/a = 0.498. A color plot of the corresponding
potentials inside the hexagonal unit cell is reported in the insets to Fig. 2.28d). Using this
criterion to make a quantitative comparison between the two different patterns, we see in
Fig. 2.28d) that the suppression of the Fermi velocity with respect to its nearly-free value
v
(nf)
F is much stronger in the presence of a honeycomb potential rather than in case of a
triangular lattice.
2.4.4 Experimental realization
To explore the applicability of the ideas presented up to now in this Section to real
systems we realized the periodic external potential on a sample containing a 2DEG in a
25 nm wide, one-side modulation-doped Al0.1Ga0.9As/GaAs quantum well [9]. The 2DEG,
positioned 170 nm underneath the surface (the doping layer is at 110 nm), has measured
low-temperature electron density ne = 1.1× 1011 cm−2 and mobility of 2.7× 106 cm2/(Vs).
The external modulation of the 2DEG is achieved following the procedure described in
Ref. [86] based on e-beam nanolithography and inductive coupled plasma reactive ion
shallow etching (80 nm below the surface). Figs. 2.29a) and 2.29c) show SEM images of
the nanopatterned 2DEG. Other schemes with metallic gates can also be explored. The
experimental values of the parameters are a ∼ 150 nm and r ∼ 50 nm, similar to those used
for the calculations. V0 is not known experimentally. However, one can engineer systems
in which the potential felt by the electrons at the corners of the hexagonal cells is either
repulsive (V0 > 0), as in Fig. 2.29a), or attractive (V0 < 0), as in Fig. 2.29c).
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a) b)
c) d)
Figure 2.29 – Panels a) and c): SEM images of the nanopatterned modulation-doped GaAs/AlGaAs
sample. Panel b) Calculated density-of-states (DOS), in units of eV−1 × nm−2, as a function of
energy for a muffin-tin potential with V0 = −2.8 meV, a = 150 nm, and r = 52.5 nm. The
first structure in the DOS is fixed at the energy of the main photoluminescence (PL) peak [see
panel d)]. The vertical dashed line denotes the Fermi level associated with the nominal density
ne = 1.1× 1011 cm−2. The inset shows a zoom of the DOS corresponding to the first structure in
the main panel. The v-shaped DOS characteristic of MDFs is evident. Panel d) Low-temperature
(T = 2 K) PL of the sample before (red dotted curve) and after (black solid curve) the processing.
Since ne > nD, electrons occupy not only the bands with isolated Dirac points but also
minibands at higher energy, as shown in Fig. 2.29b), where the density-of-states (DOS)
and the nominal Fermi level for V0 = −2.8 meV are shown. Despite the large doping,
the impact of the nanopatterning and the formation of minibands clearly manifest in the
photoluminescence (PL) spectrum. Fig. 2.29d) shows representative PL spectra at 2 K Photoluminescence
both of the unprocessed (red dotted curve) and processed (black solid curve) samples. In
the unprocessed 2DEG case, the PL shape is determined by the density-of-states of the
free electrons and equilibrium occupation factors of the 2DEG and photoexcited holes [87]
leading to an estimated electron density in agreement with the transport results. The
processed sample PL, on the contrary, displays a remarkable change with the appearance of
sharp structures on the high energy side and an overall reduction of its linewidth, which are
remarkably consistent with the modification of the conventional constant-in-energy DOS
as shown in Fig. 2.29b), provided that V0 is chosen appropriately (at V0 = −2.8 meV in
this case). We expect that the inclusion of the hole states in the description of the PL
will not change the result of this analysis since hole minibands will be very flat due to the
much larger hole mass. The overall smaller linewidth of the PL suggests a reduction of the
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average electron density due to the impact of the etching process.
2.4.5 Conclusions and future perspectives
Artificially-induced MDFs in 2DEGs confined in high-mobility semiconductor heterostruc-
tures could offer several advantages over graphene. One is clearly related to the very high
purity of the former systems. Even though the dominant scattering mechanisms in graphene
are not yet fully understood, it seems that charged impurities trapped close to (or on) the
graphene plane play a very important role in limiting graphene’s mobility [88–90], partly
obscuring intrinsic properties of MDFs. The massless Dirac fluid at low densities is indeed
a highly inhomogeneous system [6, 10, 91]. Although attempts to achieve high-mobilities in
graphene systems seem to offer promising prospectives, the possibility of creating artificially
MDFs in high-quality 2DEGs with mobilities that can exceed 107 cm2/(Vs) even at low
densities would represent a very exciting alternative route 9. The realization of artificial
graphene thus would pave the way for the experimental observation of several predictions
made for MDFs, such us a universal minimum conductivity [5] σmin = 4e2/(pih) and unusual
electron-electron interaction physics [72, 73, 81].
Cyclotron-resonance in artificial graphene should exhibit a
√
B dependence and quite
large gaps. Indeed, the MDF cyclotron frequency is [67] ωMDFc =
√
2vF/`B, where
`B =
√
~c/(eB) ∼ 257 Å/√B/Tesla is the magnetic length, while in a standard 2DEG it
is instead ω2D EGc = ~/(mb`2B). In graphene vF ∼ 106 m/s and thus, at a field B = 10 T,
ωMDFc ∼ 1328 K. In GaAs, at the same field, ω2D EG ∼ 63 K. In artificial graphene created
in GaAs, as we have seen, the Fermi velocity is tunable: if we use its nearly-free value,
vF ∼ 1.4×105 m/s, we get ωMDFc ∼ 186 K at 10 T, which is roughly one order of magnitude
smaller than in graphene but still one order of magnitude larger than in a standard 2DEG.
More importantly, since the fractional quantum Hall effect is easily observed in 2DEGs,
artificial graphene could also be a very useful playground to understand electron-electron
interaction effects in MDF systems in the presence of high magnetic fields. The large area of
the superlattice unit cell offers also the possibility to achieve commensurability [92] between
an external magnetic flux and the quantum of flux at quite small values of the external
magnetic field.
The realization of MDFs in conventional semiconductors opens the interesting scenario
related to the impact of spin-orbit coupling particularly if one uses InAs-based materials
where spin-orbit coupling and effective g-factors are large. Finally we would like to mention
that if the nanopatterning technique discussed above is carried out on areas with extension
much smaller than that illustrated in Fig. 2.29, one can in principle create artificial-graphene
ribbons with perfect zigzag or armchair edges in which confinement and boundary conditions
could play a very important role.
In summary, we have shown that under suitable conditions systems of massless Dirac
fermions can be created in conventional 2DEGs confined in semiconductor quantum wells
by creating a superlattice with honeycomb geometry by nanopatterning. The existence of
artificially-induced masslessness could be demonstrated through the observation of the half-
integer QHE [5] or by studying the PL or neutral collective excitations in the low-density
regime. Such artificial graphene structures embedded in semiconductors could open novel
routes for studies of electron interactions in low-dimensional systems.
9Note that there are neither lattice vibrations nor ripples associated with the artificially-created long-
wavelength superlattice.
Chapter
3
Inhomogeneous
Graphene
In current experimental samples unavoidable sources of disorder alter those properties of
“homogeneous” graphene reported in Chapter 2. It is thus a key challenge for graphene
research to improve the understanding of this material, starting from the identification of
the main scattering mechanisms. In this Chapter we address this fundamental problem,
considering the properties of inhomogeneous graphene, i.e. a graphene sheet under the
influence of an external perturbing potential, which varies slowly on the scale of graphene’s
lattice constant. After a brief introduction to the main experimental results, we first
review a Kohn-Sham-Dirac density-functional-theory scheme [10] that treats slowly-varying
external potentials and electron-electron interactions on an equal footing. This introduction
is followed by a summary of the main numerical results obtained in Ref. [10] concerning the
ground-state density profile of graphene’s chiral electron gas in the presence of randomly
distributed charged impurities. We then report on original continuum-model electronic
structure calculations based on this scheme, for graphene sheets under the influence of
local charged scatterers distributed in space in the same way as in the sample studied
experimentally by Zhang et al. [7]. We focus in particular on the ground-state density profile
and on the local density-of-states and make use of this information to verify the reliability
of a reconstruction method used by experimentalists [6, 7] to map out the electronic density.
We conclude this Chapter summarizing our original results and outlining possible future
perspectives.
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3.1 The role of disorder in graphene:
experimental signatures
As we mentioned in Chapter 2, although the electron mean free path in graphene can reach
values up to one micrometer in current samples, graphene is not immune to disorder and
its electronic properties are controlled by extrinsic as well as intrinsic effects which are
unique to this system. Among the intrinsic sources of disorder we can highlight surface
ripples (see Sect. 2.2) and topological defects. Extrinsic disorder can come about in many
different forms: adatoms, substrate-induced topographic corrugations, extended defects,
and charged impurities trapped close the graphene plane. Such perturbations profoundly
alter the Dirac fermion behaviour, especially at low densities, with implications for their
fundamental physics as well as for graphene device applications. In this Section, we review
some fundamental experiments which have brought to light the importance of disorder in
understanding graphene properties.
Transport measurements
Thanks to the high crystal quality of the early graphene samples, already in the seminal
experiments by Novoselov et al. [1–3] and Zhang et al. [4] it has been possible to measure
the dependence of the conductivity σ on the gate voltage Vg, i.e. on carrier concentration
n. As shown in Fig. 3.1, the conductivity increases linearly with |n| leading to a constantLinear
conductivity
σ ∝ n
mobility µ = σ/ne, except very close to the neutrality point where σ never falls below a
minimum value σmin, corresponding (approximately) to a conductance quantum e2/h per
channel. In the framework of Boltzmann transport theory it is easy to show [8, 88, 89]
that if the scatterers are short-range the corresponding conductivity is independent of
carrier density, at odds with the experimental results. On the other hand, if one considers
a scattering mechanism based on screened charged impurities, the resulting conductivity is
proportional to n, as observed. Intuitively, this is due to the fact that in Boltzmann theory
the conductivity of graphene is
σ =
e2
h
2εFτ
~
, (3.1)
Figure 3.1 – An example of changes in conduc-
tivity σ of graphene with varying gate voltage
Vg, i.e. carrier concentration n. Here σ is pro-
portional to n, with the exception of the region
around the neutrality point, where the conduc-
tivity assumes its minimum value. Note that
samples with higher mobility normally show a
sublinear behaviour, presumably indicating the
presence of different types of scatterers, as briefly
discussed in the text. The inset shows a scanning-
electron micrograph of one of the experimental
devices fabricated by Novoselov et al. [3]. False
colors are chosen to match those in visible op-
tics. The scale of the micrograph is given by the
width of the Hall bar which is one micrometer.
Adapted from Refs. [3, 67].
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where τ is the transport relaxation time, which is τs ∝
√
n for short-range scatterers
and τc ∝ 1/
√
n for Coulomb scatterers. Thus, at low densities the Coulomb scattering
mechanism dominates and the conductivity is linear in density, giving a constant mobility
µ that depends on the charged impurity concentration nimp. Comparing theoretical and
experimental results [93] it is possible to estimate that for exfoliated graphene nimp varies
in the range of 2− 15× 1011 cm−2. Nevertheless, it is important to mention that for very
high mobility samples, which presumably have a small charged impurity concentration, the
conductivity curve flattens out and a sublinear behaviour is substituted for the linear one.
This is due to the fact that at higher densities the dominant scattering mechanism changes
from long-range Coulomb scattering to short-range scattering, such as atomic defects in
the lattice, and consequently σ tends to a constant value.
As we mentioned above another important observation is the exceptional and counterintuitive Minimum
conductivitypersistence of the metallic state, i.e. finite conductivity, in the limit of vanishing n. A
number of theories [5] based on homogeneous graphene sheets have attempted to account
for this surprising behaviour and most of them predict a universal minimum conductivity
given by σmin = 4e2/hpi. However, the experimental measurements of σmin are found
to be strongly sample dependent [93], yielding values on the order of e2/h with a non-
universal prefactor ranging from 2 to 12 and typically larger than the predicted value
4e2/hpi. The sample-dependent shift in the minimum conductivity with respect to the
clean-limit prediction has been argued to arise from the inhomogeneous charge distribution
around the Dirac point [8, 90], where the system is expected to break into electron and hole
puddles under the influence of the Coulomb potential due to charged impurities trapped
near the graphene plane.
Inverse compressibility
The first experimental evidence for the formation of electron-hole puddles in graphene
close to the neutrality point was reported by Martin et al. [6] in 2008. We have already
discussed some of the implications of their experiments in Chapter 2 in connection with the
observation of many-body effects in graphene. As we mentioned, they use a scanning single-
electron transistor to locally measure the density dependence of the inverse compressibility.
As shown in Fig. 2.20, the most evident sign of disorder is the rounding off of the divergence
expected in a perfectly uniform system at the neutrality point. In addition, the peaked Dirac point
mappingbehaviour of the inverse compressibility as a function gate voltage or density may be used
up to map out the density fluctuations in the graphene sheet. Indeed, at different locations
across the sample, the local density is added to the externally induced density by gate
voltage. Therefore, different gate voltages are required to zero the density at each location
and reach the Dirac point. In practice this means that the entire inverse compressibility
curve is shifted along the gate voltage axis as we move from one point across the sample
to another, and, fitting the peak in the inverse compressibility, it is possible to find the
dependence of the Dirac point on position. This Dirac point map εD(r) can be translated
into a carrier density map using the following relation
nDPM(r) = sgn(µ− εD(r)) [µ− εD(r)]
2
pi~2v2F
, (3.2)
where µ is the chemical potential of the system. Fig 3.2 shows a colour map of the spatial
density fluctuations in the graphene sheet when the average carrier density is zero. These
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Figure 3.2 – Colour map of the spatial density
variations in the graphene flake reconstructed
from the Dirac-point-mapping procedure de-
scribed in the text. The blue regions correspond
to holes while the red regions to electrons. The
formation of electron-hole puddles is clearly visi-
ble. Taken from Ref. [6].
data clearly constitute direct evidence for electron-hole puddles in graphene, even if it is
difficult to extract quantitative information about the details of disorder and to rule out
the source of these density modulations owing to the poor experimental resolution.
Scanning tunneling microscopy and spectroscopy
Significant progress in understanding the most remarkable types of disorder in exfoliated
graphene has been made by utilizing the techniques of scanning tunneling microscopy
(STM) and spectroscopy (STS) to probe topographic and electronic disorder in graphene.
As observed by Zhang et al. [7, 94] and Deshpande et al. [95], STM topographic images ofSurface
corrugations monolayer graphene as the one in Fig. 3.3a) clearly reveal random corrugations with lateral
dimension of a few nanometers and vertical dimension in the range of 1− 5 Å, likely due
the roughness of the underlying SiO2 surface. In addition, by measuring the differential
conductance, dI/dV , as a function of energy and position, it is possible to obtain maps of
the local density-of-states (LDOS) [96] and thus explore the inhomogeneous charge density
of graphene. Fig. 3.3b) shows a map of the LDOS for a sample-tip voltage Vb = 0.0 V taken
from Ref. [95]. The yellow regions (large dI/dV ) are a result of the shifting of the Dirac
point towards positive tip voltage while in the blue regions the Dirac point has shifted
towards negative tip voltage. The fluctuations of the Dirac point position across the sample
can be translated into charge density inhomogeneities, adding evidence for the formation of
electron-hole puddles in graphene at low density. Similar experiments, but with a more
accurate analysis of the origin of spatial charge modulations in graphene, has been carried
out by Zhang et al. [7]. Apart from a ∼ 130 meV gap-like feature centered at the Fermi
energy due to inelastic phonon-mediated tunneling into graphene [94, 97], the tunneling
spectra exhibit a dip at a voltage VD which marks the Dirac point energy εD, offset by
the energy of a K point phonon mode (∼ 63 meV). Therefore, by measuring the tunnel
spectrum at every pixel over a given area it is possible to identify the position of the Dirac
point at each point, i.e. to obtain a Dirac point map εD(r). This map can be then converted
into a charge density map nDPM(r) through the relation in Eq. (3.2). Fig. 3.3c) displays
the differential conductance map of a large graphene area containing multiple electron-hole
charge puddles. According to Zhang et al. the density fluctuations are not caused by
topographic corrugations such as those showed in Fig. 3.3a) since a comparison between the
geometry of the charge puddles and the corrugations over the same area yields no apparent
correlation. On the contrary, they relate the electron density inhomogeneity to charge-
donating impurities trapped below the graphene plane, as suggested by different theoretical
groups [8, 90]. This conclusion is strictly connected to another fundamental observation:Local scatterers
the same perturbations that create graphene charge puddles also act as scattering sites for
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a) b) c)
Figure 3.3 – Panel a): constant-current STM topograph of a graphene flake on a SiO2 substrate,
showing visible surface corrugations. Adapted from Ref. [94]. Panel b): two-dimensional map of
the STS differential conductance at zero tip voltage of a graphene sheet with areal extension of
40× 40 nm2. Adapted from Ref. [95]. Panel c): same as in panel b) but for a different graphene
sample and for Vb = 0.6 V. Adapted from Ref. [94]. Both panels b) and c) clearly show the
formation of electron-hole puddles.
the Dirac fermions, leading to quasiparticle interference patterns. Indeed, they report the
appearance of standing wave patterns in electronic LDOS on top of the smooth background
provided by the puddle profile, whose wavelength decreases as sample-tip bias is increased.
At large bias these features are highly localized around scattering centers which occur only
in electron-rich charge puddles. Because the scattering centers do not correspond to any
clear topographical features, Zhang et al. believe that they arise from individual charged
impurities located beneath the graphene. In Sect. 3.5 we will compare these experimental
results with our theoretical calculations and comment at length on the reliability of the
spectroscopic method presented above to extract the density profile of the system starting
from the Dirac point mapping (DPM).
3.2 Massless-Dirac-model density functional theory
As we discussed in Sect. 2.3, because of band chirality, the role of electron-electron interac-
tions in graphene sheets differs in some essential ways from the role which it plays in an
ordinary 2D electron gas. One important difference is that the contribution of exchange and
correlation to the chemical potential is an increasing rather than a decreasing function of
carrier-density. This property implies that exchange and correlation increases the effective-
ness of screening, in contrast to the usual case in which exchange and correlation weakens
screening. This unusual property follows from the difference in sublattice pseudospin
chirality between the Dirac model’s negative energy valence band states and its conduction
band states, and in a uniform graphene system is readily accounted for by many-body
perturbation theory.
In this Section we review a DFT approach conceived by Polini et al. [10], called Kohn-
Sham-Dirac (KSD) DFT, which allows this physics to be accounted for in graphene sheets
in which the carrier density is non-uniform either by design, as in p-n junction systems [67],
or as a result of unintended disorder sources.
This KSD scheme is at the heart of our original continuum-model electronic structure
calculations described below.
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3.2.1 Kohn-Sham-Dirac equation
Let us consider a system of 2D MDFs which are subjected to a time-independent scalar ex-
ternal potential Vext(r). This model applies to graphene sheets when the external potential
varies slowly on the lattice-constant length scale. In this limit the external potential will
couple identically to the two sublattices, and hence be a pseudospin scalar, and have negligi-
ble inter-valley scattering, justifying an envelope function approach [51] which promotes the
perfect crystal Dirac bands to envelope function Dirac operators. As in Sect. 2.3, to account
for electron-electron interactions in graphene sheets, the ultrarelativistic massless-Dirac
particles must interact via instantaneous non-relativistic Coulomb interactions, leading to a
new type of many-body problem.
In Chapter 1 we have seen that DFT is a practical approach to many-body physics which
recognizes the impossibility of achieving exact results and seeks practical solutions with
adequate accuracy. Following a line of argument similar to the one adopted in Sect. 1.3,
which we do not reproduce here, many-body exchange-correlation effects can be taken
into account in the graphene many-body problem with the same formal justifications and
the same types of approximation schemes as in standard non-relativistic DFT. The end
result in the case of present interest is that ground-state charge densities and energies are
determined by solving a time-independent KSD equation for a sublattice-pseudospin spinor
Φλ(r) = (ϕ
(A)
λ (r), ϕ
(B)
λ (r))
T,
[vFσ · p+ IσVKS(r)] Φλ(r) = ελΦλ(r) . (3.3)
Here p = −i~∇r is the 2D momentum operator, Iσ is the 2×2 identity matrix in pseudospin
space, and VKS(r) = Vext(r) + ∆VH(r) + Vxc(r) is the Kohn-Sham (KS) potential, which is
a functional of the ground-state density n(r). The ground-state density is obtained as aGround-state
density sum over occupied Kohn-Sham-Dirac spinors Φλ(r)
n(r) = 4
∑
λ(occ)
Φ†λ(r)Φλ(r) ≡ 4
∑
λ(occ)
[|ϕ(A)λ (r)|2 + |ϕ(B)λ (r)|2] , (3.4)
where the factor 4 is due to valley and spin degeneracies and {ϕ(σ)λ (r), σ = A, B} are
the pseudospin (sublattice) components of the KSD spinor Φλ(r). Equation (3.4) is a
self-consistent closure relationship for the KSD equations (3.3), since the effective potential
in Eq. (3.3) is a functional of the ground-state density n(r). More explicit details on the
construction of n(r) are given below. This formalism is readily generalized to account for
spin-polarization, or valley polarization, or both. A generalization of the present theory to
situations in which graphene is subjected to an inhomogeneous magnetic field can also be
envisioned along the lines, for example, of Ref. [98].
The KS potential VKS(r) in Eq. (3.3) is the sum of external, Hartree, and exchange-
correlation contributions. The Hartree potential is given by
∆VH(r) =
∫
d2r′
e2
|r − r′| δn(r
′) , (3.5)
where  is the average background dielectric constant ( = 2.5, for example, for graphene
placed on SiO2 with the other side being exposed to air) and the quantity δn(r) = n(r)−n0
is the density measured relative to that of a uniform neutral graphene sheet as specified
more precisely below [see Eq. (3.20)].
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The third term in VKS(r), Vxc(r), is the exchange-correlation potential, which is formally a
functional of the ground-state density, but known only approximately. As in Ref. [10], in LDA
this Thesis we employ the local-density approximation (see Subsect. 1.3.3),
Vxc(r) = vhomxc (n)
∣∣∣
n→nc(r)
, (3.6)
where vhomxc (n) is the reference exchange-correlation potential of a uniform 2D liquid of
MDFs with carrier density n defined in Eq. (2.61). vhomxc (n) has been already computed
in Subsect. 2.3.2 starting from a convenient parameterization of the exchange-correlation
energy per excess carrier δεxc(n) and is plotted in Fig. 2.18 as a function of n. The carrier
density nc(r) appearing in Eq. (3.6) is the density relative to that of a uniform neutral
graphene sheet and will be defined more precisely below. As we discussed at length in
Chapter 2, it is important to notice that the exchange-correlation potential vhomxc (n), as well
as all graphene’s MDF model properties, depends on the ultraviolet cut-off Λ = kmax/kF,
where kmax should be assigned a value corresponding to the wave vector range over which
the continuum model describes graphene. In our original calculations we take kmax to be
such that
pik2max = η
2pi2
A0 , (3.7)
where A0 = 3
√
3a2/2 ∼ 0.052 nm2 is the area of the unit cell in the honeycomb lattice and
η is a dimensionless number η ∈ (0, 1] 1. As suggested by Polini et al. [10], the optimal value
of η would have to be determined by a lattice-model correlation energy calculation. From
another point of view η, the Fermi velocity vF, and the dielectric constant  are coupled
parameters of the Dirac model for graphene which should be fixed by comparison of the
model’s predictions with experiment. In Ref. [10] Polini et al. arbitrarily choose η = 1 in
Eq. (2.65), relying on the fact that for typical graphene-system densities the dependence of
the exchange-correlation potential on η is weak. We shall turn back to the choice for η and
its physical meaning in Subsect. 3.3.3, where we also comment on the value of η used in
the original calculations presented in this Thesis.
3.2.2 Solving the KSD equation: plane-wave method
In this Subsection we summarize the procedure followed by Polini et al. [10] to solve the
KSD equation (3.3), which is based on a supercell method and plane-wave expansions. The
same technique has been used in all our original calculations.
We consider MDFs in a 2D (square) box of size L× L with periodic boundary conditions.
In this case the KSD equations (3.3) can be conveniently solved by expanding the spinors
Φλ(r) in a plane-wave basis. We discretize real space: r → rij = (xi, yj), xi = iδx, yj = jδy
with i = 1...Nx and j = 1...Ny. Here δx × Nx = δy × Ny = L. Fourier transforms f˜(k) FFT
of real-space functions f(r) are calculated by means of a standard fast-Fourier-transform
algorithm [99] that allows us to compute f˜ on the set of discrete wave vectors kij ,
kij = (kx,i, ky,j) =
2pi
L
(nx,i, ny,j) , (3.8)
1It is important to notice that this choice for kmax is different from the one in Eq. (2.65) common to
both Ref. [10] and Subsect. 2.3.2. The new definition (3.7) is necessary to avoid an extra factor of two in
Eq. (2.65).
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with −Nx/2 ≤ nx,i < Nx/2 and −Ny/2 ≤ ny,j < Ny/2 (or, equivalently, 0 ≤ nx,i < Nx
and 0 ≤ ny,j < Ny), that belong to the Bravais lattice of the discretized box. The definition
of the Fourier transform that we use is the following:
f(r) =
∫
d2k
(2pi)2
f˜(k) eik·r
f˜(k) =
∫
d2r f(r) e−ik·r
. (3.9)
After discretization f(r)→ fij ≡ f(rij), f˜ij ≡ f˜(kij) with
fij =
1
L2
Nx−1∑
n=0
Ny−1∑
m=0
f˜nm e
iknm·rij (3.10)
and
f˜ij = L2 × 1
NxNy
Nx−1∑
n=0
Ny−1∑
m=0
fnm e
−ikij ·rnm . (3.11)
In all the numerical calculations by Polini et al. [10] reported on below we use L as unit of
length, 2pi~/L as the unit of momentum, and ~vF/L as the unit of energy. In what follows
we also set ~ = 1.
In momentum space Eq. (3.3) reads∑
k′
〈k|[vFσ · p+ IσVKS(r)]|k′〉Φ˜λ(k′) = ελΦ˜λ(k) . (3.12)
Here λ labels the eigenvalues of the KSD matrix HKSDk,k′ ≡ 〈k|[vFσ · p+ IσVKS(r)]|k′〉. The
matrix elements of the kinetic Hamiltonian are given by
〈k| vFσ · p |k′〉 = vFσ · k′δk,k′ . (3.13)
We employ a momentum space cut-off kx,i, ky,j ∈ [−kc,+kc] which does not exceed the BZMomentum
space
cut-off kc
boundary defined by our real-space discretization: kc < pi/δx, pi/δy. kc defines the range of
momenta used in the expansion of the Hamiltonian HKSDk,k′ and thus defines its dimension
dH:
dH = 2×
(
2× Lkc
2pi
+ 1
)2
. (3.14)
The factor of 2 here is due to the sublattice pseudospin degree-of-freedom. As already
stated above, real spin and valley degrees of freedom enter our calculations only through
the trivial degeneracy factors they imply. Given a value of kc the KSD matrix HKSDk,k′ has
dH eigenvalues, labeled by the discrete index λ = 1, . . . , dH.
3.3 Non-linear screening of Coulomb impurities
In this Section we report on the main results obtained by Polini et al. [10] concerning the
application of the LDA-DFT method described above to study the non-linear screening of
Nimp ≥ 1 point-like impurities with charge Ze (Z can be either positive or negative and
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e > 0, as before) located at random positions on a plane at a distance d from the 2D chiral
electron gas (CEG) plane. As we discussed at length in Sect. 3.1, the approximately linear
dependence of conductivity on carrier density in graphene sheets, as well as the very recent
STM experiments by Zhang et al. [7], supports the hypothesis [8, 90] that nearby charged
impurities are the dominant disorder source in most current graphene samples.
Some original contributions with respect to the earlier work of Ref. [10] are also included
and properly highlighted.
3.3.1 Constructing the KS potential and the ground-state density
We assume that the 2D CEG has a spatially averaged pi-electron density
n0 =
2
A0 + n¯c . (3.15)
Here 2/A0 is the density of a neutral graphene sheet and n¯c is the spatially averaged carrier
density, which can be positive or negative and controlled by gate voltages (see Sect. 2.2). In
what follows we write n¯c ≡ 4Q/L2, where Q is the number of carriers per spin and valley in
our supercell. Because of the role played by gate voltages in experiment, there is no reason
to impose a charge-neutrality relationship between the number of impurities Nimp and Q.
The external potential Vext(r) is given by: External
potential
Vext(r) = −
Nimp∑
i=1
Ze2

√|r −Ri|2 + d2 , (3.16)
where Ri are random positions in the supercell. For simplicity, all charges have been taken
to have the same Z in Eq. (3.16) 2. The matrix elements of the disorder potential in
Eq. (3.16) are given by
〈k|Vext(r)|k′〉 = V˜ext(k − k′) Fimp(k − k′) , (3.17)
where V˜ext(q) = −2piZe2 exp (−qd)/(q) is the Fourier transform of the potential created
by a single impurity and
Fimp(k − k′) = 1
L2
Nimp∑
i=1
e−i(k−k
′)·Ri (3.18)
is a geometric structure factor that depends only on the positions of the impurities. The
impurity charges are replicated in each supercell and the total potential Vext(r) therefore
has the supercell periodicity. We set V˜ext(k = k′) = 0, thereby choosing the zero of energy
at the Dirac-point energy in the spatially averaged external potential.
The ground-state density profile n(r) in the external potential given by Eq. (3.16) is
computed from Eq. (3.4) by summing over λ = 1, . . . , λmax, where the KS energy levels
are arranged in ascending order, ε1 ≤ · · · ≤ ελmax ≤ · · · ≤ εdH . Since half of the system’s
2We mention that as a possible extension of the earlier code we originally implemented the possibility of
assigning random charges to the impurities, with a fixed value of the total charge, Ztot. However, recent
experimental results [7] seem to suggest that the impurities are always donors (Z > 0) and probably singly
ionized.
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Symbols Description
L Linear size of the simulation supercell
d Distance between the impurities and the graphene plane
Nimp Number of impurities
Z Charge of one impurity
n¯c = 4Q/L2 Average carrier density
αee Fine-structure constant
kc Momentum space cut-off
Table 3.1 – Input parameters needed for the calculations and relative symbols used to denote
them in the text.
pi-orbitals are occupied in a neutral graphene sheet, λmax is related to the average pi-electron
density of the graphene sheet n0 = 4(dH/2 +Q)/L2 by
λmax =
dH
2
+Q . (3.19)
Note that this implies the following relationship between the momentum-space cutoff kc
and the area of the system L2 in units of A0: L2/A0 = 2 [2Lkc/(2pi) + 1]2 (see Tab. 3.2).
In Subsect. 3.3.3 we will see how this strict relationship, which strongly limits the size of
the supercell, can be relaxed, allowing the simulation of large systems.
In all the self-consistent numerical calculations presented here and in the following SectionsCharge
neutrality only the deviation of the density from its average value in the supercell is evaluated, i.e.
δn(r) = n(r)− n0 . (3.20)
The corresponding quantity in momentum space δn˜(k) is given by δn˜(k) = n˜(k)− n0δk,0.
Note that δn(r) is charge neutral, i.e. δn˜(k = 0) = 0. The matrix elements of the Hartree
term in the Kohn-Sham-Dirac equation are given by
〈k|∆VH(r)|k′〉 = 2pie
2
|k − k′| δn˜(k − k
′) . (3.21)
The matrix elements of the exchange-correlation potential can be calculated numerically
from
〈k|Vxc(r)|k′〉 = 1
L2
∫
d2r Vxc(r) e−i(k−k
′)·r , (3.22)
where Vxc(r) is given by Eq. (3.6) with the carrier densityCarrier density
nc(r) = n(r)− 2dH
L2
= δn(r) +
4Q
L2
. (3.23)
Table 3.1 summarizes all the input parameters that are needed in the calculations presented
here and the symbols used to denote them.
3.3.2 Numerical results
In this Subsection we summarize some illustrative numerical results obtained by Polini
et al. [10].
3.3 Non-linear screening of Coulomb impurities 93
Figure 3.4 – Top left panel: a color plot of the opposite of the absolute value of the external
potential, −|Vext(r)|, (in units of ~vF/L) as a function of x/L and y/L. The system parameters
are Nx = Ny = 128, kc = (2pi/L)× 10, Nimp = 40, Z = +1, αee = 0.5, Q = 0, and d/L = 0.1. The
small circles represent the positions of the impurities for a particular realization of disorder. Top
right panel: a color plot of the corresponding non-interacting ground-state density profile δn(r) (in
units of 1/L2) as a function of x/L and y/L. Bottom left panel: Hartree-only ground-state density
profile. Bottom right panel: same as in the bottom left panel but with the addition of the exchange
and RPA correlation potential. Taken from Ref. [10].
Fig. 3.4 shows the real-space density profile δn(r) of a neutral-on-average (Q = 0) 2D
CEG subjected to the external potential of Nimp = 40 impurities with Z = +1 located at
a distance d = 0.1 L from the graphene plane [the opposite of the absolute value of the
corresponding external potential Vext(r) is illustrated in the top left panel of Fig. 3.4]. In
this particular simulation they have used αee = 0.5 and kc = (2pi/L)×10, which corresponds
to an effective square size L2 = 882 A0 ∼ 46 nm2. The charges are therefore separated
from the graphene layer by d ∼ 0.7 nm. This model is motivated by growing experimental
evidence that the dominant source of disorder in most graphene samples is external charges,
probably located in the nearby substrate.
In Fig. 3.4 we have reported: (i) the non-interacting Dirac electron density profile, which
is obtained by setting the Hartree and exchange-correlation potentials in the KSD Hamil-
tonian to zero; (ii) the “Hartree-only” density profile, which is obtained by solving the
KSD equations self-consistently with Vxc(r) = 0; and (iii) the “full” density profile, which
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Figure 3.5 – A one-dimensional plot of δn(r)
corresponding to the data in Fig. 3.4 as a func-
tion of x/L for y/L = 0.5. The circles label
the non-interacting result, the squares label the
Hartree-only self-consistent result, and the tri-
angles label the full self-consistent result. Taken
from Ref. [10].
includes both Hartree and exchange-correlation effects. The self-consistent calculations are
iterated until the KS potential is converged to a relative precision of ∼ 10−3.
Electron-hole puddles, similar to those observed in Refs. [6, 7], are evident in all these plots,
although there are qualitative and quantitative differences between the non-interacting
density profile and the ones that include electron-electron interactions (the experimen-
tal observation that the spatial pattern of electron-hole bubbles is not correlated with
the topography of the graphene sheets [7], is consistent with the inference [8, 90] from
conductivity-vs.-carrier density data that remote charges rather than sheet corrugations
dominate disorder). To begin with, we note how the inclusion of the Hartree term has
the (expected) effect of reducing the amplitude of the spatial fluctuations of δn(r) quite
dramatically, by approximately a factor of two in these non-linear screening calculations.
It is interesting to compare this reduction factor with what would be expected in a linear
screening approximation. Neutral graphene has the unusual property that its static dielec-
tric function (q) neither diverges as wave vector q goes to zero, as it would in a 2D metal,
nor approaches 1, as it would in a 2D semiconductor. Instead (q) = 1− 2pie2/(q) χ˜(q)
approaches a constant because the proper density-density response function χ˜(q) has a
non-analytic linear dependence on q due to inter-band transitions with vanishing energy
denominators. We have seen in Subsect. 1.2.5 that in the Hartree (or RPA) approximation
χ˜(q) → χ0(q), where χ0(q) is the static non-interacting response function introduced in
Sect. 2.3, so that
RPA(q)→ 1 + pi
8
gαee ∼ 1.78 (3.24)
for the value of αee used in these calculations. When exchange and correlation corrections
are included (q) increases by a small fraction, enhancing screening. The influence of
interactions on the non-linear screening calculations summarized in Fig. 3.4 is therefore
(perhaps surprisingly) broadly consistent with expectations based on linear screening theory,
even at a semi-quantitative level. Further comparison between the linear response theory
and full KSD calculations will be given in Subsect. 3.5.3. However, qualitative features
which can be interpreted as non-linear effects appear in some details, as we now explain.
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Figure 3.6 – Illustrating the Q-dependence of δn(r). Left panel: a one-dimensional plot of the
non-interacting density profile δn(r) corresponding to an external potential created by Nimp = 40
impurities with Z = +1 randomly distributed at a distance d = 0.07 L from the graphene plane as
a function of x/L for y/L = 0.5. The blue circles label the result for Q = 0, the red squares label
the result for Q = 10, the green diamonds label the result for Q = 20, the cyan triangles up label
the result for Q = 30, and the yellow triangles down label the result for Q = 40. Right panel: same
as in the left panel but for the full self-consistent density profile. Taken from Ref. [10].
In Fig. 3.5 we examine the induced carrier density in more detail by plotting δn(r) as
a function of x for a fixed value of y. Here we see clearly that Vxc(r) tends to cause the
density to vary less rapidly in those spatial regions at which the carrier-density changes sign.
The origin of this behavior is that the exchange-correlation potential increases especially
rapidly with density in these regions. This aspect of the induced density profile is similar to
the behavior which would be produced by an energy-gap of ∼ 0.1 eV in the graphene bands
(see Fig. 2.18). The rapid change in exchange-correlation potential with density alters the
statistical distribution of density values in a disordered sample, as studied in some detail
using a Thomas-Fermi approximation for the non-interacting kinetic energy functional (and
including local-density-approximation exchange) by Rossi and Das Sarma in two recent
papers [91, 100]. Thomas-Fermi theory is formally based on a gradient expansion of the LDA-KSD vs
Thomas-Fermitotal energy density (see for example Sect. 7.3.1 in Ref. [12]). When applied to graphene,
assuming that the typical length scale for density variations in the 2D CES is the inverse of
the Thomas-Fermi screening wave vector kTF = 2pie2D(εF)/ [here D(εF) = gεF/(2piv2F) is
the density-of-states at the Fermi energy (2.52)], Thomas-Fermi theory can be viewed as
an expansion in powers of kTF/kF = gαee. However, this parameter is not small when the
value used for αee is in the range ∼ 0.5 thought to be appropriate for graphene on SiO2.
In our approach we avoid a local-density-approximation for the non-interacting kinetic
energy functional by solving microscopic KSD equations, which is the main idea behind
the Kohn-Sham mapping (see Subsect. 1.3.2). We cannot avoid LDA for the exchange-
correlation potential however [Eq. (3.6)], and it must be acknowledged that this is a defect
of our theory, and one that is not easily remedied. The situation is similar to that in
standard DFT applications, in which LDA is not rigorously valid on atomic length scales.
96 Chapter 3 - Inhomogeneous graphene
Figure 3.7 – One-dimensional plots of δn(r) as a function of x/L for y/L = 0.5 for a single
impurity with Z = +1 located at x = y = L/2. Here d = 0.0 and αee = 0.5. Left panel: numerical
results for kc = (2pi/L)× 15. Right panel: numerical results for kc = (2pi/L)× 20. The blue circles
label the non-interacting result, the green squares label the self-consistent Hartree-only result, and
the red triangles label the full self-consistent result. Taken from Ref. [10].
It has nevertheless been possible to remedy defects of LDA in many circumstances by using
modified functionals, for example generalized-gradient approximations, which are often
semi-phenomenological in character. Our expectation is that the LDA for exchange and
correlation in graphene will improve accuracy compared to Thomas-Fermi approximation
theories in which the band energy is also approximated using an LDA. In addition, it will
likely prove possible to compensate for the main-defects of the exchange-correlation LDA by
using modified exchange-correlation energy functionals which are informed by comparisons
between theory and experiment.
Similar results can be obtained considering a smaller separation between the impurity plane
and the graphene plane. Nevertheless, when the impurities are closer to the graphene plane
the role of the exchange-correlation potential seems to become less important. Conversely,
for larger d exchange and correlation effects increase in importance. Because of the peculiar
response of Dirac fermions, quite localized charge distributions can be induced by disorder
potential features, even when those features are weak. Indeed, Polini et al. have found that
for large separations between the graphene and impurity planes, the KSD equations do not
always converge, indicating the possible importance in some circumstances of correlation
effects which cannot be captured by the KS LDA theory.
Finally in Fig. 3.6 we illustrate the dependence of δn(r) on Q, i.e. on a gate potentialFinite doping
Q 6= 0 which moves the average density away from the Dirac point. Because of the unavoidable
presence of external charges in any graphene sheet environment, this is actually the generic
case. Special neutral sheet properties, like those referred to below in the single impurity
case, will be difficult to realize experimentally. In Fig. 3.6 we compare the results of
simulations for a separate realization of the random charged impurity distribution with
Nimp = 40, d = 0.07 L, and for Q = 10, 20, 30, and 40. From this figure we clearly see
that increasing the average density of the system increases the amplitude of the density
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Figure 3.8 – One-dimensional plots of δn(r) as a function of x/L for y/L = 0.5 for one impurity
with Z = +1 located at x = y = L/2. Here d = 0.0 and kc = (2pi/L) × 15. Left panel: non-
interacting results. Right panel: full results. In each panel the red triangles label the results for
αee = 0.1, the blue squares label the results for αee = 0.5, while the green diamonds label the
results for αee = 1.0. Taken from Ref. [10].
fluctuations substantially when electron-electron interactions are neglected (see left panel
in Fig. 3.6). When electron-electron interactions are included (see right panel in Fig. 3.6),
this effect still occurs but δn(r) seems to saturate with increasing Q. Of course, the carrier
density fluctuation decreases in a relative sense with increasing Q.
We conclude this Section by reporting results by Polini et al. [10] for the single-impurity case. Single-impurity
problemThe calculation of the density distribution of 2D non-interacting massless Dirac fermions in
the presence of a single Coulomb impurity placed at the origin Ri = 0 of the graphene plane
(d = 0) has recently received a great deal of attention [101–103]. The analytical analyses
reported in these works show the existence of (at least) two different regimes: (i) a regime
termed “subcritical”, for Zαee < 1/2, in which the screening density δn(r) is localized on
the impurity, δn(r) ∝ δ(r) and (ii) a regime termed “supercritical”, for Zαee > 1/2, in
which the screening density exhibits a power-law tail δn(r) ∼ 1/r2 at large distances. It is
important to understand how these results are altered by the electron-electron interactions
present in real graphene planes. The situation in graphene sheets is in this sense very
different from standard semiconductor shallow-impurity problems, especially so when the
Fermi level lies at the Dirac point. In the standard problem, it is a good approximation
to truncate the Hamiltonian to a single band. Interactions then play no role since, a
single-hole or single-electron trapped by a charged impurity does not interact with itself.
In graphene, on the other hand, both conduction and valence bands must be retained and
the single-impurity problem is really a many-body problem.
The method used here to solve the KSD equations, in which we project onto a plane-wave
basis, is not optimized for the study of the single impurity problem because it does not take
advantage of its circular symmetry. Nonetheless, in Fig. 3.7 we present some numerical
results for the density distribution of a 2D CEG in the presence of a single impurity placed
at the center of the sample (x = L/2, y = L/2) and right on the graphene plane. In
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particular, we show a 1D plot of δn(r) as a function of x/L for y/L = 0.5. These density
profiles correspond to a Z = +1 impurity in a Dirac sea with αee = 0.5 and Q = 0. In the
two simulation results reported in this figure Polini et al. have used kc = (2pi/L)×15, which
corresponds to an effective square size of L2 = 1922 A0 ∼ 100 nm2 and kc = (2pi/L)× 20,
which corresponds to an effective square size of L2 = 3362 A0 ∼ 175 nm2 (see also Tab. 3.2).
Comparing the results in the left [kc = (2pi/L)× 15] and right [kc = (2pi/L)× 20] panels
we can clearly see how they are compatible with a completely localized screening density
with a δ-function shape, the finite-width of δn(r) being solely due to our momentum-space
cutoff.
Finally, in Fig. 3.8 we show how δn(r) behaves quite differently in the two cases αee = 0.1
and αee = 1.0. Indeed, the non-interacting density seems to possess a long-range tail for
αee = 1.0. When electron-electron interactions are taken into account though, it seems that
the behavior of δn(r) is quite similar in both cases. This is in agreement with the findings
of Ref. [103], in which the authors have shown that when electron-electron interactions
are taken into account at the Hartree level, a Z = +1 impurity always remains in the
subcritical regime.
3.3.3 How to simulate large systems
We now report on an original contribution to the KSD scheme presented above.
Let us consider for simplicity a neutral graphene sheet (Q = 0). The total number of
electrons in our L× L supercell is
Nreal =
2
A0 × L
2 , (3.25)
because 2/A0 is the density of electrons in an undoped sheet. On the other hand, the
number of “simulated” electrons is related to the dimension of the Hamiltonian, dH, through
the following relation
Nsimul = 4 [2Lkc/(2pi) + 1]2 . (3.26)
In Ref. [10] Polini et al. wanted to simulate all the electrons in the pi-band, leading to the
requirement
Nsimul = Nreal (3.27)
and consequently to the relationship L2/A0 = 2 [2Lkc/(2pi) + 1]2 between the momentum-
space cut-off kc and the size of the system L.
L 1/L2
kcL/2pi = 10 6.8 nm 2.16× 1012 cm−2
kcL/2pi = 15 10 nm 1012 cm−2
kcL/2pi = 20 13.3 nm 5.68× 1011 cm−2
Table 3.2 – Supercell size L and unit density factor
1/L2 corresponding to different values of kc.
This relationship is however too restric-
tive since one would need very large val-
ues of kc (much larger than the compu-
tational limit) to simulate large flakes
of experimental interest. Therefore, the
requirement (3.27) affects the possibil-
ity to perform quantitative predictions
for large systems. For instance, we
have seen in Sect. 3.1 that the typi-
cal charged impurity density nimp in
current samples falls in the range of
2− 15× 1011 cm−2. In our system nimp = Nimp/L2 and the limit on L inevitably leads to
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excessively high values of nimp for a significant number of “simulated” impurities Nimp & 10
(see Tab. 3.2). Moreover, it is somewhat unphysical to impose the condition (3.27): the
MDF model does not describe all the electrons in the pi-band but only a fraction η′  1 of
them. We thus have decided to relax the constraint (3.27) allowing Nsimul 6= Nreal, i.e. Fraction η′
of simulated
pi-electronsNsimul = η′ Nreal (3.28)
with 0 < η′  1. If we allow η′ to be different from 1, we can choose L and kc independently.
For example, we can fix L = 50 nm and choose kc according to our numerical capabilities,
say kc = 15× (2pi/L). The existence of a maximum momentum space cut-off kc implies a
minimum spatial resolution
λmin =
2pi
kc
, (3.29)
which in this case would be λmin ∼ 3 nm, and thus sufficient to resolve electron-hole puddles
(that are believed to have a linear extension of about 20 nm). Substituting these values for
L and kc in Eqs. (3.26) and (3.28), one obtains that the fraction of simulated electrons in
this case is η′ = 0.04, i.e. 4% of the electrons in graphene’s pi-band.
The above arguments can be readily generalized to the case of a doped graphene sheet
(Q 6= 0) simply interpreting the factor η′ as the fraction of the 2L2/A0 pi-band electrons
which are simulated, so that in this case we have
Nsimul = η′ 2
L2
A0 + 4Q = 2dH + 4Q . (3.30)
In principle this factor η′ might enter graphene’s properties through the ultraviolet cut-off η and η′
Λ = kmax/kF. Indeed, using the definition of kmax in Eq. (3.7) we find
Λ =
√
2η
A0|n¯c| =
√
η
2L2
A0(|n¯c|L2) =
√
η
η′
√
2dH
|n¯c|L2 , (3.31)
where n¯cL2 is the average carrier density in units of 1/L2. However, it is physically
reasonable to identify η and η′ since they both refer, directly or indirectly, to the range
of applicability of the MDF model to describe electrons in graphene. Thus, we see that,
taking η = η′, Λ is independent of the choice of η while it depends on carrier density and
on the dimension dH of the Hamiltonian, i.e. on kc.
3.4 Local density-of-states
Although the Kohn-Sham orbitals which appear in this and other DFT schemes are formally
justified only for the role they play in density and ground-state energy calculations (see
Sect. 1.3), their physical significance is often interpreted more liberally in the literature.
This pragmatic approach can fail spectacularly, as it famously does in the estimation of
common semiconductor band gaps [12, 104], but is more often quite useful in interpreting
spectral properties of materials.
Following this (not strictly rigorous) line of argument, in this Section we want to illustrate
how it is possible to use the KSD orbitals to construct the local density-of-states of graphene
sheets in the presence of a scalar external potential Vext(r), as the one generated by charged
impurities randomly distributed close to the graphene plane.
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As explained in detail in Sect. 3.2, by solving self-consistently a certain KSD equation for
massless Dirac fermions in a given external potential Vext(r) we find a set of single-particle-
like orbitals {ϕ(σ)λ (r), σ = A, B} and a set of eigenvalues ελ, with λ = 1 . . . dH. Taking
the liberty to use these KS orbitals and eigenvalues to produce quantities other than the
ground-state density profile, we can evaluate the LDOS, N (r, E), as follows
N (r, E) = 4
∑
λ
[|ϕ(A)λ (r)|2 + |ϕ(B)λ (r)|2] δ(E − ελ) , (3.32)
where the factor 4 is due to valley and spin degeneracies and the sum runs over all KSD
eigenvalues.
A detailed explanation of the computational procedure used to deal with the δ-function in
Eq. (3.32) and obtain the LDOS spectrum is given in the next Section, where we summarize
our original numerical results.
3.5 Numerical results
In this Section we present our original results [11] on the density profiles and LDOS spectra
of graphene sheets in the presence of randomly distributed charged impurities and discuss
on the reliability of the spectroscopic method used by Crommie and collaborators [7] to
extract the electronic density from STS measurements. We therefore choose to simulate the
L = 50 nm square graphene sheet area studied in Ref. [7], placing the scattering centers at
the Nimp = 17 positions identified experimentally and marked with red crosses in Fig. 4b
of Ref. [7] (also reported in the bottom right panel of Fig. 3.10). In all the microscopic
calculations reported here we have used αee = 0.5 and kc = 15× (2pi/L), which requires
numerical diagonalization of 1922× 1922 matrices and, according to Eq. (3.29), limits our
spatial resolution to a few nanometers or around ten honeycomb lattice constants. This
choice is mainly a matter of computational convenience which, on the other hand, does
not significantly affect our numerical results. Indeed, as shown in Fig. 3.9, the density
profiles are nearly independent of the choice of kc in the range of 10− 20× (2pi/L) when the
impurities are far from the graphene plane (d = 5 nm), and even in case of closer impurities
(d = 0.5 nm) the results for kc = 15× (2pi/L) are almost indistinguishable from the one for
kc = 20× (2pi/L), which on the other hand require a much greater numerical effort.
3.5.1 External potential and density profiles
In Fig. 3.10 we illustrate the external potential generated when the Nimp = 17 scattering
centers are identified as donors, all with Z = +1, located at a distance d = 5 nm from the
graphene flake. Periodic boundary conditions have been used to calculate this external
potential. The red crosses represent the positions of the impurities, which we have distributed
in agreement with the bottom right panel of Fig. 3.10, which shows a STS differential
conductance map at sample-tip bias near the Dirac point [similar to the one in Fig. 3.3c)]
taken from Ref. [7], where the experimentally identified positions of the scattering centers
are also indicated by red crosses.
In the right panel of Fig. 3.10 we have reported a color plot of the KSD ground-state
density profile corresponding to the external potential plotted in the left panel, which is
obtained solving self-consistently the KSD equations including exchange and correlation
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Figure 3.9 – One dimensional plots of the ground-state density profile δn(r) as a function of
x for a fixed value of y ∼ 15.6 nm and for different values of the momentum space cut-off kc:
kcL/(2pi) = 10 (blue triangles), 15 (red circles), and 20 (green squares). The other system parameters
are: Nimp = 17, Z = +1, Q = 10, αee = 0.5, and L = 50 nm. The left panel refers to impurities
located at a distance d = 5 nm from the graphene plane and distributed as in Fig. 3.10, while the
right panel refers to the same distribution of impurities but at a distance d = 0.5 nm from graphene.
effects. To compare our microscopic calculations with experiment as directly as possible,
we have chosen n¯c ∼ 1.1× 1012 cm−2 (Q = 7), which roughly corresponds to the value of
doping indicated in the caption of Fig. 4b in Ref. [7]. As explained in Ref. [7], the spatial Theory vs
experimentfluctuations in the STS differential conductance at bias slightly below the Dirac point are
related to spatial variations of the Dirac-point energy itself. Indeed, the experimental dI/dV
map in Fig. 3.10 is proportional to the Dirac point map εD(r) across the 50 nm× 50 nm
graphene sample which, using the relation (3.2), can be translated into a carrier density map
nDPM(r). Therefore the STS map in Fig. 3.10 indirectly measures the density modulations
and can be compared with our calculated density profile, showing a very good qualitative
agreement. Unfortunately a more quantitative comparison is not currently possible since the
proportionality constant between the dI/dV map and εD(r) is not known experimentally.
However, experimentalists believe that d = 5 nm is maybe five times (or even more) larger
than the graphene-impurity distance in current samples. In the bottom left panel of Fig. 3.10
we show what happens by putting the impurities much closer to the graphene plane, at a
distance d = 1 nm, instead of d = 5 nm. We clearly see that the calculated KSD density
profile is rather “localized”, showing very sharp features around the scattering centers which
do not appear in the experimental map. Since from an experimental point of view it seems
unlikely that the microscopic source of disorder is not atomic in character, the disagreement
between the reconstructed and the calculated density profile when the impurities are close
to the graphene plane apparently suggests that there must be something that smears the
external potential as if the impurities were farther from graphene. For instance, this effect
could be related to screening involving σ-pi or σ-σ transitions or surface-phonon-mediated
processes. On the other hand, the smoothing of the density profile could also stem from
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Figure 3.10 – Top left panel: a color plot of the external potential Vext(r) (in meV) generated
by Nimp = 17 donors, all with charge Z = +1, located at a distance d = 5 nm from the graphene
flake as a function of x and y. The red crosses represent the positions of the impurities, as
determined experimentally in Ref. [7]. Top right panel: a color plot of the corresponding KSD
ground-state density profile δn(r) (in units of 1011 cm−2) corresponding to the external potential
plotted in the left panel. For this calculation we have chosen αee = 0.5, kc = 15 × (2pi/L), and
n¯c = 28/L2 ∼ 1.1× 1012 cm−2, which roughly corresponds to the value of doping indicated in the
caption of Fig. 4b in Ref. [7]. Bottom left panel: same as in the top right panel but for d = 1 nm.
Bottom right panel: STS differential conductance map at bias near the Dirac point as reported in
Fig. 4b of Ref. [7]. Spatial variations in dI/dV are related to corresponding Dirac-point energy
fluctuations which translate into density modulations across the graphene flake.
the DPM reconstruction procedure itself. In the following Subsection we address this
problem theoretically, exploiting our calculated LDOS spectra to verify the reliability of the
spectroscopic method used by Zhang et al. to extract the density map from the experimental
STS data.
3.5.2 LDOS spectra
In Sect. 3.4 we have seen how to obtain the LDOS N (r, E) starting from the KSD orbitals.
In order to deal with the troublesome δ-function in Eq. (3.32), in our numerical calculations
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we first construct the function
I(r, E) ≡
∫ E
−∞
dE′N (r, E′) = 4
∑
λ
[|ϕ(A)λ (r)|2 + |ϕ(B)λ (r)|2]×
∫ E
−∞
dE′ δ(E′−ελ) . (3.33)
Of course, ∫ E
−∞
dE′ δ(E′ − ελ) =
{
1, ελ < E
0, ελ > E
, (3.34)
and thus we find Integrated
LDOS
I(r, E)I(r, E) = 4
∑
λ:ελ<E
[|ϕ(A)λ (r)|2 + |ϕ(B)λ (r)|2] . (3.35)
This is done for a discrete sequence of energies {Ei}i=1,...,n with a constant spacing δE and
on a discretized spatial mesh. Typical numerical results for I(r, E) as a function of energy
E when Vext(r) is given by Eq. (3.16) are shown in Fig. 3.11, where the two upper panels
refer to different distances between impurities and graphene plane. The numerical results
are labeled by the empty blue circles.
Once the integrated LDOS is known it is possible to extract the LDOS upon differentiation
with respect to energy, i.e.
N (r, E) = ∂I(r, E)
∂E
. (3.36)
In order to overcome the difficulties inherent in this derivative, we may proceed in either of
two ways: (i) fit the numerical results for I(r, Ei) at each value of r on the spatial mesh
with a continuos function and then take the analytical derivative of the fit function with
respect to energy; (ii) perform an “average” numerical derivative of I(r, Ei) at each value
of r and then interpolate the results to get a smooth function of a continuos variable E.
Let us start by considering the first procedure. In a clean system we know [see Eq. (2.52)] Fitting
procedure (i)that the DOS for MDFs vanishes linearly with energy close to the Dirac point. Nomura
and MacDonald [8] have demonstrated that in the presence of random charged impurities
the non-interacting DOS exhibits a minimum at the Dirac point and then recovers the
linear behaviour away from it. It is thus reasonable to use as a function to fit the numerical
results for the integrated LDOS I(r, E) the primitive of an hyperbola, which has all the
characteristics necessary to capture the physics highlighted in Ref. [8]. This function
contains three parameters (p0, p1, εD) and reads
Ifithyp(r, E) =
2dH
L2
+ p0(r) [E − εD(r)]
√
1 + p21(r)[E − εD(r)]2
+
p0(r)
p1(r)
arcsinh(p1(r)[E − εD(r)]) , (3.37)
where the integration constant (to within which the primitive is known) has been chosen so
that at E = εD the integrated LDOS equals exactly one-half the total number of states
per unit area, i.e. 2dH/L2. Once the three parameters are known at each position in space
as a result of a non-linear least-square procedure, we can calculate the LDOS N (r, E) by
differentiating the smooth function Ifithyp(r, E) with respect to energy
N (r, E) = p0(r)
√
1 + p21(r)[E − εD(r)]2 . (3.38)
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This function exhibits a minimum at εD(r) which can vary with position in space and thus
represents the analogue of the experimental Dirac-point map obtained by Zhang et al. [7]
searching for the dip in the STS spectra.
In the top panels of Fig. 3.11 we show two examples of this fitting procedure at a position
corresponding to one of the Nimp = 17 impurities. The two panels refer to two different
values of the graphene-impurity distance: d = 5 nm (left panel) and d = 0.5 nm (right
panel). The numerical results are labelled by blue empty circles while the red solid lines
are the results of the fitting procedure using the function Ifithyp(r, E) in Eq. (3.37). As it is
evident in Fig. 3.11, this fitting procedure works amazingly well for impurities far from the
graphene plane, with the exception of a few points at very high or low energies where the
numerical data are strongly affected by the presence of the momentum space cut-off kc. On
the contrary, this method completely fails when the impurities are closer. This is due to
the fact that in this case the integrated LDOS is strongly distorted (for instance at the
inflection point it does not simply take the value 2dH/L2) and is no longer electron-hole
symmetric. This apparent difficulty could be overcome adding two supplementary fitting
parameters to the function in Eq. (3.37), but then the procedure does not easily converge.
It is thus preferable to follow a different method as the one mentioned above that we now
discuss in detail.
The energy derivative of the numerical data I(r, Ei) obtained using finite-difference methodsFitting
procedure (ii) is a highly jittering quantity which needs to be regularized. A possibility which allows the
use of the same binning is to introduce an “average” derivative defined as follows
N (r, Ek) = ∂I(r, Ek)
∂E
=
1
2s(2s+ 1)
s∑
i=−s
s∑
j=−s
j 6=i
Ik+i − Ik+j
Ek+i − Ek+j , (3.39)
where we have introduced the shorthand notation Ii ≡ I(r, Ei). The blue empty circles in
the bottom panels of Fig. 3.11 show the results for this “average” numerical derivative of
the integrated LDOS I(r, Ei) displayed in the corresponding upper panels taking s = 4.
One can easily see that when the impurities are close to the graphene sheet (right panel)
the “average” LDOS N (r, Ek) is strongly asymmetric and approximately approaches two
straight lines with different slopes (in absolute value) above and below the minimum, which
corresponds to the local position of Dirac point as in STS experiments. In particular it is
manifest that the slope of the asymptote above the Dirac point is steeper than the slope
of the asymptote below it, in agreement with recent theoretical calculations [101, 102]
concerning the single-impurity problem in the non-interacting system. It is also consistent
with these works the fact that when the impurities are far from the graphene plane (left
panel) the LDOS recovers an almost perfect electron-hole symmetry. As we have already
noticed above, at very high or low energies effects due to the presence of a momentum
space cut-off kc become dominant, the linear behaviour is lost, and the “average” LDOS
shows two unphysical peaks.
Once we are provided with this “average” LDOS N (r, Ek), to get a continuous function of
energy E we fit these numerical results for each value of r on the spatial mesh with the
following function
N fit1 (r, E) = p0(r)
{
Θ(E − εD(r))
√
1 + p21(r)[E − εD(r)]2
+ Θ(εD(r)− E)
√
1 + p22(r)[E − εD(r)]2
}
, (3.40)
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Figure 3.11 – Top left and top right panels: the function I(r, E) (in units of 1011 cm−2) is plotted
as a function of energy E (in eV). The two panels refer to the same position r in space (exactly on
top of one of the impurities) but to different graphene-impurity distances: d = 5 nm (left panel)
and d = 0.5 nm (right panel). In these calculations we have chosen L = 50 nm, Nimp = 17, Z = +1,
n¯c = 1.6 × 1012 cm−2, kc = 15 × (2pi/L), and αee = 0.5. The numerical results are labeled by
blue empty circles. The results of the fitting procedure using Eq. (3.37) are shown by red solid
lines. Bottom left and bottom right panels: the local density-of-states (LDOS) N (r, E) (in units of
eV−1 × nm−2) as a function of energy E (in eV). The blue empty circles label the numerical results
for the “average” derivative (3.39) of I(r, E) shown in the top panels. The red solid lines are the
results of the fitting procedure using the function in Eq. (3.40) while the green dashed lines are
the same but for the function in Eq. (3.41). The LDOS goes down at very high and low energies
because of the presence of a momentum space cut-off kc. In each of the four panels the vertical
black dashed line highlights the energy of the pseudo Dirac point ε˜D(r) [see Eq. (3.45) below].
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which depends on four parameters. At a given value of r, N fit1 (r, E) has a minimum
at εD(r) (the local energy of the Dirac point) and approaches two different asymptotic
straight lines as E → ±∞. Indeed, N fit1 (r, E) is nothing but a smooth conjunction of two
hyperbolæ with different asymptotes.
Since we are mainly interested in determining the minimum point in N (r, E) as in the
experimental situation (see Sect. 3.1), we can also fit the numerical data using the following
v-shaped function
N fit2 (r, E) = Θ(E − εD(r)) p1(r)[E − εD(r)] + Θ(εD(r)− E) p2(r)[E − εD(r)] , (3.41)
which only depends on three parameters and is able to capture the different slopes of the
asymptotes. Of course in the fitting procedure using this function it is necessary to neglect
the numerical data around the minimum which cannot be described by N fit2 (r, E).
In the bottom panels of Fig. 3.11 we report two typical examples of the fitting procedure
using the function in Eq. (3.40) (red solid lines) or in Eq. (3.41) (green dashed lines). The
two fits are almost indistinguishable in the linear part of the LDOS spectrum, even if the
the Dirac-point map εD(r) is slightly different in the two cases (see the discussion on DPM
reconstruction below).
These procedures [based on the evaluation of the “average” numerical derivative (3.39)] lead
to less accurate results with respect to the former one when the impurities are far from the
graphene plane, but have the advantage of being applicable also to the case of impurities
close to the graphene plane.
In the next Subsection we shall use the information on the Dirac-point map εD(r), obtained
as a result of the fitting procedure, to test the experimental spectroscopic method introduced
in Sect. 3.1 to reconstruct the density profile.
3.5.3 Density-profile reconstruction and linear response theory
In Sect. 3.1 we mentioned that it is experimentally feasible to obtain a spatial map εD(r)
of the local position of the Dirac-point energy. This can be done, for example, evaluating
the gate voltage corresponding to a maximum in the local inverse compressibility [6] or
identifying, at each position across the graphene sheet, the sample-tip voltage at which the
STS differential conductance shows a minimum [7]. In order to reconstruct the electronic
density profile from this DPM procedure, experimentalists usually adopt a simple non-
interacting Thomas-Fermi approximation, which amounts to assume that the relation (2.29)
for a homogeneous MDF fluid is still locally valid if one substitutes the Fermi energy
εF in Eq. (2.29) with the difference µ − εD(r) between the average chemical potential
µ = ~vF
√
pin¯c and the local position of the Dirac point εD(r). Therefore, the reconstructed
DPM density profile can be obtained evaluating the following expression
nDPM(r) = sgn(µ− εD(r)) [µ− εD(r)]
2
pi~2v2F
, (3.42)
which we have already introduced in Sect. 3.1.
In our numerical calculations we can do something very similar. Indeed, we have seen above
that we are able to compute LDOS spectra and thus obtain the Dirac point map εD(r)
finding the energy at which the LDOS exhibits a minimum through a fitting procedure of
the numerical data. Making use of Eq. (3.42) we can produce the reconstructed density
profile nDPM(r) and compare it with the KSD density profile calculated from the solution
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Figure 3.12 – Left panel: a color plot of the reconstructed spatial density profile δnDPM(r) for an
interacting system (αee = 0.5) with n¯c = 40/L2 = 1.6× 1012 cm−2. Right panel: a color plot of the
corresponding KSD spatial density profile δn(r) calculated from the self-consistent solution of the
KSD equation. Notice that the range of the color bar is the same in both panels. The small circles
represent the positions of the impurities, distributed as in Fig. 3.10.
of the KSD equation (3.3) together with Eq. (3.4). This offers the opportunity to verify
theoretically the validity of the DPM reconstruction method and will be the main issue
addressed in this Subsection.
In the following, we separately consider the case of impurities far from and close to the
graphene plane.
Impurities far from the graphene plane
Let us first consider the case when the impurities are located at a distance d = 5 nm from
the graphene sheet. Fig. 3.12 illustrates the comparison between the KSD ground-state
density profile δn(r) (right panel) and the result δnDPM(r) = nDPM(r) − 〈nDPM(r)〉 of
the DPM reconstruction procedure (left panel), where 〈. . .〉 denotes a spatial average. For
definiteness, the Dirac-point map εD(r) which enters equation (3.42) has been obtained by
fitting the numerical “average” LDOS (see above) with the function (3.40), in which we
forced the parameters p1(r) and p2(r) to be equal. Both density profiles refer to a system of
interacting MDFs with αee = 0.5 and average carrier density n¯c = 40/L2 = 1.6× 1012 cm−2
(Q = 10). As it is clear in Fig. 3.12 the DPM reconstruction procedure works very well
at least at a qualitative level when the impurities are far from the graphene plane and
a finite average carrier density is present. A more quantitative comparison is reported
in Fig. 3.13, where we show a one-dimensional plot of the density fluctuations δn(r) as
a function of x for a fixed value of y = 25 nm. In addition to the KSD (black empty Linear response
theorycircles) and DPM (blue empty squares) density profiles, we also illustrate the behaviour of
the induced density δnLRT(r) predicted by linear response theory (LRT) (see Sect. 1.2).
As discussed in Chapter 1, δnLRT(r) can be easily obtained in momentum space where
Eq. (1.53) holds, so that
δn˜(k) = χRPA(k, 0)Vext(k) , (3.43)
where Vext(k) = V˜ext(k) F(k) [see Eq. (3.17)] and we have approximated the interacting
density-density response function with its RPA expression (1.86). Since the density response
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Figure 3.13 – Left panel: a one-dimensional plot of the induced density δn(r) as a function of x
for a fixed value of y = 25 nm obtained through: the solution of the KSD equation (black empty
circles), linear response theory (red empty triangles), and the DPM reconstruction procedure (blue
empty squares). The average carrier density is n¯c = 1.6× 1012 cm−2. Right panel: same as in the
left panel but for y = 31.25 nm and n¯c = 0. In this panel also the “Hartree-only” density profile is
reported (green empty hexagons).
must satisfy periodic boundary conditions, the real-space counterpart of Eq. (3.43) reads
δnLRT(r) =
1
L2
Nx−1∑
i=0
Ny−1∑
j=0
δn˜(kmn) eikij ·r , (3.44)
where the wave vectors kij are defined in Eq. (3.8). Using the expression in Eq. (2.51)
for the static density-density response function of the non-interacting gas of MDFs in the
definition (1.86) of χRPA(k, 0), it is possible to evaluate numerically the induced density
profile δnLRT(r) according to LRT in Eq. (3.44), leading to the results labelled by red
empty triangles in Fig. 3.13.
According to Fig. 3.13, the KSD density profile can be reasonably well reproduced both by
the DPM reconstruction method and by linear response. It should be borne in mind that,
even in the limit of small external potentials, RPA LRT gives exact results for the induced
density only within the Hartree approximation. The good agreement between the KSD
density profile and the linear response prediction δnLRT(r) is thus a consequence of the
decreasing importance of exchange-correlation effects with increasing carrier density [91].
On the other hand, the most important result in Fig. 3.13 is the theoretical verification of
the accuracy of the DPM method used in current experiments to reconstruct the density
profile from the Dirac-point map εD(r), at least when the impurities are far from the
graphene sheet and at finite doping.
On the contrary, we remark that for neutral-on-average systems (n¯c = 0) the DPMFailure at
n¯c = 0 procedure fails badly, as it is evident in the right panel of Fig. 3.13. In this case the DPM
reconstruction method greatly underestimates the density fluctuations, while linear response
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Figure 3.14 – Left panel: a color plot of the reconstructed spatial density profile δnDPM(r) for an
interacting system (αee = 0.5) with n¯c = 40/L2 = 1.6× 1012 cm−2. Right panel: a color plot of the
corresponding KSD spatial density profile δn(r) calculated from the self-consistent solution of the
KSD equation. Notice that the range of the color bar is the same in both panels and has been cut
at the top to allow a better comparison between left and right panels. The small circles represent
the positions of the impurities, distributed as in Figs. 3.10 and 3.12.
theory still gives a very good description of the Hartree-only ground-state density profile.
However, for n¯c = 0 the exchange-correlation effects, neglected in the Hartree approximation,
are very important, especially in those spatial regions at which δn(r) changes sign, owing to
the square-root behaviour of the exchange-correlation potential vhomxc (n) (see Subsect. 2.3.2).
Consequently, the KSD density profile is accurately captured neither by LRT nor by DPM.
Impurities close to the graphene plane
We now turn to the case of impurities close to the graphene plane and we choose for
definiteness d = 0.5 nm, an order of magnitude smaller than in the previous case. The left
panel of Fig. 3.14 shows a color plot of the density profile δnDPM(r) obtained through the
DPM reconstruction procedure using the function in Eq. (3.40) to fit the numerical data
and get the Dirac-point map εD(r). In the right panel we illustrate for comparison the KSD
density profile resulting from the solution of the KSD equation (3.3) with αee = 0.5. The
color bar has been cut at the top in order to replicate the one on the left, allowing a clearer
comparison between the two panels. In this case the agreement between the reconstructed
and the KSD density profile is definitely less satisfactory. The DPM procedure is not able
to capture the rapid variations of the KSD density near the positions of the impurities
and consequently gives a much broadened and smeared density profile. In the left panel of
Fig. 3.15 we compare the density profiles in more detail by plotting δn(r) as a function of
x for a fixed value of y ∼ 47 nm. Besides the KSD results (black empty circles), we report
the induced density obtained through the DPM procedure using two different functions
given in Eqs. (3.40) (blue empty squares) and (3.41) (green empty hexagons) to fit the
numerical data for the “average” LDOS (3.39) and thus get the map εD(r). As in Fig. 3.13
we also illustrate the LRT prediction for the density profile, labelled by red empty triangles.
First of all, we observe that even when the impurities are close to the graphene sample
LRT gives results in reasonable agreement with full KSD calculations. To be more precise
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LRT predicts a height of the peaks in δn(r) on top of the impurities which is much larger
than what is found using the KSD DFT scheme. However, this apparent difference is only
due to the fact that the KSD density profile is known with a finite spatial resolution given
by Eq. (3.29) that alters the width and height of the peaks, while δnLRT(r) (3.44) is not
affected by the presence of a momentum space cut-off.
As far as the reconstructed density profile is concerned, we notice that away from the
impurities the external potential is slowly varying and the DPM procedure gives reasonable
results, as around x ∼ 15 nm or in the range of x ∼ 40 − 50 nm in Fig. 3.15. However,
when we are close to a position on top of an impurity, e.g. x ∼ 34 nm in Fig. 3.15, the DPM
reconstruction method fails and the corresponding density profile is not consistent with the
results of the KSD calculations. This conclusion is independent of the particular fitting
procedure adopted to construct the Dirac-point map εD(r) and rests on the sound physical
observation that the Thomas-Fermi approximation, which underlies the DPM reconstruction
method, is not applicable when the length scale of the external-potential variations is shorter
than the Fermi wavelength λF = 2pi/kF. As the distance d between the impurities and the
graphene sheet decreases, the fluctuations of the scalar external potential become more
rapid and consequently we expect the DPM procedure to be inadequate to reproduce the
modulations of the carrier density. This is exactly what we find in the right panel of
Fig. 3.15, where we plot the ratio between the DPM density and the KSD density at a given
position in space slightly off an impurity as a function of d. The same quantity has been
computed using two different fitting functions in order to draw sounder conclusions. The
blue empty circles label the results obtained using the function in Eq. (3.40), while the red
empty triangles refer to the calculations using the function in Eq. (3.41). As one can easily
see, independently of the specific fitting procedure adopted, at large graphene-impurity
distance (d & 2 nm) the DPM procedure is reasonably reliable, while it fails when we
consider impurities closer to the graphene sheet, the more so the smaller the distance d.
To see that the failure of the DPM reconstruction method is not an artefact of our fitting
procedure, let us highlight further evidence which supports our conclusions. As we havePseudo DPM
seen above, our KSD DFT calculations provide us with an induced density profile δn(r). We
can then invert Eq. (3.42) to find a pseudo Dirac-point map ε˜D(r) necessary to reproduce
exactly the KSD density profile. A straightforward calculation yields
ε˜D(r) = µ− ~vF sgn(n¯c + δn(r))
√
pi|n¯c + δn(r)| , (3.45)
where µ = ~vF
√
pin¯c as in Eq. (3.42). In Fig. 3.11 the value of the theoretical Dirac-point
energy ε˜D(r) is highlighted by a vertical black dashed line. When the impurities are far
from the graphene plane (left panels) the ε˜D(r) coincides with the inflection point of the
numerical integrated LDOS I(r, E) (top panel) or equivalently with the minimum point in
the “averaged” LDOS N (r, E) (bottom panel). On the contrary, in case of impurities close
to graphene (right panels), there is a discrepancy between the theoretical Dirac-point energy
ε˜D(r) and the inflection point of I(r, E) or the minimum in N (r, E). This result, which
does not rely on any fitting procedure, is in agreement with the failure of the Thomas-Fermi
approximation discussed above. Indeed, when the graphene-impurity distance decreases,
the external potential varies rapidly and the simple picture of bands rigidly shifting up and
down is no longer applicable, leading to the lack of predictiveness of Eq. (3.42).
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Figure 3.15 – Left panel: a one-dimensional plot of the induced density δn(r) as a function of x for
a fixed value of y ∼ 47 nm obtained through: the solution of the KSD equation (black empty circles),
linear response theory (red empty triangles), and two different DPM reconstruction procedures
(blue empty squares and green empty circles). The average carrier density is n¯c = 1.6× 1012 cm−2.
Right panel: ratio between the DPM density and the KSD density at a given position in space
as a function of graphene-impurity distance d. The same results are reported for different fitting
procedures as discussed in the text.
3.5.4 Conclusions and future perspectives
In summary, in this Section we have reported on our original calculations of the density
profiles and local density-of-states of graphene sheets in the presence of charged impurities
distributed in space in the same way as in the sample studied experimentally by Zhang
et al. [7]. Starting from our numerical results for LDOS spectra, we have tested the
reliability of the spectroscopic method used by experimentalists to extract the density
profile of the chiral electron gas from a two-dimensional map of the Dirac-point energy
across the graphene sample. We have demonstrated that such reconstruction method gives
accurate results, as compared to the full KSD calculations, only at finite doping and in
case of impurities sufficiently far from the graphene plane (d & 2 nm). On the contrary, for
neutral-on-average systems or in case of impurities very close to the graphene sheet, the
DPM procedure is no longer reliable for extracting the ground-state density profile and we
have related this lack of predictiveness to the failure of the Thomas-Fermi approximation.
On the other hand, we have observed that, even when the DPM procedure fails, LRT still
gives a reasonable description of the density profile, at least in the Hartree approximation,
in agreement with other theoretical calculations for neutral-on-average systems in the
non-interacting limit [105].
In our view it would be interesting to apply the KSD DFT scheme adopted here to
address many other problems connected to graphene and disorder. For instance, the
present calculations could be adapted to study the effects of interactions on the fast
Fourier transform of the LDOS maps in the presence of charged impurities, since up to
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now only non-interacting semi-analytical predictions have been proposed [106, 107] and
interesting experimental results require interpretation [7]. In addition, the KSD spinors
could be exploited not only to give the LDOS as we have done in this Chapter, but also to
compute the ARPES spectra of a disordered graphene sheet, providing useful information
to interpret recent experimental results. Moreover, we believe that there is still room for
improvements of the present theory. For example, a suitable choice of the basis functions to
take advantage of the circular symmetry is necessary to tackle the single-impurity problem
including electron-electron interactions. Furthermore, we observe that even if the KSD
DFT scheme presented in Ref. [10] is formally an exact solution of the graphene many-body
problem, it relies in practice on a local-density approximation for the exchange-correlation
potential. Since the failure of the Thomas-Fermi approximation discussed above and in
Ref. [105] could cast some doubts on LDA for graphene, it would be interesting for example
to study the problem of a single graphene sheet under the influence on randomly distributed
charged impurities within the Hartree-Fock theory, which does not rely on any local-density
approximation.
Conclusions
In this Thesis we have addressed the problem of disorder and inhomogeneity in graphene
adopting two alternative strategies.
In Chapter 2 we have shown that modulating a standard two-dimensional electron gas with
a long-wavelength external periodic potential with hexagonal symmetry can lead to the
creation of isolated massless Dirac points with tunable Fermi velocity [9]. In particular,
besides some straightforward analytical calculations within first-order perturbation theory,
we have reported original numerical results concerning the (mini)band structure arising
from the nanopatterning of the two-dimensional electron gas. We have also pointed out the
existence of a threshold potential necessary to the formation of isolated Dirac points and
have determined its dependence on the geometrical parameters. A fundamental contribution
with respect to earlier works [82, 85] is represented by the evaluation of the Fermi velocity
as a function of the parameters involved in the model. In particular, we have demonstrated
a remarkable dependence on the strength of the external potential, which has been ignored
before. In addition to such detailed theoretical estimates to realize this artificial graphene-
like system, we have also discussed an experimental realization in a modulation-doped GaAs
quantum well. We have shown that the sharp structures appearing in the experimental
photoluminescence spectrum are consistent with our calculated conduction-band density-of-
states, provided that the strength of the external potential is chosen appropriately. In the
near future, we believe it would interesting to look at the effects of the external periodic
potential on the valence-band hole states. This information would give us the opportunity
to estimate the joint density-of-states, allowing for a more quantitative comparison with
the experimental photoluminescence spectra. Moreover, further theoretical investigations
are necessary to understand the disappearance of the plasmon resonance experimentally
observed at high etching depths. In summary, our investigations have been encouraged
by the awareness that, although attempts to achieve high-mobilities in graphene systems
seem to offer promising perspectives, the possibility of creating artificially massless Dirac
fermions in high-quality two-dimensional electron gases with mobilities that can exceed
107 cm2/(V s) even at low densities would represent a very exciting alternative route to
overcome the problem of disorder, which partly obscures the intrinsic physics of massless
Dirac fermions in current graphene samples.
In Chapter 3 we have provided a microscopic study (accounting for electron-electron
interactions) of the impact of charged impurities on the properties of ordinary exfoliated
graphene sheets deposited on substrates such as SiO2. We have presented our main original
numerical results, based on a Kohn-Sham-Dirac density-functional-theory scheme [10],
concerning the density profiles and local density-of-states of graphene sheets in the presence
of charged impurities distributed in space in the same way as in the sample studied
experimentally by Zhang et al. [7]. We have provided theoretical evidence that the method
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used by experimentalists to reconstruct the density profile starting from a map of the
Dirac-point energy across the sample is reliable only at finite doping and in case of impurities
sufficiently far from the graphene plane (d & 2 nm). We have recognized that the lack
of predictiveness of the Dirac-point-mapping procedure to extract the induced density is
a consequence of the failure of the Thomas-Fermi approximation. Indeed, for a neutral-
on-average system or in case of impurities very close to the graphene sheet, the external
potential varies rapidly over length scales which are shorter than the Fermi wavelength and
the Dirac-point energy is not able to rigidly shift up and down following the variations in the
external potential, so that the simple relation (3.42) is no longer applicable. On the other
hand, we have observed that even when the Dirac-point-mapping procedure fails, linear
response theory still gives a reasonable description of the density profile, at least in the
Hartree approximation. The much stronger reliability of linear response theory with respect
to the Thomas-Fermi approximation is in agreement with other theoretical calculations for
neutral-on-average systems in the non-interacting limit [105]. We believe that there is still
room for improvements of the present theory and that many other problems connected to
graphene and disorder could be addressed using the Kohn-Sham-Dirac density-functional-
theory scheme adopted here. For instance, an optimization of the basis functions to take
advantage of the circular symmetry could improve the accuracy of the current numerical
results on the single-impurity problem including electron-electron interactions. Moreover,
the present calculations could be adapted to study the effects of interactions on the fast
Fourier transform of the local density-of-states maps in the presence of charged impurities
(up to now only non-interacting semi-analytical predictions have been proposed [106, 107]
and interesting experimental results require interpretation [7]). In addition, the Kohn-
Sham-Dirac spinors could be exploited not only to give the local density-of-states as we
have done in Chapter 3, but also to compute the ARPES spectra of a disordered graphene
sheet, providing useful information to interpret recent experimental results. Finally, we
observe that even if the Kohn-Sham-Dirac density-functional-theory scheme presented in
Ref. [10] is formally an exact solution of the graphene many-body problem, it relies in
practice on a local-density approximation for the exchange-correlation potential. Since the
failure of the Thomas-Fermi approximation discussed above and in Ref. [105] could cast
some doubts on the local-density approximation for graphene, it would be interesting for
example to study the problem of a single graphene sheet under the influence on randomly
distributed charged impurities within the Hartree-Fock theory which is not affected by any
local-density approximation.
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