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Abstract: We propose a definition of irregular vertex operators in the H+3 WZW model.
Our definition is compatible with the duality [1] between the H+3 WZW model and Liouville
theory, and we provide the explicit map between correlation functions of irregular vertex
operators in the two conformal field theories. Our definition of irregular vertex operators is
motivated by relations to partition functions of N=2 gauge theory and scattering amplitudes
in N=4 gauge theory
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1 Introduction and Conclusions
There are several protected quantities which are exactly computable inN = 2 four-dimensional
gauge theories, and have a rich physical and mathematical content. Many four-dimensional
gauge theories can be engineered from the twisted compactification of a six-dimensional CFT
on a Riemann surface [2–4]. Protected quantities associated to such “class S” gauge theories
can be usually given an interpretation in terms of mathematical structures attached to the
Riemann surface. In particular, the Ω-deformed partition function of the four-dimensional
theories takes the form of two-dimensional conformal blocks for Virasoro or W-algebras [5, 6].
Other current algebras arise from modifications of the four-dimensional setup: super-Virasoro
and para-Virasoro (or W-algebras) [7, 8] arise from geometric quotients of the Ω background,
WZW current algebras and their Hamiltonian reductions arise in the presence of extra surface
defects [9, 10]. Furthermore, the partition function on a four-dimensional ellipsoid [11, 12]
coincides with the correlation functions of the Liouville-like conformal field theories directly
associated to the appropriate current algebra: Liouville and Toda, super or para-Liouville or
super or para-Toda, the H+3 WZW model and its higher rank SL(N,C)/SU(N) generaliza-
tions.
There is an intricate dictionary which pairs up a specific class S theory with a specific
choice of correlation function in the two-dimensional conformal field theories. Standard su-
perconformal field theories in the class S can be matched to generic correlation functions of
standard vertex operators in the two-dimensional CFTs. Asymptotically free gauge theories
and Argyres-Douglas-like theories are matched with conformal blocks and correlation func-
tions involving more exotic vertex operators, dubbed irregular vertex operators [3, 13, 14].
Indeed, asymptotically free gauge theories and Argyres-Douglas-like theories can be derived
by a careful degeneration limit of the standard superconformal field theories. Correspond-
ingly, on the two-dimensional CFT side, irregular vertex operators arise from a collision of
standard vertex operators, whose conformal dimension is sent to infinity in a specific way.
The definition of irregular vectors has been given systematically for the Virasoro current
algebra and Liouville theory correlation functions in [14]. The main purpose of this note is
to give a systematic definition of irregular conformal blocks for the sˆl(2) current algebra and
H+3 WZW theory. Similar, but sometimes more restrictive definitions appeared before in the
mathematical literature, see for example [15–17] or [18].
We have a good reason for picking this example, among all possible generalizations of the
Virasoro problem: it is a toy model for a different, deep problem which arises in the calcu-
lation of scattering amplitudes at strong coupling in planar N = 4 SYM theory. Scattering
amplitudes in planar N = 4 SYM theory can be related to correlation functions of polygonal
Wilson loops with null edges [19–22]. At strong coupling, the Wilson loop correlation function
should be computable in terms of a string world-sheet in AdS5, ending on the null polygon at
the boundary. At leading order, the calculation is classical, and one has to compute the area
of a minimal-area surface bounded by the null polygon. In order to go beyond the leading
order, one has to do a full quantum computation on the world-sheet theory describing a su-
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perstring moving in AdS5×S5. In particular, one has to find out how to impose appropriate
boundary conditions at infinity, encoding in the full quantum theory the shape of the null
Wilson loop at the boundary.
In the classical problem, the boundary condition at infinity produces an “irregular singu-
larity” in a certain auxiliary connection, which lead to Stokes phenomena. The Stokes data
at the singularity encodes the shape of the null polygon. Thus one needs to define a vertex
operator for the world-sheet theory, which inserted at infinity leads to similar singularities
and Stokes phenomena. Irregular vectors in Liouville theory give rise to irregular singularities
in the differential equations satisfied by degenerate fields, and to Stokes phenomena. It is our
hope that irregular singularities in the H+3 WZW theory may provide a closer analogue to
the irregular singularities which are needed in the world-sheet theory of a superstring moving
in AdS5 × S5.
In this paper we derive the Ward identities which define irregular vertex operators and
conformal blocks for the ŝl(2) current algebra. We define a collision limit for r + 1 standard
highest weight vertex operators, which leads to a generic rank r irregular vertex operator.
Our results generalize in a natural way the definitions given for the Virasoro algebra in
[14], and allow us to formulate a simple conjecture on the structure of Ward identities for
irregular vertex operators in a general current algebra which admits a free field realization.
We also give a generalization of the known duality between H+3 WZW correlation functions
and Liouville theory correlation functions, which includes irregular vertex operators on both
sides of the relation. This duality can be used in conjunction with the results of [14] in order
to understand the structure of WZW conformal blocks with irregular singularities. Finally,
we derive the KZ equations satisfied by irregular conformal blocks and correlation functions,
and we give a semiclassical description of irregular vertex operators.
While this paper was in preparation, we received the paper [23], which has substantial
overlap with our section 2.3
2 Irregular vectors and current algebras
In this section we give the explicit current algebra Ward identities for irregular vectors. Our
main result in this section is a parameterization of the singularity in the currents which is
compatible with the current algebra commutation relations, and with collision limits. In
section 2.1 we review the Virasoro algebra analysis from [14]. In section 2.2 we look at the
collision limit for several colliding primary fields of a ŝl(2) current algebra. We look for an
appropriate set of parameters which can be kept independent of the collision parameters while
giving rise to a finite limit. The final form of the irregular Ward identities parameterizes the
singularity of the currents by a set of bosonic oscillators, with a structure which mimics the
Wakimoto free-field representation. The simplicity of our result suggests a natural extension
to generic current algebras which admit a free field realization, which we discuss in section
2.3.
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2.1 The Virasoro case
The Virasoro Ward identity for irregular vertex operators has been studied in [14]. An irregu-
lar vertex operator of rank r is defined as an eigenvector of the Virasoro modes {L2r, · · · , Lr},
annihilated by the higher modes Ln, n > 2r:
LmΨ
(r)
Λ =
{
ΛmΨ
(r)
Λ 2r ≥ m ≥ r
0 m > 2r
, (2.1)
where Λ is the set of eigenvalues Λ = (Λr, · · · ,Λ2r). The Virasoro algebra forbids the field
to be an eigenvector of any other mode. The Virasoro Ward identity for a rank r field Ψ
(r)
Λ
can thus be written in the form
T (w)Ψ
(r)
Λ (z) ∼
[
2r∑
k=r
Λk
(w − z)k+2 +
r−1∑
k=0
Lk
(w − z)k+2 +
∂z
(w − z)
]
Ψ
(r)
Λ (z). (2.2)
where the differential operators Lk need to be compatible with the Virasoro algebra. The
general solution proposed in [14] requires one to express the eigenvalues Λk in terms of a new
set of auxiliary parameters c = (c0 = α, c1, · · · , cr)
Λk = (k + 1)Qck −
k∑
l=0
clck−l, (2.3)
where cn>r ≡ 0. This is a generalization of the parametrization ∆ = α(Q− α) familiar from
Liouville theory. In terms of these parameters, the differential operators read
Lk = (k + 1)Qck −
k∑
l=0
clck−l +
r∑
l=k+1
(l − k)cl∂cl−k . (2.4)
(Note that the derivatives ∂ck are only defined for 1 ≤ k ≤ r.) This allows to write the Ward
identity in the form
T (w)Ψ
(r)
Λ (z) ∼
[
2r∑
k=0
(k + 1)Qck −
∑k
l=0 clck−l +
∑r
l=k+1(l − k)cl∂cl−k
(w − z)k+2 +
∂z
(w − z)
]
Ψ
(r)
Λ (z).
(2.5)
The parameterization of the Virasoro Ward identities is clearly inspired to the free-field
realization of the Virasoro algebra, but it is conceptually distinct. The correct statement is
that an irregular vertex operator for the Virasoro algebra is an object which satisfies the same
Ward identities as a coherent state
exp
[∑
k
cka−k
]
|0〉 (2.6)
in the free field theory which realizes the Virasoro algebra. The a−k are the creation modes of
the free scalar. In general, there is a linear space of solutions of the irregular Virasoro Ward
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identities, i.e. irregular conformal blocks. As for standard conformal blocks, the naive free-
field description only provides a special solution in that space, and intricate configurations of
screening charges are required to give a free-field description of general solutions.
A more intrinsic way to understand the origin of the irregular Virasoro Ward identities
and the meaning of irregular conformal blocks is to define a rank r irregular vertex operator
as a collision limit of r + 1 regular vertex operators. Starting from the Ward identity
T (w)
∏
j
Ψαj (zj) ∼
∑
i
[
αi(Q− αi)
(w − zi)2 +
1
w − zi∂zi
]
Ψαj (zj) (2.7)
and defining 1
Ψ =
∏
k,t
(zk − zt)2αkαt
∏
j
Ψαj (zj) (2.8)
we can bring the zi to a common point z, while the αi are sent to infinity in such a way that∑
i
αi
w − zi →
∑
k
ck
(w − z)k+1 (2.9)
This collision limit brings the Ward identities for Ψ to the ones for the irregular vector Ψ
(r)
Λ (z).
2.2 Irregular ŝl(2) currents
The Ward identity for a standard spin j primary field the ŝl(2) valued current J(w) = Ja(w)ta
reads
Ja(w)Φj(µ|z) ∼ 1
w − zD
aΦj(µ|z). (2.10)
where Da are spin-j generators for sl(2). We use the following realization of the generators:
2
D− = µ, D0 = j − µ∂µ, D+ = 2j∂µ − µ∂2µ. (2.11)
Here the fields are related to the more common x−basis [9, 24–26] by a Fourier transform
and a rescaling [1]
Φj(µ|z) = 1
pi
|µ|4j+2
∫
C
d2x eµx−µ¯x¯Φj(x|z) (2.12)
1Note that this rescaling allows to obtain a finite limit for the Virasoro Ward identities. Virasoro conformal
blocks will have a finite limit if properly normalized and Liouville theory correlation functions will also have a
finite limit (see [14] for details). In order to extend the collision limits to correlation functions of other CFTs,
one may need to add further pre-factors which take into account the behaviour of three-point functions and
the normalization conventions for the vertex operators in that CFT.
2Here the fields are rescaled by a factor µj relative to the ones in [1], so the differential operators are slightly
different.
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In that basis the fields Φj(x|z) satisfy a Ward identity similar to (2.10), where the differential
operators are replaced by D˜a:
D˜− = −∂x, D˜0 = x∂x − j, D˜+ = x2∂x − 2jx. (2.13)
The use of the µ basis is rather convenient both for the collision limit, and to make contact
with the Liouville-H+3 duality.
It will be useful to remember how such Ward identities arise in the context of a Wakimoto
free-field realization of the current algebra [24]
J−(w) =β(w),
J0(w) =∂φ(w) + (γβ)(w),
J+(w) =− 2(∂φγ)(w)− k∂γ − (β(γγ))(w), (2.14)
by looking at a primary field Ej(µ|z) for the scalar φ and the βγ system.
β(w)Ej(µ|z) ∼ µ
w − zEj(µ|z),
∂φ(w)Ej(µ|z) ∼ j
w − zEj(µ|z),
γ(w)Ej(µ|z) ∼ −∂µEj(µ|z). (2.15)
Our final answer for the irregular vector Ward identities will coincide with the Ward identities
satisfied by an appropriate coherent state E
(r)
j (µ|z) for φ and the βγ system.
β(w)E
(r)
j (µ|z) ∼
r∑
m=0
µm
(w − z)m+1E
(r)
j (µ|z),
∂φ(w)E
(r)
j (µ|z) ∼
r∑
m=0
jm
(w − z)m+1E
(r)
j (µ|z),
γ(w)E
(r)
j (µ|z) ∼−
r∑
m=0
(w − z)m∂µmE(r)j (µ|z), (2.16)
Combining these OPE with the Wakimoto realization we arrive to our proposal for the
irregular Ward identities for an irregular vector of rank r Φ
(r)
j (µ|z), labeled by j = {jn},
µ = {µn}, with 0 ≤ n ≤ r.
J−(w)Φ(r)j (µ|z) ∼
r∑
m=0
µm
(w − z)m+1 Φ
(r)
j (µ|z),
J0(w)Φ
(r)
j (µ|z) ∼
r∑
m=0
jm −
∑
n µn∂µn−m
(w − z)m+1 Φ
(r)
j (µ|z),
J+(w)Φ
(r)
j (µ|z) ∼
r∑
m=0
2
∑
n jn∂µn−m −
∑
n,p µn∂µp∂µn−p−m+1
(w − z)m Φ
(r)
j (µ|z). (2.17)
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As in the Virasoro case, the coherent state only provides a model to the Ward identities, but
not the general solution of the Ward identities.
We obtain the same result if we define a rank r WZW irregular vertex operator in terms
of the collision of r + 1 regular vertex operators. For this purpose, consider r + 1 primary
fields Φjk(µ
k|zk), using an upper index for jk and µk to distinguish from the mode index. As
each field approach the collision point z, we allow jk and µk to diverge in the collision limit
qk → 0, but we require the current Ja(w) to remain finite. If we adjust the µk in such a way
that ∑
i
µi
w − zi →
r∑
m=0
µm
(w − z)m+1 (2.18)
then the Ward identity for J−(w)
J−(w)
∏
k
Φ
(r)
jk
(µk|zk) ∼
∑
i
µi
w − zi
∏
k
Φ
(r)
jk
(µk|zk) (2.19)
will obviously have the correct limit.
Note that the change of variables from µk to µm is generated by the Vandermonde matrix
µm−1 =
∑
k
Mmkµ
k, where Mmk = (zk − z)m−1 (2.20)
From the change of variables we read the relation between the derivatives, ∂µk =
∑r+1
m=1Mmk∂µm−1 ,
and a straightforward calculation shows that the contribution from the −µ∂µ terms in J0(w)
has a finite limit by itself. If we adjust the jk in such a way that
∑
i
ji
w − zi →
r∑
m=0
jm
(w − z)m+1 (2.21)
then we arrive to the desired J0(w) Ward identity. Finally, some tedious algebra shows that
the J+(w) Ward identities have a finite limit, and we recover the Ward identities for a rank
r WZW irregular vector. Notice that the relation between derivatives tells us how one would
do the collision limit in the x basis: xk =
∑r+1
m=1Mmkxm−1, i.e. the x
k parameters collide in
a similar pattern as the zk. The irregular vertex operators in the xm and µm bases are again
related by Fourier transform and a rescaling.
The WZW Ward identities are not sensitive to a rescaling by a function of the zk in the
collision limit. Such a factor can be fixed by requiring the stress tensor Ward identities to
also have a specific finite limit. Choices which differ by a finite function of the jm in the limit
will give slightly different, albeit equivalent forms for the Virasoro Ward identities. A natural
choice for the Ward identities is to mimic the form of the stress tensor in the Wakimoto free
field realization of the theory.
T = −b2(∂φ∂φ) + b2∂2φ− (β∂γ) (2.22)
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This expression actually allows to write the whole Virasoro Ward identity, since the first r
regular modes of ∂φ are fixed by its mode algebra. The result takes the form (2.5) with
cm → bjm, Q→ −b, plus µ∂µ terms which arise from the β∂γ term:
T (w)Φ
(r)
j (µ|z) ∼
(
−b2
2r∑
m=0
∑m
n=0 jnjm−n + (m+ 1)jm
(w − z)m+2 +
∂z
(w − z)
+
r−1∑
m=0
∑r
n=1 n(µn+m∂µn + jn+m∂jn)
(w − z)m+2
)
Φ
(r)
j (µ|z). (2.23)
In appendix A.1, we derive the same result from the collision limit (in a slightly modified
form). It is an important building block for the generalization of the KZ equation, which is
derived in appendix B.
2.3 Generalization to other current algebras
It is pretty natural to take the Virasoro and ŝl(2) irregular Ward identities as an example of a
general proposal on how to describe irregular vectors for any current algebra which admits a
free-field realization: mimic the Ward identities satisfied by an appropriate coherent state for
the free fields. For finite Lie algebras, the current algebra can be obtained from a Wakimoto
realization, in a way similar ŝl(2). In this case we have one pair of bosonic ghosts βa, γa per
positive root, and one free boson ∂φi per element of the Cartan subalgebra. The irregular
Ward identities for these fields work exactly in the same way as in the ŝl(2) case, so the
current Ward identities can be obtained by their Wakimoto representations analogously. For
example, since the energy-momentum tensor in the Wakimoto representation is simply the
sum of the one for the free fields, its irregular expression has to take the form
T (w)Φ
(r)
j (µ|z) ∼
(
−b2
2r∑
m=0
∑m
n=0 jn · jm−n + (m+ 1)ρ · jm
(w − z)m+2 +
∂z
(w − z)
+
r−1∑
m=0
∑r
n=1 n(
∑
a µ
a
n+m∂µan +
∑
i j
i
n+m∂jin)
(w − z)m+2
)
Φ
(r)
j (µ|z), (2.24)
where ρ is the Weyl vector. (As in the ŝl(2) case, this expression is not unique, as shifting
the field by a function of the parameters jim can modify the expression slightly.)
While the use of free-field realizations works well for affine Lie algebras, it can be used
for other current algebras as well. We will give here a simple example: irregular vectors for
the W3 algebra. This algebra has two generators: the energy-momentum tensor T (z), and
a spin 3 field W (z). A free-field realization of this algebra is obtained from a triplet of free
bosons φi, constrained by
∑
i φi = 0. In this realization the currents take the form [27]
T = −1
2
(∂φ21 + ∂φ
2
2 + ∂φ
2
3) +Q(∂
2φ3 − ∂2φ1),
W = i
√
3
30Q+ 8
(
∂φ31 + ∂φ
3
2 + ∂φ
3
3 −Q2∂3φ2 − 2QMij∂φi∂2φj
)
(2.25)
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where Q is a parameter of the theory. The matrix M has the nonzero entries M12 = M13 =
M23 = M33 = −M11 = 1 Primary fields in this representation satisfy
∂φi(w)Vc(z) ∼ c
i
w − zVc(z), (2.26)
for i = 1, 2. Following the same method as before, we can guess that irregular vectors will
satisfy
∂φi(w)V
(r)
c (z) ∼
(
r∑
m=0
cim
(w − z)m+1 +
r∑
m=1
m∂cim(w − z)m−1 +O((w − z)r)
)
V
(r)
c (z), (2.27)
which implies the irregular currents
T (w)V
(r)
c (z) ∼
(
2r∑
m=0
−12
∑
i,n c
i
nc
i
m−n + (m+ 1)Q(c3m − c1m) +
∑
i,n nc
i
n+m∂cin
(w − z)m+2
+
∂z
(w − z)
)
V
(r)
c (z),
W (w)V
(r)
c (z) ∼ i
√
3
30Q+ 8
(
3r∑
m=r
∑
i,n,p c
i
nc
i
pc
i
m−n−p +
∑
i,n,p c
i
nc
i
p∂cin+p−m
(w − z)m+3
−2Q
∑
i,j,n(n+ 1)Mijc
i
nc
j
m−n +Q2(m+ 1)(m+ 2)cim
(w − z)m+3 +O((w − z)
−r−2)
)
V
(r)
c (z).
(2.28)
The Ward identities do not fix several singular terms in the OPE of W . This is not a
surprise: the Ward identities for a regular vector V of the W-algebra contain descendants
such as W−1V and W−2V which cannot be rewritten in terms of derivatives in the parameters
of the conformal block. The Ward identities for a rank r irregular vector contain r + 2 such
descendants.
3 Correlation functions
Our discussion of the collision limits until this point only concerned the holomorphic (or
anti-holomorphic) Ward identities. In the Virasoro case, there is strong evidence [14] that
the collision limit is also sensible at the level of full correlation functions for Liouville theory.
The Liouville theory correlation functions are assembled from DOZZ three-point functions,
[28–30] holomorphic and anti-holomorphic BPZ conformal blocks. The pairing is defined on
the physical locus for the external Liouville momenta, α = Q2 + iR, and can be analytically
continued to the complex α plane by setting the parameter in the anti-holomorphic conformal
block to be α¯ = Q − α (or α¯ = α, the choice is immaterial in BPZ conformal blocks). The
collision limit is done by sending the Liouville momenta αk of the colliding puncture to ±i∞,
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and involves the cancellations of divergent factors between the DOZZ three-point functions
and the conformal blocks.
We expect that an analogous collision limit should be possible in a suitable RCFT based
on the ŝl(2) current algebra: the so-called H+3 WZW model. A standard primary field
Φj(µ, µ¯|z, z¯) in this RCFT carries a spin j ∈ −12 + iR. The correlation functions are defined
on this physical slice of parameter space (and µ∗ = µ¯), and can be analytically continued
away from there, by keeping the spin in the anti-holomorphic informal blocks j¯ = j (the
convention j¯ = −j − 1 is equivalent, but less convenient)[1].
The collision limit gives a generalization of the physical slice j ∈ −12 + iR. For a vector
of rank r, we require j0 ∈ − r+12 + iR, and j¯n = jn = −j∗n − (r + 1)δn,0.
3.1 An example: one-point function of a rank two irregular vector
To show that the above results are consistent, we proceed with an example and calculate the
one-point function of a rank two irregular vector, up to a function of j0. This is the simplest
nontrivial case, as rank 1 vectors have a vanishing one-point function by symmetry. We use
the fact that the singular modes of the currents T (w) and Ja(w) annihilate the vacuum state.
This implies that the differential operators L0, L±1 and J a0 must annihilate the one-point
function. In the current case these conditions are sufficient to fix the correlation function,
and the generalized KZ equations are not needed. The six equations read
J −0 〈Φ(2)j (µ|z)〉 =µ0〈Φ(2)j (µ|z)〉 = 0,
J 00 〈Φ(2)j (µ|z)〉 =(j0 − µ0∂µ0 − µ1∂µ1 − µ2∂µ2)〈Φ(2)j (µ|z)〉 = 0,
J +0 〈Φ(2)j (µ|z)〉 =(2j0∂µ0 + 2j1∂µ1 + 2j2∂µ2
− µ0∂2µ0 − 2µ1∂µ0∂µ1 − µ2(∂2µ1 + ∂µ0∂µ2))〈Φ
(2)
j (µ|z)〉 = 0,
L−1〈Φ(2)j (µ|z)〉 =∂z〈Φ(2)j (µ|z)〉 = 0,
L0〈Φ(2)j (µ|z)〉 =(µ1∂µ1 + 2µ2∂µ2 + j1∂j1 + 2j2∂j2 − b2j0(j0 + 1))〈Φ(2)j (µ|z)〉 = 0,
L1〈Φ(2)j (µ|z)〉 =(µ2∂µ1 + j2∂j1 − 2b2j1(j0 + 1))〈Φ(2)j (µ|z)〉 = 0. (3.1)
This system, together with its anti-holomorphic counterpart, has the solution
〈Φ(2)j (µ|z)〉 =δ(2)(µ0)|µ2|2j0+2|j2|(j0+1)(b
2j0−2)e
2ib2(j0+1)Im
(
j21
j2
)
+ 1
2
iIm(u2)
× (Dj0+1(u), D−j0−2(iu))C(j0) (Dj0+1(u¯), D−j0−2(iu¯))T , (3.2)
where u = i(µ2/2)
−1/2(j2(µ1/µ2) − j1), with u¯ = −iu∗, C(j0) is an arbitrary 2 × 2 matrix,
and DA is the parabolic cylinder function
DA(z) = 2
A/2√pie− 14 z2
(
Γ
(
1−A
2
)−1
1F1
(
−A
2
;
1
2
;
z2
2
)
−
√
2 Γ
(−A2 )−1 z 1F1(1−A2 ; 32; z22
))
.
(3.3)
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To find the matrix C(j0) we impose the constraint that the physical correlation function do not
grow exponentially in any direction in the u-plane. This property holds for the three-point
function whose collision limit defines the correlation function we are after. The parabolic
cylinder function has a Stokes phenomenon, so we must make sure the constraint holds for
each of the four Stokes sector3. This fixes the matrix to C(j0) =diag(1, i γ(j0 + 2)), where
γ(A) = Γ(A)/Γ(1−A), up to an overall factor.
The correlation function can be expressed as the double integral
〈Φ(2)j (µ|z)〉 =δ(2)(µ0)C(j0)|µ2|2j0+2|j2|(j0+1)(b
2j0−2)e
2ib2(j0+1)Im
(
j21
j2
)
×
∫
C
dxdx¯ |x|−2(j0+2)e− 12x2+ 12 x¯2−ux+u∗x¯. (3.4)
The integral is calculated in appendix C.3 The integrand is the “square” of the integrand in
the contour integral definition of the parabolic cylinder function. The holomorphic and anti-
holomorphic parameters are such that the integrand is oscillatory, of modulo 1, and does not
blow up exponentially at large u. The double integral can also be interpreted as the Fourier
transform of the correlation function in the x-basis, which can be determined independently
by the collision limit on the standard three-point function of the WZW model in the x-basis.
In appendix D we verify that the same correlation function (3.4) arrises from the collision
limit (in the µ-basis).
4 Irregular vectors and the Liouville-H+3 duality
4.1 The Liouville-H+3 duality
We review the duality between WZW and Liouville correlation functions. Primary fields in
Liouville theory are parametrized by a Liouville momentum α, and have conformal dimension
∆α = α(Q− α). Here Q = b+ b−1 is a parameter of the theory, related to the central charge
by c = 1 + 6Q2. For a review of Liouville theory, see [32, 33].
The Liouville-H+3 duality relates the correlation functions of primary fields in the form
[1] 〈
n∏
k
Φjk(µ
k|zk)
〉
=
pi
2
(−pi)−nb δ(2)(
n∑
k
µk) |Θn,n−2|2
〈
(
n∏
k
Vαk(zk))(
n−2∏
m
V− 1
2b
(ym))
〉
.
(4.1)
where the function Θn,m is defined as
4
Θn,m(z1, · · · , zn|y1, · · · , ym, u) = u
∑n
k
αk
b
− n
2b2
−(n−1)
∏n
s,k<s(zk − zs)−
αk+αs
b
+ 3
2b2
+2∏n
k
∏m
p (zk − yp)−
αk
b
+ 1
b2
+1
m∏
p,q<p
(yq − yp)
1
2b2 .
(4.2)
3For a review of the Stokes phenomenon, see [31]
4Here the function differs from the one defined in [1] because of the different normalization for the fields.
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The WZW variables are related to those on the Liouville side by
αk = b(j
k + 1) +
1
2b
, (4.3)
µk = u
∏n−2
m (zk − ym)∏n
s 6=k(zk − zs)
. (4.4)
The parameters k and b are related under the duality by b2 = −(k+2)−1, and u = ∑nk=1 µkzk.
This somewhat imposing relation can be understood more easily after two simple obser-
vations. First, the ym are essentially the zeroes of J
−(y), or more precisely of
∑
k
µk
y − zk . (4.5)
This statement inverts the relation (4.4). Second, the Θn,m prefactor, which allows one to
reduce the KZ equations on the WZW side to the BPZ equations satisfied by the degenerate
punctures at ym, can be derived by comparing the various OPE limits of corresponding
conformal blocks on the two sides. A similar relation holds at the level of conformal blocks.
Each trinion on the WZW side maps to a trinion on the Liouville side with an extra degenerate
on one of the three legs. There is a two-dimensional space of three-point junctions on the
WZW side, which matches the two-dimensional space of Virasoro three-point junctions with
an extra degenerate insertion on one of the three legs.
4.2 H+3 irregular vectors from Liouville theory
We now turn to the main objective of this section, and look for an equivalent of eq. (4.1)
for correlation functions involving irregular vectors. Again, we use the collision limit for this
purpose. The duality formula provides an alternative definition of H+3 correlation functions
involving irregular vectors, in terms of the corresponding Liouville theory correlation func-
tions, which behave as described in section 2.1. Most calculations in this section are tedious
and are done in the appendix A.2.
We look for the duality involving n H+3 vectors of ranks rk, which can be regular if
rk = 0. For this purpose we start from the duality formula with t =
∑n
k=1(rk + 1) H
+
3
regular vectors. This implies on the Liouville side the presence of t regular vectors and t− 2
degenerate insertions. Then, we do the usual collision limit on the H+3 side. Because, by
definition, we tune the µk so that the J−(y) Ward identity finite in the limit, the location of
the zeroes ym remains generic in the collision limit. On the other hand, the way we tune the
jk to keep the J0(y) Ward identity finite is compatible with the standard collision limit on
the Virasoro side of the duality. Thus the endpoint of the collision limit on the Liouville side
involves irregular vectors of rank rk and t− 2 degenerate fields.
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Thus our final formula includes n fields Φ
(rk)
jk
(µk|zk) on the H+3 side and the dual fields
V
(rk)
ck
(zk) and t− 2 degenerate fields V− 1
2b
(yp). The parameters are related by
ckm = bj
k
m + (r + 1)(b+
1
2b
)δm,0, (4.6)
µkm = u
∏t−2
p=1(zk − yp)∏n
s 6=k(zk − zs)rs+1
W krk−m, (4.7)
where W krk−m represents the series expansion∑
p
W kp q
p
i =
∏t−2
m (1 + qi(zk − ym)−1)∏n
s=r+2(1 + qi(zk − zs)−1)rs+1
. (4.8)
The first relation follows straightforwardly from (4.3), while the second requires more work
and is derived in appendix A.2. Of course, this relation is simply a complicated way to say
that the ym are zeroes of the J
−(y) Ward identity.
The duality formula for this field content is also derived in appendix A.2, and takes the
form〈
n∏
k=1
Φ
(rk)
jk
(µk|zk)
〉
=
pi
2
(−pi)−tb δ(2)(
n∑
k=1
µk0) |Θr|2
〈
(
n∏
k=1
V
(rk)
ck
(zk))(
t−2∏
m
V− 1
2b
(ym))
〉
. (4.9)
The function Θr is the generalization of Θn,n−2 to irregular vectors and is given by
Θr(z1, · · · , zn|y1, · · · , yt−2, u)
= u
∑n
k
αk
b
− t
2b2
−(t−1)
t−2∏
p,q<p
(yq − yp)
1
2b2
∏n
k,s<k(zk − zs)−
(rs+1)αk+(rk+1)αs
b
+(rk+1)(rs+1)(2+
3
2b2
)∏n
k
∏t−2
m (zk − ym)−
αk
b
+(r+1)(1+ 1
2b2
)
×
∏n
k,s<k exp
(
b−1
∑max(rk,rs)
p=1 (−1)p
(rs+1)ckp+(rk+1)c
s
p
p(zk−zs)p
)
∏n
k
∏t−2
m exp
(
b−1
∑r
p=1
(−1)pckp
p(zk−ym)p
) F (r)(j) (4.10)
with u =
∑n
k=1(j
k
0zk + j
k
1 ). The function F
(r)(j) is the exponent of a rational function of the
j, which is defined as the solution to the set of differential equations
r−m∑
n=0
njm+n
∂jnF
(r)(j)
F (r)(j)
+ 2(r −m)(b2 + 1)jm + (b2 + 1)r(r + 1)δm0 = 0, (4.11)
for 0 ≤ m ≤ r, normalized such that F (0, · · · , 0, jr) = j(b
2+1)(r+1)
r . A similar formula holds at
the level of conformal blocks. Because of the structure of the collision limit, we expect each
of the irregular junctions described in [14] on the Virasoro side to combine with a degenerate
insertion to give an irregular junction in irregular WZW conformal blocks. We leave the
details of the dictionary between irregular conformal blocks to future work.
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5 Semiclassical analysis of irregular vectors
In order to understand better the meaning of irregular vectors in WZW models, we can look at
the semiclassical limit of correlation functions. The semiclassical limit is defined as a k →∞
limit, combined with an appropriate rescaling of the parameters at the punctures, in such a
way that correlation functions scale as
〈
∏
i
Φi(zi)〉 ∼ e
1
k+2
Scl(zi) (5.1)
in terms of the classical action for an appropriate solution of the classical WZW equations of
motion, determined by the data at the punctures.
Here the action is the WZW action for the gauge group H+3 = SL(2, C)/SU(2). One
useful parametrization for a group element is
h =
(
1 γ
0 1
)(
eφ 0
0 eφ
)(
1 0
γ¯ 1
)
=
(
e−φ + γγ¯eφ eφγ
eφγ¯ eφ
)
. (5.2)
In terms of these parameters, the action reads
SWZW =
k
pi
∫
d2zTr(∂h−1∂¯h) + kΓWZ =
k
pi
∫
d2z(∂φ∂¯φ+ e2φ∂γ¯∂¯γ). (5.3)
This also corresponds to a string action in H+3 , with the metric ds
2 = dφ2 + e2φdγdγ¯.. The
H+3 theory is reviewed in [26, 34–36]
The KZ equations for a spin 1/2 degenerate field is also expected to have a finite limit,
and reduce to the equations of motion for the classical WZW solution. More precisely, the
KZ differential operator should go to an ordinary differential operator in the semiclassical
limit
∂z − 1
k + 2
Jaσa → ∂z −A(z). (5.4)
At regular singularities, A(z) should have a single pole with residue R = Raσa
R− = m, R0 = a− xm, R+ = 2ax− x2m. (5.5)
Here we scaled j = a(k + 2), µ = m(k + 2), and x = ∂Scl∂µ . This is a rather generic parame-
terization for a traceless matrix of fixed eigenvalues a and −a in terms of a pair of conjugate
variables x and m.
The group element G(z, z¯) which represents a classical solution of the WZW equations
of motion should satisfy
∂G = AG, ∂¯G = GA¯. (5.6)
and it should be single-valued on the Riemann surface. The latter constraint is rather strong.
We can solve the equations by writing
G(z, z¯) = g(z)Cg¯(z¯). (5.7)
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for some holomorphic solution g(z) and constant hermitian matrix C.
The holomorphic solution g(z) will have monodromy
g(e2pii(z − zs) + zs) = g(z)Ms (5.8)
around the regular singularities at the locations zs of the ordinary vertex operators. Then G
will be single-valued if
MsCM¯s = C, (5.9)
i.e. Ma is conjugate to M¯
−1
s .
This means that the trace of the monodromy along any path is real. This constraint
kills half of the degrees of freedom of the system. In principle it fixes, say, the m parameters
at all punctures in terms of the x parameters at all punctures. As the relation between A
and its monodromies is highly transcendental, it is very hard to describe the constraints on
A implied by the constraints on the monodromy matrices Ms. The semiclassical limit of
WZW conformal blocks solves this problem. This is analogous to the statement that the
semiclassical limit of Virasoro conformal blocks solves the uniformization problem.
This constraints can only be satisfied if the parameter as for the regular singularity at zs
is either pure real or pure imaginary: in the first case the eigenvalue e2piia of M is a phase,
in the second it is real. If we pick the as parameters to be real at all punctures, then we
can pick a gauge where all the monodromies are unitary matrices, and C = 1. Then G lives
in the space of hermitean matrices of unit determinant, which is the same as the hyperbolic
space H+3 . This is the expected target space for the H
+
3 WZW sigma model.
On the other hand, the vertex operators which represent normalizable states in the H+3
model have pure imaginary as. If we pick the as parameters to be imaginary at all punctures,
then we can pick a gauge where all the monodromies are real, i.e. belong to SL(2, R). Then
we need to pick C = iσ2. As a consequence, G lives in the space of hermitean matrices of
determinant −1, which is an analytic continuation of H+3 : it is three-dimensional de-Sitter
space dS3. It may seem strange for the semicalssical saddle points for correlation functions of
normalizable vertex operators to take value in the complexification of the target space, but
it becomes less surprising if we look at a much simpler CFT: the theory of a free boson. The
semiclassical solutions near a normalizable vertex operator eipX are imaginary
X ∼ ipα′ log |z|2. (5.10)
This is also the correct range of parameters for the regular punctures we collide to obtain
irregular punctures. Our expectation is based on the Liouville theory analogue setup [14]. It
essentially means that in the collision limit, one of the eigenvalues of each of the monodromy
matrices Ms involved in the collision should be sent to infinity. We will see momentarily that
the natural constraints at irregular singularities which replace the single-valuedness at regular
singularities indeed require a C of the form C = iσ2.
In order to understand the semiclassical behaviour near a regular puncture, it is useful to
consider solutions g
(s)
± (z) which behave as (z − zs)±a at the regular singularity. If as is real,
– 15 –
then the solution must take the diagonal form
G = csg
(s)
+
(
g
(s)
+
)∗
+ c−1s g
(s)
−
(
g
(s)
−
)∗
. (5.11)
The coefficient cs is fixed by the requirement that G should take the diagonal form at all
punctures. As we approach the singularity, one of the two solutions blows up, and G goes to
the boundary of H+3 , at a location determined by the x parameter of the regular puncture
G ∼
(
1 x¯
x xx¯
)
|z − zs|−2|as|. (5.12)
Thus the semiclassical solution is the solution of the equation of motion which reach the
boundary at a prescribed set of points.
If as is imaginary, then the solution must take the off-diagonal form
G = csg
(s)
+
(
g
(s)
−
)∗
+ c−1s g
(s)
−
(
g
(s)
+
)∗
. (5.13)
As we approach the singularity, neither solution diverges. Rather, we get an oscillating
approximate solution
G→
(
1
x
)(
m¯ 2a¯+ m¯x¯
)
|z − zs|2i|as| +
(
m
2a+mx
)(
1 x¯
)
|z − zs|−2i|as|. (5.14)
As we approach the regular singularity, the solution winds infinitely many times along a
specific circle in dS3.
At an irregular vertex operator, the differential operator ∂z − A has an irregular singu-
larity: the matrix A takes the form A =
∑
n=0 z
−n−1Ranσa, where
R−n = mn, R
0
n = an −
∑
p
mnxp−n, R+n = 2
∑
p
anxp−n −
∑
p,q
mpxqxp−q−n+1. (5.15)
To simplify the analysis, we set x0 = mr = 0 by a H
+
3 transfromation, and zs = 0. The
solution g(z) will have Stokes phenomena. Given a generic straight ray going into the irregular
singularity, we can find a unique solution which decreases exponentially fast along that ray
according to a specific asymptotic behavior, which is valid only in an appropriate Stokes
sector around the ray. Roughly,
g(z) ∼ z±a0e∓
∑r
n=1
an
nzn (5.16)
with an appropriate vector structure. This procedure identifies 2n “small solutions” g
(s)
i , each
decreasing exponentially fast in a sector of width pi/n around the irregular singularity.
Pairs of consecutive small solutions g
(s)
i , g
(s)
i+1 are always linearly independent, and can
be normalized so that det(g
(s)
i , g
(s)
i+1) = 1. If we compare g
(s)
i+1 and g
(s)
i−1 in the i-th sector, they
will grow at the same rate, and their sum will be proportional to g
(s)
i :
g
(s)
i+1 + g
(s)
i−1 = d
(s)
i g
(s)
i . (5.17)
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Imposing this normalization, we will get a periodicity g
(s)
i+2n = η
±1g(s)i , where the “formal
monodromy” η depends on a0.
The proportionality coefficients d
(s)
i generalize the notion of monodromy around a regular
puncture. In particular, if we look at an irregular singularity as the collision of n regular
singularities, the coefficients d
(s)
i control the behaviour of the n monodromy matrices in the
limit.
We should ask what is the condition on the d
(s)
i which arises from the condition (5.9) in
the collision limit. We can take a shortcut: as the solution G did not blow up at the regular
singularities, it should also not blow up at an irregular singularity. Thus between each pair
of sectors G should take the off-diagonal form proportional to
g
(s)
i
(
g
(s)
i−1
)∗ − g(s)i−1 (g(s)i )∗ . (5.18)
This is compatible with (5.17) if the d
(s)
i are real. The asymptotic solution in all sectors is,
to leading order, of the form
G(z, z¯) ∼
(−2 Re(x1zS(z, z¯)) S∗(z, z¯)
S(z, z¯) 2 Re
(
mr−1
2ar
zS∗(z, z¯)
))+O(z2), (5.19)
where we defined
S(z, z¯) = |z|2a0e−2iIm
∑
n=1
an
nzn = exp
[
2iIm
(
a0 log |z| −
∑
n=1
an
nzn
)]
= eiψ. (5.20)
At the zeroth order (neglecting the O(z) terms), the solution is included in a U(1) subgroup
of dS3 parametrized by the angle ψ. For sufficiently small and constant |z| the solution winds
quickly in alternating direction, i.e., ψ′(θ) is separated in 2n sectors of opposing sign.
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A Collision limits
A.1 The irregular Virasoro current
Here we derive the irregular Virasoro current (2.23) for ŝl(2) WZW models from a collision
limit. As in section 2.2 we start with r + 1 primary fields Φjk(µ
k|z + qk), and write the
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collision in the form
Φ
′(r)
j (µ|z,q) =
∏
i,j<i
|qi − qj |2b2Cij
r+1∏
k=1
Φjk(µ
k|z + qk),
with Φ˜
(r)
j (µ|z) = limq→0 Φ
′(r)
j (µ|z,q). (A.1)
As will be shown in the next section, finiteness of the conformal blocks in the collision limite
require Cij = 2jijj + 2(1 + b
−2)(ji + jj + 1). We look for the collision limit of the Virasoro
Ward identity
T (w)
r+1∏
k=1
Φjk(µ
k|z + qk) ∼
r+1∑
k=1
(
∆k
(w − z − qk)2 +
∂zk
(w − z − qk)
)
×
∏
i,j<i
|qi − qj |−2b2CijΦ′(r)j (µ|z,q), (A.2)
with ∆k = −b2jk(jk + 1). Defining Cji = Cij for j > i, this becomes
T (w)Φ
′(r)
j (µ|z,q) ∼
( ∞∑
m=0
−(m+ 1)b2∑i qmi ji(ji + 1)−∑r+1i,j 6=iCijb2qm+1i (qi − qj)−1
(w − z)m+2
+
∞∑
m=−1
∑r+1
i q
m+1
i ∂zi
(w − z)m+2
)
Φ
′(r)
j (µ|z,q). (A.3)
For the moment we neglect the part with the derivative terms, and call the rest Tj(w). The
terms containing Cij can berewritten in the form
r+1∑
i,j 6=i
Cijq
m+1
i (qi − qj)−1 =
1
2
r+1∑
i,j 6=i
m∑
n=0
qni q
m−n−1
j Cij , (A.4)
which implies
Tj(w)Φ
′(r)
j (µ|z,q)
∼ −b2
∞∑
m=0
(m+ 1)(jm +
∑
i q
m
i (j
i)2) +
∑r+1
i,j 6=i
∑m
n=0 q
n
i q
m−n−1
j Cij/2
(w − z)m+2 Φ
′(r)
j (µ|z,q)
∼ −
∞∑
m=0
(
(b2(2r + 1−m) + 2(r −m))jm
(w − z)+2m
+
b2
∑m
n=0 jnjm−n−1 + (b
2 + 1)r(r + 1)δm,0
(w − z)m+2
)
Φ
′(r)
j (µ|z,q) (A.5)
We now turn to the other part of the Virasoro Ward identity, containing z-derivatives
(labeled T∂(w)). This part cannot easily be treated symmetrically in i, so here we set qr+1
to 0. This gives the set of derivatives
∂zr+1 = ∂z −
r∑
i=1
∂qi , and ∂zi = ∂qi , i ≤ i ≤ r. (A.6)
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We use this to rewrite
T∂(w)Φ
′(r)
j (µ|z,q) ∼
(
∂z
(w − z) +
∞∑
m=0
∑r
i q
m+1
i ∂qi
(w − z)m+2
)
Φ
′(r)
j (µ|z,q). (A.7)
Using the chain rule to rewrite the ∂qi as combinations of ∂jn and ∂µn , we find
T∂(w)Φ
′(r)
j (µ|z,q) ∼
(
∂z
(w − z) +
∞∑
m=0
∑r+1
n=1 n(µn+m∂µn + jn+m∂jn)
(w − z)m+2
)
Φ
′(r)
j (µ|z,q). (A.8)
Assembling the pieces together and taking the collision limit, we get the full Virasoro Ward
identity (2.23)
T (w)Φ˜
(r)
j (µ|z) ∼
(
−
2r∑
m=0
(b2(2r + 1−m) + 2(r −m))jm
(w − z)m+2
−
2r∑
m=0
b2
∑m
n=0 jnjm−n + (b
2 + 1)r(r + 1)δm,0
(w − z)m+2
+
∂z
(w − z) +
r−1∑
m=0
∑r
n=1 n(µn+m∂µn + jn+m∂jn)
(w − z)m+2
)
Φ˜
(r)
j (µ|z). (A.9)
This differs from the expected result, but the difference is only due to a different scaling in
jm. We can obtain a Ward identity in the form (2.23) with a rescaling
Φ
(r)
j (µ|z) = F (r)(j)Φ˜(r)j (µ|z), (A.10)
where F (r)(j) is the function introduced in section 4.2. By requiring Φ(r) to satisfy (2.23) we
recover the defining set of differential equations (4.11).
A.2 The duality formula for irregular vectors
We evaluate the collision limit of eq (4.4) to find the relation between the µkm and the Liouville
parameters in the duality. The setup is described in section 4.2. Starting with the collisions
which do not involve µi, we find (assuming the field i collide to the irregular field k)
µi = u
∏t−2
p (zk + qi − yp)∏rk+1
j 6=i (qi − qj)
∏n
m 6=k(zk + qi − zm)rm+1
. (A.11)
For a regular field rk = 0 there is no factor (qi − qj) in the denominator, and we can directly
find the result by setting qi = 0, µ
i = µk. For the irregular case we expand in series in qi
µi = u
∏t−2
p (zk − yp)∏rk+1
j 6=i (qi − qj)
∏n
m6=k(zk − zm)rm+1
∞∑
p=0
qpi W
k
p , (A.12)
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Where the W kp are the series coefficients defined in (4.8). To compare with the parametrization
found in section 2.2, we calculate the sums
∑
i q
x
i µ
i explicitly (where the sum runs over the
colliding fields)5:
∑
i
qmi µ
i =u
∏t−2
p (zk − yp)∏n
s 6=k(zk − zs)rs+1
 ∞∑
p=0
W kp
∑
i
qm+pi∏rk+1
j 6=i (qi − qj)

=u
∏t−2
p (zk − yp)∏n
s 6=k(zk − zs)rs+1
 ∞∑
p=0
W kp
∑
i(−1)rk+1−iqm+pi
∏
s,t<s,s,t 6=i(qs − qt)∏
s,t<s(qs − qt)

=u
∏t−2
p (zk − yp)∏n
s 6=k(zk − zs)rs+1
Wrk−m +O(q). (A.13)
Taking the collision limit, we recover the announced result (4.7)
We now turn to the limit of the full duality formula (4.1). Using the results of the
previous section, we write
∏
k
∏
i,j<i
|qik − qjk|−4b4jikjjk−4(b2+1)(jik+jjk+1)|F (j)|2
〈∏
k
Φ
′(rk)
jk
(µk|zk,qk)
〉
=
pi
2
(−pi)−tb δ(2)(
n∑
k
µik) |Θt,t−2|2
∏
k
∏
i,j<i
|qik − qjk|−4αikαjk
〈∏
k
V
′(rk)
αk (zk,qk)
t−2∏
p
V− 1
2b
(yp)
〉
,
(A.14)
where a pair of indices of the form qik denotes the field number i in the collision forming the
5To get the third line we can use the fact that the sum over i is antisymmetric under odd permutations
of the qk, so it has to factor the Vandermonde determinant. For x + p 6= r, this fact fixes the sum to 0 or
O(q) times the denominator. For x + p = r we can compare to the Laplace expansion of the Vandermonde
determinant
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irregular field k, for example qk = (q1k, · · · , qrk+1 k). The function Θt,t−2 goes as
F (r)(j)Θt,t−2(z1 + q1, · · · , zn + qn|y1, · · · , ym, u) = u
∑
ik
αik
b
− t
2b2
−(t−1)
m∏
p,q<p
(yq − yp)
1
2b2
× F (r)(j)
∏
k
∏
i,j<i
(qik − qjk)−
αik+αjk
b
+ 3
2b2
+2
∏
s,k<s
∏
i,j(zk − zs + qik − qjs)−
αik+αjs
b
+ 3
2b2
+2∏
ik
∏
p(zk + qik − yp)−
αik
b
+ 1
b2
+1
.
= u
∑
k
ck0
b
− t
2b2
−(t−1)F (r)(j)
∏
k
∏
i,j<i
(qik − qjk)−
αik+αjk
b
+ 3
2b2
+2
m∏
p,q<p
(yq − yp)
1
2b2
×
∏
s,k<s(zk − zs)
− (rs+1)c
k
0+(rk+1)c
s
0
b
+(rk+1)(rs+1)
(
3
2b2
+2
)
exp
(∑∞
p=0
(rk+1)c
s
p+(−1)p(rs+1)ckp)
bp(zk−zs)p
)
∏
k
∏
p(zk − yp)
− c
k
0
b
+(rk+1)
(
1
b2
+1
)
exp
(∑∞
p=0
ckp
bp(yp−zk)p
)
∼
∏
k
∏
i,j<i
(qik − qjk)−
αik+αjk
b
+ 3
2b2
+2Θr(z1, · · · , zn|y1, · · · , yt−2, u). (A.15)
The powers of (qik − qjk) cancel with the ones already present in the duality formula. This is
the announced validation for the choice of the rescaling for the irregular vector, as if the choice
had been different some powers of the (qik − qjk) would remain, leading to an uninteresting
limit. Taking the collision limit, we recover the duality formula (4.9).
B The generalized KZ equations for irregular vectors
In this appendix we provide the generalization of the KZ equation for ŝl(2) theories involving
irregular vectors, as well as an outline of its derivation. Here we find the generalization from
scratch in a way analogous to the regular case [24], but it can also be found by taking the
collision limit of the usual KZ equation. The starting point is the Sugawara construction for
the energy-momentum operator in ŝl(2) WZW models:
T (w) =
1
2(k + 2)
(JaJa)(w). (B.1)
The KZ equation is obtained by requiring consistency of both sides when inserted in correla-
tion functions. This amounts to imposing the equality of the OPE for singular modes. For
regular vectors, the positive modes annihilate the states, and the equation for the L0 mode
is trivially realized, so there is only one equation coming from L−1. This equation reads [24](
∂z +
1
k + 2
n∑
i=1
DaDai
z − zi
)
〈Φj(µ|z)Φj1(µ1|z1) · · ·Φjn(µn|zn)〉 = 0. (B.2)
For irregular vectors, some positive modes act nontrivially, so we have to generalize the
consistency condition. The mode expansion of eq. (B.1) reads
Ln =
1
2(k + 2)
∑
m
: Jam−nJ
a
m :=
{
1
2J
a
n/2J
a
n/2 +
∑
m=1 J
a
n/2−mJ
a
n/2+m, n even,∑
m=0 J
a
(n−1)/2−mJ
a
(n+1)/2+m, n odd.
(B.3)
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We insert this equality inside a correlation function by applying it to a field Φ
(r)
B (A|z), in the
presence of k other fields Φ
(ri)
Bi
(Ai|zi). This forces the equality〈((
Ln − 1
2(k + 2)
∑
m
Jam−nJ
a
m
)
Φ
(r)
B (A|z)
)
(z)
k∏
i=1
Φ
(ri)
Bi
(Ai|zi)
〉
= 0, n ≥ −1. (B.4)
The effect of the irregular modes of T (w) and Ja(w) is known from eq. (2.17) and (2.23).
However, there are also contributions from the non-singular part of Ja(w). These can be
expressed in terms of the other fields of the correlation function using the residue theorem
(n > 0): 〈
(Ja−nΦ
(r))(z)
k∏
i=1
Φ
(ri)
ji
(µi|zi)
〉
=
∮
dw
(w − z)n
〈
(JaΦ(r))(z)
k∏
i=1
Φ
(ri)
ji
(µi|zi)
〉
= −
k∑
s=1
∮
dw
(w − z)n
〈
Φ(r)(z)(JaΦ
(rs)
js
)(µs|zs)
k∏
i=1,i 6=s
Φ
(ri)
ji
(µi|zi)
〉
= −
k∑
s=1
rs∑
m=0
(−1)m(n+m− 1)!J am(s)
(n− 1)!(zs − z)n+m
〈
Φ(r)(z)
k∏
i=1
Φ
(ri)
ji
(µi|zi)
〉
(B.5)
where J am(s) is the differential operator representing the action of Jam on the field s. For the
special case of a regular vector, we have only the term m = 0, with J a0(s) = Das . For even n
the equation becomes
0 =
L2n − 1
k + 2
1
2
J anJ an +
n∑
m=1
J an−mJ an+m −
r−n∑
m=n+1
k∑
s=1
rs∑
p=0
(−1)p(m− n+ p− 1)!J ap(s)J an+m
(m− n− 1)!(zs − z)m−n+p

×
〈
Φ(r)(z)
k∏
i=1
Φ
(ri)
ji
(µi|zi)
〉
, n ≥ 0. (B.6)
Similarly, for odd n,
0 =
L2n+1 − 1
k + 2
 n∑
m=1
J an+1−mJ an+m −
r−n∑
m=n
k∑
s=1
rs∑
p=0
(−1)p(m− n+ p− 2)!J ap(s)J an+m
(m− n− 2)!(zs − z)m−n+1+p

×
〈
Φ(r)(z)
k∏
i=1
Φ
(ri)
ji
(µi|zi)
〉
, n ≥ −1. (B.7)
This is the generalized form of the KZ equation for ŝl(2) theories6. The differential operators
are given by (2.17), (2.23).
6Actually, this formula is completely general and holds for any sort of field in any WZW model (provided
we replace the factor (k + 2) by (k + g)). What differs between theories is the actual form of the differential
operators and the algebra in which the index a is valued.
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C Review of double integrals
We discuss some integral identities, all of which are variations on the theme of the Riemann
bilinear identity, which relates an integral over a Riemann surface to a bilinear of contour
integrals over a basis of 1-cycles on the surface∫
Σ
ω ∧ ω˜ =
∑
i
∮
αi
ω
∮
βi
ω˜ −
∮
βi
ω
∮
αi
ω˜ (C.1)
Here ω is a holomorphic (1, 0) form, ω˜ is an anti-holomorphic (0, 1) form, and the basis of
cycles αi, βj is chosen as usual so that the intersection matrix is 〈αi, αj〉 = 〈βi, βj〉 = 0,
〈αi, βj〉 = δij . The formula has obvious extensions to higher dimensional manifolds.
A standard strategy to prove this relation is to look at this integral as a contour integral
in Σ×Σ¯, with local coordinates z and z˜ and integration contour I : z˜ = z¯ Then we can simply
decompose the integration contour into a basis for the second homology of Σ× Σ¯, which can
be taken to consist of cycles of the form αi×α¯j , αi× β¯j , etc. The coefficient of a basis element
in the decomposition is simply the intersection number of I with a dual basis element. For
example, the coefficient of αi × β¯j is the intersection number of I with −βi × α¯j , which is
equal to the intersection of αj and βi (some orientation sleight of hand here...), etcetera. This
immediately leads to the bilinear identity. It is also useful to write the identity in terms of a
generic basis of cycles γa with intersection matrix Iab:∫
Σ
ω ∧ ω˜ = −
∮
γa
ωI−1ab
∮
γb
ω˜ (C.2)
It is useful to give a trivial example of the bilinear identity. Consider the area of a torus,∫
Eτ
dzdz¯ = −2iImτ (C.3)
The period of dz on α is 1, and on β it is τ .
C.1 Multivaluedness
We will need two simple generalizations of this strategy. The first is to consider situations
where ω ∧ ω˜ is single-valued, but ω is not. The second is to consider non-compact situations
where ω may diverge at infinity, while ω ∧ ω˜ is integrable.
Consider a situation where ω is a section of some line bundle, i.e. it is a multi-valued
holomorphic (1, 0) form with constant Abelian monodromies ω → µpω when transported
along some closed path p. We take the µp to be monomials in a certain set of n generators µs.
Suppose that ω˜ has opposite monodromies, so that ω ∧ ω˜ is single-valued, and the integral∫
Σ
ω ∧ ω˜ (C.4)
can still be considered as a contour integral on I. Now the contour integrals for ω do not
belong to the homology of Σ. We can consider a cover Σµ of Σ on which ω is single-valued,
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and work with the homology of that cover. We can take the cover to have fiber Zn, gluing it
together by the map p→ µp.
As we only really care about integration cycles for ω, we can naturally represent the
images of a cycle γ under Zn deck transformations as
∏
s µ
ns
s γ, so that the period of ω on∏
s µ
ns
s γ is
∏
s µ
ns
s times the period on γ. Once we work with a homology whose coefficients
are rational functions of the µs, we can usually find a basis of cycles γa, and use the Riemann
bilinear identity, with an intersection matrix which will depend on the µs.
As an example, consider the following integral, which leads to the Virasoro-Shapiro am-
plitude ∫
C
dzdz¯|z|2A|1− z|2B (C.5)
This integral converges as long as the real parts of A and B are larger than −1, and their
sum smaller than −1. The form ω is now zA(1− z)Bdz, and has monodromies by µA = e2piiA
and µB = e
2piiB around 0 and 1 respectively. These monodromies combine to a monodromy
µ−1A µ
−1
B around infinity. The three ramification points 0, 1 and ∞ are really on the same
footing, and we could move them to generic positions:∫
C
dzdz¯|z − z1|2A|z − z2|2B|z − z3|−2A−2B−4
= |z1 − z2|2A+2B+2|z2 − z3|−2A−2|z3 − z1|−2B−2
∫
C
dzdz¯|z|2A|1− z|2B (C.6)
There is a single homology generator, which takes the form of a Pochhammer contour
γ, depicted in figure 1, together with its µnAA µ
nB
B images. The intersection matrix takes the
nice, symmetric form
I = −(1− µA)(1− µB)(1− µ−1A µ−1B ) (C.7)
The next example, ∫
C
dzdz¯|z|2A|1− z|2B|1− tz|2C (C.8)
or more generically∫
C
dzdz¯|z − z1|2A|z − z2|2B|z − z3|2C |z − z4|−2A−2B−2C−4
= |z1 − z2|2A+2B+2|z1 − z3|2C |z4 − z2|−2A−2|z1 − z4|−2B−2C−2
∫
C
dzdz¯|z|2A|1− z|2B|1− tz|2C(C.9)
where t = (z3−z4)(z1−z2)(z3−z1)(z4−z2) .
The corresponding one form ω has monodromies µA = e
2piiA around 0, µB = e
2piiB around
1, µC = e
2piiC around 1/t and thus µ−1A µ
−1
B µ
−1
C around infinity. The appropriate homology
of integration contours has two generators. We can take them to be a Pochhammer cycle
around 0 and 1, and a Pochhammer cycle around 1/t and ∞. This choice is convenient, as
they do not intersect, and we already know their self-intersection.
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(0,0)
(0,1)
(1,1)
(1,0)
(0,0)
(0,1)
(1,1)
(0,0)
(0,1)
(1,1)
(1,0)
Figure 1: Two views of the Pochhammer cycle. On the left: a symmetric presentation.
The three punctures are 0 on the left, 1 on the right, ∞ at the top. We indicate on which
sheets the contour runs. On the right, a more traditional presentation, as a cycle wrapping
several times around 0 and 1. This presentation makes more manifest the relation to an open
integration cycle from 0 to 1. A positive intersection point between sheets which differ by
(nA, nB) units contributes µ
nA
A µ
nB
B − µ−nAA µ−nBB to the intersection matrix.
Furthermore, we can use the well-known integral∫ 1
0
zA(1− z)B(1− tz)Cdz = Γ(A+ 1)Γ(B + 1)
Γ(A+B + 2)
2F1(−C,A+ 1, A+B + 2, t) (C.10)
or more generally∫ z2
z1
(z − z1)A(z − z2)B(z − z3)C(z − z4)−A−B−C−2dz = (z1 − z2)A+B+1(z1 − z3)C(z1 − z4)−B−C−1
(z4 − z2)−A−1 Γ(A+ 1)Γ(B + 1)
Γ(A+B + 2)
2F1(−C,A+ 1, A+B + 2, (z3 − z4)(z1 − z2)
(z3 − z1)(z4 − z2))
(C.11)
which we can specialize to∫ 1/t
∞
zA(1− z)B(1− tz)Cdz = t−A−B−1(t− 1)B+C+1 Γ(C + 1)Γ(−B − C −A− 1)
Γ(−B −A)
× 2F1(−A,C + 1,−B − C, t) (C.12)
Thus∫
C
dzdz¯|z|2A|1− z|2B|1− tz|2C
=− 2piiΓ(A+ 1)Γ(B + 1)Γ(−A−B − 1)
Γ(−A)Γ(−B)Γ(A+B + 2) |2F1(−C,A+ 1, A+B + 2, t)|
2
− 2piiΓ(C + 1)Γ(−A−B − C − 1)Γ(A+B + 1)
Γ(−C)Γ(A+B + C + 2)Γ(−A−B) |2F1(−A,C + 1,−B − C, t)|
2(C.13)
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C.2 Exponential growth
The next generalization involves an integral of the form∫
Σ
ω ∧ ω˜eW (z)−W¯ (z¯) (C.14)
where W grows polynomially at infinity. The rapid oscillation makes the integral barely
convergent. After the usual analytic continuation, we can improve the behaviour at infinity,
pushing the boundary of the integration cycle towards region where the real part of W (z)
grows arbitrarily large and negative, and the real part of W¯ (z˜) grows arbitrarily large and
positive. The integral is then exponentially convergent.
Next, we can try to decompose the integration contour in a convenient basis of appropriate
homology of integration cycles for ωeW (z) and for ω˜e−W¯ (z˜). The former includes both closed
contours and contours which are allowed to end at infinity, in regions where the real part
of W (z) grows arbitrarily large and negative. The latter includes both closed contours and
contours which are allowed to end at infinity, in regions where the real part of W¯ (z˜) grows
arbitrarily large and positive.
It is important to observe that there is no well-defined notion of mutual intersection for
contours which are allowed to end at infinity, in regions where ReW (z) 0. Luckily, we do
not need that. Rather, there is a well-defined intersection pairing between contours which
are allowed to end at infinity, in regions where ReW (z) 0, and contours which are allowed
to end at infinity, in regions where ReW (z) 0 If we pick a set of contours in αa in the first
class, and β¯b in the second, with intersection Iij , we can write as usual∫
Σ
ω ∧ ω˜eW (z)−W¯ (z¯) = −
∮
αa
ωeW (z)I−1ab
∮
βb
ω˜e−W¯ (z¯) (C.15)
The first example is a version of the Airy integral∫
C
dzdz¯e
z3
3
−tz− z¯3
3
+t¯z¯ (C.16)
There are three regions where the contours of integration can end, which are centred
around rays of phase pi/3, pi, −pi/3. We can denote the integration contours which join
consecutive regions counterclockwise as C1, C2, C3, with
∑
iCi = 0. Dual contours D1, D2,
D3 join regions centred around rays of phase −2pi/3, 0, 2pi/3. The intersections numbers
are basically Ii,i+1 = −Ii,i−1 = 1. Thus the integral can be written in the rough form
Ai(t)A¯i′(t¯)−Ai′(t)A¯i(t¯) where Ai and Ai′ are two of the contour integrals.
Another useful example is ∫
dzdz¯|z|2Aez−z¯ (C.17)
which is well-defined before analytic continuation if the real part of A is −1. We can improve
the behaviour at infinity by deforming the contour at large |z| to something like z˜ = z¯+ |z|,
after which we can allow the real part of A to be bigger than −1.
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There is a unique basic integration contour, comes from negative real infinity, goes around
the origin counterclockwise, and goes back to negative real infinity. A dual contour runs from
positive real infinity and back. The contours have intersection 1− µA. We can write∮
α
dz(−z)Aez = (1− µA)
∫ ∞
0
tAe−tdt = (1− µA)Γ(A+ 1) (C.18)
and the integral is proportional to (1− µA)Γ(A+ 1)2 ∼ Γ(A+1)Γ(−A)
In a similar way, one can express the integral∫
dzdz¯|z|2A|1− tz|2Bez−z¯ (C.19)
in terms of confluent hypergeometric functions, and∫
dzdz¯|1− tz|2Bez2−z¯2 (C.20)
in terms of parabolic cylinder functions.
C.3 The parabolic cylinder double integral
Here we calculate the parabolic cylinder double integral∫
C
dzdz¯ |z|−2(A+1)e− 12 z2+ 12 z¯2−tz+t¯z¯. (C.21)
A convenient basis of contours is made of a path from zero to positive infinity and another
from negative infinity to zero. A dual basis is a pair of paths from −i∞±  to +i∞± . The
branch cut is on the negative imaginary axis, such that it splits the dual contours. All the
contours can be reduced to the basic integral∫ ∞
0
dz z−A−1e−
1
2
z2−tz = e
1
4
t2Γ(−A)DA(t), (C.22)
which leads to the result∫
C
dzdz¯ |z|−2(A+1)e− 12 z2+ 12 z¯2−tz+t¯z¯ = e 14 (t−t¯)Γ(−A)2eipi2A [(DA(t) (DA(t¯)− e−ipiADA(−it¯))
− e−ipiADA(−t)
(
DA(it¯)− eipiADA(−it¯)
)]
= −2ipie 14 (t−t¯)γ(−A)eipi2A (DA(t)DA(−it¯) + i γ(A+ 1)D−A−1(it)D−A−1(t¯)) .
(C.23)
This agrees with the results of section 3.1.
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D Direct collision limit of the regular three-point function
We rederive the result of section 3.1, namely the one point-function of a rank two vector,
from the direct collision of the regular three-point function. As previously, we assume that
the ji are in the slice j ∈ −12 + iR. The three-point function of primary fields reads [1]
〈Φj1(µ1|z1)Φj2(µ2|z2)Φj3(µ3|z3)〉 =|z3 − z2|−2∆
1
23 |z3 − z1|−2∆213 |z2 − z1|−2∆312
× δ(2)(µ1 + µ2 + µ3)DH
[
j1 j2 j3
µ1 µ2 µ3
]
CH(j1, j2, j3),
(D.1)
where
CH(j1, j2, j3) =− 1
2pi3b
[
γ(b2)b2−2b2
pi
]−2−j123
Υ′b(0)
Υb(−b(j123 + 1))
× Υb(−b(2j
1 + 1))Υb(−b(2j2 + 1))Υb(−b(2j3 + 1))
Υb(−bj312)Υb(−bj123)Υb(−bj231)
,
DH
[
j1 j2 j3
µ1 µ2 µ3
]
=pi
|µ1|4j1+2|µ2|−2j213−2|µ3|4j3+2
γ(−j123 − 1)
∫
C
dxdx¯|x|2j123 |x+ 1|2j312
∣∣∣∣x− µ1µ2
∣∣∣∣−2j123−4 .
(D.2)
We use the notation j123 = j
1 + j2 + j3 and j312 = j
1 + j2 − j3, and the function γ(x) =
Γ(x)/Γ(1−x). The function Υb is defined by the integral (Q = b+b−1, domain 0 < Re(x) < Q)
log Υb(x) =
∫ ∞
0
dt
t
[(
Q
2
− x
)2
e−t − sinh
2[(Q2 − x) t2 ]
sinh bt2 sinh
t
2b
]
. (D.3)
For the collision of CH we use the asymptotics (∆˜x = x(Q− x))
Υb(x) ∼ ∆˜−
1
2
∆˜x+
1
12
(1+Q2)
x e
3
2
∆˜x , (D.4)
valid when x has a large imaginary part, with 0 < Re(x) < Q. This leads to the limit
CH(j1, j2, j3) ∼− 2(j0+2)(b2(j0+3)+1)pij0−1b(j0+2)(b2(j0+5)−1)γ(b
2)−(j0+2)Υ′b(0)
Υb(−b(j0 + 1))
× j(j1+3)(b2(j0+2)+1)2
(
q
−j312−1
12 q
−j213−1
13 q
−j123−1
23 e
j21
j2
)2(b2(j0+2)+1)
∼− 2(j0+2)(b2(j0+3)+1)pij0−1b(j0+2)(b2(j0+5)−1)γ(b
2)−(j0+2)Υ′b(0)
Υb(−b(j0 + 1))
×
(
|q12|−2(j312+1)|q13|−2(j213+1)|q23|−2(j123+1)|j2|(j0+3)e
j21
j2
+
j¯21
j¯2
)(b2(j0+2)+1)
,
(D.5)
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where we used the equality j = j¯ to relate qij to |qij |. In DH , the limit of the integral can be
evaluated using the change of variable
x =
µ1
µ2
(
1 + i
q12η√
2j2
)
, (D.6)
and its anti-holomorphic counterpart. This leads to
DH
[
j1 j2 j3
µ1 µ2 µ3
]
∼|q12q13q23|−2j0−22j0+1pi|µ2|2j0+2|j2|j0+1γ(j0 + 2)
×
∫
C
dηdη¯ |η|−2(j0+2)e− 12η2+ 12 η¯2−uη+u∗η¯, (D.7)
with u is the same parameter as defined in section 3.1. Inserting these results back in eq.
(D.1), the powers of qij cancel and we find the limit
〈Φ˜(2)j (µ|z)〉 =− 2(j0+2)(b
2(j0+3)−1)pij0b(j0+2)(b
2(j0+3)−1)|µ2|2(j0+1)|j2|(j0+2)(b2(j0+3)+2)
× δ(2)(µ0)γ(j0 + 2)γ(b
2)−(j0+2)Υ′b(0)
Υb(−b(j0 + 1)) e
2i(b2(j0+2)+1)Im
(
j21
j2
)
×
∫
C
dηdη¯ |η|−2(j0+2)e− 12η2+ 12 η¯2−uη+u∗η¯ (D.8)
Using the function F (2) = j
−(b2+1)(4j0+6)
2 e
−(b2+1)j21/j2 to find the one-point function of Φ(2),
we recover the result (3.4) found directly for the irregular vector, and fix the overall factor
C(j0).
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