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Abstract 
Caccetta, L. and K. Vijayan, Maximal cycles in graphs, Discrete Mathematics 98 (1991) 
l-7. 
Let G be a simple graph on n vertices and m edges having circumference (longest cycle 
length) 1. Woodall determined some time ago the maximum possible value of m. The object of 
this paper is to give an alternative proof of Woodall’s theorem. Our approach will, in addition, 
characterize the structure of the extremal graphs. 
1. Introduction 
All graphs considered in this paper are finite, loopless and have no multiple 
edges. For the most part our notation and terminology follow that of Bondy and 
Murty [l]. Thus a graph G has vertex set V(G), edge set E(G), v(G) vertices 
and E(G) edges. K,, denotes the complete graph on n vertices. G + H denotes the 
disjoint union of the graphs G and H. The join G v H of disjoint graphs G and H 
is the graph obtained from G + H by joining each vertex of G to each vertex of 
H. For X E V(G), G[X] denotes the subgraph of G induced by the set X of 
vertices. We denote the complement of a graph G by G. 
Let %((n, m) denote the class of graphs on n vertices and m edges, and let 
G E G(n, m). When m 3 n, G has at least one cycle. The length of the longest 
cycle in G is called the circumference of G and is denoted by c(G); when G has 
no cycles we define c(G) = 0. 
Woodall [4] determined a lower bound for c(G) for each m, m 2 n. For 
positive integers a and b define r(a, b) as 
r(a, b) = a - b Lu/b], (1.1) 
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the remainder on division of a by b. For integers 12 2 t > 3, define w(n, t) as 
w(n, t) = i(n - 1)t - $r(t - r - l), (1.2) 
where I = r(n - 1, t - 1). 
Woodall’s theorem can then be written as the following. 
Theorem 1. Let G E %(n, m) with m 3 n and c(G) = t. Then 
m S w(n, t) 
and this result is best possible. 
(1.3) 
Observe that equality in (1.3) is achieved by the graph 
W(n, t) = K1 v ([(n - l)l(t - l)] K,-, + Kr), (14 
which has n vertices, w(n, t) edges and circumference f. Here SK,_, denotes s 
disjoint copies of K,_,. 
The object of this paper is to provide an alternative proof of Woodall’s 
Theorem. Our approach will, in addition, establish the structure of the extremal 
graphs. 
2. Proofs 
Throughout this section G E %(n, m), m Z= It. Let C = { 1, 2, . . . , t} be a cycle 
of length t = c(G) in G. Define H = G[V(C)]. Let C* denote the set of vertices 
of G not in C. When dealing with vertices of C all our additions are modulo t and 
we always list the vertices in cyclic order. We now establish some simple 
properties which will prove useful in our counting. 
Lemma 1. Let x E C* be joined to the vertices iI, iz, . . . , ik of C. Then, for 
l<a#/?ck, we have: 
(a) Ii, - i,l32; 
(b) (i, - 1, i, - l), (ie + 1, is + 1) $ E(G). 
Proof. If the above conditions did not hold, then it is easy to see that G would 
contain a cycle of length greater than t, a contradiction. 0 
Lemma 2. Let P = i, x1, x2, . . . , xd-_l, j be an (i, j)-path, i #j, of length d whose 
internal vertices are not in C. Then: 
(a) dsli-j(<t-d, so t>2d, 
(b) for positive integers a, b with a + b s d: (i + a, j + b), (i -a, j - b) $ E(G). 
Proof. Condition (a) must hold, as otherwise one of the i, j-segments has length 
less than d, implying that C is not maximal. 
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Suppose that (i + a, j + b) E E(G). Then 
C’ = i, X1, x2, . . . ) x~-~, j, j - 1, j - 2, . . . , i+a,j+b,j+b-l,j+b-2 ,..., i 
is a cycle in G of length at least t + 1, a contradiction. A similar argument shows 
that (i - a, j - b) $ E(G). This proves (b). 0 
Lemma 3. Let P = i, x1, x2, . . . , q-1, j be an (i, j)-path, i #j, of length d 2 2 
whose internal vertices are not in C. Suppose x1 is joined to k vertices of C. Let 
H = G[V(C)]. Then 
E(H) s &(t - 1) - l(k + d - 2)(k + d - 3) 
with equality holding only if d = 2 and t = 2k. 
(2.1) 
Proof. We prove (2.1) by showing that the complement Z? of H has at least 
+(k + d - 2)(k + d - 3) edges. Suppose x1 is joined to the vertices il, iz, . . . , i, of 
C-j (in that order). Since x1 is adjacent to at least k - 1 vertices of C different 
from j we have s = k or k - 1. Also, since i #j. s 2 1. 
We observe from Lemma l(b) that when d = 2, fi contains the edges 
(im - 1, is - l), (im + 1, is + l), 1~ a, p < k, a#B. 
There are at least ik(k - 1) distinct edges of this type. Moreover, there are 
exactly ik(k - 1) distinct edges only if 
(im + 1, is + 1) = (iru+l - 1, is+1 - 1) for each a, /3, 
i.e., only if t = 2k. This proves the lemma for d = 2. 
Suppose now that d 2 3. Consider the vertex sets: 
A = {il, iI + 1, . . . , i,}, B = {is + 1, i, +2,. . . , j} and 
D = {j + 1, j + 2, . . . , il - l}, 
which form a partition of V(C). We observe from Lemmas 1 and 2 that fi 
contains all edges of forms (l)-(5) below. 
(1) (ia + 1, iP + l), l~a,p9s-l,&#p (Lemma l(b)). 
There are $(s - l)(s - 2) such edges and they are all distinct. 
(2) (ior+r -a,j-b), l<(~cs-l,a=lor2,b>O,a+b<d 
(Lemma 2(b)). 
There are (s - 1)(2d - 3) such edges and from Lemma l(a) they are all distinct. 
(3) (ia.+a’,j+b’), 1 <ass-l, a’=1 or2, b’>O, a’+b’cd 
(Lemma 2(b)). 
There are (s - 1)(2d - 3) such edges and they are all distinct (Lemma l(a)). 
(4) (iI - a”, j - b”), a”, b” > 0, a” + b” s d (Lemma 2(b)). 
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There are Id(d - 1) distinct edges of this type. 
(5) (is + a”‘, j + b”‘), a”‘, b”’ > 0, a”’ + b”’ s d (Lemma 2(b)). 
There are id(d - 1) distinct edges of this type. 
Each edge of (l), (2) and (3) has one end in A and the other end in A, B and 
D, respectively. Hence (l), (2) and (3) define a set of l(s - l)(s - 2) + 2(s - 
1)(2d - 3) distinct edges. Moreover, since by Lemma 2(a) no edge of (4) or (5) 
has an end in A the edges of (l), (2) and (3) are distinct from those of (4) and (5). 
We now show that there are at most (d - 1) edges belonging to both (4) and (5). 
Suppose that 
(iI - a”, j - b”) = (j + b”‘, is + a”‘) (2.2) 
for some positive integers a”, b”, a”’ and b”’ with a” + b” s d and a”’ + b”’ G d. We 
may assume without loss of generality that iI = 1. Then (2.2) implies that 
r+l-u”=j+&” and j - b” = is + a”‘. 
That is, 
t = is - 1 + a” + b” + a”’ + b”’ G is - 1 + 2d. 
Lemma 2(a) implies that j >i,+d and t+laj+d. Hence tai,-1+2d. Thus 
(2.2) can hold only if t = i, - 1 + 2d. Since this occurs only when a” + b” = 
a”’ + b”’ = d, there can be at most (d - 1) edges contained in both (4) and (5). We 
thus have at least d(d - 1) -(d - l)=(d - l)* distinct edges in (4) and (5). 
Hence 
E(H) 2 (d - l)* + 2(s - 1)(2d - 3) + +(s - l)(s - 2) 
= 4(d + s - l)(d + s - 2) + $(d - 2){d - 1 + 6(s - 
> $(d s - + s 2) (since 3 3 s 2 
2 i(k d - + d 3) (since Z= k 1). 
Hence holds with inequality. This completes proof of Lemma 
3. 
We are ready to theorem. 
Proof of Theorem 1 We use induction on n. If II = t, then 
m < fn(n - 1) = w(n, n), 
with equality possible if and only if G = K,. So the theorem is true for it = t. Now 
let n > t and suppose the theorem is true for all n’ such that n’ <n. Let 
G E %((n, m) be a graph with c(G) = t. Let C = { 1,2, . . . , t} denote a longest 
cycle in G. We consider two cases. 
Maximal cycles in graphs 5 
Case 1: G ti 2-connected. 
Let HI, I&,. . . , iY, be the components of G - V(C) and let n, = Y(&). For 
x $ C we denote by k(x) the number of edges from x to C. We define 
k, = Xg~; ) {WI) = WA; and 
D 
f== : 
i 
if 12, = 1, 
if I’& is a tree and 12,~ 2, 
c(H,) otherwise. 
Recall that c(H,) denotes the circumference of H,. For each component H,, 
l<cucw, we havef,+2k, < t and there exists a path i, x,, y,, . . . , z,, j, with 
i, j E C, of length at least r&w + 2 whose internal vertices are all in I&. Thus (2.1) 
holds with d = & + 2 and k = k,. 
For component 17, we have 
c(K) s t(% - l)fw. 
This is obvious for fn s 2. For f= > 2 it follows from our inductive hypothesis since 
n, < n. So the number of edges in G incident to vertices of H, is at most 
g(,& - l)fa + n,k,. Hence 
m s f zl n,(fa + 2k,) - ; zl fw + E(H) 
s; $I n,(fa + 2kJ + e(H) (2.3) 
with equality holding only if fa = 0 for each LY. Now choose /3 so that fs + 2ks is 
maximal, and write f = fs, k = k, and x = f + 2k. Then, by (2.3) 
m s l(n - t)x + e(H) (2.4) 
with equality only if, for each (Y, fa = 0 and k, = k. Now, since G is 2-connected, 
there exists a path i, x1, . . . , _xd_r, j with i, j E C, whose internal vertices are all in 
HP, whose length d satisfies d 3 &f + 2, and such that k(x,) = k. Since the RHS of 
(2.1) is a decreasing function of d, it follows from Lemma 3 that 
E(H) =S &(t - 1) - ;(k + &(k + $f - 1) (2.5) 
with equality only if d = ‘d + 2, f = 0 and t = 2k. Also, it is not difficult to see that 
t32d+2(k-2)Sf +2k=x. 
Recall that we are assuming n > t, so that I = r(n - 1, t - 1) s n - t. From (2.4) 
and (2.5) we then have 
m c f(n - t)x + tt(t - 1) - &x($x - 1) 
=i(n-r-l)t+$x-$x(4x-l)-?(n-t-r)(t-x) 
=~(n-r-l)t+~r(r+1)+Q-~{r-~(X-l)}*-~(n-t-r)(t-x). 
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Since m is an integer this implies that 
m S $(n -r - 1)t + $fr(r + 1) 
= w(n, t), (2.6) 
with equality only if {r - 4(x - 1))’ = !, that is, r = ix - 1 or 4.x. Moreover, if 
m = w(rz, t) then there is equality in (2.4) and (2.5) as well, which implies that 
f =O,x=f +2k=2k=tandG=KkvK,,_ k, where r = k - 1 = ;t - 1 or r = k = 
it. 
Case 2: G is not a-connected. 
In this case we can choose two subgraphs G, and G2 of G such that 
G = G1 U G2 with IV(G,) n V(G,)I = 8, where 
8 = 
1 
0 if G is not connected, 
1 if G has a cut-vertex. 
Let ni = IV(G,)l, so that n = n1 + n2 - 8. Further, suppose that ri = r(n, - 1, t - 
l), i = 1, 2. Then, by our inductive hypothesis, 
m S t(nl - 1)t - trI(t - 1 - rJ + $(n - 1)t - &(t - 1 - r2) 
= t(n - 1)t - $(l - O)t - trI(t - 1 - rJ - &(t - 1 - r2). 
Now, since n - 1 = (nI - 1) + (n2 - 1) + (1 - 13) we must have either: 
(i) r=r,+r,+l-8;or 
(ii) r = r, + r, + 1 - 8 - t + 1, rl + r2 > t - 1. 
If (i) holds, then 
trI(t - 1 - rI) + &(t - 1 - r2) + i(l - f3)t 
= 4(rI + r2)(t - 1 - rl - r2) + rlr2 + $(l - O)t 
= ir(t - 1 - r) + +(l - 8)(2r + e) + rIr2 3 fr(t - 1 - r), 
with equality possible only if 8 = 1 and rl = 0 or r. Now suppose (ii) holds and 
without any loss of generality suppose that rl 2 r2. We have rl > r and r2> r. 
Therefore 
irI(t - 1 - rI) + $r2(t - 1 - r2) + 4(1 - e)t 
= t(rl - r2)(t - 1 - rJ + &r2(t - 1 - r + 1 - e) + +(l - 6)t 
> &(t - 1 - r). 
Hence m < w(n, t) when (ii) holds. This completes the proof of the theorem. El 
We conclude this paper with a characterization of the extremal graphs (i.e., the 
edge-maximal graphs). Let G E %(n, w(n, t)), t = c(G). Let r = r(n - 1, t - 1). 
Then the above proof implies that G = K, for n = t and that G contains a cut 
vertex for II > t if r#$t - 1 or at. Further, when r = it - 1 or it the only 
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2-connected extremal graph is the graph Ktt v I&. We now consider the case 
when r # it - 1 or ft. In this case, G = G, U G2 with IV(G,) fl V(GJI = 1 and 
exactly one of n, - 1 and rz2 - 1 is divisible by t - 1, where ni = IV(G,)l. Without 
any loss of generality we let rrl - 1 = r (mod(t - 1)) and rz2 - 110 (mod(t - 1)). 
Applying this same argument to G, and G2 we conclude that G1 (G2) is a 
complete graph of order IZ, = r + 1 (rr2 = t) or the union of two graphs G,, and 
Cl2 (G,, and GZ2) sharing a common vertex. In the latter case, rz,, - 1 = r 
(mod(t - l)), and rz12 - 1, n2, - 1 and n22 - 1 are all divisible by t - 1. Continuing 
in this way it becomes clear that G is a connected graph whose only 2-connected 
subgraphs are cliques (i.e., complete graphs) of order r + 1 or t. In fact, G is a 
connected graph with s = ](rz - l)/(t - l)] blocks B,, B,, . . . , B,, each a clique. 
Further, if r 7 0 then all cliques are of order t, and if, r > 0 then s - 1 cliques are 
of order t and one clique has order r + 1. 
We now complete our characterization by describing the extremal graphs when 
t = it - 1 or it and G has cut-vertices. Observe that the above description is valid 
for r = it - 1 or it and hence one yields extremal class. The only possible 
variation is that the graph G, need not be a connected graph whose blocks are 
cliques. In fact, G1 or G,, or . . * could be a graph of the form K+ v I?, where 
1 1 x=nl-$ or n,,--t or .... Thus G could be a connected graph with blocks 
B1, B2,. . . , BP, p < [(n - l)/(t - l)] with p - 1 blocks being cliques of order t 
and one block, say B1 being the graph Ktl v Z?x_+, where x is the order of the 
block B,. In some recent work [2, 31 we have established a number of results 
concerning the existence of certain subgraphs (cliques and cycles) in G each of 
whose vertices has at least a specified minimum degree in G. 
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