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PDE-BASED NUMERICAL METHOD FOR A LIMITED ANGLE
X-RAY TOMOGRAPHY∗
MICHAEL V. KLIBANOV† AND LOC H. NGUYEN‡
Abstract. A new numerical method for X-ray tomography for a specific case of incomplete
Radon data is proposed. Potential applications are in checking out bulky luggage in airports. This
method is based on the analysis of the transport PDE governing the X-ray tomography rather than
on the conventional integral formulation. The quasi-reversibility method is applied. Convergence
analysis is performed using a new Carleman estimate. Numerical results are presented and compared
with the inversion of the Radon transform using the well-known filtered back projection algorithm. In
addition, it is shown how to use our method to study the inversion of the attenuated X-ray transform
for the same case of incomplete data.
Key words. tomographic inverse problem, X-ray transform, incomplete data, Carleman esti-
mate
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1. Introduction. Computing a function from its Radon transform, which was
first introduced by Radon in 1917 [35, 36], is considered as the theory behind the first
commercial computed tomography (CT) scanner, invented by Hounsfield. Due to this
contribution, Hounsfield was awarded the Nobel prize in 1979. In the current paper,
we develop a new numerical method for this inverse problem for the case of a special
type of limited angle data for the Radon transform. This type of limited angle data
might find applications in checking out baggages in airports as well as checking out
interior structures of walls.
The Radon transform of a function f is the integral of f on a set of segments
of straight lines. If that set includes all straight lines in the plane, we say that the
Radon transform transform data are completely given. The exact reconstruction of
the function f from its complete Radon transform data can be computed by the
well-known filtered back projection algorithm, see [29, 34]. The full observation of
the data is important since the filtered back projection formula involves a non local
operator. In some applications, due to some technical reasons, the complete Radon
transform cannot be collected. We refer the reader to [5, 6, 7] for some circumstances
about this incompleteness, e.g., when the X-rays are blocked by metal bars, see [5,
Section 7] for a detailed discussion. On the other hand, in this paper, we design
another experimental situation in which a large amount of the Radon data is lost,
see Section 2. Our goal is to image objects (or equivalently to determine a function)
when an interval of view angles is limited in a special way. This situation includes
Radon transform for the limited angle problem [27]. The missing data leads to the
instability of the reconstruction. We cite some important papers [1, 5, 13, 30, 31]
and references therein that characterize and (or) introduce the strategies to reduce
the resulting artifacts, which appear in the reconstructed image. To treat the case of
incompleteness, one might non-rigorously fill the missing data by the number 0, see
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figures 2-4 in [5].
In this paper, we propose a new numerical method which analytically and nu-
merically produces a good approximation of the inversion of the Radon transform for
a special case of limited angle data. Unlike the filtered back projection algorithm,
our approach is not based on the integral form of the Radon transform and is not
intended to derive an explicit inversion formula. We use a boundary value problem
for a linear partial differential system whose solution directly yields the solution to
the inverse problem. Instead of using the conventional “integral” approach, we con-
sider a well known PDE [14] governing the propagation of X-rays. In fact, this is the
stationary transport PDE without absorption and integral terms. That PDE involves
two unknown functions: its solution u and the target function of interest f . At each
point of the boundary, one of boundary conditions for u is exactly the integral along
a line segment, which is considered in Radon transform. In fact, boundary conditions
for that PDE are over determined ones. Using one of ideas of the Bukhgeim-Klibanov
method [10], we next differentiate that PDE with respect to the source location to
obtain another PDE, in which the function f is not involved, see [20] for a survey
of the method of [10] as well as books [3, 4, 19]. That new equation contains the
unknown function u as well as its partial derivative with respect to the source loca-
tion. However, a theory on how to solve the resulting over determined boundary value
problem is not available yet. In this paper, we only approximate the solution of this
problem by the solution of an overdetermined boundary value problem for a linear
system of coupled PDEs of the first order. The solution of the latter problem is used
to compute a partial sum of the Fourier series for the function u with respect to a
special orthonormal basis. This “cut-off” technique was first introduced in [23] for a
class of coefficient inverse problems. Then, it was successfully applied to numerically
solve some coefficient inverse problems [24, 25]. Having that approximation for the
function u in hands, we compute the corresponding approximation for the function f
directly.
As mentioned in the above paragraph, to obtain that system of PDEs, we truncate
the Fourier series with respect to a special orthonormal basis and assume that the
corresponding approximation of the function u still satisfies the above mentioned
PDE. Let N be the number of terms of that truncated series. Even though the
original series converges of course as N →∞, the question about the convergence of
resulting numerical solutions as N →∞ is a very challenging one. The true “hidden”
reason of this challenge is the ill-posedness of the originating problem. Thus, we do
not provide here the proof of convergence of those numerical solutions at N →∞. We
estimate an optimal number N numerically, see Remark 5.3 in Section 5.4. In other
words, we consider an approximate mathematical model, which is a common place in
numerical methods for ill-posed problems. Indeed, it is well known that proofs of
convergence of numerical solutions resulting from truncations of a variety of Fourier
series, as N →∞, are quite challenging ones in many other inverse/ill-posed problems.
Hence, these proofs are usually omitted. Still, it is also well known that approximate
mathematical models based on truncated Fourier series work successfully numerically
even for coefficient inverse problems, which are nonlinear, unlike the linear problem of
this paper. As some examples of those successes, we refer to, e.g. works of Kabanikhin
with coauthors [15, 16, 17] for the 2D version of the Gelfand-Levitan-Krein method,
as well as to publications [22, 24, 25] of the first author with coauthors.
The above mentioned overdetermined boundary value problem for a system of
PDEs of the first order is solved here by the quasi-reversibility method, which is
well known to be a perfect tool to solve overdetermined boundary value problems
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for PDEs. This method was first introduced by Latte`s and Lions [28] for numerical
solutions of ill-posed problems for PDEs. It has been studied intensively since then,
see e.g., [2, 8, 9, 11, 12, 18, 20, 32]. A recent survey on this method can be found in
[21].
In the convergence analysis of this paper we consider a semi discrete form of
our system of PDEs, which is more realistic for computations than the conventional
continuous form. More precisely, we assume that partial derivatives with respect to
one of two variables are written in finite differences, whereas derivatives with respect
to the second variable are written in the conventional continuous form. However, we
do not allow the step size of the grid h → 0, unlike many conventional well posed
problems for PDEs. Indeed, the analysis at h → 0 is a very challenging one due to
the ill-posedness of the problem. As to the fully discrete form, in which both partial
derivatives are written via finite differences, it is clear from, e.g. [18], that, in the
case of ill-posed problems (as opposed to some conventional well posed problems for
PDEs), this case is far more complicated. Thus, it is not considered in this first
publication about our new method.
It is well known that proofs of convergence of regularized solutions of the quasi-
reversibility method are based on Carleman estimates, see, e.g. [20, 21]. Hence, first,
we prove a new Carleman estimate. Next, using this estimate, we prove the exis-
tence and uniqueness of the minimizer (i.e., the regularized solution [37]) for our semi
discrete version of the quasi reversibility method. Finally, using the same Carleman
estimate, we establish a convergence rate of regularized solutions to the exact solution.
An important part of the paper is devoted to the numerical implementation of our
method. We present here some numerical results. In particular, we compare perfor-
mance of our method with the performance of the filtered back projection algorithm
in which the missed data are filled by zeros. We point out that, at this early stage of
the development, we are not interested in treating fine details, such as artifacts, for
example. Rather, we arrange a simple post processing.
The paper is organized as follows. In Section 2 we state the problem. In Section 3
we derive the above mentioned overdetermined boundary value problem for a system
of PDEs of the first order, which does not contain the target function f . In Section
4 we introduce first the quasi-reversibility method to solve that problem. Next, we
prove a new Carleman estimate and use this Carleman estimate to prove the existence
and uniqueness of the minimizer and establish the convergence rate of the minimizers
to the exact solution as the level of the measurement noise tends to zero. In Section
5 we discuss the numerical implementation of our method. Numerical studies are
described in Section 6. We present concluding remarks in Section 7. In addition,
we explain in Section 7 how to extend our approach to solve the inverse attenuated
tomographic problem. Below all functions are real valued ones.
2. Problem statement. Everywhere below all functions are real valued ones
and x = (x, y) denotes points in R2. Let b > a > 0 and d,R > 0 be some numbers.
Consider the rectangle Ω ⊂ R2
(2.1) Ω = (−R,R)× (a, b).
Let Γd ⊂ R2 be the segment of the horizontal line where our point sources are located,
(2.2) Γd = {x = (x, y) : x ∈ (−d, d), y = 0} .
Let f(x) be the unknown function whose support is contained in Ω, i.e.
(2.3) f (x) = 0 for x ∈ R2 \ Ω.
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For the purpose of our theoretical analysis, we assume below that f ∈ C2(R2). In
the case of X-ray tomography the function f (x) represents the X-ray attenuation
coefficient at the point x, see [29]. Consider point sources xα = (α, 0) ∈ Γd. We define
the function u(x,xα) as
(2.4) u(x,xα) =
∫
L(x,xα)
f(ξ)dσ,
where L(x,xα) is the line segment connecting points x and xα. We are interested in
the following problem:
Problem 2.1 (Tomographic inverse problem with incomplete data). Determine
the function f from the measurement of Rf , where
(2.5) Rf = u(x,xα)
for all x = (x, y) ∈ ∂Ω and all xα = (α, 0) ∈ Γd. The function Rf is known as the
Radon transform of the function f .
Remark 2.1. The Radon transform, along with the inversion formula, was first
introduced by Radon in 1917 in his celebrated paper [35]. We also refer the reader to
[36] for the translation of [35] into English .
The case when the data Rf(x,xα) are available for all xα and x such that the set
of lines L(x,xα) contains all possible lines intersecting Ω, Problem 2.1 is known as the
tomographic inverse problem with complete data. This inverse problem with complete
data is exactly solved by the filtered back projection formula [29]. Unlike this, in the
current paper, the point source xα is allowed to “move” only along the line segment
Γd, which is located below Ω, rather than on a curve surrounding Ω, as illustrated in
Figure 1. In this setting, one can easily find many straight lines intersecting Ω but
not belonging to our set of lines L(x,xα). Therefore, the data in Problem 2.1 is said
to be incomplete. See Figures 2b–5b versus Figures 2c–5c for the illustrations of the
amount of missing data.
Due to a large amount of missing data, the Radon inversion via the well-known
filtered back projection algorithm built in MATLAB does not work well. In addition,
this formula is not rigorously established for this case. These motivate us to develop
a new numerical method to solve Problem 2.1. We use the well-known transport PDE
that governs the function Rf . Next, we establish and solve an inverse source problem
for this equation. This is our PDE approach.
Problem 2.1 arises in X-ray tomography. Assume that we want to image an object
in a 3D domain Q, illustrated on Figure 1a. A source, located at each point xα on
the line Γd in (2.2) below Q, generates tomographic data that can be measured at an
array of detectors on a rectangle on the top of Q. One can arrange such detectors on a
set of “observation lines” that are parallel to Γd. Each observation line, together with
Γd, defines a plane. The cross section of Q by that plane is our 2D domain Ω. Figure
1b illustrates an example of such cross section. Hence, we believe that results of this
paper have potential applications in, e.g. checking out a bulky baggage in airports.
We next discuss the issue of the data for Problem 2.1 on the boundary of Ω. The
data on the top of Ω can be collected directly. As to the data on two vertical sides of
Ω, one can easily see from Figure 1b that if the measurement line is sufficiently long,
then we can calculate the data on the sides of Ω using the data on the measurement
side as well as (2.3) and (2.4). Also, by (2.3) and (2.4) the data on the bottom side
of Ω is identically zero. Solving problem 2.1 provides a knowledge of a cross section
of the desired object.
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Lines of detectors
Line of sources Γd
Q
(a) A diagram for the experiment set up.
xα xα
x x
L(x,xα)
L(x,xα)
Ω
(b) A cross section Ω of Q
Figure 1: An illustration of a 3D tomographic experiment. One can detect the 3D
object in Q by repeatedly solving Problem 2.1 at each cross section Ω of Q on the
plane defined by the line of source and each observation line. In (b), x represents the
location of detectors and xα denotes the locations of the source. In this tomographic
setting, the line L(x,xα) in (b) is assumed to be the geodesic line connecting xα and
x.
Remark 2.2 (A non uniqueness example and the uniqueness of Problem 2.1). It
is not hard to verify that f(x, y) = h(y), for some function h(y) satisfying∫ b
a
h(y)dy = 0,
is in the null space of the “incomplete” Radon transform whose domain is all pairs
(x,xα) where x is on the top of Ω and the line L(x,xα) does not intersect the vertical
sides of Ω. Hence, the knowledge of data for Problem 2.1 on the vertical sides of Ω is
crucial. The uniqueness of Problem 2.1 is considered as an assumption in this paper.
On the other hand, we consider in this paper an approximate mathematical model,
which is obtained via the truncation of a certain Fourier series. Uniqueness for the
latter case follows immediately from our convergence result (Theorem 4.4).
Lemma 2.1. Assume that the function f ∈ Ck(R2), k ≥ 1 and satisfies condition
(2.3). Then, the function u(x,xα) = Rf(x,xα) is k times continuously differentiable
with respect to both x ∈ Ω and α ∈ (−d, d). Moreover, those derivatives are bounded
in Ω× [−d, d].
Proof. We have
L(x,xα) = {x (t) = (1− t) xα + tx, t ∈ (0, 1)}
= {(x(t), y(t)) : x (t) = α+ t (x− α) , y (t) = ty, t ∈ (0, 1)} .
Hence, by (2.4)
u(x,xα) =
∫
L(x,xα)
f(ξ)dσ =
√
(x− α)2 + y2
∫ 1
0
f (α+ t (x− α) , ty) dt. 
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3. An approximation for the model governing the X-ray tomographic
data. We establish in this section a system of first order PDEs that leads to our
numerical method to solve Problem 2.1.
3.1. The exact PDE governing the X-ray tomographic function. For
each source xα = (α, 0) in Γd and x = (x, y) in Ω, let ϕ be the angle constituted by
the line L(x,xα) and the x−axis. The directional derivative of u(x,xα) with respect
to the direction (cosϕ, sinϕ) of the line L(x,x0) is given by
cosϕux + sinϕuy = lim
t→0
u(x+ t cosϕ, y + t sin(ϕ),xα)− u(x, y,xα)
t
= lim
t→0
1
t
∫
lt
f(σ)dσ
where lt ⊂ L(x,x0) is the line connecting the point x and (x + t(cosϕ, sinϕ)). Since
the length of lt is t and the function f is continuous, then the above limit is f(x).
Since
cosϕ =
x− α
|x− xα| =
x− α√
(x− α)2 + y2
and sinϕ =
y
|x− xα| =
y√
(x− α)2 + y2
,
for each xα = (α, 0), α ∈ (−d, d), then the function u(x,xα) satisfies the following
form of the transport equation:
(3.1)
x− α
|x− xα|ux +
y
|x− xα|uy = f(x, y).
Remark 3.1. Although equation (3.1) is well known, see e.g., [14], we have briefly
derived it as above. This is because equation (3.1) leads us to a PDE approach to solve
the tomographic inverse problem with incomplete data, Problem 2.1. Equation (3.1)
is the exact mathematical model that governs the function u.
3.2. An orthonormal basis in L2(−d, d). We start by recalling a special or-
thonormal basis of L2(−d, d) that is different from the basis constructed from either
standard orthonormal polynomials or trigonometric functions. If one considers such a
usual basis of L2(−d, d), then one of the elements of that basis is a constant, meaning
that its derivative is identically zero. Unlike this, for our approach, we need to con-
struct an orthonormal basis {Ψn (α)}∞n=1 in L2(−d, d), which has the following two
properties:
1. Ψn ∈ C1 [−d, d] , ∀n = 1, 2, . . .
2. Let (, ) denotes the scalar product in L2 (−d, d) and let amn = (Ψ′n,Ψm) .
Then the matrix MN = (amn)
N
m,n=1 should be invertible for any N = 1, 2, . . .
Such a basis was first constructed in [23]. We now reproduce that construction
for the convenience of the reader. For α ∈ (−d, d), consider the set of functions
{αn−1eα}∞n=1. These functions are linearly independent and form a complete set in
L2(−d, d). Applying the classical Gram-Schmidt orthonormalization procedure to this
set, we obtain the orthonormal basis {Ψn (α)}∞n=1 of L2(−d, d). It is obvious that for
each n ≥ 1, Ψn(α) = Pn−1(α)eα, where Pn−1 is a polynomial of the degree n − 1.
The following lemma holds true:
Lemma 3.1 (Theorem 2.1 in [23]). The function Ψ′n is not identically zero for
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any n ≥ 1. Moreover, we have
φmn =
∫ d
−d
Ψ′n(α)Ψm(α)dα =
{
1 if n = m,
0 if n < m.
Consequently, for any integer N ≥ 1, the matrix MN = (φmn)Nm,n=1 has determinant
1 and is, therefore, invertible.
The function u(x, y, α) can be represented via the following Fourier series, which
converges in L2(−d, d) for every point (x, y) ∈ Ω :
u(x, y, α) =
∞∑
n=1
un(x, y)Ψn(α), (x, y) ∈ Ω, α ∈ (−d, d).
In order to introduce our approximate mathematical model mentioned in Introduction,
we approximate the function u(x,xα) = u(x, y, α) as:
(3.2) u(x, y, α) ≈
N∑
n=1
un(x, y)Ψn(α), (x, y) ∈ Ω, α ∈ (−d, d),
where N ≥ 1 is a certain integer, which is chosen later numerically, and
(3.3) un(x, y) =
∫ d
−d
u(x, y, α)Ψn(α)dα, (x, y) ∈ Ω, α ∈ (−d, d).
Our approximate mathematical model mentioned in the Introduction amounts to the
replacement in (3.2) “≈” with “=” as well as to the assumption that the resulting
function solves equation (3.1). Thus, everywhere below
(3.4) u(x, y, α) =
N∑
n=1
un(x, y)Ψn(α), (x, y) ∈ Ω, α ∈ (−d, d).
3.3. A system of first order PDEs. The goal of this section is to derive a
system of linear coupled PDEs, whose solution directly yields numerical solution to
Problem 2.1. Differentiating equation (3.1) with respect to α and denoting v = ∂αu,
we obtain
(3.5)
x− α
|x− xα|vx +
y
|x− xα|vy −
y2
|x− xα|3
ux +
(x− α)y
|x− xα|3
uy = 0
for all x = (x, y) ∈ Ω and α ∈ (−d, d). Equation (3.5) is equivalent with
(3.6) vy = − x− α|x− xα|2
uy − x− α
y
vx +
y
|x− xα|2
ux, x = (x, y) ∈ Ω, α ∈ (−d, d).
By (3.4) the function v(x, y, α) can be written as
(3.7) v(x, α) =
N∑
n=1
un(x)Ψ
′
n(α), x = (x, y) ∈ Ω, α ∈ (−d, d).
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Plugging the function u and v in (3.4) and (3.7) respectively into (3.6), we obtain
(3.8)
N∑
n=1
∂yun(x)Ψ
′
n(α) = −
x− α
|x− xα|2
N∑
n=1
∂yun(x)Ψn(α)
− x− α
y
N∑
n=1
∂xun(x)Ψ
′
n(α) +
y
|x− xα|2
N∑
n=1
∂xun(x)Ψn(α)
for all x = (x, y) ∈ Ω and α ∈ (−d, d). Multiplying both sides of (3.8) by Ψm(α), m ∈
{1, . . . , N}, and then integrating the resulting equation with respect to α ∈ (−d, d),
we obtain
N∑
n=1
∂yun(x)
∫ d
−d
Ψm(α)Ψ
′
n(α)dα = −
N∑
n=1
∂yun(x)
∫ d
−d
x− α
|x− xα|2
Ψm(α)Ψn(α)dα
+
N∑
n=1
∂xun(x)
∫ d
−d
(
−x− α
y
Ψm(α)Ψ
′
n(α) +
y
|x− xα|2
Ψm(α)Ψn(α)
)
dα.
Recalling Lemma 3.1, we obtain
(3.9) MNUy(x) = D1 (x) Uy(x) +D2 (x) Ux(x), x = (x, y) ∈ Ω,
where the N− dimensional vector valued function U (x) is
(3.10) U (x) = (u1, . . . , uN )
T
(x)
and D1 (x) , D2 (x) are two N ×N matrices whose mnth, 1 ≤ m,n ≤ N , entries
(D1)mn =
∫ d
−d
x− α
|x− xα|2
Ψm(α)Ψn(α)dα,(3.11)
(D2)mn =
∫ d
−d
(
−x− α
y
Ψm(α)Ψ
′
n(α) +
y
|x− xα|2
Ψm(α)Ψn(α)
)
dα(3.12)
belong to C∞
(
Ω
)
. The following lemma follows immediately from (3.11) and (3.12):
Lemma 3.2. Suppose that in the definition (2.1) of the domain Ω the number
a > 1. Then the following estimates hold:
max
x∈Ω
‖D1 (x)‖ ≤ C1
a2
, max
x∈Ω
‖D2 (x)‖ ≤ C1
a
.
Remark 3.2. The system of PDEs (3.9) for the N -dimensional vector valued
function U(x) is our approximate mathematical model for the exact one (3.1). Our
method to solve Problem 2.1 is based on a numerical solver for (3.9).
Here and everywhere below the norm of a matrix is the square root of the sum of
squares of its entries. Also, in Lemma 3.3 and everywhere below C1 = C1 (N,R, d) > 0
denotes different constants independent on the number a. Rewrite (3.9) as
(3.13) MN
(
I −M−1N D1 (x)
)
Uy(x) +D2 (x) Ux(x) = 0, x = (x, y) ∈ Ω.
Lemma 3.3 follows immediately from Lemmata 3.1 and 3.2.
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Lemma 3.3. For each N ≥ 1, there exists a sufficiently large number a0 =
a0(N,R, d) > 1 such that for any a ≥ a0, the matrix MN
(
I −M−1N D1 (x)
)
is in-
vertible. Denote
D (x) = − [MN (I −M−1N D1 (x))]−1D2 (x) x ∈ Ω.
We have
(3.14) max
x∈Ω
‖D (x)‖ ≤ C1.
Moreover, equation (3.13) is equivalent to
(3.15) Uy(x) +D (x) Ux(x) = 0, x = (x, y) ∈ Ω.
In addition to (3.15), the following vector function g (x) of boundary conditions
is known
(3.16) U(x) = g(x), x ∈ ∂Ω
via using (3.3) and (3.10) for x = (x, y) ∈ ∂Ω. In particular
(3.17) g (x) = 0 for x = (x, a).
Thus, we solve below boundary value problem (3.15), (3.16). Suppose that we have
obtained its approximate solution. Then the corresponding approximation for the
target function f (x) should be obtained via the substitution of (3.4) in (3.1), see
(4.39).
Remark 3.3. As it was mentioned in Introduction, the number N should be cho-
sen numerically, also see Remark 5.3.
4. The Quasi-Reversibility Method for the first order system of PDEs
(3.15)–(3.16). The boundary value problem (3.15), (3.16) is overdetermined since the
boundary data (3.16) for the system (3.15) of PDEs of the first order are given on
the whole boundary ∂Ω rather than on its part. Therefore, to find an approximate
solution of problem (3.15), (3.16), we use the quasi-reversibility method, which, in
general, works properly for overdetermined problems.
For vector functions U ∈H1 (Ω)N , consider the functional Jε (U)
(4.1) Jε (U) =
∫
Ω
|Uy(x) +D (x) Ux(x)|2 dx + ε ‖U‖2H1(Ω)N ,
where ε ∈ (0, 1) is the regularization parameter. The quasi-reversibility method for
problem (3.15)–(3.16) amounts to the following minimization problem:
Problem 4.1 (Solving (3.15)–(3.16) by the quasi-reversibility method in the con-
tinuous form). Minimize functional (4.1) on the set of vector functions U ∈ H1 (Ω)N ,
subject to boundary condition (3.16). The resulting minimizer is called the regularized
solution of (3.15)–(3.16).
Conventionally, the convergence analysis of the quasi-reversibility method is per-
formed on the basis of Carleman estimates [21]. However, since U (x) is a vector
function rather than a 1D function and also since the matrix D (x) is likely not self
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adjoint, we cannot currently derive a proper Carleman estimate for the differential
operator in the integrand of the right hand side of (4.1). Hence, we consider this
operator in its semi discrete form, assuming the finite differences in the x−direction.
However, we do not “allow” the step size h of the finite difference tend to zero and,
do not estimate the distance between the finite difference and continuous solutions.
We observe that the semi discrete form is more realistic for computations than the
continuous form. In our numerical realization we consider the fully discrete form, see
Section 5. As it is often the case in the field of ill-posed and inverse problems, the
theory for the fully discrete case is more complicated, see, e.g. [18]. Thus, it is outside
of the scope of this first publication about our method. is not yet developed.
4.1. Semi discrete formulation of the quasi-reversibility method. Let
the number h0 ∈ (0, 1) . We assume that there exists a number h ∈ [h0, 1) such that
the number K = 2R/h is an integer. When saying below “for all h ∈ [h0, 1) ”, we
mean only those number h for which the number 2R/h is an integer. In any case, let
h be one of such numbers. In the interval x ∈ [−R,R], consider the grid of the finite
difference scheme with the step size h,
x0 = −R < x1 = −R+ h < · · · < xi = −R+ ih < · · · < xK −R+Kh = R.
We define the domain Ωh as
(4.2) Ωh = {x = (x, y) : x = xi = −R+ ih, i = 1, . . . , (K − 1) ; y ∈ (a, b)} .
For any N−dimensional vector function Q (x) ∈ C (Ω), denote
Qhi (y) = Q (−R+ ih, y) i = 0, . . . ,K, y ∈ (a, b),(4.3)
Qh (y) =
(
Qh1 (y) , . . . ,Q
h
K−1 (y)
)T
y ∈ (a, b),(4.4)
Q˜h (y) =
(
Qh0 (y) ,Q
h
1 (y) , . . . ,Q
h
K−1 (y) ,Q
h
K (y)
)T
=
(
Qh0 (y) ,Q
h (y) , . . . ,QhK (y)
)T
y ∈ (a, b).(4.5)
Note that, unlike Q˜h (y) , vector functions in (4.4) do not include boundary terms
(4.6) Qh0 (y) = Q (−R, y) ,QhK (y) = Q (R, y) , y ∈ (a, b)
at the vertical sides of the rectangle Ω in (2.1). Since Q (x) is an N−dimensional
vector valued function, then Qh (y) and Q˜h (y) are N × (K − 1) and N × (K + 1)
respectively matrix valued functions of the variable y. LetDh (y) be the block diagonal
matrix, whose block matrices on the diagonal are K − 1 sub-matrices of the form
D (−R+ h, y) , . . . , D (−R+ (K − 1)h, y) , y ∈ [a, b] . It follows from (3.14) that
(4.7) max
y∈[a,b]
∥∥Dh (y)∥∥ ≤ C1.
We now come back to our vector function U (x) . Using definition (4.4), we ap-
proximate the derivative Ux at the point (−R+ jh, y) ∈ Ωh by the central finite
difference as
(4.8) Uhjx (y) =
Uhj+1 (y)−Uhj−1 (y)
2h
j = 1, . . . ,K − 1.
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By Lemma 2.1, U ∈ C2 (Ω). Hence, it follows from (4.8) that
Uhjx (y) = Ujx (−R+ jh, y) +O (h) as h→ 0; j = 1, . . . ,K − 1.
Denote
Uhx (y) =
(
Uh1x (−R+ h, y) , . . . ,Uh(K−1)x (−R+ (K − 1)h, y)
)T
.
Hence, dropping O (h) , we obtain the following finite difference analog of problem
(3.15), (3.16)
(4.9)

Uhy(y) +D
h (y) Uhx(y) = 0, in Ω
h,
Uh (a) = gh(a) = 0,Uh (b) = gh(b),
Uh0 (y) = g (−R, y) ,UhK (y) = g (R, y) y ∈ [a, b] .
where the boundary matrix gh (b) is known and is defined using the vector function
g (x) ,x ∈ ∂Ω in the obvious manner, also see (3.17) and (4.3)-(4.6).
We now introduce semi discrete functional spaces for matrices Qh, Q˜hdefined in
(4.3)-(4.6). We set
L2,h
(
Ωh
)
=
{
Uh (y) :
∥∥Uh (y)∥∥2
L2,h(Ωh)
=
K−1∑
i=1
h
∫ b
a
[
Uhi (y)
]2
dy <∞
}
,
H1,h
(
Ωh
)
=
{
Uh (y) :
∥∥Uh (y)∥∥2
H1,h(Ωh)
=
K−1∑
j=1
h
∫ b
a
[ (
Uhjx (−R+ jh, y)
)2
+
(
∂yU
h
j (y)
)2
+
(
Uhj (y)
)2 ]
dy <∞
}
.
(4.10)
H˜1,h
(
Ωh
)
=

P˜h (y) =
(
Ph0 (y) ,P
h
1 (y) , . . . ,P
h
K−1 (y) ,P
h
K (y)
)T
:
Ph (y) =
(
Ph1 (y) , . . . ,P
h
K−1 (y)
)T ∈ H1,h (Ωh) ,
Ph (a) = Ph (b) = 0,Ph0 (y) = P
h
K (y) = 0,∥∥∥P˜h∥∥∥
H˜1,h(Ωh)
=
∥∥Ph∥∥
H1,h(Ωh)
.
y ∈ [a, b]
also see (4.6). Scalar products in these spaces are defined in the obvious manner. We
denote the scalar product in the space L2,h(Ωh) as (, )
h
and the one for the latter two
Sobolev spaces as [, ]
h
. Below we fix the number h0 ∈ (0, 1) . It follows from (4.8) that
there exists a constant Bh0 = Bh0 (h0) > 0 depending only on h0 such that
(4.11)
∥∥Qhx (y)∥∥2L2,h(Ωh) ≤ Bh0 ∥∥Qh∥∥2L2,h(Ωh) , ∀Qh : Q˜h ∈ H˜1,h (Ωh) ,∀h ∈ [h0, 1] .
Remark 4.1. Thus, according to (4.5), (4.6) and (4.11), if a matrix Zh is defined
on the set Ωh, then Z˜h means that this matrix is complemented by boundary conditions
at x = −R, x = R, y = a, y = b. In particular, Z˜h ∈ H˜1,h (Ωh) means that
Zh ∈ H1,h (Ωh) and those boundary conditions are zeros.
The semi discrete quasi-reverisibility method applied to problem (4.9) is:
Problem 4.2 (Solving (4.9) by the quasi-reversibility method in the semi dis-
crete form). Let ε ∈ [0, 1) be the regularization parameter. Minimize the functional
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Jhε
(
Uh
)
,
(4.12) Jhε
(
U˜h
)
=
∥∥Uhy (y) +Dh (y) Uhx (y)∥∥2L2,h(Ωh) + ε ∥∥Uh∥∥2H1,h(Ωh)
on the set of matrices U˜h such that boundary conditions of (4.9) are satisfied, also
see Remark 4.1 for Uh and U˜h.
4.2. Existence and uniqueness of the solution of Problem 4.2. First, we
prove a new Carleman estimate:
Lemma 4.1 (Carleman estimate). Let the parameter λ > 0. The following Carle-
man estimate holds true
(4.13)∫ b
a
(w′)2 e2λydy ≥ 1
2
∫ b
a
(w′)2 e2λydy +
1
2
λ2
∫ b
a
w2e2λydy, ∀w ∈ H˜1 (a, b) ,∀λ > 0.
Here, H˜1 (a, b) is the subspace of functions w ∈ H1 (a, b) satisfying w (b) = 0.
Note that usually a generic constant C > 0 is used in Carleman estimates, see,
e.g. Chapter 4 in [26]. In (4.13), however, we have a specific value C = 1/2.
Proof of Lemma 4.1. Introduce a new function p (y) = w (y) eλy. Then w (y) =
p (y) e−λy. Hence, w′ = p′e−λy − λpe−λy. We have
(w′)2 e2λy = (p′ − λp)2 = (p′)2 − 2λp′p+ λ2p2
≥ −2λp′p+ λ2p2 = (−λp2)′ + λ2p2 = (−λw2e2λy)′ + λ2w2e2λy.
Hence,∫ b
a
(w′)2 e2λydy ≥ −λw2 (b) e2λb + λw2 (a) e2λa + λ2
∫ b
a
w2e2λydy ≥ λ2
∫ b
a
w2e2λydy.
Therefore,
2
∫ b
a
(w′)2 e2λydy ≥
∫ b
a
(w′)2 e2λydy + λ2
∫ b
a
w2e2λydy.
Dividing this inequality by 2, we obtain (4.13). 
Theorem 4.2. Assume that a ≥ a0 = a0 (N,R, d) > 1, where a0 (N,R, d) is
the number defined in Lemma 3.3. Also, assume that functions g (−R, y) ,g (R, y) ∈
C1 [a, b] . Suppose that there exists an N × (K + 1) matrix
F˜h (y) =
(
Fh0 (y) ,F
h
1 (y) , . . . ,F
h
K−1 (y) ,F
h
K (y)
)T
such that Fh (y) =
(
Fh1 (y) , . . . ,F
h
K−1 (y)
)T ∈ H1,h (Ωh) and
Fh (a) = 0,Fh (b) = gh(b); Fh0 (y) = g (−R, y) ,FhK (y) = g (R, y) , y ∈ [a, b] ,
see (4.9). Then for each number ε ∈ [0, 1) and for each h ∈ [h0, 1) there exists unique
solution U˜hmin (y) with U
h
min (y) ∈ H1,h
(
Ωh
)
of the Problem 4.2 (see (4.3)-(4.6)).
Furthermore, there exists a constant Ch0 = Ch0 (N,Ω, d, h0) > 0 depending only on
listed parameters such that the following estimate holds:
(4.14)
∥∥Uhmin∥∥H1,h(Ωh) ≤ Ch0 ∥∥Fh∥∥H1,h(Ωh) .
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Proof. Everywhere below Ch0 = Ch0 (N,Ω, d, h0) > 0 denotes different constants
depending only on listed parameters. Consider the matrix V˜h ∈ H˜1,h (Ωh) defined
as V˜h = U˜h − F˜h. Hence, the functional functional Jhε defined in (4.12) becomes the
functional Ihε (V
h), where
(4.15) Ihε (V˜
h) = Jhε (V˜
h + F˜h) =
∥∥Vhy (y) +Dh (y) Vhx (y) + Gh (y)∥∥2L2,h(Ωh)
+ ε
∥∥Vh + Fh∥∥2
H1,h(Ωh)
,
for all Vh such that V˜h ∈ H˜1,h (Ωh), see Remark 4.1. In (4.15)
(4.16) Gh (y) = Fhy (y) +D
h (y) Fhx(y), y ∈ (a, b) .
The matrix V˜h ∈ H˜1,h (Ωh) minimizes the functional (4.15) if and only if the matrix
U˜h = V˜h + F˜h solves Problem 2. Let V˜hmin ∈ H˜1,h
(
Ωh
)
be a minimizer of the
functional (4.15). Then by the variational principle
(4.17)
(
Vhmin y (y) +D (y) V
h
min x (y) ,W
h
y (y) +D
h (y) Whx (y)
)h
+ ε
[
Vh,Wh
]h
= − (Gh (y) ,Why (y) +Dh (y) Whx (y))h − ε [Fh,Wh]h ,
for all Wh such that W˜h ∈ H˜1,h (Ωh), see Remark 4.1. Using (4.7), (4.11) and the
Cauchy-Schwarz inequality, we obtain∥∥Why (y) +Dh (y) Whx (y)∥∥2L2,h(Ωh) = ∥∥[Why (y) +Dh (y) Whx (y)] e2λye−2λy∥∥2L2,h(Ωh)
≥ e−2λb ∥∥[Why (y) +Dh (y) Whx (y)] e2λy∥∥2L2,h(Ωh)
≥ 1
2
e−2λb
∥∥Why (y) e2λy∥∥2L2,h(Ωh) − Ch0e−2λb ∥∥Whe2λy∥∥2L2,h(Ωh) ,
for all Wh such that W˜h ∈ H˜1,h(Ωh), see Remark 4.1. Hence, by Lemma 4.1
(4.18)
∥∥Why (y) +Dh (y) Whx (y)∥∥2L2,h(Ωh) ≥ 14e−2λb ∥∥Why (y) e2λy∥∥2L2,h(Ωh)
+
1
4
e−2λbλ2
∥∥Whe2λy∥∥2
L2,h(Ωh)
− Ch0e−2λb
∥∥Whe2λy∥∥2
L2,h(Ωh)
,
for all Wh such that W˜h ∈ H˜1,h(Ωh), see Remark 4.1. Recalling (4.7), fix a sufficiently
large number λ = λ (C1, h0) >
√
8Ch0 . Then (4.18) implies that∥∥Why (y) +Dh (y) Whx (y)∥∥2L2,h(Ωh)
≥ 1
4
e−2λb
∥∥Why (y) e2λy∥∥2L2,h(Ωh) + 18e−2λbλ2 ∥∥Whe2λy∥∥2L2,h(Ωh)
≥ 1
4
e−2λ(b−a)
∥∥Why (y)∥∥2L2,h(Ωh) + 18e−2λ(b−a)λ2 ∥∥Wh∥∥2L2,h(Ωh) ,
for all Wh such that W˜h ∈ H˜1,h(Ωh), see Remark 4.1. Therefore,
(4.19)
∥∥Why (y) +Dh (y) Whx (y)∥∥2L2,h(Ωh) ≥ Ch0 ∥∥Wh∥∥2H1,h(Ωh) ,
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for all Wh such that W˜h ∈ H˜1,h(Ωh), see Remark 4.1, and h ∈ [h0, 1] . It follows from
(4.19) that we can define a new scalar product in the space H˜1,h
(
Ωh
)
as
(4.20){
P˜h, Q˜h
}
=
(
Phy (y) +D
h (y) Phx (y) ,Q
h
y (y) +D
h (y) Qhx (y)
)h
+ ε
[
Ph,Qh
]h
for all Ph,Qh such that P˜h, Q˜h ∈ H˜1,h(Ωh). By (4.19) and (4.20) the corresponding
norm
{
P˜h
}
=
√{
P˜h, P˜h
}
satisfies the following inequalities:
(4.21) B
(2)
h0
∥∥∥P˜h∥∥∥2
H1,h(Ωh)
≥
{
P˜h
}2
≥ B(1)h0
∥∥∥P˜h∥∥∥2
H1,h(Ωh)
P˜h ∈ H˜1,h (Ωh) ,
for all h ∈ [h0, 1] , where constants B(1)h0 , B
(2)
h0
> 0 depend only on the number h0 and
the matrix Dh (y) (recall that ε ∈ [0, 1)). Hence, the new norm
{
P˜h
}
in H˜1,h
(
Ωh
)
is equivalent with the previous norm
∥∥∥P˜h∥∥∥
H1,h(Ωh)
for P˜h ∈ H˜1,h (Ωh). Hence, using
(4.17), we obtain
(4.22)
{
V˜hmin,W˜
h
}
= − (Gh (y) ,Why (y) +Dh (y) Whx (y))h − ε [Fh,Wh]h ,
for all Wh such that W˜h ∈ H˜1,h(Ωh), see Remark 4.1. Next, (4.7), (4.16) and (4.20)
imply that the right hand side of (4.22) can be estimated from the above as
(4.23)
∣∣∣(Gh (y) ,Why (y) +Dh (y) Whx (y))h − ε [Fh,Wh]h∣∣∣
≤ Ch0
∥∥Fh∥∥
H1,h(Ωh)
∥∥Wh∥∥
H1,h(Ωh)
,
for all Wh such that W˜h ∈ H˜1,h (Ωh) , see Remark 4.1. Hence, Riesz theorem and
(4.21) imply that there exists unique matrix P˜h ∈∈ H˜1,h (Ωh) such that the right
hand side of (4.22) can be represented as
(4.24) − (Gh (y) ,Why (y) +Dh (y) Whx (y))h − ε [Fh,Wh]h = {P˜h,W˜h} ,
for all Wh such that W˜h ∈ H˜1,h (Ωh) , see Remark 4.1. Furthermore, Riesz theorem
and (4.23) also imply that
(4.25)
∥∥∥P˜h∥∥∥
H˜1,h(Ωh)
=
∥∥Ph∥∥
H1,h(Ωh)
≤ Ch0
∥∥Fh∥∥
H1,h(Ωh)
.
Hence, (4.22) and (4.24) imply that{
V˜hmin,W˜
h
}
=
{
P˜h,W˜h
}
, ∀W˜h ∈ H˜1,h (Ωh) .
This means that the minimizer V˜hmin of the functional I
h
α
(
V˜h
)
exists, it is unique,
and V˜hmin = P˜
h ∈ H˜1,h (Ωh) . Therefore, the unique solution of Problem 4.2 is the
matrix U˜hmin = P˜
h + F˜h.
To prove (4.14), we use the fourth line of (4.10) and (4.25)∥∥∥U˜hmin − F˜h∥∥∥
H˜1,h(Ωh)
=
∥∥∥P˜h∥∥∥
H˜1,h(Ωh)
=
∥∥Ph∥∥
H1,h(Ωh)
=
∥∥Uhmin − Fh∥∥H1,h(Ωh) ≤ Ch0 ∥∥Fh∥∥H1,h(Ωh) .(4.26)
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By the triangle inequality and (4.26)∥∥Uhmin∥∥H1,h(Ωh) − ∥∥Fh∥∥H1,h(Ωh) ≤ ∥∥Uhmin − Fh∥∥H1,h(Ωh) ≤ Ch0 ∥∥Fh∥∥H1,h(Ωh) .
Hence,
∥∥Uhmin∥∥H1,h(Ωh) ≤ (Ch0 + 1) ∥∥Fh∥∥H1,h(Ωh) . 
4.3. Convergence rate of regularized solutions. Let U˜hmin be the minimizer
of the functional Jhα
(
U˜h
)
, which was found in Theorem 4.2. Then U˜hmin is called the
“regularized solution” in the regularization theory [37]. Naturally, it is important to
prove convergence of regularized solutions to the exact solution of the overdetermined
system of PDEs (4.9), as long as the level of the noise in the data of second and third
lines of (4.9) tends to zero. Recall that, according to the regularization theory, one
needs to assume the existence of the “idealized” exact solution, i.e. the solution which
corresponds to the noiseless data [37].
Let δ ∈ (0, 1) be the level of noise in the data. Let U˜∗,h (x) be the exact solution of
problem (4.9) with noiseless data g∗,h =
(
g∗,h(a) = 0,g∗,h(b),g∗ (−R, y) ,g∗ (R, y)).
Suppose that there exists a matrix
F˜∗,h (y) =
(
F∗,h0 (y) ,F
∗,h
1 (y) , . . . ,F
∗,h
K−1 (y) ,F
∗,h
K (y)
)T
such that F∗,h (y) =
(
F∗,h1 (y) , . . . ,F
∗,h
K−1 (y)
)T
∈ H1,h (Ωh)
F∗,h (a) = 0,F∗,h (b) = g∗,h(b); F∗,h0 (y) = g
∗ (−R, y) ,F∗,hK (y) = g∗ (R, y) ,
for all y ∈ (a, b). Also, let ghδ =
(
ghδ (a) = 0,g
h
δ (b),gδ (−R, y) ,gδ (R, y)
)
be the
noisy data in (4.9) and assume that there exists a matrix F˜hδ (y) satisfying the same
conditions as ones for F˜∗,h (y) with the replacement of g∗,h by ghδ . We assume that
the following error estimate holds:
(4.27)
∥∥Fhδ − F∗,h∥∥H1,h(Ωh) ≤ δ.
Theorem 4.3 (The convergence of the regularized solution to the exact one).
Let U˜∗,h (x) be the exact solution of the problem (4.9) with noiseless data g∗,h, which
replace gh in (4.9). Let U˜hδ (x) be the solution of (4.9) with noisy data g
h
δ , which was
found in Theorem 4.2. Assume that conditions of Theorem 4.2 hold true and that the
error estimate (4.27) is valid. Then for all h ∈ [h0, 1) the following convergence rate
is valid:
(4.28)
∥∥Uhδ −U∗,h∥∥H1,h(Ωh) ≤ Ch0 (δ +√ε∥∥U∗,h∥∥H1,h(Ωh)) .
In particular, choosing ε ∈ [0, δ2] , we obtain ∥∥Uhδ −U∗,h∥∥H1,h(Ωh) ≤ Ch0δ.
Proof. Denote V˜hδ = U˜
h
δ − F˜hδ ∈ and V˜∗,h = U˜∗,h − F˜∗,h. Similarly with (4.16)
and (4.17), we obtain
(4.29)
(
Vhδy (y) +D
h (y) Vhδx (y) ,W
h
y (y) +D
h (y) Whx (y)
)h
+ ε
[
Vhδ ,W
h
]h
= − (Ghδ (y) ,Why (y) +Dh (y) Whx (y))h − ε [Fhδ ,Wh]h ,
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for all Wh such that W˜h ∈ H˜1,h (Ωh), see Remark 4.1, where
(4.30) Ghδ (y) = F
h
δy (y) +D
h (y) Fhδx (y) , y ∈ (a, b) .
Also, by the same arguments, we have
(4.31)
(
V∗,hy (y) +D
h (y) V∗,hx (y) ,W
h
y (y) +D
h (y) Whx (y)
)h
+ ε
[
V∗h,Wh
]h
= − (G∗,h (y) ,Why (y) +Dh (y) Whx (y))h + ε [V∗,h,Wh]h ,
for all Wh such that W˜h ∈ H˜1,h (Ωh), see Remark 4.1, where
(4.32) G∗,h (y) = F∗,hy (y) +D
h (y) F∗,hx (y) , y ∈ (a, b) .
Denote X˜hδ = V˜
h
δ − V˜∗,h and
(4.33) Zhδ = G
h
δ −G∗,h.
Obviously, X˜hδ ∈ H˜1,h
(
Ωh
)
. Subtracting (4.31) from (4.29) and using (4.30) and
(4.32), we obtain
(4.34)
(
Xhδy (y) +D
h (y) X˜hδx (y) ,W
h
y (y) +D
h (y) Whx (y)
)h
+ ε
[
Xhδ ,W
h
]h
= − (Zhδ (y) ,Why (y) +Dh (y) Whx (y))h − ε [V∗,h + Fhδ ,Wh]h ,
for all Wh such that W˜h ∈ H˜1,h (Ωh) , see Remark 4.1. By (4.33)
(4.35) ‖Zhδ ‖L2,h(Ωh) ≤ Ch0δ.
Setting in (4.34) W˜h = X˜hδ , noting that∥∥V∗,h + Fhδ∥∥H1,h(Ωh) = ∥∥U∗,h + (Fhδ − F∗,h)∥∥H1,h(Ωh) ≤ ‖U∗,h‖H1,h(Ωh) + δ,
and using (4.35), we obtain
(4.36)
‖Xhδy (y) +Dh (y) Xhδx (y) ‖2L2,h(Ωh) + ε‖Xhδ ‖2H1,h(Ωh) ≤ Ch0δ2 + ε‖U∗,h‖2H1,h(Ωh).
Ignoring in (4.36) the positive term ε‖Xhδ ‖2H1,h(Ωh), recalling that X˜hδ ∈ H˜1,h
(
Ωh
)
and applying (4.19) to the rest of the left hand side of (4.36) we obtain
(4.37)
∥∥Xhδ∥∥H1,h(Ωh) ≤ Ch0 (δ +√ε ∥∥U∗,h∥∥H1,h(Ωh)) .
Since
Xhδ = V
h
δ −V∗,h =
(
Uhδ − Fhδ
)− (U∗,h − F∗,h) = (Uhδ −U∗,h)− (Fhδ − F∗,h) ,
then by the triangle inequality and (4.27)∥∥Xhδ∥∥H1,h(Ωh) ≥ ∥∥Uhδ −U∗,h∥∥H1,h(Ωh) − ∥∥Fhδ − F∗,h∥∥H1,h(Ωh)
=
∥∥Uhδ −U∗,h∥∥H1,h(Ωh) − δ.(4.38)
Thus, (4.28) follows from (4.37) and (4.38). 
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4.4. Reconstruction formula and its accuracy. We now estimate the accu-
racy of the reconstruction of the target function f (x). Recalling (4.2), let fh (y) =
(f (−R+ h, y) , . . . , f (−R+K − 1)h, y) , y ∈ (a, b) be the discrete analog of the func-
tion f (x) . By (3.1), (3.2), (3.4) and (4.8) we have the following reconstruction formula
for y ∈ (a, b) and j = 1, . . . ,K − 1 :
(4.39) f(−R+ jh) = 1
2d
N∑
n=1
∫ d
−d
[ (−R+ jh)− α√
((−R+ jh)− α)2 + y2
un,jx(−R+ jh, y)
+
y√
((−R+ jh)− α)2 + y2
N−1∑
n=0
un,y(−R+ jh, y)
]
Ψn(α)dα
We have taken the average value with respect to α since the integrand in (4.39)
depends on α in practical computations whereas the function f (ih, y) does not depend
on α. That dependence on α is due to the approximate nature of our method.
To obtain the desired accuracy estimate, we note that in the case of the noisy
data discussed in Section 4.3 functions un(−R + jh, y) in (4.39) should be replaced
with the components uhδ,n(−R+ jh, y) of the matrix Uhδ , and in the case of noiseless
data they should be replaced with the components u∗,hn (−R + jh, y) of the matrix
U∗,h. Let fhδ (x) and f
∗,h (x) be the right hand sides of corresponding analogs of
formula (4.39). Subtracting these analogs and using Theorem 4.3, we easily prove the
following theorem:
Theorem 4.4 (The convergence of the computed tomographic function to the
true one in our approximate context). Assume that all conditions of Theorem 4.3 hold
true. Then for all h ∈ [h0, 1) the following analog of the convergence rate (4.28) is
valid:
‖fhδ − f∗,h‖L2,h(Ωh) ≤ Ch0
(
δ +
√
ε‖f∗,h‖L2,h(Ωh)
)
.
In particular, choosing ε ∈ [0, δ2] ,we obtain ‖fhδ − f∗,h‖L2,h(Ωh) ≤ Ch0δ.
5. Numerical implementation. In this section, we present some details of our
computational implementation for the numerical solution of Problem 2.1. Recall that
the Ω is defined in (2.1), where numbers R, a and b will be chosen later in each test
of Section 6. In all our tests the line segment with the sources Γd in (2.2) is the same,
(5.1) Γd = {x = (x, y) : x ∈ (−3.5, 3.5), y = 0} = {(α, 0) : α ∈ (−d, d)} .
We calculate derivatives using finite differences. To do so, we fix the number Tx = 150
and then consider grid points in the rectangle Ω,
(5.2) (xi, yj) = (−R+ (i− 1)hx, a+ (j − 1)hy), 1 ≤ i, j ≤ Tx + 1.
where hx = 2R/Tx and hy = (b− a) /Tx are the grid step sizes in x and y directions
respectively.
By (5.1) d = 3.5 and the length of the line with sources is 7. We uniformly split
the source interval (−d, d) into Tα = 100 subintervals whose edge points are
(5.3) αi = −d+ (i− 1) 2d
Tα
, i = 1, . . . , Tα + 1.
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5.1. The forward problem and the noisy data. We solve the forward prob-
lem by calculating the Riemannian sum in the integral in (2.4)
u(x,xα) =
∫
L(x,xα)
f(ξ)dσ
for each x ∈ ∂Ω,xαi = (αi, 0) ∈ Γd. The step size of this sum depends on the pair
x,xαi and is chosen in such a way that there are 150 grid points along the part
L˜(x,xαi) of the line L(x,xαi) which lies inside of Ω : since f (x) = 0 outside of Ω.
We generate random noise in our data for Problem 2.1 as
(5.4) Rf(x,xαi) = u(x,xαi)(1 + δ(2rand(x)− 1)), x ∈ ∂αiΩ, i = 1, . . . , Tα,
where ∂αiΩ = ∂Ω ∩ L(x,xαi), δ > 0 is the noise level and rand is the function that
generates uniformly distributed random numbers in the interval [0, 1]. In this paper,
we choose two noise levels δ = 0.05 and δ = 0.15, which correspond to 5% and 15%
noise respectively.
The boundary data (3.16) are read as
(5.5) g(x) = (g1, . . . , gN )
T
(x) , gn (x) =
∫ d
−d
Rf(x,xα)Ψn(α)dα.
5.2. Calculating the vector function U and computing the target func-
tion fcomp. Equation (3.15) is obtained from equation (3.6) and then from (3.9) via
singling out the y−derivative Uy. The latter is done using the inverse of the ma-
trix MN
(
I −M−1N D1 (x)
)
(Lemma 3.3). While equation (3.15) is convenient for the
theoretical analysis of Section 4, our computational experience tells us that in com-
putations better not to invert the matrix MN
(
I −M−1N D1 (x)
)
. Thus, we work with
an equivalent equation, in which the y−derivative Uy is not singled out. Denote
(5.6) A(x) = −D2 (x) , B(x) = MN −D1 (x) .
So, this equation together with the boundary condition (3.16) becomes
(5.7)
{
A(x)∂xU(x) +B(x)∂yU(x) = 0 x ∈ Ω,
U(x) = g(x) x ∈ ∂Ω.
It follows from (3.13) and Lemma 3.3 that for a ≥ a0 (N,R, d) equation (5.7) is
equivalent with equation (3.15).
We modify the objective functional (4.1) as
(5.8) J1,2(U) =
∫
Ω
[A(x, y)∂xU(x, y) +B(x, y)∂yU(x, y)]
2
dxdy
+ε1‖U‖2L2(Ω) + ε2‖∇U‖2L2(Ω).
Remark 5.1. In the original definition of this functional in (4.1), we use only
one regularization parameter . However, our computational experience tells us that
using two differential regularization parameters 1 and 2 yields better reconstructed
results. In this paper, we take 1 = 0.1 and 2 = 0.01.
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We consider the finite difference version of the functional J1,2(Uh),
J h1,2(Uh) = hxhy
Tx∑
i,j=2
∣∣∣A(xi, yj)Uh(xi+1, yj)−Uh(xi, yj)
hx
+B(xi, yj)
Uh(xi, yj+1)−Uh(xi, yj)
hy
∣∣∣2 + 1hxhy Tx+1∑
i,j=1
|Uh(xi, yj)|2
+ 2hxhy
Tx∑
i,j=1
( |Uh(xi+1, yj)−Uh(xi, yj)|2
hx
+
|Uh(xi, yj+1)−Uh(xi, yj)|2
hy
)
,
in which the integral in (5.8) is approximated by its Riemann sum and the derivative of
Uh is in the finite difference form. Recall that the grid points (xi, yj), 1 ≤ i, j ≤ Tx+1,
are defined in (5.2). In this Rieman sum, by letting the indices i and j start from 2
rather than 1, we ignore the boundary value of the integrand on ∂Ω. This is acceptable
since the measure of ∂Ω is zero. As to the boundary conditions, see (5.12) and (5.13)
The functional J h1,2(Uh) is written, with some suitable arrangement, in terms of
entries of Uh as follows
J h1,2(Uh) = hxhy
Tx∑
i,j=2
N∑
n=1
∣∣∣A(xi, yj)
hx
un(xi+1, yj) +
B(xi, yj)
hy
un(xi, yj−1)
−
(A(xi, yj)
hx
+
B(xi, yj)
hy
)
un(xi, yj)
∣∣∣2 + 1hxhy Tx+1∑
i,j=1
N∑
n=1
|un(xi, yj)|2
+ 2hxhy
Tx∑
i,j=1
N∑
n=1
( |un(xi+1, yj)− un(xi, yj)|2
hx
+
|un(xi, yj+1)− un(xi, yj)|2
hy
)
.
We next identify
{Uh(xi, yj) = (u1(xi, yj), u2(xi, yj), . . . , un(xi, yj)) : 1 ≤ i, j,≤ Tx + 1}
by a column vector
(5.9) U = (u1, u2, . . . , u(Tx+1)2N )
T
where
(5.10) ui = un(xi, yj)
with
(5.11) i = (i− 1)(Tx + 1)N + (j − 1)N + n.
Remark 5.2. The map
{1, . . . , Tx + 1} × {1, . . . , Tx + 1} × {1, . . . , N} → {1, . . . , (Tx + 1)2N}
that sends (i, j, n) to i as in (5.11) is onto and one to one.
Define the (Tx + 1)
2N × (Tx + 1)2N matrix M = (mij)1≤i,j≤(Tx+1)2N as follows.
For any i = (i− 1)(Tx + 1)N + (j − 1)N +m, i, j ∈ {2, . . . , Tx} and m ∈ {1, . . . , N},
set
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1. mij = −
(A(xi, yj)
hx
+
B(xi, yj)
hy
)
if j is identical with (i, j, n) in the sense of
(5.11) for any n ∈ {1, . . . , N}.
2. mij =
A(xi, yj)
hx
if j is identical with (i+ 1, j, n) in the sense of (5.11) for any
n ∈ {1, . . . , N}.
3. mij =
B(xi, yj)
hy
if j is identical with (i, j + 1, n) in the sense of (5.11) for any
n ∈ {1, . . . , N}.
4. mij = 0 for other pair i, j.
Using the matrix M, we can shorten the function J h1,2(Uh) in (5.2) as
J1,2(U) = hxhy
(
|MU|2 + 1|U|2 + 2|DxU|2 + 2|DyU|2
)
,
where Dx and Dy are the matrix that provide the finite difference approximations of
the partial derivatives of U with respect to x and y. Computationally, we solve the
following minimization problem:
Problem 5.1 (Solving (5.7) by the quasi-reversibility method). Minimize the
functional J1,2(U), subject to the finite difference analog of the boundary condition
(5.5)
(5.12) u(i−1)(Tx+1)N+(j−1)N+n = gn(xi, yj)
for all i, j such that (xi, yj) is on ∂Ω and n ∈ {1, . . . , N}.
It is convenient to employ the Linear Algebra package of MATLAB to solve Prob-
lem 5.1. Denote
(5.13) C =MTM+ 1Id + 2DTxDx + 2DTy Dy.
It is obvious that the minimizer of J1,2 satisfies the equation CU = 0 subject to the
constraint (5.12). We use the command lsqlin of MATLAB to compute such vector
U. The knowledge of U yields that of Uh via (5.9)–(5.11). Denote the result obtained
by the procedure of this section as Uhcomp = (u
comp
1 , . . . , u
comp
N )
T . The knowledge
of this vector function directly provides the knowledge of the function ucomph (x,xα)
via (3.2). The reconstructed function fcomp is determined using the reconstruction
formula (4.39) in which functions uhn are replaced with u
comp
n .
5.3. The reconstruction via the filtered back projection algorithm. We
wish to compare our computational results with the results of the Radon transform
inversion which is widely used in the scientific community. To do this, we employ the
built-in function “iradon” in MATLAB to reconstruct the function f from our data.
In MATLAB, one can use the function “radon” to compute the Radon transform Rf
of a function f and then use the command “iradon” for the function Rf to compute
f . The command “iradon” is based on the filtered back projection formula which is
very well-known in the scientific community [29]. In the case of complete data, the
filtered back projection formula provides a perfect reconstruction of the function f .
However, in the case of our incomplete data, the filtered back projection formula does
not work. Thus, we simply set that the data to be zero for all those angles which are
not involved in the data (2.5), see Figures 2c-5c. It is clear from a visual comparison
of these figures with figures 2-4 of [5] that we complement the missing data similarly
with [5]. Of course, assigning zero to missing data is not rigorous. But we are doing
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so just to have a crude comparison of our method with the filtered back projection
method. We point out that a detailed study of the comparison issue of the filtered
back projection method with our method is outside of the scope of this publication.
All what we want here is to compare our reconstructions with a version of the filtered
back projection algorithm in which the missing data are set to zero.
It is well known that the arguments of the Radon transform Rf(r, θ) for the
filtered back projection formula are a “signed” radius r ∈ [−l/2, l/2] where l is the
length of the diagonal of Ω and an angle θ ∈ (0◦, 180◦). For each θ ∈ (0◦, 180◦), let
the r-axis be the line passing through the center of Ω with its positive direction is the
direction of (cos θ, sin θ). Then, the function Rf(r, θ) is given by
Rf(r, θ) =
∫
L(x,xα)
fdσ.
Here points x ∈ ∂Ω and xα ∈ Γd are such that the line L(x,xα) is perpendicular to
the r−axis and the intersection of L(x,xα) with the r−axis is at the point r on the
r-axis. For each pair (r, θ) we have (r, θ) ∈ (−l/2, l/2)× (0◦, 180◦). Thus we have two
cases:
1. Case 1. If there exists a corresponding pair (x,xα) ∈ ∂Ω×Γd as above, then
we set Rf(r, θ) = u(x,xα).
2. Case 2. Otherwise, we set Rf(r, θ) = 0.
In our computations, discrete values for the variable r are: −l/2 + (i − 1)l/216,
i = 0, . . . , 216. And discrete values for the variable θ are: {0◦, 1◦, . . . , 179◦}.
After computing the incomplete Rf from our data, we use the command “iradon”
of MATLAB to reconstruct f . The discrete function f computed by the procedure
in this section is denoted as f iradoncomp .
5.4. Post processing. We need to “clean up” the obtained results. To do this,
we perform the following two post processing steps:
1. Step 1. Let f (x) be either fcomp or f
iradon
comp . We observe that the image
of f (x) contains unwanted artifacts. We remove these artifacts by a simple
procedure. Let m = max
x∈Ω
{|f(x)|}. We set
(5.14) f˜(x) =
{
0 if |f(x)| < 0.2m,
f(x) otherwise.
Next, we smooth out the function f˜(x) as in Step 2. For brevity, we keep
below the same notation f (x) for f˜(x). In Section 6, we display the computed
functions f before and after using this 20% artifact remover.
2. Step 2. Due to the presence of noise in the data , we have to smooth the
computed vector Uhcomp, the computed function fcomp and f
iradon
comp . More
precisely, for each n ∈ {0, . . . , N} and for each grid point x ∈ Ω, the number
ucompn (x) is replaced by the mean value of u
comp
n over neighboring grid points
located in the closed rectangle of the size 7hx×7hy centered at x. Only those
grid points are counted which are located in Ω. This smoothing step is applied
to both functions fcomp and f
iradon
comp . The number 7 here is chosen by a trial
and error process.
The numerical implementation of our approach to compute the functions fcomp
is summarized in Algorithm 5.1.
Remark 5.3. We have computationally observed that if the chosen number N is
small, then resulting images are of not a good quality. On the other hand, if N is
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Algorithm 5.1 The numerical implementation to solve Problem 2.1.
1: Choose N = 15.
2: Calculate g(x, y) = (u1(x, y), . . . , un(x, y)) for (x, y) ∈ ∂Ω via formula (5.5).
3: Compute the matrices A(x, y) and B(x, y) for (x, y) ∈ Ω by (5.6).
4: Solve Problem 5.1 by the command “linsolve” of MATLAB.
5: Compute ucomp(x, y) using (3.2).
6: Compute fcomp(x, y) using (4.39).
7: Apply the above post processing procedure.
too large, then our Algorithm 5.1 is time consuming. Here, we have chosen N = 15
in our computations by a trial and error procedure. We have observed that with this
choice of N, the numerical results are stable. Furthermore, numerical results change
insignificantly when N grows.
6. Numerical tests. We test two cases (Tests 1,2) in which the true function
f∗ consists of inclusions of the circular shape. In addition, we test two more cases,
in which the true functions f∗ are the characteristic functions of some non-convex
domains. To work with the first two cases, we use a template which is a circular
inclusion of the radius 1 centered at 0 and described by the function ϕ(x)
(6.1) ϕ(x) =
{
exp(−|x|2/(1− |x|2)) |x| < 1,
0 otherwise
So, in the first two cases the function f∗ is generated by the function ϕ(x) in (6.1) in
which some parameters are involved. These parameters provide a linear combination,
scale and/or a translation of the above circular inclusion. The functions f∗ in the
latter two cases are the characteristic functions of subsets of a rhombus centered at
the center of Ω.
We consider four numerical tests listed below. In the case of the filtered back
projection method we add 5% noise to the data, as in (5.4). However, in the case of
our method we first add 5% and then 15% noise. In all tests d, in (2.2) is set to be
3.5.
1. Test 1. The true function f∗ is given by
f∗(x) = ϕ((x− x0)/r)
where r = 0.2 and x0 = (0, 2) is the the center of Ω = (−1, 1)× (1, 3). In this
setting, the distance between the source line Γd in (2.2) and the domain Ω
is 1. Keeping in mind comparison with the filtered back projection method,
we number this as “inclusion number 1”. The numerical result is displayed
in Figure 2.
2. Test 2. In this case, we set Ω = (−1, 1) × (3, 5). The distance between the
source line Γd and the domain Ω is 3, which is three times larger than the
distance in test 1. The true function f∗ is
f∗(x) = −6ϕ((x− x1)/r1) + 5ϕ((x− x2)/r2) + 6ϕ((x− x3)/r3)
where x1 = (−0.4, 4), r1 = 0.2, x2 = (−0.1, 3.57), r2 = 0.23, x3 = (0.4, 4) and
r3 = 0.18. Hence, we have here three different radii of circles varying between
0.18 and 0.23. We note that f (x) ≤ 0 inside of the first circle, and f (x) ≥ 0
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(a) The true function f∗ (b) The Radon transform of
f∗ computed by the function
“radon” of Matlab
(c) The incomplete tomo-
graphic data with 5% noise
(d) The function f iradoncomp com-
puted by the filtered back pro-
jection algorithm, noise level
5%
(e) The function f iradoncomp com-
puted by the filtered back pro-
jection algorithm, noise level
5%, together with the post
processing of Section 5.4
(f) The function fcomp by our
method in Section 5.2, noise
level 5%
(g) The function fcomp by our
method in Section 5.2, noise
level 5%, together withpost
processing of Section 5.4
(h) The function fcomp by our
method in Section 5.2, noise
level 15%
(i) The function fcomp by our
method in Section 5.2, noise
level 15%, post processing of
Section 5.4
Figure 2: Test 1, inclusion number 1. The data and the reconstructions of the function
f∗. One can see from (e),(g),(i) that the image quality provided by our method is
slightly better than that of the filtered back projection method.
inside of second and third circles. We number these inclusions as “inclusions
number 1, 2 and 3” respectively. The true and reconstructed functions f are
displayed in Figure 3.
3. Test 3. Next, we test a non smooth function and the inclusion whose shape
is not circular. Set Ω = (−1, 1)× (3.5, 5.5). The distance between the source
line Γd and the domain Ω is now 3.5, which is greater than in previous two
tests. The true function f∗ is
f∗(x) = χ{x=(x,y):0.3<|x|+|y−4.5|<0.6,x>0.3,y>4.5},
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(a) The true function f∗ (b) The Radon transform of
f∗ computed by the function
“radon” of Matlab
(c) The incomplete tomo-
graphic data with 5% noise
(d) The function f iradoncomp com-
puted by the filtered back pro-
jection algorithm, noise level
5%
(e) The function f iradoncomp com-
puted by the filtered back pro-
jection algorithm, noise level
5%, together with the post
processing of Section 5.4
(f) The function fcomp by our
method in Section 5.2, noise
level 5%
(g) The function fcomp by our
method in Section 5.2, noise
level 5%, together withpost
processing of Section 5.4
(h) The function fcomp by our
method in Section 5.2, noise
level 15%
(i) The function fcomp by our
method in Section 5.2, noise
level 15%, post processing of
Section 5.4
Figure 3: Test 2. The data and the reconstructions of the function f∗ in the case
of three inclusions. On (a),(d)-(i) inclusions from left to right are numbered as 2,3
and 4. One can see from (e),(g),(i) that the image quality provided by our method is
better than that of the filtered back projection method.
where χ is the characteristic function. The image of the true inclusion looks
like a letter L rotated clockwise by 3pi/4 around the center of Ω. The true
and reconstructed functions f are displayed in Figure 4.
4. Test 4. We next test our method with a non smooth function f∗ that is
nonzero on a square rotated by pi/4 around the center of Ω. This square
has two positive sides and two negative sides. In particular, we want to see
whether or not our method can detect a void inside of a square.
The domain Ω is set to be Ω = (−1, 1) × (3.5, 5.5), just as in the previous
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(a) The true function f∗ (b) The Radon transform of
f∗ computed by the function
“radon” of Matlab
(c) The incomplete tomo-
graphic data with 5% noise
(d) The function f iradoncomp com-
puted by the filtered back pro-
jection algorithm, noise level
5%
(e) The function f iradoncomp com-
puted by the filtered back pro-
jection algorithm, noise level
5%, together with the artifact
remover
(f) The function fcomp by our
method in Section 5.2, noise
level 5%
(g) The function fcomp by our
method in Section 5.2, noise
level 5%, together with the ar-
tifact remover
(h) The function fcomp by our
method in Section 5.2, noise
level 15%
(i) The function fcomp by our
method in Section 5.2, noise
level 15%, together with the
artifact remover
Figure 4: Test 3. The data and the reconstructions of the non smooth function f∗ in
the case of an L-like shape. The shape is well seen on images (g) and (i) which result
from our method and it is not seem well on (e), which results from the filtered back
projection method. Comparison of (e) with (g) and (i) indicates that the image quality
provided by our method is significantly better than that of the filtered back projection
method.
numerical test. The function f∗ is given by
f∗(x) = χ{x=(x,y):0.3<|x|+|y−4.5|<0.6,y>4.5}
− χ{x=(x,y):0.3<|x|+|y−4.5|<0.6,y<4.5}.
The true and reconstructed functions f are displayed in Figure 5.
One can see from these figures that our method is quite stable with respect to
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(a) The true function f∗ (b) The Radon transform of
f∗ computed by the function
“radon” of Matlab
(c) The incomplete tomo-
graphic data with 5% noise
(d) The function f iradoncomp com-
puted by the filtered back pro-
jection algorithm, noise level
5%
(e) The function f iradoncomp com-
puted by the filtered back pro-
jection algorithm, noise level
5%, together with the post
processing of Section 5.4
(f) The function fcomp by our
method in Section 5.2, noise
level 5%
(g) The function fcomp by our
method in Section 5.2, noise
level 5%, together withpost
processing of Section 5.4
(h) The function fcomp by our
method in Section 5.2, noise
level 15%
(i) The function fcomp by our
method in Section 5.2, noise
level 15%, post processing of
Section 5.4
Figure 5: Test 4. The data and the reconstructions of the non smooth function f∗
in the case of a square shape. The shape is satisfactory on (g) and (i) and the void
is clearly seen on them, whereas (e) is less clear. Comparing of (e) with (g) and (i),
one can see that the image quality provided by our method is significantly better than
that of the filtered back projection method.
the noise. In fact, the reconstructed errors and images do not change much when the
noise increases from 5% to 15%.
Remark 6.1 (The comparison of artifacts). Comparing Figures 2e–5e versus Fig-
ures 2g–5g and Figures 2i–5i, we observe that the unwanted artifacts involved in the
results by the filtered back projection method are much stronger than the ones in the
numerical reconstructions obtained by our method. More precisely, the “20% filter” in
(5.14) cannot remove unwanted artifacts in f iradoncomp while it works well for the artifacts
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Table 1: Correct and computed inclusions in Tests 1 and 2. Here, FBP means filtered
back projection, Nm means inclusion number (see descriptions of Tests 1,2), ftrue is
the extreme value of the true function f∗ in the inclusion, loctrue means true location
where the extreme value of f∗ occurs, fcomp is the extreme value of the computed
function fcomp in the inclusion, and loctrue means true location where the extreme
value of fcomp occurs.
Inc. Nm loctrue ftrue Method noise level loccomp fcomp
1 (0.0, 2) 1 FBP method 5% (0.053, 2.000) 0.9751
1 (0.0, 2) 1 Our method 5% (0.000, 1.973) 0.9781
1 (0.0, 2) 1 Our method 15% (0.013, 1.973) 0.9361
2 (-0.4, 4) -6 FBP method 5% (-0.400, 3.960) -4.644,
2 (-0.4, 4) -6 Our method 5% (-0.4, 4) -4.373
2 (-0.4, 4) -6 Our method 15% (-0.4, 4) -4.378
3 (-0.1, 3.5714) 5 FBP method 5% (-0.067, 3.560) 3.829
3 (-0.1, 3.5714) 5 Our method 5% (-0.107, 3.507), 4.615
3 (-0.1, 3.5714) 5 Our method 15% (-0.107, 3.52) 4.574
4 (0.4, 4) 6 FBP method 5% (0.413, 4.027) 4.617
4 (0.4, 4) 6 Our method 5% (0.4, 4) 5.261
4 (0.4, 4) 6 Our method 15% (0.4, 4) 5.16
in fcomp obtained by using our method.
It seems to be on the first glance that the longer the source line Γd in (2.2) is,
the wider is the angle to “see” the inclusions. However, in computation, there is a
limiting length 2dlim for Γd such that our method fails for d > dlim. For example, for
parameters a and b used in Tests 1 and 2, this limiting length is dlim = 14. To explain
this length limitation, we observe that a more detailed analysis of formulae (3.6),
(3.8) and Lemma 3.2 shows that one should have in Lemma 3.3 (R+ d) /a20  1. The
fact that this inequality is not exactly satisfied in Tests 1-4 can be viewed as another
indication of the stability of our technique. However, this inequality is violated at
large for d ≥ 14, and this is why our method fails to work for such values of d.
6.1. Reconstruction errors. As to the image quality, the visual analysis of
Figures 2(e),(g),(i)-5(e),(g),(i) indicates that, at least in our four tests, our method
provides better quality images than the filtered back projection method. Furthermore,
the difference of those qualities increases in the favor of our method as the structures
of inclusions become more complicated.
We now discuss the reconstructed errors of the numerical solutions only in the
first two tests in which true function f∗ involves inclusions. Satisfactory reconstructed
values were obtained, see Table 1 and Figure 6. We do not present the error estimates
for Tests 3 and 4 since it is not clear for us how to define the values of the reconstructed
functions for the kinds of non-convex inclusions in those two tests. However, it can
be seen from Figures 4e, 4g, 4i, 5e, 5g and 5i and the enclosed color bars that the
reconstructions of the function f are acceptable.
We now analyze Figure 6. In this figure “absolute errors in locations of re-
constructed inclusions” means errors at points where the reconstructed function f
achieves its extreme value, for each inclusion of Tests 1,2. One can see from Figure
6(a) that, in terms of locations, our method performs better than the filtered back
projection method for inclusions 1,2 and 4. And it performs worse for inclusion num-
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(a) Absolute errors in locations of reconstructed
inclusions. In spite of noise, the reconstructed
locations of inclusions 2 and 4 are exact.
(b) Relative errors (in %) of the extreme value
of the reconstructed function fcomp in four in-
clusions in Tests 1 and 2.
Figure 6: Comparison of reconstruction errors of our method with filtered back pro-
jection method for Tests 1 and 2, see their descriptions as well as Figures 2 and 3 for
numbering of inclusions. a) Absolute errors in locations of points with extreme values
of the function f . b) Relative errors (in %) of the reconstructed extreme values of the
function f inside the inclusions.
ber 3. As to Figure 6(b), one can observe that our method provides more accurate
extreme values for inclusions 3 and 4. In the case of inclusion 1, the accuracy in cal-
culating extreme values is about the same for both methods for the case of 5% noise.
In the case of inclusion 2, the accuracy in calculating the extreme value is better for
filtered back projection method.
7. Concluding Remarks. While all current techniques of the inversion of the
data for the X-ray tomography are based on some inversion formulae, we have pro-
posed a new numerical method here, which does not intend to obtain an inversion
formula. Instead, it uses a well known transport PDE governing propagation of X-
rays. Our method works for a special case of a limited angle data, which might be
potentially applied to, e.g. checking out bulky luggage in airports and checking out
quality of walls in houses. Using the original idea of the method of [10] as well as
a recently introduced new orthonormal basis in L2 (−d, d) [23], we obtain a system
of coupled first order PDEs in which the target function f is not involved. The
boundary value problem for this system is over determined. Therefore, we solve this
boundary value problem by the quasi-reversibility method, which is perfectly suited
for solutions of overdetermined boundary value problems for PDEs. We prove a new
Carleman estimate and use it then to prove uniqueness and existence of the solution
for the quasi-reversibility method. Next, the same Carleman estimate enables us to
establish convergence rate of regularized solutions. We work with a semi discrete
version of the quasi-reversibility method, which is more realistic than its conventional
continuos version, see a survey in [21] for the continuos version.
We have conducted numerical testing of this new method for noisy data, including
comparison with the filtered back projection method for Radon transform. In the
latter we have heuristically assigned zero to the missing data, similarly with [5]. We
point out that this assignment cannot be rigorously justified for the filtered back
projection method, unlike our method. We have observed that our method sustains
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5% and 15% of noise and resulting images are about the same.
The visual analysis indicates that, at least in the above Tests 1-4, images result-
ing from our method have a better quality than those provided by the filtered back
projection method. Also, the more complicated the structures of inclusions are, the
larger in the favor of our method is the difference of qualities of those images. It
can be seen from Table 1 that our method also provides more accurate locations of
imaged targets for Tests 1,2 for three (3) out of four (4) inclusions. As to the extreme
values of the function f inside of inclusions, it can be seen from Table 1 that our
method provides about the same accuracy as the filtered back projection method for
one inclusion (number 1), better accuracy for two (number 3,4) and worse accuracy
for one inclusion (number 2), also see Figure 6. Comparison in numbers for Tests 3,4
is hard to provide due to the complicated structures of inclusions in these tests.
Finally, we observe that, in the case of the attenuated X-ray transform [29], the
following analog of PDE (3.1) is valid [14]:
(7.1)
x− α√
(x− α)2 + y2
ux +
y√
(x− α)2 + y2
uy + c (x, y)u = f (x, y) , (x, y) ∈ Ω
with an appropriate function c (x, y). This equation differs from equation (3.1) by the
term c (x, y)u. Since this is the lower order term in PDE (7.1) and since Carleman esti-
mates are “sensitive” only to the principal parts of PDE operators and “non sensitive”
to their lower terms, then a slight modification of our technique works for this case.
Numerical studies of this problem are outside of the scope of the current publication.
We refer to [33] for an inversion formula for the attenuated X-ray transform.
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