In this paper, constructive approximation theorems are given which show that, under certain conditions, the standard Nadaraya-Watson regression estimate (NWRE) can be considered a specially regularized form of radial basis function networks (RBFNs). From this and another related result, we deduce that regularized RBFNs are m.s. consistent, like the NWRE, for the one-step-ahead (1-SA) prediction of Markovian nonstationary, nonlinear autoregressive time series generated by i.i.d. noise processes. Additionally, choosing the regularization parameter to be asymptotically optimal gives regularized RBFNs the advantage of asymptotically realizing minimum m.s. prediction error. Two update algorithms, one with augmented networks/in nite memory and the other with xed-size networks/ nite memory, are then proposed to deal with nonstationarity induced by time-varying regression functions. For the latter algorithm, tests on several phonetically-balanced male and female speech samples show an average 2:2dB improvement in the predicted signal/noise (error) ratio over corresponding adaptive linear predictors using the exponentially-weighted RLS algorithm. Further RLS ltering of the predictions from an ensemble of three such RBFNs combined with the usual autoregressive inputs increases the improvement to 4:2dB, on average, over the linear predictors.
Introduction
Along with the multilayer perceptron (MLP), radial basis function (RBF) networks hold much interest in the current neural network (NN) literature 1]. Their universal approximation property (UAP) 2] and straightforward computation using a linearly-weighted combination of single hidden-layer neurons have made RBFNs, particularly the Gaussian RBF (GaRBF) network, natural choices in such applications as nonlinear system identi cation 3] and time series prediction 4, 5] . In many approaches, the RBFN is trained once on a large example set taken from the unknown plant or times series and believed to capture the essential dynamics of the underlying system. Thereafter, the network is allowed to operate autonomously by sequentially generating outputs in response to newly arriving data. Clearly, such an approach is justi able only when the dynamics of the plant or time series do not change appreciably over time, a condition that is often violated in practice. As a result, recent e orts have been directed towards incorporating some degree of timeadaptivity into the RBFN so that both nonstationary and stationary processes may be tracked on an ongoing basis. For example, in the weakly stationary case, one might assume a priori that the observed output time series is linear in a number of unknown state variables obtained by transforming the observable input time series through a given radial basis function (where the input vector is composed from delayed samples of the input time series). In such a case, if the observed output process is assumed to contain additive white Gaussian noise so that the optimal linear weights are posteriorly Gaussian distributed, one may apply the standard linear Kalman lter (which in this case reduces to the recursive least-squares (RLS) algorithm) to recursively estimate the required weights 6]. In 7] , this approach is naturally extended to a nonstationary case by using an extended version of the RLS algorithm that allows the optimal state-space weights w (i) to drift according to a random walk model 8] . For modally nonstationary time series, i.e., time series generated by piece-wise constant switching amongst a xed number of state-space mappings, and rst-order Markovian transition between modes, they further use a multiple model algorithm to select (via Bayes inference) the \best" predictor from a number of candidate models running in parallel. Other applications of Bayesian inference in the nonstationary case can be found in 9] and 10]. In these works, however, arbitrary nonlinear state-space mappings, i.e., those not necessarily in the linear span of the chosen radial basis functions, are accommodated by extended (in the case of 9]) and iterated (in the case of 10]) extended Kalman lters of second and higher order which produce recursive Bayes estimates of the RBFN weights that best approximate (in mean-square) the nonlinear mapping. As with all methods, the success of these methods hinges on the validity of their accompanying assumptions.
Our interest in this paper centres on the principled design and application of regularized RBFNs to time series prediction. We begin by describing a class of RBFNs designed according to the principles of regularized least-squares tting (RLSF) 11, 12] . With proper statistical considerations, the network class is shown to include asymptotically the well-known Nadaraya-Watson regression estimate (NWRE) found in kernel regression 13, 14, 15] . This relation, along with some additional results, allows us to prove the (global) mean-square (m.s.) consistency of the RBF class as a plug-in predictor for certain ergodic and mixing nonlinear autoregressive (NLAR) processes under the same conditions as is known for the NWRE. In particular, this result implies that the RBF class yields m.s. consistent predictors for Markovian NLAR time series generated by i.i.d. noise processes, which can be considered a rst generalization of the usual linear AR processes. We also investigate the possibility of dynamically updating predictors in this RBF class by developing two recursive algorithms, one giving the network in nite memory and the other nite memory, to deal with the nonstationarity generated by time-varying regression functions. As a practical application of the theory, experimental results for speech prediction are then given in which we also demonstrate how a number of dynamic regularized RBF networks can be linearly combined to improve overall prediction accuracy.
Kernel Regression and Regularized Radial Basis Function Networks
The application of kernel regression to the minimum m.s. error (m.m.s.e.) prediction of time series is a rmly established technique; for an overview, we refer the reader to 16] and 17]. In the following, the notation \ " means \is distributed according to" and P X;Y denotes the (joint) measure or distribution governing random variables X and Y , and p X;Y the corresponding density 1 . Random variables (r.v.s) and processes are generally capitalized while their realizations are indicated by the corresponding lowercase, e.g., T n is the training set r.v. while t n is a sample realization of T n . Assume that we are given a jointly random, discrete-time process ( (1) where W n;j ( ) is a weight function. One standard choice of the weight function is W n;j ( ) = K (k ? Z(j)k=h n ) P n i=1 K (k ? Z(i)k=h n ) (2) where K : R + ! R is usually a nonnegative, Riemann integrable function rapidly decreasing to zero away from the origin, while fh n g is a sequence of positive bandwidth parameters. The resultant function estimate is known as the Nadaraya-Watson estimate (NWRE) or normalized KRE 13, 14, 15] . With the basic conditions lim n!1 h n = 0; lim n!1 nh d n = 1 (3) on the bandwidth sequence, various modes of asymptotic consistency can be shown to hold for the NWRE in the cases where f(Z(i); Y (i))g is an independent, identically distributed (i.i. d.) process and (with slight modi cations) a mixing (dependent) process 16, 17] . Of these, we shall be generally interested in the pointwise and m.s. modes.
Within the same regression framework, we now consider a particular variant of the regularized RBFN and show that it is a generalization of the NWRE when the two share a common radial kernel (up to a constant scaling factor). To allow a direct relation, we will use the so-called strict interpolation (SI) class of regularized RBFNs where, as with the NWRE, one basis function is assigned to each input datum in the training set. Note that when regularization is present, the term \strict interpolation" refers to this one-to-one correspondence between basis functions (or centres) and the training input data, and should not be taken to mean that the network is trained to generate a function estimate which agrees exactly with the training data. We shall generally omit the \SI" designation for the regularized RBFNs used in the sequel except where necessary to emphasize some particular aspect of the SI construction.
Recall that for a regularized RBFN designed to solve the least-squares interpolation problem over a random sample T n , the estimate of f is given in general form by the linear expansion e f n ( )
where (6) fZ(j)g n j=1 are the centres of the expansion, and the notation k k U n indicates the Euclidean norm in R d weighted by a symmetric positive de nite matrix U n . The linear weights w n are then determined as the solution to
where
is the symmetric, positive de nite interpolation matrix and
is the vector of desired outputs or targets for the interpolation problem. The f n 2 R + g is a sequence of regularization parameters that, in the deterministic case, trades o the delity of the resultant interpolation over the sample data with the smoothness of the estimator e f n . From a deterministic point of view, the estimate (4) is optimal in the sense that it is the unique solution of the associated regularized variational interpolation problem
where S is a suitable space of \smooth" functions, D a (pseudo) di erential operator over S, and k k 2 is the L 2 norm. It is the choice of D which determines the kernel G; for the Gaussian kernel that we shall be using, the associated D corresponds to an in nite series of exponentially-weighted iterated Laplacians with increasing order and oriented according to the input norm weighting matrix U n . In this sense, the estimate e f constructed above is the \smoothest" function consistent (up to the regularization parameter ) with the training data. For more details on the deterministic RBF interpolation problem, see 18].
To compare the two estimator structures, we may rewrite the NWRE general form as e f 0 n ( ) = W > n ( )Y n where W n ( ) 4 = W n;j ( )] n j=1 . Moreover, by substituting (7) into (4), the RBFN can be expressed as e f n ( ) 4 = g > n ( ) (G n + n I) ?1 Y n thus showing that the RBFN is a KRE-type method with an e ective weighting function W > n ( ) 4 = g > n ( ) (G n + n I) ? 1 . The similarity of the RBFN weighting function to that of the NWRE suggests that the two should be parametrically related, an intuition that is largely correct, as we shall see. We should mention that while there has been previous work relating RBFNs to the NWRE 19] , that work considered only normalized, nonregularized RBFNs in which the parameters are explicitly chosen to approximate the form of a corresponding KRE.
Let us de ne a special class F z of regularized RBFNs in which n (and hence w n ) is permitted to vary with its input z 2 R d . This class is a slight generalization of the usual class of regularized RBFNs in which n (and hence w n ) is set once on the basis of a realized training set t n for all inputs z. As will be explained further on, the generalization does not a ect the overall tenor of the results. In the theorem and proofs, the related concept of the Parzen window (density) estimate (PWE) 20] also plays a central role. Theorem 1. Assume that fZ(i)g has a stationary marginal measure P and density p. Let = sup z2D p(z).
Proof. See Appendix A.
As an aside, one may nd in the literature numerous sets of conditions under which (9) and (11) hold. In particular, we refer the reader to Lemma 2.1, Theorem 2.2, and Corollary 2.2 in the case of (9), and Theorem 2.1 and Corollary 2.1 in the case of (11), all from 17]. For the purposes of this paper, it su ces to mention that the conditions include the case where the input process fZ(i)g is dependent, i.e., correlated, according to a mixing condition 21, 22] . The forms of mixing allowed in the cited theorems (2-in the case of (11) and the stronger geometrically strong mixing (GSM) in the case of (9)) are less restrictive than other types of mixing conditions commonly assumed, e.g., and -mixing, and include classical ARMA as well as i.i.d. processes. From the construction of the approximating RBFN detailed in the proof of Theorem 1, we see that for su ciently large training sets, the NWRE corresponds to a (specially) regularized RBFN for which n n!1 ! 1 at an appropriate rate. From the RLSF theory, however, we know that by choosing the regularization parameter sequence f n g via an asymptotically optimal (a. o.) procedure, the resultant sequence of regularized RBFNs has an asymptotic risk (as de ned below) which is minimum over all possible choices of regularization parameter sequences, including the ones with n n!1 ! 1 present in the family F z and (by approximation) the NWRE. If we can then determine conditions under which this \risk" converges (in n) to the desired global m.s. = E Tn h L n e n ; T n i where we have indicated explicitly the dependence of e f n (hence n and L n ) on the chosen regularization parameter e n ; this dependence will be omitted when it is clear from context.
The main result that we shall exploit from RLSF theory is that the \optimal" regularization parameter n that minimizes the risk 2 (17) where e 1 4 = 1; 0; : : :; 0] > is the rst unit vector in R p . Discussion of other more general processes, e.g., the case where fB(i)g is a heteroskedastic (but still zero mean) noise process, can be found in 23]. For general f, the vector input process fX p (i)g is clearly (a) dependent (by the autoregressive construction) and (b) nonstationary (by the action of f). To deal with these issues, we may impose conditions on f and the measure P B for fB(i)g such that (a) the dependence follows a mixing condition admissible under Theorem 1 and (b) fX p (i)g is \asymptotically stationary" in a sense to be explained below. A su cient set of conditions that meets both requirements for k = 1 is: (A.1) fB(i)g satis es E jB(i)j] < 1 and has an everywhere continuous and positive density with respect to Lebesgue measure. Of the two conditions, the second is obviously the more restrictive one because it requires that the underlying mapping f satisfy a rather strong contractivity condition (although it does allow the stable point of the map T to be other than 0 by applying suitable translation). Exponential decay in transiently driven physical systems is quite plausible, however, which implies that the exponentially asymptotic stability condition may hold at least locally within a given time series.
Under these chosen conditions, it can be shown for k = 1 that the vector input process fZ(i)g converges at geometric rate (in total variation norm 3 k k V as i ! 1) to a common measure P Z 24, 21] . The rst consequence implies that the dependence created in (16) is compatible with the mixing conditions supported in Theorem 1, while the second consequence essentially states that the marginal input measures (and densities) for the r.v.s X p (i) approach a common (stationary) measure geometrically fast as i increases. We should mention that we have chosen this rather weak form of nonstationarity primarily to simplify the exposition; other conditions can be chosen to permit stronger forms of nonstationarity 23]. The main point to be demonstrated here is that with these selected conditions, the NWRE is an appropriate, i.e., consistent, predictor that can be approximated according to the Theorem 1.
Returning to the analysis of the m.s. prediction error for (16) 2 . Furthermore, it is not di cult to see that Theorem 1 also holds for geometrically ergodic input processes by replacing the common measure P, density p, and joint densities p ij in the proofs with the invariant measure , density p , and joint densities p ;ij , respectively (e.g., see the discussion regarding pointwise convergence of the marginal input densities to the invariant density in the proof of Theorem 2). Therefore Theorem 1 remains valid under our chosen NLAR process conditions. By the argument stated at the end of Section 2, Theorem 1 (with the indicated modi cations) and Theorem 2 allow us to conclude that the regularized RBFN predictor is m.s. consistent for the NLAR processes considered. While the NWRE predictor is also consistent, we know from the discussion of asymptotic optimality at the end of Section 2 that only the regularized RBFN has the exibility of selecting a sequence f n g that yields near-minimal risk once n is su ciently large; the NWRE, with its e ectively unbounded regularization parameter sequence, will generally have greater asymptotic risk and hence m.s. prediction error. We should add that although the particular NLAR process conditions we have chosen are somewhat restrictive, they do have the bene t of admitting the computationally simpli ed generalized cross-validation (GCV) procedure for calculating such an a.o. sequence of regularization parameters 12]. Under the more general condition of independent but heteroskedastic B(i), only the more computationally intensive leave-out-one or ordinary cross-validation (OCV) procedure is currently known to guarantee a.o. estimates of the true risk-minimizing regularization parameter sequence f n g 25, 26 ].
Recursive Updating for Regularized RBFN Predictors
As there is no substantial di culty in doing so, we shall, where possible, develop the subsequent algorithms for a general pair of input/output processes fZ(i); Y (i)g rather than speci cally for the autoregressive case Y (i) 4 = X(i) and Z(i) 4 = X p (i ? 1). Thus far, both the NWRE and regularized RBFN assume that the processes to be predicted admits a time-invariant regression function; in practice, as our speech prediction experiment will show, this condition does not always hold. If the regression function f drifts slowly with time index i as f i , i.e., exhibits a form of local stationarity, the idea of updating the regression function parameters periodically, say every l time steps, as new data arrive is intuitively appealing, particularly when it can be performed e ciently in a recursive fashion. The basis of comparison will be the standard adaptive linear estimation procedures such as the recursive least-squares (RLS) algorithm. Let us consider the limiting case l = 1 and assume for now that n, the size of the training set and hence the number of basis functions in the estimate for f i , is xed. Before continuing, let us set the notations for the following discussion:
subscripts: for vector and (square) matrix quantities, the rst subscript refers to its dimension, while for a scalar quantity, it refers to the dimension of the associated vector or matrix quantity being indexed. The second subscript, if present, refers to either the time index of the training set from which the quantity is constructed (in the case of a scalar or vector function) or a particular element of that quantity (in the case of an ordinary vector). If a vector quantity's second subscript consists of the notation a : b, then we are referring to the subvector formed from the a-th element to the b-the element, inclusive.
parenthesized arguments: for nonfunctional quantities, a parenthesized argument indicates time dependence, i.e., (i) mean quantity uses data up to and including time step i. For functions, it indicates the usual argument.
As an example, t n (i) 4 = f(z(j); y(j))g i j=i?n+1 denotes the realized training set for the network at time step i, where in the NLAR case, this training set is formed from the time series segment fx(j)g i j=i?n?p+1 . Then g n;i ( ) corresponds to g( ) in (6) and w n;j (i) corresponds to the j-th element of w in (7) when t n (i) is used in place of t n .
Given t n (i), a realized set of input/output examples for f i , and e f n;i the corresponding regression function estimate, the problem is to recursively compute e f n;i+1 , the estimate associated with t n (i+ 1), from e f n;i . For the NWRE, this network updating and subsequent prediction are simple, as shown in Table 1 . If we are using some data-based method of selecting the bandwidth, it may also be advantageous to adjust the bandwidth from h n = h n (i) to h n (i+1) at the same time. The basic order of the updating, excluding the cost of computing an updated bandwidth parameter, for the NWRE is O(1) and that of computing the prediction e y(i + 1) is O(n).
For the regularized RBFN, we shall analyse the e ect of the one-step updating in two stages and thereby nd interesting parallels to the standard RLS estimation algorithm. In the rst stage, we allow the size of the RBFN to grow with incoming data so that one weight is added per update, leading to an augmented network with in nite memory (cf. for linear adaptive lters, this growth is usually called order recursion (e.g., see Chapter 15 of 27])). The second stage is to simultaneously add one (new) weight and truncate the oldest weight per update, leading to a network of xed size with nite memory.
This idea of augmenting a RBFN with incoming data was previously introduced in 28] and later 9]. Compared with the latter work, our approach is developed as an optimal recursive solution to a local interpolation problem and is thus solidly grounded in the theory of RLSF which deals with noise in principled and explicit fashion. In contrast, the sequential function estimation (s.f.e.) approach of the latter work assumes that the training data are noise-free which may not be realistic in many applications. To ameliorate the in uence of noise and to limit the network growth with their s.f.e. approach, the latter work then proposes a growth criterion based on Hilbert function space geometry according to both prediction error and distance criteria. While such criteria may be intuitively appealing, no theoretical guidance is provided on the proper selection of the criteria parameters, nor are the conditions required for their e ective application characterized. By building upon the signi cant body of knowledge surrounding RLSF and KRE for time series estimation, we are able to provide analyses of our algorithmic choices and their e ect on prediction performance.
Augmented (In nite Memory) Case
We begin by decomposing the (n + 1) (n + 1) regularized SI equation for the combined realized training set t n+1 (i + 1) = t n (i) t n (i + 1) as " G n (i) n (i + 1) = diag ( n (i ? j); j = n ? 1; n ? 2; : : :; 0) is the diagonal weighting matrix formed from the most recent n regularization parameters up to and including time step i. Let w n (i) be the previously computed solution to the regularized SI equation (G n (i) + n (i))w n (i) = y n (i) over t n (i). We assume that the new regularization parameter n+1 (i + 1) has been chosen on the basis of t n+1 (i + 1). The objective is to nd the new weight w n+1;n+1 (i + 1) and the weight change vector w n (i) to be applied to w n (i), such that the aug-mented regularized SI equation (19) is satis ed. The solution is w n+1;n+1 (i + 1) = y(i + 1) ? (w n (i) + w n (i)) > n (i + 1)
The resultant prediction update algorithm is listed in Table 2 . Because n (i + 1) is also the vector of basis function outputs of the previous network from time step i in response to the newly available input z(i+1), we see that the new weight w n+1;n+1 (i+1) is merely a scaled version of the a posteriori estimation error, i.e., the estimation error that would have been obtained had the previous weight vector w n (i) been updated to w n (i) + w n (i). In contrast, the weight change vector w n (i) is proportional to the a priori estimation error, i.e., the actual estimation error using the previous weight vector w n (i) prior to any updating, similar to what occurs in the RLS algorithm. This partitioning of roles between w n+1;n+1 (i + 1) and w n (i) is intuitively satisfying: the change w n (i) applied to the existing weight vector attempts to account for estimation error incurred by the existing (non-updated) network, while the new weight element w n+1;n+1 (i + 1) attempts to account for the estimation error remaining after the existing network has been updated. Analogous to the RLS algorithm, we may also expect the ratio of the m.s. a priori and the m.s. a posteriori estimation errors to converge to unity as n ! 1 if the regression function being estimated is not signi cantly time-varying. If the ratio is nonconvergent, it may be an indication that old training samples are no longer representative of the regression function behaviour currently being estimated. For this situation, the e ective memory of the RBFN can be limited by xing its size to n weights/basis functions computed from the most recent n training data available, which leads us to the second stage of updating described next.
Fixed-Size (Finite Memory) Case
Let us return to the original task and assume that the size of the RBFN is xed at n weights/basis functions. The desire is to relate w n (i + 1), the weights satisfying the regularized SI equation over t n (i + 1), to the previously computed weights w n (i) which do the same for t n (i). Before we do so, let us establish the notations. Decompose the n n regularized SI equation for the previous training set t n (i) as
#" w n;1 (i) w n;2:n (i)
where n?1 (i) is the vector of the last n?1 elements of the rst column of the previous interpolation matrix G n (i), i.e., n?1 (i) 4 = h g n;i (z(i ? n + 1)) i 2:n . This time, the objective is to nd w n;2:n (i) and w n;n (i + 1) satisfying " 
In other words, the new weight vector for the updated network can be considered the result of (i) shifting the last n ? 1 weights in the old weight vector w n (i) which are associated with the most recent n ? 1 data in t n (i) upwards into positions 1 to n ? 1 and setting the n-th element to zero (ii) adding a perturbation w n;2:n (i) to the shifted vector (iii) adding a new weight w n;n (i + 1) in the n-th position. It is not di cult to show that the resultant update equations become w n;n (i + 1) = y(i + 1) ? (w n;2:n (i) + w n;2:n (i)) > n?1 (i + 1) n (i + 1) + K(0) (25) w n;2:n (i) = F n?1 (i) ? n?1 (i + 1) > n?1 (i + 1) n (i + 1) + K(0) ! ?1 w n;1 (i) n?1 (i) ? n?1 (i + 1) n (i + 1) + K(0) y(i + 1) ? w > n;2:n (i) n?1 (i + 1)
Except for the additional term w n;1 (i) n?1 (i) in (26), the forms of the update equations for this xed-size case is identical to those for the augmented case. The additional term can be regarded as embodying the e ect of weight vector augmentation from size n to n + 1, followed by truncation to the weights computed from the most recent n training data. We summarize the prediction update algorithm for the xed-size case in Table 3 . Note that the formula (71) in Updating step 9 follows the identity
Although the parallels between the recursive update algorithms described here and those in the RLS algorithm are interesting in their own right, one must be careful not to conclude that the algorithms presented are merely expressions of the RLS algorithm after a nonlinear mapping z(i) 2 R p 7 ! g n;i?1 (z(i)) 2 R n . We can see this di erence clearly in the fact that in nite memory regularized RBFNs require an in nite number of weights/basis functions; xed-size regularized RBFNs can only have a nite memory of the same size. This condition stands in contrast to the situation with the RLS lter where a xed number of weights are updated to re ect all the past history of the input data. Of course, the exponentially-weighted variant of the RLS algorithm is commonly used in practice and one can argue that its memory is, for all practical purposes, limited. Indeed, the introduction of the exponentially-weighted variant of the RLS algorithm was motivated by the heuristic that decaying memory would improve estimation when the input/output processes are nonstationary, although it has now been established that this notion is, in fact, incorrect 29]. In this respect, the xed size regularized RBFN is somewhat more explicit in the way it deals with nonstationarity.
With both the augmented and xed-size update algorithms, their computational e ciency is derived from the low rank of the perturbation applied to the existing interpolation matrix at a given time step through augmentation and addition, respectively. Exploiting the matrix inversion can then reduce the update complexity to O ? n 2 (for n basis functions) per time step. As may be expected, the experimental results for speech prediction show that these partial update algorithms can result in loss of tracking and degraded performance compared to a full update algorithm in which the the bandwidth and/or regularization parameter is updated for all entries of the regularized interpolation matrix F n (i), not just those involving the new basis function vectors n (i + 1) (in the case of the augmented updates) and n?1 (i + 1) (in the case of the xed-size updates). The update complexity per time step in this full update case is naturally greater at O ? n 3 than that in the partial update case. Nevertheless, the recursive update algorithms for both cases provide useful insight into the essential character and operation of the dynamic regularized RBFN as a time series estimator.
Application to Speech Prediction
For a benchmark problem with real-world data, we turn to speech prediction. That the human speech signal is generally nonlinear and nonstationary is well-known; even so, the linear prediction of speech with analytic methods such as the LMS/RLS/Kalman algorithms 27] and synthetic methods such as CELP 30] has been met with surprising success. Of course, these results are achieved after signi cant prior knowledge regarding the characteristics of human speech have been carefully embedded into the corresponding methods to realize maximum performance. In contrast, we should emphasize that our interest in speech as the test signal for the proposed algorithms is limited to the characterization of the gains possible from nonlinear and nonstationary processing, and should not be taken to imply that the proposed predictors (in their current form) are either practical or optimally tuned for actual speech prediction applications such as speech coding. Further speechspeci c research and evaluation would clearly be necessary to reach that state. That said, the results of the following experiments in which both the partial and full update algorithms for the xed-size network case are evaluated (albeit with di erent motivations) do o er evidence of the performance gains possible when the nonlinearity and nonstationarity of speech signals are addressed.
Experiment 1: Partial Update Algorithm for Fixed-Sized Networks
We begin by giving some results for the xed-sized update algorithm of Table 3 . At this stage of development, we focus our attention on the practical issues of predictor tracking stability and performance vs. the xed-size full update algorithm.
Description of Speech Data
We use a 10,000 point speech sample of a male voice recorded at 8kHz and 8bits per sample while speaking the sentence fragment \When recording audio data : : :". The speech data, which appear to have no discernible noise, are approximately zero-mean and normalized to unit total amplitude range. Applying the Mann-Whitney rank-sum test as described in Section 5.2.1 rejects the null hypothesis that the speech sample is that of a stationary linear process with a maximum sample Z-statistic of less than ?13 (a Z-statistic of less than ?3 is considered grounds for strong rejection), hence indicating a high probability of nonlinearity in the speech sample.
Approach Using Regularized RBFNs
In the main, we follow same the approach as in the full-update case discussed further on except for the following modi cations: input order: a common input order of p = 50 is used for each network (unless otherwise indicated).
regularization parameter: for a given network, xed for the duration of prediction over the input signal, i.e., n (i + 1) = n (i) for all i. update algorithm: except during reset (see following), we follow Table 3 , where the updated norm weighting matrix U n (i) is computed according to the input data covariance formula described in the corresponding section below for the full update case. The updated norm weighting matrix, however, is applied only to the new basis functions in the updated column n?1 (i + 1) in (24) to maintain consistency with the usual SI tting relation e y n (i + 1) = G n (i + 1)w n (i + 1), where e y n (i + 1) is the estimate of y n (i + 1) produced by the network at time step i + 1. reset algorithm: as can be seen, the partial updating algorithm implies that the networks produced no longer exactly solve the interpolation problem (8) (since with partial updates the interpolation matrix G n (i) is not identical to the one speci ed by interpolation problem over t n (i)). The accumulation of these partial updates to the interpolation matrix over many consecutive time steps can lead to a loss of tracking and instability. To counteract this problem, we monitor the prediction error n (i + 1) of the dynamic network at each time step i and reset the network, i.e., restart the partial update algorithm from the initialization step 1 of Table 3 to be no substantial di erence in performance compared to condition RC. 2 . In the ideal case that prediction error is a white Gaussian process, the choice of corresponds to a large deviation probability of approximately 0:0063%. Not unexpectedly, the actual reset rate in the experiment is quite a bit greater due to heavy tails in the prediction error density.
These design decisions yield networks with moderate computational complexity and reasonable performance which suit the basic purpose of demonstrating the partial update algorithm for xed-size networks. Further optimization of the design choices with their concomitant increased computational load are no doubt possible but will not be pursued here.
Dynamic Updating and Regularization for Speech Prediction
Using Figures 1 and 2 , we can brie y argue for the practical utility of dynamic updating and regularization for speech prediction. In the former gure, we compare the initial predictions of a dynamic predictor trained according to the partial update algorithm (without reset) for a n = 100, = 0:01 xed-size network with those from a static n = 250, = 0:01 predictor whose network parameters are frozen after the initial training. Not surprisingly, even with more than twice the number of basis functions, the static predictor quickly loses track of speech signal in transition from a quickly to a slowly varying portion of the input signal as shown in the gure. The dynamic predictor, however, is able to adapt and maintain its prediction performance. Regarding regularization, although RLSF theory implies that = 0 is a consistent choice when no noise is present, in practice some regularization is necessary because the likelihood of a singular/illconditioned interpolation matrix G n (i) increases as n increases. Empirically, this e ect appears especially pronounced for small values of p in which the predictor output is more sensitive to individual inputs in the input vector. An example of this phenomenon can be seen in Figure 2 , where we contrast the predictions for two partial updated (without reset) xed-sized predictors, one of which is trained with a xed = 0:1 and the other with a xed = 0:01. Again, it is evident that su cient regularization is useful from a numerical point of view to combat instability. Figure 3 gives an example of the e cacy of the reset criterion RC. 1 . After detecting a relatively large deviation in the prediction error at the starred point (time step 3419), the partially updated xed-size predictor with reset re-initializes to avoid the obvious stability problem exhibited by the same predictor without reset. Since reset is triggered at approximately 1% of all prediction time steps for the = 0:001 case shown, the example shown is by no means isolated, although the magnitude of tracking loss displayed is among the largest observed for that case.
Comparison of Partial Update Algorithm With and Without Reset

Comparison to Full Update Algorithm
Ultimately we would like to compare the performance of xed-size dynamic network algorithm using partial updating and reset (according to RC.1) to the same with full updating. As the performance measure, we use the PSNR as described for the full update case in Section 5.2. 3 . Table 4 shows that the overall performance loss for the networks using partial updating compared to those using full updating varies from a relatively minimal 0:28dB for the = 0:00001 predictor to a more substantial 0:74dB for the = 0:0001 predictor. From a computational standpoint, the gures for the percentage of points at which reset is triggered indicate that the partially updated xed-size dynamic predictor has only 1% of the computational complexity of the corresponding fully updated xed-size dynamic predictor. While this reset rate is two orders of magnitude larger than expected in the ideal case of white Gaussian prediction errors, it still easily satis es the basic distribution-free upper bound of 1=16 = 6:25% implied by the Chebyshev inequality, viz.
where ( ) and ( ) are the true, i.e., distributional, mean and standard deviation of a process . Figure 4 shows the points of reset for the = 0:001 partially updated xed-size dynamic predictor from time steps 2500 to 5000. It is interesting to note how in this segment the predictor resets occur at points of a regime shift within the speech sample. Because the performance/computational trade-o between the two update techniques is in uenced by several factors such as the length of prediction, the speech segment being predicted, etc., further characterization is necessary to make more de nitive statements; nonetheless, the results can be considered encouraging.
Experiment 2: Full Update Algorithm for Fixed-Size Networks
As we previously mentioned, our objective in this set of experiments is to demonstrate that even without signi cant tuning, the dynamic regularized RBFN can provide a nontrivial improvement in prediction SNR over the standard LMS/RLS algorithm-based predictors. We also indicate the further improvement possible in exploiting the residual correlations between the predictions of several dynamic regularized RBFNs and the predicted speech signal by way of an additional stage of RLS estimation.
Description of Speech Data
The speech data to be predicted consist of samples from ten di erent male and ten di erent female speakers, each reading a distinct phonetically-balanced sentence. In their original format, the continuous speech signals were 16-bit linear PCM sampled at 16kHz rate with 8kHz bandwidth. These samples were subsequently ltered by a third-order Butterworth lter with a cuto frequency of 3:2kHz, decimated to 8kHz rate, and re-centred to zero-mean. Both the original and nal speech signals are of high quality with little discernible background noise. The sentence samples and some of their key characteristics as discrete time series are summarized in Tables 5 and 6 . As can be seen from these tables, the total length of a speech signal being tested varies from approximately 2:5 to 4 seconds.
Before beginning, it is useful to quantify the degree of nonlinearity in the speech samples, as this factor will ultimately determine the gains possible in our approach. Using some software for chaotic time series analysis developed by the chemical reactor engineering group at Delft University of Technology in the Netherlands 31], the method of surrogate data analysis 32] with a MannWhitney rank-sum test rejects the null hypothesis that each speech sample is that of a stationary linear process with a maximum sample Z-statistic of less than ?13 in each case (a Z-statistic of less than ?3 is considered grounds for strong rejection). This result indicates that signi cant bene t from nonlinear processing should be possible.
Approach Using Regularized RBFNs
The particular approach taken is to treat each speech sample as a realization of a discrete-time Markov process of order p obeying (16). For one-step-ahead (OSA) prediction k = 1, we consider the limiting case of per time step updating, i.e., l = 1. Key design issues to consider are: input order: preliminary experiments showed that, for a given speech sample, the prediction performance of the dynamic regularized RBFN varied with the order p depending on the local characteristics of the speech over which the network was operating. For example, in the transition periods between voiced, unvoiced, and silent segments, networks with small p, e.g., p = 10, were generally found to perform better than those with large p, e.g., p = 50. Conversely, within a given type of speech segment, the networks with larger p tended to be the better predictors. While techniques for estimating the order of NLAR processes have been basis function: the \smooth" (in the sense of satisfying (8)) Gaussian basis function K(r) = exp ? ?r 2 =2 is used. norm weighting matrix: common to all basis functions is a diagonal norm weighting matrix U n (i) whose inverse, at time step i, is set to p times the diagonal of the empirical covariance matrix for the input samples in t n (i). This particular form of the norm weighting matrix allows the multidimensional network basis function to be decomposed into a p-fold product of one dimensional (Gaussian) kernels, each with bandwidth parameter equal to the variance of a particular window over t n (i). In the one-dimensional i.i.d. regularization parameter: for each of the three networks (p = 10, 30, and 50), the regularization parameter for each time step is selected as the value which minimizes the GCV criterion function evaluated over 1000 logarithmically spaced points from min to max for that network as given in Table 7 . Since the speech signals are largely noise-free, the upper bound on n (i+1) prevents undue over-regularization while the lower bound is necessary to ensure the numerical nonsingularity of the regularized SI matrix at each time step. The slight di erences in the evaluation limits account for the varying degrees of sensitivity of each network to these two conditions. update algorithm: because the norm weighting matrix U n (i) is updated for all network basis functions when new data arrive, the update from F n (i) to F n (i + 1) is full-rank and hence (24) must be solved directly without using the recursion aids (25) and (26) . It was found in previous experiments 34] that the speech samples were su ciently nonstationary so that without careful choice of the update parameters indicated in rst Updating step of each algorithm, the recursively updated xed-size network outputs would frequently loose track of the speech samples within an order of n time steps from the last full-rank update. Notwithstanding the results of the previous section, the issue of how best to select the update parameters in the recursive xed-size update algorithm so as to minimize performance loss from partial updating remains an open question.
Comparison to Linear RLS Algorithm and Previous Work
The performance measure we shall use is the predicted signal-to-noise ratio (PSNR) de ned for an (29) and e y(i) is the network prediction for actual signal y(i). The PSNR can be considered a measure of the generalization performance of the dynamic network, since in our NLAR case, each prediction e y(i) = e x(i + 1) at time step i is for the rst time series point outside the window fx(j)g i j=i?(n+p?1) of data e ectively seen during training (n + p sequential data are needed to form t n (i)). This e ective training window, along with the predicted point, shift forward in time as the dynamic network advances through the entire input signal sequence. Although, strictly speaking, the test set per time step is a single (out-of-sample) point, by iterating the training/prediction cycle over the available input time series (the number of samples in each speech signal listed in Tables 5 and 6 less n+p samples for initialization), this pointwise prediction performance can be averaged to gauge the generality of our method. For example, the PSNR gure in Table 8 for network 1 operating on signal m130 is computed according to (28) and (29) Note that in our case of zero-mean input signals, because we use estimated signal powers rather than estimated signal variances as is sometimes the case in de ning the PSNR, the following performance gures are somewhat conservative (for example, a non-zero mean level of error will degrade performance by the former de nition but not by the latter de nition). That said, the PSNR results of the three RBFN predictors individually and jointly (as will be explained) over the complete speech samples can be found in Tables 8 to 12 . Summary tables of minimum, average, and maximum performance gains are listed in Tables 10, 13 , and 14 for the male only, female only, and joint male/female samples, respectively. The rst four lines of each table list the individual predictor performances along with their arithmetic average. We see an average gain of 1:65dB of the basic regularized RBFN predictors over the RLS predictor for the male speech samples while the average gain for the female speech samples is somewhat better at 2:67dB. Over both the male and female speech samples, the average gain is 2:2dB. The RLS predictor performance reported in the fth line (with the corresponding autoregressive input order and exponential weight in parentheses) is the best one observed in a series of experiments for which the parameters vary as in Table 15 . To allow a fair assessment of the gains possible from nonlinear versus linear prediction, the maximum order p of the linear predictor is set to 50, the same as for the RBFN. With regards to nonlinear speech predictors, these gures are in general agreement with those in previously published work 36, 37]. In particular, 36] reported an increase in prediction gain of 2:8dB when a nonlinear predictor is trained on the residuals of a time-varying LPC predictor, which may be considered a linear-nonlinear processing scheme. We take another point of view to improving our nonlinear predictor performance by linearly combining the three predictor outputs, resulting in the nonlinear-linear processing scheme described below.
Linearly Combining Predictor Outputs for Improved Performance
During the course of the experiment, we noted that the error sequences produced by an ensemble of nonlinear predictor outputs trained on a given speech sample with di erent parameters exhibit some residual correlation with the desired prediction. This observation suggested that, by standard properties of least-squares estimators, some further improvement in prediction performance should be possible when the predictor outputs are used as inputs in an additional level of regression on the desired (actual) speech signal. In selecting a compatible structure for this subsequent processing, it was desirable to retain as much as possible the recursive on-line nature of the algorithm without signi cantly increasing the computational burden. Thus the sixth line of the overall result tables shows the best observed performance for each speech sample when the i > and taken as regressive vector inputs into another exponentiallyweighted RLS predictor or linear combiner (to avoid confusion with the reference adaptive linear predictor). As before, the regressive orders and weights of the best such RLS linear combiners are given in parentheses following their performance gures and are chosen from trials conducted over the parameter ranges speci ed in Table 16 . In most cases, only the most recent RBFN predictor outputs are necessary to provide a further nontrivial performance gain averaging 1:64dB over both the male and female speech samples. Augmenting the RBFN predictor output 3-tuples with autoregressive inputs drawn directly from the speech samples gives an additional small improvement of 0:51dB for the male speech samples and 0:27dB for the female speech samples, on average, for the best observed linear combiners. The exact performance gures for this nonlinear-linear input con guration are given in the seventh line of the tables, where the notation in parentheses is (nonlinear 3-tuple order+linear autoregressive order, RLS weight). Table 17 lists the trial parameter ranges in this nal con guration, for which the average performance gain over the RLS predictor for both male and female speech samples is 4:18dB. This gain naturally comes at the price of increased computational complexity, namely O ? n 3 per time step, where n is the number of basis function, versus O ? p 2 for the linear RLS predictor, where p is the linear autoregressive order. Whether the increased computational complexity of the regularized RBFN predictor over a linear one such as the RLS predictor is acceptable depends upon the intended application but we should note that further gains in the nonlinear predictor's performance over the linear one should (at least in principle) still be possible since not all network parameters were fully optimized, e.g., the bandwidth parameters.
Conclusion
We have presented two theorems relating the NWRE to the regularized RBFN that justify its application to nonlinear time series prediction. In the case of certain NLAR processes, we show that minimizing the risk over the training set is asymptotically optimal in the global m.s. prediction error, thereby demonstrating the key role regularization plays in the RBFN. To deal with the nonstationarity induced by a multimodal time-varying regression function, recursive algorithms for the periodic updating of RBFN parameters have been developed for both the in nite and nite memory cases that exhibit signi cant resemblance to the standard RLS algorithms and allow for similar interpretations. Experiments conducted on a suite of phonetically-balanced male and female speech samples demonstrate the nontrivial gains over linear techniques possible when the nonlinear processing of the regularized RBFN is applied to the 1-SA prediction of NLAR processes. We also describe how a simple linear combination of an ensemble of nonlinear predictor outputs via the RLS algorithm can yield further improvements in prediction performance with little added computational complexity while alleviating the di culty of optimal model parameter estimation.
A Proof of Theorem 1
In the proof, the following lemma for NWRE approximation with regularized RBFNs in the deterministic case will be useful: kg n (z)k kG n kkIk n (z) ( n (z) ? kG n k) y 0 n ; n (z) > kG n k (32) Using the Euclidean norm as an upper bound for all quantities except for G n , which we bound in Fr obenius norm as kG n k n, we obtain e f n (z) ? e f 0 n (z) p n n n (z) ( n (z) ? n) n p nM n 2 n M n (z) ( n (z) ? n) which can be written for our choice of n (z) as
The condition on n (z) in (32) can be satis ed by choosing n (z) > n ) n +1 h d n e p n (z)=C > n ) > log C= h d n e p n (z) = log n (34) Main Proof. Building upon Lemma 1, we treat each case separately:
It is easy to show that (9) implies that by choosing N to satisfy
we have n > N ) e p n (z) m=2 for all z 2 D. Hence for n > N, we may replace e p n (z) with m=2 in the denominator of the upper bound, and the term Cn ? =2 can be dominated by selecting a su ciently large constant to multiply the numerator of the order bound, i.e., 9L > 0 such that for n > N, L C 2 M n h 2d n m 2 > C 2 M n =2 h d n m=2 n =2 h d n m=2 ? Cn ? =2 (36) From the basic KDE consistency condition nh d n n!1 ! 1, requiring > max 2; log 2C = h d n m = log n ensures that the approximation error vanishes with increasing n. 2 . While the convergence rates for this case must be at least as rapid as for the a.s. uniform case (by squaring and taking expectations on both sides of (32) before computing the sup on the left-hand side), we can obtain slightly better convergence rates with tighter m.s. estimates of the terms in (32). We begin be noting that it is su cient to demonstrate the corresponding result in absolute value, since where the supremum is O (R 1 ) for n su ciently large by assumption (12) . Returning to the expectation term, taking expectations with respect to P Tn on both sides of (32) 
(41) where we have applied (13) . For the square of the middle term, we may again apply the majorization kG n k < n and use the same argument as for (36) to obtain the estimate By conditions (12) and (14), the rst sup term is (at least) bounded for su ciently large, while the second term vanishes by (11 
In order for (38) to be valid, we require that (32) hold uniformly over D, leading to the previous condition of > log 2C= h d n m = log n, where m is as de ned in (35) . As an aside, if (11) is weakened to the corresponding mean-input case, then (32) The implications of these approximation theorems are discussed in greater length in Section 2.1
of 23]. Here we merely note that while the introduction of F z is motivated by its utility in the proofs, the arguments contained therein imply nonetheless that over any given compact set D R d , the approximating regularized RBFNs have n growing asymptotically at rate at least n +4=(d+4) log d n 5 for > 2 in the uniform case and n +4=(d+4) for > 1 in the m.s. case, i.e., at least roughly (n) in both cases. Thus, for our purposes of comparison with regularized RBFNs trained in the \usual" way, i.e., with a single regularization parameter determined once from a realized training set t n and used thereafter over the entire network domain, it su ces to consider the NWRE as (roughly speaking) \in nitely" regularized RBFNs.
B Proof of Theorem 2
Before proceeding, we shall need the following elementary lemma concerning the convergence in probability of one-nearest neighbour distances. Proof. Let > 0 be given. Set A n;j ( ) 4 = fz; z n : kz ? z(j)k > g. We use the independence bound implied by Cauchy-Schwarz for the intersection of a nite collection of events fF i g n i=1 de ned with respect to a common probability measure P in which the rst term is no greater than unity while the strict positivity of the second term given > 0 follows from that of the integrand. To see this last fact, note that given any > 0, when x 2 S, the integrand must be strictly positive because (a) P Z is assumed absolutely continuous with respect to Lebesgue measure, hence S must have nonzero Lebesgue measure and (b) p is almost everywhere (Lebesgue) continuous, so an arbitrary radius open ball centred at almost all points of S must have nonzero P Z -measure. The proof can now be completed: given > 0, take N su ciently large so that q 1=2 j ( ) < 1=2 for all j > N. Then for all n > N ? log 2 , we have Q n j=1 q 1=2 j ( ) < as required.
We generalize slightly the de nitions of loss and risk from Section 3. 
By identifying e R 2 f; e f n with R n e n and R 2 f; e 
where we have again invoked Lemma 2 in the last line for as de ned in (62). Combining the inequalities (61), (65), and (69) yields R 2 f; e f n ? e R 2 f; e f n r(n) + 2 (n) = O n ? + O ? n ? ; 0 < < 1=d; + < 1
where the condition + < 1 is required for (62) to hold. This result implies that the asymptotic rate of convergence of e R 2 f; e f n to R 2 f; e f n can be made arbitrarily close to (but strictly less than) O n ?1=d , from which the desired conclusion follows.
We note that condition (57) is satis ed when, e.g., the kernel function K is Lipschitz, since we have assumed in both condition A.2 and the theorem preamble that the underlying map f is Lipschitz, and chosen conditions so that the NWRE hence RBFN converges to f in a compatible mode. Iteration: i ! i + 1, n ! n + 1 and repeat from Updating step. Iteration: i ! i + 1 and repeat from Updating step. 
