Abstract--We propose, in this paper, models of schistosomiasis that incorporate several realistic features including two human habitats, migration between these, negative binomial distribution of sehistosomes within human hosts, disease-induced mortality in both human and snail hosts, and others. The qualitative and quantitative mathematical properties are analyzed. Numerical simulations help examine the dynamics and suggest some properties of these models that we were unable to prove mathematically. Partial results are extended to models with multiple human groups, and numerical simulations also support the results. Explicit thresholds for the survival of schistosomes are established. Control strategies derived from these thresholds are also discussed.
INTRODUCTION
In the developing countries, schistosomiasis is frequently a serious health problem. There are several studies describing the dynamics of schistosomiasis and other parasitic diseases in human populations, e.g., [1] [2] [3] [4] [5] [6] [7] [8] . In [9] , we described some models that incorporate human hosts, adult parasites, uninfected and infected snails, free-living miracidia, and free-living cercariae. So far, the models have focused on the interactions between one group of human hosts and schistosomes in a contaminated water resource. However, in realistic situations, there might be several human groups sharing the contaminated water resource. Take the Yang-Tzi River as an example. Being the longest river in China, there is a serious schistosomiasis problem and there are also many villages, towns, and cities along the contaminated region.
This research was supported in part by NSF Grant DMS-9974389. While modeling any ecosystem in some detail, one should begin with a simple model. We consider, in this paper, two human habitats sharing the same contaminated water resource, as schematically represented in Figure 1 .
In this paper, we shall show some realistic models describing the disease dynamics involving two migrating human groups. We shall also study the mathematical properties of these systems. We consider a body of water where the intermediate snail hosts live that is either stagnant or moving slowly; thus, we need not consider the movement of the snails. We shall establish an explicit threshold below which the parasites die out, and above which the disease persists. We shall establish models with multiple human groups and find some structurally similarities between the models involving two human groups and those involving n groups, though some proofs are incomplete. We shall use numerical simulations to support the mathematical results and to support some suggestions of properties that we have been unable to prove through mathematical analysis. We finally discuss some control strategies by observing the roles of the different parameters in this threshold.
THE MODELS WITH TWO HUMAN GROUPS
Let N1, N2, P1, P2, S, I, C, M denote the numbers of human hosts living in Village 1, human hosts living in Village 2, adult parasites that are hosted by human hosts in Village 1, adult parasites that are hosted by human hosts in Village 2, uninfected snails, infected snails, free-living cereariae and miracidia, respectively. Let x(t, .) denote the infection-age density of infected snails at time t, i.e., fb x(t,T)dT denotes the number of snails that at time t have been infected with miracidia for a length of time ~-E (a, b), satisfying lim~_~ x(t, ~-) = 0. The following parameters will be used in our models (i = 1, 2), all of them positive, except c~, ds >_ 0: Ah,i is the recruitment rate of human hosts in Village i; bp is the per capita birth (egg-laying) rate of adult parasites;
As is the recruitment rate of snails; ph is the per capita natural death rate of human hosts; #p is the per capita death rate of adult parasites; #s is the per capita natural death rate of snails; a is the disease-induced death rate of human hosts per parasite; ds is the disease-induced death rate of snails; p is the per capita (successful) rate of infection of snails by one miracidium; ~ is the per capita rate of infection of human by one cercaria in Village i; r is the releasing rate of cercariae by one snail; cri is the treatment rate of human hosts in Village i; rni,j is the immigration rate of human hosts from Village i to Village j.
In [9] , we had the following system
We consider now the situation of two neighboring villages sharing a water resource which is contaminated by schistosomes. We assume that there is migration between these two villages.
Since we want to examine long-term dynamics, it would be unrealistic to use models of exponential growth for the human and snail hosts. Therefore, we use a simple recruitment model that asymptotically stabilizes those populations at a number equal to the ratio of recruitment rate to mortality rate. Then, the dynamics for the number of human hosts in Village 1, N1, and human hosts in Village 2, N2, are given by the following system:
--TD,2,1 N2.
(2)
The dynamics of the adult parasites in the two villages are given by a system similar to that in (1). We shall assume that the parasites are overdispersed and they have negative binomial distributions among human hosts with clumping parameters ki. We also assume the releasing rate of cercariae is infection-age independent, i.e., r(r) --r. Thus, C(t) = rI(t). Therefore, the dynamics for the adult parasites hosted by the humans living in Village 1 and Village 2, respectively, P1 and P2, are given by
Note that, based on [9] , the number of miraeidia, M, should be bp(P1 + P2) in this model. We integrate the partial differential equation for x in (1) with respect to ~-from 0 to oc, and thus, obtain an ordinary differential equation for the total number of infected snails, I
d
If we assume the uninfected snails have a constant recruitment rate, A~, then we have from (1),
Combining ( For mathematical simplicity, we shall make now a simplification that will allow us to carry out an analysis that is not possible in general, namely assume ds = 0. Then, summing up the last two equations in system (7), we have
d (S + Z) = As -~s (S + I). (8) dt
We further assume that the total snail population, S + I is at its carrying capacity--so that S + I is a constant To. Then, we can get rid of equation for S and then have the five-dimensional system d ~-~N1 = Ah,1 --phN1 -aP1 + rrt2,1N2 -ml,2N1,
dt The existence and the uniqueness of solutions to system (9) can be proved by using standard methods (see, for example, [10] ). Moreover, we shall prove that all the variables remain nonnegative and bounded for t > 0 with any nonnegative initial data. Before proving this claim, we need the following lemma. By contradiction, we assume that there exists t2 such that xl(te) --0, and xl(t) > 0 for 0 < t < te. We now consider two mutually exclusive cases. CASE I. 0 _< me(re) < A/a. From the equation for xl, we know that x~(te) > -#xl (te) . By the continuity of me(t), we know there exists to such that x~(t) _> -#xl(t) for to _< t _< te. Hence, ! xl _</z, Xl for to < t < t2. Integrating the above inequality, we have lnxl(t0) -lnxl(t) _< #(t--to) <_ #(t2 -to), for to < t < te. As t --~ t~, the left-hand side of the above inequality approaches oo while the right-hand side remains bounded. This means such te does not exist.
By continuity, we know that S is closed and t2 ~ S. Hence, S has a supremum, to < t2. We have xl(to) =min{Xl? ) h P~} P and again, by continuity of xl(t), we have 0 < xl(t) < xl(to) for to < t < te. Note that xz(t) is decreasing for t 6 (t0,t2). If not, from the facts that x~(t) < pA/Fa for to < t < t2, that x[(t) < 0 for t < t2 close enough to t2 and the continuity of the equation for me, we would have the existence of t. such that xe(t,) <_ A/a, but xe(t) > A/a for t. < t < te. However, the fact that x2(t) > A/a for t. < t < t2 and xe(te) > A/a tells us that such t. does not exist, by observing that x~(t) < 0 for t. < t < re. Therefore, it follows that xe(to) > A/a. Next, we shall prove that there exists tl E (to, te) such that xe(tl) = max{xe(to)/2, A/a}. If not, then by continuity, we would have xe(te) > xe(to)/2. We also see from the equation for xe, that
<_ -(a + c) --,

X2
Xl for all t C (to,te). Integrating from to to te and given that 0 < x1(t) < xl(to), we have
From the equation for xl and the fact that xl(t) < A/# for t E (t0,t2), we see that x~ _> -axe. Integrating this relation from to to te, we have
Hence,
( oln )
m1(te)_>xl(to) I >0.
This contradicts Xl(t2) --0. Thus, such h exists.
If me(h) > A/a, then we consider tl as a new initial point in the above proof. Note that the new x2(0) is less than half of the original me(to). Thus, repeating the above procedure a finite number of times, we see that there exists a t* < t2 such that me(t*) --A/a and xl(t*) > 0. The fact that x2 is decreasing makes me(t2) < A/&. The argument of Case I tells us that is impossible. Hence, the assumption that such t2 exists is false. The proof is complete. | Now, we prove the nonnegativity of solutions of system (9) from nonnegative initial data. 
I(O) > O, then Nl(t) > O, N2(t) > O, Pl(t) >_ O, P2(t) >_ O, I(t) > 0 for t > O.
PROOF. By contradiction, let us assume there exists a ta such that Nl(t3) > 0, N2(t3) > 0, Pl(ta) _> 0, P2(ta) _> 0, I(ta) > 0 but one of these five classes violate the above inequality for t just after t3.
We first show that P1 cannot be such class. Indeed, in the equation for P1 in system (9), Pt(ta) = 0, I(t3) _> 0, and Nz(t3) > 0 imply P{(t3) > 0. So, it is easy to see that Pl(t~-) > 0. Thus, we know P1 cannot be one of them. Similar arguments can be applied to P2 and to I. Finally, we claim that N1, ?/2 cannot be such classes either.
Without loss of generality, assume that N1 becomes 0 no later than N2. Then, there exists t2 such that N~(t2) = 0 while N~(t) > 0 for t c [0, t2), i = 1,2. We also note that I is bounded above by To, by the nonnegativity of P1 and P2. Now we can generalize Lemma 1 with N1, P1 playing the roles of xl and x2, respectively.
Note that replacing A, #, F, p, a + e in Lemma 1 by Ah,1 + rn2,1N2, Ph + ml,2, flirI, 5i, ak0, respectively, in system (9), the only change is that A and F in Lemma 1 become positive functions instead of positive constants. Following the procedure of Lemma 1, we can show that t~he class N2 must violate the positivity inequality earlier than N1, a contradiction. This concludes the proof. | Before proving that the population variables are bounded above, we solve the following system of equations:
The only solution of (10) is ~N (°)1 , N(°)~2 j, where
with i,j = 1,2, and i #j.
THEOREM 2. For any nonnegative initial data the solutions of system (9) are bounded for all time.
PROOF. In the proof of Theorem 1, we have shown that the class I is bounded above. We will show next that, for i = 1, 2, Ni(t) < N~ °) if Ni(0) < N~ °). If not, then there exists a trajectory that crosses the hyperplane N1 = N} °) or the hyperplane N2 = N (°). Assume, without loss of generality, that the trajectory crosses N1 = N~ °), i.e., there exists a tp such that Nl(tp) = N~ °) and Nl(t +) > N} °) while N2(tp) <_ N (°). Now the equation for N1 says N{(tp) < O, telling us that is impossible. Thus, we see that -/Vi(t) is bounded above by N[ °). Since I and N1 are bounded above, it is easy to see from the equation for P1 in (9) that P1 is bounded above. Similarly, so is P2. |
The proofs of existence and uniqueness of solutions, and the well posedness of system (7) are d similar to those for system (9) . The nonnegativity of S can be proved from NS > 0 for S = 0. We also note that d(s + I) _< & + I).
That gives a upper bound A~/p~ for S + I, and hence, for I and S.
ANALYSIS OF STEADY STATES
We explore the equilibria of system (9) first. It is easy to see that the parasite-free equilibrium Eo rN (°) N (°) 0, 0, 0) always exists, where N~ °) is given by (11) .
We introduce now the basic reproductive numbers, 741,742, and 740. Let
If we restrict our observation in Village i only, then ~i plays the same role of the reproductive number 74o in [9] while ~(~) ~(i) correspond to 74MS, 74SM, respectively. In this paper, let
We shall show that 74o plays an important role as threshold for this dynamical system. The stability or instability of the trivial equilibrium determines whether the parasites will be able to establish themselves in an uninfected population. The following result shows that the parasites will go extinct if 74o < 1. PROPOSITION 1. Consider system (9) 
N,(t),N2(t),P,(t),P2(t),I(t)) = (N~°)
,N~°),0, 0,0) tlirnoc for any positive solution of system (9) .
In order to prove Proposition 1, we need the /emma below, found in [11] . For a bounded real-valued function f on [0, oo), we define f~ = liminf f(t), foo = limsup f(t). 
¢ (P~ + P~) To I °° < #s Next, let {tn} be a sequence such that Pl(tn) -+ P~ as n --+ oo. We can find a subsequence {tn~} of {t,~} such that I, N1 converge for such subsequence. Using again Lemma 2 and the equation for P1 in (9), we see that
p~xD < (/31T'~ iOON~O. o _< (PF + P~)(~g -i).
Since ~0 < 1 and P~, p~o are nommgative, P~ + P2 c~ = 0 is the only possibility to make the above inequality hold. If follows that
Hence, limt_+oo I(t) = 0 by (15). Now it is easy to see that
which completes the proof. |
We have shown that E0 is a global attractor when T~0 < 1. Now, we show that E0 is unstable when T¢0 > 1. Since the two roots of the first factor are either negative real or complex conjugates having negative real part, we know by the Routh-Hurwitz criterion that Eo is unstable if a3 < 0, which is equivalent to ~0 > 1. | Proposition 2 suggests that when 7~0 > I the parasites will maintain themselves in the population. In fact, we shall show that result under the assumption that the per capita disease-induced mortality rate of humans, a, is much smaller than the other parameters, which is true for schistosomiasis.
PROPOSITION 3. /fRo > 1, then (9) has a unique endemic equilibrium E. = ( N~ , N~ , P~ , P~ , I * ) , that is P~, P~, I* > O. Moreover, if a is small, then E. is locally asymptotically stable.
PROOF. First, we consider ease a = 0. It is easy to see then that the condition for an endemic equilibrium t3. to exist is ~o > 1, and we know t77. is unique since Since the two roots of the first factor are either negative real or complex conjugates having negative real part, we know again by the Routh-Hurwitz criterion that E. is locally stable if T~0 >1.
Let X(t) denote (Nl(t), N2(t), Pl(t), P2(t), I(t)), then we can rewrite system (9) as
x' = A(~, X). (20)
We want to show that the nonlinear system A(a, X) = 0 has a unique solution when a is small. We have already pointed out that A(0, X) = 0 has a unique solution E.. We see that the Jacobian matrix of A at (0, E.) has determinant
--[(]~h -}-7r~l,2)(]~h + m2,1) --m1,2m2,1]b3 7 d O.
By the implicit function theorem in [12] , it follows that there exists a unique endemic equilibrium when a is small. Moreover, we also know that such E. is locally asymptotically stable when is small, by the continuity of the eigenvalues of the characteristic equation of E. with respect of a. !
The behavior of system (7) is similar to that of system (9) . We know that the parasite-free
equilibrium E L = (N}°),N~°),O,O,S(°),O)
always exists, where N} 0), N~ 0) are the same as those in system (9), while S (°) = A~/#s. We also define the reproductive numbers, 7~, 7~, and 7Z~) by 
~ =,/vU)' ~(~)'
V'"MS'"SM, i = 1, 2,(21)
n~ = V/(~) 2 + (~)~. (23)
We know that the parasite-free equilibrium E L is a global attractor when T£~ < 1 and it loses its stability when 7¢~ > 1. We also know that the endemic equilibrium E~, is unique when 7Z~ > 1 and a = 0. The implicit function theorem tells us again that E~, is unique when a is small. Though we cannot derive any stability results for El, in this case, the results of ore" simulations suggest E~, is still locally stable when 7Z~) > 1.
EXTENSION TO n HUMAN GROUPS
Since there may be more than two human groups sharing the same water resource, we are going to extend the system from two human groups to n. Using the notation defined above, we where i,j = 1,..., n. The structure of systems (24) and (25) is similar to those of systems (7) and (9), respectively. The existence and uniqueness for these two systems of n human groups are trivial. It is also easy to prove the well posedness of these systems after showing the following 1emma.
LEMMA 3. The system (26) has a unique positive solution (N (°) N, (°) , N(°))
.
PROOF. From elementary linear algebra, it is easy to see that the normal vectors of the above hyperplanes are linearly independent (since all parameters involved are positive, the system is diagonally dominant). Thus, there is a unique solution. If some of those N {°) are nonpositive, say N{°),..., N}: ). Then, we see a contradiction by summing the ij th equations for 1 <__ j < k, and noting the right-hand side of (26) must be greater than 0. | Let us define the new reproductive numbers of system (25) as
where ~ is given by (12) and (13), while the new reproductive numbers of system (24) are (2s) where 7~i is given by (21) and (22).
Similarly to Proposition 1, it is easy to show that the parasite-free equilibrium is a global attractor if T~,0 < 1 in system (24) or 7~, 0 < 1 in system (25). Since the global stability implies local stability, we have the following corollary by observing the principal n x n submatrix of the (2n + 2) × (2n + 2) Jacobian matrix of system (24) at the boundary equilibrium.
COROLLAKY. The eigenvalues of the following matrix
--~ --~ ml,i m2,1 ...
ran,1
i~l ml, 2
--]_t --E ?/t2,i " "" ?Ttn,2 i¢2 ml,n m2,n ...
--#--~ mn,i i~n (29)
all have the negative real parts, if # and mi,j are positive real numbers.
We have a result similar to Proposition 2, that is, the parasite-free equilibrium is unstable if 7~n,0 > 1 in system (24) or 7~, o > 1 in system (25). The proof is similar.
Summarizing the above results, it is very likely that systems (24) and (25) have structures similar to those of (7) and (9), respectively. Though we cannot prove at present the stability of the endemic equilibria, the simulations in the next section indicate the extension of Proposition 3 to this case should also hold.
NUMERICAL SIMULATIONS
In this section, we provide numerical evidence that supports and extends the conclusions of previous sections. In particular, we see the extinction of parasites when the reproductive number is less than unity and we see convergence to an endemic equilibrium when it is greater than unity.
First, we employ Newton's method to find the estimations of E. for later comparison with the asymptotic populations reached in the simulations. We find that, to determine E., we have to solve the following system of equations 
= ~ (P{ + P~) (To -I*) -(#s + ds)I*,
while the approximations of P{, P~, and I* are known from Proposition 3. Using a similar method, we obtain an estimation of Et.. Next, we use the backward Euler's method to simulate the dynamics of systems (7) and (9) . In order to simulate a fairly realistic situation, we use years as units of time, and we choose the parameters ]_t h : 0.014 (human beings average life span = 70 years = 1/#h), AhA ----5.6, Ah,2 ----11.2, (without migration, the carrying capacities of Village I and Village 2 are 400 and 800, respectively) #s = 0.2 (snails average life span is 2-8 years), As --2000 (without schistosomiasis, the carrying capacity of the snail population is 10,000), k0,1 = 4.31, k0,2 = 4.35, (clumping parameter k is about 0.3, and ko# = (k + 1)/k, as measured from data in Brazil), ds = 0.001, r = 10, ml,2 = 0.0011, m2,t = 0.0009, /~1 = 0.0005, /~2 = 0.001, #p = 0.3 (average life span for a parasite is about three years), a = 0.0000000001, 51,52 = 0.3140000001 or 0.5140000001 (5i = tth ÷ #p + a ÷ (r~, the treatment rate in the first case is 0 while in the second case is 0.2). We use the estimations of E. and E~. to check if (Nl(t), N2(t), Pl(t), P2(t),I(t)) converge to them when TO0 and T¢~, respectively, are greater than 1.
In Figure 2 , we show some results for system (7) . We adjust ~ to make the reproductive rate in the range we want. In the first and second graphs, the reproductive numbers 7¢0 are close to 1, so that we can appreciate the importance of this threshold. The simulations support the theory about the stability of equilibria for both systems and also suggest that the conjecture about the stability of the endemic equilibrium made for (7) is justified. Moreover, they stress the importance of the transients, since several hundred years are needed in some cases for the system to reach equilibrium and predictions for such length of time are unrealistic. Figure 3 indicates that the discussion in the above section is correct. Though we cannot show
(Nl(t), N2(t), Na(t), Pl(t), P2(t), Pa(t), S(t), I(t))
converges to the endemic equilibrium when 7% > 1, choosing the parameter a << 1, we have N[ close to Ni (°) and this is the value approached in the simuiations.
C O N T R O L S T R A T E G I E S
The above results provide a condition, T~0 < 1, for the eradication of the disease. In [8] , we see that the treatment rates cq, the snail-to-man transmission parameters ~.i, and the man-to-snail transmission parameter ~ are important in the reduction of ~o-The first, of course, should lead directly to a decrease in the parasite population and, therefore, also in those of miracidia and cercariae. The second one can be decreased by reducing exposure of humans to contaminated waters. The migration parameters rn~j are the new important parameters in this paper. We shall discuss the relationships between these parameters and 7%o. Unless we say otherwise, we adopt the parameters used in the previous numerical simulations. R 0 Figure 4 . We choose ~ = 0.0000357, and t h e t r e a t m e n t rates ~1 = a2 = 0. We observe in Figures 4 and 5 that T~ 0 decreases dramatically when ~2,1 is fixed as a small number and ml, 2 increases, and 7~ 0 increases sharply when mi,2 is fixed as a small number and m2,1 increases. The changes in 7~0 are not so large if the migration rates are large. This shows the migration from the village with the lower 7~ i to the one with the higher 7~ i helps decrease T~o. On the other hand, the increase of migration from higher 7~i village to lower 7~ i village causes an increase of 7~ 0. However, the effect is less pronounced if the migration rates are large, which in real life they probably are not.
In Figures 6 and 7 , we show the relationship between or1, a2, and T~0, to understand the relative effect of treatment in each village. We observe the increase of cr 2 is much more efficient than that of (71 and the increase of (7] with (72 very small is almost useless. This is just a reflection of the fact that the disease is more prevalent in Village 2. We choose ~ = 0.000001428, so T~0 = 1.39 when the treatment rates (rl, ~r2 are 0.
The level curves in Figure 7 show crl as a function of (72 for T~0 equal to 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, and 1.3, respectively. Now, we consider the infection rates/31, and/32 as the control factors. Figure 8 shows 7~0 as a functions of/31 and/32. We choose ~ --0.00000357, and the treatment rates (71, ~2 are 0.
For each value of 7~0,/31, and/32 have a linear relationship, (23). Figure 9 , shows level curves corresponding to T~0 --0.5, 1.0, 1.5, 2.0, 2.5, and 3.0, respectively.
As we can see in the formula of 7~0, the infection rate of snails ~ --pbp is proportional to T~0.
As we know, there is no practical information on ~. However, without treatment, T~0 ranges from 1 to I00. Substituting the other parameters into the 7~0 formula, we see that ~ ranges from 0.000000357 to 0.0000357. Knowing the range of ~ and the linear relationship with 7~0, we can set up some snail control strategies.
The discussion about the extension to n human groups and the resulting reproductive numbers, (27) and (28), tells us that we have to consider every human group surrounding the contaminated water body as a system (instead of a single human group) while investing in schistosomiasis control. Otherwise, the expenses may well be in vain and the effect of treatment rather negligible. On the other hand, if we are in a situation where T~i is extremely small for all i except for T~I, say, then we may reduce 7~0 by controlling T~I only. This control program would save a lot of money.
DISCUSSION
The mathematical analysis of the two new models in this article derives epidemiological consequences of schistosome distribution among two groups of human hosts, and migrations between human groups. The main contributions of this study are to extend the single human group roodels in [9] to two human habitats, to provide a nearly complete qualitative analysis for the more complex models and to define a threshold that determines the survival of schistosomes.
We have shown that, when the reproductive numbers are greater than 1, one can prove the stability of the endemic equilibrimn in system (9) (we obtain it from system (7) by adding an assumption that the snail population is already stabilized). The similarity of these two systems and the results of simulations suggest that the stability of the endemic equilibrium in system (7) is still valid. We also extend the results to n villages, and prove partial results, while the numerical simulations suggest the structures of the models for n human groups are similar to those for the models of two human groups.
The nonlinear dependence of T~0 on the treatment rates a~ and on the snail-to-man transmission rates ~ allow us to decide which human population to treat (by increasing its cq) or educate (to reduce its/3i) to design a more efficient treatment program with the available resources.
We have assumed the release rate of cercariae by one snail is infection-age independent. We make this assumption in order to avoid having a partial differential equation in our system.
Control strategies incorporating more empirical data can be discussed as better data becomes available. Future developments of these models can also incorporate seasonal heterogeneity, age-dependent human infection rate, acquired immunity, migration of cerearia driven by flowing waters, and stochastic effects.
