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Abstract. Data association methods are used by autonomous robots to find 
matches between the current landmarks and the new set of observed features. 
We seek a framework for opinion mining to benefit from advancements in 
autonomous robot navigation in both research and development.  
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1   Introduction 
Opinion mining (OM) is a new field of data mining. Its underpinnings are 
information retrieval and appraisal theory which is a recent theory in computational 
linguistics [1].  OM is concerned with the opinion that can be induced from 
documents. OM is divided into three major tasks: development of linguistic resources, 
sentiment classification, and opinion summarization, as shown in figure 1 [2]. 
Fig. 1. Tasks for opinion mining and its relationship with related area 
We seek a framework for OM that benefits from advancements in autonomous 
robot navigation in both research and development. For a mobile robot to be 
autonomous, it must solve the simultaneous localization and mapping (SLAM) 
problem, i.e. to be able to progressively build a consistent map of an unknown 
environment while simultaneously determining its location within this dynamically 
changing map [3]. The solution of SLAM problem, especially the data association 
task has been one of the notable successes of the robotics community over the past 
decade, as surveyed in [3]. Data association is very crucial task to find matches 
between the current landmarks and the new set of observed features [4].  
The utilization of data association methods for OM is not a new idea. Pointwise 
mutual information (PMI) has been used for determining Semantic Orientation (SO) 
of a term with high accuracy within very large corpora [5]. PMI calculates the co-
occurrence probability of each term pair x, y. 
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SO of a term can be calculated by considering some paradigmatic terms. 
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where t is the target term and ti is a paradigmatic term. SO(t) can be either positive 
or negative, and the magnitude is the strength of the orientation. 
The rest of the paper is outlined as follows. Section 2 reviews the tasks for opinion 
mining. Section 3 introduces Robopinion – a framework for OM that benefits from 
advancements in the community of autonomous robot navigation. Section 4 
investigates the proposed framework and concludes the paper. 
2   Background 
2.1   Opinion Mining Tasks 
First, we need defining some sentiment-related properties of terms such as term 
orientation (Positive/Negative), term subjectivity (Subjective/Objective), and the 
strength of term attitude. Developing linguistic resources can be achieved in many 
ways. The major methods are: PMI [5], conjunction method [6], WordNet exploring 
method [7], and gloss classification method [8]. SentiWordNet is developed as 
publicly available linguistic resource [9]. 
To determine polarity, sentiment classification is applied to classify the sentiment-
orientated documents into positive or negative. Mean semantic orientation of 
extracted phrases in a given document can determine the category the document 
belongs to [10]. An alternate approach is to apply standard machine learning 
classification techniques for classifying the sentiment [11]. In this approach, a 
document is converted into vector of high dimensionality before applying classifiers, 
such as: SVM, maximum entropy, Naïve Bayes, and ADTree. 
Finally, Results are summarized and visualized in many forms. Some systems use 
thumbs up/down such as ReviewSeer[12], and some use star rating such as 
RedOpal[13]. Other systems use linguistic resources with sentiment lexicons, such as 
Opinion Observer[14], and WebFountain[15]. 
 
3.2   Data Association for Robot Navigation 
The general architecture of the control unit of most autonomous robots is shown in 
the next figure [16]. In stochastic mapping [17], data association is simply addressed 
using a classical technique in tracking problems called the nearest neighbor (NN) 
[18]. The development of the robust method of Joint Compatibility Branch-and-
Bound data association (JCBB) is encouraged by the fact that the simple Nearest 
Neighbor (NN) algorithm for data association is very sensitive to the sensor error, 
increasing the probability of matching unrelated map features [4].  
 
 
Fig.2. Control Architecture of autonomous robots 
 
José Neira builds a MATLAB™ simulation that demonstrates data association 
methods for a mobile robot equipped with a point detector [19]. The robot is to move 
in an environment with red point features at each side of a square trajectory, where 
red points and trajectory are ground truth.   
3   Proposed Framework 
3.1   Robopinion  
The main procedure is shown in the following figure. 
MAIN( ) 
Step 0: Load global configuration settings, such as 
Concept name, i.e. C 
Number of sub-concepts, i.e. n 
Sub-concept list, i.e. L 
Mode of operation, i.e. mode 
Step 1: INTERVIEW-SESSION ( ) 
Step 2: Assess sub items of opinion 
Step 3: Navigate the landscape with ground truth 
Step 4: Measure the total aberration to determine polarity 
Fig.3 main procedure 
 
A concept name C, such as a new product to express an opinion about, has a 
number of sub-concepts L such as price, weight, etc. The concept provider is called 
imposer, as it is his/her responsibility to provide the set of features' evaluation criteria.  
Step 1 of the main procedure introduces interview sessions to get opinion 
documents. Interviews are one of simplest knowledge acquisition methods. A 
structured interview forces an organization of communications with asking planned 
questions, thus reducing problems inherent in interviews and helps preventing the 
distortion caused by vagueness and subjectivity [20]. INTERVIEW-SESSION is 
shown in next figure. 
 
INTERVIEW-SESSION ( ) 
Step 1: Authenticate user name and password 
Step 2: Open interview session, and create a TEMP text file  
Step 3: If mode is STRUCTURED then do 
 Step 3.1: for counter = 0 to (n – 1) 
  Step 3.1.1:  write ("Enter your opinion about "+ L[counter]) 
  Step 3.1.2:  sub := readLine()  
  Step 3.1.3:  writeLine (TEMP , L[counter] +"=" sub) 
 End for 
Else do 
 Step 3.2:  write ("Enter your opinion about all these items "+ L) 
 Step 3.3:  all := readLine()  
 Step 3.4: for counter = 0 to (n – 1) 
  Step 3.4.1:  sub := concordance(L[counter], all)  
  Step 3.4.2:  writeLine (TEMP , L[counter] +"=" sub) 
 End for 
End if 
Step 4: close the interview session, and save the TEMP text file 
Fig.4 Interview session procedure 
 
Text concordance, mentioned in step 3.4.1, is one of the most commonly used 
corpus analysis tools, and certainly the oldest to obtain a table in which words which 
occur in a text are paired with citations of the text passages in which they occur. The 
art of concordancing hits the highest point in computational corpus linguistics [21]. 
Step 2 of the main procedure introduces assessment method. We adopt Likert scale 
[22] as it is a common psychometric scale widely used to scaling responses in survey 
research that employs questionnaires [23]. We represent the assessment as plum 
representation shown in the next figure. 
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Fig 5 plum representation of polarity 
 
The assessment itself touches some linguistic topics. First, copulas play an 
important role in the categorization of the lexicon [24]. If we encounter a phrase in 
the form "X is Y" where X ∈ L, then we can say with a great confidence that the 
assessment is the evaluation of Y using appraisal theory [1]. Another linguistic 
concern is inflectional morphology, especially declension of nouns, adjectives and 
pronouns [25]. If X' is an inflection of X then it can be replaced by X.    
Step 3 of the main procedure introduces robot navigation in a landscape. This may 
utilize JCBB data association [19]. Converting textual data to numerical coordinates 
can be done using a technique with high speed up [26]. The construction of the 
landscape may obey the following assumptions for fair judgement: 
• The imposer should state an even number of sub-concepts, here we have 10. 
• Odd numbered sub-concepts represent positive features 
• Even numbered sub-concepts represent negative features 
• The total sum of all features is zero.  
• Two dummy nonnegotiable sub-concepts are added: the zero and pre-zero. 
• The zero sub-concept denotes the existence of a concept in hand.  
• The pre-zero sub-concept: "Cogito ergo sum"; or "I think, therefore I exit". 
All these considerations are shown in the landscape in the next figure. Ground truth 
points are usually imposed, but can be obtained from the so-for established facts from 
previous interview sessions.  
 
Fig. 6 ground truth 
 
3.3   Results   
Figure 7 shows the trail and the depiction of the normalized aberration in x axis for 
the ten features by exploiting JCBB data association. Aberration in x axis is made to 
be normalized that the maximum negative aberration subtracted from the maximum 
positive aberration gives one.  
                      
Fig. 7 Trail and normalized aberration in x axis using JCBB data association 
 
With notice three slopes: the positive aberration slope with length 0.31, the negative 
aberration slope with length 0.6, and the in-between neutral slope with length 0.09. 
For that session we can say that the opinion polarity is negative as -0.29 = 0.31 – 0.6. 
4   Discussion 
The main goal of this paper is to extract, classify, and understand opinions. We 
developed a framework for OM that benefits from advancements in autonomous robot 
navigation in both research and development.  Many researchers consider the topic 
of SLAM to be close to being solved. Data association task has been one of the 
notable successes of the robotics community over the past decade. Data association is 
very crucial task to find matches between the current landmarks and the new set of 
observed features.  
The future work may have many directions. One possible direction is studying the 
possibility and the logic behind getting opinion about the existence of something. The 
zero sub-concept denotes the philosophical consideration that ontology precedes 
epistemology. As we start with the zero assumption that the thing exist, getting a 
negative polarity may be a paradox. Consider the political debate corpus [27], the 
"God" folder. Are we studying the opinion about existing things? at least in the minds 
of the imposer and the opinion holders.  
Another possible direction is studying "the benefit of the doubt" due to vagueness. 
The benefit of the doubt is common term in judiciary jargon that is to believe 
something good, rather than something bad, when you have the possibility of doing 
either. Again, let us consider the political debate corpus. Within the "God" folder, we 
have the following two posts: 
post_209 
#stance=stance2 #originalStanceText=No #originalTopic=is-there-a-god 
Exactly 
 
post_940 
#stance=stance2 #originalStanceText=against #originalTopic=God_Exists 
 Forty Two 
The first is clear, while the other is vague, referring to The Hitchhiker's Guide to the 
Galaxy, a science fiction comedy series created by Douglas Adams. 
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