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Gravitational waves emitted from compact binary coalescence can be subject to wave diffraction if
they are gravitationally lensed by an intervening mass clump whose Schwarzschild timescale matches
the wave period. Waves in the ground-based frequency band f ∼ 10–103 Hz are sensitive to clumps
with masses ME ∼ 102–103 M enclosed within the impact parameter. These can be the central
parts of low mass ML ∼ 103–106 M dark matter halos, which are predicted in Cold Dark Matter
scenarios but are challenging to observe. Neglecting finely-tuned impact parameters, we focus on
lenses aligned generally on the Einstein scale for which multiple lensed images may not form in the
case of an extended lens. In this case, diffraction induces amplitude and phase modulations whose
sizes ∼ 10%–20% are small enough so that standard matched filtering with unlensed waveforms do
not degrade, but are still detectable for events with high signal-to-noise ratio. We develop and test
an agnostic detection method based on dynamic programming, which does not require a detailed
model of the lensed waveforms. For pseudo-Jaffe lenses aligned up to the Einstein radius, we
demonstrate that a pair of fully upgraded aLIGO/Virgo detectors can extract diffraction imprints
from binary black hole mergers out to zs ∼ 0.2–0.3. The prospect will improve dramatically for
a third-generation detector for which binary black hole mergers out to zs ∼ 2–4 will all become
valuable sources.
PACS numbers:
I. INTRODUCTION
Recent detection of gravitational wave (GW) signa-
tures from compact binary coalescence with the ground-
based observatory network aLIGO/Virgo has opened up
a new window into the Universe [1–6]. Large number
of events from an increased volume are expected af-
ter aLIGO/Virgo undergo major upgrade and after KA-
GRA [7] and LIGO-India [8] join the network in the near
future.
GWs can be gravitationally lensed if the line of sight
is perturbed by a mass clump such as the dark matter
(DM) halo associated with a galaxy or a galaxy clus-
ter [9–17]. At cosmological distances z ' 1, about 10−3
of the events would be strongly lensed by intervening
galaxies. If observed, these special events can be used
to probe cosmology [18–20] or to constrain fundamental
physics [21, 22].
In contrast to the galactic mass scale ML & 1010M,
the lumpiness of the Universe on smaller mass scales
are empirically less understood. In the Cold Dark Mat-
ter (CDM) paradigm, DM halos are predicted to span
a mass range across many orders of magnitude ML ∼
10−6–1015M [23–26]. In alternative scenarios, forma-
tion of low mass clumps may be suppressed or prohib-
ited, such as in the case of Warm Dark Matter [27–29],
or Bosonic Dark Matter with a macroscopic de Broglie
∗NASA Einstein Fellow; Electronic address: ldai@ias.edu
wavelength [30–35]. For testing those models, strong
lensing of distant electromagnetic sources have been con-
sidered as powerful tools to probe halos of low mass scales
ML ∼ 106–109M, mainly residing in intervening galac-
tic halos [36–50] or cluster halos [51–54] as substructure.
When the Schwarzschild time corresponding to the lens
mass is comparable to the wave period, wave diffrac-
tion effects become important [55–57]. In this paper, we
focus on the frequency band of ground-based detectors
f ∼ 10–103 Hz, which points toward an intriguing mass
scale ME ∼ 102–103M enclosed within a projected ra-
dius on the order of the impact parameter. When the
impact parameter is on the order of the Einstein radius,
this corresponds to the inner mass enclosed within that
radius, and the lens’s actual virial mass may be a few
orders of magnitude larger ML ∼ 103–106M. Those
mass scales are relevant for collapsed DM halos in CDM
theories. Meanwhile, matter distribution on those scales
may be smoothed out in alternative micro-models for the
DM. However, observing sub-galactic DM clumps is in
general difficult due to the lack of electromagnetic emis-
sion. Gravitational wave observations therefore offer a
precious window into the matter distribution in the Uni-
verse on very small scales.
Lensing in the geometrical regime preserves the shape
of the waveform. Without electromagnetic observation,
it is difficult to disentangle between the true source dis-
tance and the lensing magnification. Inference about the
lens therefore requires detecting multiple images. By con-
trast, wave diffraction induces amplitude and phase mod-
ulations in the frequency domain waveform. Those mod-
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2ulations are observable imprints of lensing even though
multiple images do not always form — for example in the
case of a relatively large impact parameter or a shallow
inner density profile of the lens.
In the single-image regime, diffraction-induced modu-
lations are small in size [55]. Typically, the amplitude
modulation is no larger than a few tens of percent in
fraction, and the phase modulation is less than a few
tens of percent of a radian, although those can be en-
hanced in the presence of an external shear. Since the
overall distortion to the waveform is moderate, stan-
dard matched filtering using unlensed templates would
yield a good match. Nevertheless, we will show that a
diffraction-distorted waveform is indeed distinguishable
from the unlensed waveform provided that the matched
filtering signal-to-noise ratio (SNR) is sufficiently high
(e.g. & 20–30).
In previous studies, the detectability of the lensing
diffraction effects was often estimated based on the tech-
nique of matched filtering [55, 58, 59], which requires
specifying a lensed waveform model. For idealized lenses,
such as point masses or singular isothermal spheres, it is
feasible to construct a parametrized model for the mass
profile and derive the corresponding diffraction signature.
However, for realistic lenses this approach can be cum-
bersome due to the large number of parameters needed.
Moreover, the correct lens profile to use may not be confi-
dently known from theory or from simulations, especially
for low mass DM halos.
Another issue overlooked in previous works was the
look-elsewhere effect, which reduces detection signifi-
cance. This is particularly pertinent because a large num-
ber of possible lensed waveforms need to be searched for,
and because lensed events are expected to be rare. Any
practical detection method must allow for correct quan-
tification of the look-elsewhere effect.
To address the above issues, we present a new method
based on dynamic programming. The method is com-
putationally cheap and is highly practical as it does not
require any parametrized model for lensed waveforms.
The key idea is that diffraction-induced amplitude and
phase distortions are highly correlated in the frequency
domain, unlike the (nearly) stationary detector noise
which has little correlation between different frequency
components. We therefore compute a marginalized like-
lihood over all possible waveform perturbations around
the best-fit unlensed waveform, assigning a prior prob-
ability for random amplitude and phase perturbations
such that correlated perturbations are favored. Under
the assumption of a Markovian process, this marginalized
likelihood can be efficiently computed with the Forward
algorithm [60]. The false positive and the false negative
probabilities can then be quantified through the Monte
Carlo technique, which properly accounts for the look-
elsewhere effect.
As a proof of concept, we will assess the observational
prospect of our method applied to compact binary coa-
lescence, using a pseudo-Jaffe lens with a characteristic
mass ME ∼ 102–103M enclosed within the Einstein ra-
dius. For a pair of fully upgraded aLIGO detectors, we
find that the horizon distance of sensitivity for binary
neutron star (NS) mergers is not likely to be promising
in terms of probing a substantial amount of line-of-sight
mass, but that for binary black hole (BH) mergers can
reach as far as ∼ 1 Gpc (effective luminosity distance).
The prospect will be further enhanced with joint detec-
tion by additional detectors in the network. As for one
third-generation detector, such as the proposed Einstein
Telescope (ET) [61], the horizon for suitable binary BH
sources will be dramatically extended to & 10 Gpc, in
which case the line of sight can have a significantly larger
chance intersecting low mass halos.
The remainder of this paper is organized as the follow-
ing. In Sec. II, we review the physics of lensing in the
wave diffraction regime, with emphasis on the general
behaviors of the diffractive distortion. We then discuss
how to detect diffraction signals in Sec. III. We first de-
velop intuition using the idealized method of matched
filtering (Sec. III A). We then present a practical detec-
tion method based on dynamic programming (Sec. III B).
In Sec. IV, we demonstrate the method of dynamic pro-
gramming by performing mock detection with binary NS
and BH mergers. Assuming a representative lens profile,
we estimate detectability for those GW sources at second-
generation detector networks and at third-generation de-
tectors. In Sec. V, we briefly discuss whether or not
diffraction induced modulations may be degenerate with
the effects of spin-orbit precession and orbital eccentric-
ity on the waveform. Finally, we present summarizing
discussion in Sec. VI.
II. DIFFRACTION DISTORTION IN
WAVEFORMS
Consider a lens at redshift zL and a GW source at red-
shift zS in a flat Friedmann-Lemaˆıtre-Robertson-Walker
universe. Let dL, dS and dLS be the angular diameter
distances to the lens, to the source, and from the lens to
the source, respectively. At any given observed frequency
f , the lensed waveform is h(f) = F (f)h0(f), where h0(f)
is the unlensed waveform. Under the approximation of
a single mass sheet, the multiplicative factor F (f) is a
complex number and can be obtained from an diffraction
integral [62]
F (f) =
f (1 + zL)
i
dL dS
c dLS
∫
d2x ei 2pi f (1+zL) τ(x), (1)
where x are the angular coordinates on the lens plane.
The ray travel time τ(x), defined relative to free prop-
agation, can be written as the sum of the geometri-
cal delay term and the Shapiro delay term, τ(x) =
(dL dS)/(c dLS) (x · Jext · x/2− φ(x)), where φ(x) is the
lensing potential, and we introduce a Jacobian matrix
Jext to account for any possible external convergence and
shear.
3At high frequencies, namely in the geometrical limit,
F (f) is the sum of contributions from one or multiple
images, which we label as a = 1, 2, · · · [62],
Fgeo(f) =
∑
a
√
|µ(xa)| e−i pi δa sgn(f) ei 2pi f (1+zL) τ(xa).(2)
At each image position xa, µ(xa) is the signed magnifica-
tion factor. The summation over i accounts for the pos-
sibility of multiple images. The Morse phase e−i pi δi [63]
depends on the image type and represents a residual wave
effect of topological origin [64].
In the geometrical limit, waveform distortions can only
arise when multiple images mutually interfere. The ex-
istence of more than one image often requires a suffi-
ciently compact lens and a small impact parameter. If
only one image is present xa = xI , the lensed waveform is
a rescaled version of the intrinsic waveform but is shifted
by τ(x1) in the time domain. In this case, a lensed event
is indistinguishable from an unlensed one, unless either
the luminosity distance or the source redshift is indepen-
dently measured [12, 64].
In the absence of multiple-image interference, the mea-
surable effect of lensing is encoded in the deviation of
F (f) from Fgeo(f),
Frel(f) := F (f)/Fgeo(f), (3)
which induces waveform distortions. By construction,
Frel(f) approaches unity in the limit of high frequencies
f →∞.
We now study concrete examples by modeling the pos-
sible intervening lenses using pseudo-Jaffe ellipsoids [65].
We first define the Einstein angular radius θE :=
4pi (σv/c)
2 (dLS/dS). The effective velocity dispersion σv
is related to the characteristic lens mass, defined to be
the enclosed mass within the Einstein radius:
ME =
(
4pi2 σ4v deff
)
/
(
Gc2
)
(4)
= 100M
(
σv
1 km/s
)4 (
deff
1 Gpc
)
.
where deff := dL dLS/dS . The convergence is given by
κ = (θE/2)
[(
s2 + ξ2
)−1/2 − (a2 + ξ2)−1/2] , (5)
Here s is the core scale and a is the truncation scale. The
ellipse variable ξ is introduced to allow for ellipticity. In
a coordinate system where the major axes of the lens
ellipse align with the coordinate axes, we have ξ2 = x21 +
x22/q
2 for 0 < q 6 1. The case q = 1 corresponds to
an axisymmetric lens. Analytic results for the lensing
potential φ(x) can be found in Ref.[66].
We choose this simple analytic lens model because
it can approximate reasonably well any virialized self-
gravitating mass clump with an inner core and an outer
radius of truncation.
The importance of diffraction effects is characterized
by a dimensionless parameter
w := 2pi f (1 + zL)
dL dS
c dLS
θ2E (6)
' 1.3 (1 + zL)
(
f
102 Hz
) (
σv
1 km/s
)4 (
deff
1 Gpc
)
.(7)
It is linearly proportional to ME at fixed wave frequency.
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FIG. 1: Examples of the relative amplification factor
Frel(w) for pseudo-Jaffe ellipsoids. We assume s = 0.1 and
a = 2, and an impact parameter y = [0.8, 0.8]. Four cases
are shown: (1) axisymmetric, no external convergence/shear
(solid red); (2) q = 0.5, no external convergence/shear
(dotted red); (3) axisymmetric, κext = γext = 1/3 (solid
blue); (4) q = 0.5, κext = γext = 1/3 (dotted blue). When
both the lens ellipticity and the external shear are non-zero,
we assume a misalignment angle pi/2 between their major
axes. (All angular variables are in units of θE .)
Fig. 1 shows examples of Frel(w). Typically, Frel(w)
asymptotes to unity for w  10 if the number of ge-
ometrical image is one. For w . 10, amplitude and
phase modulations become non-negligible but do not ex-
ceed ∼ 10%–20%. The modulations can be enhanced in
the presence of order-unity external convergence κext and
shear γext, a situation that may arise if the lens is embed-
ded in a larger lens (e.g. lensing by a subhalo residing in
the halo of an intervening galaxy lens). Among the many
modulation cycles, the first one typically has the largest
size and should be the most interesting for detection.
Fig. 2 shows how Frel(w) depends on the impact pa-
rameter y for an isolated axi-symmetric lens s = 0.1 and
a = 2. The sizes of both the phase and the amplitude
modulations decrease as the inverse of |y|. Also, the loca-
tions of the maxima and the minima in terms of w scale
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FIG. 2: Same as Fig. 1 but for the case of an axisymmetric
lens a = 2 and s = 0.1 without any external
convergence/shear. Various curves correspond to different
source impact parameters y, whose values are indicated in
the legends.
as the inverse of |y|. This implies that at fixed physi-
cal frequency f and distance deff and for the same lens,
a lensing configuration with a larger impact parameter
is sensitive to a smaller mass ME enclosed within the
Einstein radius.
Fig. 3 plots Frel(f) in the frequency band of ground-
based detectors. Detectable lenses should have σv and
deff in the “sweet spot” such that the ground-based fre-
quency band maps to w ∼ O(1). For instance, an bi-
nary NS merger event from zS = 0.07 with a luminos-
ity distance D ' 300 Mpc can be sensitive to a pseudo-
Jaffe lenses with a velocity dispersion σv ' 2 km/s at
zL = 0.04 (deff ≈ 70 Mpc). This translates to an in-
triguingly small Einstein mass ME ≈ 100M. The more
massive binary BH mergers are detectable out to larger
distances. A binary BH event from zS = 0.4 with a
luminosity distance D ' 2 Gpc can probe lenses with
σv ∼ 1 km/s and ME ∼ 70M. The nearly unique or-
der of magnitude in ME is set by the wave frequency
in the detector’s band, whose inverse should match the
Schwarzschild time scale ∼ GME/c3 in order to maxi-
mize the diffraction effects.
III. DETECTION OF DIFFRACTION EFFECTS
In this Section, we discuss the detectability of
diffraction-induced modulations in the waveform.
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FIG. 3: Same as Fig. 1 but mapped to wave frequencies f in
the LIGO band in physical units. Curves are calculated for
an axisymmetric lens with s = 0.1, a = 2 and y = [0.8, 0.8]
without external convergence/shear. Two cases are shown:
(1) σv = 2.0 km/s, zL = 0.04, and deff = 70 Mpc (red); (2)
σv = 1.2 km/s, zL = 0.2, and deff = 330 Mpc (blue).
A. Detection by matched filtering
The ideal method is to construct waveform templates
that incorporate the exact amplitude and phase modu-
lations, and to perform a matched-filtering search using
those templates. The significance of the matched-filtering
method is quantified by the SNR. At a single detector,
the strain time series s(t) = h(t) + n(t) is the sum of
the GW signal h(t) and the detector noise n(t). For
a waveform template hT (t) defined up to an arbitrary
normalization λ and an arbitrary phase constant φc, the
matched-filtering SNR has a maximal value
SNR2 = max
λ, φc
[〈s− λ eiφc hT |s− λ eiφc hT 〉 − 〈s|s〉]
= |(s|hT )|2 /〈hT |hT 〉, (8)
with a best-fit normalization λ = | (s|hT ) |/〈hT |hT 〉.
Here 〈a|b〉 denotes the “overlap” between any two strain
series a(t) and b(t), and has the following frequency-space
representation, 〈a|b〉 := 4Re ∫ +∞
0
df a(f) b∗(f)/SN (f),
where SN (f) is the one-sided power spectrum density
(PSD) for the detector noise (assumed to be Gaussian).
While 〈a|b〉 is always real, we also introduce a complex-
valued “overlap” (a|b) := 4 ∫ +∞
0
df a(f) b∗(f)/SN (f),
which is a useful quantity to compute when one would
like to vary the phase constant φc in order to maximize
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FIG. 4: Examples for binary NS (top), 10M binary BH
(middle), and 30M binary BH (bottom). Non-spinning
waveforms are injected. In each plot, we show the optimal
matched filtering SNR (upper panel), the “match” between
the unlensed waveform h0(f) and the lensed waveform hL(f)
quantified as |(h0|hL)| /
√〈hL|hL〉 〈h0|h0〉 (middle panel),
and a corresponding p-value (c.f. Eq. (12)), all as a function
of Deff . We compute for three noise PSDs:aLIGO MID LOW
(red), aLIGO DESIGN (blue), and the proposed ET [61]
(orange). The aLIGO sensitivity curves are provided in
LALSuite. All curves are computed for a single detector and
a frequency range f ∈ [10, 1024] Hz. Refer to the text for
more information.
the match.
A GW event may be simultaneously seen at multiple
detectors. Strictly speaking, the waveform normaliza-
tion, the phase constant, and the arrival time are all cor-
related between the detectors, depending on the source’s
sky coordinates and the detectors’ locations and orienta-
tions. Since those information is not our focus here, we
neglect those correlations for simplicity [67, 68]. In this
case, the overall SNR is given by the SNRs defined in
Eq. (8) for individual detectors added up in quadrature.
In the presence of lensing hL(f) = F (f)h0(f) =
Frel(f)Fgeo(f)h0(f), we have s(f) = hL(f) + n(f). If
the exact diffraction-distorted waveform hL(f) is used as
the template, the optimal matched-filtering SNR is
SNR2opt = |(s|hL)|2 /〈hL|hL〉 ≈ 〈hL|hL〉, (9)
where we have neglected the overlap between hL(f) and
n(f). However, lensed GW signal can also be recov-
ered with an unlensed template, say using hgeo(f) :=
Fgeo(f)h0(f), albeit at a reduced SNR. This is because
the phase distortion in Frel(f) is typically much less than
one radian. The SNR corresponding to the unlensed tem-
plate is
SNR2unlen =
∣∣∣(s|h˜geo)∣∣∣2
〈h˜geo|h˜geo〉
≈
∣∣∣(hL|h˜geo)∣∣∣2
〈h˜geo|h˜geo〉
=
|(hL|hBF)|2
〈hBF|hBF〉 .(10)
The tilde added to hgeo(f) is a notation for enumerating
all possible values of tc to hgeo(f) in order to maximize
the match. The best-fit (unlensed) template
hBF(f) =
∣∣∣(hL|h˜geo)∣∣∣
〈h˜geo|h˜geo〉
h˜geo(f) e
i arg(hL|h˜geo). (11)
Intuitively, using the correct template generally yields a
better match, since SNR2opt − SNR2unlen > 0 due to the
Cauchy-Schwarz inequality.
How statistically significant is the improvement in the
SNR by using the lensed template relative to using the
unlensed one? We would like to define a p-value which
quantifies the chance that there are no amplitude and
phase modulations and the SNR improves due to a sta-
tistical fluke. One definition would be the change in the
likelihood (per detector)
ln p = − (SNR2opt − SNR2unlen) /2
≈ −1
2
(
〈hL|hL〉 − |(hL|hBF)|
2
〈hBF|hBF〉
)
. (12)
Ref. [59] instead uses the vector-space “distance”
ln p = −〈hL − hBF|hL − hBF〉/2. (13)
Eq. (12) and Eq. (13) are equivalent as long as hBF(f)
has the best-fit normalization and is tuned to the best-fit
phase constant as in Eq. (11).
6In Fig. 4, we estimate how well the lensed waveform
can be distinguished from the unlensed waveform de-
pending on the source distance. We consider a specific
lens: a pseudo-Jaffe sphere with σv = 2 km/s located at
zl = zs/2, having the parameters of Case (1) in Fig. 1.
The curves are computed for the optimal source location
and orientation for which Deff is equal to the luminos-
ity distance. The lensed and the unlensed waveforms
always have a good match (better than 99%), reflect-
ing the small sizes of amplitude and phase modulations.
Nevertheless, it is possible to extract the subtle difference
through matched filtering if the precise lensed waveform
is known.
With a single aLIGO detector at the design sensitivity
(aLIGO DESIGN), the diffraction signature should be de-
tectable (say require p < 10−6) for binary neutron stars
withinDeff ≈ 200 Mpc, and for heavy binary BHs (30M
per component) within Deff ≈ 3 Gpc. For a future de-
tector of the third generation, these distances increase to
1 Gpc and 50 Gpc, respectively.
In the case of joint detection with a network of Ndet
detectors of comparable sensitivity, since the same mod-
ulation is imprinted at all detectors, the logarithm of the
p-value is multiplied by a factor of Ndet, which results in
further increase in the horizon distance. For the same de-
tection significance, two identical aLIGO detectors at the
design sensitivity could jointly reach Deff ∼ 300 Mpc for
binary NS mergers and Deff ∼ 2 Gpc for 30-solar-mass
binary BH mergers.
Admittedly, Fig. 4 overestimates the detectability.
First, diffraction-induced modulations are partially de-
generate with changes in the intrinsic parameters (e.g.
chirp mass, mass ratio, spins, tidal deformabilities, etc.).
Moreover, one needs to account for the look-elsewhere ef-
fect when enumerating a large number of possible mod-
ulations. Still, Eq. (12) provides zeroth-order intuition
toward understanding this problem. In the following, we
address these issues by developing a practical detection
method using dynamic programming.
B. Detection by dynamic programming
The matched filtering method requires a template for
Frel(f). However, the exact shape of Frel(f) will not be
known a priori. It depends on many unknown param-
eters including the lens mass, the lens mass profile and
shape, and the impact parameter.
One strategy is to perform an agnostic search for all
possible functional forms Frel(f) = g(f). Define the fol-
lowing score,
S :=
∫
Dg(f)P [g(f)]
Nd∏
a=1
P [sa(f)|g(f)hBF,a(f)]
P [sa(f)|hBF,a(f)] ,(14)
This is a “path integral” over all possible amplitude
and phase distortions g(f). In the numerator, we
explore perturbations to the best-fit unlensed wave-
form, g(f)hBF,a(f), enumerating all detectors a =
1, 2, · · · , Nd. Here P[g(f)] is the prior probability for
any specific g(f). The notation P [sa(f)|ha(f)] denotes
the matched filtering likelihood for the strain data sa(f)
given a putative GW signal ha(f) at the a-th detector.
Eq. (14) measures the marginalized improvement in the
likelihood when the best-fit unlensed waveform is per-
turbed by appropriate amounts.
Random g(f) can happen to improve the match due
to detector noise. However, stationary Gaussian noise
has zero correlations between frequencies. By contrast,
diffraction induces amplitude and phase modulations
that are correlated between frequencies, as can be seen
from Fig. 1 and Fig. 3. In other words, detector noise
matters more for rapidly oscillating realizations of g(f),
while diffraction corresponds to a continuous and smooth
g(f). Therefore, the diffraction signature is distinguish-
able from random noise if one uses a suitable prior
P[g(f)] that favors continuous and smooth functional
forms.
In practice, the functional integral of Eq. (14) can
be approximated by a summation over a discrete set of
g(f)’s. Consider N frequency bins fj 6 f < fj+1, la-
belled by j = 0, 1, · · · , N − 1. We can approximate a
continuous function g(f) with a series of “steps”
g(f) =
N−1∑
j=0
(1 + uj + i vj) Θ (f − fj) Θ (fj+1 − f) ,(15)
where Θ(x) is the usual Heaviside function, and uj
and vj are fractional perturbations to the real part and
the imaginary part, respectively. A discretized g(f) is
specified by a set of coefficients {u, v} := {uj , vj} for
j = 0, 1, · · · , N − 1, which we assume take discrete val-
ues within some range. For example, we may allow them
to take values on uniform grids:
uj ∈ {umin + k (umax − umin)/nu, k = 0, 1, · · · , nu}
vj ∈ {vmin + l (vmax − vmin)/nv, l = 0, 1, · · · , nv}
(16)
Then Eq. (14) can be approximated as
S =
N−1∏
j=0
∑
uj
∑
vj
 P [{u, v}]
×
N−1∏
j=0
(
Nd∏
a=1
Pj [sa(f)|hBF,a(f) (1 + uj + i vj)]
Pj [sa(f)|hBF,a(f)]
)
.(17)
The logarithm of the relative likelihood associated with
the j-th frequency bin is given by
ln
Pj [sa(f)|hBF,a(f) (1 + uj + i vj)]
Pj [sa(f)|hBF,a(f)]
= 〈sa|hBF,a (1 + uj + i vj)〉j − 〈sa|hBF,a〉j
7−1
2
〈hBF,a (1 + uj + i vj)|hBF,a (1 + uj + i vj)〉j
+
1
2
〈hBF,a|hBF,a〉j , (18)
where we introduce the notation 〈sa(f)|ha(f)〉j :=
4Re
∫ fj+1
fj
df sa(f)h
∗
a(f)/SN,a(f) for the j-th frequency
bin at the a-th detector
The prior function P[{u, v}] remains to be specified.
We assume that the (discretized) g(f) can be viewed as a
Markovian process in frequency space, so that P[{u, v}]
recursively factorizes following the chain rule of condi-
tional probability:
P[{u,v}] = P[u0, v0]
N−1∏
j=1
P[uj , vj |uj−1, vj−1]. (19)
In this case, Eq. (17) can be efficiently computed by the
Forward algorithm.
Let us order the frequency bins from the lowest to the
highest. Imagine the “path integral” of Eq. (17) is only
performed for the first n + 1 6 N frequency bins j =
0, 1, · · · , n. Define the following “partial” path integral
Sn(un, vn) =
n−1∏
j=0
∑
uj
∑
vj
 {n−1∏
j=0
P [uj , vj |uj−1, vj−1]

×
n−1∏
j=0
(
Nd∏
a=1
Pj [sa(f)|hBF,a(f) (1 + uj + i vj)]
Pj [sa(f)|hBF,a(f)]
)
.
×P[un, vn|un−1, vn−1]
}
×
(
Nd∏
a=1
Pn[sa(f)|hBF,a(f) (1 + un + i vn)]
Pn[sa(f)|hBF,a(f)]
)
. (20)
This leads to a recursive algorithm with a polynomial
computational cost O(nu nv N):
Sn(un, vn) =
(
Nd∏
a=1
Pn[sa(f)|hBF,a(f) (1 + un + i vn)]
Pn[sa(f)|hBF,a(f)]
)
×
∑
un−1
∑
vn−1
P[un, vn|un−1, vn−1]Sn−1(un−1, vn−1), (21)
with initial conditions S−1(u−1, v−1) ≡ 1 and
P[u0, v0|u−1, v−1] ≡ 1. The marginalized score of
Eq. (17) is then given by
S =
∑
uN−1
∑
vN−1
SN−1(uN−1, vN−1). (22)
To find out the best-fit “path”, namely a most probable
set of values {uj = uˆj , vj = vˆj}, we apply the Viterbi
algorithm [69]. Let us define Vj(uj , vj), which satisfies
another recursion relation
Vn(un, vn) =
(
Nd∏
a=1
Pn[sa(f)|hBF,a(f) (1 + un + i vn)]
Pn[sa(f)|hBF,a(f)]
)
× max
un−1,vn−1
P[un, vn|un−1, vn−1]Vn−1(un−1, vn−1), (23)
with initial conditions V−1(u−1, v−1) ≡ 1 and
P[u0, v0|u−1, v−1] ≡ 1. The “end point” of the most
probable “path” is
(uˆN−1, vˆN−1) = arg max
uN−1,vN−1
VN−1(uN−1, vN−1). (24)
One then traces backward: if for the (j+1)-th frequency
bin (uˆj+1, vˆj+1) have been found, for the j-th frequency
bin the best-fit “path” is
(uˆj , vˆj) = arg max
uj ,vj
P[uˆj+1, vˆj+1|uj , vj ]Vj(uj , vj). (25)
This procedure then recovers the best-fit “path” {uˆj , vˆj}
for j = 0, 1, · · · , N − 1.
The Markovian conditional probability
P[uj , vj |uj−1, vj−1] remains to be specified. To distin-
guish between diffraction and random noise, it should
favor smooth “paths”. For {uj , vj} defined on uniform
grids (Eq. (16)), a simple choice would be to require that
from one frequency bin to the next the u-/v-coefficients
may only “jump” by up to a maximum number of grid
points. To be precise, let uj = umin+kj (umax−umin)/nu,
vj = vmin + lj (vmax − vmin)/nv, and define
P[kj , lj |kj−1, lj−1] := P[uj , vj |uj−1, vj−1]. We
set P[kj , lj |kj−1, lj−1] to be a nonzero constant
if |kj − kj−1| 6 ∆kmax and |lj − lj−1| 6 ∆lmax
but otherwise zero, with the normalization∑nu
kj=0
∑nv
lj=0
P[kj , lj |kj−1, lj−1] ≡ 1.
Despite our approximation of g(f) using a sequence of
steps, the formalism can be straightforwardly generalized
to more sophisticated models of g(f). For instance, g(f)
can be approximated as linear or higher-order interpo-
lation within frequency bins. Also, there is freedom to
tune the specific form of P[g(f)] under the Markovian as-
sumption. In the following, we shall adopt the simplest
scheme.
IV. TESTING DYNAMIC PROGRAMMING
In this Section, we demonstrate dynamic programming
as outlined in Sec. III B using mock GW signals. We ap-
ply the method of relative binning [67, 70] for fast likeli-
hood evaluations.
A. Waveform models
For binary BHs, we use the phenomenological
frequency-domain waveform model IMRPhenomD [71, 72].
This model is applicable to inspiral, merger and ringdown
of binary BHs with non-precessing spins.
In the frequency domain, the unlensed waveform can
be written as h0(f) = A(f) e
iΨ(f), where A(f) is the
amplitude and Ψ(f) is the phase. The amplitude A(f)
8is inversely proportional to the effective distance Deff ,
which equals the physical luminosity distance D for op-
timal source sky location and orientation but otherwise
exceeds D. The phase Ψ(f) depends on the intrinsic pa-
rameters common to all detectors: detector-frame chirp
massMc, symmetric mass ratio η = M1M2/(M1+M2)2,
aligned spin components s1z and s2z. At each detector,
h(f) further depends on three extrinsic parameters: the
effective distanceDeff , a phase constant φc, and an arrival
time tc. These parameters are not independent between
detectors, but for loud events it is an excellent approxi-
mation to fit those separately [67, 68].
For NS mergers, we uses the augmented model
IMRPhenomD NRTidal [73, 74]. This model includes
tidally induced phasing. The reason to use realistic wave-
form models for proof of concept is to show that diffrac-
tion signatures cannot be fully mimicked by a change in
intrinsic and extrinsic parameters.
B. Mock Forward-Viterbi tests
Let us consider the two aLIGO detectors detecting
a non-spinning double NS merger at their design sen-
sitivities. For demonstration, we choose a chirp mass
Mc = 1.2M, a symmetric mass ratio η = 0.24, and
tidal deformability parameters Λ1 = Λ2 = 400. We as-
sume the source located at zs = 0.02, Deff = 87 Mpc for
both detectors, and a lens as in Case (1) of Fig. 1 with
σv = 2 km/s and zl = 0.01.
To apply the Forward-Viterbi test, we divide the fre-
quency range [10, 1024] Hz into 27 frequency bins with
nearly equal contributions to the squared matched fil-
tering SNR. Following Eq. (16), we limit the fractional
distortion in h(f) to umax = vmax = 0.2 and umin =
vmin = −0.2, and set the number of grid points to be
nu = nv = 32. Furthermore, we set ∆kmax = ∆lmax = 4,
restricting any “jump” between adjacent frequency bins
to be within 4 grid points.
The top plot of Fig. 5 shows the reconstruction of the
diffraction signature for one random noise realization.
The Forward algorithm yields a score S = 5.999, which
is significantly higher than the typical score one would
obtain in the absence of diffraction distortion. The best-
fit modulation obtained through the Viterbi algorithm is
noisy but on average tracks the underlying signal. As
expected, the reconstruction is the most accurate within
the frequency range of the highest sensitivity [30, 200] Hz
.
The method does not recover Frel(f), but only the part
that is not degenerate with the physical parameters. Al-
though it would be difficult to undo this degeneracy, one
can still infer from the partial reconstruction of Frel(f)
the modulation frequency scale (i.e. the “oscillation pe-
riod” in frequency space), whose inverse connects to the
Schwarzschild time scale of the lens.
The measured value for S should be compared to the
distribution of S under a given hypothesis to be tested.
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FIG. 5: A double NS merger detected by two aLIGO
detectors at design sensitivity. Upper: amplitude (fractional)
and phase perturbations around the best-fit unlensed
template for one noise realization. Refer to the text for the
parameters we use. Dots are frequency binned
reconstruction from the Viterbi algorithm. Curves (solid and
dashed for the two aLIGO detectors respectively) are the
theoretical modulation signals computed from
hL(f)/hBF(f). Lower: Distribution of the score S with
(solid) and without (dotted) diffraction. We show the effect
of increasing the source distance (upper panel; assume
zl = zs/2, and for both detectors
Deff = D = 87, 132, 177 Mpc for zs = 0.02, 0.03, 0.04,
respectively) and increasing the impact parameter (lower
panel; fix zs = 0.02).
The distribution can be numerically derived by injecting
a signal waveform into the noise. The lower plot of Fig. 5
compares the distribution of S between two cases: (1) the
diffraction distorted waveform hL(f) hidden in the noise;
(2) the best-fit undistorted waveform hBF(f) hidden in
the noise. The less the two distributions overlap, the
more detectable the diffraction signature is.
Two separated distributions may still have non-
negligible overlap in the tails. The detection significance
is subject to stochasticity due to random noise. For the
example cases we show in the lower plot of Fig. 5, it is not
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FIG. 6: Same as Fig. 5 but for the proposed ET (single
detector) and for larger source distances. In the upper plot
we assume zs = 2 zl = 0.2 and Deff = 0.98 Gpc. In the lower
plot, we indicate the effective distance Deff in Gpc between
parentheses following the legend label for the source redshift.
always possible to claim a detection even for small source
distances, although at a large fraction of the times one
would be able to rule out the null hypothesis. The plot
demonstrates how detectability degrades as the source
distance increases, and as the impact parameter grows.
The results suggest that, for an impact parameter on the
order of the angular Einstein scale θE , a pair of aLIGO
detectors at the design sensitivity are sensitive to diffrac-
tion signals imprinted in binary NS merger waveforms
out to Deff ' 100 Mpc.
The range of GW detection will be greatly extended
by third-generation detectors. For the same lens we have
assumed in the above, the proposed Einstein Telescope
(ET) will enable a search for diffraction signature in typ-
ical double NS merger events out to Deff ∼ 1 Gpc, as
shown in Fig. 6.
Next, we apply the same analysis to binary BH merg-
ers. While spanning a smaller frequency range in the
ground-based band, they are louder sources than neu-
tron stars. Detectable to larger distances, those can be
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FIG. 7: Distribution of the score S with (solid) and without
(dotted) diffractive lensing for binary BH coalescences. We
simulate for comparable component BH masses η = 0.24
with (source-frame) a chirp mass Mc = 10M (top plot)
and Mc = 30M (bottom plot), and assume zero spins. In
each plot, we consider the case of two aLIGO detectors at
the design sensitivity (upper panel) and the case of one
third-generation detector as proposed for the ET (lower
panel). We fix zl = zs/2. We indicate the effective distance
Deff in Gpc between parentheses following the legend label
for the source redshift.
more efficient probes of lenses along the line of sight. We
again use ∼ 30 frequency bins, but we have adjusted the
frequency binning according to how the distribution of
the SNR in the frequency domain varies.
The top plot in Fig. 7 considers binary BH systems
with (source-frame) chirp masses Mc = 10M, whose
progenitors may be the observed high mass X-ray bina-
ries. With two aLIGO detectors at the design sensitivity
and for the same fiducial lens we have been assuming,
diffraction modulations are detectable out to zs ∼ 0.15–
0.2, corresponding to Deff ∼ 0.7–1 Gpc. This distance
could increase by an order of magnitude to Deff ∼ 10–
20 Gpc with just one third-generation detector, poten-
tially reaching binary BH mergers from zs ∼ 1–2.
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The bottom plot in Fig. 7 considers more massive bi-
nary BH systems with Mc = 30M. Those intrigu-
ing systems were first uncovered in GW detections. Due
to low cut-off frequencies, those are limited by the fre-
quency span that can adequately sampled, which will fur-
ther exacerbate for highly redshifted systems. Detectable
diffraction-induced modulation thus must fall within the
right frequency range that has a high SNR. Despite that,
the strong GW power from those systems still make them
suitable sources for probing intervening lenses out to very
large distances. Two detectors at the fully upgraded
aLIGO will reach zs ∼ 0.25 or Deff ∼ 1 Gpc. Tremen-
dous improvement can be expected for third-generation
detectors. The ET will enable to utilize sources out to
zs ∼ 2–4 or Deff ∼ 15–35 Gpc.
C. Comparison to matched filtering
We now compare dynamic programming to matched
filtering. For the latter, we define a score
Smf := 1
2
Nd∑
a=1

∣∣∣(sa|h˜BF,a)∣∣∣2
〈h˜BF,a|h˜BF,a〉
− |(sa|hBF,a)|
2
〈hBF,a|hBF,a〉
 , (26)
which quantifies the improvement in the log-likelihood
function after diffractive distortion is allowed into the
waveform model. Here hBF,a(f) is the best-fit un-
lensed waveform, and h˜BF,a(f) is the best-fit diffraction-
distorted waveform in the form of an unknown unlensed
waveform multiplied by Frel(f). We pretend that the
true Frel(f) is exactly known. Compared to the idealistic
analysis of Sec. III A (c.f. Eq. (12)), Eq. (26) accounts
for observational degeneracy between diffraction and the
source parameters, and allows stochasticity from the de-
tector noise.
Similar to testing out dynamic programming, we can
derive the distribution for the score, both in the pres-
ence of diffraction and under the null hypothesis. For
a single GW event, and at a given threshold value Sc
for claiming a detection, the false positive probability is
given by the cumulative distribution fFP := P0(S > Sc)
computed under the null hypothesis, and the false nega-
tive probability is given by fFN := P (S < Sc) computed
in the presence of diffraction. One way to characterize
the effectiveness of a given score is to map out a relation
between fFP and fFN by continuously varying Sc.
Taking binary BH mergers as an example, we show
curves for fFP versus fFN in Fig. 8 using the distributions
presented in Fig. 7. In particular, we make a compari-
son between our implementation of dynamic program-
ming and matched filtering. Compared to matched filter-
ing, dynamic programming is much more practical when
Frel(f) is not known. However, the advantage of being
agnostic comes at the expense of large reduction in sen-
sitivity relative to matched filtering. Consequently, the
horizon distances we have found for dynamic program-
ming are necessarily smaller than the na¨ıve estimates of
Fig. 4. For the same parameters we have chosen for
the Forward-Viterbi filter, the false positive rate typi-
cally worsens by one or two orders of magnitude rela-
tive to matched filtering at a fixed false negative rate
fFN ∼ 10%.
The optical depth to diffractive lensing of distant
sources is likely to be small (see discussion in Sec. VI).
Only after many GW events are analyzed, one of them
may be found to exhibit non-trivial waveform distortions.
If diffractive lensing occurs once among every thousand
events, and if we take the simplifying assumption that all
events are similar, we will have to achieve an expected
single-event false positive probability with our detection
method that is substantially less than 10−3. Since the
lensing optical depth grows quickly from zs ∼ 0.2 to
zs ∼ 2–3, this penalty may be an order of magnitude
more severe for second generation detectors than for third
generation detectors.
For the above reason, it is of great importance to
optimize the Forward-Viterbi filter for a smaller single-
event false positive probability. The knowledge of the
Frel(f)’s generic behavior is crucial for designing the
best frequency binning, the best discretization scheme
for Frel(f), and the best prior function P[uj , vj ], all of
which would help mitigating the look-elsewhere penalty.
A more dedicated study of this optimization problem
goes beyond the scope of this work. We defer such a
study to future work.
We have only quoted results for a pseudo-Jaffe lens,
with a specific choice for the impact parameter on the
order of the Einstein radius. Detectability of the diffrac-
tion signature may substantially vary depending on the
lens profile, the impact parameter, and the influence of
external convergence and shear. In the case of a low mass
lens embedded in a massive lens as substructure, exter-
nal convergence and shear can amplify the diffraction-
induced modulations. Further work is in need for a thor-
ough exploration of the parameter space.
V. ON PRECESSING SPINS AND
ECCENTRICITY
The waveform models we have used for demonstration
are highly realistic but are not fully general. Waveforms
describing compact binary coalescence can exhibit im-
prints from spin-orbit precession due to misaligned spins
and from orbital eccentricity.
The effects of binary masses, aligned spins, and tidal
deformabilities are distinguishable from diffraction in-
duced modulations. This is because those do not cause
oscillations in the amplitude and in the unwrapped phase
of the frequency-domain waveform. However, this is not
the case for binaries with precessing spins. The GW
amplitude oscillates as the orbital plane wobbles around
the direction of the total angular momentum vector on
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FIG. 8: Relation between the false positive probability fFP and the false negative probability fFN for a single GW event. We
consider binary BH mergers, with the same parameters as used in Fig. 7. We compare dynamic programming (using the score
S of Eq. (17); solid curves) to matched filtering (using the score Smf of Eq. (26); dashed curves). The legends indicate the
source redshift zs followed by the effective distance Deff [Gpc] given between parentheses. We assume two aLIGO detectors at
the design sensitivity for the top plots, and one third-generation detector for the bottom plots. In the bottom right plot, the
curve for matched filtering for the case zs = 4 is not shown because fFP and fFN are so small that the sample size of our
mocks is insufficient.
a timescale that is O[(v/c)−2] longer than the orbital
timescale. For systems suitable for ground-based detec-
tion, the orbital plane wobbles for about O(10) cycles
through the band, a number largely insensitive to spin
magnitudes [75]. Precessing spins also cause small oscil-
lations in the unwrapped waveform phase [76, 77].
Misaligned spins are certainly possible for physical bi-
nary mergers [78]. Their effects on the waveform, how-
ever, may not be severely degenerate with diffraction.
While the latter creates modulation cycles linearly spaced
with the frequency, precession modulations are more
densely packed toward low frequencies. We have seen
that the first diffraction peak at low frequencies is the
foremost target for detection, while for spin-orbit pre-
cession we would expect many modulation cycles in the
same frequency range. Moreover, spin-orbit precession
tends to induce an amplitude modulation that is signif-
icantly greater in size than the phase modulation [76].
For diffraction the two would have comparable sizes. The
oscillatory effects should also be fit simultaneously with
the non-oscillatory phasing corrections induced by mis-
aligned spins.
The issue may also be relevant if non-zero orbital ec-
centricity is allowed. In this case, oscillation occurs on
the timescale of relativistic periastron precession, which
is again O[(v/c)−2] longer than the orbital period. This
induces rather rapid modulation cycles in the frequency
domain [79]. Eccentric binaries also distribute their GW
power into higher harmonics, a feature not present with
diffraction.
Further details need to be worked out for quantifying
how waveform modulation from precessing spins and ec-
centricity may resemble that from diffraction, for which
accurate and efficient frequency-domain waveform tem-
plates are crucial. When applying dynamic program-
ming, one should first find the best-fit unlensed wave-
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form with the extended waveform model, and then seek
additional perturbations around the best-fit solution us-
ing dynamic programming. In order to mitigate possible
degeneracy with other sources of waveform modulation,
we may design special prior in favor of diffraction-like
distortions.
VI. DISCUSSION
This work has focused on the feasibility of probing in-
tervening low mass DM clumps through their diffractive
lensing effects imprinted in astrophysical GWs detectable
at ground-based detectors. The frequency coverage of
aLIGO/Virgo and their forthcoming companion obser-
vatories translates into a lens mass scale ∼ 102–103M
enclosed within a radius of order the impact parameter.
The sensitivity to low mass halos will be useful in differ-
entiating warm and cold dark matter scenarios [80].
We have developed a dynamic-programming-based al-
gorithm to search for amplitude and phase modulations
imprinted in the waveform due to diffractive lensing. Un-
like matched filtering, the algorithm does not require a
template bank for lensed waveforms. It is a practical and
computationally cheap method which can be straightfor-
wardly incorporated into the current framework of GW
data analysis. While being sub-optimal compared to
matched filtering (if the exact lensed waveform model
is known), the method allows to properly quantify the
look-elsewhere penalty of trying out a large number of
possible waveform distortions.
We have demonstrated the general feasibility of our
method using mock detections of injected GWs. We have
verified that the diffraction signature is not completely
degenerate with many of the binary parameters, includ-
ing the masses, the aligned spins, tidal phasing, the ar-
rival time, the phase constant, and the overall amplitude
normalization. Future work should shed light on whether
diffraction modulation can be degenerate with the effects
of spin-orbit precession and orbital eccentricity.
We assessed detectability assuming a fiducial pseudo-
Jaffe lens with an impact parameter on the order of the
Einstein radius, and found that the range of detectabil-
ity can be interesting for binary BH mergers. Two fully
upgraded aLIGO detectors can jointly probe diffraction
imprints using binary BH mergers out to & 1 Gpc or
zs ∼ 0.2–0.3. Third-generation detectors will be much
more powerful for this test. Just a single ET-like de-
tector will enable to utilize binary BH sources to probe
lenses out to & 10 Gpc or zs & 2. Such large source dis-
tances are much more favorable for the line of sight to
intersect any intervening halo.
We note that detectability may vary substantially de-
pending on the lens profile and the impact parameter,
which alters the modulation size. Without a specific the-
oretical prediction for the mass profile of the low mass
halos, we have not attempted to thoroughly chart the
parameter space. For our fiducial lens model, our esti-
mates correspond to an impact parameter on the order
of the Einstein radius.
What might be the probability for diffractive lensing
to occur in a CDM universe? A quick estimate might
start with the assumption that all DM is locked up in
halos of various masses, say ML ∼ 100–1015M, with
a mass function such that equal logarithmic intervals in
the halo mass contribute the same mass (as is nearly the
case for substructure mass function inside a cluster or
galactic halo [81]). If the observationally relevant halos
span one decade in the mass around some characteristic
mass scale ML, they account for some fraction 1/N of the
total mass in the Universe, where we may take N ' 15.
For a typical source redshift zl and proper distance r, on
average the line of sight intersects one halo at a chance
∼ 0.003
(
1 + zl
2
)3 (
15
N
) (
r
5 Gpc
) (
105M
ML
) (
b
1 pc
)2
,(27)
where b is the maximum impact parameter required. A
standard NFW halo [82] with M200 = 10
5M encloses
a column of mass Menc ∼ 100M within b = 1 pc if
it has a concentration c200 = R200/Rs = 30 [83], while
the corresponding Einstein radius falls a factor of ten
short rE = 0.1 pc (Menc/100M)1/2 (d/1 Gpc)1/2, where
d is some characteristic angular diameter distance. Note,
however, that this probes the region well within the scale
radius b/Rs = 0.04. If the NFW model underestimates
the mass profile slope at small radii for low mass ha-
los [84], the enclosed mass within the impact parameter
may be significantly larger without altering the halo’s
overall mass scale, leading to a larger Einstein radius
and increased strong lensing probability. Halo ellipticity
also in general enhances this probability. In any case,
the above crude answer suggests that developing third-
generation GW detectors are strongly desirable for fully
realizing this observational potential.
We further note that theoretically we expect a fraction
∼ 10−3 among the sources from cosmological distances
zs ∼ 1–2 should be strongly lensed by an intervening
galaxy [12, 15, 85, 86]. In this case, GWs associated
with each macro image propagate through the halo of
the lens galaxy and hence has an enhanced probability of
intersecting a low mass halo as a substructure. Also, am-
plified modulation should be expected due to the external
shear associated with the macro image (c.f. Fig. 1). This
suggests that GW events subject to galaxy lensing may
be promising candidates. Detailed calculations are war-
ranted in the future to assess the observational prospect
for any given DM model.
In the regime of our interest, the lensing configura-
tion would not change over the human time scale. If the
host galaxy of the GW source can be identified, follow-up
imagings may provide a cross check by searching for lens-
ing distortions in the galaxy image [87]. At the same level
of chance alignment, low mass halos should only cause
moderate flux magnification at optical/infrared wave-
lengths, contributing to the scatter in the apparent lu-
minosity of cosmological standard candles [88]. This can
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provide a multi-wavelength cross check for the lensing
effect we seek with GWs.
Although we have considered lensing by DM halos,
our technique should be applicable to searching for wave
diffraction induced by compact object lensing at large im-
pact parameters, which will extend the work in Ref. [59].
This will constrain the abundance of primordial BHs as
possible LIGO sources [89, 90].
Finally, it would be interesting to consider GW sources
for space-based observatories, extending previous work
on the wave effects [55]. In this case, the space-based
frequency band f ∼ 10−4–10−2 Hz corresponds to very
different mass scales ME ∼ 106–108M.
Acknowledgments
The authors are grateful to Hideyuki Tagoshi and
Matias Zaldarriaga for useful discussions. LD is sup-
ported at the Institute for Advanced Study by NASA
through Einstein Postdoctoral Fellowship grant num-
ber PF5-160135 awarded by the Chandra X-ray Cen-
ter, which is operated by the Smithsonian Astrophysi-
cal Observatory for NASA under contract NAS8-03060.
BZ acknowledges support from the Infosys Membership
Fund. This work is also partly supported by the National
Key Basic Research and Development Program of China
(No. 2018YFA0404501 to SM), by the National Science
Foundation of China (Grant No. 11333003, 11390372 and
11761131004 to SM, 11690024 to YL), and by the Strate-
gic Priority Program of the Chinese Academy of Sciences
(Grant No. XDB 23040100 to YL).
[1] B. P. Abbott et al. (Virgo, LIGO Scientific), Phys. Rev.
Lett. 116, 061102 (2016), arXiv:1602.03837 [gr-qc] .
[2] B. P. Abbott et al. (Virgo, LIGO Scientific), Phys. Rev.
Lett. 116, 241103 (2016), arXiv:1606.04855 [gr-qc] .
[3] B. P. Abbott et al. (VIRGO, LIGO Scientific), Phys. Rev.
Lett. 118, 221101 (2017), arXiv:1706.01812 [gr-qc] .
[4] B. P. Abbott et al. (Virgo, LIGO Scientific), Phys. Rev.
Lett. 119, 161101 (2017), arXiv:1710.05832 [gr-qc] .
[5] B. P. Abbott et al. (Virgo, LIGO Scientific), Astrophys.
J. 851, L35 (2017), arXiv:1711.05578 [astro-ph.HE] .
[6] B. P. Abbott, R. Abbott, T. Abbott, F. Acernese, et al.,
Physical Review Letters 119, 161101 (2017).
[7] Y. Aso, Y. Michimura, K. Somiya, M. Ando, et al. (KA-
GRA), Phys. Rev. D88, 043007 (2013), arXiv:1306.6747
[gr-qc] .
[8] C. S. Unnikrishnan, Int. J. Mod. Phys. D22, 1341010
(2013), arXiv:1510.06059 [physics.ins-det] .
[9] Y. Wang, A. Stebbins, and E. L. Turner, Phys. Rev.
Lett. 77, 2875 (1996), arXiv:astro-ph/9605140 [astro-ph]
.
[10] A. Pirkowska, M. Biesiada, and Z.-H. Zhu, JCAP 1310,
022 (2013), arXiv:1309.5731 [astro-ph.CO] .
[11] M. Biesiada, X. Ding, A. Piorkowska, and Z.-H. Zhu,
JCAP 1410, 080 (2014), arXiv:1409.8360 [astro-ph.HE]
.
[12] L. Dai, T. Venumadhav, and K. Sigurdson, (2016),
arXiv:1605.09398 [astro-ph.CO] .
[13] K. K. Y. Ng, K. W. K. Wong, T. Broadhurst,
and T. G. F. Li, Phys. Rev. D97, 023012 (2018),
arXiv:1703.06319 [astro-ph.CO] .
[14] G. P. Smith, M. Jauzac, J. Veitch, R. Massey, J. Richard,
and W. M. Farr, Mon. Not. Roy. Astron. Soc. (2017),
10.1093/mnras/sty031, arXiv:1707.03412 [astro-ph.HE] .
[15] S.-S. Li, S. Mao, Y. Zhao, and Y. Lu,
(2018), 10.1093/mnras/sty411, [Mon. Not. Roy. Astron.
Soc.476,2220(2018)], arXiv:1802.05089 [astro-ph.CO] .
[16] T. Broadhurst, J. M. Diego, and G. Smoot, (2018),
arXiv:1802.05273 [astro-ph.CO] .
[17] M. Oguri, (2018), 10.1093/mnras/sty2145,
arXiv:1807.02584 [astro-ph.CO] .
[18] M. Sereno, P. Jetzer, A. Sesana, and M. Volonteri,
Monthly Notices of the Royal Astronomical Society 415,
2773 (2011).
[19] K. Liao, X.-L. Fan, X.-H. Ding, M. Biesiada, and Z.-
H. Zhu, Nature Commun. 8, 1148 (2017), [Erratum:
Nature Commun.8,no.1,2136(2017)], arXiv:1703.04151
[astro-ph.CO] .
[20] J.-J. Wei and X.-F. Wu, Monthly Notices of the Royal
Astronomical Society 472, 2906 (2017).
[21] T. E. Collett and D. Bacon, Phys. Rev. Lett. 118, 091101
(2017).
[22] X.-L. Fan, K. Liao, M. Biesiada, A. Pio´rkowska-Kurpas,
and Z.-H. Zhu, Phys. Rev. Lett. 118, 091102 (2017).
[23] M. Davis, M. Lecar, C. Pryor, and E. Witten, Astrophys.
J. 250, 423 (1981).
[24] G. R. Blumenthal, H. Pagels, and J. R. Primack, Nature
299, 37 (1982).
[25] G. R. Blumenthal, S. Faber, J. R. Primack, and M. J.
Rees, (1984).
[26] M. Davis, G. Efstathiou, C. S. Frenk, and S. D. M.
White, Astrophys. J. 292, 371 (1985).
[27] M. Viel, J. Lesgourgues, M. G. Haehnelt, S. Matarrese,
and A. Riotto, Phys. Rev. D 71, 063534 (2005).
[28] P. Colin, V. Avila-Reese, and O. Valenzuela, The Astro-
physical Journal 542, 622 (2000).
[29] P. Bode, J. P. Ostriker, and N. Turok, The Astrophysical
Journal 556, 93 (2001).
[30] M. S. Turner, Phys. Rev. D 28, 1243 (1983).
[31] S.-J. Sin, Phys. Rev. D 50, 3650 (1994).
[32] W. Hu, R. Barkana, and A. Gruzinov, Phys. Rev. Lett.
85, 1158 (2000).
[33] J. Goodman, New Astronomy 5, 103 (2000).
[34] P. Peebles, The Astrophysical Journal Letters 534, L127
(2000).
[35] L. Hui, J. P. Ostriker, S. Tremaine, and E. Witten, Phys.
Rev. D 95, 043541 (2017).
[36] S.-d. Mao and P. Schneider, Mon. Not. Roy. Astron. Soc.
295, 587 (1998), arXiv:astro-ph/9707187 [astro-ph] .
14
[37] R. B. Metcalf and P. Madau, The Astrophysical Journal
563, 9 (2001).
[38] N. Dalal and C. Kochanek, The Astrophysical Journal
572, 25 (2002).
[39] D. Xu, S. Mao, J. Wang, V. Springel, et al., Monthly No-
tices of the Royal Astronomical Society 398, 1235 (2009).
[40] S. Vegetti, L. Koopmans, A. Bolton, T. Treu, and
R. Gavazzi, Monthly Notices of the Royal Astronomical
Society 408, 1969 (2010).
[41] D. Xu, S. Mao, A. P. Cooper, J. Wang, L. Gao, C. S.
Frenk, and V. Springel, Monthly Notices of the Royal
Astronomical Society 408, 1721 (2010).
[42] D. Xu, S. Mao, A. P. Cooper, L. Gao, C. S. Frenk, R. E.
Angulo, and J. Helly, Monthly Notices of the Royal As-
tronomical Society 421, 2553 (2012).
[43] S. Vegetti, D. Lagattuta, J. McKean, M. Auger, C. Fass-
nacht, and L. Koopmans, Nature 481, 341 (2012).
[44] Y. Hezaveh, N. Dalal, G. Holder, M. Kuhlen, D. Marrone,
N. Murray, and J. Vieira, The Astrophysical Journal
767, 9 (2013).
[45] D. Xu, D. Sluse, L. Gao, J. Wang, et al., Monthly Notices
of the Royal Astronomical Society 447, 3189 (2015).
[46] F.-Y. Cyr-Racine, L. A. Moustakas, C. R. Keeton, K. Sig-
urdson, and D. A. Gilman, Phys. Rev. D94, 043505
(2016), arXiv:1506.01724 [astro-ph.CO] .
[47] Y. D. Hezaveh, N. Dalal, D. P. Marrone, Y.-Y. Mao,
et al., The Astrophysical Journal 823, 37 (2016).
[48] A. M. Nierenberg, T. Treu, G. Brammer, A. H. G. Pe-
ter, et al., Mon. Not. R. Astron. Soc. 471, 2224 (2017),
arXiv:1701.05188 .
[49] S. Birrer, A. Amara, and A. Refregier, JCAP 5, 037
(2017), arXiv:1702.00009 .
[50] S. Asadi, E. Zackrisson, and E. Freeland, Monthly No-
tices of the Royal Astronomical Society 472, 129 (2017).
[51] J. M. Diego et al., (2017), arXiv:1706.10281 [astro-
ph.CO] .
[52] T. Venumadhav, L. Dai, and J. Miralda-Escud, Astro-
phys. J. 850, 49 (2017), arXiv:1707.00003 [astro-ph.CO]
.
[53] M. Oguri, J. M. Diego, N. Kaiser, P. L. Kelly, and
T. Broadhurst, (2017), arXiv:1710.00148 [astro-ph.CO]
.
[54] L. Dai, T. Venumadhav, A. A. Kaurov, and J. Miralda-
Escud, (2018), arXiv:1804.03149 [astro-ph.CO] .
[55] R. Takahashi and T. Nakamura, Astrophys. J. 595, 1039
(2003), arXiv:astro-ph/0305055 [astro-ph] .
[56] R. Takahashi, Astrophys. J. 644, 80 (2006), arXiv:astro-
ph/0511517 [astro-ph] .
[57] R. Takahashi, Astrophys. J. 835, 103 (2017),
arXiv:1606.00458 [astro-ph.CO] .
[58] Z. Cao, L.-F. Li, and Y. Wang, Phys. Rev. D 90, 062003
(2014).
[59] S. Jung and C. S. Shin, (2017), arXiv:1712.01396 [astro-
ph.CO] .
[60] L. R. Rabiner, Proceedings of the IEEE 77, 257 (1989).
[61] S. Hild, S. Chelkowski, and A. Freise, (2008),
arXiv:0810.0604 [gr-qc] .
[62] P. Schneider, J. Ehlers, and E. Falco, “Gravitational
lenses gravitational lenses, xiv, 560 pp. 112 figs,” (1992).
[63] W. Ambrose, Annals of Mathematics , 49 (1961).
[64] L. Dai and T. Venumadhav, (2017), arXiv:1702.04724
[gr-qc] .
[65] W. Jaffe, Monthly Notices of the Royal Astronomical So-
ciety 202, 995 (1983).
[66] C. R. Keeton, (2001), arXiv:astro-ph/0102341 [astro-ph]
.
[67] L. Dai, T. Venumadhav, and B. Zackay, (2018),
arXiv:1806.08793 [gr-qc] .
[68] J. Roulet and M. Zaldarriaga, (2018), arXiv:1806.10610
[astro-ph.HE] .
[69] A. Viterbi, IEEE transactions on Information Theory 13,
260 (1967).
[70] B. Zackay, L. Dai, and T. Venumadhav, (2018),
arXiv:1806.08792 [astro-ph.IM] .
[71] S. Husa, S. Khan, M. Hannam, M. Prrer, F. Ohme,
X. Jimnez Forteza, and A. Boh, Phys. Rev. D93, 044006
(2016), arXiv:1508.07250 [gr-qc] .
[72] S. Khan, S. Husa, M. Hannam, F. Ohme, M. Prrer,
X. Jimnez Forteza, and A. Boh, Phys. Rev. D93, 044007
(2016), arXiv:1508.07253 [gr-qc] .
[73] T. Dietrich, S. Bernuzzi, and W. Tichy, Phys. Rev. D96,
121501 (2017), arXiv:1706.02969 [gr-qc] .
[74] T. Dietrich et al., (2018), arXiv:1804.02235 [gr-qc] .
[75] T. A. Apostolatos, C. Cutler, G. J. Sussman, and K. S.
Thorne, Phys. Rev. D 49, 6274 (1994).
[76] A. Klein, N. Cornish, and N. Yunes, Phys. Rev. D88,
124015 (2013), arXiv:1305.1932 [gr-qc] .
[77] K. Chatziioannou, A. Klein, N. Cornish, and N. Yunes,
Physical review letters 118, 051101 (2017).
[78] I. Harry, S. Privitera, A. Boh, and A. Buonanno, Phys.
Rev. D94, 024012 (2016), arXiv:1603.02444 [gr-qc] .
[79] I. Hinder, L. E. Kidder, and H. P. Pfeiffer, Phys. Rev.
D98, 044015 (2018), arXiv:1709.02007 [gr-qc] .
[80] R. Li, C. S. Frenk, S. Cole, L. Gao, S. Bose, and W. A.
Hellwing, Mon. Not. R. Astron. Soc. 460, 363 (2016),
arXiv:1512.06507 .
[81] H. Mo, F. Van den Bosch, and S. White, Galaxy forma-
tion and evolution (Cambridge University Press, 2010).
[82] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astro-
phys. J. 462, 563 (1996), astro-ph/9508025 .
[83] A. D. Ludlow, S. Bose, R. E. Angulo, L. Wang, et al.,
Monthly Notices of the Royal Astronomical Society 460,
1214 (2016).
[84] A. A. Dutton and A. V. Macci, Monthly Notices of the
Royal Astronomical Society 441, 3359 (2014).
[85] S. Hilbert, S. D. M. White, J. Hartlap, and P. Schnei-
der, Mon. Not. Roy. Astron. Soc. 386, 1845 (2008),
arXiv:0712.1593 [astro-ph] .
[86] R. Takahashi, M. Oguri, M. Sato, and T. Hamana,
Astrophys. J. 742, 15 (2011), arXiv:1106.3823 [astro-
ph.CO] .
[87] S. Mao, J. Wang, and M. C. Smith, Monthly Notices of
the Royal Astronomical Society 422, 2808 (2012).
[88] M. Zumalacarregui and U. Seljak, (2017),
arXiv:1712.02240 [astro-ph.CO] .
[89] S. Bird, I. Cholis, J. B. Muoz, Y. Ali-Hamoud, et al.,
Phys. Rev. Lett. 116, 201301 (2016), arXiv:1603.00464
[astro-ph.CO] .
[90] S. Clesse and J. Garca-Bellido, Phys. Dark Univ. 15, 142
(2017), arXiv:1603.05234 [astro-ph.CO] .
