We describe three MATLAB classes for manipulating tensors in order to allow fast algorithm prototyping. A tensor is a multidimensional or N -way array. We present a tensor class for manipulating tensors which allows for tensor multiplication and "matricization." We have further added two classes for representing tensors in decomposed format: cp tensor and tucker tensor. We demonstrate the use of these classes by implementing several algorithms that have appeared in the literature.
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Introduction.
A tensor is a multidimensional or N -way array of data; Figure 1.1 shows a 3-way array of size I 1 × I 2 × I 3 . In this paper, we describe three MATLAB classes for manipulating tensors: tensor, cp tensor, and tucker tensor. MATLAB is a high-level computing environment that allows users to develop mathematical algorithms using familiar mathematical notation. In terms of higherorder tensors, MATLAB R14 supports multidimensional arrays (MDAs). Allowed operations on MDAs include elementwise operations, permutation of indices, and most vector operations (like sum and mean) [9] . More complex operations, such as the multiplication of two MDAs, are not supported by MATLAB. This paper describes the use of MATLAB's class functionality [8] to create a tensor datatype that extends MATLAB's MDA functionality to support tensor multiplication and more.
Basic mathematical notation and operations for tensors, as well as related MAT-LAB commands, are described in §2. Tensor multiplication receives its own section, §3, in which we describe both notation and how to multiply a tensor times a vector, a tensor times a matrix, and a tensor times another tensor. Conversion of a tensor to a matrix and vice versa is described in §4.
A tensor may be stored in factored form as a sum of rank-1 tensors. There are two commonly accepted factored forms. The first was developed independently under two names: the CANDECOMP model of Carroll and Chang [2] and the PARAFAC model of Harshman [5] . Following the notation in Kiers [7] , we refer to this decomposition as the CP model. The second decomposition is the Tucker [10] model. Both models, as well as the corresponding MATLAB classes cp tensor and tucker tensor, are described in §5.
We note that these MATLAB classes serve a purely supporting role in the sense that these classes do not contain algorithms-just data types. Thus, we view this work as complementary to those packages that provide algorithms, such as Andersson and Bro's N -way toolbox for MATLAB [1] .
In general, we use the following notational conventions. Indices are denoted by lowercase letters and span the range from 1 to the uppercase letter of the index, e.g., n = 1, 2, . . . , N . We denote vectors by lowercase boldface letters, e.g., x; matrices by uppercase boldface, e.g., U; and tensors by calligraphic letters, e.g., A. Notation for tensor mathematics is still sometimes awkward. We have tried to be as standard as possible, relying on [6, 7] for some guidance in this regard.
Basic Notation & MATLAB Commands for Tensors.
Let A be a tensor of dimension I 1 × I 2 × · · · × I N . The order of A is N . The nth dimension or mode or way of A is of size I n .
Just as an n-vector can be thought of as an n × 1 matrix, an n-vector can be thought of as an order-1 tensor of size n, and an m × n matrix can be thought of as an order-2 tensor of size m × n.
2.1. Creating a tensor object. In MATLAB, a higher-order tensor can be stored as an MDA. We introduce the tensor class to extend the capabilities of the MDA object. An array or MDA can be converted to a tensor as follows. T = tensor(A) or T = tensor(A,DIM) converts an array (vector, matrix, or MDA) to a tensor. Here A is the object to be converted and DIM specifies the dimensions of the object. A = double(T) converts a tensor to an array. 
Tensors and size.
Out of necessity, the tensor class handles sizes in a different way than the MATLAB arrays. Every MATLAB array has at least 2 dimensions; for example, a scalar is an object of size 1 × 1 and a column vector is an object of size n × 1. On the other hand, MATLAB drops trailing singleton dimensions for any object of order greater than 2. Thus, a 4 × 3 × 1 object has a reported size of 4 × 3; see Figure 2 .2. The MATLAB tensor class explicitly stores the size of its objects, allowing for as few as one dimension as well as for trailing singleton dimensions. Thus, DIM must be specified in the constructor whenever the order is one or there are trailing singleton dimensions.
General functionality.
In general, a tensor object will behave exactly as an MDA for all functions that are defined for an MDA; see Figure 2 .3.
Accessors.
We denote the index of an element within a tensor by either subscripts or parentheses. Subscripts are generally used for indexing on matrices and vectors but can be confusing for the complex indexing that is sometimes required for tensors. For example, A(i 1 , i 2 , . . . , i N ) may be easier to read than A i1i2···i N . Furthermore, the parentheses notation is consistent with MATLAB:
We may replace an index with a colon or a range of indices in the same way as is done in MATLAB. Thus, U i: or U(i, :) denotes the ith row of U, and U :j denotes the jth column of U. Likewise, A(:, :, k) denotes the kth submatrix along the third mode. The MATLAB notation is straightforward:
A(:,:,k) returns the kth 3-mode submatrix of the tensor A. • A + B or plus(A,B)
• A -B or minus(A,B)
• -A or uminus(A)
• +A or uplus(A)
• A.*B or times(A,B)
• A./B or rdivide(A,B)
• A.\B or ldivide(A,B)
• A.^B or power(A,B)
• A < B or lt(A,B)
• A > B or gt(A,B)
• A <= B or le(A,B)
• A >= B or ge(A,B)
• A~= B or ne(A,B)
• A == B or eq(A,B)
• A & B or and(A,B)
• A | B or or(A,B)
•~A or not(A) 3. Tensor Multiplication. Notation for tensor multiplication is extremely difficult to understand, particularly because its use is often inconsistent. The issues have to do with defining which indices are to be multiplied and how the modes of the result should be ordered. We approached this problem by considering what could be expressed easily by MATLAB.
3.1. Multiplying a tensor times a matrix. The first question we consider is how to multiply a tensor times a matrix. With matrix multiplication, the specification of which dimensions should be multiplied is automatic-it is always the rows of the first matrix with the columns of the second matrix. A transpose on an argument swaps the rows and columns. Because tensors may have an arbitrary number of dimensions, the situation is more complicated. In this case, we need to specify which mode of the tensor is multiplied by the columns of the given matrix.
The solution is the n-mode product [3] . Let A be an I 1 × I 2 × · · · × I N tensor. Let U be an J n × I n matrix. Then the n-mode product of A and U is denoted by
The result is a tensor of size
Note that the order of the result is the same as the original tensor. The entries are computed as follows:
To understand this notation in terms of matrices (i.e., order-2 tensors), suppose A is m × n, U is m × k, and V is n × k. Then
Similarly, the matrix SVD can be written as
The following MATLAB commands can be used to calculate n-mode products.
The n-mode product satisfies the following property from [3] . Let A be a tensor of size
See Figure 3 .1 for an example that demonstrates this property, and Figure 3 .2 which revisits the same example but calculates the products using cell arrays.
It is often desirable to calculate the product of a tensor and a sequence of matrices. Let A be an I 1 ×I 2 ×· · ·×I N tensor. Let U (n) denote a J n ×I n matrix for n = 1, . . . , N . Then
C is a tensor of size 2 x 3 x 3 C.data = (:,:,1) = is of size J 1 × J 2 × · · · × J N . We propose new, alternative notation for this operation that is consistent with the MATLAB command:
This notation will prove useful in presenting some algorithms.
The following equivalent MATLAB commands can be used to calculate n-mode products with a sequence of matrices.
Here U = {U1,U2,. . .,UN} is a MATLAB cell array and Un is as described above.
Another frequently used operation is multiplying by all but one of a sequence of matrices:
We propose new, alternative notation for this operation that is consistent with the MATLAB command:
This notation will prove useful in presenting some algorithms in §6.
The following MATLAB commands can be used to calculate n-mode products with all but one of a sequence of matrices. B = product(A,U,-n) calculates B = A × −n {U}. Here U = {U1,U2,. . .,UN} is a MATLAB cell array; the nth cell is simply ignored in the computation.
Note that B = product(A,{U1,. . .,U4,U6,. . .,U9}, [1:4,6:9] ) is equivalent to B = product(A,U,-5) where U={U1,. . .,U9} ; both calculate B = A × −5 {U}.
3.2.
Multiplying a tensor times a vector. In our opinion, one source of confusion in n-mode multiplication is what to do when multiplying a tensor times a vector due to the introduction of a singleton dimension in mode n. If the singleton dimension is dropped (as is sometimes desired), then the commutativity of the multiplies (3.1) outlined in the previous section no longer holds because the order of the intermediate result changes and × n or × m applies to the wrong mode.
Although one can usually determine the correct order of the result via the context of the equation, it is impossible to do this automatically in MATLAB in any robust way. Thus, we propose an alternate name and notation in the case when the newly introduced singleton dimension should indeed be dropped.
Let A be an I 1 × I 2 × · · · × I N tensor, and let b be an I n -vector. We propose that the contracted n-mode product, which drops the nth singleton dimension, be denoted by
The result is of size I 1 × · · · × I n−1 × I n+1 × · · · × I N . Note that the order of the result is N − 1, one less than the original tensor. The entries are computed as follows:
The following MATLAB command computes the contracted n-mode product.
product(A,u,n,'vec') computes A× n u.
Observe that A× n u and A × n u T produce identical results except for the order and shape of the results; that is, A× n u ∈ R I1×···×In−1×In+1×···×I N , whereas A × n u T ∈ R I1×···×In−1×1×In+1×···×I N . See Figure 3 .3 for an example. For the contracted n-mode product, it is no longer true that multiplication is commutative; i.e.,
If we assume m < n, then
As before with matrices, it is often useful to calculate the product of a tensor and a sequence of vectors:
As in the matrix case, we propose the following alternative notation:
respectively. In practice, one must be careful when calculating a sequence of contracted products to perform the multiplications starting with the highest mode and proceed sequentially to the lowest mode. The following MATLAB commands automatically sort the modes in the correct order. b = product(A,u,'vec') computes A× {u} where u is a cell array whose nth entry is the vector u (n) . b = product(A,u,-n,'vec') computes A× −n {u}.
Note that the result of the first calculation is a scalar, and the result of the second is a vector of size I n . , i 2 , . . . , i N ) B(i 1 , i 2 , . . . , i N ) .
In MATLAB, this is accomplished via the following command.
product (A,B) calculates A, B ; the result is a scalar.
Using the product definition, the Frobenius norm of a tensor is then given by
In MATLAB, the norm can be calculated as follows.
norm(A) calculates A , the Frobenius norm of a tensor.
Next, suppose the two tensors are different sizes. Let A be of size
We can multiply them along the first M modes, and the result is of size
Note that the modes to be multiplied are specified in the subscripts that follow the angle brackets. The remaining modes are ordered such that those from A come before B, which is different from the tensor-matrix product case considered above because the leftover matrix dimension is inserted at I m and not moved to the end. In MATLAB, the command is as follows. 
4
. Matricize: Transforming a Tensor into a Matrix. It is often useful to transform a tensor into a matrix such that all of the columns along a certain mode are rearranged to form a matrix. Following Kiers [7] , we call this process "matricizing" because matricizing a tensor is analogous to vectorizing a matrix. De Lathauwer et al. [3] call this process "unfolding."
Typically, a tensor is matricized so that all of the columns associated with a particular dimension are aligned. De Lathauwer et al. [3] and Kiers [7] differ on how the columns should be arranged within the matrix; while both agree that the ordering 
In Kier's definition [7] , A (n) is of size I n × (I 1 · · · I n−1 I n+1 · · · I N ) and contains entry A(i 1 , . . . , i N ) in position (k, ) where k = i n and
To distinguish between these two definitions of matricizations in our mathematical notations, we append the subscript phrase "DDV" or "Kiers"; e.g., A (n)Kiers . In most cases, the distinction is unnecessary so long as the matricization method used on the right hand side of an equation is the same as the left hand side.
The matricize function supports either interpretation as an option but defaults to De Lathauwer et al.'s interpretation. The following MATLAB commands can convert a tensor to a matrix. matricize(T,n) or matricize(T,n,'DDV') computes T (n)DDV . matricize(T,n,'Kiers') computes T (n)Kiers . We can also construct a tensor from a "matricized" tensor by specifying the mode of matricization and original tensor dimensions. The following MATLAB command can convert a matrix to a tensor.
tensor(A,n,DIMS,'DDV') or tensor(A,n,DIMS,'Kiers') creates a tensor from a matrix A (n) . The dimensions of the resulting tensor are specified by DIMS. Tensors stored in matricized form may be manipulated as matrices, reducing some tensor-matrix operations, such as n-mode multiplication, to matrix-matrix operations. For example, the n-mode product of a tensor A by a matrix M may be expressed in the following two ways:
or, in terms of tensor matricizations,
Moreover, the series of multiplications in (3.2), when written as a matrix formulation, is given by
when using the definition by De Lathauwer et al. [3] , or
when using the definition by Kiers [7] .
Decomposed Tensors.
As we mentioned previously, we have also created two additional classes to support the representation of tensors in decomposed form, that is, as the sum of rank-1 tensors. A rank-1 tensor is a tensor that can be written as the outer product of vectors, i.e.,
where λ is a scalar and each u (n) is an I n -vector, for n = 1, . . . , N . The • symbol denotes the outer product; so, in this case, the (i 1 , i 2 , . . . , i N ) entry of A is given by
where u i denotes the ith entry of vector u. We focus on two different tensor decompositions: CP and Tucker.
CP tensors.
Recall that "CP" is shorthand for CANDECOMP [2] and PARAFAC [5] , which are identical models that were developed independently. The CP decomposition is a weighted sum of rank-1 tensors, given by
Here λ is a vector of size K and each U (m) is a matrix of size I n ×K, for n = 1, . . . , N . Recall that the notation U (n) :k denotes the kth column of the matrix U (n) . The following MATLAB command creates a CP tensor. % Let T be a 3 x 4 x 2 tensor T = tensor(rand (3,4,2) ) T is a tensor of size 3 x 4 x 2 T.data = (:,:,1 T = cp tensor(lambda,U) creates a cp tensor object. Here lambda is a K-vector and U is a cell array whose nth entry is the matrix U (n) with K columns.
A CP tensor can be converted to a dense tensor as follows. B = full(A) converts a cp tensor object to a tensor object.
See Figure 5 .1 for an example.
Addition and subtraction of CP tensors is handled specially. The λ's and U (n) 's are concatenated. To add or subtract two CP tensors (of the same order and size), use the + and -signs.
A + B computes the sum of two CP tensors.
A -B computes the difference of two CP tensors.
An example is shown in Figure 5 .2.
To determine the value of K for a CP tensor, execute the following MATLAB command. r = length(T.lambda) returns the "rank" of the tensor T. [10] , also called a Rank-(K 1 , K 2 , . . . , K N ) decomposition [4] , is another way of summing decomposed tensors given by
Tucker tensors. The Tucker decomposition
Here λ is itself a tensor of size K 1 × K 2 × · · · × K N , and each U (n) is a matrix of size I n × K n , for n = 1, . . . , N . As before, the notation U (n) :k denotes the kth column of the matrix U (n) . The tensor λ is often called the "core array" or "core tensor." A Tucker tensor can be created in MATLAB as follows.
and U is a cell array whose nth entry is a matrix with K n columns. A Tucker tensor can be converted to a dense tensor as follows. B = full(A) converts a tucker tensor object to a tensor object.
Relations between CP and Tucker.
Mathematically, a CP decomposition is a special case of a Tucker decomposition where
, only the diagonal entries of the tensor λ are non-zero). On the other hand, it is possible to express a Tucker decomposition as a CP decomposition where K = N n=1 K n . 6. Examples. We demonstrate the use of the tensor, cp tensor, and tucker tensor classes for algorithm development. De Lathauwer et al. have presented higher-order generalizations of the power method and orthogonal iteration in [4] , which serve as our examples.
Our first example is the higher-order power method, Algorithm 3.2 from [4] , which is a multilinear generalization of the best rank-1 approximation problem for matrices. In Figure 6 .1, we have reproduced the algorithm using our notation. Figure 6 .2 shows the MATLAB code that implements the algorithm. Figure 6 .3 shows sample output using this method.
The higher-order orthogonal iteration is the multilinear generalization of the best rank-R approximation problem for matrices. Algorithm 4.2 in [4] finds the best rank-(R 1 , R 2 , . . . , R N ) approximation of a higher-order tensor. We have reproduced the algorithm in Figure 6 .4 using our notation, and that MATLAB implementation is in Figure 6 .5. Figures 6.6-6.8 show the algorithm applied to the same random tensor from Figure 6 .3 for computing different rank-(R 1 , R 2 , R 3 ) approximations.
7. Conclusions. We have described three new MATLAB classes for manipulating dense and factored tensors. These classes extend MATLAB's built-in capabilities for multidimensional arrays in order to facilitate rapid algorithm development.
The tensor class simplifies the algorithmic details for implementing numerical methods for higher-order tensors by hiding the underlying matrix operations. It was previously the case that users had to know how to appropriately reshape the tensor into a matrix, execute the desired operation using matrix commands, and then appropriately reshape the result into a tensor. This can be nonintuitive and cumbersome, and we believe using the tensor class will be much simpler.
The tucker tensor and cp tensor classes give users an easy way to store and manipulate factored tensors, as well as the ability to convert such tensors into nonfactored (or dense) format.
At this stage, our MATLAB implementations are not optimized for performance or memory useage; however, we have striven for consistency and ease-of-use. In the future, we plan to further enhance these classes and add additional functionality.
Over the course of this code development effort, we have relied on published notation, especially from Kiers [7] and De Lathauwer et al. [4] . To address ambiguities that we discovered in the class development process, we have proposed extensions to the existing mathematical notation, particularly in the area of tensor multiplication, that we believe more clearly denote mathematical concepts that were difficult to write succinctly with the existing notation.
We have demonstrated our new notation and MATLAB classes by revisiting the higher-order power method and the higher-order orthogonal iteration method from [4] . In our opinion, the resulting algorithm (using our consolodated notation) and code (using our MATLAB classes) is more easily understood. For n = 1, . . . , N , do: u
3. Let λ = λK and {u} = {uK } where K is the index of the final result of the iterations. 
Higher-Order Orthogonal Iteration
In: A of size I1 × I2 × . . . × IN and desired rank of output.
Out: B of size I1 × I2 × . . . × IN , an estimate of the best rank-(R1, R2, . . . , RN ) approximation of A.
Compute initial values: Let
∈ R In×Rn be an orthonormal basis for the dominant Rn-dimensional left singular subspace of A (n) for n = 2, . . . , n. 
