are treated as p distorted copies of the standard For the Hopfield model with the Hebb connection matrix q n ) = (1,. . . , l ) E R".
Introduction
By the Hopfield model of a neural network we mean a dynamic system of n interacting "agents". The agents and they are connected with each other by the Hebb connection matrix , can take only two values ci = fl, i = 1,2,. . . , R , J = S T . S , J i i = O , i = 1 , 2 ,..., n.
(1)
The matrix S is ( p x n)-matrix whose n-dimensional rows are the memorized patterns used for the network learning. The asynchronous dynamics of the network is supposed. The state of the network as a whole is described by the configuration vector memorized pattern only one coordinate of the standard is distorted; the value of the distortion 2 is the same for all the memorized patterns. The general case is discussed in Section 3.
Our goal is to find out how the result of learning depends on the distortions of the standard and the dynamic threshold.
As a result of the learning we understand the set of fixed points representing the "memory" of the network.
In other words, we investigate the ability of the Hopfield model to generalization [l] in the specific case of one distorted standard .
Basic Model and its Interpretation
The problem (1)-(4) will be called the Basic Model. It was investigated in detail in [2] .
Main results
A). A necessary condition for a configuration vector to be a fixed point is that its last q coordinates be equal to each other.
Consequently, fixed points can be chosen in the form a'= (Ul,02,. . . , Un).
Let us consider the following meaningful problem: a network had to be taught by p t i m e presentation of the standard, but errors crept into the learning process and, in fact, the network Was taught by P distorted copies of the standard. We formalize the problem choosing the matrix S in the form, a'* = (UI,U2,.. .,up, 1,. . ., 1); (5) -3'
--2 1
from the standard is the same as the distance of a" is a fixed point.
Consequently, we have to divide all the set of 2 , vectors 0'" into classes C joining vectors equidistant from the standard. For the standard q n ) these classes are
The number of the classes Ck is equal to p + 1. The number of the vectors in the class Ck is equal to (i).
C). Theorem:
When x increases from -00 to 00, in consecutive order the set ofthe fixed points is exhausted by the classes CO, Cl,. . . , Ck,,,.
The kth rebuilding from the class Ck-1 to the class Ck occurs at the point xk:
. , kna,,, (7) n + p -2 ( 2 k -1 ) '
Interpretations lo. The Theorem relates the quality of learning with
the distortion x during the learning stage and with ( X k , xk+1), the ciass & is the result of learning of the network. It is reasonable, that an error increases with the increase of the distortion x: the more is x the more the result of the learning differs from the standard qn).
2'. The rebuilding point X I = p-2 f is the boundary of distortions up to which the network extracts the standard from its distorted copies correctly. It is reasonable that this boundary is a monotonically increasing function of p: the more times a standard is shown during the learning stage, the larger distortions are allowed. The point x1 is also a monotonically increasing function of n. This result is reasonable too: for a fixed value of p , the greater n, Since the class CO contains the vector q n ) only, up to the end of this section the notation for the standard q n ) is changed by Co. Next, in addition we introduce one more standard that is the configuration vector ( -1 , . . ., -1 , 1 , . . ., 1).
-P By analogy, we use the notation C, for this "extra" standard, x > p, the fixed points 0 ' . belong to the class Ck with k > f , and they resemble the standard C, more, than the standard C O . Now the network interprets the memorized patterns as the distorted copies of another standard C,. (One extra argument to support this interpretation: from Eqs.(7),(8) it is easy to see that for p = const, n + 00 all the rebuilding points xk stick to one point p: xk E p, k = 1 , . . . , p . Then, for x < p the fixed point belongs to the class CO, whereas for x > p the fixed point belongs to the class E,.)
C O = (
This behavior of the network is in agreement with practical experience: usually deviations in the image of a standard are interpreted as permissible ones only up to a certain boundary. As soon as this boundary is exceeded, the patterns are interpreted as the distortions of a quite different standard. It is very interesting that artificial networks of the examined type interpret the distortions as permissible only up to a certain boundary. That is, a nontrivial feature of human perception is an inherent property of the Hebb type memory. such memorized patterns are not the same as the distortions (9). We treat an increase of z above the boundary p as more and more "negation" of the standard C O . The same as if the network is taught with the aid of memorized patterns, which "deny" the standard CO. In other words, the network is taught by presentation of negative examples.
There is big and clear to everybody difference between two cases: the learning with the aid of negative examples and teaching the opposite truth. In the last case slightly distorted n-dimensional vectors of the type (9) ought to be used as memorized patterns. Then, as a result of the learning the network understands the standard C p . In my opinion, it is possible that the dependence of k,,, on p (Eqs. (8) 
Generalization of the Basic Model
Several generalizations of Basic Model have been obtained. Some of them concern the full set of the fixed points. They are discussed in Subsection 3. (a1,az,. . . , a n ) , ai = (51).
In this case the Theorem remains valid, but now the vectors a* (5) have the form a' * = ((Y1u1, a2u2,. . . , apup, a p + l , . . . , an). 
ti'
where P 211 = C U I i , 1 = 1 , 2 , . . . , p .
At the same time, the memorized patterns (3) take the form $1 = ( U 1 -22111,. . . , u pz u p / , 1 , . . ., l), (12)
where 1 = 1 , 2 , . . . , p . In Eq.(lO) the vector i i ' is p dimensional part of the standard .ii (the same as the vector 5' in Eq. (5) is the pdimensional part of the vector Z*). It is easy to see that 11 Z' [I2= p . Let us start with the case of the standard q n ) remaining unchanged after the rotation: uI E 1. I showed that in this case all the statements of the items A)-C) of the Basic Model remained unchanged too.
Note, here all the first p coordinates of the memorized patterns (12) are distorted.
More interesting is the case when the standard q n ) changes due to rotation: uI $ 1. Again, as in the item A), the only important configuration vectors are a* (5). Again, the statement of the item B) is valid.
Then we must divide the set of the vectors Z* into classes joining the vectors that are equidistant from the standard. Only now the vectors that are equidistant from the standard .ii are vectors a" with the same value of the cosine of the angle between pdimensional vestors
' ' and Ti',
Let the vectors a" be grouped into classes E y ) :
The number of the different classes E r ) is given by the number t of'different values of the cosine (13):
It is easy to see, that coswk = -coSWt-k, Vk 5 t .
Finally, the generalization of the Theorem from the item C ) is: When x increases from -00 to 00, p=( 1, 1 , -1 , 1 , 1 , ' . . , 1 ) ' y = ( 1, 1, 1 , -1 , l ) . . . ) 1 ) .
Then it is necessary, first, to group these vectors into one class E r ) . Secondly, we must choose such a distortion x, which guarantees that the vectors from this class are the fixed points of the network. The 1, 1, 1, 1 ,. .., 1)ER" . 1, 1, 1, 1 ,' -1, 1, 1, 1 ,. .., 1) -1,  1,   1, 1,. . ., 1) 1, 1 , -1 , 1 , 1 , ..., 1)
( 1, 1, l , , -l , 1 ,..., 1)
Thus, the class E r ) contains the given configuration vectors Z, 6 and 'y only. If the distortion parameter x is chosen inside the interval ( 2 2 , t 3 ) the relevant network has the preassigned set of the fixed points. , Ul, 6 2 , . . . ,u2,. . . , up, . . . , up, L, . ;
. ,1).
--m m m P Again, these vectors are grouped into classes ELm) analogous to the classes c k (6). The only difference is that now the value -1 has t o be assigned not to a separate coordinate ul, but to m coordinates of the same name. Again, the number of the vectors (7' in the class Ekm) is equal to (E). Then we have the generalization of the Theorem: The value of the parameter x corresponding to-the kth rebuilding from the class to the class ELm), is .E -(2k -1)
x k = p ' ; + p -2 ( 2 k -l ) '
Ground State
It is well-known [3], that an energy n i j = l can be associated with every state a' of a network. The energy decreases during the network evolution. The fixed points are the local minima of the energy E. A fixed point that is the global minimum of the energy is called the ground state of a network. Because of the ground state uniqueness, it can be treated as the result of the network learning. Only the ground state is discussed in this Subsection.
lo.
Suppose distortions e(') are positive and different for all the memorized patterns (3): d') = (1 ,.", 1 , l -33') l ] . . ., l), 1 = 1 , 2 , . . . , p ;
Then, an analog of the statements A)-C) from Basic
Model can be obtained [4]:
. a) Only configuration vectors a'*(k) = (-1,-1,. . ., -1,1,. . ., l), k = 0 , 1 , . Next, suppose p << R, and R is so large that in Eqs. (l5) the terms containing n in the denominators can be omitted. Then, the statement b) is simplified:
a'*(k) is the ground state iff d k + l ) < p < d k ) . (17) In particular, a'*(O) is the ground state iff z ( l ) < p . (18) These statements are very interesting. Namely, Eqs. ( 17) and (18) It seems, this result clarifies qualitatively why the wellknown Latin saying "Repetitio est mater studiorum" (Practice make perfect) is true. Indeed, to be sure that a network with the Hebb connection matrix will understand a standard] we have to show it repeatedly. Also, we must be sure that the number of presentations p is greater than the maximal distortion d l ) . Since usually the distortions are Gaussianly distributed, the last requirement can be realized always.
2'. Basic Model was generalized for the case of asynchronous dynamics defined as where the connection matrix J is given by Eqs.(l),(2). The parameter H is called the dynamic threshold [3]. Usually, it is used to eliminate the linear term in the energy functional E. (For example, such a term appears when we turn from the (0,l)-network to the (-1, +l)-network.) Apparently, the role of the dynamic threshold is much more important. In [5] the case of H # 0 is analyzed in details. For the sake of simplicity, here I present the results obtained for H > 0 only.
Statement. Let 2 E ( 2 k r 2 k + l ) . When H increases from its initial zero value to infinity, in consecutive order the ground state of a network is exhausted b y the classes
The rebuilding of the ground state from the class C k + l -i to the class C k -i occurs when H is equal l o Z k , C L -1 , C L -2 , . . . CO.
n+p-2( 2( k + l -i)-1
H k + l -i (2) = n ' (2 -X k + l -i ) r i = 1 , 2 ,..., 6.
Here, the classes C k are defined by Eq.(6) and the rebuilding points xk are given by Eq.(7). In Fig.1 for a certain values of p and R the phase diagram for the ground state is shown. We see that changing H purposefully, we can significantly change the ground state. In particular] the standard q n ) = CO used for learning, can be done the ground state of the network. It is important to understand if this result depends on the specific form of the connection matrix (Eqs.(l) and (2)), or it is more general. In other words, is it possible to choose the threshold(s) in the general Hopfield model in such a way that memorized patterns will necessarily be its fixed points? The positive answer seems to be very probable.
Conclusions
All the analyzed sets of memorized patterns possess certain symmetry properties.
Namely, for each memorized pattern id') let us construct a plane L' containing both id') and the standard. Then it is easy to show, that the cosines of the angles between each pair of the planes-&, have the same value cos L(L1, L l f ) = -V l # l ' .
n -1 '
(For memorized patterns from item 3.1.3' these cosines are equal to *.)
Thus, even the case of one distorted standard cannot be considered as exhausted.
Nevertheless, our results provide rather good approximation allowing to understand the properties of the Hebb memory in the case of one standard. 
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