Multiple sound source localization remains a challenging issue due to the interaction between sources. Although traditional approaches can locate multiple sources effectively, most of them require the number of sound sources as a priori knowledge. However, the number of sound sources is generally unknown in practical applications. To overcome this problem, a spatial principal eigenvector based approach is proposed to estimate the number and the direction of arrivals (DOAs) of multiple speech sources. Firstly, a time-frequency (TF) bin weighting scheme is utilized to select the TF bins dominated by single source. Then, for these selected bins, the spatial principal eigenvectors are extracted to construct a contribution function which is used to simultaneously estimate the number of sources and corresponding coarse DOAs. Finally, the coarse DOA estimations are refined by iteratively optimizing the assignment of selected TF bins to each source. Experimental results validate that the proposed approach yields favorable performance for multiple sound source counting and localization in the environment with different levels of noise and reverberation.
Introduction
Multiple sound source localization is crucial in many acoustic signal processing tasks, such as speech dereverberation, noise reduction and blind source separation [1] . Several approaches have been proposed for multi-source localization, which can be broadly classified into three categories [2] : blind identification [3] , angular spectrum [4, 5] and time-frequency (TF) processing [6] . However, most existing localization methods focus on improving accuracy and computational efficiency [7] [8] [9] . Other than these, an important issue in localization is source counting, since the number of sources is unknown in most practical applications and source localization will become more difficult without this information.
Subspace method, a kind of angular spectrum approach, has shown great effectiveness in source localization. A deep insight for eigen-analysis of parameterized spatial correlation matrix (PSCM) is given in [10] . It shows that when the PSCM is steered toward the source location, the major eigenvalue is maximized while all other eigenvalues are minimized. The multichannel cross-correlation coefficient (MCCC) approach [11] and the subband weighting based method [12] estimate the location by reaching the minimum of the determinant of PSCM, which is essentially equivalent to minimizing the minor eigenvalues [10] . Some other subspace methods perform the eigendecomposition of the spatial correlation matrix [13, 14] . The extracted principal eigenvector and other minor eigenvectors contain different subspace information. The orthogonality of the minor eigenvectors to the steering vector [13] is considered in the the multiple signal classification (MUSIC) approach [15] . With the direction information of dominant source, the principal eigenvector is highly correlated with the steering vector, which is considered in the expectation-maximization eigenvector clustering method [14] . Although this method can localize closely spaced speakers and detect multiple sources, it requires the number of source as a prior information. Recently, TF methods have attracted broad attention due to their source counting ability [2, [16] [17] [18] . Some of them solve source counting problem along the similar line to matching pursuit algorithm [19] , in which the source with the largest contribution is found and then its contribution is removed iteratively until a stop criterion is satisfied [2, 18] .
Motivated by these works, a spatial principal eigenvector based method is proposed to reliably estimate both the number and the DOAs of multiple speech sources. Firstly, single source dominant TF bins are selected to depress the overlapping effect caused by multiple sources and reverberation. Then, the spatial principal eigenvector is extracted to construct the contribution function, which takes full advantage of the high correlation between the principal eigenvector and the steering vector. After that, the number and the DOAs of sources are estimated by iteratively detecting the potential source with the largest contribution. Since the TF bins belonging to the detected source are removed, the interaction between sources is reduced, making it easy and accurate to find other sources. Finally, by optimizing the TF bin assignment, the TF bins dominated by the same source are gradually clustered and the refining DOA estimations are estimated from each cluster. The proposed method is able to achieve high counting success rate and DOA accuracy in the noisy and reverberant scenario.
Problem Formulation
Assume there are K far-field speech sources observed by an array of M microphones in a noisy and reverberant scenario. The propagation attenuation from sources to microphones is supposed to be same. The received signal can be modeled in the short-time Fourier transform (STFT) domain as [14] :
where m ∈ {1, 2, . . . , M} is the microphone index, k ∈ {1, 2, . . . , K} is the source index, n and ω denote the time frame index and frequency point index, respectively. Here, α represents the propagation attenuation factor, θ k denotes the DOA of k-th source, τ θ k ,m is the time of arrival from the k-th source to the m-th microphone, Hm(ω, θ k ) represents the STFT transformed impulse response of reverberation, Xm(n, ω), S k (n, ω) and Vm(n, ω) denote the STFT of the received signals, the source signals and the additive ambient noise in frequency domain, respectively. The signal model in Formula (1) can be rewritten in a vector form: (2) where
Here, e(ω, θ k ) represents the steering vector from the DOA θ k to the array, and τ θ k ,m can be calculated using the known distance between sources and sensors. Generally, the number of sources is unknown in practice, so the task is to simultaneously estimate the number K and the DOAs {θ k } of sound sources.
3. Source Counting and DOA Estimation
Time-frequency bin weighting
In a multi-source environment, microphone signals are always a mixture of multiple sources. The W-disjoint orthogonal (W-DO) assumption [20] is usually utilized to simplify the observed mixture model. But actually there are many sources with strong overlapping in certain TF bins due to the influence of multiple sources and reverberation, and this assumption is rarely met in practice. Applying the WDO assumption to these TF bins will lead to a large modeling error, thus affecting the following decision. To depress the influence of overlapping, single source dominant TF bins are selected by a TF weighting scheme. The TF weight for the (n, f )-th bin is expressed as:
where f represents the frequency bin index, r(n, f ) is the mean value for the correlation coefficients of all microphone pairs, and r th denotes a predefined threshold for r(n, f ). The correlation coefficient r m,m (n, f ), corresponding to the (m, m )-th microphone pair, is defined as [18] :
where R m,m (n, f ) denotes the magnitude of the cross power spectrum, which is computed as:
where S f is the set of adjacent frequency points belonging to the f -th frequency bin.
Source counting and coarse DOA estimation based on spatial principal eigenvector
For each single source dominant TF bin, the principal eigenvector contains the direction information of the dominant source and shows a high correlation with the steering vector [14] . Therefore, a spatial principal eigenvector based method is proposed to estimate the number and the coarse DOAs of speech sources, by matching the spatial principal eigenvectors with the steering vector from all candidate directions. The spatial correlation matrix for the (n, f )-th TF bin is estimated from N f frequency points:
where N f is the number of frequency points in the f -th frequency bin. Then, the eigen-decomposition ofR(n, f ) is performed to obtain the eigenvalues {λ m(n, f )} and the eigenvectors {qm(n, f )}, in which the largest eigenvalue and corresponding spatial principal eigenvector are denoted as λ1(n, f ) and q1(n, f ), respectively. These eigenvalues, indicating the energy of sources and noise, are utilized to form a confidence weight measuring the dominance of single source. The confidence weight WC(n, f ) is computed as [17] :
By adding the confidence weight to the correlation of the spatial eigenvector and the steering vector, a weighted similarity is formed to measure the local contribution in the (n, f )-th TF bin, for the source from the candidate direction θ k :
where
, β is an adjustable variable that controls the influence of the confidence weight, and e(f, θ k ) denotes the mean steering vector pointing to the DOA θ k for f -th frequency bin
In practice, the normalized version of e(ω, θ k ) is utilized. For a specific TF bin, S(n, f, θ k ) tends to generate peaks at the real directions of sources, and the highest peak corresponds to the direction of the dominant source. In order to make full use of the available information, S(n, f, θ k ) are summed over all single source dominant TF bins to form a DOA-related function n,f WTF(n, f )S(n, f, θ k ). Ideally, this derived function can generate multiple peaks with the same number of sources. However, multiple sources and reverberation will disturb the ideal peak distribution, making it more difficult to count by directly searching peaks. To achieve a reliable source counting, an iterative contribution removal algorithm is proposed. At each iteration, the algorithm finds one potential source with the largest contribution, and then the TF bins belonging to this potential source are detected and removed. The contribution function δ(θ k ) of the k-th source is defined to measure the overall contribution of the source from the candidate direction θ k :
where WR(n, f ) denotes the remaining weight which is used to remove the TF bins belonging to the detected sources. Using this weight, the contribution of detected sources is removed and the contribution function shows clear peaks at the DOA of remaining sources, thus reducing the interaction between sources. At k-th iteration, the DOA with the largest contribution is:
Predefine three thresholds: δ th , N th , N Δth . The number of the remaining TF bins is denoted by Nrem, and the difference (3) 4: compute the spatial correlation matrixR(n, f ) as (6) 5: take eigen-decomposition ofR(n, f ), and calculate the confidence weight WC(n, f ) as (7) 6: while true do 7: k ← k + 1 8: compute the contribution function δ(θ k ) as (10) 9: find the DOA with the largest contributionθ k using (11) 10: if any stop criterion is satisfied then update the belonging weight WB(n, f, k) as (14) 18:
compute the cost function J(θ k ) as (15) 19:
update the estimated DOAθ k by (16) 20: if ΔJ all < J Δth then 21: Break; 22: end if 23: end while 24: returnK, {θ k } of Nrem between current iteration and the previous iteration is represented by ΔNrem. The stop criterions of the iteration are described as follows: (a) δ(θ k ) < δ th ; (b) Nrem < N th with Nrem = n,f WTF(n, f )WR(n, f ); (c) ΔNrem < N Δth . If none of the above-mentioned criterions is satisfied, the estimated number of the sourcesK is increased by one, and the estimated DOA for the k-th sourceθ k is updated asθ k . The contribution of the source from the directionθ k is removed by updating WR(n, f ):
where S th is a predefined threshold for the similarity value. After several iterations, the estimated number of the sourceŝ K and the coarse DOA estimations {θ k } are obtained, which serve as the initialization of the DOA refining procedure.
TF bin assignment for DOA refining
In the source counting process, the iterative TF bin removal will lead to a unbalanced number of TF bins utilized to localize each source, resulting in a set of coarse DOA estimations. To improve the accuracy of DOA estimation, an iterative refining algorithm is utilized to optimize the assignment of the TF bins to each source. At each iteration, the TF bins are reassigned to their dominant source, and then the DOAs are reestimated using these reassigned bins.
The dominant source for each TF bin is determined by the source with the largest contribution: wherek(n, f ) is the dominant source index for the (n, f )-th bin. To assign the TF bins to their dominant source, the belonging weight W B(n, f, k) is defined as:
Using this weight, the TF bins are clustered into multiple sets with the same number of sources. The cost function of the k-th source is defined to measure the contribution over all assigned TF bins, for the source from candidate DOAs:
The DOA of the k-th source is estimated from the TF bins assigned to this source, by finding the direction with the largest cost:θ
The overall cost is
The iteration will stop when the difference of the overall cost between current iteration and the previous iteration ΔJ all is smaller than the threshold J Δth .
The details of the proposed algorithm for source counting and DOA estimation are described in Algorithm 1. A threesource instance is depicted in Fig. 1 . Speech sources are located at 60
• , 120
• and 180 • , respectively. The black TF bins labeled multi-source denote the TF bins dominated by multiple sources. It can be observed that the single source dominant T-F bins used for counting each source are not balanced and the first detected source tends to exploit more bins. After DOA refining, the number of TF bins assigned to each source is more reasonable. In addition, when compared with the contribution functions, the cost functions show relatively clearer peaks and the DOAs maximized the cost functions are more accurate.
Experiments and Discussions
The proposed method is evaluated in a reverberant room, which is characterized by the reverberation time T60 = 250ms. An 8-channel uniform circular array with a radius of 10cm is placed in the center of the room (4m × 4m × 3m). To create multisource scenarios, sources are randomly located around the array with 1.5m distance, from 0
• to 360
• with an interval of 
5
• . Speech recordings from TIMIT database [21] are utilized as the source signals and the sampling rate is 16kHz. The image method [22] is used to generate the room impulse responds (RIRs) from sources to the sensors. The sensor signals are synthesized by convolving the clean speech signals with the generated RIRs. To control the signal-to-noise ratio (SNR), white Gaussian noise is properly scaled and added to each microphone signal. In the following processing, the captured array signals are set to 2s long. The frame length is 800 with 50% overlap and 1600 STFT coefficients are derived for each frame. The highest frequency of interest is set to 4kHz. The valid frequency points are divided into 16 frequency bins. The accuracy of source counting is measured by the success rate, that is the percentage of correct counting. The accuracy of DOA estimation is evaluated using the mean absolute estimated error (MAEE):
where Nins denotes the number of simulation instances, Kmin = min(K, K), andθ k,i and θ k,i represent the estimated DOA and the true DOA, respectively. Here, Nins is set to 200. The spatial resolution of the proposed method is investigated. Fig. 2 shows the performance versus different angular distances from 5
• to 180
• with an interval of 5
• , in a two-source environment with different SNRs. It can be observed that the proposed method hardly get the right number of sources with an angular distance smaller than 20
• , because the interaction of close located sources will result in identifying them as one source. As the angular separation increases from 20
• to 35
• , both the counting error and the DOA error drop sharply. The performance remains good when the angular distance rises from 35
• . Since the high correlation between the spatial principal eigenvector and the steering vector is taken into account, the proposed method can separate sources well for most cases. To evaluate the performance of source counting, the proposed source counting method is compared with the direct peak counting approach (labeled as DC). The DC approach estimates the number of sources from the contribution function by finding maximum peaks that larger than a predefined threshold. The smallest angular separation between sound sources is set to 35
• . Table I depicts the comparison of success rate for different methods in different conditions. It is observed that our method performs better than the DC approach in all conditions. Since our approach removes the detected sources with largest contribution at each iteration, the interaction between sources is reduced. When the number of sources increases, the success rate of both methods degrade due to the increasing ambiguity caused by multi-source interaction. The DC approach is more sensible to the number of sources, e.g., when the number of sources is set to 5, the success rate of DC approach is relatively small while our method remains high success rate. The performance of DOA estimation is assessed by comparing three different methods: the expectation-maximization eigenvector clustering approach proposed in [14] (labeled as EM), the proposed source counting method with coarse DOA estimations (labeled as SC), and the proposed method with refined DOAs (labeled as proposed). For comparison, the EM approach is assumed with known number of sources, and the other two approaches are evaluated using the correctly counted instances. The minimum angular distance between sources is 35
• . Table II illustrates the comparison of MAEE for these methods. It can be seen that the proposed method obtains a much lower MAEE after DOA refining. This confirms that the refining algorithm can correct the wrong association between the sources and TF bins according to the reestimated DOAs, thus improving the DOA accuracy. The proposed method also performs better than the EM approach. All the three approaches tend to have a worse performance when the number of sources or the noise level is relatively larger.
Conclusions
This paper proposes a spatial principal eigenvector based method for estimating both the number and the DOAs of multiple speech sources. By taking full advantage of the information contained in the spatial principal eigenvector, a weighed similarity is formed to evaluate the contribution of the source from candidate directions. The principal eigenvector based contribution removal approach can correctly count closely located sources due to the reduced interaction between sources. The DOA refining process optimizes the TF bins assignment to each source, thus improving the accuracy of DOA estimation. Experimental results show that the proposed method can count and localize multiple speech sources with high accuracy.
