A multiobjective routing model for Multiprotocol Label Switching networks with multiple service types and traffic splitting is presented in this paper. The routing problem is formulated as a multiobjective mixed-integer program, where the considered objectives are the minimization of the bandwidth routing cost and the minimization of the load cost in the network links with a constraint on the maximal splitting of traffic trunks. Two different exact methods are developed for solving the formulated problem, one based on the classical constraint method and another based on a modified constraint method. A very extensive experimental study, with results on network performance measures in various reference test networks and in randomly generated networks, is also presented and its results are discussed.
Introduction
The routing calculation and optimization problems in modern multiservice networks are quite challenging, as the performance and cost metrics in these networks are multi-dimensional and often conflicting. Routing problems in communication networks consist in the selection of a sequence of network resources (i.e. paths or 'routes') that seek the optimization of some objective functions, while satisfying a set of constraints. According to the route related network metrics which are chosen, the performance of different routing decisions may be measured and compared.
There are potential advantages in formulating routing problems in multiservice networks as multiple objective optimization problems, because the trade-offs among distinct performance metrics and other network cost function(s), potentially conflicting, can be analyzed in a consistent manner.
In a Multiprotocol Label Switching (MPLS) network, packets are forwarded through LSPs (Label Switched Paths), according to certain technical rules. An important problem in traffic engineering is to distribute the traffic trunks (i.e. the aggregation of traffic flows between a pair of nodes/routers of the same FEC -Forwarding Equivalence Class) on the network by the possible LSPs, in an adequate manner.
This procedure is known as traffic splitting, as the traffic trunks are split and mapped onto different paths in the network, satisfying the constraints of the bandwidth required by the traffic trunk of the given service class. This is useful to obtain a balanced distribution of the load in the network, but it entails the establishment of more LSPs and an increase in the complexity of the network management.
Some works concerned with load balancing can be mentioned. A multiobjective problem is formulated in [40] in the context of off-line routing in telecommunication networks. The multimedia traffic flows in current networks are characterized in [28] as batch Markovian arrival processes. The authors show that when these traffic flows are split, the whole network performance (measured in terms of end-to-end delay, delay variance, and cell loss probability) tends to improve. A survey on different multipath routing techniques in the Internet is presented in [38] . A fine grained traffic splitting technique is used in [23] in data center networks providing a better load-balanced network, when compared to networks where equal-cost multipath routing is considered.
An overview on load balancing techniques in IP/MPLS networks can be found in [65] . Also see [44] for a comparison on multipath routing algorithms for MPLS networks, where the traffic demand is distributed among selected candidate paths so that an adequate balancing of the load in the network is achieved. A survey on different multipath routing techniques, including traffic splitting, is proposed in [42] .
Many traffic splitting algorithms proposed for MPLS networks concerned with an appropriate load distribution can be mentioned. A multipath adaptive traffic engineering scheme (MATE) is proposed in [26] . In this scheme, the load is adaptively balanced among multiple paths based on measurement and analysis of path congestion. A multipath routing approach which adapts itself in different time scales, to the changing network conditions, is presented in [57] . Global information for selecting a few good paths based on their long term available bandwidths is used, together with local information to cushion the short term variations in their available bandwidths. The paper [43] proposes a traffic engineering algorithm that calculates the traffic split ratio for multiple paths, under constraints such as maximum hop count, and preferred or not preferred node/link list. A dynamic multipath traffic engineering mechanism named LDM (Load Distribution over Multipath) is proposed in [66] . The traffic is distributed among multiple paths based on both the length and the load of a path, so as to enhance the network utilization as well as the network performance. A traffic splitting scheme is proposed in [45] for MPLS networks.
The traffic is split among multiple candidate paths, previously selected having in mind information on the widest disjoint paths. The purpose of this scheme is to guarantee an adequate load distribution over the network. A traffic splitting mechanism to improve network security (in case of malicious attacks) and resource utilization in MPLS networks is proposed in [3] . A variable splitting ratio based algorithm is proposed in [55] , where the load is balanced by an iterative method. In every iteration, a part of the load is split from the maximum cost path to the minimum cost path.
Other traffic splitting algorithms proposed in MPLS networks can be mentioned. The problem of allocating bandwidth to competing flows in an MPLS network, subject to constraints on fairness, efficiency, and administrative complexity is considered in [71] . In this model of traffic splitting, each flow is assigned a preferred or primary LSP, but traffic may be sent to other secondary LSPs, if needed.
The preferred assignment is the one that sends most traffic of a source on the primary path of that source and minimizes the amount of traffic sent over secondary paths. In a context of fault recovery in MPLS networks, a model with traffic splitting is described in [18, 19] . In a case of LSP or link failure, the associated traffic is split and rerouted to a set of alternative pre-assigned LSP paths, so that the total traffic throughput and the resource utilization are maximized. The amount of traffic to be forwarded on each pre-assigned backup LSP is calculated off-line considering a case based reasoning process where information on the past experience of the loading process is taken into account. In [41] , a multipath load balancing algorithm is used to optimally split the incoming traffic in MPLS networks. A composite cost function representing the combined effect of average delay and jitter in the network is used, in order to express a measure of the Quality of Experience (QoE) perceived by the end user. Another multiobjective routing optimization model using two disjoint paths per flow is in [16] , where a hierarchical multicriteria routing optimization formulation is proposed. The formulated problem is solved exactly by recurring to an adaptation of the algorithm for calculating non-dominated bi-criteria shortest pairs of disjoint paths given in [12] .
We consider in this paper a multiobjective formulation for the global routing problem i.e. involving the simultaneous calculation of the LSPs for all node-to-node traffic flows, where traffic splitting is allowed. This type of routing approach may be considered as a specific type of network-wide optimization in the sense defined in [54, 17] , since the objective functions of the route optimization model depend explicitly on all traffic flows in the network. Note that the traffic splitting models reviewed in the previous paragraphs normally calculate the traffic splitting and the associated paths on a per flow basis, that is, for each end-to-end offered flow at a time and unlike our model, they may be considered as flow-oriented optimization approaches. In contrast, network-wide optimization approaches such as the one addressed in this paper perform global optimization by executing the joint calculation of traffic splits for all traffic flows simultaneously, so as to obtain Pareto optimal solutions (see definition later in this section) to the chosen network performance/cost objective functions. A further discussion on this and related modeling and methodological issues can be seen in [17] .
Some authors have tackled similar types of formulations. We can mention the works [54, 27] . A biobjective lexicographic routing problem is formulated in [54] , where the objectives are the maximization of the QoS (Quality of Service) traffic revenue and of the Best Effort (BE) traffic revenue. Traffic splitting is allowed in this context. The problem is solved by a lexicographic optimization method, where only the QoS traffic is considered first, and the BE flows will take only the remaining available bandwidth. A model with three objectives (including the minimization of traffic splitting) is considered in [27] . The formulated routing problem is a bi-objective one, with a constraint on the total number of paths used in the network, and it is solved by a lexicographic weighted Chebyshev metric method.
A stochastic multiobjective routing formulation framework in the context of MPLS networks was proposed in [17] . This meta-model is a network-wide optimization routing approach, with multiple and hierarchical objectives and considering two different service classes, QoS and BE, and different types of services in each class. The possibility of alternative routing is also considered. A specialized heuristic strategy for finding adequate compromise solutions to a specific simplified variant of the optimization meta-model is proposed in [34] .
A multiobjective model allows a mathematically consistent evaluation of the trade-offs between the considered objectives. In multiobjective optimization problems, see e.g. [69] , one seeks to find nondominated solutions, i.e. feasible solutions such that it is not possible to improve the value of an objective function without worsening the value of at least one of the other objective functions. The non-dominated solutions may also be designated as Pareto optimal solutions and their set constitutes the so-called Pareto front. A review on multicriteria routing optimization models for modern communication networks with a case study can be seen in [11] . A proposal of a conceptual framework for consistent multicriteria routing approaches in QoS-IP networks is given in [74] .
The routing problem considered here is formulated as a multiobjective mixed-integer program, where the considered objectives are the minimization of the bandwidth transport cost and the minimization of the load cost in the network links, with a constraint on the maximal splitting of traffic trunks. The basic problem addressed here is an extension to a multiservice situation of the problem proposed in [27] .
Furthermore, we have solved variants of the main problem by exact methods, that is, methods that can find any (exactly) non-dominated solutions and allow for a detailed analysis of the Pareto front of the multiobjective problem.
Several classical exact methods are presented in [13] , namely the weighting method, the constraint method, the non-inferior set estimation method and the multiobjective simplex method. An annotated bibliography of multiple objective combinatorial optimization problems is provided in [25] , including a section on available exact methods. Some exact methods are also mentioned in [53] , such as the physical programming method, the normal boundary intersection method and the compromise programming method. A variant of the constraint method, designated in [53] as a 'normalized normal constraint method', is also described. The work [51] focuses on the constraint method to solve multiobjective mathematical programming problems and presents a version of the method that avoids weakly nondominated solutions and seeks to accelerate the resolution process.
Concerning the methodological approaches that can be used for tackling multiobjective mixed integer programming problems, when exact methods are too costly in terms of execution time or memory requirements, heuristics and metaheuristics of various types may be considered. This is especially important in situations where the execution time is too high for the application purposes. Examples are dynamic routing models with short routing update periods or on-line routing models, where the routing solutions have to be calculated in times of the order of a few ms.
There is a vast number of bibliographical references regarding heuristics and metaheuristics for the resolution of multiobjective problems, for instance [31, 70] . Some of the major types of metaheuristics include: (i) local search, where the space of candidate solutions is searched to try and find a solution which optimizes a specific criterion among a number of candidate solutions [1] ; (ii) tabu search, where a local search is performed in the neighborhood of a found local optimum, while using memory structures that prevent going back to already visited solutions or allow for the establishment of user-provided rules [32] ; (iii) simulated annealing, where the physical process of slowly cooling a certain material is replicated, in the sense that the solution space is extensively explored, and as the possible solutions are examined there is a decreasing probability of accepting worse solutions [5] . Although some of these metaheuristics may be adapted for use in multiobjective optimization, an important and vast line of investigation in this field focuses on Evolutionary Algorithms (EAs) [20, 33, 8, 77] and [76 -section I ].
An extensive review on Multiobjective Evolutionary Algorithms (MOEAs) available in the literature is beyond the scope of this paper, but we will mention an approach of this type, which seems quite promising in the field of MOEAs: the Multiobjective Evolutionary Algorithm based on Decomposition (MOEA/D) algorithm proposed in [76] , which is an EA, i.e. a population-based metaheuristic optimization algorithm that tries to find potentially non-dominated solutions. The main feature of this EA is the decomposition of a multiobjective optimization problem into several scalar optimization subproblems, which will be optimized simultaneously. Therefore, issues such as fitness assignment and diversity maintenance become easier to deal with. In the optimization of each subproblem, information from the neighboring subproblems is used, which leads to a lower computational complexity than other current MOEAs.
Note that the solutions obtained with heuristic and metaheuristic approaches are not guaranteed to be non-dominated solutions of the multiobjective problems. In fact, each obtained solution may be nondominated in relation to all the other solutions found throughout the execution of the algorithms and potentially, but not necessarily, non-dominated per se. The set of solutions may constitute an approximation to the Pareto front. In the case of our problem and our application study concerning the reference test networks, the developed exact resolution methods are computationally feasible and therefore their use for resolution purposes is fully justified, as they guarantee that all the obtained solutions are indeed non-dominated per se and are part of the Pareto front.
A final note concerning the fact that there are some types of problems in different application environments with some similarities to the problem addressed in this paper. Consider in particular the problem of routing and traffic assignment in transport networks. The total traffic between each origin-destination pair also has to be considered, along with the capacity of each road of the network. This problem has also been studied by many authors as a multi-objective problem, with many different resolution approaches. The most common approach to dealing with this problem is by considering two objectives: travel time and travel associated toll costs. These objectives are conflicting, as faster routes will have a higher toll cost associated with it. A value of time (VOT) is considered for each user, depending on how much money or time that user spends on a particular trip. Nevertheless, important differences (with respect to the type of problem addressed in this paper) concerning the representation of the traffic flows, the nature and formulation of the objective functions and some constraints can be identified, since these are specific to the application environment (communication networks using MPLS as the basic information transport technology in our case). Naturally, these features may have a significant impact in the specific mathematical formulations and resolution algorithms that are used in both cases.
An extensive overview of contributions in the area of routing problems in transport networks is out of the scope of our work, but some reviews on routing and traffic assignment optimization in transport networks can be seen in [64, 58, 63] , and more recently in [60, 50, 37, 6, 60, 46, 9] . We will now make reference, in particular, to works concerning multiobjective formulations of routing problems in transport networks. The objectives of cost and time are considered in many references. Work on this problem has been developed in [21, 22] , where a probabilistic distribution is considered for the VOT parameter, rather than a fixed value. In [75, 39] , a VOT is associated with the users of a specific class. As different classes of users experience different trade-offs between time and money (as they have different VOTs), an analysis on multiclass bi-criterion traffic equilibrium models is presented [75] . A multiclass, multicriteria logit-based traffic equilibrium assignment model in road networks served by advanced traveler information systems (ATIS) is presented in [39] . In [2] , the route cost functions are nonadditive functions of time, where the cost parameter is converted to a time parameter. In [49] , users' path choices are considered in response to time-varying toll charges. Therefore, heterogeneous users with different VOT preferences are taken into account in the underlying path choice decision framework. A simulation-based heuristic approach is proposed to find an adequate path flow pattern in the bicriteria dynamic user equilibrium problem. We can also cite [62] , where the authors propose heuristic solution methods that allow to obtain equilibrium solutions to the traffic assignment problem. An approach to model the stochastic route choice in a tolled road network is proposed in [72, 73] . All the users try to minimize both their travel time and the paid toll cost, in the context of a set of preferences represented by an indifference function: associated with a path with a specific toll, there is a limit on the time a user is willing to take. An additional third criterion (besides cost and time) is considered in [56] , where a multiclass multicriteria network equilibrium problem is proposed. The criteria are travel time, travel cost and the emissions generated. Class-dependent and link-dependent weights are associated with each criterion.
Another relevant paper regarding the subject of path-based traffic assignment is [4] . In this paper, a set of paths is obtained prior to the traffic assignment, and heuristic rules are proposed in order to confine the path set to a reasonable size. The papers [47, 48] are also relevant, as they propose an alternate formulation of the traffic assignment problem, by defining a gap function to convert a Nonlinear Complementarity Problem (NCP) formulation of the user-equilibrium traffic assignment problem to an equivalent Mathematical Program (MP) formulation, which allows for the use of a large number of solution techniques developed for MP. Different solution approaches are proposed: one based on a set of working routes modeled according to the users' preferences; another based on a column generation procedure to generate a new route in each iteration. A framework is proposed in [7] for the design of an optimal multimodal transport network, where multiple objectives are considered. In this reference, a bilevel optimization is performed, with an upper level regarding the behavior of the planner or government and a lower level regarding the behavior of the traveler.  a very extensive experimental study, where many different reference networks are considered, with different traffic offered values (including randomly generated values) [27, 52, 54, 59, 67, 68] .
Further experiments were also carried out with a set of randomly generated networks obtained with the gt-itm (Georgia Tech -Internetwork Topology Models) software [78] . In these cases, a double randomness is considered, as the MPLS networks topologies are randomly generated and the matrix of the traffic offered to those networks is also randomly generated;  analysis of the results obtained for relevant network performance measures (based on the ones presented in [68] ). Some of the performance measures are related to the links utilization, as this is a very important parameter concerning network traffic carrying capabilities. Other performance measures allow for a comparison of the final solutions with the ideal solutions that would be obtained if a single objective problem was solved. Results on these performance measures were obtained and a statistical study on their average values and variation ranges was performed.
The paper is organized as follows: in the next section, the routing model and the mathematical formulation of the multiobjective optimization problem are described. In section 3, two methods for solving the proposed problem are presented. A fourth section describing the considered experimental study and the obtained results is followed by a final section with some conclusions and an outline of future work.
Model Description
The notation of the model and the multiobjective mathematical programming formulations of the multiobjective routing model for MPLS networks with traffic splitting, are described next. 
Nomenclature and Notation

Objective Functions
For each network link A k  , an additive cost per unit of bandwidth, k c , is considered; l t C is the cost of using path l t p , the l -th feasible path for flow t ; the decision variable l t x is the part of the bandwidth offered by flow t that will be carried in the l -th path.
The first objective function is the minimization of the total cost of carrying the bandwidth of all the flows offered to all the feasible paths (similarly to the objective function A proposed in [68] ):
where the constraint (3) guarantees that the total bandwidth required by flow is carried by the assigned LSPs.
The second objective function in this problem is the minimization of the load cost in all the network links, due to the carrying of the bandwidth of all the flows offered to all the feasible paths that are used.
The aim is to avoid the over-utilization of some of the links while others remain under-utilized. A more balanced distribution of load in the network may be accomplished, so as to maximize the possibility of the network accepting more traffic in the future. This type of function has been often used in earlier studies on routing models in MPLS (see examples in [27] and [15, 16] ) and was originally proposed in [29, 30] .
is based on the utilization rate of link k , i.e. the ratio between the total load k f carried in the link and the link capacity k u . By using this function, sending packets over a link is increasingly penalized as the utilization of the link increases. The used calibration of this piece-wise linear function, for MPLS networks, results from earlier studies on routing in MPLS [27] , aiming at maximizing the traffic carrying capacity of the network, in the event of future traffic increase. Hence, the second objective function is:
where (6)- (11) define the piece-wise linear function to be considered and (12) is the constraint that guarantees that the link capacity is not exceeded. The parameter k l t a , is binary and defines whether a link k belongs to path
The idea behind considering the cost function k  is that it is less expensive to send traffic over a link with a small utilization, as pointed out in [29] . As the utilization of a link increases, sending traffic over that link becomes more expensive, because of the sensitivity to sudden increases of traffic, hence limiting the traffic capabilities of the network. Therefore, the minimization of
has to do with the objective of obtaining a globally balanced traffic distribution throughout the network, hence minimizing the probability of congestion.
The specific definition of k  is not important, as long as it is a piece-wise linear increasing and convex function, as claimed in [29] . Therefore, the specific piece-wise linear relationships may be defined for a specific routing problem, according to the network features and to the traffic demands, and cannot be readily generalized for any routing problem. We have considered the piece-wise linear relationships (6)- (11), as proposed in [27] , for two main reasons: i) the links are not allowed to be used beyond their capacities; ii) the break points of the functions are at the utilization rates 
Constraints
It is important to limit the number of used paths for each flow for technical reasons to prevent excessive overheads related to control and signaling costs. If the number of used paths per flow increases, then the network routing control and management may become increasingly costly and complex because the signaling and processing tasks increase.
Let  L N ℕ be the maximal value allowed for the total number of paths used by any traffic flow.
Let the binary variable otherwise. Therefore, a constraint for this
A constraint on the maximal number of links s D for the paths associated with a service S s  is also considered, in the terms that will be explained later.
Problem Formulation
The multiobjective routing problem 0 P to be addressed is   The use of these two terms is quite common in the literature. We can cite [29] , where it is mentioned that when the Open Shortest Path First (OSPF) routing protocol is used, the weights of the links can be set proportional to their physical distances and there are recommendations from network operators to consider the link weights inversely proportional to its capacity. Therefore, we tried to combine both aspects and devised a link cost function such as k c . The inclusion of the second term allows for the inclusion of a delay-related parameter, as we have explained. In fact, the transmission times tend to increase as the length of the links increases and network operators are of course interested in minimizing the end-to-end delay experienced by the traffic flows in the links.
Also note that by using this distance-based cost term, and multiplying it by a bandwidth parameter
F , we get a bandwidth-distance product, which is used quite commonly in fiber transmission systems (as the effect of dispersion increases with the length of the fiber, there is a tradeoff between the bandwidth of the signal and the distance it can be carried). We can cite [52] , where the bandwidth unit cost of a link is given precisely by a linear function of the length of the link.
As the two parameters in 
Hence, the actual expression for the cost per unit of bandwidth in each link is
In the expression for k u' 1 , it is assumed that not all the links in the network have the same capacity, i.e.
. If indeed all the links have the same capacity, then this parameter does no longer need to be included in the link cost, as it affects all the links in the same way. In this situation, we assume that
Resolution Methods
The problem 0 P was solved by two algorithms described in this section, the first one based on the constraint method [13] and the other based on the modified constraint method [53] . For both methods, a feature for the exploration of a specific part of the Pareto front was added, allowing for the choice of an adequate non-dominated solution to the problem.
Method Based on the Classical Constraint Method -MCC
The first method used to solve problem 0 P is a method based on the classical constraint method [13] . In this method, only one objective will be optimized, while all the other objectives are constrained to some value. The optimal solution to this single objective problem is a non-dominated solution to the original multiobjective problem, provided some conditions are satisfied [13] . The bounds that are imposed on the constrained objectives have to be carefully chosen, so that a single optimal solution to the obtained single objective problem exists and so as to guarantee that different non-dominated solutions throughout the Pareto front may be obtained.
In figure 1 , an example of the application of the MCC method is presented. We consider a single objective problem of minimization of the objective function 2 F , whereas a constraint is formulated for the other objective function, i.e. 
Figure 1 Example of the application of the MCC
The proposed method is described in the following algorithm:
Algorithm MCC There might be alternative optimal values for the problems of individual optimization of each of the objective functions in 0 P . In that case, the obtained solutions might be weakly non-dominated in the objective function space. In order to guarantee that only non-dominated solutions are included in the pay-off table, the strategy proposed in [51] is used. (4), (6)- (13), (14)- (16) (4), (6)- (13), (14)- (16) 
2.a) Solution of the auxiliary problem
be the value of 2 F for the solution to this problem.
2.c) Solution of the auxiliary problem
be the value of 2 F for the solution to this problem. (4), (6)- (13), (14)- (16) 
2.d) Solution of the auxiliary problem
be the value of 1 F for the solution to this problem. 3. Solution of an auxiliary problem of mixed-integer type 3.a) Calculation of the range for 1 F :
3.b)
Definition of , the number of auxiliary constraints that will be considered. (4), (6)- (13), (14)- (16) 
3.c)ii. Solution of the problem
Notice that the application of the MCC would consist of solving a problem U P 3 , which would be similar to U P 3 ' except that we would try to minimize simply 2
) and the first constraint would be
1 . An optimal solution to this problem U P 3 corresponds to a non-dominated solution iff it is a unique optimal solution. Otherwise, the optimal solution obtained when solving U P 3 could be one of various alternative optima and might correspond to a weakly non-dominated solution to problem 0 P . In order to avoid this situation, problem U P 3 ' was formulated based on the method in [51] and solved.
3.d)
The  solutions obtained when solving this problem U P 3 ' are non-dominated and so they are part of the Pareto front. In figure 2 , an example of the result after steps 1 to 3 of the MCC method is presented.
A total of  solutions were found. 
4.
If the algorithm is being run for the first time, proceed to step 5. If the algorithm is being run for the second time, then a specific region of the Pareto front has already been thoroughly analyzed and we may proceed to step 7.
5.
Choice of an area of the Pareto front that deserves to be more thoroughly analyzed, by considering preference regions in the bidimensional objective function space obtained from aspiration and reservation levels (preference thresholds) defined for the two objective functions:
As an example of the definition of priority regions in the objective function space, see figure 3 . The ideal optimum is obtained when both objective functions 1 F and 2 F are optimized separately. The region for which the requested levels are satisfied for both objective functions is the first priority region A; the regions for which only one of the requested values is satisfied and an acceptable value is guaranteed for the other metric are the second priority regions 1 B and 2 B (note that when a choice has to be made between 1 B and 2 B , we will consider 1 B slightly preferable to 2 B because, for solutions in any second priority region, a slight preference is given to the one with lower 1 F even if with greater 2 F ); the region where only acceptable values are guaranteed for both metrics is the third priority region C. Beyond the acceptable values, lies the least priority region D.
Therefore the new upper bounds 1 UB and 2 UB that will define an area of the Pareto front that will be looked into with more detail are defined by the boundaries of the region to be considered. Firstly, region A will be considered, so 6. Proceed to step 2.
7.
Choice of an adequate non-dominated solution in the Pareto front, for which a Chebyshev weighted metric will be applied to the found non-dominated solutions. The approach chosen to select the "best" solution in the Pareto front relies on the minimization of a weighted Chebyshev distance to a reference point. As mentioned in step 5 of the algorithm, aspiration and reservation levels were specified for each criterion. In this context, the weighted Chebyshev distance of a non-dominated solution in a given preference region to an associated reference point (see definition below) is calculated and the "best"
solution will be the one in the best possible priority region which minimizes that distance, following a method of the type described in [10] . With this approach, we are considering that in the best possible priority region (region A) both objective functions 1 F and 2 F have equal importance. Defining R as the best possible priority region in the objective function space where at least one solution  can be found, a specific reference point   
Method Based on the Modified Constraint Method -MCM
The second method used to solve problem 0 P is based on the modified constraint method developed in [53] . This method also relies on the formulation of a single objective problem related to the original multiobjective problem. As in the MCC, only one objective will be optimized, while constraints involving the other objectives are formulated.
Problem 0
P is bi-objective so we will optimize one of the objectives and formulate a constraint involving the other objective. We start by calculating the optimal solutions that would be obtained if each of the two objectives was taken separately, i.e. we calculate is divided in -1 segments, resulting in  points. In each of these points, a normal to the utopia line is considered, which will allow a reduction of the feasible space. Note that the points considered in the utopia line are evenly distributed. For each of the points defined in the utopia line, a constraint is formulated and an auxiliary single objective problem is solved. According to [53] , when this method is used, there may occur situations where the optimal solution to this auxiliary problem does not correspond to a non-dominated solution in the original multiobjective problem and in these situations a so-called Pareto filter would be applied to the  solutions, so as to retain only the solutions which are not dominated by any other solution in the set of obtained solutions. However, in our problem these situations do not occur because the hull of the feasible solution set of our optimization problem is convex (as a result of the linearity properties of the objective functions) and therefore this Pareto filter was not applied.
The application of this method generates a set of solutions, which will tend to be a set of evenly distributed non-dominated solutions of the original multiobjective problem and constitute a good representation of the whole Pareto front (see as an example, figure 5 ).
In figure 4 , an example of the application of the MCM method is presented. Taking one of the points in the utopia line, the normal to the utopia line in that point is considered and it will allow us to formulate a constraint that restricts the feasible area. We then consider a single objective problem of minimization of the objective function 2 F in the new feasible area. Notice that in this figure the Pareto front is shown to clarify the example of the optimization of 2 F subject to the constraint that defines the new feasible area.
Figure 4 Example of the application of the MCM
A comparison between this figure and figure 1 shows clearly the difference between the two methods that we considered in our work. In the MCC method, it is a normal to the X axis (rather than a normal to the utopia line) that will allow us to formulate the constraint that restricts the feasible area.
Notice that the utopia line is "closer" to the shape of the Pareto front than the X axis, and that is the reason why the consideration of the normal to the utopia line in the restriction of the feasible area will lead to finding solutions better distributed along the Pareto front. This can clearly be seen in figure 5: the comparison between this figure and figure 2 shows that in the MCM method the solutions are indeed better distributed along the Pareto front.
Following the algorithm presented in the previous sub-section, only the changes to be performed in that algorithm will be mentioned here. 
Algorithm
3.b)
Notice that the direct application of the MCM would consist of solving a problem where we would try to minimize simply 2
). This perturbation of the objective function allows us to avoid potential weakly non-dominated solutions to problem 0 P .
3.d)
The solutions obtained are part of the Pareto front. In figure 5 , an example of the result after steps 1 to 3 of the MCM method is presented. A total of  solutions were found. 
Experimental Study
A very extensive experimental study was carried out. In the next sub-sections, the features of the networks and of the services are described. Afterwards, the performed tests are described and the network performance measures are presented. Finally, the obtained results are analyzed.
Network Description
Three different sets of networks N1, N2 and N3 were considered, as described next.
The first set of networks, designated by N1, is a set of 5 networks presented in previous works [27, 54, 59] , where information on the capacities of the links and on the offered traffic is provided.
The first of these networks will be designated as N1-1a and is displayed in figure 7 . It is considered in many different studies, e.g. [59, 67, 68] . It is a network with 12 nodes and 36 unidirectional links.
Notice that in the original network, there are 18 bidirectional links, but we have applied a simple rule to transform them into unidirectional links, as we will explain later in the text. The average node degree is 3.0. The information on the capacities of the links and on the node-to-node offered traffic is provided by The second of these networks will be designated as N1-1b and has the same topology and the same demand volumes as N1-1a. The difference is on the capacities of the links, which are provided in [59 -
The third of these networks will be designated as N1-2 and is displayed in figure 8 . It is a network with 7 nodes and 24 unidirectional links. Notice that in the original network, there are 12 bidirectional links. The average node degree is 3.43. The information on the capacities of the links and on the nodeto-node offered traffic is provided in [59 -N7] .
The fourth of these networks will be designated as N1-3 and is displayed in figure 9 . It is a network with 8 nodes and 20 unidirectional links, with an average node degree of 2.5. The information on the capacities of the links and on the node-to-node offered traffic is provided in [54] .
The last of these networks will be designated as N1-4 and is displayed in figure 10 . It is a network with 10 nodes and 32 unidirectional links, with an average node degree of 3.2. The information on the capacities of the links and on the node-to-node offered traffic is provided in [27] .
The second set of networks, designated by N2, is a set of 4 networks presented in [68] . Some of these networks have also been used in other studies, such as [52, 59, 67] . No information on the capacities of the links or on the offered traffic is provided. We have followed the approach in [68] to estimate these parameters.
In these networks all the links are bidirectional but we have considered them unidirectional with the adaptation which will be explained later in the text.
The first of these networks will be designated as N2-1 and has the same topology as N1-1a and N1-1b (see figure 7) . This network has also been used in [59, 67] .
The second of these networks will be designated as N2-2 and is displayed in figure 11 . It is a network with 6 nodes and 24 unidirectional links (12 bidirectional links in the original network), with an average node degree of 4.0. This network has also been used in [67] .
Figure 11
Network N2-2 [68 - Fig. 1 ]
The third of these networks will be designated as N2-3 and is displayed in figure 12 . It is a network with 12 nodes and 50 unidirectional links (25 bidirectional links in the original network), with an average node degree of 4.17. This network has also been used in [52] . The last of these networks will be designated as N2-4 and is displayed in figure 13 . It is a network with 10 nodes and 56 unidirectional links (28 bidirectional links in the original network), with an average node degree of 5.60. This network has also been used in [52] .
The third set of networks, designated by N3, is a set of randomly generated MPLS network topologies obtained with the gt-itm software [78] , given the desired number of nodes n and the desired average node degree a. With the used software, the topology of Internet networks may be randomly generated with different probability laws of occurrence of a link between two nodes. Typically, that probability law is an exponential function of the Euclidian distance between the nodes and of a set of calibration parameters. With these models, there is an attempt to simulate realistic structures of Internet-type networks [24] . In this experimental study, and similarly to the study in [16] , the model that was considered for the probability distribution of the existence of links was the Doar-Leslie model [24] , calibrated so as to guarantee the desired value for the average node degree a, considering the stipulated number of nodes n.
The used software generates information on the nodes which are connected by a pair of unidirectional links.
For each pair of values (n;a) we have obtained 5 different topologies with an average of n a unidirectional links. We have considered networks with (n=14; a=2.7), which will be designated as N3-1; (n=14; a=4.0), which will be designated as N3-2; (n=30; a=2.7), which will be designated as N3-3; (n=30; a=4.0), which will be designated as N3-4.
Notice that in some of the networks in sets N1 and N2 which we considered in this study, the links were originally bidirectional. Instead, we have considered the links to be unidirectional with capacity equal to the provided one, i.e. if a bidirectional link between nodes i and j with a capacity u is given in the original network, we have considered the existence of unidirectional links from i to j and from j to i, both with capacity u. This adaptation has to do with the nature of MPLS networks, requiring a representation with unidirectional links. The same approach was followed for the demand volumes: if a demand of v is offered between nodes i and j in the original network, we have considered the existence of a demand of v from i to j and also a demand of v from j to i.
For some of the networks in set N1, the original link capacities provided in the references had to be slightly increased for the resolution of our problem. For instance, for networks N1-1b and N1-3, the link capacities had to be increased by 20%, so that our problem could be solved. For a problem similar to ours, but with only one type of service (i.e. a mono-service formulation) without any constraint on the maximal number of links s D for the service, then the provided capacity would have been adequate. For the networks in sets N2 and N3, no information on the offered traffic and link capacities is provided in the original papers. In this situation, we have followed the dimensioning criteria in [68] . A fixed value of 100 Mbit/s is assumed to be the demand volume between all pairs of nodes. The capacity of the links is calculated so as to guarantee that all the links have less than 67% utilization when shortest path routing between any pair of nodes is considered. The link capacity obtained with this very simple procedure is called the baseline capacity.
For the randomly generated networks, information on the lengths of the links is provided by the used software for a given maximal length of 35 km, typical of metropolitan type networks, as in [14] . For the other networks (in sets N1 and N2), we have devised a simple method to estimate the lengths of the links in each network. We have superimposed each network on a rectangular grid with 400*240 points where the mesh space unit corresponds to 10 km, as in [10] . Therefore, the maximal horizontal distance in the grid is 4000 max  l km. With this value as reference, we have obtained the length of each of the links
in the networks. This technique was used for all the networks for which the lengths of the links were not provided in the original papers they appear in, i.e. for networks in sets N1 and N2.
Service Description
A total of S=4 services were considered. In table 1 , the values of s q , the fraction of bandwidth associated with each service, are given. 
Table 1 Features of the services in the network tests
Tests Description
The test environment that we considered in our study considers the type of tests used in [68] . For each network we performed 4 different types of tests.
In test T1, the offered traffic matrix is fixed, either with a value provided in [27, 54, 59 ] (for N1 networks) or with the value of 100 Mbit/s (for N2 and N3 networks); the link capacities are the so-called baseline capacities, i.e. the ones provided in literature (for N1 networks) or with the value calculated so as to guarantee a maximal link utilization of 67% (for N2 and N3 networks), as explained earlier.
In test T2, the offered traffic matrix is randomly generated, with a uniform distribution (as in [52] ) using as the average demand volume for each demand pair the value provided in [27, 54, 59] In test T3, the offered traffic matrix is fixed as in T1, but in this case the networks have a 50%
additional capacity derived by multiplying the baseline capacity of each link by 1.5.
In test T4, the offered traffic matrix is randomly generated as in T2, but in this case the networks have a 50% additional capacity derived by multiplying the baseline capacity of each link by 1.5. A total of 16 instances of the offered traffic matrix are considered.
Note that for the randomly generated networks (N3), a double randomness exists in tests T2 and T4, as not only the MPLS networks are randomly generated but also the matrix of the traffic offered to those networks is randomly generated.
The cost of each link is given by (17) 
Network Performance Measures
Using the described networks an extensive number of experiments were carried out enabling the calculation of the values of network performance measures, relevant from a teletraffic engineering point of view, for the routing solutions obtained with the algorithms. Some of these performance parameters are 'standard' measures of network performance often used in the evaluation of routing models, namely those based in single criterion optimization approaches such as the one in [68] . This is the case of the parameters total fraction of used capacity, sum of the link utilization and the maximal link utilization.
For each problem (i.e. a specific network structure with a specific traffic matrix), 4 different solutions are obtained: 1 S , the solution obtained when only the objective function 1 F is minimized; 2 S , the solution obtained when only the objective function 2 F is minimized; For the minimum, the average and the maximal value of each network performance measure obtained when test T2 (or T4) was executed for each of the 5 different topologies, we also estimated a mean value and a variation range in the same manner.
Results
Results for the different tests (T1 to T4) for networks N1-1b, N1-3, N1-4, N2-3, N3-1, N3-2 and N3-4 are shown in tables 2-8. The results for the other networks are omitted here, but can be seen in the research report [35] and follow the same qualitative trends.
The values of the objective functions and of the network performance measures are displayed for the solutions of single objective problems (when only 1 F was optimized, situation 1 S , and only 2 F was optimized, situation 2 S ) and bi-objective problems (when MCC was used, situation MCC S , and MCM was used, situation
MCM S
). We did not display the execution time of 1 S and 2 S because these single objective problems were not solved in an isolated manner, but rather at the beginning of the execution of MCC and MCM.
These results confirm that the objective functions 1 F and 2 F are indeed conflicting, as the minimization of one of them entails an increase in the value of the other objective function.
When we optimize only the objective function 1 F (results identified by 1 S in the tables) we realize that the total cost of carrying the bandwidth of all the flows is indeed the lowest, but that is accompanied by a noticeable increase in the utilization of the links in almost all the tested networks, as the values of FUC, SLU and MLU tend to be higher than when only the objective function 2 F is optimized (results identified by 2 S in the tables) or when the multiobjective problem is considered (results identified by In these experiments, we could confirm the potential advantages of using a multiobjective optimization model, rather than a single objective one. In fact, the advantages of using two objectives in this routing problem become clear, as we get a compromise solution that tries to balance the cost of carrying the bandwidth and the global effect of the utilization of the links.
The solutions obtained with the MCC and MCM algorithms may be compared. In both cases, the relative variation of the obtained solutions is higher for F is satisfied and an acceptable value is guaranteed for 2 F ). As for the final solution obtained with the algorithms, notice that sometimes it was obtained in the first run of the algorithm (see figure 14b) , while in the other cases it was obtained in the second run of the algorithm (see figures 14a and 14c-14d).
The final solutions obtained by the two methods are in general different but normally very close to each other and leading to very similar network performances. This similarity of the final solutions was expectable since both are exact methods for generating non-dominated solutions, the degree of 'exploration' of the decision space was defined with the same parametrization in the corresponding sets of experiments and the method for the final solution selection was the same, consisting of an automated procedure based on a reference point type approach.
The final solutions obtained with the MCC and MCM algorithms are both guaranteed to be nondominated solutions. There is not a method that is clearly better than the other in terms of running times, although we might mention the fact that the MCM algorithm tends to take more time to run in the great majority of the experiments (the exceptions being for network N1-3) but the differences in average running times are not significant.
As for the running time of the algorithms, it clearly increases when the number of nodes and links increases. In the situations where a 50% additional capacity in the links is considered, the running time is lower than when the baseline capacity of the links is considered. As the capacity of the links increases, it is easier to "accommodate" the offered traffic, and it is faster to obtain an adequate solution.
Conclusions
In this paper, we presented a multiobjective routing model for MPLS networks with different service types considering a network-wide optimization approach based on a network flow modeling approach.
This model may be relevant for telecommunication operators. In many currently implemented systems, the routing is optimized using a flow-oriented based approach, which lacks a global perspective in terms of global network performance/cost metrics. The routing problem is formulated as a multiobjective mixed-integer program, where the considered objectives were the minimization of the bandwidth transport cost and the minimization of the total load cost in the network links, with a constraint on the maximal splitting of traffic trunks. A variant of the original problem was proposed and two different exact methods were developed for solving the formulated problem, the MCC algorithm and the MCM algorithm, based on the classical constraint method and on a modified constraint method, respectively.
A very extensive experimental study was presented, considering reference test networks and MPLS networks randomly generated with the gt-itm software. Results on relevant network performance measures (some related to the link utilization, and also the relative variation of the obtained solutions when compared to the optimal solutions obtained when each of the objective functions is individually optimized) were presented.
The obtained results show that the objective functions 1 F and 2 F are indeed conflicting, which confirms the potential advantages of using these two objectives in this routing model, rather than solving a single objective problem. The fact that we are using two different and conflicting objectives provides the decision maker with the tools to understand the implications of these two aspects: on the one hand, the minimization of the bandwidth transport cost and on the other hand, the minimization of the load cost in the network links. If only the first objective was taken into account, there would be the tendency to use shortest paths, which would cause some links to be over-utilized while others would remain underutilized. By including the second objective function, we aim at an adequate load distribution in the network, which would lead to a more balanced use of the network links. This way, the trade-offs among these distinct performance metrics can be analyzed in a consistent manner.
The numerical values of the network performance measures calculated for the obtained solutions are relevant, because they give a quantitative measure of the trade-offs between the two objective functions, as well as the level attained by significant performance metrics. In particular, the MLU is a relevant measurement in traffic engineering terms and it shows that the minimization of 2 F leads indeed to a better load distribution in the network, at the cost of an increase in the bandwidth transport cost.
We can conclude that none of the algorithms MCC or MCM is clearly better than the other since they not only lead to similar solutions in terms of network performance as could be expected, but also the running times are similar, with a slight advantage to MCC. The final solutions are similar as both resolution methods are exact methods for generating non-dominated solutions, and also because the same parametrization was used to explore the decision space and the final solution was selected with the same method.
Note that both methods could be easily adapted to an interactive procedure for selecting a final nondominated solution, as in a non-automated off-line application environment. In this case, the decision maker would explore the Pareto front at will and could favour different solutions representing different trade-offs between routing cost and total load cost. Also note that the dimension of the range of solutions that can be explored can be widened straightforwardly by increasing the parameter Δ in both algorithms.
In this context, the only advantage of MCM over MCC stems from the fact that it tends to generate more evenly spaced solutions in the Pareto frontier.
Future developments of this work will involve the adaptation of the model to the routing of incremental type traffic and the formulation of a multiobjective model of similar nature for networks with two service classes in terms of bandwidth assignment priority, namely QoS and BE traffic. Finally, different specifications of the objective functions could be considered for different network application environments.
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