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Abstract
In this paper, we consider the problem of computing the algebraic parametric
equation of the Euclidean 1-center function in Rd, d ≥ 2, for a system of n static
points and m mobile points having motion defined by rational parametric func-
tions. We have shown that the corresponding Euclidean 1-center function is a
piecewise differentiable function and have derived its exact parametric algebraic
equation. If the positions of the static points and the rational parametric equa-
tions of the motion of the mobile points are given, we have proposed algorithms
that compute the parametric equation of the Euclidean 1-center function.
Keywords: Euclidean 1-center, Smallest enclosing ball, Mobile Facility
Location, Farthest-point Voronoi diagram
1. Introduction
The k-center problem is a fundamental combinatorial optimization problem
in facility location. In the most general form, for a finite set of points P in a
metric space (X, δ) and a positive integer k, the k-center of P is defined as a set
F ⊆ X of k points, that minimizes max
p∈P
min
c∈F
δ(p, c). When the metric space is
Euclidean it is called the Euclidean k-center. In the special case of k = 1, there
is an explicit geometric characterization: the Euclidean 1-center of a finite set P
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is the center of the unique ball of smallest radius enclosing it. Thus computation
of the Euclidean 1-center of a set of points is geometrically equivalent to finding
its smallest enclosing ball. While there is a fairly rich literature devoted to the
smallest enclosing ball problem for a set of static points, motivated by recent
advances in mobile computing, telecommunication, and geographic information
system, the problem has also attracted considerable interest for the mobile case.
Finding the Euclidean 1-center is fundamental in facility location problems.
Facility location is a branch of operations research and computational geom-
etry concerned with the optimal placement of one or more facilities in a way
that minimizes the distance between the facilities and the clients. It encom-
passes a wide range of real life problems, including placement of manufacturing
plants, warehouses, fire stations, hospitals, cell phone towers etc, to name a few.
The problems of static facility location have been studied extensively. Recently,
the classical problems of facility location have been posed in mobile setting
[1, 2, 3, 4, 5, 6]. Consequently, proximity queries like Euclidean k-center, Eu-
clidean k-median etc for a set of moving points have attracted a lot of interest
both from theoretical and applied perspectives. Apart from the facility location
problems, the smallest enclosing ball, as a fundamental primitive in computa-
tional geometry, also has applications in various fields like computer graphics,
robotics, military operations, data mining, and machine learning. For instance
consider the mobile version of the “bomb problem”: for a set of continuously
moving targets, at any instant, the center of their smallest enclosing ball is the
optimal place to drop a bomb of minimum strength in order to inflict maximum
damage.
The earliest instance of the Euclidean 1-center problem dates back to 1857
when the problem of finding the smallest enclosing disk of a set of n points in
the Euclidean plane was posed by Sylvester [7]. For a long time, the algorithms
developed were superlinear in n, the number of input points. A breakthrough
was made by Megiddo [8] in 1983, when he first gave a deterministic optimal
O(n) algorithm for any fixed dimension d. However, Megiddo’s algorithm was
slow due to a 22
d
dependence on the dimension d. Welzl [9] proposed a simple
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randomized algorithm that runs in expected O(n) time, based on the Linear
Programming algorithm of Seidel [10]. Fischer et al. [11] presented a simple
combinatorial algorithm, which based on a novel dynamic data-structure that
can provide a fast and robust floating-point implementation, efficiently comput-
ing the smallest enclosing ball of point sets in dimensions up to 2,000.
1.1. Related works
The mobile version of the Euclidean 1-center problem was first introduced
by Bespamyatnikh et al. [1]. With mobile facilities, modeled by points having
continuous motion, with their complete trajectory not fully known in advance
(i.e., each mobile point follows a posted flight plan, but can change its trajectory
by submitting a flight plan update), they proposed algorithms for maintenance of
the Euclidean 1-center in the plane based on the kinetic data structures (KDS)
introduced by Basch et al [12]. They showed that the mobile Euclidean 1-
center may have unbounded velocity, i.e., for any v ≥ 0 there is a set of three
points in Rd (d ≥ 2) with unit velocity that induces an instantaneous velocity
greater than v of the Euclidean 1-center. This result motivated the problem of
finding bounded-velocity approximations of the mobile Euclidean 1-centre by
other center functions like Steiner center, center of mass etc [6]. Demaine et al.
[13] constructed a kinetic data structure for calculating the smallest enclosing
ball (disk) of a set of moving points in the plane, based on certain properties of
the farthest-point Delaunay triangulation initially suggested in [14]. Their data
structure generates O(n3+ǫ) events for n points with polynomial motion of fixed
degree and has efficiency O(n1+ǫ), which is the best that can be achieved for any
data structure based on farthest-point Delaunay triangulations. Constructing
an efficient KDS for maintaining the smallest enclosing ball in higher dimensions
(d ≥ 3) is still an open issue [13, 15]. Recently Banik et al. [16] gave a complete
geometric characterization of the locus of the mobile Euclidean 1-center for a
set of n static points S and a single mobile point moving along a straight line l
in the Euclidean plane. They showed that the locus is continuous and piecewise
differentiable linear and each of its differentiable pieces lies either on the edges
3
of the farthest-point Voronoi diagram of S, or on a line segment parallel to the
line l. Given the positions of the static points, the locus of the mobile point (the
straight line l), and the farthest-point Voronoi diagram of S, they proposed an
O(n) algorithm to compute the locus of the Euclidean 1-center.
1.2. Our contribution
To the best of our knowledge, most of the work hitherto done has been
mainly directed towards effective maintenance of the Euclidean 1-center using
kinetic data structures and constructing an efficient algorithm for higher dimen-
sions is still an open issue. Banik et al. [16] gave an algorithm to find the path
traced by the mobile Euclidean 1-center of a set of n static points and a single
mobile point moving along a straight line l in the Euclidean plane. In this paper
we have considered the problem of finding the algebraic parametric equation of
the Euclidean 1-center function in the general setting, namely, for a system of n
static points and m mobile points whose motions are defined by rational para-
metric curves in the d-dimensional Euclidean space. A parametric description
in terms of time represents the motion of the Euclidean 1-center unambiguously
and is decisive in a number of practical queries like its position at a time in-
stant, velocity, etc. We have shown that the Euclidean 1-center function is a
piecewise differentiable function and have derived its exact algebraic equation.
If the positions of the static points and the rational parametric equations of the
motion of the mobile points are given, we have proposed algorithms to compute
the algebraic parametric equation of the Euclidean 1-center function.
First, in section 2 we give some preliminary definitions. In section 3 we prove
certain properties of the Euclidean 1-center function. In particular we give a
complete algebraic description of the function. Based on the theoretical results
derived in section 3, we discuss methods to compute the Euclidean 1-center
function in section 4.
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2. Definitions and notations
In this section we give some preliminary definitions and notations that will
be frequently used throughout the paper. Let P = {p1, p2, . . . , pk} be a set of
points in Rd, d ≥ 2. A point x ∈ Rd is said to be an affine combination of the
points in P if x =
∑k
i=1 aipi, for some ai ∈ R with
∑k
i=1 ai = 1. The points
in P are called affinely independent if no point in P can be written as an affine
combination of the remaining points. In Rd, at most d+1 points can be affinely
independent. For 0 ≤ k ≤ d, the set of all affine combinations of k + 1 affinely
independent points in Rd is called a k-dimensional affine subspace or a k-flat in
R
d. In particular, a 0-flat is a point, a 1-flat is a straight line, a 2-flat is a plane,
etc. Two k-flats A and A′ are said to be parallel, if there is a vector v such that
A′ = A + v. For a set S ⊆ Rd, the affine hull of S, denoted by Aff(S), is the
smallest affine subspace in Rd containing S or equivalently, the set of all affine
combinations of elements of S.
The convex hull of a set S ⊆ Rd, denoted by Conv(S), is the smallest convex
set containing S. The convex hull of a set of k+1 affinely independent points is
called a k-simplex. Hence, a 0-simplex is a point, a 1-simplex is a line segment,
a 2-simplex is a triangle, a 3-simplex is a tetrahedron, etc. The convex hull of
a set of n+ 1 (n ≤ k) vertices of a k-simplex τ is called an n-face of τ .
A d-ball in Rd of radius r centered at c is defined as Br(c) = {x ∈ Rd |
‖x− c‖ ≤ r}. For 1 ≤ k ≤ d, a k-ball in Rd is defined as a proper intersection
between a k-flat and a d-ball. By proper intersection we exclude the cases where
the k-flat is tangent to the d-ball or the intersection is empty. Hence, a 1-ball
is a line segment, a 2-ball is a disk, a 3-ball is a solid sphere, etc.
For a set of points P ⊂ Rd, the smallest enclosing ball of P , denoted by
SEB(P ), is the smallest d-ball B such that P ⊂ B. The smallest enclosing ball
of a set of points exists uniquely. For a finite set of points P ⊂ Rd, the circumball
of P , denoted by CB(P ), is the smallest d-ball B such that P ⊂ ∂(B) and the
center of CB(P ) is called the circumcenter of P , denoted by cc(P ). (∂(B)
denotes the boundary of B.) The circumball of a set of points may not exist.
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However if the points in P are affinely independent, then there exists a unique
circumball.
Let P = {p1, p2, . . . , pn} be a set of distinct points in Rd, where n ≥ 2. For
pi ∈ P , the farthest-point Voronoi cell of pi ∈ P is the set of all points in Rd
which are farther from pi than any other point in P , that is,
FPVor(pi) = {x ∈ R
d | ‖x− pi‖ ≥ ‖x− pj‖, ∀i 6= j}.
The farthest-point Voronoi diagram generated by P , denoted as FPVD(P ), is
the partition of Rd into the farthest-point Voronoi cells of point of P . Points
shared by two or more farthest-point Voronoi cells constitute the farthest-point
Voronoi faces. A set P of distinct points in Rd will be said to be in general
position if no affinely dependent subset of P lie on the boundary of any d-ball.
If the points in P are in general position, then a farthest point Voronoi k-face of
FPVD(P ) is equidistant from exactly d−k+1 points of P . So, a farthest point
Voronoi k-face of FPVD(P ) defined by a set of d−k+1 points P ′ ⊆ P , denoted
by F(P ′), is the set of all points x ∈ Rd such that ‖x−pi‖ = ‖x−pj‖, ∀pi, pj ∈ P ′
and ‖x− pi‖ > ‖x− pl‖, ∀pi ∈ P ′, pl ∈ P \ P ′.
In this paper, we consider the problem of computing the algebraic para-
metric equation of the mobile Euclidean 1-center in Rd, d ≥ 2, for a system
of n static points and m mobile points whose motion is defined by rational
parametric curves. Here, by a rational parametric curve we mean a parametric
curve ν = (ν1, . . . , νd) : I → Rd where each of its components is of the form
νi(t) = p
i(t)
qi(t) , with p
i(t), qi(t) being polynomials in t with qi(t) 6= 0. We con-
sider S = {s1, . . . , sn} ⊆ Rd, the set of static points in general position and
V = {ν1, . . . , νm}, the “set” of mobile points with each of its motion defined
by rational parametric curves νk : I → Rd, where I is a compact (closed and
bounded) interval. For a mobile point νi, νi(t) ∈ Rd is its position at the time
instant t ∈ I. By V (t) we shall denote {ν1(t), . . . , νm(t)}, the set of positions of
the mobile points at t ∈ I. Then the Euclidean 1-center function ε : I → Rd is
defined as ε(t) = the center of SEB(S ∪ V (t)).
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3. Characteristics of the Euclidean 1-center function
Lemma 1. For a system of n static points S and m mobile points V , the Eu-
clidean 1-center of S ∪ V (t) lies on a farthest point Voronoi face of FPVD(S)
whenever there are at least two static points on the boundary of the smallest
enclosing ball of S ∪ V (t).
Proof. Since the points of S are in general position, at any time instant t ∈ I
at most d + 1 points of S can lie on the boundary of the SEB(S ∪ V (t)).
Suppose that at some t ∈ I, precisely k points of S, say s1, s2, . . . , sk, lie on
∂(SEB(S∪V (t))), where 1 < k ≤ d+1. Since s1, s2, . . . , sk lie on the boundary
of the smallest enclosing ball,
‖ε(t)− s1‖ = ‖ε(t)− s2‖ = . . . = ‖ε(t)− sk‖,
and as all other points of S lie in the interior of the the smallest enclosing ball,
‖ε(t)− si‖ > ‖ε(t)− sj‖, ∀si ∈ {s1, s2, . . . , sk} and sj ∈ S \ {s1, s2, . . . , sk}.
Hence ε(t) lies on the farthest point Voronoi face defined by s1, s2, . . . , sk at
t. 
However, the converse of lemma 1 is not true. The Euclidean 1-center ε(t)
may lie on a farthest point Voronoi face of FPVD(S), yet its boundary may
not contain any static point at all. However, in case of a single mobile point
we have the following ‘if and only if’ condition. This will be useful during the
computation of the Euclidean 1-center function in section 4.
Lemma 2. For a set of static points S ⊂ Rd, and a single mobile point whose
motion is given by ν : I → Rd, the Euclidean 1-center of S ∪ {ν(t)}, at some
instant t ∈ I, lies on a farthest point Voronoi face F(S′), S′ ⊆ S, if and only if
S′ = S ∩ ∂(SEB(S ∪ {ν(t)})), |S′| ≥ 2.
Proof. Suppose that at some t ∈ I, ε(t) ∈ F(S′), S′ = {s1, s2, . . . , sk} ⊆ S,
1 < k ≤ d + 1. Since the boundary of the smallest enclosing ball of a set of
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points must contain at least two points, S ∩ ∂(SEB(S ∪ {ν(t)})) 6= ∅. So let
s ∈ S ∩ ∂(SEB(S ∪ {ν(t)})). If s /∈ S′, then
‖ε(t)− si‖ > ‖ε(t)− s‖, ∀si ∈ S
′ = {s1, s2, . . . , sk},
since ε(t) ∈ F(S′). But this contradicts the fact that S′ ⊂ SEB(S ∪ {ν(t)}).
Hence, s ∈ S′, say s = s1. Now since we also have
‖ε(t)− s1‖ = ‖ε(t)− s2‖ = . . . = ‖ε(t)− sk‖,
S′ ⊂ ∂(SEB(S ∪ {ν(t)})). No other point of S lies on ∂(SEB(S ∪ {ν(t)})) as
‖ε(t)− si‖ > ‖ε(t)− sj‖, ∀si ∈ {s1, s2, . . . , sk} and sj ∈ S \ {s1, s2, . . . , sk}.
Hence, we have S′ = S ∩ ∂(SEB(S ∪ {ν(t)})). The converse part immediately
follows from the proof of lemma 2. 
Now consider three points A,B,C in the Euclidean plane. Their smallest
enclosing ball (disk) has all of them lying on its boundary if and only if ABC is
an acute-angled or a right-angled triangle. If ABC is an obtuse-angled triangle
with ∠BAC > π2 , then only B and C lie on the boundary of the SEB, with BC
being the diameter. Hence in both cases it is easy to see that the the smallest
enclosing ball is the circumball of the points on its boundary. This in fact holds
true for any set of points even in higher dimensions. With constructions and
arguments similar to that in [17, p. 88] it can be easily proved that the smallest
enclosing ball of a finite set of points is the smallest enclosing ball, and hence
the circumball, of the points lying on its boundary.
Lemma 3. Let S ⊂ Rd be a finite set of points with |S| ≥ 2 and B0 = SEB(S).
If T = S ∩ ∂(B0), then B0 = SEB(T ) = CB(T ).
Proof. We shall prove by contradiction. So let B0 6= SEB(T ). Let B1 =
SEB(T ) and hence is strictly smaller than B0. Let c0 and c1 be the centers of
B0 and B1 respectively. Clearly T ⊂ B0 ∩ B1. Moreover, there is some z ∈ T
such that z ∈ ∂(B0) ∩ ∂(B1). We define a continuous family {Bλ | 0 ≤ λ ≤ 1}
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of d-balls as: cλ = (1− λ)c0 + λc1 is the center and rλ = ‖cλ − z‖ is the radius
of Bλ. Note that B0 ∩B1 ⊂ Bλ ∀ λ ∈ [0, 1] and Bλ is strictly smaller than B0
∀ λ ∈ (0, 1]. Since S \ T is contained in the interior of B0, there is an ǫ ∈ (0, 1)
such that S \ T ⊂ Bǫ. Also T ⊂ B0 ∩ B1 ⊂ Bǫ. Therefore S ⊂ Bǫ. But Bǫ is
strictly smaller than B0 contradicting the fact that B0 = SEB(S). 
B1
B0
Bλ
c1c0
cλ
z
Figure 1: The continuous deformation of balls as described in lemma 3
Lemma 4. Let P be a set of co-spherical points in Rd. If P ′ is a maximum
affinely independent subset of P , then cc(P ) = cc(P ′).
Proof. Let dim(Aff(P )) = k. If the points of P are seen as points of Rk ∼=
Aff(P ), then the circumball of P in Rk is the k-ball Bk = Bd∩Aff(P ), where
Bd is the circumball of P in R
d with Bd and Bk having coinciding center and
equal radius. So without loss of generality we can assume that dim(Aff(P )) =
d. Then |P ′| = d+ 1. But there is only a unique d-ball whose boundary passes
through a set of d+1 affinely independent points in Rd. Hence CB(P ) = CB(P ′)
and cc(P ) = cc(P ′). 
We shall exploit lemma 3 and 4 to derive an algebraic formulation of the
Euclidean 1-center function. But first, we need to find an expression for the
circumcenter of a simplex. Expressions for the circumcenter of a triangle in R2
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or a tetrahedron in R3 are well-known [18]. The circumcenter of a d-simplex
in Rd can be easily formulated in similar fashion. But a k-simplex in Rd has
infinitely many d-balls whose boundary passes through its vertices when k < d.
This is because there are infinitely many points in Rd that are equidistant from
k + 1 affinely independent points where k < d. However the circumcenter of
a simplex is the unique point in its affine hull that is equidistant from each
of its vertices [19, p. 157-158]. Using the same approach as employed in [19]
the circumcenter of a simplex can be computed by solving a system of linear
equations even when the dimension of the ambient space is higher than the
dimension of the simplex.
Lemma 5. Let τ be a k-simplex in Rd with vertices p0, p1, . . . , pk, where 1 ≤
k ≤ d. Then its circumcenter c is given by
c =
k∑
j=1
det(Mj)
det(M)
(pj − p0) + p0 (1)
where
M =


(p1 − p0).(p1 − p0) (p1 − p0).(p2 − p0) . . . (p1 − p0).(pk − p0)
(p2 − p0).(p1 − p0) (p2 − p0).(p2 − p0) . . . (p2 − p0).(pk − p0)
...
...
. . .
...
(pk − p0).(p1 − p0) (pk − p0).(p2 − p0) . . . (pk − p0).(pk − p0)


(2)
and Mj is the matrix formed by replacing the jth column of M by the column
vector


(p1−p0).(p1−p0)
2
(p2−p0).(p2−p0)
2
...
(pk−p0).(pk−p0)
2


Proof. The circumcenter of τ , c, lies in the affine hull of {p0, p1, . . . , pk}.
Translate the origin of the coordinate system to p0 and write p
′
i = pi − p0.
Then the affine hull of {p0, p1, . . . , pk} in the previous coordinate system is the
linear subspace generated by {p′1, . . . , p
′
k} in the new coordinate system. Let c
′
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be the circumcenter of τ in the new coordinate system, i.e., c′ = c− p0. Then
c′ lies in the linear subspace generated by {p′1, . . . , p
′
k}. Since {p0, p1, . . . , pk}
is affinely independent, {p1 − p0, . . . , pk − p0} = {p′1, . . . , p
′
k} is linearly inde-
pendent. Therefore, c′ can be uniquely written as c′ =
∑k
j=1 λjp
′
j , for some
λ1, . . . , λk ∈ R.
Since c′ is equidistant from p′0 = 0, p
′
1, . . . , p
′
k, the vectors p
′
i and c
′ − p
′
i
2 are
orthogonal to each other for every i = 1, 2, . . . , k. Hence for all i = 1, 2, . . . , k
we have,
(c′ −
p′i
2
).p′i = 0
⇒ c′.p′i =
p′i.p
′
i
2
⇒ (
k∑
j=1
λjp
′
j).p
′
i =
p′i.p
′
i
2
Thus we obtain the following system of linear equations.


2p′1.p
′
1 2p
′
1.p
′
2 . . . 2p
′
1.p
′
k
2p′2.p
′
1 2p
′
2.p
′
2 . . . 2p
′
2.p
′
k
...
...
. . .
...
2p′k.p
′
1 2p
′
k.p
′
2 . . . 2p
′
k.p
′
k




λ1
λ2
...
λk


=


p′1.p
′
1
p′2.p
′
2
...
p′k.p
′
k


(3)
The matrix
M =


p′1.p
′
1 p
′
1.p
′
2 . . . p
′
1.p
′
k
p′2.p
′
1 p
′
2.p
′
2 . . . p
′
2.p
′
k
...
...
. . .
...
p′k.p
′
1 p
′
k.p
′
2 . . . p
′
k.p
′
k


can be written asM = PPT , where P is the matrix with row vectors p′1, p
′
2, . . . , p
′
k.
As p′1, p
′
2, . . . , p
′
k are linearly independent, it is easy to see that the rank of M
is k, and hence det(M) 6= 0. Thus the system of linear equations (3) can be
solved for λ to get the desired expression. 
For a set {p0, p1, . . . , pk} of points in Rd, we shall denote byM(p0, p1, . . . , pk)
the matrix in eqn. (2) and by ξ(p0, p1, . . . , pk) the expression in eqn. (1). It is
11
easy to see that M(p0, p1, . . . , pk) and ξ(p0, p1, . . . , pk) are invariant under any
permutation of {p0, p1, . . . , pk}.
Theorem 1. For a system of static points S = {s1, . . . , sn} in general position
and mobile points V = {ν1, . . . , νm} each having motion defined by rational
parametric curves νk : I → Rd, the Euclidean 1-center function ε : I → Rd is
piecewise differentiable.
Proof. We decompose I into closed intervals I1, I2, . . . with I =
⋃
k Ik and
|Ik ∩ Ik+1| = 1 so that for all t ∈ Ik
o, ∂(B(t)) contains a fixed set of points of
S ∪ V . (Io denotes the interior of I.) We call the end points of the intervals
event points.
Case 1 Let νj(t) /∈ ∂(B(t)) for all t ∈ Ik
o and j = 1, . . . ,m. Then ε(t) is a
constant function, and hence differentiable in Ii
o.
Case 2 Suppose that for t ∈ Ik
o, static points s1, . . . , si and mobile points
ν1, . . . , νj are on the boundary of B(t). Furthermore, assume that the
points s1, . . . , si, ν1(t), . . . , νj(t) remain affinely independent for each t ∈
Ik
o. Then det(M(s1, . . . , si, ν1(t), . . . , νj(t))) is non-vanishing in Ik
o. By
lemma 3 for each t ∈ Ii
o, ε(t) is the circumcenter of the simplex with ver-
tices {s1, . . . , si, ν1(t), . . . , νj(t)}. So, ε(t) = ξ(s1, . . . , si, ν1(t), . . . , νj(t))
when t ∈ Ii
o, and hence differentiable since it is a rational function.
Case 3 Suppose that for t ∈ Ik
o, static points s1, . . . , si and mobile points
ν1, . . . , νj are on the boundary of B(t), but they do not remain affinely
independent. But since det(M(s1, . . . , si, ν1(t), . . . , νj(t))) is a rational
function in t, either it is identically zero or it has only finitely many roots.
If it has finitely many roots in Ik
o, then clearly the 1-center function
is piecewise differentiable in Ik
o. If det(M(s1, . . . , si, ν1(t), . . . , νj(t))) is
identically zero, then by lemma 4 we have to take a maximum subset of
{s1, . . . , si, ν1, . . . , νj} that remain affinely independent and the situation
reduces to the previous cases. 
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The proof of theorem 1 leads to the following result, which provides a com-
plete characterization of the Euclidean 1-center function.
Theorem 2. For a system of static points S = {s1, . . . , sn} in general position
and mobile points V = {ν1, . . . , νm} each having motion defined by rational
parametric curves νk : I → Rd, the 1-center function ε : I → Rd is given
by ε(t) = ξ(P (t)), where P (t) is a maximum affinely independent subset of
(S ∪ V (t))
⋂
∂(SEB(S ∪ V (t))).
Remark 1. In theorem 1 we have shown that the center function ε(t) is piece-
wise differentiable and have characterized the points, namely the event points,
where ε(t) may fail to be differentiable. The following are an instance where
the center function is not differentiable at an event point, and another instance
where it is differentiable at an event point. In fact, the center functions of
both the examples have the same trace in R2, yet have different differentiability
properties.
A
(0,4)
B
(2,2)
Trace of the mobile point
Trace of the center function
Figure 2: Trace of the mobile point and the center function in example 1 and 2
Example 1. We consider an example in R2 with a set of two static points and
one mobile point. Let A(0, 4) and B(−2, 2) be the two static points and let the
mobile point ν whose motion is given by the parametric curve ν : R→ R2 given
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by ν(t) = (t, 0). Then the center function ε(t) is given by
ε(t) =


( t2 , 2), t ∈ (−∞, 0];
( t
2
2(t+4) ,
−t2+4t+16
2(t+4) ), t ∈ [0, 4];
( t−22 , 1), t ∈ [4,∞).
We check for differentiability at the event point t = 0.
lim
h→0,h>0
ε(h)− ε(0)
h
= (0, 0)
lim
h→0,h>0
ε(−h)− ε(0)
−h
= (
1
2
, 0)
Hence ε(t) is not differentiable at t = 0.
Example 2. We have the same set of static points as in Example 1. Here
suppose that the motion of the mobile point is given by the parametric curve
ν : R→ R2 given by ν(t) = (t3, 0). In this case the center function is
ε(t) =


( t
3
2 , 2), t ∈ (−∞, 0];
( t
6
2(t3+4) ,
−t6+4t3+16
2(t3+4) ), t ∈ [0, 2
2/3];
( t
3
−2
2 , 1), t ∈ [2
2/3,∞).
Again t = 0 is an event point.
lim
h→0,h>0
ε(h)− ε(0)
h
= (0, 0)
lim
h→0,h>0
ε(−h)− ε(0)
−h
= (0, 0)
Hence in this case ε(t) is differentiable at t = 0.
4. Computation of the Euclidean 1-center function
In theorem 2 we have derived an exact algebraic description of the Euclidean
1-center function. The Euclidean 1-center at any time t ∈ T is equal to the
circumcenter of the points on the boundary of smallest enclosing ball at t. So
in order to compute the Euclidean 1-center function, we need the information
about the points that appear on the boundary of smallest enclosing ball at
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any instant throughout the parameter interval. The following result provides a
necessary and sufficient condition for the input points to lie on the boundary of
smallest enclosing ball.
Lemma 6. For T ⊆ S ⊂ Rd, CB(T ) = SEB(S) if and only if S ⊂ CB(T ) and
cc(T ) ∈ conv(T ).
Proof. We have the following result from [11]: for a set of points T on the
boundary of some ball B with center c, B = SEB(T ) if and only if c ∈ conv(T ).
Let T ⊆ S. If SEB(S) = CB(T ) = B, then B = SEB(T ) by lemma 3.
Hence, cc(T ) ∈ conv(T ). Conversely, let S ⊂ CB(T ) and cc(T ) ∈ conv(T ).
Hence CB(T ) = SEB(T ). Since T ⊆ S and S ⊂ CB(T ), we have CB(T ) =
SEB(S). 
Since the Euclidean 1-center at any time instant is determined by the points
on the boundary of the SEB, a change in the algebraic description of the 1-
center function is caused by some combinatorial change of the points on the
boundary of the deforming SEB, i.e., some points appear on or leave the bound-
ary of the SEB. Now if the location of the static points and the equation of
the motion of the mobile points are known, then we have the equation of all
the possible arcs or curve pieces of the Euclidean 1-center function, using the
formula in lemma 5. Since the Euclidean 1-center function is continuous [6],
it can go from one such curve to another only at an intersection point. Our
algorithm is based on this basic idea. In short we shall iteratively compute the
equation of the Euclidean 1-center function as: in each iteration given an arc
of the 1-center function we compute its intersection with all the candidates for
the subsequent arc and decide the next arc.
We shall first describe an algorithm in detail for the case where there is only
a single mobile point and then modify it for the case of multiple mobile points.
4.1. Outline of the algorithm in case of a single mobile point
Consider a set of n static points S ⊂ Rd and a single mobile point ν whose
equation of the motion is given by ν : [0, T ]→ Rd. Suppose that at some instant,
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the equation of the 1-center function is given by ξ(S′, ν(t)), where S′ ⊂ S. Then
the events that can cause a change of the equation of the 1-center function at
some t0 ∈ I can be characterized as the following:
1. A set of static points S′′ ⊂ S appears on the boundary of the deforming
SEB at t0 ∈ I. In that case the curve ξ(S′, ν(t)) intersects the farthest
point Voronoi face defined by S′ ∪ S′′ at t0.
2. A set of static points S′′ ⊂ S′ leaves the boundary of the SEB at t0 ∈ I.
Then there is an intersection between ξ(S′, ν(t)) and ξ(S′ \S′′, ν(t)) at t0.
3. The mobile point leaves (when it enters SEB(S)) or reappears (when it
exits SEB(S)) on the boundary of the deforming SEB at t0 ∈ I.
Throughout the remainder of the paper by an intersection point or simply
an intersection between two parametric curves ϕ1 : I → Rd and ϕ2 : I → Rd
we shall mean a parameter value t0 such that ϕ1(t0) = ϕ2(t0). Similarly an
intersection point between a parametric curve ϕ : I → Rd and some geometric
object given in implicit form by f(x1, x2, . . . , xd) = 0 will refer to a parameter
value t0 such that f(ϕ1(t0)) = 0. The combinatorial changes of the points on
the boundary of the deforming SEB that can change the equation of the 1-
center function can only occur at the intersection points characterized above.
The parameter value t corresponding to these events will be called an event
point. The algebraic curve between two such consecutive event points will be
referred to as an arc of the Euclidean 1-center function. The set of points on
the boundary of the smallest enclosing ball that defines an arc will be referred
to as the support set of that arc.
Roughly speaking, the basic idea of our algorithm is that in each step with
the present arc of the 1-center known, we find the next event point by computing
the aforesaid intersections and determine the subsequent arc. The program
terminates when no such event point is found in [0, T ]. Note that since the
mobile point is moving along an arbitrary curve, the behaviour of the 1-center
at an event point would entirely depend upon the local properties of the curve,
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namely the direction of the mobile point at that point. Figure 3 illustrates an
instance where small perturbations of the mobile point in different directions
lead to different outcomes. To resolve this ambiguity, at these intersection points
or event points we check which of the points remain on the boundary of the SEB
upon a small ǫ perturbation.
Finally we briefly sketch an outline of our proposed algorithm. Details re-
garding the implementation of certain steps of the algorithm is given in the
next section. Suppose that we are given as inputs the set S = {s1, s2, . . . , sn}
of n static points and the equation of the motion ν : [0, T ]→ Rd of the mobile
point ν. Assume that the farthest-point Voronoi diagram of S is given or al-
ready computed. Software packages like Qhull [20] can compute farthest-point
Voronoi diagrams in higher dimensions. Also assume that we are given the
smallest enclosing ball of S and S ∪ {ν(0)}. Hence for initialization, the first
arc of the 1-center function is known from SEB(S ∪ {ν(0)}). So instead of the
information of SEB(S∪{ν(0)}), we can simply assume that the equation of the
first arc of the 1-center function and its support set is given.
STEP 1. Compute the sorted (in increasing order) list L of intersections of
ν(t) with ∂(SEB(S)). Label the intersections as ‘IN’ or ‘OUT’ depending
on whether the mobile point enters or exits the SEB(S) respectively.
STEP 2. Insert 0 into the empty list E of ‘event points’. Label 0 as ‘IN’ if
ν(0) is in the interior of SEB(S).
STEP 3. If the last ‘event point’, say telast , is an ‘IN’-point, the next event
point is the next ‘OUT’-point in L.
Else, the present arc of the center function is ξ(S′, ν(t)) for some S′ ⊂ S.
Then
(a) for each nonempty S′′ ⊂ S′, compute intersections of ξ(S′′, ν(t)) and
ξ(S′, ν(t)).
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(b) compute intersections of ξ(S′, ν(t)) and the farthest-point Voronoi
faces involving S′, i.e., FPVD(P ) with S′ ⊂ P .
The next ‘event point’, say tenew , is one of these intersections or an ‘IN’-
point in L which ever is earliest in (telast , T ].
STEP 4. If no ‘event point’ is found, END the program.
Else if the ‘event point’ tenew is an ‘IN’-point, the next arc is the constant
function whose value is the center of SEB(S). Insert tenew into E. Go
to Step 3.
Else, find the ‘support set’ of SEB(S ∪ {ν(tenew + ǫ)}), for a predefined
sufficiently small ǫ > 0, using lemma 6. Compute the new arc using the
formula in lemma 5. Insert tenew into E. Go to STEP 3.
4.2. Implementation and analysis
Our proposed algorithm requires computation of intersections between two
rational parametric curves and between a rational parametric curve and a farthest-
point Voronoi face. Consider two rational parametric curves given by ϕ1(t) =(
ai(t)
ci(t)
)d
i=1
and ϕ2(t) =
(
bi(t)
di(t)
)d
i=1
. If these two curves intersect for some para-
metric value t0, then ϕ1 and ϕ2 satisfy
ai(t0)
ci(t0)
=
bi(t0)
di(t0)
, i = 1, . . . , d.
Hence finding the intersections amounts to computing the real roots of the
univariate polynomials fi = ai(t)di(t) − bi(t)ci(t), which can be done with ar-
bitrary precision by a wide range of numerical algorithms. The farthest-point
Voronoi cells are unbounded convex polytopes, i.e., intersection of finitely many
half-spaces. Once one has the list of the bounding hyperplanes of each farthest-
point Voronoi cell in implicit form, finding intersections between a curve and
the farthest-point Voronoi faces require computing intersections between the
curve and certain bounding hyperplanes. Computing intersection between a
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 
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B
C
DD'
Mobile point Static point that remains on the boundary
Static point that leaves the boundary
Figure 3: Different outcomes of an infinitesimal perturbation of a mobile point
rational parametric curve ϕ(t) =
(
ai(t)
bi(t)
)d
i=1
and a hyperplane
∑d
i=1 cixi = c, is
equivalent to solving the equation
d∑
i=1
ai(t)ci
bi(t)
= c,
which again reduces to the root (real) finding problem of a univariate polyno-
mial.
Given the smallest enclosing ball of S, the intersections between ν(t) and
∂(SEB(S)) can be computed similarly. Then from the continuity of ν(t) the
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intersections can be easily characterized as IN-point or OUT-point by checking
where ν(t) lies (inside or outside the SEB(S)) at any instant t between two con-
secutive intersections. The pathological case where the curve ν(t) tangentially
touches the boundary of SEB(S) is to be discarded from L.
When the center moves along the arc ξ(S′, ν(t)), in step 3(a) it is required
to check for intersection between ξ(S′′, ν(t)) and ξ(S′, ν(t)) for each nonempty
S′′ ⊂ S′. Since the static points are assumed to be in general position at most
d + 1 static points can appear on the boundary of the ball. So assuming that
intersection between any two of such curves can be found in some constant time,
computing all the intersections in step 3(a) requires O(1) time (with respect to
the input size n).
Step 3(b) computes intersections of ξ(S′, ν(t)) and the farthest-point Voronoi
faces involving S′. Suppose |S′| = 1, say S′ = {s1}. It is sufficient to compute
intersection between ξ(s1, ν(t)) and the farthest-point Voronoi (d− 1)-faces in-
volving s1 only, because all the lower dimensional faces associated with s1 are
incident to it. Clearly there could be at most n− 1 of such (d− 1)-faces. So in
the worst case, suppose that the farthest-point Voronoi cell of s1 is given in the
form of intersection of n− 1 half-spaces
cix
T
i ≤ 0, i = 1, . . . , n− 1
where ci = (ci1, ci2, . . . , ci(d+1)) and xi = (xi1, xi2, . . . , xid, 1). Each of the
bounding hyperplanes cix
T
i = 0 contain one Voronoi (d − 1)-face. To find the
intersection between the curve and the (d− 1)-face contained in the hyperplane
cix
T
i = 0, we have to compute the intersection between the curve and the
hyperplane cix
T
i = 0, and check if the solution satisfies the remaining n − 2
inequalities. Among the remaining n − 2 inequality relations, each time an
equality is reported the dimension of the farthest-point Voronoi face is reduced
by one. Note that each of these bounding hyperplanes is an orthogonal bisector
hyperplane of s1 and an input static point. So once these bounding hyperplanes
along with their two defining input points is given, intersections of the curve
with the farthest-point Voronoi faces involving s1 is found by computing its
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intersections with the bounding hyperplanes and checking some inequalities or
equalities. In the worst case it takes O(n2) time. Similarly, when |S′| > 1, we
only need to do the same for any one si ∈ S′ only, since farthest-point Voronoi
faces involving S′ is contained in the set of farthest-point Voronoi faces involving
any si ∈ S′. Hence computing the intersections in step 3(b) requires O(n2) time
in the worst case.
Also note that since we want the earliest (in (telast , T ]) of all these intersec-
tions, after finding intersections between two curves (or a curve and a farthest-
point Voronoi) we only take earliest in (telast , T ]. As the number of such in-
tersections is bounded (with the bound depending only upon the degree of the
polynomials in the rational parametric function), it take constant time to find
the earliest intersection. Thus step 3 requires O(n) computations in the worst
case.
For the ‘else’ part in step 4, suppose that at some event point t, S′ ⊂ S lies
on the boundary of SEB(S ∪ {ν(t)}). For sufficiently small ǫ > 0, S \ S′ is
contained in the interior of SEB(S∪{ν(t+ ǫ)}). In order to determine which of
the points of S′ remain on the boundary of the ball after the ǫ-perturbation, we
need to find S′′ ⊂ S′ such that T = S′′ ∪ {ν(t+ ǫ)} satisfies the necessary and
sufficient conditions of lemma 6, i.e., S ⊂ CB(T ) and cc(T ) ∈ conv(T ). By the
formula in lemma 5, cc(T ) can be written as an affine combination of the points
of T . cc(T ) ∈ conv(T ) if and only if each coefficient of the affine combination is
non-negative.
For a successful execution of the algorithm the ǫ > 0 is to be chosen so small
that the perturbation doesn’t skip the next event point. Also recall that the
intersection computations were done numerically with arbitrary precision. If
the error bound in calculating the intersection is δ then ǫ needs to be greater
than δ.
Theorem 3. Given as inputs the positions of the static points S and the ra-
tional parametric function ν(t) defining the motion of the mobile point, the
algorithm computes the parametric equation of the Euclidean 1-center function.
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Proof. Assume that FPVD(S), SEB(S) and SEB(S ∪ ν(0)) are given or
already computed.
Initialization: For the initialization of step 3, the required event point is set
in step 2 and the first arc of the 1-center function is given. The rest is obvious.
Termination: The program terminates if and only if it executes the END
command in step 4 when no event point is found. The candidates for the event
points are all obtained from the intersections computed in step 1 and step 3.
Since S is finite and ν(t) is a rational parametric function, there are only finitely
many intersections in the interval [0, T ]. Hence at some stage no event point
will be found.
Maintenance: It follows from the earlier discussions, that in each iterative
step with the current arc of the 1-center and the last event point known, step 3
finds the next event point and step 4 determines the equation of the subsequent
arc. 
4.3. Discussion for the case of multiple mobile points
The main governing principle being the same, the algorithm described in
section 4.1 can be modified for the case of multiple mobile points. However,
there are certain stark differences between the case of a single mobile point and
that of multiple mobile points, making the later particularly complicated and
inefficient. Similar to the case of a single mobile point, in each iteration given
the present arc of the Euclidean 1-center function, we have to consider each of
the possible candidates for the next arc and compute their intersections. But the
number of cases to consider in each step to find the next event point becomes
quite large in the case of multiple mobile points, which makes the algorithm
highly inefficient. We discuss in the following the differences between the single
and the multiple mobile point cases and how the algorithm needs to be modified.
Suppose that at some step the static points S′ ⊆ S is on the boundary of the
SEB. Since the static points are assumed to be in general position, |S′| ≤ d+1.
However, any number of mobile points can appear on the boundary at any
time. In that case the support set of the arc is a maximum subset of the set of
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points on the boundary of the SEB that remain affinely independent throughout
the corresponding time subinterval, which can be obtained in the usual greedy
manner. Note that the choice of the support set , i.e., the maximum affinely
independent set should not hamper the algorithm because if for two different
support sets P1 and P2, the circumcenter functions ξ(P1) and ξ(P2) are equal
in some interval then they are equal in the entire domain as they are rational
parametric functions. As earlier, we assume that for initialization, the first arc
of the 1-center function is known. Now suppose that at some step the arc of the
1-center function is given by ξ(S′, V ′), with |S′ ∪ V ′| ≤ d + 1. In order to find
the next event point we consider all the possible candidates for the next arc and
compute their intersections. A change of arc of the 1-center function is caused
by some combinatorial change of the points on the boundary of the SEB, i.e.,
some points appear on or leave the boundary of the SEB.
No mobile point is on the boundary of the SEB at some instant t if and
only if they are all in the interior of SEB(S) at t. Similar to step 1 of the
algorithm in section 4.1, we first have to compute the intersections of each νi(t)
with ∂(SEB(S)) and identify the time intervals when all the mobile points are
in the interior of SEB(S). The left and right extremities of these time intervals
will be the analogues of the ‘IN’ and ‘OUT’ points.
Note that since in the multiple mobile point case any number of points can
appear on the boundary of the SEB, unlike the case of a single mobile point
there are situations where the support sets of two consecutive arcs may be
completely unrelated. Hence for step 3, to determine the subsequent arc we
need to consider all subsets of S ∪ V of cardinality atleast 2 and no more than
d+ 1. This amounts to O((n+m)d+1) many cases to consider.
In case of a single mobile point, we averted heavy computations by com-
puting intersections of the arc with the farthest-point Voronoi faces to detect
addition of new static points on the boundary of the SEB. But this not pos-
sible in the present case. When S′ 6= ∅, addition of new static points on the
boundary of the SEB can be detected separately by computing intersections
between ξ(S′, V ′) and the farthest-point Voronoi faces involving S′. But when
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S′ = ∅, addition of a single mobile point on the boundary of the SEB does not
cause an intersection with a farthest-point Voronoi face. Also as discussed in
section 3, when S′ = ∅ intersection of the curve with a farthest-point Voronoi
face does not always imply addition of static points. This situation never arose
in the single mobile point case as the SEB always had at least one static point
on its boundary.
5. Conclusion and future works
In this paper we have proposed an algorithm that computes the parametric
equation of the Euclidean 1-center function in Rd, d ≥ 2, for a system of n
static points and m mobile points having motion defined by rational parametric
functions. In case of a single mobile point, given an arc of the 1-center function
our algorithm computes the subsequent arc in O(n2) time (assuming that the
farthest-point Voronoi diagram and the smallest enclosing ball of the set of
static points is given or already computed). However, in case of multiple mobile
points the algorithm loses its efficiency, especially for large values of d, due to
the large number of exhaustive cases that are needed to consider in different
iterations. The immediate course of future research would be to improve on the
average complexity of the algorithm.
Also there could be real life problems where it may not be appropriate to
model the mobile and static agents as points. For example in the context of
multi-robot systems it may be more befitting to consider the robots as disks in
the plane. It is easy to see that the center of the smallest enclosing ball of a set of
balls of same size and that of their centers coincide. But this does not hold true
for a set of balls of different sizes. However, analogues of lemma 1 and 2 can be
proved using the following observation: the center of the smallest enclosing ball
of a set of balls lies on a face of the additively weighted Voronoi diagram of their
centers weighted by the corresponding radii. Devising an efficient algorithm for
this variant of the problem is another interesting direction for future research.
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