Given uncertainty in the input model and parameters of a simulation study, the goal of the simulation study often becomes the estimation of a conditional expectation. The conditional expectation is expected performance conditional on the selected model and parameters. The distribution of this conditional expectation describes precisely, and concisely, the impact of input uncertainty on performance prediction. In this paper we estimate the density of a conditional expectation using ideas from the field of kernel density estimation. We present a result on asymptotically optimal rates of convergence and examine a number of numerical examples.
INTRODUCTION
Let X be a real-valued random variable with ElXl < 00.
Let 2 be some other random variable. The conditional expectation E(XIZ) is a random variable that represents one's best guess (in a certain sense) as to the value of X given only the value of the random variable 2. In this paper we assume that the random variable E(X1Z) has a density with respect to Lebesgue measure and develop a method for estimating it. Our main assumptions are that
1.

2.
we can generate i.i.d. replicates of the random variable 2, and we can generate i.i.d. observations from the conditional distribution P(X E . IZ = z ) for any z in the range of Z.
In this paper we confine our attention to the case where Z is a real-valued random variable, but we are working on establishing analogous results when Z is a more complicated random object.
Such a generalization is important, because our primary motivation for studying this problem stems from the issue of input model uncertainty. This form of uncertainty arises when one is not completely certain what input distributions and associated parameters should be used in a simulation model. There are many methods for dealing with such uncertainty; see Henderson (2003) for a review. Many of these methods impose a probability distribntion on the input distributions and parameters. For example, this is the case in the papers Cheng (1994) , Cheng and Holland (1997) , Cheng and Holland (1998) , Cheng and Holland (20031, Chick (2001) . Zouaoui and Wilson (2001b) , Zouaoui and Wilson (2001a) . See Henderson (2003) for further discussion.
The input model uncertainty problem maps to the setting in this paper as follows. The random object 2 corresponds to a selection of input distributions and associated parameters for a simulation experiment. The random variable X represents an estimate of a performance measure from the simulation model. Its distribution is dependent on the choice Z of input distributions and parameters. The conditional expectation E(XI Z) represents the expected value of the performance measure as a function of the input distributions and parameters. It is essentially what one would compute from the simulation if the simulation were allowed to run for an infinite amount of time. Notice that it is still a random variable owing to the uncertainty in the input distributions and parameters. A density of E(X1Z) gives a sense of the uncertainty in the estimate of the performance measure due to the uncertainty in the values of the input distributions and parameters. Example 3 of Henderson (2003) discusses this density in the setting of a queueing simulation, and describes how it may be interpreted.
Very little work has been done on the estimation of the distribution of a conditional expectation. The most closely related work to ours involves the estimation of the distributionfunction of the conditional expectation E(XIZ). Lee and Glynn (1999) considered the case where Z is a discrete random variable. This work was-an outgrowth of Chapter 2 of Lee (1998) , where the case where Z is continuous is also considered. We prefer to directly estimate the density because we believe that the density is more easily interpreted (visually) than a distlibution function. We use kernel density estimation methods to estimate the required density. The analysis of our estimator draws from methods that are used in variable-bandwidth kernel density estimation methods (Hall 1990 Thispaperisorganizedasfollows. InSZwedescribeour estimation methodology, and show that under fairly general conditions the error in our density estimator converges at rate c-~/', where c is the overall computational budget. We then present some numerical examples in $3. Some brief conclusions and directions for future research appear in 84.
ESTIMATION METHODOLOGY
Our problem is very similar in structure to that of Lee &d Glynn (1999) . Accordingly, we adopt much of their problem structure and assumptions in what follows. We assume the ability to 1.
2.
draw samples from the distribution P ( Z E .), and for any z in the range of Z , to draw samples from the conditional distribution P ( X E . IZ = 2 ) .
Let f denote the (target) density of E ( X I Z ) , which we assume exists. Let ( Z i : 1 5 i 5 n ) be a sequence of R,(zi) = -C X~( Z , )
for i = I , . . . , n.
,=I
Note that the values 2 , ( Z i ) at which the kernels are centered are not realizations of the random variable E ( X I Z ) as in the standard kernel density estimation setting described above, but rather estimates. We wish to analyze the asymptotics of the estimator. For a given computer budget c, let m = m(c) and n = n(c) be chosen so that the total computational effort required to generate f ( x ; m , n, h) is approximately c. Following Lee and G!ynn (1999) . the computational effort required to The bandwidth h = h(c)'is also a function of c. To keep the notation less cumbersome, the dependence of m, n, and h on c will be suppressed in the calculations.
The error criterion that we choose to use in analyzing the convergence is mean integrated squared error (mise), defined as This error criterion is not without its drawbacks (see Devroye and Gyorfi 1985) hut its mathematical simplicity is appealing. Switching the order of integration yields
Note that the integrand is mean squared error ( M S E ) which decomposes into squared bias and variance. We thus have
Var(f(x; m , n , h)) dx.
Sreckley and Henderson
In order to simplify the bias and variance calculations we make the following additional assumptions. Let N(a1, az) denote a normally distributed random variable with mean a1 and variance az.
, . , n and are (conditionally) independent; A2. The kemel K is the density of a N ( 0 , I) random variable; A3. The function p(.) is strictly monotonic on its domain;
A4. The bandwidth h is defined by m = ah-s where 6 > 0 and a > 0 are constants independent of c.
If the central limit theorem holds, then for large m
.assumption AI is approximately m e . This assumption will be further examined in $3. In A2, we specify the kernel K to be normal. Together, the normality of A1 and A2 allow us to derive coppact expressions for bias and variance for the estimator f ( x ; m,n, h ) . This will be illustrated in the proof presented in $2.1. Assumption A3 is a simplifying assumption that ensures that a change of variable that we employ later is valid.
.Since we have m -+ 03 as c + 00, A4 ensures that h + 0 as c + 03 which is necessary for convergence in the standard kernel density estimation setting. Also note that given A4, h is completely determined by m and S. Now t p density estimator k e a function of x , m, n, and 6 so f ( x ; m , n, h) and mise(f(.; m, n2 h ) ) can now be writtei, with an abuse of notation, as f ( x ; nz, n, 6 ) and mise(f(.; m , n, 6)) respectively.
In 52.1 the case in which the variance function az(.) is constantisexamined. In $2.2, thegeneralcaseisconsidered.
Constant Variance Function a*(.)
The analysis for the case in which the variance function U'(.) is constant is similar to that in the standard kernel density estimation setting. Hence the following assumptions, together with A2 and A4, are similar to those found in Prakasa Rao (1983) 
A7. oz(.)
> 0. In Propositions 1 and 2 we make use of o ("small oh") notation. For sequences of real numbers a,, and b,,, we say that function; Finally, the constant variance assumption is noted:
Taylor's Theorem with integral remainder is useful in the proof of Proposition 1. We state it here as a lemma. A proof can be found on p. 278 of Apostol (1967) .
Lemma 1 Assume f is twice continuously differentiable. Then Proof:
Since K is the density of a N ( 0 , 1) random variable, 
To obtain (7) we have used the fact that the second term in (6) is f ' ( x ) plus error terms, as shown in the bias calculations above. Therefore, the second term in ( 
and (1) follows from (5) and (9).
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The normality given by A1 and A2 assures that the convolutions in (2) and (8) have well defined forms. Specifically, for each convolution we get a normal density evaluated at x with expectation and variance resulting from the sum of the convolved distributions' expectations and variances, respectively. Consider (4) which is immediate from the convolution performed on the expectation. This shows that we are effectively doing standard kernel density estimation using kernels that have squared bandwidth q2 = h2+m-'02 rather than just h2. Note that the extra component m-'02 is the variance of the error of the estimate 8 , ( Z l ) about E(XI Z1) conditional on Z1 . So under the the stated assumptions, the effect of using estimates 8, (z) of realizations of E(XIZ) rather than actual realizations of E(XIZ) is an effective bandwidth whose square is wider than h2 by the variance of the error of the estimate.
Compare (1) to the mise in standard kernel density estimation (Wand and Jones 1995) ,
Note that when K is the density of a N ( 0 , 1) random variable, U2K(u)du = 1 and 1 K(u)'du = -2 f i ' in which case (10) is precisely the same as (1) except for the order of the leading term on the bias2 dx term. For (10) it is h4 whereas for (1) it is (h2+m-'02)'. Recalling that h = (a/m)'/', we see the order on the bias2 dx term in (1) is actually lager for 0 c 6 < 2 as compared to (10). For 6 2 2, the order is the same. So the wider bandwidth arising from using estimates rather than realizations of E(X1Z) translates into diminished convergence on the 1 bias' dr term in mise for 0 c S c 2.
We wish to choose n, in, and S to optimize the rate of convergence of mise(f(.; m, n , 6)) in terms of the computer budget c and compare it to the optimal rate of convergence for standard kernel density estimation. To do this, we drop the low order terqs and consider the large sample approximation of mise(f(.; m, n , 6 ) ) :
which-in turn give the optimal rate of convergence of mise(f(.; m , n, 8)).
As Here, amise stands for asymptotic mean integrated squared error. We now solve for the n*, m', and 6* that give the optimal rate of Convergence of amise(? (.; m, n, 8) ).
The optimal rate of convergence of mise is thus C417. Although m' given above is the optimal choice of m for this rate of convergence, it is possible to achieve the rate c-4/7 so long as asymptotically m(c) = d3cf for any positive constant d, and of course n = cm-I.
In standard kernel density estimation, the optimal rate of convergence is cC415 (Wand and Jones 1995, p. 23) . The decrease in rate of convergence is expected in,that for each of the n observations Zm(Z,), m units of computer time are required and m + 00 as c + 00, whereas in the standard kernel density estimation setting, each observation requires only one unit of computer time. In addition, as we noted above, for 0 < 6 < 2 the convergence of 1 bias' dx in the expression for mise is slower in this setting as compared to standard kernel density estimation. The slower convergence for 0 c 6 c 2 induces choosing S* = 2 so that it does play a role in determining the optimal rate of convergence.
General Vanance Function U*(.)
In this section, assumption A1 is relaxed. Define the function p ( . ) u ' ( p -' ( . ) ) . We make the following additional assumptions:
A&
The function p ( . ) is bounded above and also away from zero, is twice differentiable and its derivatives are continuous and bounded; f , f ' , and f " are square integrable. A9.
Proposition 2
Assume A1-A6, AS and A9. Then for 0 < 6 _c 2, and for S > 2 where [ f " ( x ) ( a l ( S = 2) + p ( x ) ) + 2 f ' ( x ) p ' ( x ) + f(x)~"(x)l'dx, and bl and bz are the same as above.
The proof of Proposition 2, which uses techniques from the variable bandwidth literature (Hall 1990 ) but is otherwise similar to the proof of Proposition 1, will be given elsewhere.
Sreckley and Henderson
388
We remark that the condition that p (.) be bounded away from zero is used only for the case S E (0,2).
The only difference in mise in the constant variance function case and the general variance function case is in the coefficient of the 1 bias' dx term when 0 < S 5 2. In the general case, we have b'; whereas in the constant vari,ance function case we have b;. We first note that when we have a constant variance function (U'(.) U'), p ( . ) U' and p' and pi' are zero so that b; simplifies to b;. Secondly we note that in the general case, U'(.) plays a significant role in the constant b; through the functions p. p'. and p'l. And finally we note that if we define the function p(.) f(.)p(.), by is very similar to So we expect by to be large when the function p"(.) tends to be large in magnitude.
Following the same line of reasoning as in the constant variance case, the hest rate of convergence is attained at 6* = 2 and m* = duc2/7
where The optimal amise is where So the same rate is achieved as in the constant variance case but the coefficient is different. We again note that the optimal rate C 4 I 7 is attainable provided that asymptotically m = d4c'I' for any positive constant d4 and n = cm-'.
EXAMPLES
In this section we examine the convergence of a few basic examples and compare to the theoretical results presented in 82. Specifically, for each example we look at mise as a function of the computer budget c. For clarity, we no longer suppress the dependence of our functions on c. For example, we now write mise@), m(c),'and n(c).
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To estimate mise@), we first replicate the density estimator 50 independent times: (fk(.; m(c), n(c), 6 ) : k = I , . . , ,50).
We define integrated squared emr (ise) as follows:
For each k=l, ..., 50, we use numerical integration to a p proximately compute Example 1: In the first example we let Z -Beta(4,4) (a Beta@', (12) random variable has density on (0, I) proportional to x a l -' ( l -x)'Z-') and conditional on Z = z , X -N ( z , 0.5). Then the true density of the conditional expectation f is just the density of the Beta(4,4) distribution.
In Figure I , we plot log(mise(c)) vs. log@).
The linearity of the plot suggests that asymptotically, mise(c) = VcY.
for some constants V and y . Theoretically we expect y = -417 -0.57. Note that y is the slope of the (lo&), log(mise(c))) plot and the estimated slope of the plot in Figure 1 is -0.54. This is very close to the expected rate of convergence.
Example 2:
In this example we consider a non-constant variance function o z ( . ) . Once again, let Z -Beta(4,4).
Conditional on Z = z , we take X -N ( z , zz). The target density f is again the density of the Beta(4,4) distribution. We present the log(mise(c)) vs. log(c) plot in Figure 2 . The plot is linear and the slope is estimated to be -0.45, indicating poorer convergence as compared to Example 1. This is likely the result of the variance function 02(z) = z2 on the interval (0, 1) and zero elsewhere. We will further discuss the impact of this variance function in Example 3 Example 3: In this example we study the impact of violating the assumption AI in which we assume that conditional on (Zi : 1 5 i 5 n), X,(Zi) is normally distributed fori = I , . . . , n . We take Z to have a Beta(4,4) distribution shifted to the right by one unit so the support of Z is the interval (1,2) . Conditional on Z = z , wenow suppose X -exp(l/z), i.e., conditionalon Z = z, Xis exponentially distributed with mean 1 fz. Note that conditional on (Zi : 1 5 i 5 n ) . x,(Zi) -Ga"a(m, Z,/m)fori = 1,. . . , n (a Gamma(a1, a2) random variable has density on (0,co) proportional to xaI-1e-x102), so that assumption A1 is violated. The target density f is the Beta(4,4) density shifted to the right by one unit.
LRIi
In Figure 3 , we give the log(mise(c)) vs. log(c) plot.
The slope is estimated to be -0.44. The rates of convergence in Examples 2 and 3 are quite similar, suggesting that the normality of X , ( Z~) , i = 1, , , . , n, is not crucial to the rate of convergence. This is to be expected since the central limit theorem ( The rate -0.44 is not as good as that seen in Example 1. We suspect that this reduction in rate, and that seen in Example 2, is due to the function p(.) being discontinuous at z = 1, 2. This "boundary effect" is perhaps evident in Figure 4 where the performance of the density estimates deteriorates near the boundaries of the plot. The density estimate for c = 2048 is quite poor, but improves when c = 262144. For c = 262144, the density estimate is slightly skewed to the left. This same skewness was evident in other independent replications of the experiment. We believe that the skewness is a natural result of the form of thevariancefunction-u'(z) = onth the interval (1.2) and zero elsewhere. Recall that to generate the estimated density our observations .?,(Zi), i = 1 , . . . , n, are smoothed by normal kernels with bandwidth (h2 + u 2 ( Z ; ) / m ) ' l 2 . For large m, f m ( Z i ) X Zi. Then the observations .?,(Zi), i = 1, . . . , n that are larger in value are smoothed more than the observations with smaller value resulting in the skewness seen in the plot.
This "nonuniform smoothing" will probably be typical in examples with nonconstant variance, but the theory presented in this paper shows that the convergence rate will not be affected. Of course, while the rate may not be affected, the magnitude of the error may be significantly affected through multiplicative constants.
CONCLUSIONS AND FUTURE RESEARCH
We have shown how to share acomputational budget between external sampling of Z and internal sampling conditional on values of Z so as to minimize the amise of the density estimator. The amise can converge to o at rate c-~/'. where c is the computational budget. This is slower than the c-4/5 rate exhibited in the standard density estimation context, and both of these rates are slower than the standard Monte Carlo rate c-' when one is estimating an expectation.
Nevertheless, we believe that the insight one obtains from the estimated densityjustifies the additional computational effort involved. Furthermore, one does not need an especially accurate estimate of the density in order to get some idea of the extent of the effect of input uncertainty.
Clearlv much remains to be done.
We need to generalize our results beyond the case where 2 is real-valued, so as to capture multiple input parameters and/or distributions. The rate of convergence of the estimator seems to strongly depend on the smoothness of p and, as observed in experiments not reported here, smoothness of the target density. We need to understand this better.
In view of the relatively slow convergence of our estimators, confidence intervals for estimates of f ( x ) , or more generally, confidence bands for the entire density f would be of great value.
A key assumption is that %,(z) is exactly normally distributed. This assumption often holds approximately due to the central limit theorem, since we require m to grow with the computational budget. The results for Example 3 suggest that non-normality may not severely impact the rate of convergence, but we need to better under-stand this impact. It is also of interest to consider problems that do not fit the framework here, such as steady-state simulation and quantile estimation. We have shown how to choose the bandwidth only up to a multiplicative constant. This constant can have a strong impact on the performance of the estimator, even though it doesn'tchange the asymptotic rate of convergence. So just as in the standard kernel-density estimation case, bandwidth selection remains an issue. In view of the popularity of histogram estimators, it would be interesting to explore their asymptotic performance in our setting. They are known to converge at a slower rate than kernel-based estimators in the i.i.d. setting (Freedman and Diaconis 1981) . We are pursuing, or plan to pursue, all of these topics.
-
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