Linear erasure codes with local repairability are desirable for distributed data storage systems. An [n, k, d] linear code having all-symbol (r, δ)-locality, denoted as (r, δ)a, is considered optimal if it has the actual highest minimum distance of any code of the given parameters n, k, r and δ. A minimum distance bound is given in [10] . The existing results on the existence and the construction of optimal (r, δ)a linear codes are limited to only two small regions within this special case,
I. INTRODUCTION
T HE SHEER volume of today's digital data has made distributed storage systems (DSS) not only massive in scale but also critical in importance. Every day, people knowingly or unknowingly connect to various private and public distributed storage systems, include large data centers (such as the Google data centers and Amazon Clouds) and peer-topeer storage systems (such as OceanStore [1] , Total Recall [2] , and DHash++ [3] ). In a distributed storage system, a data file is stored at a distributed collection of storage devices/nodes in a network. Since any storage device is individually unreliable and subject to failure (i.e. erasure), redundancy must be introduced to provide the much-needed system-level protection against data loss due to device/node failure. Manuscript The simplest form of redundancy is replication. By storing c identical copies of a file at c distributed nodes, one copy per node, a c-replication system can guarantee the data availability as long as no more than (c−1) nodes fail. Such systems are very easy to implement, but extremely inefficient in storage space utilization, incurring tremendous waste in devices and equipment, building space, and cost for powering and cooling. More sophisticated systems employing erasure coding [4] can expect to considerably improve the storage efficiency. Consider a file that is divided into k equal-size fragments. A judiciously-designed [n, k] erasure (systematic) code can be employed to encode the k data fragments (terms systematic symbols in the coding jargon) into n fragments (termed coded symbols) stored in n different nodes. If the [n, k, d] code reaches the Singleton bound such that the minimum Hamming distance satisfies d = n − k + 1, then the code is maximum distance separable (MDS) and offers redundancy-reliability optimality. With an [n, k] MDS erasure code, the original file can be recovered from any set of k encoded fragments, regardless of whether they are systematic or parity. In other words, the system can tolerate up to (n − k) concurrent device/node failure without jeopardizing the data availability.
Although MDS erasure codes have huge potentials, they are difficult to use in massive storage networks. Not only are simple (i.e. requires very little computational complexity) MDS codes very difficult to construct, but data repair would in general require the access of k other encoded fragments [5] , causing considerable input/output (I/O) bandwidth that would pose huge challenges to a typical storage network.
Motivated by the desire to reduce repair cost in the design of erasure codes for distributed storage systems, Gopalan et al. [8] introduced the interesting notion of symbol locality in linear codes. The ith coded symbol of an [n, k] linear code C is said to have locality r (1 ≤ r ≤ k) if it can be recovered by accessing at most r other symbols in C. The concept was further generalized to (r, δ) locality by Prakash et al. [10] , to address the situation of multiple device failures. Codes that have local and global properties are also considered in [16] and [17] . Although in general they are not optimal in the sense of minimum distance, they achieve other type of optimality, i.e., the redundancy is optimized.
According to [10] , the ith code symbol c i , 1 ≤ i ≤ n, in an [n, k] linear code C is said to have locality (r, δ) if there exists an index set S i ⊆ [n] containing i such that |S i |−δ+1 ≤ r and each symbol c j , j ∈ S i , can be reconstructed by any |S i |−δ+1 symbols in {c ; ∈ S i and = j}, where δ ≥ 2 is an integer. Thus, when δ = 2, the notion of locality in [10] reduces to the notion of locality in [8] . Two cases of (r, δ) linear codes are introduced in the literature: An (r, δ) i code is a systematic 0733-8716/14/$31.00 c 2014 IEEE Fig. 1 . A distributed storage system using locally repairable linear code: A file F is first split into five equal packets {x 1 , · · · , x 5 } and then is encoded into 12 packets, using a (2, 3)a linear code over a finite field F of size q ≥ 4. In this construction, η ∈ F\{0, 1, −1}. The 12 encoded packets are stored at 12 nodes {v 1 , · · · , v 12 }, which are divided into three groups {v 1 , v 2 , v 3 , v 4 }, {v 5 , v 6 , v 7 , v 8 } and {v 9 , v 10 , v 11 , v 12 }. Each group can perform local repair of up to two node-failures. For example, if Node v 9 fails, it can be repaired by any two packets among {v 10 , v 11 , v 12 }. Moreover, the entire file F can be recovered by five packets from any five nodes v i 1 , · · · , v i 5 which intersect each group with at most two packets. For example, F can be recovered from five packets stored at {v 1 
linear code whose information symbols all have locality (r, δ); and an (r, δ) a code is a linear code all of whose symbols have locality (r, δ). Hence, an (r, δ) a linear code is also referred to as having all-symbol locality (r, δ), and an (r, δ) i linear code is also referred to as having information locality (r, δ). A symbol with (r, δ) locality -given that at the most (δ − 1) symbols are erased -can be deduced by reading at most r other unerased symbols.
Clearly, codes with a low symbol locality, such as r < k, impose a low I/O bandwidth and repair cost in a distributed storage system. In a DSS system, one can use "group" to describe storage nodes situated in the same physical location which enjoy a higher communication bandwidth and a shorter communication distance than storage nodes belonging to different groups. In the case of node failure, a locally repairable code makes it possible to efficiently recover data stored in the failed node by downloading information from nodes in the same group (or in a minimal number of other groups). Fig. 1 provides a simple example of how an (r, δ) a code is used to construct a distributed storage system. In this example, C is a (2, 3) a linear code of length 12 and dimension 5. Note that a failed node can be reconstructed by accessing only two other existing nodes, while it takes five existing nodes to repair a failed node if a [12, 5] MDS code is used.
A. Related Work
Locality was identified as a repair cost metric for distributed storage systems independently by Oggier et al. [7] and Gopalan et al. [8] using different terms. In [8] , Gopalan et al. introduced the concept of symbol locality of linear codes and established a tight bound for the redundancy in terms of the message length, the distance, and the locality of information coordinates. A generalized concept, i.e., (r, δ) locality, was addressed by Prakash et al. [10] . It was proved in [10] that the minimum distance d of an (r, δ) i linear code C is upper bounded by
where n and k are the length and dimension of C respectively. It was also proved that a class of codes known as pyramid codes [6] achieve this bound. Since an (r, δ) a code is also an (r, δ) i code, (I.1) also presents an upper bound for the minimum distance of (r, δ) a codes. Locality of general codes (linear or nonlinear) and bounds on the minimum distance for a given locality were presented in parallel and subsequent works [11] , [14] . An (r, δ) a code (systematic or not) is also termed a locally repairable code (LRC) . An LRC is optimal if it has the actual highest minimum distance of any code of the given parameters n, k, r and δ. Thus, a code with minimum distance achieves the bound in (I.1) is optimal.
It was proved in [10] that there exists optimal locally repairable linear codes when (r + δ − 1)|n and q > kn k . Under the condition that (r + δ − 1)|n, a construction method of optimal locally repairable vector codes was proposed in [14] , where maximal rank distance (MRD) codes were used along with MDS array codes. For the special case of δ = 2, Tamo et al. [15] proposed an explicit construction of optimal LRCs when (r + 1)|n
Except for the special case that n mod (r+1)−1 ≥ k mod r > 0, no results are known about the construction of optimal (r, δ) a linear code when (r + δ − 1) n.
Up to now, designing LRCs with optimal distance remains an intriguing open problem for most coding parameters n, k, r and δ. Since large fields involve rather complicated and expensive computation, a related interesting open problem asks how to limit the design (of optimal LRCs) over relatively smaller fields.
B. Main Results
In this paper, we investigate the properties and the construction of optimal (r, δ) a linear codes of length n and dimension k. A simple property of optimal (r, δ) a linear codes is proved in Lemma 5, which shows that n r+δ−1 ≥ k r for any (r, δ) a linear code that achieves the minimum distance bound (I.1). Hence we impose the condition of n r+δ−1 ≥ k r throughout our discussion of optimal (r, δ) a codes.
The main results of this paper include: (i) We prove a structure theorem, under the condition of r|k, for the (r, δ) a linear codes which achieves the minimum distance bound (I.1). This structure theorem can be viewed as a special case of the result in [13] .
(ii) We prove that no (r, δ) a linear codes can achieve the minimum distance bound (I.1) if
where n = w(r + δ − 1) + m and k = ur + v such that 0 < v < r and 0 < m < r + δ − 1 (Theorems 10 and 11).
(iii) We propose a deterministic algorithm for constructing optimal (r, δ) a linear codes over any field of size q ≥ n k−1
where n = w(r + δ − 1) + m and k = ur + v such that 0 < v < r and 0 < m < r + δ − 1 (Theorem 15 and 16).
(iv) We propose another deterministic algorithm for constructing optimal (r, δ) a linear codes over any field of size
where n = w(r + δ − 1) + m and k = ur + v such that 0 < v < r and 0 < m < r + δ − 1 (Theorem 26 and 27). A summary of our results is given in Fig 2. Note that if none of the conditions in (I.2)-(I.5) holds, it then follows that
In that case, if condition (I.6) does not hold, we have w < r + δ − 1 − m or r − v < u; and if condition (I.7) does not hold, we have w + 1 < 2(r + δ − 1 − m), i.e., w < 2(r + δ − 1 − m) − 1. Hence, if, neither condition (I.6) nor condition (I.7) holds (in addition to (I.2)-(I.5)), then one of the following two conditions must be satisfied:
In other words, if none of the conditions (I.2)-(I.7) holds, then either (I.8) or (I.9) will hold. From our existence proof and/or constructive results, only for a limited scope with parameters described by (I.8) and (I.9), we do not know whether there exist optimal (r, δ) a linear codes achieving the minimum distance bound (I.1). The remainder of the paper is organized as follows. In Section II, we present the notions used in the paper as well as some preliminary results about (r, δ) a linear codes. In Section III, we investigate the structure properties of optimal (r, δ) a linear codes when r|k (should they exist). In Section IV, we consider the non-existence conditions for optimal (r, δ) a linear codes under conditions (I.2) and (I.3). A construction of optimal (r, δ) a linear codes for conditions (I.4) and (I.5) is presented in Section V, and a construction of optimal (r, δ) a linear codes for conditions (I.6) and (I.7) is presented in Section VI. Finally, we conclude the paper in Section VII.
II. LOCALITY OF LINEAR CODES
We will use the following notations in this paper: 1) For two positive integers t 1 and
2) For any set S, the size (cardinality) of S is denoted by |S|; If I is a subset of S and |I| = r, then we say that I is an r-subset of S;
3) For any subset X ⊆ F k q , we use X to denote the subspace of F k q spanned by X, where F k q is the k-dimensional vector space over the q-ary field F q .
Let C be a [n, k, d] linear code over F q , and G be a generator matrix of C. For i ∈ [n], we use G i to denote the ith column of G and G = {G 1 , · · · , G n } to denote the collection of all columns of G. It is well known that the distance property is captured by the following condition (e.g. [22] ).
For any subset S ⊆ [n], let C| S denote the punctured code of C associated with the coordinate set S. That is, C| S is obtained from C by deleting all symbols in the set {c i , i ∈ [n]\S} for each codeword (c 1 , · · · , c n ) ∈ C.
(2) The minimum distance of the punctured code C| Si is at least δ.
We also call the punctured code C| Si as a local code of C. Clearly, the minimum distance of the local codes can not be larger than the minimum distance of C, i.e., δ ≤ d.
The code C is said to have information locality (or C is an (r, δ) i linear code) if there is a k-subset I of [n] such that Rank({G ; ∈ I}) = k and each symbol c i , i ∈ I, has locality (r, δ); C is said to have all-symbol locality (or C is an (r, δ) a linear code) if all symbols in C have locality (r, δ).
Remark 3. Let G be a generator matrix of C. By Lemma 1, the condition (2) in Definition 2 is equivalent to the following condition
Moreover, by conditions (1) and (2 ), we have
That is, for any i ∈ S i and any
This means that any symbol c i can be reconstructed by any other |S i | − δ + 1 symbols in {c ; ∈ S i }.
In the sequel, whenever we speak of an (r, δ) a or (r, δ) i code, we will by default assume it is an [n, k, d] linear code (i.e., its length, dimension and minimum distance are n, k and d respectively).
The following remark follows naturally from Definition 2 and Remark 3.
Remark 4.
If C is an (r, δ) a code and G = (G 1 , · · · , G n ) is a generator matrix of C, then we can always find a collection
A collection S = {S 1 , · · · , S t } which satisfies the conditions in Remark 4 is called an (r, δ)-cover set of C.
The following lemma presents some simple properties of (r, δ) a codes.
Lemma 5. Let C be an (r, δ) a linear code and S = {S 1 , · · · , S t } be an (r, δ)-cover of C. Then
2) If the minimum distance d of C achieves the bound in (I.1), then
2) Since d achieves equality of (I.1), and note that d ≥ δ, then we have
Hence,
which implies that n r+δ−1 ≥ k r .
Note that 2) of Lemma 5 is equivalent to r+δ−1 n ≤ r k . Then an intuitive explanation of this result is that the rate of the global code can not be greater than the rate of the local codes. Lemma 5 also holds for (r, δ) i codes, which can be proved by performing the same argument on an information set having locality.
III. PROPERTIES OF OPTIMAL (r, δ) a LINEAR CODES
In this section, we prove some properties for (r, δ) a linear codes whose minimum distance achieves the bound in (I.1).
We shall prove that one important property of optimal (r, δ) a linear codes is that the rank of any collection of column vectors of the generator matrix is the highest possible (Lemma 8). By this property, we can easily prove that if r|k, then the local codes are all [r + δ − 1, r] MDS code and the index sets are mutually disjoint(Theorem 9).
Throughout this section, we assume that C is an (r, δ) a linear code over the field F q and S = {S 1 , · · · , S t } is an
Remark 6. For any i = j, we always view G i and G j as two different elements of G, even if G i and G j are identical as vectors in F k q . Then for any subset I ⊆ [t], we have
and by Remark 4, we get
We first give a lemma to help prove our main results.
Proof. First, we have
Again by (III.3), we can find an
And so on. We can finally obtain a subset X 1 such that Fig. 3 for an illustration.
Hence
Lemma 7 is also proved as a part in the proof of Theorem 7 of [8] for δ = 2 and for the general case in the proof of Theorem 3.1 of [13] and proof of Theorem 2 of [10] .
The following is an interesting property of optimal (r, δ) a linear codes. Lemma 8. Suppose the minimum distance of C achieves the bound in (I.1). The following hold:
We prove the second result by contradiction. For the purpose of contradiction, assume that G h ⊆ ∪ i∈J G i . Since J is a finite set, we can always find a subset
By the same algorithm in [13] (See the proof of Theorem 3.1 of [13] ), we can find a sequence
which contradicts to the assumption that the minimum distance of C achieves the bound in (I.1).
which contradicts the assumption that the minimum distance of C achieves the bound in (I.1). Therefore, we can conclude that Rank(∪ i∈J G i ) = k. Now, by Lemma 7, we have
This completes the proof.
An intuitive explanation of Lemma 8 is that for optimal (r, δ) a linear codes, the rank of any collection of column vectors of the generator matrix is the highest possible. For example, as a special case, we can find from the proof of Lemma 8 that the union of any two collection G i and G j has rank |S i ∪ S j | − 2(δ − 1).
The following theorem is a special case of Theorem 3.2 of [13] , which can be alternatively proved by the result of Lemma 8.
Theorem 9. Suppose C is an (r, δ) a linear code and achieves the minimum distance bound in (I.1). If r|k and r < k, then the following conditions hold:
Proof. Since r|k and r < k, then k = r for some ≥ 2.
and
Since |S i | ≤ r + δ − 1 and, by Remark 4, Rank(G i ) ≤ r, then equations (III.4) and (III.5) imply that Rank(G i ) = r,
Since i 1 and i 2 are arbitrarily chosen, we have proved that Rank(G i ) = r, |S i | = r + δ − 1, and {S i } i∈J are mutually disjoint. Hence, (r + δ − 1) | n. Moreover, by Lemma 1 and Remark 3, C| Si is an [r+δ−1, r, δ] MDS code.
IV. UNACHIEVABLE POINTS OF THE (I.1) BOUND
In this section, we derive two sets of conditions under which there exists no (r, δ) a linear codes which achieve the minimum distance bound in (I.1). Thus, for these two cases, optimality of (r, δ) a linear code may lead to a lower minimum distance than the bound in (I.1).
Clearly, if C is an (r, δ) a linear codes with r = k and the minimum distance achieve the bound in (I.1), then C is exactly MDS code. Hence, in this section, we focus on the case of r < k.
The first result is obtained directly from Theorem 9, which is also noted in [13] .
Theorem 10. If (r + δ − 1) n and r|k, then there exists no (r, δ) a linear code which achieves the minimum distance bound in (I.1).
Proof. Suppose C is an (r, δ) a linear code and achieves the minimum distance bound in (I.1). Since r|k, then by Theorem 9, (r+δ−1)|n, which contradicts the condition that (r+δ−1) n. Hence, there exists no (r, δ) a linear code achieving the minimum distance bound in (I.1) when (r + δ − 1) n and r|k.
When (r + δ − 1) n and r k, we provide in the below a set of conditions under which there exists no (r, δ) a linear codes achieving the minimum distance bound in (I.1).
, then there exists no (r, δ) a linear code which achieves the minimum distance bound in (I.1).
Proof. We prove this theorem by contradiction.
Suppose C is an (r, δ) a linear code and achieves the minimum distance bound in (I.1).
.
and for any k
In the following, we shall deduce a contradiction to (IV.2).
On the other hand, by the construction of M , for each i ∈ [t],
Thus, the number of the 1s in each row of M is r + δ − 1. It then follows that the total number of the 1s in M is
Combining (IV.1) and (IV.3), we have
By proper naming, we can assume P = {1, · · · , }. Note that
This means that we can find a subset B λ ⊆ A λ such that |B λ | ≥ 2 and
Also note that
Then from (IV.6) and (IV.7),
Combining (IV.6) and (IV.8), we have
which contradicts (IV.2). By contradiction, we can conclude that there exists no (r, δ) a linear code which achieves the minimum distance bound in (I.1).
Example:
We now provide an example to help to illustrate the method used in the proof of Theorem 11. Let n = 13, r = δ = 2 and k = 7. Then u = 3, v = 1, w = 4 and m = 1. Therefore, 2, 3, 4, 5, 6, 7, 8, 9, 13} . Hence, |∪ i∈J T i | = More generally, in this example, for any t ≥ 5 and
Hence, when 0 < n mod (r + δ − 1) < (k mod r) + δ − 1 and k > 2r 2 + r, then by Theorem 11, there exists no (r, δ) a linear code achieving the minimum distance bound in (I.1).
In this section, we propose a deterministic algorithm for constructing optimal (r, δ) a linear codes over the field of size q ≥ n k−1 under some additional conditions. By this method, we proved that optimal (r, δ) a linear codes exist over the field of size q ≥ n k−1 for the cases: 1) (r+δ−1)|n (Theorem 15);
The basic idea of code construction shares the same principle from [8] , by which a generator matrix of the code is constructed with the highest possible linearly independent columns under the condition that the code has (r, δ) all-symbol locality. In this section, we consider a more general case: the length of the local codes can be different. Moreover, by more intensive analysis, we point out that the field of size q ≥ n k−1 is sufficient for code construction.
Let
. We aim to construct an optimal (r, δ) a linear code C whose (r, δ)-cover is S. The basic idea is to construct a generator matrix G of C which has the largest possible linearly independent columns.
Use G 1 , · · · , G n to denote the n columns of G.
. So we give the following definition.
If S is an S-independent set and |S| = k, then S is called an (S, k)-independent set.
[t]
The green parts form a subset S of [n]. Then S intersects each S i with at most |S i | − δ + 1 elements. By Definition 12, S is an S-independent set.
An illustration of S-independent set is depicted in Fig. 4 .
Then by Definition 12, Ω 0 is an S-independent set. We can check that Ω 0 is a maximum S-independent set, i.e., |S| ≤ |Ω 0 | for any S-independent set S. In fact, if S is an S-independent set, then by Definition
Clearly, if S ⊆ [n] is an S-independent set and S ⊆ S, then S is also an S-independent set. In particular, if S ⊆ [n] is an S-independent set and S is a k-subset of S, then S is an (S, k)-independent set.
Before presenting our construction method, we first give a lemma, which will play an important role in our discussion. Lemma 13. Let X 1 , · · · , X and X be + 1 subspaces of F k q and
Proof. We prove this lemma by induction.
Clearly, the claim is true when = 1. Now, suppose the claim is true for − 1, i.e.,
y ∈ X\X .
Note that q ≥ , then we can pick a subset {a 1 , · · · , a } ⊆ F q . We claim that {a 1 x+ y, · · · , a x+ y}
Note that x ∈ X and y / ∈ X , then a 1 x + y / ∈ X . So a 1 x + y / ∈ ∪ i=1 X i . On the other hand, since x, y ∈ X, then a 1 x+y ∈ X. So X ∪ i=1 X i , which completes the proof.
We present our construction method in the following theorem. Note that by 2) of Lemma 8, if there exists an (r, δ) a linear codes which achieves the minimum distance bound (I.1), then for any k r -subset J of [t], | ∪ i∈J S i | ≥ k + k r (δ − 1). Thus, in the rest of this paper, we always assume this condition hold.
. If q ≥ n k−1 , then there exists an (r, δ) a linear code over F q which achieves the minimum distance bound (I.1).
Proof. We first summarize the main idea of the proof. The construction of optimal (r, δ) a linear codes consists of two steps as follows. In the first step, we pick a subset Ω 0 of [n] and construct a generator matrix G of an [L, k] MDS code, where L = |Ω 0 |. The subset Ω 0 is chosen to be a maximum S-independent set. And the columns of G are indexed by Ω 0 . In the second step, we extend G to a k × n matrix G. By carefully choosing the columns
, and vectors in {G ; ∈ S} are linearly independent for any (S, k)independent set S. Then we can prove that G generates an optimal (r, δ) a linear code. The details of the two steps are presented below.
For
From the assumptions of this theorem, we have
The second equality holds because |U i | = |S i | − δ + 1 and
, are mutually disjoint. The construction of an optimal (r, δ) a linear code consists of the following two steps:
Step 1: Construct an [L, k] MDS code C 0 over F q , where L = |Ω 0 |. Since q ≥ n k−1 ≥ n > L, such an MDS code exists over F q . Let G be a generator matrix of C 0 . We index the columns of G by Ω 0 , i.e., G = (G ) ∈Ω0 , where G is a column of G for each ∈ Ω 0 .
Step 2: Extend G to a generator matrix G of an optimal (r, δ) a linear code C over F q . This can be achieved by the following algorithm.
Pick a λ ∈ S i \Ω and let G λ ∈ {G ; ∈ S i ∩ Ω} be such that for any (S, k)-independent set S ⊆ Ω ∪ {λ}, {G ; ∈ S} are linearly independent. 5. Ω = Ω ∪ {λ}. 6. Let C be the linear code generated by the matrix G = (G 1 , · · · , G n ).
To complete the proof of Theorem 14, we need to prove three claims: In Claim 1 and Claim 2 below we show that the code C output by Algorithm 1 is indeed an optimal (r, δ) a linear code over F q ; In Claim 3, we prove that the vector G λ described in Line 4 of Algorithm 1 can always be found, hence the algorithm does terminate successfully. 
Claim 1: The code C output by Algorithm 1 is an (r, δ) a linear code over F q . By Definition 2 and Remark 3, we aim to show that for each i ∈ [t] and I ⊂ S i with |I| = |S i | − δ + 1, it holds that
We can extend I to an (S, k)-independent set as follows: Since t ≥ k r , we can find a k r -subset J of [t] such that i ∈ J . Let W i = I and let W j be an (|S j | − δ + 1)-subset of S j for each j ∈ J \{i}. By Definition 12, ∪ j∈J W j is an S-independent set. From the assumption of this theorem,
The equality holds because |W j | = |S j |−δ +1 and S j , j ∈ J , are mutually disjoint. Let S be a k-subset of ∪ j∈J W j such that I ⊆ S, then S is an (S, k)-independent set containing I. By the construction, vectors in {G ; ∈ S} are linearly independent, which in turn implies that {G ; ∈ I} is also linearly independent. Therefore,
Combining (V.2) and (V.3), we obtain (V.1). Claim 2: The code C output by Algorithm 1 has minimum distance achieving the upper bound (I.1), and hence is an optimal (r, δ) a linear code. According to Lemma 1 and (I.1), we need to prove that for any subset T ⊆ [n] of size |T | = k + ( k r − 1)(δ − 1),
By the construction, it suffices to prove that T contains an (S, k)-independent set.
Let J be the set of j ∈ [t] such that T intersects S j with at least |S j | − δ + 1 elements, i.e., Fig. 5 for an illustration. Then by Definition 12, T is an S-independent set. We shall prove |T | ≥ k. If this is the case, then we can find an (S, k)-independent set S ⊆ T ⊆ T .
To evaluate the cardinality of T , we consider the following two cases:
Case 1: |J| ≤ k r −1. For each j ∈ J, let R j = T ∩S j \W j . By the construction, for each j ∈ J, |R j | ≤ δ − 1 and W j is obtained by removing R j from T ∩ S j . So T is obtained by removing |J| subsets R j , j ∈ J, from T , which are mutually disjoint and have size |R j | ≤ δ − 1. (Refer to Fig. 5 .) Thus,
Case 2: |J| ≥ k r . Let J 0 be a k r -subset of J. By the construction, for each j ∈ J 0 , W j is obtained by removing a (δ − 1)-subset from S j . So the subset ∪ j∈J0 W j is obtained by removing |J 0 | subsets from ∪ j∈J0 S j , which are mutually disjoint and have size δ − 1. Then
Since |J 0 | = k r , by the assumption of this theorem, we have| ∪ j∈J0 S j | ≥ k + k r (δ − 1). So
In both cases, |T | ≥ k. Let S be a k-subset of T , then S is an (S, k)-independent set. Therefore, {G ; ∈ S} are linearly independent and
From equation (I.1) and Lemma 1, we get
Thus, C is an optimal (r, δ) a linear code.
Claim 3:
The vector G λ in Line 4 of Algorithm 1 can always be found. The proof of this claim is based on a classical technique in network coding (e.g., [20] , [21] ). Since G = (G ) ∈Ω0 is a generator matrix of the MDS code C 0 , then for any k-subset S ⊆ Ω 0 , vectors in {G ; ∈ S} are linearly independent. By induction, we can assume that for any (S, k)-independent set S ⊆ Ω, vectors in {G ; ∈ S} are linearly independent.
We let Λ denote the collection of all subsets S 0 ⊆ Ω such that S 0 ∪ {λ} is an (S, k)-independent set. We shall prove
For any S 0 ∈ Λ, since S 0 ∪ {λ} is an (S, k)-independent set, then by Definition 12, we have
Note that S 1 , · · · , S t are mutually disjoint and, from Algorithm 1, λ ∈ S i . Again, by Definition12, we have
We can easily check that G λ satisfies the requirement of Algorithm 1: Suppose S ⊆ Ω ∪ {λ} is an (S, k)-independent set. If λ / ∈ S, then S ⊆ Ω and by assumption, vectors in {G ; ∈ S} are linearly independent. If λ ∈ S, then S 0 = S\{λ} ∈ Λ and by the selection of G λ , {G ; ∈ S} = {G ; ∈ S 0 } ∪ {G λ } are linearly independent. Hence, we always have that {G ; ∈ S} are linearly independent.
The following example demonstrates how does Algorithm 1 work.
Example:
We now construct an optimal (2, 2) a linear code with k = 3 and n = 6. Let S 1 = {1, 2, 3}, S 2 = {4, 5, 6}
As in the proof of Theorem 14, our construct involves the following two steps.
Step 1: Construct a [4, 3] MDS code C 0 , where 4 = |Ω 0 |. Let G = (G 1 , G 2 , G 4 , G 5 ) be a generator matrix of C 0 .
Step 2: Extend G = (G 1 , G 2 , G 4 , G 5 ) to a matrix G = (G 1 , G 2 , G 3 , G 4 , G 5 , G 6 ) such that G is a generator matrix of an optimal (2, 2) a linear code.
It remains to determine G 3 and G 6 via two iterations. {{1, 2}, {1, 3}, {2, 3}, {1, 4}, {1, 5}, {2, 4}, {2, 5}} .
Then for any (S, k)-independent set S, {G ; ∈ S} are linearly independent. Thus, we can obtain a matrix G = (G 1 , G 2 , G 3 , G 4 , G 5 , G 6 ) such that for any (S, k)independent set S, {G ; ∈ S} are linearly independent. Let C be the linear code generated by G. Then C is an optimal (2, 2) a linear code. We can in fact employ a smaller field than F 7 . The following is a generator matrix of an optimal (2, 2) a linear code: In the rest of this section, we shall use Theorem 14 to prove that there exist (r, δ) a linear codes achieving the minimum distance bound (I.1) over a field of size q ≥ n k−1 when (r + δ − 1)|n or m ≥ v + δ − 1, where n = w(r + δ − 1) + m and k = ur + v satisfying 0 < v < r and 0 < m < r + δ − 1. By 2) of Lemma 5, n r+δ−1 ≥ k r is a necessary condition for the existence of such optimal (r, δ) a linear codes. For this reason, we assume n r+δ−1 ≥ k r holds in both cases. Proof. Let n = t(r + δ − 1). Note that we have assumed n r+δ−1 ≥ k r . Then
Let {S 1 , · · · , S t } be a partition of {1, · · · , n} such that |S i | = r+δ −1, i = 1, · · · , t. Then for any J ⊆ [t] of size |J| = k r , For the case of (r + δ − 1)|n, the theorem 10 in [10] proves that optimal (r, δ) a linear code exists when the field size q > kn k . This existence result is also a special case of Theorem 6.6 of [13] , by which we can conclude that optimal (r, δ) a linear code exists when the field size q > n k . Our argument in this paper makes an improvement on the field size bound, i.e., we prove that the field of size q ≥ n k−1 is sufficient for code construction. then there exists an (r, δ) a linear code over F q achieving the minimum distance bound (I.1).
Proof. Let t = w+1. Note that we have assumed n r+δ−1 ≥ k r . Then
By assumption, we have n − m = w(r + δ − 1). Let {S 1 , · · · , S w } be a partition of {1, · · · , n − m} and S t = [n − m + 1, n].
For any J ⊆ [t] of size |J| = k r , we have the following two cases:
. By Theorem 14, there exists an (r, δ) a linear code over F q which achieves the minimum distance bound (I.1) if q ≥ n k−1 .
When δ = 2, the conditions of Theorem 15 and Theorem 16 become (r + 1)|n and n mod (r + 1) − 1 ≥ k mod r > 0 respectively. For this special case, Tamo et al. [15] introduced a different construction method which is very easy to implement. However, the method in [15] requires the field size q = O(n k ), which is larger than the field size q = n k−1 of our method.
VI. CONSTRUCTION OF OPTIMAL (r, δ) a CODES: ALGORITHM 2
In the last section, we presented a deterministic non-explicit method for constructing optimal (r, δ) a linear codes when the subsets in the (r, δ)-cover are mutually disjoin. In this section, we investigate the construction of optimal (r, δ) a linear codes when some subsets in the (r, δ)-cover have a non-empty intersection. This constructive method also points out two other sets of coding parameters where optimal (r, δ) a linear codes exist.
Illustration of an (I, Ψ)-frame. By proper naming, we can assume that
First, we give a description of the (r, δ)-cover S, which is termed as a frame for the sake of convenience.
. We say that S is an (I, Ψ)-frame over the set [n] , if the following two conditions are satisfied:
Informally, S = {S 1 , · · · , S t } is an (I, Ψ)-frame over the set [n] if it can be divided into α + 1 groups A j = {S i ; i ∈ A j }, j = 1, · · · , α, and B = {S i ; i ∈ B} such that: (1) The subsets in each group A j , j ∈ [α], have a common element ξ j and when remove ξ j from each S i ∈ A j , the resulted subsets are mutually disjoint; (2) For each j ∈ [α], taking the union ∪ i∈Aj S i of all S i s in A j , then all the unions ∪ i∈Aj S i , j ∈ [α], together with the subsets in group B form a partition of [n]. Fig. 6 is an illustration of this definition. In this section, we always assume that S = {S 1 , · · · , S t } is an (I, Ψ)-frame over [n] as in Definition 17. We shall give a deterministic non-explicit method for constructing an optimal (r, δ) a linear code C whose (r, δ)-cover S is an (I, Ψ)-frame over [n]. As in Section V, we construct a generator matrix G of C with the highest possible linearly independent columns. Assume G 1 , · · · , G n are the n columns of G. The following lemma gives a necessary condition for a set of columns of G which are linearly independent. 3, 4, 5  6, 7, 8, 9  10, 11, 12, 13  15, 16, 17, 18  19, 20, 21, 22  23, 24, 25, 26, 27  28, 29, 30, 31, 32  33, 34, 35, 36 , 37 
2,
Proof. Condition (1) (2), we first prove the following result: Rank({G ; ∈ ∪ i∈J S i }) ≤ |J|(r − 1) + 1 for any j ∈ [α] and J ⊆ A j such that |J| ≥ 2.
Let W i be an r-subset of S i such that ξ j ∈ W i , where ξ j is as in Definition 17. Again by Remark 4, we have Rank({G ; ∈ ∪ i∈J S i }) = Rank({G ; ∈ ∪ i∈J W i }) ≤ | ∪ i∈J W i |. By condition (1) of Definition 17, subsets in {W i \{ξ j }; i ∈ J} are mutually disjoint. Then by computing,
Now, if |S ∩ (∪ i∈J S i )| > |J|(r − 1) + 1, then vectors in {G ; ∈ S ∩ (∪ i∈J S i )} are linearly dependent, which implies that vectors in {G ; ∈ S} are linearly dependent. By contradiction, condition (2) must hold.
is called an S-independent set if it satisfies conditions (1) and (2) in Lemma 18. Moreover, if S is an S-independent set and |S| = k, then S is called an (S, k)-independent set.
The following lemma gives an equivalent description of Sindependent set. Lemma 20. A subset S ⊆ [n] is an S-independent set if and only if the following three conditions hold:
Proof. If S satisfies conditions (1)-(3), then we can easily 23, 24, 25, 26, 27 3, 4, 5  6, 7, 8, 9  10, 11, 12, 13  15, 16, 17, 18  19, 20, 21, 22   28, 29, 30, 31, 32  33, 34, 35, 36, 37 1 Fig 8. An example of independent set: The green parts form a subset S, which is an S-independent set, where S = {S 1 , · · · , S 8 } is as in Fig. 7 The yellow parts of (a) form a subset T , which is not an S-independent set, where S = {S 1 , · · · , S 8 } is as in Fig. 7 ; The green parts of (b) form a subset T of T , which is an S-independent set.
check that S satisfies conditions (1) and (2) of Lemma 18. Hence by Definition 19, S is an S-independent set. Conversely, suppose S is an S-independent set. By (1) of Lemma 18, conditions (1), (3) hold. We can prove condition (2) by contradiction. Suppose j ∈ [α], ξ j / ∈ S and there are μ ≥ 2 indexes i ∈ A j such that |S ∩ S i | ≥ r, i.e., the set J = {i ∈ A j ; |S ∩S i | ≥ r} has cardinality |J| = μ ≥ 2. Since ξ j / ∈ S, by condition (1) of Definition 17, |S ∩ (∪ i∈J S i )| = |J|r > |J|(r − 1) + 1, which contradicts to (2) of Lemma 18. So there is at most one i ∈ A j such that |S ∩ S i | ≥ r. Combining (1) of Lemma 18, we can find an
Clearly, by Lemma 20, if S ⊆ [n] is an S-independent set and S ⊆ S, then S is also an S-independent set. In particular, if S ⊆ [n] is an S-independent set and S is a k-subset of S, then S is an (S, k)-independent set.
We again consider the collection S = {S 1 , · · · , S 8 } in Fig. 7 . By Lemma 20, we can easily check that the subset S depicted in Fig. 8 is an S-independent set. However, the subset T depicted in Fig. 9(a) is not an S-independent set because: 1) |T ∩ S i | = 4 > r = 3, i = 1, 2, 6; 2) T ∩ (S 4 ∪ S 5 )| = 6 > 2(r − 1) + 1 = 5, which violate the conditions of Lemma 18. Hence, by removing the subset {4, 8, 21, 26} from T , we can obtain a subset T ⊆ T such that T is an S-independent set. (See Fig. 9(b) .)
In general, if T ⊆ [n] is not an S-independent set, then by removing some elements which make one of the conditions of Lemma 20 violated, we can obtain a subset T ⊆ T such that T is an S-independent set. In particular, we have the following lemma.
Proof. For each i ∈ J, we select a subset R i ⊆ T ∩ S i as follows:
Note that, by Definition 17,
is a partition of J and the above construction gives a collection {R i ; i ∈ J}.
. Moreover, by the construction, we can easily check that T satisfies all conditions of Lemma 20. So T is an S-independent set.
, J 0 ∩ A j = ∅ and ξ j ∈ T , then |W i | = r and ξ j ∈ W i , ∀i ∈ J 0 ∩ A j ; (Fig. 10 (a) for an illustration.) [j] ; (Fig. 10 (b) for an illustration.)
Then T is an S-independent set and |T | = | ∪ i∈J0 S i | − |J 0 |(δ − 1).
Proof. By the assumption, for each j ∈ [α] such that J 0 ∩A j = ∅, we have |∪i ∈ J j W i | = |J j |(r − 1) + 1. On the other hand, by Definition 17, we have
It is easy to check that T satisfies all conditions of Lemma 20. So T is an S-independent set.
The following are some other lemmas, which will be used to prove the second existence result of optimal (r, δ) a linear code.
Lemma 23. Suppose t ≥ k r and |∪ i∈J0 S i | ≥ k+ k r (δ−1) for any k r -subset J 0 of [t]. Then the following hold: 1) If T ⊆ [n] and |T | ≥ k + ( k r − 1)(δ − 1), then there is an S ⊆ T such that S is an (S, k)-independent set. 2) For any ∈ [t] and I ⊆ S of size |I| = r, there is an (S, k)-independent set S such that I ⊆ S. 
Now, assume J = ∅. We have the following two cases: Case 1: |J| ≥ k r . Let J 0 be a k r -subset of J. For each i ∈ J 0 , we select a W i ⊆ T ∩ S i as follows:
Moreover, by assumption of this lemma,
Let S be a k-subset of T , then S is an (S, k)-independent set.
Case 2: |J| ≤ ( k r − 1). By Lemma 21, there exists an
In both cases, we can find a subset S ⊆ T such that S is an (S, k)-independent set.
2) Since t ≥ k r , there is a J 0 ⊆ [t] such that |J 0 | = k r and i ∈ J 0 . We have the following three cases:
Let T = ∪ i∈J0 W i . Clearly, T satisfies all conditions of Lemma 22. So T is an S-independent set and
Note that I ⊆ T . Let S be a k-subset of T such that I ⊆ S, then S is an (S, k)-independent set and I ⊆ S.
Then as in case 1, we have T is an S-independent set and |T | ≥ k. Note that I ⊆ T . Let S be a k-subset of T such that I ⊆ S, then S is an (S, k)-independent set and I ⊆ S.
For an example, we consider the (I, Ψ)-frame S in Fig. 7 . Let k = 7. Then k r = 3 and S satisfies the conditions of Lemma 23. We consider the following three instances: 15, 16, 19, 23, 24, 25} . Then S is an (S, k)-independent set and I ⊆ S.
Proof. Since λ ∈ S i and S 0 ∪ {λ} is an (S, k)-independent set, by Definition 19,
Since |S i ∩ Ω| ≥ r, then we can find an η ∈ (S i ∩ Ω)\S 0 . If i ∈ B, then by Definition 17, η / ∈ S i , ∀i ∈ [t]\{i}. Note that S 0 ∪ {λ} is an (S, k)-independent set. Then S 0 ∪ {λ} satisfies all conditions of Lemma 20. We can easily check that S 0 ∪ {η} also satisfies all conditions of Lemma 20. So S 0 ∪ {η} is also an (S, k)-independent set. Now, suppose i ∈ A j for some j ∈ [α]. We need to consider the following two cases.
Case 1: ξ j ∈ S 0 . Since η ∈ (S i ∩ Ω)\S 0 , then η = ξ j and η / ∈ S i , ∀i ∈ [t]\{i}. Similar to the case of i ∈ B, we can check that S 0 ∪ {η} is an (S, k)-independent set. Case 2: ξ j / ∈ S 0 . Since S 0 ∪ {λ} is an (S, k)-independent set, from Definition 19, one of the following two sub-cases holds: [j] , i}. In this case, we have
Example: Let S be the (I, Ψ)-frame as in Fig. 7 . Let k = 7, Ω = {1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 14, 15, 16, 19, 20, 23, 24, 25, 28, 29, 30, 33, 34 , 35} and λ = 9 ∈ S 2 . We can easily verify the following: a) Let S 0 = {1, 2, 3, 6, 10, 14}. Then S 0 ∪ {λ} is an (S, k)independent set. If we let η = 7 ∈ S 2 , then S 0 ∪ {η} is also an (S, k)-independent set. b) Let S 0 = {2, 3, 6, 7, 14, 15}. Then S 0 ∪ {λ} is an (S, k)independent set. If we let η = 8 ∈ S 2 , then S 0 ∪ {η} is also an (S, k)-independent set. c) Let S 0 = {2, 3, 4, 10, 11, 15, 23}. Then S 0 ∪ {λ} is an (S, k)-independent set. If we let η = 6 ∈ S 2 , then S 0 ∪ {η} is also an (S, k)-independent set. Now, we present the second existence result of optimal (r, δ) a linear codes.
Theorem 25. Suppose t ≥ k r and for any k r -subset J of [t], |∪ i∈J S i | ≥ k + k r (δ −1). If q ≥ n k−1 , then there exists an (r, δ) a linear code over F q which achieves the minimum distance bound (I.1).
Proof. The proof is similar to Theorem 14. The main idea is as follows. We construct an optimal (r, δ) a linear codes by two steps: In the first step, we pick a subset Ω 0 of [n] and construct a generator matrix G of an [L, k] MDS code, where L = |Ω 0 |. The subset Ω 0 is chosen to be a maximum S-independent set. And the columns of G are indexed by Ω 0 . In the second step, we extend G to a k × n matrix G. By carefully choosing the columns G i , i ∈ [n]\Ω 0 , we can let that Rank({G ; ∈ S i }) = |S i | − δ + 1, ∀i ∈ [t], and vectors in {G ; ∈ S} are linearly independent for any (S, k)independent set S. Then we can prove that G generates an optimal (r, δ) a linear code. The details are given below.
For each j ∈ [α] and i ∈ A j , let W i be an r-subset
Denote L = |Ω 0 |. Since t ≥ k r , we can select a k r -subset J 0 of [t]. By the assumption of this theorem,
On the other hand, by Lemma 22,
The construction of an optimal (r, δ) a linear code consists of the following two steps.
Step 1: Construct an [L, k] MDS code C 0 over F q . Such an MDS code exists when q ≥ n k−1 ≥ n > L. Let G be a generator matrix of C 0 . We index the columns of G by Ω 0 , i.e., G = (G ) ∈Ω0 , where G is a column of G , ∀ ∈ Ω 0 .
Step 2: Extend the code C 0 to an optimal (r, δ) a linear code C. This can be achieved by the following algorithm, which appears similar to Algorithm 1 (on the surface) but is actually different (in details).
To complete the proof of Theorem 25, we need to prove the following three claims: For any subset T ⊆ [n] of size |T | = k + ( k r − 1)(δ − 1), by 1) of Lemma 23, there is an (S, k)-independent set S ⊆ T . By the construction, Rank({G ; ∈ T }) = Rank({G ; ∈ S}) = k. Then by Lemma 1, the minimum distance of C is d = n−k +1−( k r −1)(δ −1). Thus, d achieves bound (I.1).
Claim 6:
The vector G λ in Line 4 of Algorithm 2 can always be found.
Since G = (G ) ∈Ω0 is a generator matrix of the MDS code C 0 , then for any k-subset S ⊆ Ω 0 , vectors in {G ; ∈ S} are linearly independent. By induction, we can assume that for any (S, k)-independent set S ⊆ Ω, vectors in {G ; ∈ S} are linearly independent.
For any S 0 ∈ Λ, since S 0 ∪ {λ} is an (S, k)-independent set, then by Lemma 24 there exists an η ∈ S i ∩ Ω such that S 0 ∪ {η} is an (S, k)-independent set. By assumption, vectors in {G ; ∈ S 0 } ∪ {G η } are linearly independent. So vectors in {G ; ∈ S 0 } are linearly independent and G η /
Then for any S 0 ∈ Λ, G λ / ∈ {G ; ∈ S 0 } . Moreover, since we have proved that {G ; ∈ S 0 } are linearly independent. So {G ; ∈ S 0 } ∪ {G λ } are linearly independent.
We can easily check that G λ satisfies the requirement of Algorithm 2: Suppose S ⊆ Ω ∪ {λ} is an (S, k)-independent set. If λ / ∈ S, then S ⊆ Ω and by assumption, vectors in {G ; ∈ S} are linearly independent. If λ ∈ S, then S 0 = S\{λ} ∈ Λ and by the selection of G λ , {G ; ∈ S} = {G ; ∈ S 0 } ∪ {G λ } are linearly independent. Hence, we always have that {G ; ∈ S} are linearly independent.
Example: Consider the (I, Ψ)-frame S in Fig. 7 . Let k = 7. Then it is obvious S satisfies the conditions of Theorem 25. Thus, we can use Algorithm 2 to construct an optimal (r, δ) a linear code over the field of size q ≥ n k−1 = 37 6 . Note that r = δ = 3. Hence, (r + δ − 1) n and this is a new optimal (r, δ) a linear code.
As applications of Theorem 25, in the following, we show that optimal (r, δ) a linear codes exist for two other sets of coding parameters. From Claim 2) of Lemma 5, we know that n r+δ−1 ≥ k r is a necessary condition for the existence of optimal (r, δ) a linear codes. Thus we will assume Proof. Let t = w + 1. Note that we have assumed that From equation (VI.6), the set [L] can be partitioned into mutually disjoint subsets, say, T 1 , · · · , T , each of size 2(r + δ − 1) − 1. For each i ∈ {1, · · · , }, we can find two subsets S 2i−1 , S 2i of T i such that
Then |S 2i−1 ∩ S 2i | = 1.
Let S 2i−1 ∩ S 2i = {ξ i } and Ψ = {ξ 1 , · · · , ξ }. Moreover, from Equation (VI.7), the set [L + 1, n] can be partitioned into t − 2 mutually disjoint subsets, say S 2 +1 , · · · , S t , each of size r + δ − 1.
Let A i = {2i − 1, 2i}, i = 1, · · · , , B = [2 + 1, t] and A = {A 1 , · · · , A , B}. Then S = {S 1 , · · · , S t } is an (A, Ψ)- Combining (VI.8) an (VI.9), we have
Since |Γ(J)| is an integer, then |Γ(J)| ≤ r − v.
By the construction of S, we have By Theorem 25, if q ≥ n k−1 , then there exists an (r, δ) a linear code over F q which achieves the minimum distance bound (I.1). We now provide some discussions of Theorem 27. Since 0 < m < r + δ − 1, then 2(r + δ − 1 − m) < 2(r + δ − 1). Given k, r and δ, let α = max{2(r + δ − 1), k r }. Then the conditions w + 1 ≥ 2(r + δ − 1 − m) and w ≥ u can always be satisfied when n ≥ α(r + δ − 1). On the other hand, when k 3 < r < k and r = k 2 , then u = 1 or 2 and r − v ≥ 1, which leads to 2(r − v) ≥ u. By Theorem 27, there exist optimal (r, δ) a codes when n ≥ α(r + δ − 1), k 3 < r < k and r = k 2 .
VII. CONCLUSIONS
We investigated the existence and construction methods of optimal (r, δ) a linear codes which achieves the minimum distance bound (I.1). Assume that the code has length n and dimension k. A structure theorem for such codes with r|k is first obtained. We next derived two sets of parameters where no such codes could exist (over any field), as well as identified four sets of parameters where they can exist over any field of size q ≥ n k−1 . The structure theorem can be viewed as a special case of the result in [13] and one of the existence conditions were reported in the literature before, but the minimum field size bound we derived is smaller than those derived in the previous works. Our results have considerably substantiated the results in terms of constructing optimal (r, δ) a linear codes, and there are now only two subcases with specific parameters where the existence results are unknown. Except for these two subcases, for all the other cases, given each tuple of (n, k, r, δ), either no (r, δ) a linear codes can achieves the minimum distance bound (I.1) or an optimal (r, δ) a linear code can be constructed using a deterministic algorithm.
As an illustrative summary of our results, we also provide in Table 1 an example of the existence of optimal (r, δ) a linear codes for the parameters of n = 60, δ = 5, 2 ≤ r ≤ 11 and 11 ≤ k ≤ 20. In this table, E M means that optimal (r, δ) a linear codes can be constructed by the method in [10] or by our Theorem 15 and Algorithm 1 (which requires a substantially smaller field); E 16 (resp. E 26 , E 27 ) means optimal (r, δ) a linear codes can be constructed by Theorem 16 (resp. Theorem 26, Theorem 27); N 10 (resp. N 11 ) means no (r, δ) a linear codes can achieves the minimum distance bound (I.1) according to Theorem 10 (resp. Theorem 11); and ∼ means we do not yet know what is the minimum distance of the optimal (r, δ) a linear codes.
