Abstract. We show the coherence of the direct images of the relative De Rham complex relative to a flat holomorphic map with suitable boundary conditions.
Introduction
In the present paper, we show the following theorem. Main Theorem. Let Φ : Z → S be a flat holomorphic map between complex manifolds. 1 Assume that there exists an open subset Z ′ ⊂ Z with smooth boundary satisfying i) Z ′ contains the critical set C Φ of Φ, ii) the closureZ ′ in Z is proper over S, and iii) Z ′ is a deformation retract of Z along the fibers of Φ. Then, the direct images RΦ * (Ω ′ equal to Z, since the ′ E 1 -term of the spectral sequence defining the direct image, so called Hodge to De Rham spectral sequence (2.1), is already O Scoherent due to the proper mapping theorem of Grauert and/or Grothendieck and its differentials are O S -homomorphisms (see [12] [11] ). Therefore, our main interest is the study of the case when Φ is a non-proper morphism between open manifolds.
If the range S of Φ is one-dimensional, i.e. Φ is a function, and Z is a suitably small neighborhood of an isolated critical point of Φ, then Theorem was shown by Brieskorn [1] . Namely, then, Φ is locally equivalent to a polynomial map, and then one proves the coherence by extending Φ to a projective morphism and by applying Grothendieck's coherence theorem for projective morphisms. Brieskorn's result was generalized by the author to the complete intersection case in [15] , where, in the proof, he did not use the algebraic method but used a complex analytic method developed by Forster and Knorr [6] whose motivation was to give a new proof of the Grauert proper mapping theorem [7] . Recently, jointly with Changzheng Li and Si Li, the author studied in [14] the morphisms Φ which may not be defined locally in a neighborhood of an isolated critical point but may have multiple critical points as in Main Theorem. Then, Φ may not be equivalent to a polynomial map and the algebraic method no longer seems to be applicable. However the analytic method in [15] can be generalized for this new setting, as will be presented in this paper.
The proof of Main Theorem is divided into the following 4 steps.
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Step 1. We show that the restrictionalong the inclusion of Z ′ into Z given in Main Theorem induces an isomorphism: RΦ * (Ω 3.
Step 2: Atlas of complete intersection relative charts
In
Step 4., we shall calculate the hypercohomology group RΦ * (Ω • Z ′ (r)/S * ,d Z ′ (r)/S * ) by using a generalization ofČech cohomology for relative charts of Z for Φ (ForsterKnorr [6] ), where Z ′ (r) is a family of open subsets of Z parametrized by a real parameter r and S * is a Stein open subset of S. Therefore, this section is devoted to a construction of an atlas of Z ′ (r) of relative charts with suitable properties.
We start with the definition of the relative chart, and then introduce an additional condition, complete intersection, on them to adjust to our problem.
Definition. ([6])
A relative chart for a flat family Φ is a closed embedding
where U is an open subset of Z, S U is an open subset of S with Φ(U ) ⊂ S U and D(r) is a polycylinder 2 of the radius r in some C m (m ∈ Z ≥0 ) such that the diagram
We sometimes call the embedding j a relative chart, for simplicity.
Definition. A relative chart is called a complete intersection if the j-image of U is a complete intersection subvariety in D(r) × S U . That is, there exists a sequence
be a finite system of relative charts. Suppose U K := ∩ k∈K U k is non-empty. Then the fiber product
, is a relative chart. Proof. The morphism j K is obviously a local embedding. We need to show that its image is closed. Suppose there is a sequence
are complete intersections, their intersection j K may not necessarily be a complete intersection. Therefore, the following lemma needs some considerations.
Lemma 3.2. Let Φ : Z → S be any flat holomorphic map. Then there exists a function r : Z → R >0 and a relative chart j z : U z (r) → D z (r) × S z for all z ∈ Z and 0 < r < r(z) such that 1) j z (z)is independent of r and 2)
is a bijection, mapping z to the center of the polycylinder of radius r. Further more, any finite intersection of these relative charts is a complete intersection.
Proof. We first prepare a lemma of a quite general nature. 2 A polycylinder of radius r is a domain in C m for some m ∈ Z ≥0 of the form 
which is a constant (< R(p)) independent of the point q. That is, all charts containing p are covered by the same ball B(p, R(p) ( 
We return to a proof of Lemma 3.2. Let {(B(z, R(z)b), ϕ z } z∈Z be the atlas of Z described in Lemma 3.3 (with an additional assumption of Footnote 3). For any point z ∈ Z, let S z be a local coordinate neighborhood of Φ(z) in S.
Then, one finds easily a positive real number r(z) such that for any real r with 0 < r < r(z), the polycylinder D(r) of radius r centered at
gives a family (a parametrized by r) of relative chart centered at z. The codimension l of the image j z (U z (r)) in D(r) × S z is equal to m − n = N − n = dim C S. Actually, the image is determined by a system
of equations, where (t 1 , · · · , t dim C S ) is a local coordinate system of S z and Φ i is the ith coordinate component of the morphism Φ. Thus j z is a complete intersection.
Let us show that, for any finite set K of pairs (z, r z ) of z ∈ Z and 0 < r z < r(z) such that U K := ∩ (z,rz)∈K U z (r z ) (and, hence, S K := ∩ (z,rz)∈K S z ) is non-empty, the intersection relative chart
Recall that j K is given by the fiber product morphism:
where the codimension of
On the other hand, the existence of a point z 0 ∈ U K implies the inclusion:
N be the coordinates of C N where the ball B(z 0 , R(z 0 )(1 − ε)) is embedded by extending the domain of ϕ z0 . We also denote by ϕ
Then, the image j K (U K ) is determined by the following two type of equations: 1) System equations for identifying polycylinders D z (r z ) (z ∈ K) each other. That is, for each fixed j with 1 ≤ j ≤ N , all z j • ϕ −1 z (z ∈ K) are equal to each other. There are (#K − 1)N = (#K − 1)(n + dim C S) number of equations.
2) System equations for the graph of Φ on each polycylinder D z (r z ) (z ∈ K). That is, for each fixed i with 1
for all z ∈ K. There are #K · dim C S number of equations. However, after the identifications in 1), we do not need all equations but only for one point z ∈ K:
that is, the number of necessary equation is equal to dim C S.
Thus the total number of necessary equations
This completes a proof of Lemma 3.2.
Recall the domain Z ′ ⊂ Z in Main Theorem in §1 Introduction. We assume that ∂Z ′ in Z is smooth and transversal to all fibers Φ −1 (t) for all t ∈ S.
Fact 2. For any point t of S, there exist its Stein open neighborhood S * , a finite number of relative charts over S * (3.4)
and a real number 0 < r * < 1 with the properties: for all r with r * ≤ r ≤ 1, set
. Then, we have the following. 1. One has the inclusions:
Corollary. For r with r * ≤ r ≤ 1, we have O S * -isomorphism
We consider two cases. Case 1. z ∈ Z ′ : Choose any real r such that 0 < r < r(z) and
Choose any real r such that 0 < r < r(z) and U z (r ′ ) (as a manifold with corners) is transversal to Φ −1 (t) for all real r ′ with 0 < r ′ ≤ r. SinceZ ′ ∩ Φ −1 (t) is compact, we can find a finite number of relative charts
, and 3) all fibers Φ −1 (t ′ ) for t ′ ∈S * and U k (r ′ ) (0 < r ′ ≤ r k ) for the chart j k whose central point z k is on the boundary ∂Z ′ . By a suitable rescaling of the coordinate system of charts, we may assume that all radiuses r k (0 ≤ k ≤ k * ) are equal to 1. Then, due the compactness ofS * , there exists a real number r * with 0 < r * < 1 such thatZ
and define Z ′ (r) as in (3.5). Then, 1. is trivial by definition, 2. is not trivial, however, is more or less a routine work, for instance due to R. Thom, and 3. is true since the system of relative charts
k=0 the lifting of the atlas U(r).
Step 3: Koszul-De Rham algebras
In this section, we introduce Koszul-De Rham-algebra (K 4 To be precise, one need to show that any point in D K ×S K satisfying the relations 1) and 2) is in the image of j K . But this can be shown by a routine work so that we omit it.
If the relative chart (4.1) is a good one as in Step 2, then the morphism gives a bounded O W -free resolution as is desired.
We first slightly generalize the concept of the relative chart (3.1), (3.2) . Namely, we call a holmorphic immersion j : U → W of a complex variety U into a Stein space W together with a commutative diagram over a complex variety S:
a relative chart. We assume further that the defining ideal I U of the image subvariety j(U ) in W (i.e. I U := ker(j * j * | OW )) has a finite presentation. That is, there is an O W -free exact sequence 
, between the Kähler differentials, whose kernel, depending only on I U , is given by
We want to construct O W -free resolution of this ideal in the dg-algebra (Ω Definition. We call the isomorphism class of the sheaf of algebras K W/S (U ) on W equipped with (co-) boundary operators ∂ K , d DR and with bi-degrees, which we describe below (tentatively depending on the presentation (4.2), c.f. Lemma 4.1), the Koszul-De Rham-algebra associated with the relative chart (4.1).
Consider a graded commutative algebra over the differential graded algebra Ω
where ξ i 's are considered as odd variables and η i 's are considered as even variables and I is the both sided ideal generated by
Here, "graded commutative" means that i) η i 's and even degree differential forms on W commute with all variables, ii) ξ i 's and odd degree differentials forms on W anti-commute with each other, i.e. ξ i ξ j + ξ j ξ i = 0 and ξ i dh + dhξ i = 0 for 1 ≤ i, j ≤ l 0 and h ∈ O W .
Let us equip three structures on the algebra K W/S (U ).
1. Koszul structure: We define a boundary operators ∂ K on K W/S (U ) as an Ω
• W/S -endomorphisms of the algebra satisfying the relations
They automatically satisfies the relation:
5 Usually, Koszul resolution is defined only for even elements f i 's but here we construct a resolution for odd elements df i 's together. The interpretation to regard it as the Koszul resolution for the odd elements df i 's was pointed out by M. Kapranov, to whom the author is grateful.
Proof. The endomorphism is well defined on the free algebra generated by ξ i 's and η i 's before deviding by the ideal I. Then, one check directly that the endomorphism preserves the ideal I, and, hence, induces an action on the quotient. 
(One first defines the oprerator as an endomorphism of the free algebra before dividing by the ideal I, but then one check directly that the endomorphism preserves the ideal I). The second term switches odd variables ξ i to even variables η i , and satisfying the condition (d DR ) 2 = 0. The condition is equivalent to
De Rham differential and Koszul differentials are anti-commuting each other
so that the pair (d DR , ∂ K ) form a double complex structure on K W/S (U ). 3. Bi-degree structure: According to the double complex structure on K W/S (U ), we introduce De Rham degree and Koszul degree on K W/S (U ). Namely, any element of the algebra before dividing by the ideal I is a linear combination of the elements of the form ωΞE where ω ∈ Ω 
This completes the definition of Koszul-De Rham algebra. In the following, we describe four basic properties A), B), C) and D) of Koszul-De Rham algebras.
A) Independence of the definition from the presentation (4.2).
Lemma 4.1. The isomorphism class of the Koszul-De Rham-algebra K W/S (U ) is independent of the choice of the presentation (4.2), but depends only on the ideal
Proof. To show this is a type of routine work so that we give only a sketch of a proof. For instance, it is sufficient to show that the algebra is invariant (i.e. canonically isomorphic) under the following operations: 1) to change the basis of generators in the presentation (4.2), 2) to change the basis of relations in the presentation (4.2), 3) to add a redundant generator to the presentation (4.2), 4) to add a redundant relation to the presentation (4.2).
6 That this construction of De Rham structure is the universal construction of dg-structure on K W/S (U ) extending that on Ω • W/S was pointed out by A.Voronov, to whom the author is grateful. 
Actually, this change preserves the parities of the variables and matches with the degree countings by deg DR and by deg K in both hand sides. The fact h * (I) ⊂ I ′ follows from the new relations g
Hence, the correspondence extends to a graded algebra homomorphism. The commutativity of h * with ∂ K follows from their definitions directly:
The commutativity of h * with d DR can be shown similarly:
Since the matrix h is invertible, using the inverse matrix, one similarly constructs a morphism (h −1 )
That the morphisms h * and (h −1 ) * are inverse to each other follows immediately from their defining formula:
Other cases 2), 3) and 4) can be also verified elementarily.
B) Functoriality.
Next, let us show the functoriality of Koszul-De Rham algebras. Actually, the functoriality shall play an essential role in Step 4 when we want to construct a lifting of theČech coboundary operators to the relative charts.
Lemma 4.2. Let j and j ′ be two relative charts over S such that there are holomorphic maps u : U → U ′ and w : W → W ′ over S with the commutativity j ′ • u = w • j. Then, there is a natural Koszul-De Rham-algebra homomorphism w * :
. In other words, the pullback by w * of the ideal I U ′ is contained in the ideal
be some generator systems of the ideals I U and I U ′ so that we have a relation f
Then, since any relation
combining together with the standard pull-back morphism of differential forms w
• W/S , we can define an algebra homomorphism w * :
The fact that the morphism w * does not depend on the choices of the presentations of the ideals I U and I U ′ can be shown similarly as the proof of Lemma 4.1.
C) Comparison with the De Rham complex (Ω
Finally, we want to compare the dg-algebras (Ω
We first note the following two facts follow from the definitions of deg K and ∂ K .
1) The deg
W/S (U ) of deg K = 1 part of the algebra is equal to the ideal generated by f 1 , · · · , f l0 and df 1 
As a consequence, for each p ∈ Z ≥0 , we obtain a complex (recall (4.3))
which is exact at the stage 0. The complex is lef-bounded due to the following fact. 
is a bounded complex, again due to Fact 3. However each term of the simplified complex is an infinite sum due to the fact that η i 's are even variables and the multiplication of any high power of them are non-vanishing and increases simultaneously the degrees p and s. Nevertheless, such simple repetition of terms (in stable aria) seams harmless as we see in Step 4. It is of interest to investigate whether, up to which degree, under which conditions, this morphism is quasi isomorphic? But, in order to answer to the question, it should require more careful studies of the singularities of the chart U , W and S. At present early stage of the studies, we will restrict ourselves to rather specific, however still sufficiently general for our applications, cases as follows.
D) Complete Intersection Case.
As in Step 2, let us call a chart j : U → W is a complete intersection if j(U ) is a complete intersection subvariety of W . In the rest of the present paper, we restrict our attention only to that case. By choosing minimal number, say l = l 0 , of global generators f 1 , · · · , f l of the defining ideal I U of j(U ), the Koszul-De Rham-algebra (4.4) is defined without relations I = 0. Fixing one such generator system, we have the following explicit description of the degree decomposition of the Koszul-De Rham algebra.
Then, the Koszul derivation ∂ K splits into a direct sum ∂ +∂, where each of the factors ∂ and∂ is defined as Ω
• W/S -linear endomorphisms 8 such that
We see immediately the relations ∂,∂ :
W/S for all p, s ∈ Z and ∂ 2 = ∂ 2 = ∂∂ +∂∂ = 0. That is, for each fixed p ∈ Z, the subcomplex (K p,⋆ W/S (U ), ∂ K ) 7 One should note that the decomposition (4.10) depends on the choice of the generators f 1 , · · · , f l , since a change of the generators (except for C-constant linear changes) induces change of the variables η i 's to elements where ξ i 's and η i 's are mixed (see (4.6)). 8 We stress that non of ∂ or∂ is well-defined for a non-complete intersection chart, since they do not preserve the defining ideal I (except for C-linear relations). 
Here, the vertical direction is the classical Koszul resolution for the regular sequence of functions f 1 , · · · , f l , and horizontal directions are the resolution for the system of forms 
5.
Step 4: Lifting ofČech cohomology groups Let Φ : Z → S be a flat holomorphic map and Z
′ be an open subset of Z ′ given in Main Theorem in the introduction. At the end of Step 2, we have seen that, for any point t ∈ S, there exists a Stein open neighborhood S * ⊂ S of t and a system of relative charts U :
k=0 and a real number 0 < r * < 1 such that, for any r with r * ≤ r ≤ 1 and any Stein open subset S ′ ⊂ S * , we have
where we set U k (r, S ′ ) := j
, and some further properties (see Fact 2).
k=0 the lifting of the atlas
k=0 of Z ′ (r, S ′ ) (for simplicity, we shall often omit r and S ′ from the notation U(r, S ′ ) and U(r, S ′ )). In this section, we express the Hodge to De Rham spectral sequence of the hypercohomology group RΦ * (Ω • Z(r,S ′ )/S ′ , d Z(r,S ′ )/S ′ ) by theČech cohomology group with respect to the atlas U of Z(r, S ′ ). Then, using the functoriality, theČech complex is lifted to a "Čech complex" on relative charts with coefficients in Koszul-De Rham algebra with respect to the lifted atlas U. Showing certain finiteness property for the liftedČech complex, we can apply Forster-Knorr's result to the complex and show that RΦ * (Ω 10. The operators∂ and ∂ K are O DK (1)×S * -homomorphisms and induce continuous morphisms on the modules. The operator d DR is no-longer O DK (1)×S * -homomorphism but is only an O S * -homomorphism. Nevertheless, it is also well known that differentiation operators on a Stein algebra are also continuous w.r.t. the Fréchet topology.
We are now able to apply the following key Lemma due to Forster and Knorr [6] [13] (the formulation here of the result is taken form their unpublished note which is slightly modified from the published one, however can be deduced). iii) There exists r 1 and r 2 such that, for any r, r 1 ≥ r ≥ r ′ ≥ r 2 > 0, the restriction C * (r) → C * (r ′ ) is a quasi-isomorphism.
Then, there exists a small neighborhood S m of 0 in S such that , for q ≥ m, H q (C * (r)) Sm is an O Sm -coherent module.
We apply Lemma to the truncated double complex T rČ
•, * (U(r, S)). Precisely, Lemma is formulated for a complex (C * (r), d) but not for a double complex, however our double complex is bounded in both horizontal and vertical directions (Fact 8) and, hence, the spectral sequence converges in finite steps. Then, to adjust Lemma to it is a question of a formalism, which we leave to the reader. Let us check that the double complex satisfies the assumptions in Lemma by putting S = S * , 0 to be t ∈ S * and r 1 = 1, r 2 = r * . Namely, the finite sum expression with Fréchet topology in i) follows from Fact 9, the continuity of the coboundary operator in ii) follows from Fact 10, and the quasi isomorphy in iii) is shown by combining This completes a proof of Main Theorem given in Introduction.
