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1. Introduction
Many problems in computational engineering and science, such as solid and °uid mechanics, elec-
tromagnetics, heat transfer, or chemistry, are su±ciently well described on the macroscopic level in
terms of partial di®erential equations (PDEs). In practice, these processes may be very complex,
and the presence of multiple spatial and/or temporal scales, or even discontinuities in the solution,
often makes their computer simulation challenging. There exist advanced numerical methods to
tackle these problems, such as ¯nite element methods (FEM). Lately, new advanced version of
these methods have appeared, such as hierarchic higher-order ¯nite element methods (hp-FEM)
and extended ¯nite element methods (X-FEM). Most of these methods work on a traditional basis
where no uncertainty considerations are present in the modeling or computation. However, the need
for numerical treatment of uncertainty becomes increasingly urgent. In many cases a given problem
can be solved e±ciently and accurately for a given set of input data (such as geometry, boundary
conditions, material parameters, etc.), but little can be said about how the solution depends on
uncertainties in these parameters.
However, the design of an engineered system requires the performance of the system to be
guaranteed over its lifetime. One of the major di±culties a designer must face is that neither the
external demands of the systems nor its manufacturing variations are known exactly. In order to
overcome this uncertainty, the designer must provide excessive capabilities and over design the
system. As analysis tools continue to be developed, the predictive skills of designers have become
¯ner. In addition, the demands of the market place require that more e±cient designs be developed.
In order to satisfy these current requirements in designs subject to uncertainties, the uncertainties
in the performance of the system must be included in the analysis.
At present, analytical and Monte-Carlo techniques are used to handle probabilistic uncertainty,
and interval ¯nite element methods are used to handle interval uncertainty. In many practical situ-
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ations, we have both probabilistic and interval uncertainty. The problem of e±cient combination of
probabilistic and interval uncertainties have to be explored for problems where neither Monte Carlo
nor standard interval methods can be used. Therefore, advanced interval arithmetic techniques,
ideally handling probabilistic uncertainty as well, need to be implemented into modern ¯nite element
methods both on the practical and theoretical levels. When developing these techniques, we need
to take into account recent developments in interval computation techniques are their applications
and developments in promising ¯nite element techniques such as hp-FEM and X-FEM, together
with results obtained with interval ¯nite element methods for problems of structural mechanics
(reviewed in Section 2).
2. Interval Finite Element Methods: A Brief Ovieview
!!! This part will be replaced by Ra¯'s short review
3. First Challenge: Combination of Interval and Probabilistic Techniques
In many problems, e.g., of fundamental physics, one knows the exact equations, one knows the
exact values of the parameters of these equations, and all one needs is to solve these equations
as fast and as accurately as possible. These are the cases when the traditional FEM techniques
directly lead to practically useful results. In engineering practice one approximates both the actual
computational domain and function space using a collection of ¯nite elements, the FEM solution
only is an approximation to the actual continuous ¯eld, but as one increases the number and/or
polynomial degree of the ¯nite elements (using h, p, or hp-adaptivity), the FEM results become
more and more accurate, and at some point one gets the desired solution with a very high accuracy.
There are many other application problems, however, where one only knows the approximate
equations, or where one knows the equations, but one only knows the approximate values of the
corresponding parameters. For example, in many civil engineering problems, one does not know
the exact values of the Young modulus; one only knows the bounds for these values coming from
the fact that one knows the material, and one knows the bounds for this type of material. In such
problems, even if one uses an extremely ¯ne mesh to make the discretization error negligible, the
resulting FEM solution may still be very di®erent from the actual behavior of an analyzed system
{ because of the uncertainty in the parameters and/or equations.
In such situations, to make the FEM results practically useful, one must be able to estimate
how di®erent the true and approximate solutions can be. In other words, one needs to be able to
estimate how the uncertainty in the parameters of the system can a®ect the FEM results.
This question is of paramount importance in science and engineering, and, of course, there has
already been a lot of research aiming to answer this question. Most of this research is based on
the assumption that one knows the exact probability distributions corresponding to all uncertain
parameters. In this stochastic FEM case one can, in principle, apply the Monte Carlo method:
Simulate all the parameters according to their known distributions, apply FEM for the system with
the simulated values of the corresponding parameters, and then perform the statistical analysis of
the FEM results { and thus, get the probability distribution for these results.
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This stochastic FEM approach works well in many practical situations. In many other situations,
on the other hand, the probabilities of di®erent values of the uncertain parameters are not known.
For example, in civil engineering one often only knows the lower and upper bounds on the Young
modulus, but the probabilities of di®erent values within the corresponding interval may depend on
the manufacturing process, and thus they may di®er from one building to another dramatically. In
situations which require reliable estimates, e.g., when one analyzes the stability of a building, it is
not enough to select one possible distribution and con¯rm that the building is stable under this
distribution; to get a reliable result, one must make sure that the building remains stable for all
possible distributions on the given interval.
Lately, there has been a lot of progress in applying interval computation techniques to FEM
with interval uncertainty. This area of research was started in the early 1990s, and it was advanced
in the series of papers reviewed in Section 3.
The software tools developed recently by R. Muhanna in the U.S., as well as similar tools
developed by A. Neumaier in Austria, allowed us to prove reasonable interval FEM estimates {
at least for the situations like civil engineering, when one can get a reasonable description of a
structure by using several hundreds of ¯nite elements only. These methods have led to very useful
practical applications to the reliability of buildings and associated problems.
However, there still are practical problems for which the interval FEM is not fully adequate. As
of now, there are two main methods to handle uncertainty in FEM problems:
¡ Stochastic FEM methods for situations when one knows the exact probability distribution of
all uncertain parameters.
¡ Interval FEM methods for situations when no information about the probability distributions
is available { one only knows the intervals of possible value of these parameters.
In other words, at present one only knows how to handle uncertainty in two extreme situations:
¡ One has full information about the probabilities.
¡ One has no information about the probabilities.
Many practical situations lie in between these two extremes: one has a partial information about
the probabilities. For example, one may also have interval bounds for some of the parameters,
but one may know the probability distribution for other parameters. For example, one may know
only intervals of possible values of the manufacturing-related parameters, but, when one has good
records, one may also know probabilities of di®erent values of, say, weather-related parameters.
It is therefore highly desirable to extend the interval and stochastic FEM techniques to the
case when one has a combination of interval and probabilistic uncertainty. Extension of interval
and statistical methods to such a technique is, at present, an active area of research. While these
combined techniques have been developed and applied to di®erent practical situations, there are
still very few applications to FEM.
Our preliminary results have already led to an idea of such an extension for an important case
when one has interval uncertainty for some parameters and probabilistic uncertainty for some other
parameters. In such situations, one can apply Monte Carlo techniques to simulate parameters with
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known probability distributions. For each such simulation, one can then use interval FEM tech-
niques to take into account the corresponding interval uncertainty. As a result of applying interval
FEM techniques, one gets the interval bounds for the resulting FEM inaccuracy. By repeating this
simulation several times, one gets several bounds { and hence, the resulting bounds distribution.
By using this bounds distribution, one can now supplement the interval FEM information that the
FEM inaccuracy ¢y is bounded by a certain value ¢ with the information that with probability
90%, one can get a narrower bound that bounds ¢y in at least 90% of the case, yet narrower bound
which holds in at least 80% of the cases, etc. Similar techniques need to be developed and applied
to more complex situations with combined interval and probabilistic uncertainty.
Comment. The above idea is applicable in situations in which we already have well-developed
interval FEM techniques. Another important research topic is the extension of interval FEM
techniques to other advanced FEM techniques such as X-FEM and hp-FEM. These adaptive FEM
techniques has proved to be superior to traditional non-adaptive FEM in many practical problems,
both in terms of higher accuracy and dramatically smaller size of the resulting sti®ness matrices
and substantially shorter CPU time; see, e.g., see (Demkowicz et al., 2001; · Sol¶ ³n, 2005) and the
references therein.
4. Second Challenge: Nonlinear FEM with Stochastic Variations and Uncertainty
for Microstructure
Signi¯cant amount of work was done in the use of both the probabilistic and non-probabilistic ¯nite
element methods for the assessment of uncertainty for linear PDEs. Several methods have proven
to be successful: stochastic methods, interval methods, fuzzy number methods (Elishako® and Ren,
1999; Haldar and Mahadevan, 2000; SchuÄ eller, 2001). These approaches have been primarily applied
to problems academic in nature. The issue of uncertainty and veri¯cation in practical engineering
problems still seems to be a little addressed issue. By veri¯cation one is referring to the de¯nition
from (Babu· ska and Oden, 2004), where correct empirically derived model parameters are used.
An area of emerging importance is the application of stochastic and interval ¯nite element
methods to nonlinear continuum mechanics problems. Speci¯cally, e®ects of uncertainty in the
microstructural state of materials need to be studied. In this area, enriched ¯nite element methods,
particularly the extended ¯nite element methods (X-FEM) (MoÄ es et al., 1999; Belytschko et al.,
2001; Stazi et al., 2003), need to be combined with interval and stochastic methods to investigate
the e®ect of uncertainty on the position and state of the microstructure.
The X-FEM uses a local partition of unity technique to construct ¯nite elements which are
capable of reproducing discontinuities and singularities without mesh re¯nement. This approach
has been used to model crack growth (MoÄ es et al., 1999; Chen and Belytschko, 2003; Stazi et al.,
2003), material inhomogeneities (Sukumar et al., 2000; Chessa et al., 2003) as well as various other
phenomena (Chessa et al., 2002; Chessa and Belytschko, 2003; Chessa and Belytschko, to appear).
In all of these methods, the location of the material interfaces is implicitly de¯ned by a level set
¯eld (Sethian, 1999). Thus, material models with a signi¯cantly increased number of defects and
inclusions are computationally tractable.
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This technique should be extended to non-linear problems of fracture mechanics, e.g., to non-
linear Stefan-type equations that describe the dynamics of crack growth.
In principle, both for linear and nonlinear problems, we can use a straightforward perturbation
approach as in (Liu et al., 1999). However, such approaches allow for only small variations in the
variables. To allow for large stochastic variations, a combined approach of interval ¯nite element
methods and homogeneous chaos methods need to be developed.
5. Third Challenge: Enhancing hp-FEM with Advanced Interval Techniques
The hp-FEM is distinguished from the traditional FEM by combining elements of variable size
and polynomial degree to achieve extremely fast convergence. The method originates in the early
works of I. Babu· ska et al. (Babu· ska and Gui, 1986; Babu· ska et al., 1999). In the last few years,
signi¯cant progress was made towards the solution of practical problems related to the computer
implementation of the hp-FEM (design of optimal algorithms and data structures, automatic hp-
adaptive strategies, optimal higher-order shape functions, etc.), see (Ainsworth and Senior, 1997;
Karniadakis and Sherwin, 1999; Paszynski et al., 2004; Rachowicz et al., 2004; · Sol¶ ³n et al., 2003;
· Sol¶ ³n and Demkowicz, 2004). Typically, the hp-FEM is capable of solving PDE problems using
dramatically fewer degrees of freedom compared to standard FEM. Several such examples, obtained
using a modular hp-FEM system HERMES which is being developed at the University of Texas at
El Paso, are presented in the recent monograph (· Sol¶ ³n, 2005). It is therefore desirable to extend
interval FEM techniques to hp-FEM.
We believe that for hp-FEM, the existing interval techniques will be even more e±cient than for
more traditional FEM techniques. Indeed, one of the main advantages of hp-FEM in comparison
with the currently used non-adaptive techniques is that in many practical situations, for the same
approximation accuracy, hp-FEM techniques require much fewer parameters and thus, enable us
to drastically decrease the size of the matrices in the corresponding linear systems. When we solve
systems of linear equations with interval uncertainty, in general, we get enclosures with excess
width, and this excess width drastically increases with the size of a system. Thus, the decrease in
the system's size will enable us to get more accurate estimates for the resulting interval uncertainty.
6. Fourth Challenge: Using Interval Computations to Prove Results about FEM
Techniques
Finally, it is desirable to use interval computation techniques { techniques which provide guaranteed
bounds for functions on continuous domains { in proving results about FEM methods, results which
should be valid for all possible values of the corresponding parameters. In this section, we describe
our preliminary results in this direction and related challenges.
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6.1. Formulation of the Problem
Our preliminary results are about elliptic di®erential equations Lu = f; the simplest case is the
1-D Poisson equation ¡u00 = f.
For elliptic di®erential equations Lu = f, there is a known Maximum Principle: if f(x) · 0
for all points x from the domain ­, then (under reasonable smoothness conditions) the solution u
attains its maximum on the border of ­. Because of the maximum principle:
¡ for the same f, we have a continuous dependence of the solution on the boundary conditions:
namely, if u1 and u2 are two solutions with the same right-hand side f, then the sup-norm
distance sup
x2­
ju1(x) ¡ u2(x)j between u1 and u2 (de¯ned as the supremum over all x from ­)
is equal to the supremum sup
x2@­
ju1(x) ¡ u2(x)j of the di®erence over the border @­ of the
domain ­;
¡ similarly, there is a continuous dependence of u on f.
This enables us to provide guaranteed bounds on the solution based on the uncertainty with which
we know the right-hand side f and the boundary values of u.
In the Finite Element Method, on each ¯nite element ­, we consider functions u(x) from a
¯nite-dimensional space (usually, the space of all polynomials of a given degree satisfying some
boundary conditions). Of course, we then cannot have the exact solution of Lu = f; instead, we
look for weak solutions, i.e., functions uh;p(x) for which the
R
­((Luh;p)(x) ¡ f(x)) ¢ v(x)dx = 0 for
all functions v(x) from some related ¯nite-dimensional space.
It is known that sometimes f(x) · 0 for all x 2 ­, but the maximum of the resulting weak
solution is not necessarily non-negative. As a result, even when we know the bounds on the
uncertainty in f and in the boundary conditions, it is di±cult to ¯nd guaranteed bounds on the
uncertainty in the resulting solution u.
To get such bounds, it is therefore desirable to ¯nd discrete (FEM) analogues of the maximum
principle. Such analogues are known for ¯rst-order (piece-wise linear) FEM since the early 1970s
(Ciarlet, 1970; Ciarlet et al., 1973); for the latest results, see, e.g., (Korotov et al., 2000; K· r¶ ³· zek
and Liu, 2003; Kar¶ atson and Korotov, 2005).
Until recently, for higher-order FEM, only counterexamples were known. The ¯rst such coun-
terexample was given in (HÄ ohn and Mittelmann, 1981) for the simplest equation ¡u00 = f on the
interval ­ = (¡1;1). In this example, we solve this equation under the (homogeneous Dirichlet)
boundary conditions u(¡1) = u(1) = 0, with f(x) = 200 ¢ e¡10¢(x+1). According to the standard
maximum principle, the actual solution u(x) is nonnegative in the entire interval (¡1;1). Let us
consider this whole domain as a single element, and let us approximate the desired solution by a 3-
rd order polynomial uh;p(x) which satis¯es the desired boundary conditions uh;p(¡1) = uh;p(1) = 0.
We want
R 1
¡1(¡u00
h;p(x) ¡ f(x))v(x)dx = 0 for all 3-rd other polynomials v(x).
Due to linearity, the satisfaction of this integral condition for all 3-rd order polynomials v(x) is
equivalent to the fact that this condition must hold for v(x) = 1, v(x) = x, v(x) = x2, and v(x) = x3.
Thus, in terms of the coe±cients of the unknown polynomial uh;p(x), we get an easy-to-solve system
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of linear equations, whose solution
uh;p(x) =
1
40
¢
h
54 + 66 ¢ e¡20 ¡ (73 ¡ 133 ¢ e¡20) ¢ x
i
¢
³
1 ¡ x2
´
is negative, e.g., at x = 0:9.
6.2. Formulation of the Result
The reason for the above negativity is that, as one can easily check, the weak solution corresponding
to the original function f(x) is the same as the weak solution corresponding to the projection fh;p(x)
of the function f(x) on the set of polynomials of 3-rd order { i.e., for the 3-rd order polynomial
fh;p(x) for which
R
(f(x) ¡ fh;p(x)) ¢ v(x)dx = 0 for all 3-rd order polynomials v(x). For the above
function f(x), the projection
fh;p(x) = ¡8:25 + 29:175 ¢ x + 54:75 ¢ x2 ¡ 93:625 ¢ x3
is no longer nonnegative: e.g., it is negative for x = 0.
It is therefore reasonable to ask whether the Discrete Maximum Principle for higher-order FEM
holds if we restrict ourselves to the case when not only the function f(x) is nonnegative, but its
projection fh;p(x) (i.e., the polynomial of the corresponding order) is nonnegative as well.
So, we arrive at the following problem. For some integer p, we have a p-th order polynomial
fh;p(x) de¯ned on the interval (¡1;1). We are looking for a weak solution uh;p(x) to the equation
¡u00 = f with the boundary conditions u(¡1) = u(1) = 0, i.e., for a polynomial up;h(x) of p-th
order for which
R 1
¡1(¡u00
h;p(x) ¡ f(x)) ¢ v(x)dx = 0 for all polynomials v(x) of order p. We want
to prove that if the polynomial fh;p(x) is nonnegative on the entire interval (¡1;1), then the weak
solution uh;p(x) is also nonnegative for all x 2 (¡1;1). By using interval computations, we can
prove this statement for p = 2;3;4;:::;10; see (· Sol¶ ³n and Vejchodsk¶ y, 2005; · Sol¶ ³n, 2005) for details.
6.3. How We Use Interval Computations
To prove the above result, we use a special basis in the linear space of all polynomials of p-th order
which vanish for x = ¡1 and x = 1: the basis of Lobatto shape functions (see, e.g., (· Sol¶ ³n, 2005))
lk(x) =
1
kLk¡1kL2
¢
Z x
¡1
Lk¡1(») d»; 2 · k;
where L0;L1;::: are Legendre polynomials with kLk¡1kL2 =
p
2=(2k ¡ 1). In terms of these
functions, the general solution to the above problem can be represented in the following form
uh;p(x) =
Z 1
¡1
fh;p(z) ¢ ©p(x;z)dz; (1)
where the Green's function ©p(x;z) has the form
©p(x;z) =
p¡1 X
i=1
li+1(x) ¢ li+1(z):
REC 2006 - R. Muhanna, V. Kreinovich, P. · Sol¶ ³n, J. Chessa, R. Araiza, G. Xiang8 R. Muhanna, V. Kreinovich, P. · Sol¶ ³n, J. Chessa, R. Araiza, G. Xiang
For every p > 1, the function ©p(x;z) is a given bivariate polynomial de¯ned in the square (¡1;1)2.
We want to use the expression (1) to prove that uh;p(x) is nonnegative for all x 2 (¡1;1). This is
done in two steps:
1. First, we identify a subdomain ­+
p of the interval (¡1;1) where the function ©p is positive.
2. After that, we ¯nd a quadrature rule of the order of accuracy 2p (exact for all polynomials of
degree less or equal to 2p) with positive weights and points lying in ­+
p .
The construction of the subdomains ­+
p and the corresponding quadrature rules ¯nishes the proof.
The concrete subdomains ­+
p along with the quadrature rules can be found in (· Sol¶ ³n and Vejch-
odsk¶ y, 2005).
The interval computation technique is used to verify that the functions ©p are positive in the
subdomains ­+
p . Let us demonstrate the procedure on the quartic case, where we deal with the
function ©4(x;z) =
3 P
i=1
li+1(x) ¢ li+1(z): Since each polynomial li(x) vanishes at x = ¡1 and at
x = 1, this polynomial is proportional to (x+1)¢(x¡1) = x2 ¡1, so the Green's function ©4(x;z)
can be represented as ©4(x;z) = (x2 ¡ 1) ¢ (z2 ¡ 1) ¢ ª4(x;z), where
ª4(x;z) =
3
8
+
5
8
¢ x ¢ z +
7
128
¢ (5x2 ¡ 1) ¢ (5z2 ¡ 1): (2)
The graph of the function ©4(x;z) is shown in Fig. 1.
Figure 1. The function ©4(x;z).
To prove that the Green's function ©4(x;z) = (x2 ¡ 1) ¢ (z2 ¡ 1) ¢ ª4(x;z) is nonnegative in the
entire square [¡1;1]2, it is su±cient to prove that ª(x;z) ¸ 0 for all (x;z) 2 [¡1;1]2. We prove
this nonengativity by using straightforward interval computations; see, e.g., (Jaulin et al., 2001).
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In interval computations, one deals with intervals instead of numbers, and standard unary and
binary operations are extended from numbers to intervals in a natural way. For example, [a;a] +
[b;b] = [a + b;a + b], [a;a] ¡ [b;b] = [a ¡ b;a ¡ b], and so on. If we replace every operation with
numbers by the corresponding operation of interval arithmetic, we get an enclosure for the range
of the analyzed function on given intervals (Jaulin et al., 2001).
Let us use this technique to prove the nonnegativity of the function ª4(x;z) in the square
[¡1;1]2: Substituting a pair of intervals X = [x;x] and Z = [z;z] into the formula for ª4(x;z), we
obtain an enclosure
[ª4;ª4] ¶ ª4(X;Z) = fª4(x;z); x 2 X;z 2 Zg:
Since the function ª4(x;z) is polynomial and it only contains rational coe±cients, its evaluation
for rational intervals can be done using exact integer arithmetic.
Step 1: Consider the intervals X1 = Z1 = [¡1;1], and compute the enclosure [ª4;ª4] for ª4(X1;Z1):
[ª4;ª4] = [¡25=16;95=32] ¶ ª4(X1;Z1):
If the left endpoint ª4 of the enclosure interval [ª4;ª4] was nonnegative, then the proof would be
¯nished. Since this is not the case, we re¯ne the grid by halving both the intervals X1 and Z1. We
obtain four subdomains [¡1;0] £ [¡1;0], [¡1;0] £ [0;1], [0;1] £ [¡1;0], and [0;1] £ [0;1].
Step 2: Compute the enclosures for these subdomains:
¡ for [¡1;0] £ [¡1;0], we get [ª4;ª4] = [5=32;15=8] ¶ ª4([¡1;0];[¡1;0]);
¡ for [¡1;0] £ [0;1], we get [ª4;ª4] = [¡15=32;5=4] ¶ ª4([¡1;0];[0;1]);
¡ for [0;1] £ [¡1;0], we get [ª4;ª4] = [¡15=32;5=4] ¶ ª4([0;1];[¡1;0]);
¡ for [0;1] £ [0;1], we get [ª4;ª4] = [5=32;15=8] ¶ ª4([0;1];[0;1]).
This proves that the function ª4 (and hence also ©4) is nonnegative in the subdomains [¡1;0] £
[¡1;0] and [0;1] £ [0;1]. As for the remaining subdomains [¡1;0] £ [0;1] and [0;1] £ [¡1;0], we
divide each of them into four equal subdomains, compute the enclosure for each new subdomain,
etc.
After ¯ve iterations of this procedure, we get a partition of [¡1;1]2 for which the left endpoints
of the enclosures are nonnegative. So we have proved that ª4 (and hence also ©4) is nonnegative
in [¡1;1]2.
The Java programs and output ¯les with details on the computations for p = 4;5;:::;10 can be
viewed on the web page http://www.math.utep.edu/Faculty/solin/intcomp
6.4. Remaining Challenges
Can we extend the above 1-D result to a multi-dimensional case? The following example shows that
for this extension, we need further restrictions on f. Indeed, let us consider the ¡¢u = f with a
nonnegative cubic polynomial right-hand side f(x1;x2) = ¡1000¢(x1+x2¡2)3 in a square domain
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­ = (¡1;1)2. We want to ¯nd a solution u(x) which satis¯es the homogeneous Dirichlet boundary
condition u(x) = 0 for x 2 @­. We will solve it using two di®erent meshes consisting of two cubic
triangular elements K1;K2:
(A) K1 = ([¡1;¡1];[1;¡1];[¡1;1]) and K2 = ([1;¡1];[1;1];[¡1;1]),
(B) K1 = ([¡1;¡1];[1;1];[¡1;1]) and K2 = ([¡1;¡1];[1;¡1];[1;1]).
The approximate solution corresponding to the mesh (A) is nonnegative in the entire domain ­,
as shown in Fig. 2.
Figure 2. Nonnegative piecewise cubic solution corresponding to the mesh (A).
However, the approximation obtained on the mesh (B), shown in Fig. 3, is negative in a subset
of ­.
Another example: consider a triangular domain ­ given by the vertices [¡1;¡1];[1;¡1];[¡1;1],
and the stationary heat transfer equation ¡¢µ = f in ­ equipped with zero Dirichlet boundary
conditions µ(x) = 0 for all x 2 @­. The heat sources f are chosen to be a nonnegative cubic
polynomial f(x1;x2) = 1000 ¢ (x1 + 1)3. In this case the exact solution µ is nonnegative in the
domain ­ due to the classical (continuous) maximum principle for the Poisson equation.
The problem is discretized using a one-element mesh K = ­ with the polynomial degree
p(K) = 10. It is shown in Fig. 4 that the approximate temperature µh;p is negative, i.e., nonphysical,
near the right corner of ­.
The formulation of conditions on the data and/or triangulation, which would guarantee the
nonnegativity of the approximate solution, are an open problem. So far, we have found only partial
conditions. Once these conditions are found, we will need to sue interval computation techniques
to prove the desired nonnegativity.
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Figure 3. The piecewise cubic solution corresponding to the mesh (B) is negative close to the upper-right corner of ­.
Figure 4. Nonphysical ¯nite element solution of stationary heat transfer equation with zero boundary conditions and
positive heat sources.
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