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Abstract
An interesting problem of Jack Hale deals with the existence of a maximal compact invariant set in 
discrete dynamical systems. A solution for this problem is known for locally bounded dynamical systems. 
Following this line of research, we consider in this paper a class of systems whose continuous dynamics 
are interrupted by abrupt changes of state and we present sufficient conditions to obtain the existence of a 
maximal compact invariant set for a system in this class. We use the theory of asymptotic compactness to 
get the results.
© 2015 Elsevier Inc. All rights reserved.
1. Introduction
The dynamics of many mathematical models describe real world phenomena and are sub-
ject to abrupt changes of state, whose duration is negligible in comparison with the duration of 
entire evolution processes. In this way, it is natural to consider that these changes act in form 
of impulses. It is known, for instance, that many biological phenomena, population dynamics, 
optimal control model, problems in physics, in medicine industrial robotics and frequency mod-
ulated systems do exhibit impulsive effects, see [6,13,17,23]. Associated with this development, 
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we consider an impulsive semidynamical system that consist of three elements: a continuous 
semidynamical system on a phase space X, a nonempty closed set M in X that is called the 
impulsive set and a continuous function I defined in M responsible by the discontinuities of 
the system, called the impulse function. The continuous semidynamical system governs the flow 
until it meets the impulsive set where the flow undergoes a change of state. The impulse function 
specifies how the change of state occurs and the semidynamical system continues the movement 
after this change. The new flow constructed above governs the impulsive semidynamical system. 
This construction presents interesting phenomena such as oscillation, pulse, beating, dying, non-
continuation of process, etc. The theory of impulsive semidynamical system has been intensively 
investigated, see for instance [1–5,10–12,14,18,19].
An interesting problem in dynamical systems was formulated by Hale in [15]. He studied 
the theory of dissipative discrete dynamical systems and proved the existence of the maximal 
compact invariant set in a class of such systems. This problem is known in the literature as Jack 
Hale’s problem. In the case of dissipative continuous dynamical systems “without impulses”, the 
reader may consult results from this theory in [7,16,20,22]. Later, some results were extended 
to compact dissipative systems with impulses, that is, it was proved that a compact dissipative 
semidynamical system with impulses admits a maximal compact invariant set called the center 
of Levinson, see [3].
Our goal in this paper is to establish the existence of maximal compact invariant sets in 
pointwise dissipative systems with impulses. We present sufficient conditions for a pointwise 
dissipative impulsive semidynamical system in order to solve Jack Hale’s problem in this case.
In the next lines, we describe the organization of this paper.
Section 2 deals with the basis of the theory of semidynamical systems with impulses effects. 
We divide Section 2 into two parts. In Subsection 2.1, we discuss the continuity of a function 
which describes the times of meeting impulsive set. In Subsection 2.2, we give some additional 
useful definitions and results about dissipative systems.
Section 3 is divided in five subsections and it concerns the main results. In Subsection 3.1, 
we study the concept of asymptotic compactness for impulsive systems and its associated dis-
crete system. In Subsection 3.2, we consider discrete systems in the Saroop Kaul sense and we 
study the concept of asymptotic compactness for these systems. In Subsection 3.3, we introduce 
the concept of condensing maps on impulsive systems. We also define condensing impulsive 
semidynamical system and investigate its asymptotic compactness. Subsection 3.4 deals with the 
problem of Jack Hale on impulsive semidynamical systems, that is, we show sufficient conditions 
for a pointwise dissipative impulsive system to admit a maximal compact positively invariant set. 
Finally, in Subsection 3.5, we present an example where we show an impulsive system that is 
pointwise dissipative but does not admit a maximal compact invariant set.
2. Preliminaries
Let X be a metric space, R+ (Z+) be the set of non-negative real (integer) numbers and T (T+)
be one of the two sets R or Z (R+ or Z+). The triple (X, π, T+) is called a semidynamical system
if the mapping π : X × T → X is continuous with π(x, 0) = x and π(π(x, t), s) = π(x, t + s), 
for all x ∈ X and t, s ∈ T. When T+ = R+, (X, π, T+) is called a continuous semidynamical 
system and when T+ = Z+ the triple (X, π, T+) is called a discrete semidynamical system.
Along to this text, we shall denote the system (X, π, R+) simply by (X, π) and we will call 
it as a semidynamical system, i.e., dropping the word continuous. For every x ∈ X, we consider 
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the continuous function πx : T → X given by πx(t) = π(x, t) and we call it the motion of x. Let 
x ∈ X, the positive orbit of x is given by π+(x) = {π(x, t) : t ∈R+}. We define
π+(A) = ∪{π+(x) : x ∈ A},
where A ⊂ X and t ≥ 0.
For t ≥ 0 and x ∈ X, we write F(x, t) = {y ∈ X : π(y, t) = x} and, for  ⊂ [0, +∞) and 
D ⊂ X, we define
F(D,) = ∪{F(x, t) : x ∈ D and t ∈ }.
Then a point x ∈ X is called an initial point, if F(x, t) = ∅ for all t > 0.
Now we define semidynamical systems with impulse action. An impulsive semidynamical 
system (X, π; M, I ) consists of a semidynamical system (X, π), a nonempty closed subset M of 
X such that for every x ∈ M , there exists εx > 0 such that
F(x, (0, εx)) ∩ M = ∅ and π(x, (0, εx)) ∩ M = ∅,
and a continuous function I : M → X whose action we explain below in the description of the 
impulsive trajectory. The set M is called the impulsive set and the function I is called the impulse 
function. We also define
M+(x) =
(⋃
t>0
π(x, t)
)
∩ M.
The first result states that it is always possible to find a smallest number s > 0 such that the 
trajectory π(x, t) for 0 < t < s does not intercept the set M .
Lemma 2.1. Let (X, π; M, I ) be an impulsive semidynamical system. Suppose x ∈ X and 
M+(x) = ∅. Then there is a positive number s such that π(x, t) /∈ M for 0 < t < s < +∞
and π(x, s) ∈ M .
Proof. See [1] and [18]. 
By means of Lemma 2.1, it is possible to define a function φ : X → (0, +∞] in the following 
manner
φ(x) =
{
s, if π(x, s) ∈ M and π(x, t) /∈ M for 0 < t < s,
+∞, if M+(x) = ∅.
The number φ(x), x ∈ X, is the least positive time for which the trajectory of x meets M . Thus 
for each x ∈ X, we call π(x, φ(x)) the impulsive point of x.
The impulsive trajectory of x in (X, π; M, I ) is an X-valued function ˜πx defined on the subset 
[0, s) of R+ (s may be +∞). The description of such trajectory follows inductively as described 
in the following lines.
If M+(x) = ∅, then ˜πx(t) = π(x, t) for all t ∈R+, and φ(x) = +∞. However, if M+(x) = ∅, 
it follows from Lemma 2.1 that there is a smallest positive number s0 such that π(x, s0) = x1 ∈ M
and π(x, t) /∈ M for 0 < t < s0. Then we define π˜x on [0, s0] by
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π˜x(t) =
{
π(x, t), 0 ≤ t < s0
x+1 , t = s0,
where x+1 = I (x1) and φ(x) = s0. We denote x by x+0 .
Since s0 < +∞, the process now continues from x+1 onwards. If M+(x+1 ) = ∅, then we define 
π˜x(t) = π(x+1 , t−s0), for s0 ≤ t < +∞, and φ(x+1 ) = +∞. When M+(x+1 ) = ∅, it follows again 
from Lemma 2.1 that there is a smallest positive number s1 such that π(x+1 , s1) = x2 ∈ M and 
π(x+1 , t − s0) /∈ M , for s0 < t < s0 + s1. Then we define π˜x on [s0, s0 + s1] by
π˜x(t) =
{
π(x+1 , t − s0), s0 ≤ t < s0 + s1
x+2 , t = s0 + s1,
where x+2 = I (x2) and φ(x+1 ) = s1, and so on. Notice that π˜x is defined on each interval 
[tn, tn+1], where t0 = 0 and tn+1 =
n∑
i=0
si , n = 0, 1, 2, . . . . Hence π˜x is defined on [0, tn+1].
The process above ends after a finite number of steps, whenever M+(x+n ) = ∅ for some n. 
Or it continues infinitely, if M+(x+n ) = ∅, n = 1, 2, 3, . . . , and in this case π˜x is defined on the 
interval [0, T (x)), where T (x) =
∞∑
i=0
si .
Given x ∈ X, the impulsive positive orbit of x in (X, π; M, I ) is defined by the set
π˜+(x) = {π˜(x, t) : t ∈ [0, T (x))}.
Analogously to the non-impulsive case, an impulsive semidynamical system satisfies the 
following standard properties: π˜(x, 0) = x for all x ∈ X and π˜(π˜(x, t), s) = π˜ (x, t + s), for all 
t, s ∈ [0, T (x)) such that t + s ∈ [0, T (x)). See [2] for a proof of it. For details about the structure 
of these types of impulsive semidynamical systems, the reader may consult [1–5,10–12,14,18].
2.1. Continuity of function φ
In this moment, we discuss the continuity of function φ which describes the times of meeting 
the impulsive set M . The theory of this section is borrowed in [9] and [10].
Let (X, π) be a semidynamical system. Any closed set S ⊂ X containing x (x ∈ X) is called 
a section or a λ-section through x, with λ > 0, if there exists a closed set L ⊂ X such that
a) F(L, λ) = S;
b) F(L, [0, 2λ]) is a neighborhood of x;
c) F(L, μ) ∩ F(L, ν) = ∅, for 0 ≤ μ < ν ≤ 2λ.
The set F(L, [0, 2λ]) is called a tube or a λ-tube and the set L is called a bar.
Any tube F(L, [0, 2λ]) given by a section S through x ∈ X such that S ⊂ M ∩ F(L, [0, 2λ])
is called TC-tube on x. We say that a point x ∈ M fulfills the Tube Condition and we write (TC), 
if there exists a TC-tube F(L, [0, 2λ]) through x. In particular, if S = M ∩F(L, [0, 2λ]) we have 
an STC-tube on x and we say that a point x ∈ M fulfills the Strong Tube Condition (we write 
(STC)), if there exists an STC-tube F(L, [0, 2λ]) through x.
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The following theorem concerns the continuity of φ which is accomplished outside of M .
Theorem 2.2. (See [10, Theorem 3.8].) Consider an impulsive semidynamical system (X, π;
M, I ). Assume that no initial point in (X, π) belongs to impulsive set M and that each element 
of M satisfies the condition TC. Then φ is continuous at x if and only if x /∈ M .
2.2. Additional definitions
In the sequel, we consider a metric space X with metric ρ. By B(x, δ) we mean the open ball 
with center at x ∈ X and radius δ > 0. Let B(A, δ) = {x ∈ X : ρ(x, A) < δ} and B[A, δ] = {x ∈
X : ρ(x, A) ≤ δ}, where ρ(x, A) = inf{ρ(x, y) : y ∈ A} and A ⊂ X. We use the notation A to 
denote the closure of A in X. Let A and B be bounded subsets from X. We denote by dist(A, B)
the semi-deviation of A to B , that is,
dist(A,B) = sup{ρ(a,B) : a ∈ A}.
Let Comp(X) and B(X) be the collection of all compact subsets and bounded subsets from X, 
respectively.
Let (X, π; M, I ) be an impulsive semidynamical system. We shall assume the following con-
ditions through this paper:
(H1) No initial point in (X, π) belongs to the impulsive set M and each element of M satisfies 
the condition (STC), consequently φ is continuous on X \ M .
(H2) M ∩ I (M) = ∅.
(H3) For each x ∈ X, the motion π˜(x, t) is defined for every t ≥ 0, that is, [0, +∞) denotes the 
maximal interval of definition of π˜(x, t).
Given A ⊂ X, we define π˜+(A, [0, s]) = ∪{π˜(x, t) : x ∈ A, t ∈ [0, s]} for s > 0,
π˜+(A) =
⋃
x∈A
π˜+(x) and π˜+(A, t) =
⋃
x∈A
π˜+(x, t).
If π˜ (A, t) ⊂ A for every t ≥ 0, we say that A is positively π˜ -invariant.
Definition 2.3. Let (X, π; M, I ) be an impulsive semidynamical system and A ⊂X. The positive 
limit set of A is given by
L˜+(A) =
⋂
t≥0
⋃
τ≥t
π˜ (A, τ).
If A = {x}, we set L˜+(x) := L˜+({x}). It is clear that L˜+(A) is closed in X and L˜+(A) =
{y ∈ X : there are sequences {xn}n≥1 ⊂ A and {tn}n≥1 ⊂ R+ such that tn n→+∞−→ +∞ and
π˜ (xn, tn) 
n→+∞−→ y}. By Proposition 4.1 in [5], L˜+(A) \ M is positively π˜ -invariant.
Analogously to the continuous case, we have the next lemma for impulsive systems.
Lemma 2.4. (See [3, Lemma 3.5].) Let A ⊂ X. In the impulsive semidynamical system 
(X, π; M, I ) the following conditions are equivalent:
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i) for every sequences {xn}n≥1 ⊂ A and {tn}n≥1 ⊂ R+ such that tn n→+∞−→ +∞, the sequence 
{π˜(xn, tn)}n≥1 is relatively compact;
ii) L˜+(A) is nonempty, compact and lim
t→+∞ supx∈A
ρ(π˜(x, t), ˜L+(A)) = 0;
iii) there exists a nonempty compact subset K ⊂ X such that
lim
t→+∞ supx∈A
ρ(π˜(x, t),K) = 0.
Another interesting result on impulsive systems is presented below.
Lemma 2.5. (See [3, Lemma 3.6].) Let A ⊂ X be nonempty and relatively compact. The set 
π˜ (A, [0, ]) is relatively compact in X for each  > 0.
Now, we turn our attention to the concept of dissipativity on impulsive semidynamical sys-
tems. The study of dissipativity for continuous dynamical systems may be found in [7] and its 
study for the impulsive case is presented in [3].
Definition 2.6. Let M be a family of subsets of X. An impulsive semidynamical system 
(X, π; M, I ) is called M-dissipative if there exists a bounded set K ⊂ X \ M such that for 
every  > 0 and A ∈M there exists (, A) > 0 such that π˜(A, t) ⊂ B(K, ) for all t ≥ (, A). 
In this case, the set K is called an attractor for the family M.
In the sequel, we present some types of dissipativity for impulsive systems.
Definition 2.7. An impulsive system (X, π; M, I ) is called:
1. point b-dissipative if there exists a bounded subset K ⊂ X \ M such that for every x ∈ X
lim
t→+∞ρ(π˜(x, t),K) = 0; (2.1)
2. compact b-dissipative if the convergence in (2.1) takes place uniformly with respect to x on 
the compact subsets from X;
3. locally b-dissipative if for any point x ∈ X there exists δx > 0 such that the convergence in 
(2.1) takes place uniformly with respect to y ∈ B(x, δx);
4. bounded b-dissipative if the convergence in (2.1) takes place uniformly with respect to x on 
every bounded subset from X.
We note that a point (compact)(locally)(bounded) dissipative system is an M-dissipative sys-
tem with M = {{x} : x ∈ X} (M = Comp(X))(M = {B(x, δx) : x ∈ X, δx > 0})(M = B(X)).
Remark 2.8. In Definition 2.7, when K is compact, we say that the impulsive system 
(X, π; M, I ) is k-dissipative.
As presented in [3], we have the following implications: bounded dissipativity ⇒ local dissi-
pativity ⇒ compact dissipativity ⇒ point dissipativity.
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Let (X, π; M, I ) be compact k-dissipative and K be a nonempty compact set such that K ∩
M = ∅ and it is an attractor for all compact subsets of X. The set
J = L˜+(K)
is called the center of Levinson of the compact k-dissipative system (X, π; M, I ). Also, it is 
showed that
J = ∩{π˜(K, t) : t ≥ 0},
see Lemma 3.8 in [3].
The set J does not depend on the choice of set K which attracts all compact subsets of X and 
K ∩ M = ∅. Also, we have J ∩ M = ∅, for more details, see [3].
Theorem 2.9. (See [3, Theorem 3.1].) Let (X, π; M, I ) be compact k-dissipative and J be its 
center of Levinson. Then
i) J is a compact positively π˜-invariant set;
ii) J is orbitally π˜ -stable;
iii) J is the attractor of the family of all compacts of X;
iv) J is the maximal compact positively π˜-invariant set in (X, π; M, I ) such that J ⊂ π˜ (J, t)
for each t ≥ 0.
Definition 2.10. An impulsive semidynamical system (X, π; M, I ) is called local asymptotically 
π˜ -condensing, if for every point x ∈ X there are δx > 0 and a nonempty compact Kx ⊂ X such 
that Kx ∩ M = ∅ and
lim
t→+∞ dist(π˜(B(x, δx), t),Kx) = 0.
Next, we present some auxiliary results that will be used along this text. We consider the sets 
 = ∪{L˜+(x) : x ∈ X} and D˜+() =
⋂
>0
⋃
{π˜(B(, ), t) : t ≥ 0}.
Theorem 2.11. (See [3, Theorem 3.11].) Let (X, π; M, I ) be point k-dissipative. Then (X, π;
M, I ) is locally k-dissipative if and only if (X, π; M, I ) is locally asymptotically π˜ -condensing 
and D˜+() ∩ M = ∅.
In the next result we use the concept of π˜ -asymptotic compactness which is given in Defini-
tion 3.1 in the next section.
Theorem 2.12. (See [4, Theorem 3.9].) Let (X, π; M, I ) be b-dissipative with respect to a fam-
ilyM, where M is a family of subsets of X, and π˜ -asymptotically compact. Then (X, π; M, I )
is k-dissipative with respect to a family M.
Theorem 2.13. (See [3, Theorem 3.11].) Let (X, π; M, I ) be point k-dissipative. For the im-
pulsive semidynamical system (X, π; M, I ) to be compact k-dissipative, it is necessary and 
sufficient that D˜+() ∩ M = ∅ and π˜+(A) is relatively compact, for any compact A ⊂X.
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3. The main results
In this section we present the main results from this paper. We devote our study to the problem 
of Jack Hale. As was mentioned in [7], the problem of Jack Hale was formulated in [15] in the 
following way:
“Let a discrete dynamical system (X, P) be pointwise b-dissipative and the mapping P :
X → X be a μ-contraction. Is there a maximal compact invariant set in the system (X, P)?”
Cheban considers the problem of the Jack Hale in the following manner:
“Let (X, P) be a discrete dynamical system pointwise b-dissipative. What is the conditions 
which guarantee the existence of a maximal compact invariant set in (X, P)?”
In [7], Cheban established conditions for a pointwise b-dissipative dynamical system to admit 
a maximal compact invariant set.
Our intention is to present conditions for a pointwise b-dissipative systems with impulses to 
admit a maximal compact invariant set. In order to do that, we shall assume the conditions (H1),
(H2) and (H3) presented in Section 2.2.
3.1. Asymptotic compactness
We start by presenting the concept of ˜π -asymptotic compactness on impulsive semidynamical 
systems which was established in [4]. This theory on continuous systems may be found in [7].
Definition 3.1. An impulsive system (X, π; M, I ) is called π˜ -asymptotically compact, if for 
every bounded positively π˜ -invariant set B ⊂ X there exists a nonempty compact KB ⊂ X such 
that KB ∩ M = ∅ and
lim
t→+∞ dist(π˜(B, t),KB) = 0.
As a simple consequence of Definition 3.1 we have the following result.
Lemma 3.2. Let (X, π; M, I ) be π˜ -asymptotically compact. If B ⊂ X is a bounded positively 
π˜ -invariant set, then L˜+(B) is nonempty, compact, positively π˜-invariant, L˜+(B) ∩ M = ∅ and
lim
t→+∞ dist(π˜(B, t), L˜
+(B)) = 0. (3.1)
Next, we construct a discrete dynamical system associated to an impulsive semidynamical 
systems.
Definition 3.3. Let (X, π; M, I ) be an impulsive system and λ > 0. The system (X, Pλ; M, I ), 
where Pλ : X → X is given by Pλ(x) = π˜(x, λ), x ∈ X, is called the discrete system associated 
to (X, π; M, I ) at time λ.
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In Definition 3.3, we consider P 0λ = Id (Id is the identity function) and Pnλ = Pλ ◦ Pn−1λ for 
n = 1, 2, . . . . Note that, for all x ∈ X and for all n ∈ Z+, we have
Pnλ (x) = π˜(x, nλ).
We say that B ⊂ X is Pλ-invariant if Pλ(B) ⊂ B .
For discrete systems, we have the following definition.
Definition 3.4. A discrete system (X, Pλ; M, I ) is called Pλ-asymptotically compact, if for every 
bounded Pλ-invariant set B ⊂ X, there exists a nonempty compact KB ⊂ X such that KB ∩
M = ∅ and
lim
n→+∞ dist(P
n
λ (B),KB) = 0.
In the sequel we relate the concept of asymptotic compactness between an impulsive system 
and its associated discrete system.
Theorem 3.5. Let (X, π; M, I ) be an impulsive semidynamical system. Suppose that for some 
λ > 0 the discrete system (X, Pλ; M, I ) is Pλ-asymptotically compact. Then (X, π; M, I ) is 
π˜ -asymptotically compact.
Proof. Let B ⊂ X be a bounded positively π˜ -invariant set. Then Pλ(B) = π˜ (B, λ) ⊂ B and 
according to asymptotic compactness of the discrete system (X, Pλ; M, I ), there exists a compact 
set KB ⊂ X such that KB ∩ M = ∅ and
lim
n→+∞ dist(P
n
λ (B),KB) = limn→+∞ dist(π˜(B,nλ),KB) = 0. (3.2)
Consider arbitrary sequences {xn}n≥1 ⊂ B and {tn}n≥1 ⊂ R+ with tn n→+∞−→ +∞. Note that 
we can write tn = knλ + τn, where kn is a positive integer number and τn ∈ [0, λ). By (3.2) we 
may assume without loss of generality that {τn}n≥1 is convergent and that {π˜(xn, knλ)}n≥1 is 
convergent with limit in KB . In virtue of the equality
π˜(xn, tn) = π˜ (π˜(xn, knλ), τn),
it follows, by Lemma 2.5, that the sequence {π˜(xn, tn)}n≥1 is relatively compact and from 
Lemma 2.4 we conclude that L˜+(B) is nonempty, compact and
lim
t→+∞ dist(π˜(B, t), L˜
+(B)) = 0.
We claim that L˜+(B) ∩ M = ∅. Suppose to the contrary that there are z ∈ M , {bn}n≥1 ⊂ B , 
{rn}n≥1 ⊂R+ such that rn n→+∞−→ +∞ and
π˜(bn, rn)
n→+∞−→ z.
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We may write rn = unλ + sn, where un is a positive integer number and sn ∈ [0, λ), for n =
1, 2, . . . . By (3.2), we get
lim
n→+∞ dist(π˜(B,unλ),KB) = 0.
Since π˜(B, sn) ⊂ B , we have
π˜ (π˜(B, sn), unλ) ⊂ π˜(B,unλ),
for all n = 1, 2, . . . . Consequently,
lim
n→+∞ dist(π˜(bn,unλ + sn),KB) = 0.
Hence z ∈ KB . But KB ∩ M = ∅. This is a contradiction. Therefore, (X, π; M, I ) is π˜ -asymp-
totically compact. 
It is not true that the set π(B, [0, λ]) is always bounded when B ∈ B(X) and λ > 0, see 
Proposition 4.1 in [8]. It also occurs for impulsive systems. Thus, if we assume that π˜(B, [0, λ])
is bounded for all B ∈ B(X) and for some λ > 0 then we can show the reciprocal of Theorem 3.5.
Theorem 3.6. Let (X, π; M, I ) be π˜ -asymptotically compact. If π˜(B, [0, λ]) is bounded, for 
all B ∈ B(X) and some λ > 0, then its associated discrete system (X, Pλ; M, I ) is Pλ-asymp-
totically compact.
Proof. Let B ⊂ X be a bounded Pλ-invariant set. We claim that π˜+(B) is bounded. In fact, 
for each y ∈ π˜+(B), there are b ∈ B and s ∈ R+ such that y = π˜ (b, s). Let s = kλ + τ , where 
k ∈ Z+ and τ ∈ [0, λ). Then y = π˜(b, kλ + τ) = π˜ (P kλ (b), τ) ∈ π˜ (B, [0, λ]), that is, π˜+(B) ⊂
π˜ (B, [0, λ]) which implies that π˜+(B) is bounded. Thus A = π˜+(B) is bounded and positively 
π˜ -invariant. According to the asymptotic compactness of (X, π; M, I ), there exists a compact 
set KA ⊂ X such that KA ∩ M = ∅ and
lim
t→+∞ dist(π˜(A, t),KA) = 0.
Consequently,
lim
t→+∞ dist(π˜(B, t),KA) = 0.
Since Pnλ (B) = π˜(B, nλ), for all n ∈N, it follows that
lim
n→+∞ dist(P
n
λ (B),KA) = 0
and the result is proved. 
The following definition deals with the condition of Ladyzhenskaya for impulsive systems. 
See [4] and [7], for instance.
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Definition 3.7. An impulsive semidynamical system (X, π; M, I ) satisfies the condition of La-
dyzhenskaya, if for every bounded set B ⊂ X there exists a nonempty compact set KB ⊂ X such 
that KB ∩ M = ∅ and lim
t→+∞ dist(π˜(B, t), KB) = 0.
It is obvious that a system (X, π; M, I ) is ˜π -asymptotically compact provided that it satisfies 
the condition of Ladyzhenskaya.
Analogously to Definition 3.7, we present the condition of Ladyzhenskaya for discrete sys-
tems.
Definition 3.8. A discrete system (X, Pλ; M, I ) satisfies the condition of Ladyzhenskaya, if for 
every bounded set B ⊂ X there exists a nonempty compact set KB ⊂ X such that KB ∩ M = ∅
and lim
n→+∞ dist(P
n
λ (B), KB) = 0.
Theorem 3.9. If an impulsive system (X, π; M, I ) satisfies the condition of Ladyzhenskaya then 
for all λ > 0 its associated discrete system (X, Pλ; M, I ) also satisfies the condition of Ladyzhen-
skaya.
Proof. Let B ⊂ X be a bounded set. By Definition 3.7, there exists a compact set KB ⊂ X such 
that KB ∩ M = ∅ and
lim
t→+∞ dist(π˜(B, t),KB) = 0. (3.3)
Since Pnλ (B) = π˜(B, nλ), for all n ∈ Z+, we get
lim
n→+∞ dist(P
n
λ (B),KB) = 0
and we have the result. 
Corollary 3.10. If (X, π; M, I ) satisfies the condition of Ladyzhenskaya, then its associated 
discrete system (X, Pλ; M, I ) is Pλ-asymptotically compact for all λ > 0.
The reciprocal of Theorem 3.9 holds in the following way.
Theorem 3.11. Let (X, π; M, I ) be an impulsive system and (X, Pλ; M, I ) be its associated 
discrete system with λ > 0. If (X, Pλ; M, I ) satisfies the condition of Ladyzhenskaya and 
π˜ (B, [0, λ]) ∈ B(X) for all B ∈ B(X), then (X, π; M, I ) satisfies the condition of Ladyzhen-
skaya.
Proof. Let B ⊂ X be a bounded set. Then π˜(B, [0, λ]) ∈ B(X) and there exists a nonempty 
compact set KB ⊂ X such that KB ∩ M = ∅ and
lim
n→+∞ dist(P
n
λ (π˜(B, [0, λ])),KB) = 0.
First, we note that
Pnλ (π˜(B, [0, λ])) = π˜(π˜(B, [0, λ]), nλ) = π˜ (π˜(B,nλ), [0, λ]) = π˜(P nλ (B), [0, λ]).
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Second, we claim that lim
t→+∞dist(π˜(B, t), KB) = 0. Suppose that there are 0 > 0, sequences 
{bn}n≥1 ⊂ B and {tn}n≥1 ⊂R+ such that tn n→+∞−→ +∞ and
ρ(π˜(bn, tn),KB) ≥ 0,
for all n = 1, 2, . . . . There are rn ∈N and sn ∈ [0, λ) such that tn = λrn + sn, n = 1, 2, . . . . Thus
0 ≤ ρ(π˜(bn, tn),KB) = ρ(π˜(P rnλ (bn), sn),KB)
n→+∞−→ 0,
which is a contradiction. 
3.2. Discrete systems in the sense of Saroop K. Kaul
In [19], Kaul considers an impulsive semidynamical system (, ˜π), where  ⊂ X is an open 
set in a metric space X and the continuous impulse function I is defined on the boundary ∂
of  in X and takes values in . He defines a discrete semidynamical system associated to 
the impulsive semidynamical system (, ˜π) and he presents a study of stability and asymptotic 
stability in (, ˜π) by relating them to the corresponding discrete system. Following Kaul’s ideas 
we also may define a discrete system associated to a given impulsive system (X, π; M, I ) as 
follows below.
Let H = {x ∈ I (M) : φ(x+n ) < +∞ for all n = 0, 1, 2, . . .}. Now, we define the mapping 
g : H → H by
g(x) = π˜(x,φ(x)) = I (π(x,φ(x)) = I (x1) = x+1 ,
for every x ∈ H . Note that g is a continuous function on H ,
g0(x) = x
and
gk+1(x) = g(gk(x)) = x+k+1,
for each k = 0, 1, 2, . . . and x ∈ H . The pair (H, g) is called the discrete semidynamical system 
associated to the system (X, π; M, I ) in the sense of Kaul.
We say that B ⊂ H is invariant under g if g(B) ⊂ B .
Definition 3.12. A discrete system (H, g) is called asymptotically compact, if for every bounded 
invariant set B ⊂ H under g there exists a nonempty compact KB ⊂ H such that
lim
n→+∞ dist(g
n(B),KB) = 0.
In general, if (H, g) is asymptotically compact it does not mean that (X, π; M, I ) is asymp-
totically compact, see the next example.
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Example 3.13. Consider the impulsive semidynamical system (R2, π; M, I ), where (R2, π) is a 
continuous semidynamical system given by
π((x, y), t) = (x + t, y), (x, y) ∈R2 and t ≥ 0,
M = {(x, y) ∈R2 : x = 2} and I : M → X is given by I (x, y) = (1, y2 ), (x, y) ∈ M .
Note that A = {(x, 0) ∈R2 : 1 ≤ x < 2} is positively ˜π -invariant and bounded. But there is no 
compact set K , K ∩ M = ∅, which attracts A. Therefore, (R2, π; M, I ) is not π˜ -asymptotically 
compact.
Set H = {(x, y) ∈ R2 : x = 1}. Then φ((x, y)+k ) < +∞, for all (x, y) ∈ H and k = 0,
1, 2, . . . . Consequently, (H, g) is the discrete system associated to (R2, π; M, I ) which is clearly 
asymptotically compact.
However, under a special condition, we can show that (X, π; M, I ) is asymptotically compact 
provided (H, g) is asymptotically compact, see the next theorem. Moreover, we shall consider a 
collection of bounded sets in X given by B˜(X) = {B ∈ B(X) : φ(x) < +∞, for all x ∈ B}.
Theorem 3.14. Let (X, π; M, I ) be an impulsive system and (H, g) be its associated discrete 
system in the sense of Kaul. Suppose that:
i) (X, π) is asymptotically compact;
ii) (H, g) is asymptotically compact;
iii) for every bounded positively π˜-invariant set B ⊂ X, we have L˜+(B) ∩ M = ∅;
iv) φ(x) < λ < +∞ for all x ∈ I (M) and φ(B) = {φ(b) : b ∈ B} ∈ B(X) for all B ∈ B˜(X).
Then (X, π; M, I ) is π˜ -asymptotically compact.
Proof. Let B ⊂ X be a bounded positively π˜ -invariant set. Let B = B1 ∪ B2 where B1 = {x ∈
B : φ(x) = +∞} and B2 = {x ∈ B : φ(x) < +∞}.
It is clear that B1 is bounded and positively invariant (π(B1, t) ⊂ B1 for all t ≥ 0), then using 
item i) from hypothesis, there is K1 ⊂ B1 such that
lim
t→+∞ dist(π˜(B1, t),K1) = limt→+∞ dist(π(B1, t),K1) = 0.
By Lemma 2.4, the set L˜+(B1) = L+(B1) ⊂ X \ M is compact, nonempty and
lim
t→+∞ dist(π˜(B1, t), L˜
+(B1)) = 0. (3.4)
Now, we define B˜2 =
⋃
b∈B2
π˜(b, φ(b)). Then B˜2 ⊂ H is bounded and invariant under g. Con-
sequently, by condition ii), there is a compact set K2 ⊂ H such that
lim
n→+∞ dist(g
n(B˜2),K2) = 0. (3.5)
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Let {yn}n≥1 ⊂ B2 and {tn}n≥1 ⊂ R+ be arbitrary sequences such that tn n→+∞−→ +∞. Define 
wn = π˜ (yn, φ(yn)), n = 1, 2, . . . . For each n ∈N∗, there are zn ∈ Z+ and sn ∈ [0, φ((wn)+zn+1))
such that
tn =
zn∑
k=0
φ((wn)
+
k ) + sn.
Then
π˜(yn,φ(yn) + tn) = π˜
(
yn,φ(yn) +
zn∑
k=0
φ((wn)
+
k ) + sn
)
= π˜(gzn+1(wn), sn),
n = 1, 2, . . . . Note that zn n→+∞−→ +∞ since tn n→+∞−→ +∞ and we have condition iv). In virtue 
of (3.5), the sequence {gzn+1(wn)}n≥1 is relatively compact in H . As φ((wn)+k ) < λ for all k =
0, 1, 2, . . . , we may assume without loss of generality that {sn}n≥1 is convergent. Consequently, 
by Lemma 2.5, the sequence {π˜(wn, tn)}n≥1 is relatively compact. Thus, by Lemma 2.4, the set 
L˜+(B˜2) is nonempty, compact, L˜+(B˜2) ∩ M = ∅ and
lim
t→+∞ dist(π˜(B˜2, t), L˜
+(B˜2)) = 0,
that is, given  > 0 there is L > 0 such that
π˜ (B˜2, t) ⊂ B(L˜+(B˜2), ) for all t > L. (3.6)
We can note that B2 ∈ B˜(X) and by iv) there is η > 0 such that φ(x) ≤ η for all x ∈ B2. Now, 
taking t > L + η, it follows by using (3.6) that
π˜ (B2, t) =
⋃
b∈B2
π˜(b, t) =
⋃
b∈B2
π˜(π˜(b,φ(b)), t −φ(b)) ⊂
⋃
b∈B2
π˜(B˜2, t −φ(b))⊂B(L˜+(B˜2), ),
and consequently,
lim
t→+∞ dist(π˜(B2, t), L˜
+(B˜2)) = 0.
Define K = L˜+(B1) ∪ L˜+(B2). Then K is nonempty, compact, K ∩ M = ∅ and
lim
t→+∞ dist(π˜(B, t),K) = 0
which concludes the theorem. 
Following the ideas of the proof of Theorem 3.6 we establish conditions to show that (H, g)
is π˜ -asymptotically compact provided that (X, π; M, I ) is π˜ -asymptotically compact.
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Theorem 3.15. Suppose that (X, π; M, I ) is π˜ -asymptotically compact and (H, g) is its asso-
ciated discrete system, where H is a closed set. Assume that there are ξ1 > 0 and ξ2 > 0 such 
that
i) ξ1 ≤ φ(x) < ξ2, for all x ∈ H ;
ii) π˜(B, [0, ξ2]) is bounded, for all B ⊂ H such that B is a bounded invariant set under g.
Then (H, g) is asymptotically compact.
Proof. Let B ⊂ H be a bounded invariant set under g. For each y ∈ π˜+(B), there are b ∈ B and 
s ∈R+ such that y = π˜(b, s). Note that there is k ∈ Z+ such that y = π(b+k , τk) = π˜ (b+k , τ) with 
0 ≤ τ < φ(b+k ) < ξ2. Since B is invariant under g, we have b+k ∈ B . Then
y ∈ π˜ (B, [0, ξ2]).
Thus π˜+(B) ⊂ π˜(B, [0, ξ2]) which implies that it is bounded. By hypothesis, there is a compact 
set KB ⊂ X \ M such that
lim
t→+∞ dist(π˜(B, t),KB) = 0. (3.7)
We have KB ∩ H = ∅. In fact, if we suppose that it is false, then there is 0 > 0 such 
that ρ(H, KB) > 0. On the other hand, given b ∈ B , we have sn =
n∑
j=0
φ(b+j ) 
n→+∞−→ +∞, by 
condition i). Then lim
n→+∞ρ(g
n+1(b), KB) = lim
n→+∞ρ(π˜(b, sn), KB) = 0 and we obtain a con-
tradiction.
We claim that lim
n→+∞ dist(g
n(B), KB ∩ H) = 0. In fact, suppose to the contrary that there are 
0 > 0, sequences {bk}k≥1 ⊂ B and {nk}k≥1 ⊂N∗ such that nk k→+∞−→ +∞ and
ρ(gnk (bk),KB ∩ H) ≥ 0, for all k = 1,2, . . . . (3.8)
Define tk =
nk−1∑
j=0
φ((bk)
+
j ), k = 1, 2, . . . . By condition i), we have tk
k→+∞−→ +∞. Then using 
(3.7) we get
lim
k→+∞ρ(g
nk (bk),KB) = lim
k→+∞ρ(π˜(bk, tk),KB) = 0
which contradicts (3.8) since H is a closed set. Therefore, the result is proved. 
Definition 3.16. A discrete system (H, g) satisfies the condition of Ladyzhenskaya, if for every 
bounded set B ⊂ H there exists a nonempty compact set KB ⊂ H such that lim
n→+∞ dist(g
n(B),
KB) = 0.
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Theorem 3.17. Suppose that (X, π; M, I ) satisfies the condition of Ladyzhenskaya, H is a closed 
set and there is ξ > 0 such that φ(x) ≥ ξ , for all x ∈ H . Then (H, g) satisfies the condition of 
Ladyzhenskaya.
Proof. Let B ⊂ X be a bounded set. By Definition 3.7, there exists a compact set KB ⊂ X with 
KB ∩ M = ∅ such that
lim
t→+∞ dist(π˜(B, t),KB) = 0.
Again, we have KB ∩ H = ∅ as we showed in the proof of Theorem 3.15. Then we conclude 
that lim
n→+∞ dist(g
n(B), KB ∩ H) = 0 and the result follows. 
3.3. Condensing maps and asymptotic compactness
In this section, we study another class of asymptotically compact impulsive semidynamical 
systems which will be obtained from condensing maps.
Definition 3.18. A mapping μ : B(X) →R+ is a measure of non-compactness on X if it satisfies 
the following properties:
a) μ(A) = 0 if and only if A ∈ B(X) is relatively compact;
b) μ(A ∪ B) = max{μ(A), μ(B)}, for every A, B ∈ B(X).
For example, the measure of Kuratowski given by α(B) = inf{ > 0 : B admits a finite
-covering} for B ∈ B(X), is a measure of non-compactness on X.
Definition 3.19. A mapping P : X → X is called μ-condensing with respect to a measure of the 
non-compactness μ, if μ(P (A)) < μ(A) for all A ∈ B(X) such that μ(A) > 0.
A continuous mapping P : X → X on a finite-dimensional space X is μ-condensing and 
compact mapping too.
Next we give conditions for a discrete system to be Pλ-asymptotic compact.
Lemma 3.20. Let Pλ : X → X be a continuous μ-condensing mapping and λ > 0. Suppose that 
L˜+(B) ∩ M = ∅ for all B ∈ B(X). Then the discrete system (X, Pλ; M, I ) is Pλ-asymptotic 
compact.
Proof. Let B ⊂ X be a bounded Pλ-invariant set. Now consider the set
C = {{P kn(bn)}n≥1 : {bn}n≥1 ⊂ B, {kn}n≥1 ⊂N∗ and kn n→+∞−→ +∞}.
Set η := sup {λ(h) : h ∈ C}. By the proof of Lemma 1.23 in [7], we have η = 0, that is, 
{P kn(bn)}n≥1 is relatively compact for any sequences {bn}n≥1 ⊂ B and {kn}n≥1 ⊂ N∗ such that 
kn
n→+∞−→ +∞.
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Consider sequences {xn}n≥1 ⊂ B and {tn}n≥1 ⊂ R+ with tn n→+∞−→ +∞. We can write tn =
knλ + τn, where kn ∈ N and τn ∈ [0, λ), and we may assume without loss of generality that 
{τn}n≥1 and {π˜(xn, knλ)}n≥1 = {P knλ (xn)}n≥1 are convergent since η = 0. Now, since
π˜(xn, tn) = π˜ (π˜(xn, knλ), τn),
that is, {π˜(xn, tn)}n≥1 is relatively compact, it follows by Lemma 2.4 that L˜+(B) is nonempty, 
compact and
lim
t→+∞ dist(π˜(B, t), L˜
+(B)) = 0.
Since Pnλ (B) = π˜(B, nλ), for all n ∈ Z+, we get limn→+∞ dist(P
n
λ (B), ˜L
+(B)) = 0 and the result 
holds. 
Definition 3.21. An impulsive semidynamical system (X, π; M, I ) is called μ-condensing, if 
μ(π˜(B, t)) < μ(B) and π˜(B, t) ∈ B(X), for all t > 0 and B ∈ B(X) with μ(B) > 0.
In the sequel, we show that an impulsive system is ˜π -asymptotically compact provided that it 
is μ-condensing.
Proposition 3.22. Suppose that (X, π; M, I ) is μ-condensing and L˜+(B) ∩ M = ∅ for all B ∈
B(X). Then (X, π; M, I ) is π˜ -asymptotically compact.
Proof. Since (X, π; M, I ) is μ-condensing it follows that the mapping Pλ is μ-condensing, 
where (X, Pλ; M, I ) is its associated discrete system at time λ > 0. According to Lemma 3.20
the system (X, Pλ; M, I ) is Pλ-asymptotic compact. By Theorem 3.5, (X, π; M, I ) is ˜π -asymp-
totically compact. 
3.4. On the problem of Jack Hale
Let (X, π; M, I ) be point b-dissipative. Our aim is to find conditions which guarantee the 
existence of a maximal compact positively ˜π-invariant set in (X, π; M, I ). This result is already 
known for compact k-dissipative systems where the center of Levinson is the maximal compact 
positively π˜ -invariant set in (X, π; M, I ), see [3].
Definition 3.23. An impulsive system (X, π; M, I ) is called locally bounded, if for every x ∈ X
there are δx > 0 and x > 0 such that the set ∪{π˜(B(x, δx), t) : t ≥ x} is bounded.
Remark 3.24. From Definition 2.10 it follows that a locally bounded and ˜π -asymptotically com-
pact impulsive system is also a locally asymptotically π˜-condensing impulsive system.
Theorems 3.25 and 3.26 give us sufficient conditions for a pointwise b-dissipative system to 
be local k-dissipative.
Theorem 3.25. Let (X, π; M, I ) be a pointwise b-dissipative, locally bounded and π˜-asymp-
totically compact impulsive system and D˜+() ∩ M = ∅. Then (X, π; M, I ) is locally 
k-dissipative.
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Proof. Since (X, π; M, I ) is π˜ -asymptotically compact it follows by Theorem 2.12 that 
(X, π; M, I ) is pointwise k-dissipative. From Remark 3.24, the system (X, π; M, I ) is also 
locally asymptotically π˜ -condensing. According to Theorem 2.11, the system (X, π; M, I ) is 
locally k-dissipative. 
Theorem 3.26. Let (X, π; M, I ) be pointwise b-dissipative and π˜ -asymptotically compact. As-
sume that D˜+() ∩ M = ∅. If for every p ∈ , there exist δp > 0 and p > 0 such that 
π˜ (B(p, δp), [p, +∞)) ∈ B(X), then (X, π; M, I ) is locally k-dissipative.
Proof. It is enough to show that (X, π; M, I ) is locally bounded and then the proof follows 
by Theorem 3.25. By Theorem 2.12 the system (X, π; M, I ) is point k-dissipative, and conse-
quently, the set  is nonempty, compact and
lim
t→+∞ dist(π˜(x, t),) = 0, for all x ∈ X. (3.9)
Note that ∪{B(p, δp) : p ∈ , δp > 0} is an open cover of , thus we can obtain a finite sub-
covering {B(pi, δpi ) : pi ∈ , i = 1, 2, . . . , m} of . Choose 0 := max{pi : i = 1, 2, . . . , m}, 
where each pi > 0 is given by hypothesis.
By Lemma 1.9 in [7] there exists γ > 0 such that
B(,γ ) ⊂ ∪{B(pi, δpi ) : i = 1,2, . . . ,m}.
Let x ∈ X. Taking into account Eq. (3.9), there exists x > 0 such that π˜(x, t) ∈ B(, γ )
for all t ≥ x . Choose tx > x with tx =
k∑
i=0
φ(x+i ), for all k = 0, 1, 2, . . . , such that π˜(x, tx) ∈
B(, γ ). Since B(, γ ) is open, there is  > 0 such that B(π˜(x, tx), ) ⊂ B(, γ ). Then
π˜(B(π˜(x, tx), ), [0,+∞)) ⊂ π˜(B(,γ ), [0,+∞))
⊂
m⋃
i=1
π˜(B(pi, δi), [0,+∞)) ∈ B(X). (3.10)
Case 1: x ∈ X \ M .
By continuity of π , φ and I , there is δx > 0 such that π˜(B(x, δx), tx) ⊂ B(π˜(x, tx), ) ⊂
B(, γ ). Hence, by (3.10), we conclude that ∪{π˜(B(x, δx), t) : t ≥ tx + 0} is bounded.
Case 2: x ∈ M .
In this case, there exists an STC-tube F(L, [0, 2λ]) through x given by a section S, because 
M satisfies the condition STC. Since the tube is a neighborhood of x, there is η > 0 such that
B(x,η) ⊂ F(L, [0,2λ]).
We denote
H1 = F(L, (λ,2λ]) ∩ B(x,η) and H2 = F(L, [0, λ]) ∩ B(x,η).
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Take 0 < η1 < η such that π˜(B(x, η1) ∩ H2, tx) ⊂ B(π˜(x, tx), ) ⊂ B (,γ ). Hence, by 
(3.10), ∪{π˜ (B(x, η1) ∩ H2, t) : t ≥ tx + 0} ∈ B(X).
On the other hand, since I (x) ∈ X \ M , we may obtain tI (x) > 0 and νI (x) > 0 such that 
tI (x) =
k∑
i=0
φ(I (x)+i ), for all k = 0, 1, . . . , and π˜(B(I (x), νI (x)), tI (x)) ⊂ B(, γ ). Take η2 > 0, 
η2 < η, such that ˜π(B(x, η2) ∩H1, tI (x)) ⊂ B(, γ ). Then ∪{π˜(B(x, η2) ∩H1, t) : t ≥ 0 + tI (x)}
is bounded.
For δx = min{η1, η2} the set ∪{π˜(B(x, δx), t) : t ≥ tx + tI (x) + 0)} is bounded, again by 
(3.10). Therefore, (X, π; M, I ) is locally bounded and, by Theorem 3.25, (X, π; M, I ) is locally 
k-dissipative. 
Definition 3.27. An impulsive semidynamical system (X, π; M, I ) is called C-bounded, if 
π˜+(K) ∈ B(X) whenever K ∈ Comp(X).
Theorem 3.28. Let (X, π; M, I ) be a pointwise b-dissipative, C-bounded and π˜-asymptotically 
compact impulsive system. If D˜+() ∩ M = ∅ then (X, π; M, I ) is compact k-dissipative.
Proof. By Theorem 2.12, (X, π; M, I ) is pointwise k-dissipative. Since (X, π; M, I ) is 
C-bounded, the set π˜+(K) is positively π˜ -invariant and bounded for all K ∈ Comp(X). Conse-
quently, by the asymptotic compactness we have ˜π+(K) relatively compact. Using Theorem 2.13
and Theorem 2.9 we get the result. 
Conclusion: Theorem 3.25, Theorem 3.26 and Theorem 3.28 give us an answer to the problem 
of J. Hale for the case of impulsive systems, since they establish conditions for a pointwise 
b-dissipative to be compact k-dissipative and, by Theorem 2.9, we conclude that the Levinson 
center is the maximal compact positively π˜-invariant set in (X, π; M, I ).
3.5. The Bebutov semidynamical system with impulses
In this section, we include an example of a pointwise k-dissipative semidynamical system 
which is not local bounded and does not admit a maximal compact invariant set.
Let C(R, R) be the space of all continuous functions from R taking values in R endowed 
with the topology of uniform convergency on compacts in the following sense: fn
n→+∞−→ f in 
C(R, R) if and only if for all compact interval I ⊂R, fn n→+∞−→ f uniformly in I .
Define the mapping π : C(R, R) × R+ → C(R, R) by π(f, t) = ft with f ∈ C(R, R) and 
t ∈R+, where ft (s) = f (t + s) for all s ∈R.
Note that π satisfies the following properties:
a) π(f, 0) = f , for all f ∈ C(R, R);
b) π(π(f, t), s) = π(f, t + s), for all f ∈ C(R, R) and for all t, s ∈R+.
Moreover, the map π is continuous (see Lemma 1.1 in [7]) and consequently, (C(R, R), π) is a 
dynamical system on C(R, R). The dynamical system (C(R, R), π) is called Bebutov dynamical 
system.
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Consider the function
ψ(t) =
{
exp[((t − 1)2 − 1)−1 + 1], t ∈ (0,2)
0, t ∈ (−∞,0] ∪ [2,+∞).
Then ψ satisfies the following conditions:
1. ψ(0) = 0 and ψ(1) = 1;
2. supp(ψ) = [0, 2];
3. ψ ∈ C∞(R, R);
4. ψ is monotone increasing in [0, 1] and decreasing in [1, 2];
5. t ψ(t−1) → 0 as t → +∞.
Let X = {ψa,h : a > 0, h ∈R} ∪ {θ}, where ψa,h(t) = a ψ
(
t
a
+ h
)
and θ(t) = 0 for all 
t ∈R.
Remark 3.29. Due to Ascoli’s Theorem (Theorem 47.1, [21]) X is not compact since the set 
{aψ(h) : a > 0, h ∈R} is unbounded in R.
According to Example 1.9, in [7], we can state the following lemma.
Lemma 3.30. The set X is closed in C(R, R) and invariant with respect to (C(R, R), π).
Thus, (X, π) is a continuous dynamical system, where π(f, t) = ft for all f ∈ X and for all 
t ≥ 0. Now, define M = {ϕc1, . . . , ϕck } with 0 < c1 < . . . < ck , where
ϕcj (t) = cj ψ
(
t
cj
+ j
)
, t ∈R,
and let I : M → X be an impulse function given by I (ϕcj ) = ψ(cj+α,j+α), j = 1, 2, . . . , k, 
where α > 0 is such that I (M) ∩ M = ∅. Hence, we have the impulsive semidynamical sys-
tem (X, π; M, I ) associated to (X, π). Recall that φ : X → (0, +∞] is a function defined by
φ(f ) =
{
s, if π(f, s) ∈ M and π(f, t) /∈ M for 0 < t < s,
+∞, if M+(f ) = ∅,
where M+(f ) =
(⋃
t>0
π(f, t)
)
∩ M .
Proposition 3.31. Let (X, π; M, I ) be the Bebutov semidynamical system with impulses. For 
each ϕ ∈ X, there are f ∈ X and a constant L ≥ 0 such that
π˜(ϕ, t) = π(f, t − L), for all t ≥ L. (3.11)
Proof. Let ϕ ∈ X. If ϕ = θ , then (3.11) holds with f = θ and L = 0. Now, suppose that there 
are a > 0 and h ∈R such that ϕ = ψa,h. We have three cases:
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Case 1: a = cj for every j = 1, 2, . . . , k.
In this case, φ(ϕ) = +∞. In fact, if φ(ϕ) = t for some 0 < t < +∞, then there is j ∈
{1, 2, . . . , k} such that
π(ϕ, t) = ϕcj , (3.12)
that is,
aψ
( t + s
a
+ h
)
= cjψ
( s
cj
+ j
)
, for all s ∈R.
In particular, if cj > a, then by choosing s = (1 − j)cj , we obtain
ψ
( t + (1 − j)cj
a
+ h
)
= cj
a
ψ(1) = cj
a
> 1
and it is a contradiction. Now, if cj < a, we can choose s = (1 − h)a − t and we obtain the same 
contradiction. Thus, when a = cj , for every j = 1, 2, . . . , k, Eq. (3.11) holds with f = ϕ and 
L = 0.
Case 2: a = cj and h ≥ j for some j ∈ {1, 2, . . . , k}.
In this case, we claim that φ(ϕ) = +∞. In fact, if φ(ϕ) = t for some 0 < t < +∞, we have
π(ϕ, t) = ϕcj ,
that is,
ψ
( t + s
cj
+ h
)
= ψ
( s
cj
+ j
)
, for all s ∈R.
Taking s = (1 − j)cj , we have
ψ
( t
cj
+ 1 − j + h
)
= ψ(1) = 1.
From the definition of ψ , we have ψ(s) = 1 if only if s = 1. Then, we have
t
cj
+ 1 − j + h = 1
and consequently t = cj (j − h) ≤ 0, which is a contradiction. Therefore φ(ϕ) = +∞ and we 
have (3.11) satisfied for f = ϕ and L = 0.
Case 3: a = cj and h < j for some j ∈ {1, 2, . . . , k}.
Here, we have φ(ϕ) = (j − h)cj . Indeed,
π(ϕ, (j − h)cj ) = ϕcj
and using the same ideas as above we get π(ϕ, t) /∈M for all t < (j − h)cj .
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Thus, we define
π˜(ϕ, t) =
{
π(ϕ, t), 0 ≤ t < φ(ϕ)
ψ(cj+α,j+α), t = φ(ϕ),
where I (π(ϕ, φ(ϕ))) = I (ϕcj ) = ψ(cj+α,j+α). We denote ϕ1 = π(ϕ, φ(ϕ)) and ϕ+1 = I (ϕ1).
If cj + α /∈ {ci : i = 1, 2, . . . , k} or if cj + α = c for some  ∈ {1, 2, . . . , k} and j + α > , 
then by the previous ideas we get φ((ϕ)+1 ) = +∞. Consequently,
π˜(ϕ, t) =
{
π(ϕ, t), 0 ≤ t < φ(ϕ)
π(ψ(cj+α,j+α), t − φ(ϕ)), t ≥ φ(ϕ).
In this case, we choose f = ϕ+1 = ψ(cj+α,j+α) and L = φ(ϕ) and we obtain (3.11).
However, if cj + α = cj1 for some j1 ∈ {1, 2, . . . , k} and j + α < j1, then φ(ϕ+1 ) = cj1(j1 −
j − α) because π(ϕ+1 , t) = ϕj1 for 0 < t < (j1 − j − α)cj1 and
π(ϕ+1 , (j1 − j − α)cj1)(s) = cj1 ψ
(
s
cj1
+ j1
)
= ϕcj1 (s)
for all s ∈R. Thus, we define
π˜ (ϕ, t) =
⎧⎨
⎩
π(ϕ, t), 0 ≤ t < φ(ϕ)
π(ψ(cj+α,j+α), t − φ(ϕ)), φ(ϕ) ≤ t < φ(ϕ) + φ(ϕ+1 ),
ψ(cj1+α,j1+α), t = φ(ϕ) + φ((ϕ)+1 ).
Now, we set ϕ2 = π(ϕ+1 , φ(ϕ+1 )) and ϕ+2 = I (ϕ2).
Since M = {ϕc1, . . . , ϕck }, 0 < c1 < . . . < ck , there is 0 <  < k such that
π˜(ϕ, t) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
π(ϕ, t), 0 ≤ t < r0,
π(ψ(cj+α,j+α), t − r0), r0 ≤ t < r1,
π(ψ(cj1+α,j1+α), t − r1), r1 ≤ t < r2,
...
π(ψ(cj+α,j+α), t − r), t ≥ r,
where r0 = φ(ϕ) and rm = φ(ϕ) + φ((ϕ)+1 )) + . . . + φ(ϕ+m), m = 1, 2, . . . , . Thus f =
ψ(cj+α,j+α) and L = r, so we obtain (3.11). 
Proposition 3.32. Let (X, π; M, I ) be the Bebutov semidynamical system with impulses. Then 
L˜+(ϕ) = {θ} for all ϕ ∈ X. Furthermore, (X, π; M, I ) is point k-dissipative with attractor  :=⋃
ϕ∈X
L˜+(ϕ) = {θ}.
Proof. Let ϕ ∈ X, by Proposition 3.31 there are f ∈ X and L ≥ 0 such that
π˜(ϕ, t) = π(f, t − L), for all t ≥ L.
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Thus L˜+(ϕ) = L+(f ). According to Example 1.9 in [7], L+(g) = {θ} for all g ∈ X, then 
L˜+(ϕ) = {θ} for every ϕ ∈ X and we get the result. 
Proposition 3.33. Let (X, π; M, I ) be the Bebutov semidynamical system with impulses. Then 
(X, π; M, I ) is not compact dissipative.
Proof. Let A = {ψa,h : h ∈ R, a > 0 and a = cj for all j = 1, . . . , k}. By Remark 3.29 the set 
{aψ(h) : h ∈R, a > 0 and a = cj for all j = 1, . . . , k} is unbounded, consequently A is not com-
pact. Now we show that A ⊂ D˜+(). Let ϕ ∈ A and tn n→+∞−→ +∞. Consider the sequence 
{ϕn}n≥1 given by ϕn(s) = ϕ(s − tn), s ∈ R. Then {ϕn}n≥1 ⊂ A and ϕn n→+∞−→ θ in the uni-
form convergence topology. Note that ˜π(ϕn, tn) = π(ϕn, tn) because ϕn ∈ A for all n = 1, 2, . . . . 
Hence,
π˜(ϕn, tn)(s) = π(ϕn, tn)(s) = ϕ(tn + s − tn) = ϕ(s) for all s ∈R,
that is, π˜(ϕn, tn) = ϕ which implies that A ⊂ D˜+(). Therefore, D˜+() is not compact and 
according to Theorem 3.10 in [3] the system (X, π; M, I ) is not compact dissipative. 
Proposition 3.34. Let (X, π; M, I ) be the Bebutov semidynamical system with impulses. Then 
(X, π; M, I ) is not locally bounded.
Proof. Let δ > 0 be given arbitrary. As in the proof of Proposition 3.33, we have
{ψa,h : h ∈R, a > 0 and a = cj for all j = 1, . . . , k} ⊂ π˜+(B(θ, δ)).
By Remark 3.29, π˜+(B(θ, δ)) is not bounded. 
Proposition 3.35. Let (X, π; M, I ) be the Bebutov semidynamical system with impulses. Then 
(X, π; M, I ) does not admit a maximal compact positively π˜-invariant set.
Proof. Suppose to the contrary that there is a maximal compact positively π˜-invariant set I . 
Since X is not compact, we can choose ϕ ∈ X \ I . We claim that ˜π+(ϕ) is relatively compact. In 
fact, by Proposition 3.31, there are f ∈ X and L ≥ 0 such that
π˜+(π˜(ϕ, t)) ⊂ π+(f )
for all t ≥ L. According to Example 1.9 in [7], the set π+(f ) is relatively compact, then 
π˜+(π˜(ϕ, t)) is compact and positively π˜ -invariant. Note that the set I ′ = I ∪ π˜+(π˜(ϕ, t)) is 
compact, positively π˜ -invariant and I ⊂ I ′. This contradicts the maximality of I . 
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