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Abstract—In tensor completion, the latent nuclear norm is
commonly used to induce low-rank structure, while substantially
failing to capture the global information due to the utilization
of unbalanced unfolding scheme. To overcome this drawback,
a new latent nuclear norm equipped with a more balanced
unfolding scheme is defined for low-rank regularizer. Moreover,
the new latent nuclear norm together with the Frank-Wolfe (FW)
algorithm is developed as an efficient completion method by
utilizing the sparsity structure of observed tensor. Specifically,
both FW linear subproblem and line search only need to access
the observed entries, by which we can instead maintain the
sparse tensors and a set of small basis matrices during iteration.
Most operations are based on sparse tensors, and the closed-form
solution of FW linear subproblem can be obtained from rank-one
SVD. We theoretically analyze the space-complexity and time-
complexity of the proposed method, and show that it is much
more efficient over other norm-based completion methods for
higher-order tensors. Extensive experimental results of visual-
data inpainting demonstrate that the proposed method is able
to achieve state-of-the-art performance at smaller costs of time
and space, which is very meaningful for the memory-limited
equipment in practical applications.
Index Terms—Tensor completion, tensor ring decomposition,
tensor ring rank, latent nuclear norm, image/video inpainting.
I. INTRODUCTION
In the past decades, tensor completion has aroused increas-
ing attention due to its wide applications in a variety of fields,
such as computer vision [1]–[8], multi-relational link predic-
tion [9]–[11], and recommendation system [12]–[15]. The goal
of tensor completion is to recover an incomplete tensor from
partially observed entries, and the most existing methods try
to achieve it via the low-rank structure assumption. To our
best knowledge, these tensor completion methods can mainly
be categorized into tensor decomposition based method and
rank-minimization based method.
Tensor decomposition based method aims to decompose
the incompleted tensor into a sequence of low-rank factors
and then predict the missing entries via the latent factors.
For example, the CANDECOMP/PARAFAC (CP) decompo-
sition based methods [16]–[21] recover the target tensor by a
summation of component rank-one tensors, and the Tucker
decomposition based methods [22]–[25] via a core tensor
multiplied by a low-rank matrix along each mode. In recent
years, the Tensor-Train and Tensor-Ring decompositions are
commonly used to express the higher-order incomplete tensor
by a multilinear product over a sequence of low-order latent
cores [26]–[29]. Unfortunately, the tensor decomposition based
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method is non-convex, may suffer from the problem of local
solutions. In addition, most of the tensor decomposition based
methods require predefined rank, and their performance is
rather sensitive to the rank selection. For the Tucker, Tensor-
Train, and Tensor-Ring decompositions, the rank is defined as
a vector; it, therefore, requires a computational expensive cost
to find the optimal rank due to the immense selections.
Rank-minimization based method is another type of ap-
proach to exploit the low-rank structure of incompleted tensor.
Since the tensor rank minimization rank(·) is an NP-hard prob-
lem, a number of norms are defined as the convex surrogates of
tensor rank, and the most commonly used ones are overlapped
nuclear norm [30]–[32] and latent nuclear norm [33], [34].
In [30], the overlapped nuclear norm via Tucker rank was
first proposed by assuming all modes are low-rank, while it
performs poorly when the target tensor is only low-rank in
a certain mode. In contrast to the overlapped nuclear norm,
the latent nuclear norm [33] generalizes better, especially for
the tensor with only several modes low-rank. However, these
two norm regularizers are based on the unbalanced mode-k
unfolding scheme, and therefore the unfolding matrices are
usually unbalanced. For a significantly-unbalanced matrix of
size m × n, the matrix rank substantially fails to capture
the global information of the target tensor due to the small
upper bound min{m,n}. Considering the powerful capacity
of Tensor Train decomposition for representing higher-order
tensors, the overlapped and latent nuclear norms via Tensor
Train are proposed in [31] and [34], respectively. These two
norms are still based on the unbalanced unfolding scheme, i.e.,
k-mode unfolding scheme (the first k modes versus the rest).
Though the Tensor Ring nuclear norm [32] applied a more
balance scheme to unfold the target tensor, a set of weighting-
parameters are needed to carefully tune, which spent an
expensive cost. Finally, the above-mentioned norm regularizers
are commonly minimized by the alternating direction method
of multipliers (ADMM) and block coordinate descent (BCD)
algorithms, where the computational expensive partial-SVD
operation on a large dense matrix is usually required.
To address the above-mentioned drawbacks, this paper de-
fines a new latent nuclear norm by using a more balanced
unfolding scheme, which is shown more powerful over the
other norm regularizers in exploiting the low-rank global
information of the target tensor. It should be noted that,
though we applied the same balanced unfolding scheme as
the overlapped TR nuclear norm in the new norm, it needn’t
additional weighting-parameters for the unfolding matrices.
Moreover, instead of simply utilizing the expensive ADMM
or BCD algorithms, the Frank-Wolfe (FW) algorithm is devel-
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2oped to minimize the proposed latent nuclear norm for tensor
completion. Under the FW framework, we show that linear
subproblem has a closed-form solution which can be obtained
from the rank-one SVD, and most steps of the algorithm only
need to access the observed entries. By utilizing sparsity of
the observed tensor, we can only maintain the sparse tensor
and small basis matrices instead of full-size tensors, thus
require much smaller space in each iteration. Due to the
proposed method operates on the sparse tensors and only need
to perform rank-one SVD during iteration, it requires much
smaller time-complexity over other tensor norms, which is
discussed later. Furthermore, extensive experimental results
of visual-data inpainting confirm that the proposed method
is able to achieve state-of-the-art performance at smaller costs
of time and space, which is very meaningful for the memory-
limited equipment in practical applications. To sum up, the
contributions of this paper are listed below:
• By using a more balanced unfolding scheme, a new latent
nuclear norm is proposed, which is shown more powerful
over other norm regularizers to exploit global information
of the target tensor.
• An efficient method, i.e. the new latent nuclear norm
together with the Frank-Wolfe algorithm, is developed for
tensor completion, which requires much smaller complex-
ity over other tensor norms in terms of space and time.
• The proposed method requires neither predefined rank
nor additional weighting-parameters for the unfolding
matrices and is empirically shown to achieve outstanding
performance at smaller costs of time and space. This is
very meaningful for the memory-limited equipment in
practical applications.
The rest of this paper is organized as follows. The related
works are described in Section II. Notations and preliminaries
required in this paper are introduced in Section III. In Section
IV, we define a new latent nuclear norm and develop an
efficient Frank-Wolfe based algorithm. Moreover, the com-
plexities of time and space are also theoretically analyzed. In
Section V, performance of the proposed method is investigated
in synthetic data and real-world visual data. Finally, the work
of this paper is concluded in section VI.
II. RELATED WORKS
Our work is somewhat related to latent-norm based com-
pletion methods [33], [34] and Tensor-Ring based completion
methods [28], [32], [35]. In [33], Tomioka et al. proposed the
latent nuclear norm by mode-k unfolding scheme (one mode
versus the rest), and shown that it generalizes better than the
overlapped nuclear norm [30] when only several modes are
low-rank. Since the mode-k unfolding scheme is significantly-
unbalanced, the unfolding matrix is usually unbalanced and the
rank is often too small to describe the global information of
target tensor. Recently, Wang et al. [34] defined a new latent
nuclear norm via Tensor Train, however it may still base on
the significantly-unbalanced matrix due to the unbalanced k-
mode unfolding scheme. In recent years, Wang et al. [28] first
applied Tensor Ring decomposition by alternating least square
(TR-ALS) to incomplete data. Yuan et al. [35] proposed a
method, named Tensor Ring low-rank factors (TRLRF), by
combining nuclear norm regularization and TR decomposition.
However, these two TR-decomposition based methods require
a large computational complexity per iteration and thus may
run out of the memory when encountering the large-scale
data. Moreover, the TR-rank is defined as a vector and it is
therefore very challenging to manually find the optimal rank
due to the immense selections. In [32], Yu et al. defined an
overlapped Tensor Ring nuclear norm by a more balanced
unfolding scheme and showed that it substantially improves
the recovery performance in visual-data inpainting. Unfortu-
nately, its computational complexity is still large and a set of
weighting-parameters require computational expensive tuning.
In contrast, the proposed latent nuclear norm is defined via
a more balanced unfolding scheme and requires neither pre-
defined rank nor additional weighting-parameters. Moreover,
the new latent nuclear norm together with the FW algorithm
is developed as an efficient method, which is shown more
powerful to exploit global information at smaller costs of time
and space.
III. NOTATIONS AND PRELIMINARIES
A. Notations
This paper denotes scalars, vectors, and matrices by stan-
dard lowercase letters (e.g. x, y, z), boldface lowercase let-
ters (e.g. x,y, z), and bold capital letters (e.g. X,Y,Z),
respectively. A tensor of order N > 3 is denoted by Cal-
ligraphic letter, e.g. X ∈ RI1×···×IN . X (i1, i2, · · · , iN ) or
xi1,i2,··· ,iN represents an element of the index (i1, i2, · · · , iN ).
X (:, i2, · · · , iN ) denotes a fiber along mode 1 and X (:, :
, i3, · · · , iN ) a slice along mode 1 and mode 2, and so on.
The inner product of X and Y of the same size is defined by
< X ,Y >= ∑I1,··· ,INi1,··· ,iN xi1,i2,··· ,iN yi1,i2,··· ,iN , and the Frobe-
nius norm of X can be calculated by ‖X‖F =
√
< X ,Y >.
B. Preliminaries
In this section, we briefly describe the Tensor Ring decom-
position, Tensor Circular Unfolding, and their relation.
Tensor Ring decomposition [36], [37] is recently proposed
to represent a higher-order tensor by a sequence of 3rd-
order latent core tensors, i.e. TR-cores. Specifically, given an
N th-order tensor X ∈ RI1×I2×···×IN , the TR-cores can be
denoted by Gk ∈ RRk−1×Ik×Rk and the TR-rank by the vector
[R1, R2, · · · , RN ]>, where k = 1, · · · , N , R0 = RN . Tensor
Ring decomposition of X can be formally expressed by
X (i1, i2, · · · , iN ) = Tr(
N∏
k=1
Gk(:, ik, :)) (1)
where Tr(·) is the matrix trace operation. More details of
Tensor Ring decomposition can be seen in [36], [37].
To efficiently exploit the global information of high-order
tensors, Yu et al. [32], [38] defined a balance unfolding scheme
named Tensor Circular Unfolding (TCU) in Definition 1 and
described its relation with TR decomposition in Theorem 1.
Definition 1. (Tensor Circular Unfolding [32], [38]) Suppose
an N th-order tensor X ∈ RI1×···×IN , the tensor circular
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Fig. 1: Illustration of Tensor Ring representation of an 5th-
order tensor X ∈ RI1×I2×I3×I4×I5 and its Tensor Circular
Unfoldings. Each node of {Gk ∈ Rrk−1×Ik×rk}5k=1 denotes
a tensor whose order decided by its number of edges. The
edge connecting two nodes denotes a contraction between two
tensors along a specific mode. The Tensor Circular Unfoldings
{X<k,2>}5k=1 are easily obtained by unfolding X along modes
{k − 1, k} specified by a red arc.
unfolding matrix denoted by X<k,d> ∈ RIaIa+1...Ik×Ik+1...Ia−1
can be represented by
X<k,d>(iaia+1 . . . ik, ik+1 . . . ia−1) = X (i1, i2, . . . , iN ) (2)
where d < N is a positive integer and
a =
{
k − d+ 1, d ≤ k;
k − d+ 1 +N otherwise. (3)
The d continuous modes {a, a+1, · · · , k} enumerate the rows
of X<k,d>, and the rest modes its columns. To easily under-
stand the Tensor Circular Unfolding scheme, Fig. 1 illustrates
the circularly-unfolding matrices {X<k,2>}5k=1 obtained by
unfolding X along modes {k − 1, k} specified by a red arc.
Theorem 1. Suppose X ∈ RI1×...IN can be formulated by
equation (1), then
rank (X<k,d>) ≤ RkRa−1, (4)
This theorem theoretically reveals the relation of Tensor Circu-
lar Unfolding scheme and Tensor Ring decomposition, which
implies that the low-rank global information can be exploited
by Tensor Circular Unfolding scheme.
IV. LATENT TENSOR-RING NUCLEAR NORM AND
FRANK-WOLFE BASED ALOGRITHM
A. Latent Tensor-Ring Nuclear Norm
As well-known, in tensor completion, most common def-
initions of the nuclear norm are overlapped nuclear norm
and latent nuclear norm via Tucker/TT rank [30], [31], [33],
[34]. These nuclear norms are based on mode-k unfolding
scheme (one mode versus the rest) or k-modes unfolding
scheme (the first k modes versus the rest), and thus may con-
struct significantly-unbalanced unfoldings. For a significantly-
unbalanced matrix of size m × n, enough large rank is
usually required to describe the global information, while it
fails due to the small upper bound min{m,n}. Though TR
nuclear norm [32] applied a more balanced unfolding scheme,
i.e. Tensor Circular Unfolding (TCU), to exploit the global
information and achieve a rather-well performance, its com-
putational expensive selection of weighting-parameters seems
inappropriate in practical applications. Moreover, we found
that the performance of TR nuclear norm largely depends on
the selection of its weighting-parameters. To solve the issues
that the above mentioned nuclear norms have, a new nuclear
norm named latent TR nuclear norm is defined as follow by
using TCU scheme.
Definition 2. (Latent Tensor-Ring Nuclear Norm) Suppose
an N th-order tensor X ∈ RI1×···×IN , the latent Tensor-Ring
nuclear norm is
‖X‖ltrnn = min∑N
k=1 Xk=X
N∑
k=1
‖(Xk)<k,d>‖∗ (5)
Note that, latent TR nuclear norm is defined as the infimum
over N tensors {Xk}Nk=1 which are respectively low-rank in
the specific unfolding (Xk)<k,d>.
Therefore, a new tensor completion model via latent Tensor-
Ring nuclear norm is formulated as
min
X
‖X‖ltrnn
s.t. X =
N∑
k=1
Xk,XΩ = TΩ (6)
where T ∈ RI1×I2×···×IN and X I1×I2×···×IN are true tensor
and reconstructed tensor, respectively. Ω denotes the index
set of the observed entries, so TΩ represents the observed
entries from the true tensor. (Xk)<k,d> is the circularly-
unfolded matrix with size mk×nk where mk = IaIa+1 · · · Ik,
nk = Ik+1Ik+2 · · · Ia−1. Since the balanced unfolding scheme
does help to catch the global information, d is default set as⌊
N
2
⌋
.
B. Frank-Wolfe Based Algorithm
Though the alternating direction method of multipliers
(ADMM) and block coordinate descent (BCD) are usually
used to solve the nuclear norm based completion model, they
have to operate on the full-size tensors and perform partial-
SVD during iterations [7], [30]–[32], [35], [39], [40]. This
substantially requires large costs in time and space when
encountering large-scale data. Similar to [11], this section
instead develops the Frank-Wolfe [41], [42] based algorithm
to solve the problem (5) by utilization of sparsity structure
and rank-one SVD operation in each iteration, which will be
shown much more efficient in time and space later. Under the
Frank-Wolfe framework, we first transform (6) into
min
X
F (X ) ≡ 1
2
‖PΩ(X )− PΩ(T )‖2F
s.t. ‖X‖ltrnn ≤ β (7)
where PΩ(X ) is a tensor with [PΩ(X )]i1,...,iN = Xi1,...,iN
if (i1, . . . , iN ) ∈ Ω, and 0 otherwise. β > 0 is a constraint
parameter. Then we solve the problem (7) via the following
three steps:
41) Linear subproblem S(t+1) := arg minS∈D <
S,∇F (X (t)) >.
2) Line search γt+1 := arg minγ∈[0,1] F (X (t) + γ(S(t+1) −
X (t))).
3) Update X (t+1) := (1− γt+1)X (t) + γS(t+1).
where ∇F (X (t)) is the gradient of F (X (t)) w.r.t. X (t).
D := {S ∈ T|‖S‖ltrnn ≤ β} is compact and convex.
Linear subproblem of S(t+1). For the linear subproblem,
S(t+1) := arg minS∈D < S,∇F (X (t)) >, Proposition 1
shows that the closed-form solution can be obtained efficiently
from rank-one SVD.
Proposition 1. The closed-form solution of the linear problem
S(t+1) := arg minS∈D < S,∇F (X (t)) > can be given by
S(t+1) = foldk∗(βuk∗v>k∗) (8)
where k∗ = arg maxk∈D σmax(−∇F (X )<k,d>), (uk∗ ,vk∗)
denote a pair of left and right singular vectors corresponding
to the largest singular value σmax(−∇F (X )<k∗,d>).
Proof. Let ‖S‖ltrnn be the latent TR norm of S , then its dual
norm can be defined as
‖∇F (X )‖∗ltrnn = max‖S‖ltrnn=1 | < S,∇F (X
(t)) > |
= max
‖S‖ltrnn 6=0
| < S,∇F (X (t)) > |
‖S‖ltrnn . (9)
From this definition and constraint ‖S‖ltrnn ≤ β, it is easy to
get that
< S,∇F (X (t)) > ≥ −‖S‖ltrnn‖∇F (X )‖∗ltrnn
≥ −β‖∇F (X )‖∗ltrnn. (10)
Note that, according to [33], the dual norm ‖∇F (X )‖∗ltrnn
can be given by
‖∇F (X )‖∗ltrnn = max
d
‖ − ∇F (X )<k,d>‖∞
= σmax(−∇F (X )<k∗,d>) (11)
where ‖−∇F (X )<k,d>‖2 denotes the spectral norm, i.e., the
greatest singular value of −∇F (X )<k,d>. Hence,
< S<k∗,d>,∇F (X (t))<k∗,d> >
=< S,∇F (X (t)) >≥ −βσmax(−∇F (X )<k∗,d>) (12)
It is not difficult to find that the minimum of <
S,∇F (X (t)) > is obtained when
S<k∗,d> = βuk∗v>k∗ (13)
Therefore, we can get S(t+1) = foldk∗(βuk∗v>k∗).
Seen from the problem (7), it is easy to check that
∇F (X (t)) = PΩ(X )−PΩ(T ), and its rank-one SVD can be
computed efficiently by the power method in [43].
Line search of γ(t+1). With F in problem (7), the step-size
γt+1 can be given by solving the following problem:
γt+1 := arg min
γ∈[0,1]
‖PΩ(X (t) + γ(S(t+1) −X (t))− T )‖2F
(14)
Note that the problem (14) is essentially a quadratic equation
of γ, i.e.,
γt+1 := arg min
γ∈[0,1]
(aˆγ2 + bˆγ + cˆ) (15)
where aˆ = ‖PΩ(S(t+1) − X (t))‖2F , bˆ = 2 < PΩ(X (t) −
T ),PΩ(S(t+1) − X (t)) >, cˆ = ‖PΩ(X (t) − T )‖2F . Hence,
it is easy to get a simple closed-form solution:
γ(t+1) =

0 − bˆ2aˆ ∈ (−∞, 0);
− bˆ2aˆ − bˆ2aˆ ∈ [0, 1];
1 − bˆ2aˆ ∈ (1,+∞)
(16)
Update X (t+1). Note that the update of γ(t+1) only needs
to access the entries indexed by Ω, i.e., S(t+1)Ω ,X (t)Ω . Hence,
instead of calculating and storing the full tensors during iter-
ations, we can follow an efficiently update scheme proposed
in [11]. This efficiently update scheme consists of two steps.
The step 1 is to only store the sparse tensors S(t+1)Ω ,X (t+1)Ω
and the basis matrices {Uk ∈ Rmk×Rk ,Σk ∈ RRk×Rk ,Vk ∈
Rnk×Rk}Nk=1 satisfied that X (t+1) =
∑N
k=1 foldk(UkΣkV
>
k ).
Specifically,
S(t+1)Ω =
(
foldk(βuk∗v>k∗)
)
Ω
(17)
X (t+1)Ω = (1− γ(t+1))X (t)Ω + γ(t+1)S(t+1)Ω (18)
Σk = (1− γ(t+1))Σk, k 6= k∗,
Σk∗ =
[
(1− γ(t+1))Σk∗ 0
0 γt+1β
]
,
Uk∗ = [ Uk∗ uk∗ ],
Vk∗ = [ Vk∗ vk∗ ],
(19)
where {Uk,Σk,Vk}Nk=1 are initialized to empty matrices. It
is not difficult to check that the above formulas satisfy the
update of X (t+1) := (1− γ(t+1))X (t) + γ(t+1)S(t+1). Step 2
is using a trick shown in Algorithm 1 to reduce the size of the
basis matrices without considerably increasing the objective
function value F (X ) when∑k=1N Rk > R¯, where R¯ is a given
threshold. This trick avoids the problem that the basis matrices
gradually increase in size and then cause memory-explosion.
We summarize the complete procedure in Algorithm 2.
Since the algorithm only accesses the observed entries of S,X
and require rank-one SVD operation, it is efficient in terms of
both space and time.
C. Analysis of Space-Complexity and Time-Complexity
It is well-known that the complexities of space and time are
very important to evaluate one algorithm. In this section, for
an N th-order tensor X with size I × I × · · · × I , we aim to
analyze the proposed method in terms of space complexity
and time complexity. Seen from the Algorithm 2, all the
operations are based on the sparse tensors of ‖Ω‖1 observed
entries and a set of basis matrices {Uk ∈ RId×Rk ,Σk ∈
RRk×Rk ,Vk ∈ RIN−d×Rk}Nk=1. Thus, the space complexity
of the proposed method is O((Id + IN−d + 1)R + ‖Ω‖1)
per iteration, where R =
∑N
k=1Rk, d =
⌊
N
2
⌋
. For the time-
complexity of the proposed method, the main per-iteration cost
5Algorithm 1 Reducing the size of basis matrices.
Input: {Uk,Σk,Vk}Nk=1;
1: Initialize: zero filled X with XΩ = TΩ, random initialized
Xk, Mk = 0, Yk = 0, Y = 0.
2: for k = 1 to N do
3: [QU,RU] = QR(Uk), [QV,RV] = QR(Vk);
4: J0 = RUΣkR
>
V, Bk = PΩ(
∑
l 6=k foldl(UlΣlVl));
5: J = arg minJ:‖J‖∗≤‖J0‖∗ ‖PΩ(foldk(QUJQ>V ) +
Bk)‖2F ;
6: UJΣJV
>
J = SVD(J);
7: Uk = QUUJ,Vk = QVVJ,Σk = ΣJ;
8: Rk = number of nonzero elements in ΣJ
9: end for
Output: {Uk,Σk,Vk}Nk=1, Rk.
Algorithm 2 FW-based algorithm for latent Tensor-Ring
nuclear norm minimization.
Input: Partically observed entries TΩ,
Parameters: R¯, tol = 10−5 .
1: Initialize: X (0) = 0, R1 = R2 = · · · = Rk = 0,
{Uk,Σk,Vk}Nk=1 = [].
2: for t = 1 to tmax do
3: k∗ = arg maxk∈D σmax(−∇F (X )<k,d>)
4: (uk∗ ,vk∗) = a pair of left and right singular vec-
tors corresponding to the largest singular value of
−∇F (X )<k,d>;
5: Update S(t+1)Ω by Equation (17);
6: Update γ(t+1) by Equation (16);
7: Update X (t+1)Ω by Equation (18);
8: Update {Uk,Σk,Vk}Nk=1 by Equation (19)
9: Rk∗ = Rk∗ + 1;
10: if
∑k=1
N Rk > R¯ then
11: Reducing the size of {Uk,Σk,Vk}Nk=1 by Algo-
rithm 1;
12: X (t+1)Ω =
(∑N
k=1 foldk(UkΣkV
>
k )
)
Ω
;
13: end if
14: if ‖X (t+1)Ω −X (t)Ω ‖F /‖X (t)Ω ‖F ≤ tol then
15: break
16: end if
17: end for
18: Return X = ∑Nk=1 foldk(UkΣkV>k )
lies in the update of S(t+1)Ω which consist of the rank-one
SVDs of −∇F (X )<k,d> ∈ RId×IN−d for k = 1, · · · , N
and the computation of Equation (17). The rank-one SVDs
performed by the power method require a cost of O(N(IN +
Id + IN−d)), and the time-cost of Equation (17) is O(‖Ω‖1).
Therefore, the overall time-complexity of the proposed method
is O(N(IN + Id + IN−d)) per iteration.
TABLE I summarizes the space-complexity and time-
complexity of other tensor-norm based algorithms: (i) Over-
lapped nuclear norm HaLTRC [30]; (ii) Overlapped nuclear
norm via tensor-train SiLRTC-TT [31]; (iii) Tensor nuclear
norm TNN [44]; (iv) Overlapped Tensor-ring nuclear norm
TRNNM [32]; (v) Scaled latent nuclear norm FFWTensor [11].
Since HaLTRC and TRNNM impose N auxiliary variables
and N Lagrangian multipliers to simplify the optimization,
they both require a space-complexity of O((2N + 1)IN ) per
iteration. TNN requires two additional variables, and SiLRTC-
TT has N auxiliary variables. Thus their per-iteration space-
complexities are O(3IN ) and O((N + 1)IN ), respectively.
Similar to the proposed algorithm, FFWTensor only needs to
store the sparse tensors and a set of basis matrices at a cost
of O((IN−1 + I + 1)R + ‖Ω‖1) per iteration. And the per-
iteration time-complexity of these algorithms can be obtained
according to the corresponding papers.
Seen from TABLE I, it is not difficult to observe that
LTRNNM requires a much smaller space-complexity over
the other compared algorithms when the target tensor X
has a high missing ratio and R << Id. This is because
the sparsity structure of X is efficiently used in LTRNNM.
When N = 3, LTRNNFW reduces to the unscaled version
of FFWTensor, thus they have the same space-complexity. It
is worthy noting that LTRNNM requires much lesser storage
space over FFWTensor when N > 3, due to (Id + IN−d) is
significantly smaller than (IN−1 + I).
Note that, both LTRNNFW and FFWTensor have the
smaller order of magnitude of time-complexity than the other
compared algorithms, which is benefit from the sparsity struc-
ture of the target tensor and the efficient rank-one SVD
used during iterations. In contrast, other algorithms have to
operate on the full-sized tensors and perform partial-SVD in
each iteration. Typically, performing rank-one SVD is much
significantly faster than partial-SVD, especially for the large
scale matrix. Therefore, it is not surprising that LTRNNFW
and FFWTensor are time-efficient.
TABLE I: Space-Complexity and Time-Complexity of algo-
rithms for one iteration.
Algorithms Space-Complexity Time-Complexity
HaLRTC O((2N + 1)IN ) O(NIN+1)
SiLRTC-TT O((N + 1)IN ) O(IN+d + IN+d−1)
TNN O(3IN ) O(IN log(IN−2) + IN+1)
TRNNM O((2N + 1)IN ) O(NIN+d)
FFWTensor O((IN−1 + I + 1)R + ‖Ω‖1) O(N(IN + IN−1 + I))
LTRNNFW O((Id + IN−d + 1)R + ‖Ω‖1) O(N(IN + Id + IN−d))
V. EXPERIMENTS
A. Effect of β for the Proposed Method
This section aims to investigate the effect of the con-
straint parameter β for the proposed method on the syn-
thetic data X ∈ RI1×I2×···×IN with the latent structure
of X = ∑Nk=1 Xk. All the {Xk}Nk=1 are generated such
that (Xk)<k,d> ∈ Rmk×nk has a low-rank structure, i.e.
(Xk)<k,d> = AB>, where the values of A ∈ Rmk×rk and
B ∈ Rnk×rk are drawn randomly from the standard Gaussian
distribution N (0, 1). For simplicity, we set the dimension of
each mode same and so does the corresponding low-ranks,
i.e., I1 = I2 = · · · = IN = I , R1 = R2 = · · · = RN . The
uniformly random missing ratio of 50% is considered in this
experiment, and the relative squared error (RSE) is used as
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Fig. 2: Plots of relative square error versus β.
the evaluation index. The RSE between the estimation X¯ and
the true one X is defined by RSE = ‖X − X¯‖F /‖X‖F .
Fig. 2 shows the plots of RSE versus β for tensors of
different size 30× 30× 30× 30 (4D), 20× 20× 20× 20× 20
(5D), 10 × 10 × 10 × 10 × 10 × 10 (6D) and corresponding
rank tuples (5, 5, 5, 5) (4D), (6, 6, 6, 6, 6) (5D), (7, 7, 7, 7, 7, 7)
(6D). The plots illustrate that the proposed method is robust to
constraint parameter β in a wide range, which is an important
property for algorithms in practical applications.
B. Performance in High-Order Form
To the best of our knowledge, reshaping low-order tensors
into high-order tensors is a common practice to improve the
performance for TT/TR-based methods on visual-data com-
pletion [27], [28], [31], [32], [38]. To evaluate the proposed
method in high-order form, the first 180 frames of the brain
Magnetic Resonance Imaging (MRI) [30] with cropped size
180× 216 is considered in this experiment. Thus, we present
the MRI data by the 3rd-order tensor of size 180× 216× 180
and further reshape into tensors of size 12× 15× 12× 18×
12×15 (6D), 4×5×9×4×6×9×4×5×9 (9D) and 4×5×
3×3×4×6×3×3×4×5×3×3 (12D). RSE, peak signal-to-
noise ratio (PSNR), structural similarity (SSIM) [45], storage
size during iteration (SSDI) and RunTime are used to evaluate
the performance. The PSNR between the estimation X¯ and
the true one X is defined by PSNR = 10 log10(2552/MSE),
where MSE = ‖X − X¯‖2F /num(X ) and num(X ) denotes the
number of entries of X . We choose FFWTensor method to
be the baseline, due to it and the proposed method both took
full advantage of the sparsity structure of the observed tensor
during iterations. For simplicity, the SSDI of both FFWTensor
and the proposed method is defined by a sum of the total
number of entries of basis matrices {Uk ∈ Rpk×rk ,Σk ∈
Rrk×rk ,Vk ∈ Rrk×qk}Nk=1 and the number of observed
entries, i.e., SSDI =
∑N
k=1(pkrk + rk + qkrk) + ‖Ω‖1.
TABLE II shows the performance of FFWTensor and
LTRNNFW under different-order form {3D, 6D, 9D, 12D}
and missing ratios {70%, 75%, 80%, 85%, 90%, 95%}.
Obviously, the proposed method obtains significantly better
results in the high-order form {6D, 9D}, while slightly
degrades the performance after further reshaping into 12D
form. This implies that reshaping low-order tensor to high-
order tensor does help to improve the performance, especially
when reshaping into an appropriate high-order form. However,
FFWTensor achieves the worse performance after reshaping
into high-order form. In addition, it can be observe that:
• In 3D case, the proposed method obtains similar results
as FFWTensor, which is caused by that the proposed
method reduces to the unscaled version of FFWTensor
when encountering 3rd-order tensors.
• In high-order cases, i.e. {6D, 9D, 12D}, the proposed
method significantly obtains better results over FFWTen-
sor in terms of RSE, PSNR, SSIM, SSDI and RunTime.
Note that, the main difference of the proposed method
from FFWTensor is a more balanced unfolding scheme
applied in the proposed method. Better results of {RSE,
PSNR, SSIM} illustrate the powerful ability of the bal-
anced unfolding scheme in catching the global informa-
tion. Smaller values of SSDI and RunTime imply stronger
power of data- representation and more space-and-time
efficiency, which is meaningful when encountering large-
scale data or the memory is limited.
Moreover, as shown in Fig. 3, the recovery frame by the
proposed method is more clear than that by FFWTensor. All
these results show the superiority of the proposed method in
processing the high-order tensors.
C. Visual Data Inpainting
In this section, we compare the proposed method to other
state-of-the-art norm-based methods, including HaLRTC [30],
SiLRTC-TT [31], TNN [44], TRNNM [32] and FFWTensor
[11]. To evaluate these methods, extensive experiments are
conducted on three visual-data sets: (i) A hyperspectral image
(HSI)1 of size 200 × 200 × 80, which records the area of
urban landscape; (ii) The Train-video2 which consists of 80
color frames of size 72×128×3, presented by a tensor of size
72× 128× 3× 80; (iii) The AT&T ORL3 face data set which
consists of 10 different images of size 32× 32 for each of 40
distinct subjects, presented by a tensor of size 32×32×10×40.
Since reshaping the visual data into high-order tensor signifi-
cantly improve the performance of the TT/TR-based methods
(i.e. proposed method, TRNNM and SiLRTC-TT), which is
illustrated in our experiments and previous works [31], [32],
we reshape these three visual-data sets into high-order tensors
for the TT/TR-based methods. Specifically, the HSI, Train-
video and AT&T ORL face data are reshaped into high-
order tensors of size 10 × 20 × 10 × 20 × 8 × 10 (6D),
8×9×8×16×3×8×10 (7D) and 4×8×4×8×10×4×10
(7D), respectively. In our experiments, the parameters of the
compared methods are set according to the corresponding
paper such to achieve the best results.
As shown in Fig. 4, 5, 6, RSE, PSNR, and Runtime are used
to evaluate the performance of each method on these three
visual-data sets under uniformly random missing ratios {80%,
85%, 90%, 95%}. Observe that, in our considering cases, the
proposed method outperforms the other methods at a small
time-cost. Better results of RSE and PSNR are benefited from
1Available at http://www.ehu.eus/ccwintco/index.php/Hyperspectral
Remote Sensing Scenes
2Available at https://www.youtube.com/watch?v=6mcDsY0TwcA
3Available at http://www.uk.research.att.com/facedatabase.html.
7TABLE II: Performance (RSE, PSNR, SSIM, SSDI and RunTime) of FFWTensor and LTRNNFW under different-order form
{3D, 6D, 9D, 12D} and missing ratios { 70%, 75%, 80%, 85%, 90%, 95%}.
FFWTensor LTRNNFW
mr RSE PSNR SSIM SSDI (1e6) RunTime (s) RSE PSNR SSIM SSDI (1e6) RunTime (s)
70%
3D 0.0281 44.84 0.9894 7.79 53.71 0.028 44.88 0.9896 7.77 58.3
6D 0.2442 26.08 0.7828 37.79 168.05 0.0144 50.64 0.9953 3.43 120.07
9D 0.4914 20.01 0.6455 67.06 304.91 0.0076 56.18 0.9984 4.72 260.39
12D 0.4249 21.27 0.7436 94.71 525.01 0.0207 47.52 0.9883 3.75 420.37
75%
3D 0.0396 41.88 0.9811 6.78 48.3 0.0392 41.98 0.9821 4.99 49.96
6D 0.3081 24.06 0.7565 29.32 142.25 0.0187 48.38 0.9934 1.3 89.96
9D 0.5646 18.8 0.6264 63.99 275.87 0.0112 52.87 0.9973 2.49 143.32
12D 0.4991 19.87 0.7263 97.86 578.55 0.0256 45.66 0.9838 1.54 396.45
80%
3D 0.0564 38.81 0.9675 7.26 35.01 0.0563 38.82 0.9682 7.75 36.23
6D 0.3788 22.26 0.7145 33.78 128.21 0.0223 46.85 0.9912 2.74 73.63
9D 0.6407 17.7 0.6069 55.36 265.15 0.016 49.72 0.9954 3.85 99.19
12D 0.6028 18.23 0.6998 108.82 473.6 0.0327 43.54 0.9783 2.85 196.13
85%
3D 0.0858 35.17 0.9387 7.74 27.33 0.084 35.35 0.942 6.37 27.42
6D 0.4974 19.9 0.6745 29.63 103.99 0.0309 44.03 0.9855 1.34 69.89
9D 0.7192 16.7 0.5957 51.71 225.51 0.0249 45.91 0.991 2.49 68.78
12D 0.7203 16.68 0.6665 112.21 435.47 0.0453 40.72 0.9663 1.45 189.95
90%
3D 0.1398 30.92 0.8853 5.53 20.14 0.1403 30.89 0.8862 5.51 20.61
6D 0.6372 17.75 0.6359 34.75 95.95 0.0494 39.95 0.9703 2.04 65.39
9D 0.7988 15.78 0.5994 49.68 212.35 0.0432 41.12 0.9792 3.06 41.92
12D 0.852 15.22 0.6259 120.37 357.26 0.0712 36.79 0.9409 2.13 101.78
95%
3D 0.2727 25.12 0.7671 6.74 12.99 0.2748 25.05 0.7649 5.39 13.17
6D 0.8214 15.54 0.6095 29.94 73.61 0.1017 33.69 0.9254 1.34 17.61
9D 0.8994 14.75 0.6235 49.77 158.51 0.0987 33.95 0.9328 2.23 20.03
12D 0.9566 14.22 0.6073 125.97 309.57 0.1387 30.99 0.8732 1.44 36.3
Original Observation FFWTensor LTRNNFW
Fig. 3: The visual results of FFWTensor and LTRNNFW on the MRI images with the uniformly missing ratio of 95%. The
recovery results are shown by randomly picking slices.
8the powerful ability of a more balanced unfolding scheme in
catching the global information. Smaller time-cost is caused
by the efficiently-utilization of sparsity structure and rank-one
SVD operation during iteration. Though FFWTensor method
spends comparable time-cost with the proposed method, it fails
to achieve good performance as the proposed method in most
cases, especially in high missing-ratio cases {90%, 95%}. The
other methods (i.e. HaLRTC, SiLRTC-TT, TNN, TRNNM)
can achieve comparable results with the proposed method
in some cases, however, require largely time-cost. Moreover,
for HaLRTC, SiLRTC-TT, and TRNNM, the computational
expensive determination of several weighting-parameters sig-
nificantly increase their time-cost. These imply that, compared
to the proposed method, other norm-based completion methods
are not good choices for the large-scale data in practical
applications. In addition, the visual results of each method on
these three data sets are shown in Fig. 7, 8, 9. Observe that
the proposed method obtains the recovery images with a better
resolution and captures much more detailed information, e.g.
wheel, beard, and eyes.
VI. CONCLUSION
In this paper, a new latent nuclear norm equipped with a
more balanced unfolding scheme is defined for low-rank regu-
larization, and an efficient Frank-Wolfe algorithm is developed
for optimization by utilization of sparsity structure and rank-
one SVD operation. We theoretically analyze that the proposed
method is much more efficient over other norm-based methods
in terms of both time and space, which is important for the
memory-limited equipment in practical applications. Further-
more, extensive experimental results confirm that the proposed
method can achieve state-of-the-art performance in visual-data
inpainting at smaller costs of time and space.
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