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  Abstract 
Emotional prosody is integral to successful communication as it conveys the 
speaker’s emotional state and shapes the meaning of the words and sentences. Timely 
processing of vocal emotion facilitates speech comprehension as well as social 
interactions. However, very few studies have examined how infants process emotional 
speech prosody and how this ability develops from infancy to adulthood.   
The current dissertation includes three original studies to address emotional 
speech processing from a developmental perspective. The first study aimed to 
characterize 3-12-month-old infants’ listening attention to basic emotional prosodies in 
spoken words—happy, angry, sad, and neutral and the potential age and sex effects. 
Infants’ preferential looking times showed that they listened longer to the affective than 
the neutral voices, especially the happy and sad speech. Significant interaction effects 
were observed between emotion category and acoustic parameters of vocal emotion, but 
there were no main effects of age and sex. The second study employed a roving multi-
feature oddball paradigm to record infants’ neurophysiological responses to these three 
basic affective prosodies against the neutral one. Infants showed distinct mismatch 
responses (MMRs) to different emotions in both early (100-200 ms) and late (300-500 
ms) time windows, indicating their ability to extract affective speech patterns and detect 
emotional prosody changes at the pre-attentive level. Age- and sex-related effects were 
observed in the MMR data, indicating a higher degree of sensitivity of the 
electrophysiological measures over the behavioral measures in the first study. In the 
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third study, adult listeners completed the same emotional multi-feature oddball 
experiment. The adults showed a stronger mismatch negativity (MMN) to angry prosody 
and a stronger P3a to happy prosody. Gender differences continued to be observed in the 
adult MMN and P3a data outside attentional focus on the emotional prosody changes in 
spoken words. Together, the current dissertation provides empirical data on emotional 
processing in speech from a developmental perspective, and it has strong implications 
for future studies to address links between early socio-emotional development and 
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Chapter 1: Introduction 
I. Overview 
Affect and cognition have been viewed as separate faculties and treated as 
independent research topics until the last 40 years (Forgas, 2008, 2012; Heider, 2013; 
Hilgard, 1980). With the rise of social cognitive neuroscience, affect has been 
recognized as a faculty of evolutionary values that plays an essential role in cognitive 
processing (Cosmides & Tooby, 2000; Damasio, 2006; Davidson, 2000; Isen, 1987; 
Neisser & Hyman, 2000; Zajonc, 1980). Cognitive processing would be vague and 
abstract without being projected through language, and the two co-evolve in the human 
mind (Barsalou, 1999; Fauconnier & Turner, 2008; Perlovsky, 2009). The inextricable 
link between cognition and language suggests that the affective influence should also be 
considered in the context of language (Barrett et al., 2007). Research on the interplay 
between affect and language (including both spoken and written language) emerged 
even more recently, and the empirical evidence is still insufficient to define their links, 
functions, and neural mechanisms (Hohenberger, 2011). Furthermore, the fundamental 
question of how humans master the extraction of affect- and language-related 
information from the environmental inputs remains unclear.  
This dissertation aims to provide empirical evidence for the development of 
affective processing in the context of spoken language. By investigating infants and 
adults’ processing of affective speech through behavioral and neurophysiological 
measurements, the findings can address the developmental changes of listeners’ 
attention orientation to affective features in speech and provide the relevant neural 
correlates unfolding at the time scale of milliseconds.  
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The terms affect and emotion are used interchangeably, but there are still 
distinctions between the two (Shouse, 2005). Affect is an individual’s core state and raw 
experience based on the neurophysiological state at the moment. Affect drives 
individuals’ thinking and actions (Thayer, 1989), but it is abstract without being realized 
in language. Emotion, on the other hand, is the projection of an individual’s affective 
state and can be labeled by language. Furthermore, emotion can be genuine or posed, 
and therefore it is both intra- and inter-personal. Even though the definitions and 
distinctions between affect and emotion are still under debate (Russell, 2003; Watson & 
Tellegen, 1985), most empirical studies examine individuals’ processing of emotion by 
using stimuli of displayed expressions. Hence, the term emotion is adopted in the current 
dissertation to characterize the broadcasted emotional information in human speech. The 
terms affect, affection, or affective may still appear infrequently throughout the 
dissertation to alternate with emotion or emotional, but both refer to the non-abstract 
emotional information in human communication that serves a social role.   
Emotion is crucial in human communication to express ones’ internal states, 
address problems, and request proper responses from others. For instance, happiness and 
joy are contagious and important for strengthening social bonds; anger indicates the 
necessity of changing the current situation and is powerful in regulating social 
interactions; sadness signals personal loss and a need of appropriate reactions from the 
people around (Frijda, 2000). These social functions underline the significant role of 
emotions in building relationships and maintaining interpersonal interactions (Fischer & 
Manstead, 2008). Consequently, failure to process emotional information is viewed as a 
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concern in communication and even in personal well-being (Salisch, 2001; Williams, 
2002). Infants and younger children are especially vulnerable since difficulties in 
processing socio-emotional information may negatively impact their future cognitive 
and language development (Fox & Calkins, 2003). While some studies have 
demonstrated links between emotional processing and language development (Bhullar, 
2008; Singh et al., 2004; Singh, 2008), more empirical evidence is needed to delineate 
the developmental changes in infancy and better characterize typically developing 
infants’ and adults’ emotional processing in the context of speech and language.  
II. Emotional Prosody—the Acoustic Correlates and Stimulus Selection 
Emotional prosody is the emotional voice expressed through specific sets of 
acoustic variables in the speaker’s moment-by-moment vocalizations. This dynamic 
signal can be decomposed into several fundamental acoustic parameters (Banse & 
Scherer, 1996; Hammerschmidt & Jürgens, 2007). The fundamental frequency (F0) and 
vocal energy (amplitudes) are the two major constituents of emotional prosody. Other 
acoustic parameters include but are not limited to the temporal cues (pausing, speech 
rate), spectral information, locations of the formants, and measurements of voice quality. 
The field of the perception of emotional prosody has not reached a consensus of discrete 
sets of acoustic combinations for each emotion due to the high acoustic variations in 
intra- and inter-personal production of emotional voices (Schröder, 2001; Tato et al., 
2002). Because emotions can be mixed to different degrees over the arousal/valence 
spectrum also adds complexity to defining the specific acoustic profiles for each 
emotional category (Ladd et al., 1985; Scherer, 1984, 1986).  
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Despite the above challenges, some common acoustic variables are frequently 
reported in acoustic analysis studies. For instance, F0-related measures (mean, range, 
variability, contour), intensity-related measures (mean, range, variability, contour), and 
speech rate (or word duration) were frequently included in theoretical-testing or 
empirical experimental reports (Banse & Scherer, 1996; Jaywant & Pell, 2012; Liu & 
Pell, 2012; Murray & Arnott, 1993; Williams & Stevens, 1972). Basic emotional 
prosodies have easy-to-recognize (specific) acoustic profiles (Banse & Scherer, 1996; 
Johnstone & Scherer, 2000). For instance, happy prosody is usually with higher F0-
related and intensity-related measures (mean, variability, range), and it is also with more 
energy at a higher-frequency range and moderate speech rate. Angry prosody usually has 
higher F0 variability, higher intensity-related measures (mean, variability, range), more 
energy at higher-frequency range, and faster speech rate. Sad prosody is usually with 
lower F0-related and intensity-related measures (mean, variability, range), more spectral 
noise, and a slower speech rate. The intrinsic acoustic constituents of these emotional 
prosodies may influence the subjective experience of the emotional signals. Due to 
infants’ limited autobiographic experiences of verbalizable emotional feelings (Ekman, 
1984; Shouse, 2005), their attention to the emotional prosody may be directed by the 
acoustic features as well. Therefore, including these acoustic variables in investigating 
infants’ perception of emotional speech can better address their attention orientation to 
different emotional portrayals in human voices. 
 Previous studies on emotional speech recognition used acted, elicited, or natural 
emotional prosodies as the stimuli (Koolagudi & Rao, 2012; Swain et al., 2018). Acted 
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emotional speech stimuli are recordings from professional voice performers. They are 
asked to express the target vocal emotions with neutral linguistic materials, with or 
without the given emotional context, to facilitate their acting. Most empirical reports 
used the acted emotional speech because the stimuli can be generated consistently and 
effectively in a more controlled condition. Elicited emotional speech stimuli are usually 
collected during conversations of assigned emotional context in a laboratory. Performers 
do not know the target emotional situation but may be aware that they are recorded. The 
elicited emotional speech may be more natural than the acted ones, but it still differs 
from the day-to-day emotional expressions in natural conversations. Unlike acted or 
elicited emotions, natural emotional speech is hard to collect. Researchers may obtain 
real-life vocal emotional expressions in telephone recordings or public conversations, 
but there are ethical and legal constraints such as privacy and copyright. Therefore, acted 
or elicited emotional speech may be more feasible for most empirical studies.  
The current dissertation adopted acted emotional speech for three reasons: acted 
speech provides (1) consistent quality of the emotional prosody and high quantity of 
lexical items (e.g., Alpert et al., 2001; Burkhardt & Sendlmeier, 2000; Dupuis & 
Pichora-Fuller, 2010; Makarova & Petrushin, 2002), (2) more expressive and intense 
portrayals of the emotions than the elicited or natural ones (El Ayadi et al., 2011; 
Schröder et al., 2001; Williams & Stevens, 1972), and (3) equally valid expressions from 
the professional performers regardless of the genuineness of the affect (Marty, 1908; 
Scherer, 1986).  
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III. Methodologies in Developmental Studies on Emotional Speech Perception 
Infants’ listening attention and neural responses to the emotional speech prosody 
can help address the processing of auditory affective signals during their first year of 
life. However, methodologies in developmental sciences are limited because infants’ 
voluntary responses are restricted to their cognitive and motor development (Rakison & 
Yermolayeva, 2010; Stager & Werker, 1998; Werker & Fennell, 2009). In behavioral 
paradigms, researchers can only measure infants’ overt reactions and are limited to 
interpreting infants’ relatively less reliable behavioral responses. With the advance of 
neuroimaging techniques and standardized protocols for infants, the neurophysiological 
data may complement the behavioral data with additional information that contribute to 
better understanding the developmental changes in early cognitive and affective 
processing. The current dissertation included both behavioral and neurophysiological 
measurements in studying infants’ emotional speech perception. Adults’ 
neurophysiological data were also recorded to compare the neural correlates of 
emotional voices in young and mature typical listeners. The following sections review 
the two experimental protocols used in the dissertation.  
A. Central Fixation Paradigm 
The central fixation paradigm, or so-called look-to-listen paradigm, is a testing 
protocol that uses infants’ looking times to infer their attention to auditory stimuli. The 
link between infants’ looking times and attention to the auditory stimuli was first 
established in an earlier experimental design called the intermodal preferential listening 
paradigm (IPLP, Golinkoff et al., 1987; Hirsh-Pasek & Golinkoff, 1996). In the IPLP, 
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infants are presented with two side-by-side images and one audio track that matches one 
of the images. Infants tend to look longer to the matched image, indicating that their 
visual fixation may reflect their selective attention to the auditory inputs. This use of 
IPLP allows developmental scientists to investigate preverbal infants’ cognitive 
processing through their natural gaze patterns (Golinkoff et al., 2013), especially when 
examining infants’ emerging speech-and-language ability.  
In less than 35 years since the creation of IPLP, modified versions of this 
experimental protocol were introduced (Fernald et al., 2008). One of them is the central 
fixation paradigm (or so-called look-to-listen paradigm, or sequential preferential 
listening paradigm; Shultz & Vouloumanos, 2010). In a central fixation paradigm, 
experimenters present one static image (not related to the audio file, e.g., a 
checkerboard) along with the auditory stimuli. The visual and auditory inputs are both 
presented in front of the infant, sharing the same source. If the infant is interested in the 
sound, they tend to look at the sound source (i.e., the image). When infants are no longer 
interested in the sound, they would look away, and the experimenters would terminate 
the sound. Each type of stimuli would be repeated several times, and the experimenters 
can compare infants’ accumulative looking times to each stimulus. Differential looking 
times indicate that the infant represents the auditory stimuli differently, with longer 
listening times associated with more attention to the sound (Haith, 1980). In Shultz and 
Vouloumanos’ report (2010), 3-month-old infants can already learn the look-to-listen 
contingency. Therefore, the central fixation paradigm is appropriate for presenting 
multiple emotional speech prosodies to infants older than three months.  
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B. Electroencephalography (EEG)  
Electroencephalography (EEG) measures the high-dimensional time-series data 
of a participant’s post-synaptic electrical signals from a collective of neurons (Luck, 
2014). During an auditory task, the brain regions that respond to the auditory 
information are activated. The sum of the collective post-synaptic electrical signals 
relative to the onset of the sound is called evoked event-related potential (ERP). Since 
the neurophysiological signals usually contain task-irrelevant noise, a grand mean ERP 
was taken from averaging hundreds of ERP waveforms across trials to reveal the 
meaningful ERP signals from the EEG background noise. The task-relevant ERP signals 
in the average waveform are the observable peaks of positive or negative deflections 
called ERP components. ERP components are usually labeled by the latency 
(millisecond relative to the sound onset) and polarity (positive or negative). For instance, 
the auditory N1 response in adults is the negative deflection around 100 ms after the 
sound onset, and P2 is the positive deflection around 200 ms after the sound onset. To 
compare listeners’ ERPs to different stimuli, amplitudes of the ERP component (in 
micro-voltage) are used as the dependent variable. The ERP components reflect the 
neural processing of the auditory inputs unfolding at the millisecond level, and the 
elicitation of the ERP component does not necessarily require listeners’ active 
engagement in the task. Therefore, the current dissertation adopted the EEG method to 
record both infants’ and adults’ neural activities to emotional speech. The target ERP 




Mismatch Negativity (MMN) and Mismatch Response (MMR) 
The auditory mismatch negativity (MMN) is an ERP component that registers 
the change of the sound in a passive listening task using the oddball paradigm (Näätänen 
et al., 1978; Näätänen et al., 2007). In this passive listening task, the participant was 
asked to ignore the continuous stream of sounds and complete a quiet task-irrelevant 
activity (e.g., watching a silent movie, reading a book). There are two types of auditory 
stimuli in the oddball task—a frequent one (Standard, typically presented over 85% of 
the time) and an infrequent one (Deviant, typically presented less than 15% of the time). 
The frequent Standard sound establishes a sensory memory trace in the listener’s central 
auditory system. When the stream of repeating Standard sound is interrupted by the 
Deviant sound, the auditory system detects the change and responds to the Deviant 
sound differently from the Standard sound. The degree of perceptual differences 
between the Standard and Deviant sounds is characterized by the difference ERP 
waveform, derived by subtracting the Standard ERP from the Deviant ERP. If the 
listener’s auditory system captures the sound change, a negative deflection—the 
MMN—appears around 100 – 300 ms after the onset of the stimulus change in the 
difference ERP waveform. The MMN is usually recorded at frontal to central electrodes 
(i.e., electrodes Cz and Fz) over the scalp. Some reports show a left- or right-lateralized 
MMN response depending on the stimuli being used (e.g., Schirmer et al., 2005; 
Thönnessen et al., 2010). Notably, infants tend to show a positive peak or a mix-polarity 
response in the MMN window (see the comparison table in He et al., 2007). Therefore, 
researchers usually use MMR (mismatch response) to address this infant-version MMN 
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component. Because the MMN/R is recorded in a passive listening context, it is thought 
to index a listener’s automatic processing and pre-attentive sensitivities of the central 
auditory system. Although the latency of MMN is relatively short, it is elicited by the 
perceptual, not merely acoustic, differences and involves some degrees of cognitive 
processing (Horváth et al., 2008; Näätänen et al., 2007).  
The P3a Response 
The P3a component reflects the involuntary attention allocation to the 
unexpected auditory event (Escera et al., 2000; Friedman et al., 2001; Polich, 2007). 
Similar to the MMN, the P3a can also be elicited in an oddball paradigm. The P3a is a 
positive deflection in the difference ERP waveform (Standard ERP subtracted from the 
Deviant ERP) around 300 – 500 ms after the onset of the sound change. It is usually 
observed at centro-frontal electrode regions (e.g., electrodes Cz and Fz), and its peak 
amplitudes increase from the frontal to parietal electrode sites (Polich, 2007). The P3a 
response occurs after the MMN, and it indexes an update of the auditory context with a 
novel auditory event after evaluating and comparing the Standard and Deviant stimuli. 
This relatively late ERP component may mark the categorization of the stimulus (Gentili 
et al., 2014) and is investigated in previous EEG studies on the processing of emotional 
prosody (e.g., Pakarinen et al., 2014; Thierry & Roberts, 2007; Zora et al., 2020). 
Because of the temporal proximity between P3a and the preceding negative MMR, it is 
challenging to record a clean P3a response from infants. A newborn study successfully 
recorded both the early negative MMR and the P3a by short (100 ms) non-speech 
Standard and Deviant sounds, and the P3a response was attributed to both the novelty 
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and acoustic energy of the sounds (Kushnerenko et al., 2007). Similar sets of short tones 
also elicited the P3a component, sometimes so strong that it masks the preceding 
negative MMR, in infants before the age of one (Kushnerenko et al, 2002). However, the 
“P3a” elicited by longer speech stimuli (500 – 1000 ms) is still called a mismatch 
response (e.g., slow-positive MMR, late MMR), because the speech-elicited 
discriminatory ERP may appear as a broad positive deflection covering the windows for 
both MMN and P3a (Peter et al., 2016). Some researchers believe that this late positive 
MMR is functionally similar to the adult MMN, indexing an automatic auditory change 
detection (Leppänen et al., 1999; Pinko et al., 1999); and other researchers believe that it 
is the infant analogue of P3a that indexes the involuntary attention switch to the Deviant 
sound change (Alho et al., 1990; Trainor et al., 2001). 
Multi-Feature Oddball Paradigm for MMN and P3a  
The classic oddball paradigm is limited to testing listeners’ pre-attentive neural 
sensitivities to two types of auditory stimuli. If the research questions involve more than 
two sound categories, the participant needs to complete several oddball tasks to test 
every sound contrast (e.g., Carminati et al., 2018). Because one oddball task may take at 
least 25 minutes to complete, it is not feasible to ask wide-awake infants to complete 
several oddball tasks and record high-quality EEG signals. With increasing demands of 
using this passive listening paradigm in younger or clinical populations, a modified 
oddball paradigm that can examine multiple Deviants against the Standard was 
introduced—the multi-feature oddball paradigm (or optimal design, Näätänen et al., 
2004; Pakarinen et al., 2007). In a multi-feature oddball paradigm, the frequent Standard 
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sound is presented 50% of the time, and the multiple Deviant sounds equally share the 
rest of the 50% presentation. This paradigm may be more demanding on the central 
auditory system, because a smaller proportion of the Standard trials make it harder to 
establish a stable auditory memory trace for later novel sound detection. Consequently, 
the MMN and P3a elicited in the multi-feature oddball paradigm tend to be weaker than 
those elicited in the classic oddball paradigm. Despite this downside, the advantage of 
time efficiency of using this paradigm makes it popular among studies testing infants 
and young children. Furthermore, two newborn studies have successfully recorded 
sleeping newborns’ differential ERP response to one Standard and eight Deviant sounds 
(Kostilainen et al., 2020; Kostilainen et al., 2018). The current dissertation only 
examined three emotional prosodies (three Deviants) against the neutral prosody (one 
Standard) in older infants and adults, so the multi-feature oddball paradigm was 
adequate in recording the ERPs to three Deviants in a single EEG recording session. 
IV. Planned Studies and Research Questions 
The role of socio-emotional information in speech and language development 
has not been fully defined due to the lack of empirical data especially from infants 
before the age of one. With the central fixation paradigm, infants’ looking times can be 
used as a proxy of their selective attention to different emotional speech sounds. For 
emotional voices that draw similar listening attention, the multi-feature oddball 
paradigm with EEG recordings can further determine if infants’ central auditory systems 
already distinguish the emotional prosodies that are readily available in their differential 
behavioral responses. By measuring adult listeners’ neural activities to the emotional 
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speech with the same multi-feature oddball task, a mature pre-attentive neural sensitivity 
pattern can be obtained and compared to the infants’ neurophysiological data. Together, 
the findings can address listeners’ attention to affective speech as a function of their 
listening experiences and add empirical data on the unfolding of affective information in 
the pre-attentive neural system.  
A. Study 1: Emotional Speech Processing in 3- to 12-Month-Old Infants: Influences 
of Emotion Categories and Acoustic Parameters 
Research questions: 
1. What are the developmental changes in infants’ listening attention to happy, angry, 
sad, and neutral prosody? 
2. Is biological sex a potential factor in infants’ emotional speech processing? 
3. What are the roles of the acoustic variables (fundamental frequency, word duration, 
intensity variation, harmonics-to-noise ratio, and spectral centroid) in infants’ 
differential listening attention to emotional prosody? 
Expected outcomes:  
1. Because infants have been found to pay more attention to the relatively positive 
emotion (Singh et al., 2002) and sounds with a higher pitch (Fernald & Kuhl, 1987), 
they will listen the longest to the happy prosody but the shortest to the sad prosody. 
Older infants may show differential attention to happy and angry prosodies (both 
high-arousal emotions), but not younger infants. 
2. There may be biologically-based sex differences in male and female infants in their 
selective attention to emotional speech. 
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3. Previous literature showed that infants generally listened more to speech with a 
higher pitch (Fernald & Kuhl, 1987), more energies in higher frequencies (Cooper & 
Aslin, 1994), and longer word duration (Fernald & Simon, 1984). Even though it is 
unclear how infants pay attention to intensity variations and harmonics-to-noise 
ratio, the acoustic variables are expected to influence infants’ looking time to the 
emotional speech. As no previous infant studies have systematically investigated the 
role of the acoustic parameters in emotional speech perception, it remains an 
exploratory question how acoustic features mediate infants’ responses to each vocal 
emotion.   
B. Study 2: Infants’ Neural Sensitivity to Emotional Prosody Differences in Spoken 
Words 
Research questions: 
1. Can infants categorize emotional prosody over non-repeating words by showing 
distinct MMR to emotional prosody change from neutral to happy, angry, and sad?  
2. What are the developmental changes in infants’ neural sensitivities (i.e., MMR 
amplitudes) to the emotional prosodies? 
3. Is there a sex effect in young infants’ pre-attentive neural sensitivities to emotional 
prosody? 
Expected outcomes:  
1. Infants’ central auditory system is expected to be able to extract the emotional 
prosodic categories over varying linguistic items and show distinct MMRs to 
different emotional voices.  
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2. In line with the developmental literature, the older infants will show more adult-like 
MMR (i.e., more negative-going) than the younger infants (Cheour, 2007). Whether 
or not this developmental trend is consistent across all the emotional prosodies 
remains an exploratory question. 
3. If sex differences in emotional information processing are mainly attributable to 
learned social factors, biological sex might not have an effect on infants’ MMRs to 
the emotional speech. 
C. Study 3: Gender Differences1 Revealed Outside the Focus of Attention to 
Emotional Prosody Variation in Spoken Words 
Research questions: 
1. Can the current study replicate previous findings of listeners’ negative bias (stronger 
MMN to anger in voices) using a multi-feature oddball paradigm with non-repeating 
spoken words? 
2. How does the processing of happy, angry, and sad prosodies unfold in the pre-
attentive neural system in terms of the emotion-modulated MMN and P3a 
amplitudes? 
3. Is there a sex/gender effect in adult listeners’ pre-attentive neural sensitivities to 
emotional prosody? If so, what do the gender differences in the neural correlates of 
emotional speech imply men and women’s differential behavioral reactions to the 
emotional information? 
                                                
1 Sex/Gender differences were used interchangeably in early and even some of the recent literature on emotional 
processing. In sociolinguistics, sex is a biological category that is binary, and gender is a socially constructed category 
(Eckert, 1989). The differences between the terms sex and gender are not the focus of the current dissertation. The 
term “sex differences/effect” is used in the first two infant studies, and the term “gender differences/effect” is used in 




1. Based on the literature, adult listeners will show stronger MMN responses to angry 
prosody even if the presentation of constantly changing spoken words may tax the 
central auditory processing. 
2. The P3a component is subsequent to MMN and registers more cognitively involved 
sound evaluation and appraisal. As such, the angry prosody may not necessarily 
elicit the strongest response in this later neural discriminatory stage as it does in the 
MMN window.  
3. Consistent with previous adult behavioral studies, male and female listeners will 
show different MMN and P3a components to the emotional speech. In particular, 
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I. Introduction  
Language development takes place in a socio-emotional environment that 
includes both linguistic and social inputs (Chong et al., 2003; Conboy et al., 2015; 
Golinkoff et al., 2015; Ramírez-Esparza et al., 2014). One source of important social 
information in natural speech is emotional prosody, the way that people express different 
emotions with their voices. Emotional prosody plays a major role in infants’ early 
interaction with caregivers. Young infants with limited lexical skills rely on vocal 
emotions to communicate, share affection, and play with their conversational partners 
(Walker-Andrews, 2008). Reciprocally, caregivers make use of emotions in voice to 
guide and regulate infants’ behaviors in uncertain or even dangerous situations (Vaish & 
Striano, 2004). For these reasons, differentiating and understanding emotional 
information in speech is indispensable to infants’ socio-emotional and communicative 
skills. Yet, very little is known about the early development of emotional speech 
processing in the first year of life. 
Emotional prosody is not only important for infants’ concurrent communication 
but also central to their future language and cognitive development (Feldman Barrett et 
al., 2017; Hoemann et al., 2019; Hohenberger, 2011). Some recent empirical works 
pointed to the link between emotional speech and early language learning, but noting 
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that emotional contexts are not always facilitative. For instance, 7.5-month-old infants 
cannot recognize the words they learned in a different emotional tone (Singh et al., 
2004). A follow-up study further showed that young infants might prioritize the affective 
cue over phonemic cue and falsely recognize similar-sounding non-words with the same 
emotional tone, but not correctly recognizing the target word with a different emotional 
tone (Singh, 2008). To refocus infants’ attention to the crucial phonemic cues to learn 
new words, Singh (2008) introduced multiple emotional tones to create an enriched 
word-learning context. With high emotional prosodic variations, 7.5-month-old infants 
successfully recognized words presented in a novel emotional voice. This ability to 
generalize the learned phonemic cues across paralinguistic contexts was only previously 
observed in 10 month-old infants, who may better leverage the affective cues in word 
learning (Singh et al., 2004). Older infants and children can further follow the vocal 
emotional cues to navigate ambiguous information (Berman et al., 2010; Paquette-Smith 
& Johnson, 2016). In this regard, simple affective cues with low acoustic variations may 
compete with the crucial phonemic cues in younger but not older infants’ word learning, 
while introducing more emotional variants or increasing input variability (as typically 
found in infant-directed speech) may encourage infants to extract the invariant phonetic 
features and promote a more robust word representation (Apfelbaurm & McMurray, 
2011; Houston, 1999; Houston & Jusczyk, 2000). Despite the prevalence and 
importance of emotional prosody in natural speech, developmental studies on spoken 
language tend to focus on phonetic and phonological processing, and infants’ emotional 
speech perception has not been thoroughly studied (Grossmann, 2010). Furthermore, 
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very few infant studies directly incorporated the acoustic components of emotional voice 
into explaining infants’ listening behaviors. One report systematically compared 6-
month-old infants’ selective attention to happy, sad, and neutral speech sounds with 
separate acoustical and looking-time analyses (Singh et al., 2002). The same report 
suggested that positive affect may be the main determinant of infants’ listening attention, 
and the relevant acoustic features such as the mean fundamental frequency may be the 
secondary determinant. The present study followed up this idea by including the angry 
prosody and examined within-infant listening preference to four emotional prosodies 
(happy, angry, sad, and neutral). The roles of emotion-relevant acoustic parameters were 
also directly included in examining infants’ attention to the emotional information in 
speech. 
Acoustic Properties of Emotional Prosody in Speech 
Emotional prosody in human voices is mainly registered by the mean, range, and 
variations of the fundamental frequency (F0, pitch of the sound) and the sound intensity 
level (Banse & Scherer, 1996). It is also finely characterized by other temporal and 
spectral acoustic parameters such as speech rate, pausing, and energy distribution in the 
spectrum (Bachorowski & Owren, 2008; Johnstone & Scherer, 2000; Murray & Arnott, 
1993). Generally, happy and angry sounds are expressed through greater F0 measures 
(mean, range, and variations), greater intensity measures (mean, range, and variations), 
and faster speech rate (i.e., shorter word durations) (see comparison tables in Banse & 
Scherer, 1996; Johnstone & Scherer, 2000). On the contrary, sad voices tend to have 
lower or compressed F0- and intensity-related measures (mean, range, and variations), 
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and slower speech rate (i.e., longer word durations) (Banse & Scherer, 1996; Johnstone 
& Scherer, 2000). 
While F0, intensity, and word duration are the key acoustic features of vocal 
emotions, speech quality measures such as harmonics-to-noise ratio (HNR, breathiness 
of the sound) and spectral centroid (brightness of the sound) also contribute to listeners’ 
emotional speech recognition (Amorim et al., 2021; Benders, 2013; Liu & Pell, 2012). 
For instance, happy and sad voices have a relatively higher HNR and sound less breathy 
than angry voices (Liu & Pell, 2012; Patel et al., 2011), and angry voices have higher 
variations in HNR (Jaywant & Pell, 2012). For energy distribution along the spectrum, 
happy and angry voices usually have higher spectral centroids and sound brighter than 
sad sounds (Mokhsin et al., 2014; but also see Cunningham et al., 2018). Even with 
these and many more acoustic features, there is no predetermined set of acoustic 
parameters that can perfectly capture authentic emotional prosody (Schröder, 2001). In 
the current study, we adopted the top five acoustic predictors of perceived vocal emotion 
in a recent longitudinal study (Amorim et al., 2021) to explain infants’ listening patterns. 
The five acoustic variables were: (1) mean fundamental frequency (F0); (2) word 
duration; (3) intensity variation; (4) harmonics-to-noise ratio (HNR); and (5) spectral 
centroid. 
Infants’ Responses to Basic Emotional Prosodic Categories and Developmental 
Changes 
Infants’ auditory perception of emotion has not been as thoroughly studied as the 
visual perception of facial expressions. Studies suggest that they are generally good at 
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picking up happy sounds (Grossmann, 2010). One early report found that newborns 
opened their eyes more when listening to their maternal language (English) in a happy 
voice than sad and neutral voices, but they listened similarly to happy and angry sounds 
(Mastropieri & Turkewitz, 1999). While it is possible that newborns were simply paying 
attention to the acoustic correlates of high-arousal vocal expressions (higher F0 and 
intensity), newborns in this study responded equally to all emotional voices in a foreign 
language. These results indicate that newborns already show differential listening 
attention to vocal expressions of emotions, and their listening patterns cannot be entirely 
explained by the acoustic information (Aldridge, 1994). Walker-Andrews and Grolnick 
(1983) examined infants’ listening sensitivity to happy and sad sounds by switching the 
speech from one emotion to another in a habituation task. When comparing the listening 
times to the switched emotion, three-month-old infants showed 10-fold more increased 
listening times to the happy sound (when switched from sad) than the sad sound (when 
switched from happy). The findings demonstrated easier voice change detection from 
sad to happy sounds and may suggest a listening bias toward happy prosody. In the same 
study, five-month-old infants also detected emotional voice change in both presenting 
orders, but no happy prosody bias was observed. Follow-up studies used a similar testing 
protocol and included angry prosody for comparisons (Flom & Bahrick, 2007; Walker-
Andrews & Lennon, 1991). Infants older than five months were found to detect vocal 
emotional change reliably from any emotional contrasts (any two emotions from happy, 
angry, and sad), except when the change was from angry to happy voice (Walker-
Andrews & Lennon, 1991). These results suggest that infants before the age of one can 
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already differentiate between basic emotional prosody, with an early listening preference 
toward the happy voice and some degree of confusion between happy and angry 
prosody. There is evidence for an early developmental change as infants younger than 
five months were confused more when angry prosody was included in the task, but not 
the older infants (Flom & Bahrick, 2007). One limitation is that these findings were 
largely restricted to tests using binary (pair-wise) emotional change detection (except the 
newborn study in Mastropieri & Turkewitz, 1999). As emotional speech is much more 
complex than a binary contrast, there is a need to examine within-infant responses to 
more than two vocal emotions. 
The literature also suggests a gradual change in infants’ sensitivity to different 
emotional prosodies over their first year of life. Newborns are more responsive to happy 
sounds (Mastropieri & Turkewitz, 1999), demonstrating basic discrimination between 
happy and the other emotions. Three-month-old infants can also discriminate between 
happy and sad sounds, but they only succeed when the sad prosody was presented first 
(Walker-Andrews & Grolnick, 1983). This inconsistent discrimination of the two 
emotions showed that young infants’ emotional prosody processing is still immature and 
unstable at this age. It also implies an early listening preference for the happy voice. 
Five-month-old infants are no longer limited by the sound presenting order and can 
successfully differentiate between happy, sad, and even angry vocal expressions 
(Walker-Andrews & Lennon, 1991), showing a more mature emotional prosody 
discrimination. When infants turn seven months, they can differentiate between happy 
and neutral sounds even when some asynchronous talking-face videos were presented 
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(Walker, 1982). By nine months, infants can use their parents' vocal expressions to make 
appropriate decisions in uncertain situations (Mumme et al., 1996; Paquette-Smith & 
Johnson, 2016). These studies showed that infants become more sophisticated listeners 
of emotional prosody as they gain more listening experiences. Even though this 
developmental trend has been primarily derived from sound discrimination tasks, we 
would expect to see older infants showed more distinct listening patterns than younger 
infants for the four different categories of vocal emotional expressions.  
Acoustic Contributors to Attentional Processing of Emotional Prosody in Infancy 
Previous studies on infants’ emotional speech perception have seldom included 
analyses of the acoustic parameters that may help explain their listening attention 
(except Singh et al., 2002). Most reports focused on infants’ preference for infant-
directed speech (IDS) (ManyBabies Consortium, 2020) and its relevant acoustic 
correlates (e.g., Fernald & Kuhl, 1987), but not the emotional component within IDS 
and the relevant acoustic features. Singh, Morgan, and Best (2002) conducted serial 
experiments to investigate emotional voices (happy, sad, and neutral) independently 
from the speech style of IDS (baby talk, per the original report) and adult-directed 
speech (ADS) in 6-month-old infants. Longer listening times to happy than neutral 
speech were observed across speech styles, but longer listening times to neutral than sad 
speech were only observed when the neutral speech was in IDS (featured by a higher 
pitch). The authors concluded that relatively positive affect is the main determinant of 
infants’ attention, and the acoustic feature (i.e., the mean fundamental frequency, F0) is 
the secondary determinant. 
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Due to a lack of systematic report on the roles of other acoustic parameters in 
infants’ emotional speech processing, we hereby review some key acoustic contributors 
to infants’ preference for infant-directed speech (IDS)—a speech style that is closely 
related to emotional speech. There is a consensus that infants prefer IDS to adult-
directed speech (ADS) (ManyBabies Consortium, 2020). The general explanation is that 
infants pay more attention to the acoustic features in IDS, such as a higher mean F0 and 
a lengthened word duration (Fernald & Simon, 1984; Fernald et al., 1989; Stern et al., 
1982). Indeed, infants listen more to speech with a higher mean F0 when the sound 
intensity is held constant (Fernald & Kuhl, 1987; Masapollo et al., 2016). Furthermore, 
the spectral information at higher frequencies is crucial in determining young infants’ 
listening preference, as it has been shown that removing this information reduces 
infants’ listening bias to IDS (Cooper & Aslin, 1994). As for word durations, an age-
dependent listening preference has been observed. Infants younger than six months 
attend more to words with longer duration, whereas infants older than eight months do 
not (Kitamura & Notley, 2009; Panneton et al., 2006). In other words, younger infants 
preferred lengthened word durations as in the IDS, but not the older infants. 
Past evidence on the roles of intensity variation and harmonics-to-noise ratio 
(HNR) in IDS is less clear than F0 and word durations. Sound intensity levels have 
usually been controlled in infant listening tasks. Thus, the previous studies seldom 
included intensity-related measures. HNR was rarely measured, for the breathy voice 
quality has not been the focus of infants’ preferential listening. One recent study showed 
that IDS sounds breathier, and this breathy voice may be used to soothe or calm the 
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infants (Miyazawa et al., 2017). Even though the relation between breathiness in voice 
and infants’ listening preference is indirect, HNR is worth quantifying to expand our 
understanding of early emotional speech perception. In summary, mean F0, spectral 
information, and word duration have all been shown to be related to infants’ listening 
preference, and developmental differences may exist for the preference of word 
durations. Intensity variations and HNR are important acoustic constituents of emotional 
prosody, and they may be relevant to infants’ emotional speech perception. By including 
these acoustic variables, we can begin to understand how acoustic components act on 
early listening attention to vocal expressions of emotions. 
Current Study 
The current study serves to fill the knowledge gap on infants’ emotional prosody 
perception by investigating 3- to 12-month-old infants’ listening attention for four basic 
vocal emotions—happy, sad, angry, and neutral. In addition, we included five relevant 
acoustic parameters—mean fundamental frequency (F0), intensity variation, word 
duration, harmonics-to-noise ratio (HNR), and spectral centroid—to examine their roles 
in infants’ listening attention to emotional speech. We adopted the infant-controlled 
central fixation paradigm (also called the look-to-listen paradigm) used by Shultz and 
Vouloumanos (2010) to investigate within-infant listening attentiveness to the four 
emotions. In this paradigm, infants’ looking time during each sound presentation was 
used as a proxy measure of their listening attention. In accordance with previous reports 
on infants’ preference for the positive voice (Singh et al., 2002), we predict that the 3- to 
12-month-old infants in the current study should listen longer to the happy prosody. 
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Angry and happy voices share similar acoustic profiles (Tato et al., 2002), and young 
infants tended to confuse the two (Flom & Bahrick, 2007). Therefore, we expected to 
see an age effect such that the older infants would show more attention to the happy 
voice than the angry voice, but the younger infants would listen similarly to the two 
emotions. Past evidence indicates that infants can discriminate sad emotions from other 
emotions, but very few reports directly tested infants’ listening preference for sad 
sounds. Singh and colleagues (2002) observed a shorter listening time to the sad than the 
neutral voice in 6-month-old infants that may be explained by the negative affect and 
low-pitched nature of the sad sound, but infants younger than 6 months were not tested. 
If pitch plays a major role in emotional speech perception, younger infants should pay 
the least attention to sad sounds. Sadness in voice is also acoustically marked by longer 
word durations. If word duration plays a major role, younger infants would pay more 
attention to the sad voice that has lengthened word durations as in the IDS. 
In addition to examining age differences, our study also examined sex 
differences in emotional prosody perception. Although one preferential listening study 
using IDS did not show a significant sex effect (Fernald & Simon, 1984), there is some 
acoustic evidence that mothers used different pitch ranges when interacting with male 
and female infants (Kitamura & Burnham, 2003). It is thus a legitimate question whether 





The final sample for statistical reports included 43 infants between the ages of 
two months 26 days and 11 months 11 days (male = 22, female = 21; mean age = 7.6 
months or 231 days). Initially, 46 typically developing infants from three to 12 months 
(male = 25, female = 21; mean age = 7.6 months or 229 days) were recruited through 
advertisements, word of mouth, and the infant participant pool of the Institute of Child 
Development at the University of Minnesota. All infants were born full-term (38 – 42 
weeks), healthy with normal hearing, and from English-speaking families. The 
experimental protocol was approved by the local Institutional Review Board. Three 
infants were excluded from further analysis due to vomiting (n = 1), diaper changing (n 
= 1), or noise interruption (n = 1) during the experiment. Parents signed the informed 
consent for their children prior to the participation and received $20 as monetary 
compensation upon completion. 
B. Materials 
The speech stimuli included eighteen monosyllabic words spoken in neutral, 
happy, sad, and angry prosodies by a young female speaker. The words were “bar”, 
“base”, “chair”, “chat”, “choice”, “dog”, “germ”, “match”, “merge”, “mill”, “sail”, 
“shack”, “shirt”, “tool”, “turn”, “void”, “which”, and “yes”. These words were randomly 
selected from a phonetically balanced list (Northwestern University Auditory Test No. 6, 
NU-6; Tillman & Carhart, 1966). The recordings of the words in different emotional 
prosodies were from the Toronto Emotional Speech Set (TESS, Dupuis & Pichora-
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Fuller, 2010). The sounds were sampled at 24,414 Hz, with the mean sound intensity 
levels equalized using Praat 6.0.40 (Boersma & Weenink, 2020). Table 1 summarizes 
the mean fundamental frequency (F0), duration, intensity variation, harmonics-to-noise 
ratio (HNR), and spectral centroid in each emotional prosody. These five acoustic 
measures are commonly used to characterize different vocal emotions (Amorim et al., 
2021; Banse & Scherer, 1996; Johnstone & Scherer, 2000; Mani & Pätzold, 2016), and 
they are included in the later statistical analysis. 
Table 1. The acoustic properties of each emotional prosody. 
Emotions Mean F0 (Hz) Duration (ms) 
Intensity 
Variation (dB) HNR (dB) 
Spectral 
centroid (Hz) 
Angry 216.88 661 10.30 7.89 2160.65 
Happy 223.61 756 10.19 16.68 1151.06 
Sad 174.58 831 9.59 17.5 630.87 
Neutral 190.13 684 7.84 17.03 850.37 
Note. The averaged values of the 18 words were used to report the mean fundamental frequency 
(F0), word duration, intensity variation, harmonics-to-noise ratio (HNR), and spectral centroid in 
each emotional prosody. 
  
We used a customized Praat script to concatenate the 18 words with the same 
emotional prosody into a 32-second trial, with 1-second silence between adjacent words. 
Four randomized word orders were created for word concatenation (see Appendix A for 
the four wordlists), and each word order was used for happy, angry, sad, and neutral 
prosodies. This gave us a total of 16 trials which were presented in a randomized block 
design. To familiarize the infants with the listening procedure, we also included a 32-
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second music clip with piano and theremin (an electronic musical instrument) as the 
pretest stimulus. 
C. Apparatus 
The experiment was conducted in a quiet room with walls covered with thick 
ceiling-to-floor black curtains. The room was only lit by two dim lamps at two front 
corners. Infants sat on their caregivers’ lap and were 55 inches away from a 22-inch 
LCD monitor. A video camera was placed 8 inches below the monitor to record the 
whole session. The stimuli were presented through Habit X (Cohen et al., 2000) on an 
Apple MacPro desktop computer outside the curtained-off room. The speech stimuli 
were presented at 55 dB SPL through two hidden speakers behind the monitor. During 
the task, the caregivers listened to continuous music irrelevant to the current task 
through circumaural headphones (Peltor series 7000). An experimenter sitting outside 
the curtained-off room observed by manually pressing a key on the computer keyboard 
to code infants’ looking behaviors through the camera projected to a multifunctional 
computer monitor in a picture-in-picture mode. The experimenter would long-press the 
key “5” when the infant looked at the monitor and release the key once the infant looked 
away. 
D. Procedure and Experimental Design 
An infant-controlled central fixation paradigm (i.e., look-to-listen paradigm, 
Shultz & Vouloumanos, 2010) was adopted to examine infants’ listening attention to 
happy, angry, sad, and neutral prosodies. Before each trial started, an animated ball 
appeared in the center of the screen to get the infant’s attention. Once the infant’s eye 
30 
 
gaze was fixated on the screen, the trial would start with playing experimental sounds 
and a static bright-colored checkerboard image on the screen. The infant’s total looking 
time at the screen was monitored and recorded in each trial, and the trial would be 
terminated once the infant looked away for more than 2 seconds or when the 32-second 
sound file ended. When a trial ended, the attention-getter (the animated ball) resumed 
and prepared the infant for the next trial. The experiment was controlled by a trained 
experimenter. 
The experiment was composed of one pretest and 16 test trials (four emotions 
each presented in four wordlists). In the pretest trial, infants listened to a 32-second 
music clip with piano and theremin (an electronic musical instrument) to be familiarized 
with the listening procedure. The order of the 16 test trials was pseudo-randomized. We 
first used the order of the wordlists to create four blocks, and then we randomized the 
four emotions within each block. An additional rule was that the same emotional 
prosody would not be presented consecutively. The orders of the wordlist and emotion 
were counterbalanced across infants. The listening test lasted 5 ~ 10 minutes. 
E. Data Analysis 
The looking time for each trial was calculated by offline frame-by-frame video 
coding (PsyCode, http://psy.ck.sissa.it/). If an infant missed a trial or the experimenter 
terminated a trial prematurely, the trials would be removed without any data 
interpolation or replacement (four trials were removed out of the total 688 trials). The 
trials with listening times shorter than one second (10 trials) or reaching the maximum 
length of the sound file (one trial) were also excluded from further analysis (Shultz & 
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Vouloumanos, 2010). All participants whose data were included had two or more trials 
for each emotion. 
The acoustic variables were calculated trial-by-trial after we obtained the offline 
looking time of each trial for each infant. For a particular trial, we calculated the mean 
acoustic measures up to the last complete word that the infant heard before the trial 
stopped. For example, if an infant listened to a trial for 15.5 seconds, which 
corresponding to the middle of the 10th word in the original sound file, we averaged the 
mean fundamental frequency (F0), intensity variation, word duration, harmonics-to-
noise ratio (HNR), and spectral centroid of the first nine complete words that the infant 
heard in this trial (i.e., this sound file) to be the five acoustic variables for this particular 
trial. Through this trial-by-trial acoustic analysis, the five acoustic variables can be 
directly included in the statistical model using trial-level looking times as the dependent 
variable. This acoustic analysis was completed in customized Praat and R 
(https://www.r-project.org/) scripts. 
All statistical analyses were completed in R with the packages “lme4” (Bates et 
al., 2015), “lmerTest” (Kuznetsova et al., 2017), and “emmeans” (Lenth et al., 2018). 
We used a linear mixed-effect model to take the looking time of each individual trial as 
the dependent variable. The looking times were log-transformed, because the residuals 
of the untransformed data of the same model do not meet the assumptions of linearity, 
normality (at both trial- and participant-level), and variance homogeneity (see Csibra et 
al., 2016 for why log-transformation is recommended for looking time data). The initial 
model included seven fixed-effect factors at trial-level: emotion (neutral, happy, sad, and 
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angry2), trial number (1 – 16), mean fundamental frequency (F0) (numerical variable in 
Hertz), intensity variation (numeral variable in dB), word duration (numerical variable in 
second), harmonics-to-noise ratio (HNR) (numerical variable in dB), and spectral 
centroid (numerical variable in Hertz). Interactions between emotion and each acoustic 
variable were also included. Participant-level fixed factors include sex (female = 0, male 
= 1) and age (numerical variable in month). To account for data dependency, the model 
allows random intercepts for participant, wordlist (four word orders), and first-trial-or-
not (the first trial = 1, the following 15 trials = 0). Cross-level interactions of age and 
emotion, and sex and emotion were also included. To avoid model convergence 
problems, word durations and spectral centroid were rescaled. The model syntax is 
provided in the footnote3. 
III. Results 
To achieve model parsimony, we used a deviance test to select the model with 
the least number of parameters (i.e., the fixed and random effect factors) that can still 
explain similar amounts of data variance as the initial model (Woltman et al., 2012). 
Both participant-level fixed-effect factors (age and sex) and their interactions with 
emotion were removed based on the model selection result. To demonstrate that age and 
sex did not explain infants’ listening times to emotional speech, we ran a participant-
                                                
2 This categorical variable was coded as orthogonal contrasts to avoid difficulties in interpreting interactions (i.e., 
emotion and acoustic variables) when treatment contrasts are used. 
3 The following syntax was used for the initial model. The de-identified data are accessible at 
https://doi.org/10.17605/OSF.IO/XD5AM. We dropped the main effects of participant-level factors age and sex and 
the cross-level interactions between emotion and age, emotion and sex in the final model (see the first paragraph in 
Result section). 
lmer.initial = lmer(log(Trial_LookTime) ~ 1 + Emotion + TrialNum + Emotion*f0_mean + 
Emotion*I(duration*1000) + Emotion*intensity_sd + Emotion*hnr_mean + Emotion*Age + Emotion*Sex + 
Emotion*I(spectral_centroid/10) + (1 | PID) + (1 | WordList) + (1 | Trial_1), data = data_input, REML = TRUE) 
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level model with age, sex, and emotion as the only parameters and observed no 
significant effect. We compared and summarized the initial model, participant-level 
model, and the final model in Table 2. The potential effect of different word orders (four 
word lists) as a fixed-effect factor4 was ruled out in a separate model. The following 
statistical results were from the final model fit onto log-transformed individual-trial 
looking times obtained from offline frame-by-frame video coding (the online individual-
trial looking times yielded similar results). Paired t-tests with Bonferroni corrections 
were carried out to further investigate the emotion effect. 
The main effects of emotion (F(3,610) = 21.89, p < 0.001), mean F0 (F(1,622) = 
81.65, p < 0.001), word duration (F(1,528) = 31.82, p < 0.001), intensity variation 
(F(1,625) = 4.96, p = 0.03), and trial number (F(1,593) = 41.24, p < 0.001) were 
significant factors on infants’ listening times. In general, infants’ listening times were 
longer to the affective voices (angry, happy, and sad) than to the neutral voice (ps < 
0.001); they listened longer to happy than angry voices (p < .001), and to sad than angry 
voices (p = 0.003). Infants listened more to words with lower mean fundamental 
frequency, to words with shorter durations (i.e., faster speaking rate), and to words with 
greater intensity variation. Finally, listening attention dropped as the task proceeded. 
Figure 1 shows the main effects of emotion, mean F0, word duration, and intensity 
variation. The interactions between emotion and mean F0 (F(3,620) = 34.08, p < 0.001), 
word duration (F(3,624) = 11.73, p < 0.001), intensity variation (F(3,630) = 14.52, p < 
0.001), HNR (F(3,630) = 38.36, p < 0.001), and spectral centroid (F(3,624) = 32.84, p < 
                                                
4 F(3,630.5)=0.35, p = 0.79 
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0.001) were all significant. Figure 2 shows how each acoustic variable interacts with 
infants’ listening attention to different emotions. 
 
Table 2. F-statistics of the initial, participant-level, and final linear mixed-effect models using log-
transformed looking times in individual trials of each participant as the dependent variable. 
  Initial Model Participant- Level Model Final Model 
Trial-level fixed factors       
Emotion 22.05*** 2.45 21.89*** 
Mean Fundamental Frequency (F0) 80.44***   81.65*** 
Word Duration 30.88***   31.82*** 
Intensity variation 4.95*   4.96* 
Harmonics-to-Noise Ratio (HNR) 0.55   0.36 
Spectral centroid 1.63   1.32 
Trial Number 41.20***   41.24*** 
Emotion x Mean F0 32.57***   32.94*** 
Emotion x Word Duration 9.47***   9.97*** 
Emotion x Intensity variation 9.78***   10.00*** 
Emotion x HNR 35.00***   35.40*** 
Emotion x Spectral centroid 30.24***   30.97*** 
        
Participant-level fixed factors       
Age 0.01 0.16   
Sex 0.67 1.17   
        
Cross-level interactions       
Age x Emotion 0.65     
Sex x Emotion 0.41     
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Goodness-of-fit (Deviance) 1006.7 1428.4 1009.4 




Figure 1. The model predicted listening times to different (A) emotions, (B) mean fundamental frequency, 
(C) word duration, and (D) intensity variation. These main effects should be cautiously interpreted 





Figure 2. The model predicted listening times to different emotions modulated by (A) mean fundamental 
frequency (F0), (B) word duration, (C) intensity variation, (D) harmonics-to-noise ratio (HNR), and (E) 
spectral centroid. The 25th and 75th percentiles (from all trial-level acoustic measures) were used as high 
and low examples in illustrating the interactions between emotion and each acoustic variable. 
The interactions between emotion and the acoustic variables were mostly 
observed in happy and sad prosodies (except for the mean F0 × emotion). For the 
interaction between mean F0 and emotion, infants only listened more to lower F0 in 
neutral prosody, and this is the only acoustic parameter that affected listening times to 
the words with neutral prosodies. In contrast, they listened longer to happy and sad 
sounds with a higher F0, but there was no listening difference across the two emotions. 
In the interaction between word duration and emotion, we observed a listening bias 
toward shorter words (i.e., faster speech rate) in the sad prosody but not in the other 
three prosodies. Sad prosody with shorter word durations even maintained longer 
listening attention than the happy prosody with shorter word durations. For the 
interaction between intensity variation and emotion, infants listened longer to happy 
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prosody with lower intensity variation, but not in the other three emotions. HNR indexes 
the amount of aperiodic signals in the speech signal. Infants listened more to the happy 
prosody with a lower HNR (more breathy in the speech), but they listened more to the 
sad prosody with a high HNR (less breathy in the speech). Sad prosody with higher 
HNR attracted more listening attention than happy prosody with higher HNR. Finally, 
there was a listening bias toward happy prosody with a lower spectral centroid, but no 
similar effect was observed in the other three prosodies. Similarly, sad prosody with a 
higher spectral centroid drew infants’ attention more than happy prosody with a higher 
spectral centroid. 
IV. Discussion 
To better understand early emotional speech perception, we investigated infants’ 
listening attention to happy, angry, sad, and neutral prosody in spoken words. Notably, 
we used non-repeating words to deliver the target emotions to ensure that infants 
responded to the emotional prosodic category, not the specific acoustic combinations of 
the emotion and the repeated speech stimulus. Moreover, we included five relevant 
acoustic variables in our analyses—mean fundamental frequency (F0), word duration, 
intensity variation, harmonics-to-noise ratio (HNR), and spectral centroid—to outline 
their roles in infants’ listening attention to emotional prosody. 
A. Infants Preferred the Happy Prosody 
Three- to 12-month-old infants in our study showed listening preference for 
happy over neutral or angry prosody, which confirms previous findings indicating that 
infants attended more to positive affect in voices (Benders, 2013; Corbeil et al., 2013; 
38 
 
Singh et al., 2002). Additionally, we found that infants listened even more to happy 
speech with higher mean F0, less intensity variation, lower HNR, and lower spectral 
centroid. Higher pitch in positive affection directed infants’ attention to the important 
social information (Soderstrom, 2007), and it is a contributor to infants’ listening 
preference to infant-directed speech (IDS) (Fernald & Kuhl, 1987; Leibold & Werner, 
2007). Because there is no comparable study on the roles of HNR, intensity variation, 
and spectral centroid in infants’ listening attention to vocal happiness, interpretations of 
these observations need to be taken with caution. Breathy voices (lower HNR) may not 
be a common acoustic characteristic for the happy voice (Liu & Pell, 2012; Patel et al., 
2011), but some breathy voice qualities were introduced by mothers during reading tasks 
to carry nonverbal intentions such as intimacy (Ishi et al., 2010). Less intensity variation 
and lower spectral centroid (i.e., less brightness in sounds) are neither common in a 
typical happy tone, but they may mimic the soothing voice (Fernald et al., 1984) that 
infants frequently hear early in life. While the current paradigm may not distinguish 
infants’ familiarity preference from novelty preference (both manifested in longer 
listening times), infants tend to show more attention to the novel features in stimuli that 
they are exposed to more (Houston-Price & Nakai, 2004). Therefore, happy voices with 
these uncommon acoustic features may draw more attention because they differ from the 
typical happy voices that infants are familiar with. In brief, we confirmed infants’ 
preference for happy affect in voices, and we observed infants’ selective listening 
attention to happy voices with non-typical acoustic constituents in happy prosody. 
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B. Infants Did not Turn Away from the Sad Prosody 
Surprisingly, infants responded similarly to both sad and happy prosodies. This 
result contradicts the hypothesis that they would listen less to sad than happy prosody 
because of their preference for the positive affect (Singh et al., 2002). Even though 
Singh and colleagues did not directly compare infants’ listening attention between happy 
and sad speech, they observed longer listening times to happy than neutral sounds, and 
neutral than sad sounds5, regardless of the speaking styles (IDS or ADS). One major 
difference was that the current study introduced another negative prosody—angry in the 
stimuli. The current listening task with high affective variations in roving spoken words 
may provide a listening context different from the context using fixed emotional pairs 
(Singh et al., 2002). The enriched emotional context may also encourage infants to adopt 
different listening strategies (Singh, 2008), especially when negative affect was included 
(Kiley Hamlin et al., 2010; Vaish et al., 2008). 
Taking the acoustic features into account, infants’ listening times to the happy 
and sad emotions were very close regardless of the mean F0. High or low mean F0 also 
did not elicit different listening patterns within happy or sad emotion, corroborating 
Singh and colleagues’ (2002) findings on infants’ similar listening times to sad speech in 
IDS and ADS (differed by the mean F0). Therefore, we cannot conclude that mean F0 
plays a major role in driving infants’ differential attention to sad and happy prosody. 
Neither did this result support our second exploratory hypothesis that infants would 
listen more to sad sounds because it shares longer word durations (slower speech rate) 
                                                




with the IDS (Fernald & Simon, 1984; Fernald et al., 1989; Stern et al., 1982). Instead, 
infants only listened more to sad speech when the word durations were short, indicating 
that faster speech rate could better maintain infants’ listening attention to sad prosody. 
This effect of duration in the sad speech was not observed in Singh and colleagues’ 
report (2002) when ADS and IDS were compared. Because the current report only used 
sad ADS, it is possible that the attention-maintaining role of a faster speaking rate can 
only be observed in this listening context. Except for shorter word durations, sad speech 
with a higher HNR (less breathy) and spectral centroid (brighter sound) attracted infants’ 
attention more than the happy speech with similar HNR and spectral centroid measures. 
Higher HNR and spectral centroid are two acoustic characters (out of many) of happy 
sounds. While it may be an over-statement to conclude that brighter voices with less 
breathy quality introduce some positive affect into the sad speech, perhaps both acoustic 
characters make the sad ADS less sad-sounding and more intriguing to infants. Although 
there is a lack of similar empirical studies for a direct comparison, our report on infants’ 
listening attention to sad sounds and the modulating roles of word durations, HNR, and 
spectral centroid provided some evidence for future studies to test directly. 
C. Infants Listened Less to Angry Prosody Irrespective of the Acoustic Features 
We did not observe an age effect in infants’ responses toward happy and angry 
prosodies as predicted. Instead, all infants paid more attention to the happy than angry 
prosody. Given that the two vocal emotions share similar acoustic features and were 
presented over non-repeating words, it is surprising that three- to 12-month-old infants 
in the current study could still respond to the two differently. In the study by Mastropieri 
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and Turkewitz (1999), who presented angry and happy speech from four female 
speakers to newborns, the newborns were able to generalize across speakers and form 
two emotional prosodic categories. Taking the Mastropierir and Turkewitz (1999) 
together with ours, we believe that infants before the age of one can extract emotional 
prosodic categories over various non-repeating examples and differentiate between 
happy and angry voices, and they show the listening preference for happy prosody right 
after birth. The five acoustic variables did not modulate infants’ listening times to angry 
prosody, indicating that infants’ lack of interest in angry sounds could not be recovered 
by any of the included acoustic features. This less attention to high-arousal negative 
speech was in line with the study showing infants’ looking preference for happiness to 
anger when audiovisual emotional information was presented (Soken & Pick, 1999). 
D. Neutral Tone Was the Least Interesting Prosody Unless It Is with a Lower F0 
Neutral prosody attracted the least listening attention compared with the other 
three emotional prosodies, except when delivered at a lower F0. We initially included 
neutral prosody as a reference, so we did not expect to see any effects of the acoustic 
variables. Infants’ preference for neutral speech with a lower F0 also seemed to conflict 
with the literature showing infants’ preference for a higher F0 (Fernald & Kuhl, 1987; 
Masapollo et al., 2016; Trainor & Zacharias, 1998). However, the literature on infants’ 
listening bias to a higher F0 was usually conducted in IDS, different from the context of 
adult-directed speech we used in the current study. Moreover, our high F0 example was 
around 223 Hz, which was used as a low F0 example in the previous study (Trainor & 
Zacharias, 1998). It is likely that our low F0 example (188.4 Hz) was not tested in 
42 
 
previous infant preferential listening studies. To sum up, infants’ short listening time to 
the neutral prosody rather than the affective prosody was expected, as socio-emotional 
information is crucial in early language environments (Kuhl, 2007). The role of mean F0 
in infants’ neutral speech perception will need future research to elaborate and clarify. 
E. No Age or Sex Effect in Early Emotional Speech Processing 
The lack of an age effect in infants’ vocal emotion processing for the four 
emotional prosodies suggests that younger infants in the current study demonstrated 
similar listening patterns as the older infants. Our finding here was not in line with 
previous reports (e.g., Flom & Bahrick, 2007), and this divergence is likely related to 
different testing protocols and speech stimuli. Previous studies demonstrated an 
increased auditory sensitivity to emotional voices with age using the habituation 
paradigm, in which infants were familiarized with one vocal emotion and tested on a 
new emotional category to see if they can detect the change of switching from one 
category to the other (Flom & Bahrick, 2007; Walker-Andrews & Grolnick, 1983; 
Walker-Andrews & Lennon, 1991). To measure infants’ change detection response, the 
acoustic differences between the familiarized and tested emotional speech must surpass 
infants’ internal discriminatory criteria. Under this condition, younger infants would not 
show emotional prosody change detection if they cannot differentiate between the 
specific emotional contrast carried by the repeated lexical content (e.g., angry and happy 
are both high-arousal and hard to be differentiated). Our experimental design did not use 
the habituation paradigm to test simple discrimination; instead, we included non-
repeating lexical items in each emotional prosody that would tap into perceptual 
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abstraction/grouping across multiple entries to establish and compare the four different 
vocal emotional categories. The use of four vocal emotions in a single central-fixation 
task rather than two emotions in a standard habituation task was intended to encourage 
young infants to form different emotional categories based on subtle acoustic differences 
(e.g., happy and angry). The affective cues may facilitate young infants’ attention to 
similar emotional voices that may be missed in a change-detection task. 
We additionally examined the effect of biological sex in early emotional prosody 
speech perception, but no significant effect was found. This result is not surprising 
because neither did a previous vocal emotional discrimination study observe a sex effect 
in infants (Walker-Andrews & Grolnick, 1983). If their relatively simple emotional 
sound discrimination task did not reveal a sex effect, it might be unexpected to see a sex 
effect in our more complex experiment with four emotional voices. Even though one 
report observed mothers using different prosodic features in their speech to male and 
female infants (Kitamura & Burnham, 2003), our data suggested that differences in 
prosodic inputs may be unidirectional from the caregivers rather than contingent on 
infants’ distinct responses. While later studies observed sex differences in emotional 
prosody processing in early adolescence (Fujisawa & Shinohara, 2011) and adulthood 
(Schirmer et al., 2002), it is possible that these differences emerge with repeated 
exposure to qualitatively distinct socio-emotional inputs. Together, we propose that the 
different emotional processing across males and females may be a product of very large 
or long-term differences in the learning environments. 
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V. Limitations and Future Directions 
There are some limitations to the current study. First, the age range of the infants 
was broad, so the current sample size may be relatively small to well represent infants of 
different developmental stages before the age of one. In order to capture the potential 
age effect, future work should either focus on a narrower age range or carefully recruit 
more infants in each age group to better characterize the processing differences across 
infancy. For instance, five- and seven-month-old infants started to match audiovisual 
emotions (Soken & Pick, 1992; Walker-Andrews, 1986, 2008), indicating an emotional 
appraisal that is more advanced than emotional perception. Targeting these two age 
groups and recruiting more participants in each group may provide a more fine-grained 
view of the developmental trajectory of emotional speech processing. Second, emotional 
prosody is a complex signal characterized by more than the five acoustic parameters as 
analyzed and reported in our study. Further investigations are needed to establish the 
optimal models in search for the acoustic correlates for infants’ preferential behaviors of 
emotional speech perception. Third, we used emotional adult-directed speech (ADS), not 
the commonly used infants-directed speech (IDS), to measure infants’ selective attention 
to emotional voices. From the stimulus end, the acoustic profiles of the same emotion 
are similar across ADS and IDS (Trainor et al., 2000). From infant listeners’ end, their 
listening times to the same emotion in ADS and IDS are similar (Singh et al., 2002). 
Therefore, we may expect similar, if not more distinct, effects of emotion and acoustic 
variables on infants’ listening attention when IDS is used. Follow-up studies using 
emotional IDS over phonetically balanced words can provide empirical evidence to 
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strengthen the notion that vocal affect and its functions are relatively independent of the 
speaking style. 
The current study fits into a bigger picture of the interplay between socio-
emotional and language development in infancy and childhood, especially in populations 
such as children with autism spectrum disorder (ASD), developmental language disorder 
(DLD), and cochlear implants (CIs). Children with ASD may tell the acoustic 
differences across vocal emotions, but they generally struggle with emotional voice 
appraisal (McCann & Peppé, 2003; Zhang et al., 2021). They also show less orientation 
to sounds with social information and may therefore miss the enriched speech inputs for 
language learning (O’connor, 2012). Children with DLD also struggle with emotion 
processing, and a recent study was supportive of the idea that socio-affective processing 
skills and language skills mutually affect one another in this population (Bahn et al., 
2021). Cochlear implants provide invaluable early auditory inputs for children with 
congenital hearing loss, but the implants deliver degraded spectral information—the 
crucial acoustic features of both linguistic and emotional prosody (Jiam et al., 2017). 
Therefore, understanding young listeners’ attention to emotional speech and the 
consequential effect on language learning may elucidate the atypical language 
development in children with CIs. To this day, the connections between socio-emotional 
and language development are still far from clear. Future studies on speech perception 
and language learning can be designed to include natural emotional prosody contrasts in 
the speech materials for investigating how socio-emotional speech input may shape 




In summary, typically developing infants at 3~12 months of age showed distinct 
patterns for happy, sad, angry, and neutral prosodies in spoken words with a generally 
longer listening time for happy and sad prosodies, and the least interest in the neutral 
prosody. Furthermore, mean F0, word duration, intensity variation, HNR, and spectral 
centroid each played a significant role in infants’ listening attention to emotional voices, 
which varies depending on the emotion category. With our block stimulus design of 
roving spoken words, no age or sex effects were observed. These results provide direct 
evidence for the influences of four vocal emotion categories and five acoustic 
parameters on infants’ listening attention for emotional speech in the first year of life, 
which have implications for further studies on socio-affective development and language 






Chapter 3: Infants’ Neural Sensitivity to Emotional Prosody Differences in Spoken 
Words (Study 2) 
 
I. Introduction 
Emotional prosody (i.e., vocal emotion) plays an essential role in infants’ first 
year of life. Affection in the human voice provides social connections and helps regulate 
infants’ behaviors (Grossmann, 2010). The regulating role of emotional prosody is 
crucial toward the end of infants’ first year of life when they start modifying behaviors 
based on caregivers’ vocal emotions accordingly (Mumme et al., 1996; Vaish & Striano, 
2004). Emotional prosody also attunes infants’ attention to relevant speech inputs and is 
essential in early language development under the socio-emotional framework 
(Hohenberger, 2011). In this framework, decoding the affective prosody information in 
speech is the first step toward language learning before infants can use the language-
specific linguistic information. In other words, infants before the age of one rely more 
on the paralinguistic cues than the linguistic ones (Fernald, 1989, 1993; Lawrence & 
Fernald, 1993). Therefore, timely processing of emotional speech prosody is critical in 
guiding infants’ behaviors, social interactions, and later language learning. 
To understand infants’ timely processing of emotional prosody in speech, 
scientists have used electroencephalography (EEG) to measure their neurophysiological 
responses (Cheour et al., 2000; Csibra et al., 2008; de Haan, 2002). EEG records 
listeners’ neural activities during cognitive tasks at the millisecond scale, and the 
averaged neural responses time-locked to the task events (e.g., sound stimuli), known as 
event-related potentials (ERPs), can be analyzed to assess listeners’ sensory and 
cognitive processing of the presented stimuli even without attentional focus on auditory 
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inputs. In fact, ERP has been employed in numerous studies to reveal infants’ 
differential responses to various sounds without their overt behavioral reactions, making 
it a convenient and temporally precise tool in the early processing of emotional prosody. 
However, the neural mechanisms underlying infants’ vocal emotion decoding are far 
from clear. Developmental research on emotional information processing has been 
mainly focused on facial rather than vocal expressions of emotions (Grossmann, 2010; 
Morningstar et al., 2018). For instance, very little is known about how infants extract 
different emotional prosody categories in spoken words, which would presumably show 
age-dependent and category-specific changes similar to their visual responsiveness to 
facial expressions of emotion (Leppänen, Moulson, Vogel-Farley, & Nelson, 2007; 
Nelson & De Haan, 1996). The current study aims to fill this gap by measuring infants’ 
pre-attentive neural responses to various basic vocal emotions. Successful elicitation and 
analysis of distinct ERPs for different emotional prosodies would add empirical 
evidence to deepen our understanding of the neural correlates underpinning vocal 
emotional processing in infancy. 
Infants’ Emotional Prosody Discrimination through Behavioral Research 
Infants’ behavioral sensitivities to different emotional voices emerge early, but 
they may not reliably show different behavioral reactions to distinct voices even until 
seven months of age (Soken & Pick, 1992, 1999; Walker-Andrews, 1986). Newborns 
are already sensitive to prosodic information in speech (Mehler et al., 1978; Moon et al., 
1993). For instance, one early study revealed that newborns opened their eyes more to 
the happy voice, but not angry, sad, or neutral voices when listening to their native 
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language (Mastropieri & Turkewitz, 1999). This study indicates that newborns already 
show some degrees of vocal emotion discrimination ability. Another study showed that 
three-month-old infants could detect an emotional sound change from sad to happy by 
resuming their attention to the changed sound presentation, but not when the sound 
changed from happy to sad (Walker-Andrews & Grolnick, 1983). This order-specific 
behavioral response confirms that three-month-old infants have emotional voice 
discrimination ability (at least between happy and sad voices), but their behavioral 
responses cannot reflect this voice sensitivity consistently. On the other hand, five-
month-old infants can reliably differentiate between more emotional prosodies 
(including anger) regardless of the sound presentation order, but they can only do so 
when an image of a human face is displayed along with the sound (D’Entremont & 
Muir, 1999; Walker-Andrews & Lennon, 1991). In other words, five-month-old infants’ 
sensitivities to different emotional prosodies can only be reliably detected with a 
relevant visual stimulus, not auditory inputs alone. Along the developmental timeline, 
seven-month-old infants start to show more reliable vocal emotion discrimination, but 
their emotional voice sensitivities are still susceptible to visual distractors such as 
upside-down faces (Soken & Pick, 1992, 1999; Walker-Andrews & Grolnick, 1983; 
Walker, 1982). Taken together, while newborns are already sensitive to different 
emotional prosodies, infants’ overt behavioral responses to different vocal expressions 
may not be reliably elicited even when they are seven months of age. 
The behavioral assessment of infants’ voice discrimination is usually carried out 
in the habituation paradigm (Colombo & Mitchell, 2009; Fantz, 1964; Groves & 
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Thompson, 1970). For testing vocal emotion discrimination, researchers would first 
present one emotional voice repetitively to the infant listeners. Once the infants are 
habituated by the emotional voice and show decreased interest, researchers would play a 
new vocal emotion and observe if infants resume their attention to the new sounds. To 
successfully pass the habituation task, infants first register the emotional voice 
differences in their auditory system and then demonstrate that they hear the differences 
by showing distinct behavioral reactions such as voluntary eye fixation (Aslin, 2007). 
Unfortunately, the habituation paradigm can only tell if infants behaviorally show 
distinct responses to the sounds. This behavioral paradigm cannot distinguish infants 
whose auditory system does or does not register the sound differences if both groups 
show similar behavioral responses to the habituated and new emotional categories. In 
other words, a failure to show increased attention to the new vocal emotional category 
does not necessarily mean that infants cannot tell the two vocal expressions. Instead, 
perceptual-irrelevant factors (e.g., inherent preference for particular stimuli) may affect 
infants’ behavioral reactions to different voices (Oakes, 2010). Therefore, a more 
sensitive measurement is needed to capture infants’ early emotional voice discrimination 
ability when infants show inconsistent behavioral responses. 
 EEG recordings have proven to be a sensitive tool in developmental cognitive 
science that complements behavioral measurements (De Haan, 2007; Hartkopf et al., 
2019). Since infants’ neurophysiological responses can be measured without their 
behavioral reactions, ERPs to vocal emotions may be able to reveal the differences in 
infants who process the sounds differently but score similarly in behavioral tasks. By 
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including infants’ neurophysiological responses to emotional prosodies, we can further 
address young infants’ unreliable behavioral discrimination of emotional speech and 
better understand the age-dependent changes in decoding the crucial affective 
information that influences their socio-emotional and cognitive development 
(Hohenberger, 2011). 
Developmental ERPs to Emotional Prosody in Infancy 
Neurophysiological measurements have been broadly used to understand 
developmental auditory processing (Cheour, 2007; Csibra et al., 2008). Among the 
relevant auditory ERPs, the mismatch response (MMR) is the neural marker that indexes 
infants’ pre-attentive voice discrimination (de Haan, 2002; Kushnerenko et al., 2013). 
MMR is usually elicited by the infrequent sound (Deviant) in a continuous stream of the 
same frequent sound (Standard) (Garrido et al., 2009; Näätänen et al., 2007). MMR 
appears as a negative deflection around 150 to 250 ms after sound onset in adult listeners 
(so-called mismatch negativity, MMN). However, MMR’s time window and polarity in 
infants vary widely depending on the stimulus type and the infant’s age (Cheour et al., 
2002; Csibra et al., 2008; Friederici et al., 2002; Maurer et al., 2003). Unlike adults’ 
MMN, infants’ MMR mostly appears as a slow positive wave at a later window around 
200 – 450 ms post-stimulus (e.g., Cheng et al., 2012; Dehaene-Lambertz, 2000; 
Friederici et al., 2002; He et al., 2009; Leppänen et al., 2004; Winkler et al., 2003). 
Many infant EEG studies have already successfully recorded infants’ MMR to different 
speech and voices (Cheour-Luhtanen et al., 1995; García-Sierra et al., 2021; Shafer et 
al., 2012; Wanrooij et al., 2014). Along with the low requirement of listeners’ active 
52 
 
engagement in the task, the MMR paradigm is suitable for investigating infants’ neural 
sensitivities to emotional prosodies in speech. 
The literature on early neurophysiological responses to emotional prosody is 
quite limited (Kok et al., 2014; Morningstar et al., 2018), but a few neuroimaging reports 
suggested that infants before the age of one already show different neural activities to 
voices with different emotions (Blasi et al., 2011; Grossmann et al., 2005; Minagawa-
Kawai et al., 2011). Studies focusing on MMR to emotional prosodies even observed 
newborns’ differential neural sensitivities to emotional voices presented over simple 
syllables (Cheng et al., 2012; Kostilainen et al., 2020; Kostilainen et al., 2018; Zhang et 
al., 2014). For instance, neonates’ MMRs to angry, happy, and fearful sounds differ 
around 300 to 500 ms after the sound onset (Cheng et al., 2012; Zhang et al., 2014), with 
stronger MMR to the happy than the angry sounds (Kostilainen et al., 2020). Cheng and 
colleagues (2012) further demonstrated that newborns’ emotional MMRs are not merely 
driven by the acoustic differences by showing no clear MMRs to acoustically-matched 
non-speech emotional stimuli. 
While infants’ neural sensitivities to different emotional prosodies are present at 
birth, the developmental trajectory of this neural mechanism remains unclear as there 
have been very few reports on older infants’ MMRs for auditory processing of emotion. 
The closest report was from Grossmann et al. (2005), demonstrating that seven-month-
old infants show ERPs to happy and angry voices. One limitation is that previous 
auditory emotional MMR tasks all used simple and fixed syllables to carry the vocal 
emotional expression. Whether or not infants’ pre-attentive system can discriminate 
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between different emotional voices and automatically extract emotional categories based 
on statistical regularities (such as fundamental frequency patterns associated with 
different vocal emotions) in a more complex linguistic context (e.g., spoken words) has 
not been investigated. Another less-considered factor is whether sex differences present 
in infants’ neural responses to the emotional prosody, which may also show age-
dependent and emotional-category-specific effects. Previous newborn studies did not 
find a sex effect on emotional MMR (Cheng et al., 2012; Kostilainen et al., 2018), but 
adult studies have (Hung & Cheng, 2014; Schirmer et al., 2005). Thus, it would be of 
great value to address the developmental trajectory of the sex effect on infants’ pre-
attentive neural processing of emotional prosody in natural speech. 
The Current Study 
The current study aims to investigate whether infants before the age of one year 
can automatically extract different emotional prosodies in non-repeating spoken words 
and how this ability develops as a function of age and sex. To this end, we employed a 
roving multi-feature oddball paradigm, which can record and compare listeners’ neural 
sensitivities to multiple types of emotional sounds (i.e., happy, angry, and sad) in a 
single session. The multi-feature oddball task may be challenging for infants because of 
the increased number of novel auditory events for their auditory system to detect. 
However, previous reports have successfully observed newborns’ MMRs to three 
emotional Deviants along with six other acoustic Deviants (Kostilainen et al., 2020; 
Kostilainen et al., 2018). 
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The most significant modification we applied to the current emotional multi-
feature oddball task was using non-repeating spoken words to deliver the emotional 
prosody. The rationale was to examine whether infants’ pre-attentive neural system can 
detect the overarching emotional prosodic category over the varying linguistic contents 
based on statistical regularities of acoustic cues for distinct vocal emotion categories. 
Due to the high acoustic variations within the same vocal emotion in this setup, we 
expect to see more subtle emotional MMRs in the early (100 – 200 ms; e.g., Kostilainen 
et al., 2018) and late windows (300 – 500 ms, e.g., Cheng et al., 2012; Zhang et al., 
2014) after the sound onset. Even though Kostilainen and colleagues (2018) did not 
observe distinct early MMRs to different emotional voices in newborns, we expected 
that our infant listeners in the broader and older age range of 3-11 months would be able 
to show different early emotional MMRs due to auditory experience in their learning 
environment. In addition, we expected to find category-specific differences such as 
stronger late MMRs to anger than other emotional prosodies as previous reports suggest 
that the neural system automatically orients to threat-related signals (Cheng et al., 2012; 
Grossmann et al., 2005; Grossmann et al., 2006). In this vein, angry and happy voices 
may elicit distinct MMRs (Grossman et al., 2005), even though infants may not 
distinguish these two vocal emotions reliably in behavioral tasks (Flom & Bahrick, 
2007; Walker-Andrews & Lennon, 1991). Although infants’ auditory MMRs to sadness 
have not been systematically compared with other vocal emotions in the literature, we 
predicted that their sad MMRs would be different from happy and angry MMRs because 
three-month-old infants can already differentiate sad voices from other emotions in 
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behavioral tasks (Walker-Andrews & Grolnick, 1983). Finally, sex-specific differences 
in the auditory emotional MMRs may emerge. It is possible that more adult-like MMR 
(i.e., MMN) may show up in female infants than male infants because female infants 
already show better visual emotional processing (facial expressions, McClure, 2000). 
However, due to the lack of systematic investigation of sex differences in vocal 
emotional processing in infancy, the search for potential sex effects on vocal emotion 
processing remained exploratory in the current study. 
II. Method 
A. Participants                                                         
The final sample included 42 infants between the ages of two months 26 days 
and 11 months 11 days (male = 22, female = 20; mean age = 7.5 months or 228 days). 
Forty-six typically developing infants from 3 to 12 months of age (male = 25, female = 
21; mean age = 7.6 months or 229 days) were recruited through advertisements, words 
of mouth, and the infant participant pool of the Institute of Child Development at the 
University of Minnesota. All infants were born full-term (38 – 42 weeks), healthy with 
normal hearing, and from English-speaking families. Four infants’ data were not 
included due to the EEG cap being pulled off (n = 1), crying (n = 1), and equipment 
failure (n = 1). The experimental protocol was approved by the local Institutional 
Review Board. Parents signed the informed consent for their children prior to the 




All speech stimuli were taken from the Toronto Emotional Speech Set (Dupuis & 
Pichora-Fuller, 2010), including 200 monosyllabic phonetically balanced words 
(Northwestern University Auditory Test No. 6, NU-6; Tillman & Carhart, 1966) as listed 
in Appendix B. Each of the 200 words was spoken in neutral, happy, sad, and angry 
voices by a young female speaker, yielding a total of 800 stimuli. The sounds were 
sampled at 24414 Hz, with the mean sound intensity levels equalized using Praat 6.0.40 
(Boersma & Weenink, 2020). Table 3 summarizes the mean fundamental frequency 
(F0), duration, intensity variation, harmonics-to-noise ratio (HNR), and spectral centroid 
in each emotional prosody. These five acoustic measures are commonly used to 
characterize different vocal emotions (Amorim et al., 2019; Banse & Scherer, 1996; 
Johnstone & Scherer, 2000; Mani & Pätzold, 2016). 
 
Table 3. The acoustic properties of each emotional prosody 
Emotions Mean F0 (Hz) Duration (ms) 
Intensity 
Variation (dB) HNR (dB) 
Spectral 
centroid (Hz) 
Angry 216.71 646 11.15 9.22 1810.96 
Happy 226.13 742 10.82 17.53 1052.92 
Sad 180.42 822 10.18 19.31 408.79 
Neutral 195.04 667 9.14 18.75 758.43 
Note. The averaged values of all the words were used to report the mean fundamental frequency 
(F0), word duration, intensity variation, harmonics-to-noise ratio (HNR), and spectral centroid in 





We adopted a multi-feature oddball paradigm (or optimal paradigm; Näätänen et 
al., 1978; Näätänen et al., 2004; Thönnessen et al., 2010) to examine infants’ early 
neural sensitivities to happy, angry, and sad prosodies as against the neutral prosody. 
The multi-feature oddball paradigm is a passive listening protocol that allows us to 
measure three emotional prosody contrasts (from neutral to angry, from neutral to 
happy, and from neutral to sad) within the same recording session, which is suitable for 
infant participants. We presented 600 trials in total. The Standard stimuli were words in 
a neutral tone (presented with 50% probability, 300 trials). The three emotional tones 
(happy, angry, sad) served as three Deviant stimuli (each presented with 16.7% 
probability, 100 trials). For the 300 Standard trials, all the 200 words in neutral voice 
were used, and 100 words were randomly selected for repetition. For each type of the 
100 Deviant trials, 100 words in each emotional voice were randomly selected and used. 
The sounds were always presented in alternating Standard and Deviant fashion. The 
three types of Deviant (three emotions) were pseudo-randomly interspersed, with no 
consecutive Deviant trials in the same emotional prosody (see Figure 3 for an example 
of the sound presentation order). The inter-stimulus interval (ISI) was randomized 





Figure 3. A schematic example of the order of the trials. The Standard (neutral prosody) and Deviant 
(angry, happy, and sad prosodies) were always alternating, and the three emotions (Deviants) were 
pseudo-randomly interspersed. 
  
Infants were seated in their parents’ laps in an electrically and acoustically 
treated booth (ETS-Lindgren Acoustic Systems) with a 64-channel WaveGuard EEG 
cap. One research assistant stayed in the booth and played with silent toys to entertain 
the infants. A television displaying silent cartoons was also on to keep the infants 
engaged and still. Parents were instructed to ignore the speech sounds and soothe their 
children during the EEG recording session. The speech sounds were played via two 
loudspeakers (M-audio BX8a) placed at a 45-degree azimuth angle three feet away from 
the participants and presented at 65 dB SPL at the subject’s head position (Zhang et al., 
2011), which was calibrated prior to the experiment using a standard 1000 Hz tone. The 
sound presentation was controlled by E-Prime (Psychological Software Tools, Inc) using 
a Dell PC outside the sound-treated room. Continuous EEG data were recorded through 
the Advanced Neuro Technology EEG System (Advanced Source Analysis version 4.7). 
The WaveGuard EEG cap has a layout of 64 Ag/AgCl electrodes following the standard 
International 10-20 Montage system with intermediate locations, and it is connected to a 
REFA-72 amplifier (TMS International BV). The default bandpass filter for raw data 
recording was set between 0.016 Hz to 200 Hz, and the sampling rate was 512 Hz. The 
electrode AFz served as the ground electrode. The impedance of all electrodes was kept 
under 10 kΩ. 
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D. Data analysis 
The continuous EEG data preprocessing was complete offline by EEGLAB 
v14.1.1 (Delorme & Makeig, 2004). The continuous EEG data were low-pass filtered at 
40 Hz, downsampled to 250 Hz, and high-pass filtered at 0.5 Hz. The EEG data were 
then re-referenced to the average of the two mastoid electrodes. Next, we applied the 
“Clean Rawdata” EEGLAB plug-in to help remove low-frequency drifts and non-brain 
activities (e.g., muscle activity, sensor motion). Data were then decomposed by the 
Independent Component Analysis (ICA) algorithm (Dammers et al., 2008; Delorme et 
al., 2001) to attenuate influences from eye blinks and other artifacts. ERP epochs were 
extracted from 100 ms pre-stimulus onset to 1000 ms post-stimulus onset, and baseline 
correction was applied using the mean voltages of the 100-ms baseline period. Epochs 
containing data points over the range of 150.0 𝜇V were rejected before averaging. Using 
ERPLAB v7.0.0 (Lopez-Calderon & Luck, 2014), event-related potentials (ERPs) were 
derived for Standard (neutral prosody) and each three types of the Deviant (angry, 
happy, and sad prosodies). Difference waveforms were created by subtracting the 
Standard ERP from each Deviant ERP, yielding happy, angry, and sad difference 
waveforms. The data from infants with fewer than 30 trials in any of the Standard or 
Deviants conditions were removed from further analysis (male = 5, female = 5; mean 
age = 7.1 months or 218 days). 
All statistical analyses were completed in R (https://www.r-project.org/) with the 
packages “lme4” (Bates et al., 2015), “lmerTest” (Kuznetsova et al., 2017), and 
“emmeans” (Lenth et al., 2018). The difference waveforms were used for assessing two 
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target components—early mismatch response (early MMR, 100 – 200 ms post-stimulus 
onsets) and late mismatch response (late MMR, 300 – 500 ms post-stimulus onsets). The 
time window for each MMR was selected based on previous EEG studies on emotional 
prosody perception in newborns and infants (Grossmann et al., 2005; Kostilainen et al., 
2020; Kostilainen et al., 2018; Zhang et al., 2014) and visual inspection of the current 
grand average difference waveforms. Since clear local peaks may not be present in 
infants’ difference waveforms, the early and late MMR amplitudes for later statistical 
analyses were calculated using the mean voltages of the whole target windows (early 
MMN, 100 – 200 ms; late MMR, 300 – 500 ms). The amplitudes were calculated for 
channels at frontal (F-line, F3, Fz, F4), central (C-line, C3, Cz, C4), and parietal (P-line, 
P3, Pz, P4) regions (Kostilainen et al., 2018). These amplitudes were then used as the 
dependent variables in the later statistical models. 
Two linear mixed-effect models were respectively performed on early and late 
MMR amplitudes. Each model included a by-participant intercept as a random-effect 
factor. Deviant/Emotion (happy, sad, and angry), region of the electrode (anterior, 
central, and parietal), and laterality of the electrode (left, middle, and right) were 
included as trial-level fixed-effect factors. Infants’ biological sex (female and male) and 
age (in month, numerical) were included as participant-level fixed factors. Finally, 
cross-level interactions of emotion and sex and emotion and age were also included. 





The linear mixed-effect models were fitted onto the average amplitudes of early 
MMR and late MMR extracted from the difference waveforms, which were derived 
from subtracting the Standard ERP from the Deviant ERPs. To demonstrate the 
developmental trends of the neural sensitivities to emotional prosody, the grand mean 
ERP waveforms and difference waveforms of younger and older infants (using median-
split) recorded from frontal (F-line, F3, Fz, F4), central (C-line, C3, Cz, C4), and parietal 
(P-line, P3, Pz, P4) electrodes for all emotional prosodies are displayed in Figures 4 and 
Figure 5. The topographic maps of each emotional prosody's early and late MMRs are 
presented in Figure 6. 
 
Figure 4. The grand mean event-related potential (ERP) waveforms of Standard (neutral prosody) and 
Deviants (angry, happy, and sad) in younger and older infant listeners (split by median age at 8.2-month). 
Mean amplitudes of the F-line (F3, Fz, F4), C-line (C3, Cz, C4), P-line (P3, Pz, P4) electrodes were used 
for the waveforms. The gray shaded areas mark the windows for early mismatch response (early MMR, 




Figure 5. The grand mean difference waveforms (Standard waveforms subtracted from Deviant 
waveforms) of angry, happy, and sad in younger and older infant listeners (split by median age at 8.2-
month). Mean amplitudes of the F-line (F3, Fz, F4), C-line (C3, Cz, C4), P-line (P3, Pz, P4) electrodes 
were used for the waveforms. The gray shaded areas mark the windows for early mismatch response 
(early MMR, 100 – 200 ms) and late MMR (300 – 500 ms). 
 
 
Figure 6. The scalp topographic maps of (A) early mismatch response (MMR) and (B) late MMR to 
angry, happy, and sad emotional prosodies averaged across younger and older infant listeners (split by 
median age at 8.2-month). The topographies are based on the average values in each component window 




A. Early Mismatch Response (Early MMR) 
The main effect of emotion (F(2,818) = 14.75, p < 0.001) was significant, but not 
the main effects of electrode region (F(2,817) = 1.05, p = 0.35) or electrode laterality 
(F(2,817) = 1.78, p = 0.17). In general, early MMR amplitudes to sad prosody were 
more positive than happy (p = 0.03) and angry prosodies (p = 0.002). The participant-
level main effect of sex was not significant (F(1,32) = 2.11, p = 0.16), neither was the 
main effect of age (F(1,32) = 0.74, p = 0.39). However, there was a significant 
interaction between emotion and age (F(2,818) = 11.42, p < 0.001), with early MMR 
values to happy and sad prosodies going more negative with age and early MMR values 
to angry going more positive with age. The model is summarized in Table 4, and Figure 
7 shows the interaction effect of emotion and age on infants’ early MMR amplitudes. 
  
Table 4. Summary of the linear mixed-effect model using the amplitudes of early MMR as the dependent 
variable. 
Factor Numerator df Denominator df F p 
Trial-level fixed factors         
Emotion 2 818 14.75 < .001 *** 
Region 2 817 1.05 0.35 
Laterality 2 817 1.78 0.17 
Participant-level fixed factor         
Age 1 32 0.74 0.39 
Sex 1 32 2.11 0.16 
Cross-level interaction         
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Emotion * Age 2 818 11.42  < .001 *** 
Emotion * Sex 2 817 2.64 0.07 
* p < .05, ** p < .01, *** p < .001. 
  
      
       
  
Figure 7. The interaction effect of emotion and age displayed in the model predicted MMN amplitudes to 
angry, happy, and sad emotional prosodies. 
  
B. Late Mismatch Response (Late MMR) 
The main effects of emotion (F(2,800) = 12.12, p < 0.001) and electrode region 
(F(2,800) = 19, p < 0.001) were significant, but not the main effect of electrode laterality 
(F(2,799) = 2.73, p = 0.07). In general, late MMR to the angry prosody was more 
negative than the sad prosody, but the post-hoc t-test only approached significance level 
after Bonferroni correction (p = 0.08); and frontal channels and central channels 
recorded more positive late MMR than the parietal channels (ps < 0.001). The 
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participant-level main effect of sex was significant (F(1,32) = 5.45, p = 0.03), with male 
infants showing more positive late MMR. The main effect of age was not significant 
(F(1,32) = 0.61, p = 0.44), but there was a significant interaction between emotion and 
age (F(2,800) = 11.25, p < 0.001), with late MMR values to happy and sad prosodies 
going more negative with age and late MMR values to angry going more positive with 
age. Furthermore, the negative-going trend with age was stronger in response to happy 
than sad prosody. The model is summarized in Table 5, and Figure 8 shows the main 
effect of electrode region, main effect of sex, and the interaction effect of emotion and 
age on infants’ late MMR amplitudes. 
  
Table 5. Summary of the linear mixed-effect model using the amplitudes of late MMR as the dependent 
variable. 
Factor Numerator df Denominator df F p 
Trial-level fixed factors         
Emotion 2 800 12.12 < .001 *** 
Region 2 800 19.00 < .001 *** 
Laterality 2 799 2.73 0.07 
Participant-level fixed factor         
Age 1 32 0.61 0.44 
Sex 1 32 5.45 0.03* 
Cross-level interaction         
Emotion * Age 2 800 11.25  < .001 *** 
Emotion * Sex 2 800 0.87 0.42 
* p < .05, ** p < .01, *** p < .001. 
  
      







Figure 8. The (A) main effect of electrode region, (B) main effect of infant sex, and (C) interaction effect 
of emotion and age displayed in model predicted late MMR amplitudes to angry, happy, and sad 
emotional prosodies. 
IV. Discussion 
The current study employed a roving multi-feature oddball paradigm to examine 
infants’ neural sensitivities to angry, happy, and sad prosodies against neutral prosody 
over non-repeating English spoken words. Different vocal emotions elicited distinct 
MMRs in reference to the neutral voice (Figures 5), indicating that infants can 
automatically extract the emotional prosodic information across varying words at an 
early signal processing stage outside attentional focus. 
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A. Early MMR (100 – 200 ms) 
The early MMR is an indicator of listeners’ automatic sensory processing of the 
incoming sounds. It usually shows a positive deflection in early infancy and gradually 
develops into a more negative-going component (Csibra et al., 2008; Kushnerenko et al., 
2013). In the current study, the sad prosody elicited more positive MMR in the early 
window than angry and happy voices for the infants. We observed an interaction 
between emotion and age in early MMR that shows a shift from more positive to more 
negative deflection to happy and sad voices as the age increases, but negative to positive 
deflection to angry voices. Furthermore, the positive-to-negative trend was more 
substantial in the sad prosody compared to the happy prosody. For younger infants, sad 
emotion elicited the most positive early MMR followed by happy emotion, and angry 
emotion elicited the most negative early MMR. Older infants showed similar MMR to 
both happy and sad prosodies, but a positive early MMR to angry voices. Infants’ 
distinct early neural responses to happy and angry voices indicate that their pre-attentive 
system can discriminate between the two high-arousal emotions (Grossmann et al., 
2005) that were not distinguishable in their behavioral reactions (Flom & Bahrick, 2007; 
Walker-Andrews & Lennon, 1991). This differential age effect on angry, happy, and sad 
voices can be interpreted as the change of infants’ neural sensitivities over time. Our 
data demonstrate that infants before the age of one already distinguish various emotions 
in human voice at an early neural processing stage, showing a great improvement from 
the undistinguished early MMR observed in newborns (Kostilainen et al., 2018). 
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We did not observe a sex effect or interaction between sex and emotion in 
infants’ early MMR. This result is consistent with male and female newborns’ similar 
early MMRs to vocal expressions (Kostilainen et al., 2018). Since early MMR reflects 
lower-level sensory processing, the lack of the sex effect on this early 
neurophysiological component re-emphasizes that male and female infants show similar 
automatic auditory processing of vocal emotional signals. Even though the lack of sex 
effect is expected in automatic auditory processing, previous infant EEG studies seldom 
examined the role of biological sex in early sensory processing (McClure, 2000). The 
current study provides neurophysiological evidence on the similar early processing of 
emotional speech for male and female infants. 
To our knowledge, this is the first report using a multi-feature oddball design to 
record emotion-modulated MMRs in early infancy. Previous research using a similar 
experimental design did not observe an emotional effect on newborns’ early MMR, even 
if the vocal emotions carried by simple syllables “ta-ta” should be differentiated more 
easily (Kostilainen et al., 2018). Our data demonstrated that infants before the age of one 
already showed neural sensitivities to the acoustic changes of vocal emotions. This 
automatic processing was more mature for angry and happy prosodies (more negative 
MMR) than the sad prosody (more positive MMR). Infants’ distinct early MMRs to 
different vocal emotions demonstrate that their auditory system develops rapidly and can 




B. Late MMR (300 – 500 ms) 
The late MMR is often seen as the infant-version of MMN. Unlike adult MMN, 
infants’ MMR is delayed and emerges as a slow positive wave (Cheour et al., 2000; 
Leppänen et al., 2004; Trainor, 2010). Over the time of development, infants’ slow 
positive MMR gradually develops into an adult-like negative deflection (see He et al., 
2009 for a summary). Compared with the early MMR (100 – 200 ms), previous infant 
studies on pre-attentive neural responses to emotional prosodies mainly focused on this 
late MMR (300 – 500 ms) (Cheng et al., 2012; Kostilainen et al., 2020; Kostilainen et 
al., 2018; Zhang et al., 2014). Some researchers also suggested that this slow positive 
wave may be a mix of MMR and a following component P3a, a fronto-central oriented 
positive wave elicited by contextually novel events in adults (Escera et al., 2000; 
Friedman et al., 2001). Our data confirmed this fronto-centrally oriented late MMR with 
a positive deflection (Figure 6, B), indicating that the multi-feature oddball task on 
emotional prosody successfully elicited the target MMR. Our infant listeners showed a 
stronger, more negative-oriented late MMR to angry than sad voices (especially the 
younger infants, Figure 5), which is similar to the newborns’ data from Cheng et al. 
(2012) and Zhang et al. (2014). One explanation is that infants’ auditory systems are 
wired to respond to negative, threat-related signals more efficiently, reflected in their 
stronger late MMR to the angry voice. The novel finding here was that we employed 
varying spoken words, rather than simple syllables, to deliver emotional prosodies (as in 
Cheng et al., 2012; Zhang et al., 2014), making the prosodic extraction based on 
statistical regularities in the acoustic parameters more demanding for the infants. Despite 
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this challenge, infants in the current study successfully extracted the relevant emotional 
prosodic categories across changing words and registered the voices differently in their 
pre-attentive neural system. 
An interaction between emotion and age was also observed in this late MMR 
window. The late happy and sad MMRs shifted from positive to negative deflections 
with age, but the late angry MMR shifted in the opposite direction. Furthermore, the 
polarity change was greater to happy and angry prosodies but subtler to the sad prosody. 
For younger infants, happy emotion elicited the most positive late MMR, and angry 
emotion elicited the most negative late MMR. In contrast, the older infants showed a 
more positive late MMR to angry voices and a more negative late MMR to happy 
voices. Unlike the early MMR, infants showed distinct developmental trends to the three 
vocal emotions in this later window. The younger group’s late MMR pattern was similar 
to Kostilainen and colleagues’ newborn data (2020) that showed more positive happy 
MMR than angry and sad MMRs. There has been no previous report on older infants’ 
MMRs on the vocal emotions in a multi-feature oddball task. One study measured 
seven-month-old infants’ ERPs to randomly presented angry and happy voices 
(Grossmann et al., 2005), and the authors observed a more negative ERP to angry than 
the happy prosody, just as the predicted late MMR amplitudes of 7-month-old infants in 
our data (Figure 8, C). Even though the two studies used different experimental 
protocols, it is worth mentioning that Grossmann and colleagues (2005) also used up to 
74 different words to deliver each vocal emotion. Together, we are confident that it is 
practical to use a more complex and natural linguistic context to investigate infants’ 
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neural sensitivities to emotional prosody. Future studies testing older (7 – 12 month 
olds) infants’ MMR to emotional voices are strongly encouraged to scrutinize our 
current findings. 
 Unlike the early MMR, we observed a sex effect on infants’ late MMR to 
emotional voices, with male infants showing a more positive late MMR than female 
infants. Previous studies on newborns’ MMR to vocal emotions either did not observe 
sex differences (Cheng et al., 2012; Kostilainen et al., 2018) or did not include sex as a 
factor to explain the variations of infants’ MMR amplitudes (Grossmann et al., 2005; 
Kostilainen et al., 2020; Zhang et al., 2014). The similar vocal emotional MMR in male 
and female newborns (Cheng et al., 2012; Kostilainen et al., 2018) but sex-modulated 
MMR in three- to 11-month old infants (the current study) suggest that sex differences 
in emotional voice processing may emerge in the first year of life. 
V. Limitations and Future Directions 
The current study measures infants’ pre-attentive neural sensitivities to emotional 
prosodies over non-repeating spoken words. While our data suggest that infants 
successfully extract differences among the four basic emotional prosodies over the 
varying linguistic context, the results cannot determine if these prosodic categories entail 
infants’ subjective emotional experiences in the way that adults perceive and interpret 
the emotional prosody categories. This is a common limitation for infant MMR studies, 
for this particular paradigm only requires participants’ automatic auditory detection of 
different voices without active engagement. To further investigate if emotional 
evaluation is involved, we may include audiovisual emotional stimuli to test infants’ 
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cross-modal emotional congruency detection and record their EEG signals (Flom & 
Whiteley, 2014; Grossman, 2013; Otte et al., 2015). Even though including both 
behavioral and EEG tasks greatly complicates the experimental administration, it 
ensures that we measure the neurophysiological responses underlying infants’ evaluation 
of emotion. 
Another limitation is that our speech stimuli were from one female speaker, 
limiting the results from being generalized to real-life scenarios where infants listen to 
the emotional speech from multiple speakers. The rationale of the current study to 
include non-repeating spoken words from the same female speaker was to establish a 
more diverse but still manageable linguistic context for infants to extract emotional 
prosody. Since previous emotional multi-feature oddball tasks for infants mainly used a 
few simple and fixed syllables (Cheng et al., 2012; Kostilainen et al., 2020; Kostilainen 
et al., 2018; Zhang et al., 2014), it is reasonable to first examine their emotional MMRs 
to varying words from the same speaker before moving on to multiple speakers. 
Despite the limitations, our results and Grossmann and colleagues’ (2005) report 
confirm that infants’ pre-attentive neural systems can group words with the same 
emotional prosody against other words delivering a different emotional prosody. Future 
studies can start adding speech stimuli from male speakers to create an even more 
natural listening context and thoroughly examine the sex effect on infants’ early 
processing of emotional voices. 
More importantly, the results from our efficient passive-listening multi-feature 
oddball paradigm have great implications for future studies investigating emotional 
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voice processing in populations with short sustained attention to lengthy tasks. For 
instance, Korpilahti et al. (2007) studied the differences in neural responses to angry 
voices between children with and without Asperger syndrome. By incorporating the 
multi-feature design, researchers can examine more emotional voices and understand 
their different effects on speech processing in neurodivergent infants and children. 
VI. Conclusion 
The current study establishes the feasibility of the multi-feature oddball 
paradigm in studying early emotional prosody speech perception by successfully 
eliciting infants’ early and late MMRs to happy, angry, and sad prosodies using non-
repeating spoken words. The results clearly revealed distinct developmental changes in 
infants’ neural activity patterns to each emotional category, indicating that EEG is a 
sensitive tool that captures developmental trends that may be obscure in behavioral 
studies. Finally, we observed different MMR amplitudes in male and female infants in 
the late but not early MMR window. Since this sex effect is not observed in neonates’ 
MMR, we may infer that sex differences in the neural correlates of emotional speech 
emerge after infants gain some listening experience. Further research is required to 
determine the role of biological and social factors in the commonly observed sex 
differences in processing socio-emotional signals and the functional significance of age 
and emotion category interaction effects in the early and late MMRs in language 




Chapter 4: Gender Differences Revealed Outside the Focus of Attention to 
Emotional Prosody Variation in Spoken Words (Study 3) 
 




Daily communication seldom consists of neutral speech. Speakers express their 
views through both content (i.e., what is said) and style (i.e., how it is said) of the 
speech, and listeners need to evaluate both cues to fully understand the message 
properly. Emotional prosody is one of the speaking styles that speakers use to display 
their internal states through varying pitch, intensity, stress, and temporal information in 
the voice (Banse & Scherer, 1996). The same sentence can carry a very different 
message once the speaker changes the emotional intonation. In the case that semantic 
meaning contradicts the prosody in the voice, listeners tend to rely more on the prosodic 
information (Ben-David et al., 2016; Filippi et al., 2017; Kim & Sumner, 2017; Lin et 
al., 2020; Mehrabian & Wiener, 1967; Schirmer & Kotz, 2003). Therefore, timely 
processing of emotional speech prosody is essential in daily communication. 
To capture listeners’ online tracking and perception of the fast-changing speech 
prosodic information, the time-sensitive measurement—electroencephalography 
(EEG)—can be used. Previous EEG studies on emotional processing focused more on 
the visual than the auditory modality (Grossmann et al., 2005; Thierry & Roberts, 2007). 
Among the few reports on listeners’ event-related potentials (ERPs) to emotional 
prosody, which typically require hundreds of trials for averaging the time-locked EEG 
responses, the speech stimuli have used simple contrasts of vowels (Carminati et al., 
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2018), simple syllables (Fan et al., 2013; Hung & Cheng, 2014; Schirmer, Striano, et al., 
2005), or words (Jiang et al., 2014; Thönnessen et al., 2010; Zora et al., 2020) to carry 
the vocal emotions in fixed and repeated trials. However, it remains unclear how 
listeners’ brains register the emotional prosodic category across highly varying linguistic 
carriers, which better resembles the diverse listening environment in real life. Therefore, 
this current study aimed to examine listeners’ early neural responses to natural 
emotional prosodies in non-repeating spoken words in a roving stimulus presentation 
paradigm that does not require attentive listening, supplementing the literature on vocal 
emotion perception with more restricted speech stimuli. Furthermore, instead of a simple 
contrast, we included three vocal expressions of emotion—angry, happy, and sad—
against neutral prosody in a single EEG recording session to investigate whether 
listeners would show distinguishable neural activities in extracting each emotional 
prosody from the roving stimulus presentation. Successful establishment of this protocol 
can benefit future emotional prosody research with populations such as infants and 
children, who have relatively short attentional span, to inspect their neural responses to 
multiple emotions in voices within one EEG recording session. 
Multi-Feature Oddball Paradigm for Emotional Prosody Speech Perception 
The auditory oddball paradigm is the most used task for recording early pre-
attentive neural responses to assess neural sensitivity in how the central auditory system 
automatically discriminates differences in speech and nonspeech stimuli (for a review, 
see Näätänen et al., 2007). In a typical implementation of this paradigm, one sound is 
repetitively presented 80 – 85% of the time (i.e., the Standard), and this stream of sound 
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is randomly interrupted by another sound that is presented 15 – 20% of the time (i.e., the 
Deviant). The event-related potentials (ERPs) to the Standard and Deviant are 
compared, yielding a difference ERP (the Standard ERP subtracted from the Deviant 
ERP) that denotes listeners’ neural discriminatory response to the two sounds (Standard 
and Deviant). Since the paradigm does not require listeners’ voluntary attention, the 
difference ERPs are usually interpreted as listeners’ pre-attentive detection or automatic 
processing of the Deviant sound in direct comparison with the sensory-memory trace 
built on the stream of Standard sound. For instance, researchers can assign one 
emotional voice as the Standard and another as the Deviant and analyze the difference 
ERPs to index listeners’ pre-attentive neural sensitivities to the two emotional prosodies. 
Two ERP components—the mismatch negativity (MMN) and P3a—are 
commonly observed in the difference ERPs to an emotional prosodic change in speech 
(Carminati et al., 2018; Hung & Cheng, 2014; Pakarinen et al., 2014; Wambacq & 
Jerger, 2004; Zora et al., 2020). The MMN response typically peaks at approximately 
150~200 ms after the onset of acoustic change in the Deviant relative to the Standard 
stimuli, and it appears as a negative deflection in the difference ERPs at centro-frontal 
electrodes over the scalp (e.g., Fan et al., 2013; Jiang et al., 2014; Schirmer, Striano, et 
al., 2005; Thönnessen et al., 2010). The MMN amplitude tends to be larger with 
perceptually more distinct Standard and Deviant stimuli, and it is interpreted as a 
sensitivity index of listeners’ perception of the two auditory inputs (Garrido et al., 2009; 
Näätänen et al., 2007). Even though the MMN was initially linked to low-level acoustic 
processing, many studies showed stronger MMN amplitudes to prosodic change in real 
77 
 
words than pseudowords (Fan et al., 2013; Zora et al., 2020), indicating some degrees of 
higher-level cognitive processing at this early stage. Indeed, studies testing natural 
emotional prosody using syllables (Hung & Cheng, 2014; Schirmer & Escoffier, 2010; 
Schirmer, Striano, et al., 2005) and complex words (a set of 16 words, Jiang et al., 2014) 
successfully recorded MMN to emotional prosodic change from neutral to happy, 
fearful, or angry, demonstrating that listeners’ pre-attentive system can capture the 
differences in higher-level emotional prosodic categories. These reports indicate that the 
MMN can be a reliable neurophysiological measure to examine listeners’ neural 
sensitivity to affective prosodic categories. 
Following MMN, P3a is a positive deflection elicited around 350 ms after the 
emotional sound onset, and it is usually fronto-centrally oriented over the scalp (Goydke 
et al., 2004; Hung & Cheng, 2014; Wambacq & Jerger, 2004; Zora et al., 2020). Unlike 
MMN that is associated with both acoustic- and cognitive-level processing, P3a is 
mainly linked to cognitive evaluations of the incoming sounds and the involuntary 
attention switch to the novel auditory input (Escera et al., 2000; Escera et al., 1998; 
Escera et al., 2001; Näätänen et al., 2007; Polich, 2007). The P3a component is 
especially sensitive to emotional prosodic information, such that voice changes from 
neutral to affective prosody consistently elicited stronger P3a response (Carminati et al., 
2018; Pakarinen et al., 2014). Moreover, Zora et al. (2020) measured listeners’ P3a to 
both emotional and non-emotional prosody (i.e., word stress) to examine if P3a is 
sensitive to any prosodic information. They found that P3a amplitudes were stronger to 
the emotional prosody than non-emotional prosody, indicating that the elicitation of P3a 
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is related to the affective salience of the auditory context, not just the acoustic salience 
of the speech prosody. 
To date, the findings on the MMN and P3a components have mainly tested two 
emotional prosodies (one Standard and one Deviant) in a single session. A systematic 
assessment of neural sensitivities to multiple vocal emotional categories has rarely been 
examined (except Carminati et al., 2018). Furthermore, researchers pointed to the 
concerns that emotional prosodies were delivered through a small number of fixed 
syllables or words, limiting the generalization of natural emotional voice processing at 
the neural level (Zora et al., 2020). To compare the pre-attentive neural responses to 
more emotional categories, we turned to the multi-feature oddball paradigm (or optimal 
paradigm, Näätänen et al., 2004; Pakarinen et al., 2009). As a modified auditory oddball 
task, the multi-feature oddball paradigm limits the presentation of the Standard sound to 
50% and allows different types of Deviants to equally take up the rest of the 50% sound 
presentation. As a trade-off, the differences among ERPs elicited by multiple Deviants 
can be subtle and require a more sophisticated statistical modeling approach than the 
traditional oddball task (at least 80 % of Standard sound). To our knowledge, previous 
research has not employed the multi-feature oddball paradigm to examine pre-attentive 
neural responses to emotional prosody over non-repeating spoken words (only one study 
with 14 pseudo-words, Thönnessen et al., 2010). Therefore, the first aim of the present 
study was to test the feasibility of the protocol, i.e., whether including three vocal 
emotions as three Deviants in a multi-feature oddball task can successfully elicit the 
MMN and P3a responses, the two neural markers for auditory emotional change 
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detection. To address the issue of generalizability of natural emotional prosody, we 
included non-repeating spoken words to deliver each emotional prosody (see details in 
the Method section). This way, the presence of MMN and P3a would reflect the 
categorization of the suprasegmental prosodic information from the constantly changing 
spoken words, not the specific acoustic change from emotions embedded in the same 
lexical items. 
Gender Effect on Emotional Prosody Perception and the MMN and P3a 
Components 
Gender differences have been observed in emotional prosody speech perception 
(Hall, 1978; Schirmer et al., 2002; Schirmer, Kotz, et al., 2005; Schmid et al., 2011; Sen 
et al., 2018; Thompson & Voyer, 2014), with more reports on women’s higher 
sensitivities to emotional information in human voice (e.g., Demenescu et al., 2014; 
Paulmann et al., 2008). For instance, female listeners recognize subtle emotional tones 
better, and they are more susceptible to conflict information from the prosodic domain 
(Lin, in press). 
While reports based on behavioral responses reflect a relatively late processing 
stage involving decision-making for each test trial, neurophysiological measurements 
can examine listeners’ automatic processing and involuntary attention/orienting to the 
auditory signals even before making any behavioral decision. Furthermore, 
neurophysiological measurements may reveal the refined time scale of differential 
attention allocation while listeners show similar behavioral responses, making the 
auditory EEG study a great tool to investigate potential gender effects at early emotional 
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speech processing outside attentional focus. In previous studies using the auditory 
oddball paradigm, female listeners showed stronger MMN to emotional prosody change 
than male listeners (Fan et al., 2013; Schirmer, Striano, et al., 2005), which may indicate 
women’s higher neural sensitivity to the acoustic features of emotional voices. To 
further determine if women’s stronger involuntary neural response is solely elicited by 
the acoustic change, some reports included acoustic controls to remove the speech 
context and found no gender differences in the MMN response (Fan et al., 2013; Hung 
& Cheng, 2014; Nagy et al., 2003). Taken together, emotional information may facilitate 
female listeners’ auditory change detection at an early auditory processing stage before 
they start allocating attentional resources to the auditory inputs. 
Gender effects on P3a response to vocal expressions of emotion have seldom 
been reported. Hung and Cheng (2014) observed a larger P3a to emotional prosody 
change in women than men, but there were no emotion-dependent gender differences. 
Another study used visual distractors to induce emotional context while listeners were 
passively listening to emotional voices, and found that only female listeners’ P3a 
amplitudes were affected by the emotional context (Garcia-Garcia et al., 2008). Given 
that the P3a indexes more attention-orientation to the incoming sounds, it is reasonable 
to observe gender effects on the P3a component that may underlie the different 
performances in emotional prosody recognition tasks across gender groups. It could be 
the case that the simple dichotomic setup of emotional prosody contrast using fixed 
linguistic items in previous studies obliviated potential gender differences in involuntary 
attentional orienting towards prosodic changes. 
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The Current Study 
The goal of the current study was two-fold. First, we examined whether the 
MMN and P3a components would be elicited by three emotional prosodic Deviants 
(angry, happy, and sad) in a multi-feature oddball task with non-repeating spoken words. 
The use of different spoken words as opposed to fixed repeated syllables (e.g., Hung & 
Cheng, 2014; Schirmer & Escoffier, 2010; Schirmer, Striano, et al., 2005) or limited 
numbers of pseudowords (e.g., Frühholz et al., 2011) enforces listeners to extract 
paralinguistic category across varying lexical item contents. Even though the non-
repeating lexical contents create a complex acoustic context for listeners, we expected 
that listeners would still build their auditory memory trace based on the emotional 
prosodic category and show both MMN and P3a responses. As previous reports 
observed the strongest MMN and P3a to high-arousal negative emotions (Carminati et 
al., 2018; Hung & Cheng, 2014), we further expected to see the strongest MMN and P3a 
to the angry Deviant. Second, we investigated the gender effects on listeners’ early (i.e., 
MMN) and late (i.e., P3a) involuntary neural processing of emotional prosodic change. 
Based on the previous EEG reports, the gender effect may be emotion-specific. For 
instance, one report found that women showed stronger MMN than men to fearful 
voices, but both showed similar MMNs to happy voices (Hung & Cheng, 2014). In the 
same report, women showed stronger P3a regardless of the emotional category. Due to 
the scarcity of empirical studies on this topic, making highly specific hypotheses for 
each emotional voice may be overstretched. Building on our first hypothesis and 
previous research (Schirmer, Striano, et al., 2005), we expected that our exploratory 
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analysis would demonstrate the “female advantages” with stronger MMN and P3a to 
some (if not all) of the emotional prosodic changes. 
II. Method 
A. Participants 
The participants were 22 monolingual native speakers of American English 
studying at the University of Minnesota. All participants (female = 11, male = 11) were 
right-handed, aged between 18 and 28 (mean = 20.8), and without hearing- and 
language-related problems. They all had normal or corrected-to-normal vision. The 
experimental protocol was approved by the Institutional Review Board at the University 
of Minnesota. Participants signed the informed consents before the experiment, and each 
received $10 upon completion. 
B. Stimuli 
All speech stimuli were taken from the Toronto Emotional Speech Set (TESS, 
Dupuis & Pichora-Fuller, 2010), which includes 200 monosyllabic phonetically 
balanced words (Northwestern University Auditory Test No. 6, NU-6; Tillman & 
Carhart, 1966) as listed in Appendix B. Each of the 200 words was spoken in neutral, 
happy, sad, and angry voices by a young female speaker, yielding a total of 800 stimuli. 
The sounds were sampled at 24414 Hz, with the mean sound intensity levels equalized 
using Praat 6.0.40 (Boersma & Weenink, 2020). Table 1 summarizes the mean 
fundamental frequency (F0), duration, intensity variation, harmonics-to-noise ratio 
(HNR), and spectral centroid in each emotional prosody. These five acoustic measures 
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are commonly used to characterize different vocal emotions (Amorim et al., 2019; Banse 
& Scherer, 1996; Johnstone & Scherer, 2000; Mani & Pätzold, 2016). 
 
Table 6. The acoustic properties of each emotional prosody  
Emotions Mean F0 
(Hz) 
Duration (ms) Intensity 
Variation (dB) 
HNR (dB) Spectral 
centroid (Hz) 
Angry 216.71 646 11.15 9.22 1810.96 
Happy 226.13 742 10.82 17.53 1052.92 
Sad 180.42 822 10.18 19.31 408.79 
Neutral 195.04 667 9.14 18.75 758.43 
Note. The averaged values of all the words were used to report the mean fundamental frequency 
(F0), word duration, intensity variation, harmonics-to-noise ratio (HNR), and spectral centroid in 
each emotional prosody. 
 
C. Procedure 
We adopted a multi-feature oddball paradigm (or optimal paradigm, Näätänen et 
al., 2004; Pakarinen et al., 2009; Thönnessen et al., 2010) to examine listeners’ early 
neural sensitivities to happy, angry, and sad prosodies as against the neutral prosody. 
The multi-feature oddball paradigm is a passive listening protocol, and it allows us to 
measure three emotional prosody contrasts (from neutral to angry, from neutral to 
happy, and from neutral to sad) within the same recording session. We presented 600 
trials in total. The Standard stimuli were words in a neutral tone (presented with 50% 
probability, 300 trials). The three emotional tones (happy, angry, sad) served as three 
types of Deviant stimuli (each presented with 16.7% probability, 100 trials). For the 300 
Standard trials, all the 200 words in neutral voice were used, and 100 words were 
randomly selected for repetition. For each type of the 100 Deviant trials, 100 words in 
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each emotional voice were randomly selected and used. The sounds were always 
presented in alternating Standard and Deviant fashion. The three types of Deviant (three 
emotions) were pseudo-randomly interspersed, with no consecutive Deviant trials in the 
same emotional prosody (see Figure 9 for an example of the sound presentation order). 
The inter-stimulus interval (ISI) was randomized between 800 – 900 ms, and the total 
recording time was around 25 minutes. 
 
Figure 9. A schematic example of the order of the trials. The Standard (neutral prosody) and Deviant 
(angry, happy, and sad prosodies) were always alternating, and the three emotions (Deviants) were 
pseudo-randomly interspersed. 
  
Participants were seated in an electrically and acoustically treated booth (ETS-
Lindgren Acoustic Systems) with a 64-channel WaveGuard EEG cap. They were 
instructed to ignore the speech sounds and focus on a silent movie while the continuous 
EEG signals were recorded. The speech sounds were played via two loudspeakers (M-
audio BX8a) placed at a 45-degree azimuth angle 3 feet away from the participants and 
presented at 55 dB SL relative to the individual listener’s hearing threshold at 1 kHz 
(Koerner & Zhang, 2015). The sound presentation was controlled by E-Prime 
(Psychological Software Tools, Inc) using a Dell PC outside the sound-treated room. 
Continuous EEG data were recorded through the Advanced Neuro Technology EEG 
System (Advanced Source Analysis version 4.7). The WaveGuard EEG cap has a layout 
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of 64 Ag/AgCl electrodes following the standard International 10-20 Montage system 
with intermediate locations, and it is connected to a REFA-72 amplifier (TMS 
International BV). The default bandpass filter for raw data recording was set between 
0.016 Hz to 200 Hz, and the sampling rate was 512 Hz. The electrode AFz served as the 
ground electrode. The impedance of all electrodes was kept under 5 kΩ. 
D. Data analysis 
The continuous EEG data preprocessing was completed offline by EEGLAB 
v14.1.1 (Delorme & Makeig, 2004). The continuous EEG data were low-pass filtered at 
30 Hz, downsampled to 250 Hz, and high-pass filtered at 0.5 Hz. The EEG data were 
then re-referenced to the average of the two mastoid electrodes. Next, we applied the 
“Clean_rawdata” EEGLAB plug-in to remove low-frequency drifts and non-brain 
activities (e.g., muscle activity, sensor motion, etc.). Data were then decomposed by the 
Independent Component Analysis (ICA) algorithm (Dammers et al., 2008; Delorme et 
al., 2001) to remove eye-blink artifacts. ERP epochs were extracted from 100 ms pre-
stimulus onset6 to 1000 ms post-stimulus onset, and baseline correction was applied 
using the mean voltages of the 100-ms baseline period. Epochs containing data points 
over the range of 100.0 𝜇V were rejected before averaging. The numbers of trials that 
remained for each emotional prosody were 276 for neutral (Standard), 89 for happy 
(Deviant), 91 for angry (Deviant), and 91 for sad (Deviant). Using ERPLAB v7.0.0 
(Lopez-Calderon & Luck, 2014), averaged event-related potentials (ERPs) were derived 
for Standard (neutral prosody) and each three types of the Deviant (angry, happy, and 
                                                
6 A comparison of ERP epochs extracted relative to the sound onset or vowel onset and the statistical results are 
included in Appendix C. 
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sad prosodies). Difference waveforms were created by subtracting the Standard ERP 
from each Deviant ERP, yielding happy, angry, and sad difference waveforms. 
All statistical analyses were completed in R (https://www.r-project.org/) with the 
packages “lme4” (Bates et al., 2015), “lmerTest” (Kuznetsova et al., 2017), and 
“emmeans” (Lenth et al., 2018). The difference waveforms were used for assessing the 
target components MMN (200 – 300 ms) and P3a (350 – 450 ms). The time window for 
each component was selected based on previous neurophysiological reports of emotional 
prosody perception (Pakarinen et al., 2014; Thönnessen et al., 2010; Zora et al., 2020) 
and visual inspection of the current grand average difference waveforms. The 
amplitudes of MMN and P3a for statistical analyses were calculated as the mean 
voltages of the 40 ms peak (20 ms before and after the peak value) of the difference 
waveforms within the two time windows (MMN, 200 – 300 ms; P3a, 350 – 450 ms). 
The most negative 40-ms peak value was extracted for MMN, and the most positive 40-
ms peak for P3a. Peak amplitude extraction was applied to channels at frontal (F-line, 
F3, Fz, F4), central (C-line, C3, Cz, C4), and parietal (P-line, P3, Pz, P4) regions (Zora 
et al., 2020). These peak amplitudes were then used as the dependent variables in the 
later statistical models. 
Linear mixed-effect models were respectively implemented on MMN and P3a 
amplitudes. Each model included by-participant intercept as a random-effect factor. 
Deviant/Emotion (happy, sad, and angry), region of the electrode (anterior, central, and 
parietal), and laterality of the electrode (left, middle, and right) were included as trial-
level fixed-effect factors. Gender (female and male) was included as a participant-level 
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fixed factor. Finally, cross-level interactions of emotion and gender were also included. 
Post-hoc t-tests with Bonferroni corrections (α = .05) were performed to characterize 
any significant interaction. 
III. Results 
The linear mixed-effect models allowed an in-depth analysis of potential 
contributors to the MMN and P3a amplitude measures extracted from the difference 
waveforms, derived from subtracting the Standard ERP from the Deviant ERPs. Both 
female and male listeners showed distinct MMN and P3a peaks to the change of 
emotional prosody. Their grand mean ERP waveforms and difference waveforms 
recorded from midline electrodes (Fz, Cz, Pz) for all emotional prosodies are displayed 
in Figure 10. The topographic maps of MMN and P3a peaks of each emotional prosody 




Figure 10. The grand mean event-related potential (ERP) waveforms of Standard (neutral prosody) and 
Deviants (angry, happy, and sad), and grand mean difference waveforms of angry, happy, and sad for 
male and female listeners. Mean amplitudes of the midline electrodes (Fz, Cz, Pz) were used for the 
waveforms. The gray shaded areas mark the windows for MMN (200 – 300 ms) and P3a (350 – 450 ms). 
 
Figure 11. The scalp topographic maps of (A) MMN and (B) P3a to angry, happy, and sad emotional 
prosodies averaged across male and female listeners. The topographies are based on the latencies of peak 




A. Mismatch Negativity (MMN) 
The main effect of emotion (F(2,572) = 8.21, p < 0.001) was significant, but not 
the main effects of electrode region (F(2,572) = 1.27, p = 0.28) or electrode laterality 
(F(2,572) = 0.59, p = 0.55). In general, MMN to angry prosody was stronger than happy 
(p = 0.002) and sad prosodies (p = 0.001). The participant-level main effect of gender 
was not significant (F(1,22) = 0.0013, p = 0.97), but there was a significant interaction 
between emotion and gender (F(2,572) = 4.68, p = 0.009). Post-hoc t-tests revealed that 
male listeners showed stronger MMN to angry than happy prosody (p = 0.002), whereas 
female listeners showed stronger MMN to angry than sad prosody (p = 0.02). The model 
results are summarized in Table 7, and Figure 12 shows the interaction effect of emotion 
and gender on MMN amplitudes. 
  
Table 7. Summary of the linear mixed-effect model using the amplitudes of MMN as the dependent 
variable. 
Factor Numerator df Denominator df F p 
Trial-level fixed factors         
Emotion 2 572 8.21 < .001 *** 
Region 2 572 1.27 0.28 
Laterality 2 572 0.59 0.55 
Participant-level fixed factor         
Gender 1 22 0.001 0.97 
Cross-level interaction         
Emotion * Gender 2 572 4.68  .009 ** 
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Figure 12. The interaction effect of emotion and gender displayed in the model predicted MMN 
amplitudes to angry, happy, and sad emotional prosodies in male and female listeners. 
  
B. P3a Component 
The main effects of emotion (F(2,572) = 25.67, p < 0.001) and electrode region 
(F(2,572) = 26.13, p < 0.001) were significant, but not the main effect of electrode 
laterality (F(2,572) = 1.54, p = 0.21). In general, P3a to the happy prosody was stronger 
than angry and sad prosodies (ps < 0.001), and frontal channels and central channels 
recorded stronger P3a than parietal channels (ps < 0.001). The participant-level main 
effect of gender was not significant (F(1,22) = 0.49, p = 0.49), but there was a 
significant interaction between emotion and gender (F(2,572) = 14.61, p < 0.001). Post-
hoc t-tests revealed that male listeners showed stronger P3a to happy than angry (p < 
0.001) and sad (p < 0.001) prosodies, whereas female listeners showed similar P3a to all 
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emotional prosodies. The model results are summarized in Table 8, and Figure 13 shows 
the main effect of electrode region and the interaction effect of emotion and gender on 
P3a amplitudes. 
Table 8. Summary of the linear mixed-effect model using the amplitudes of P3a as the dependent variable. 
Factor Numerator df Denominator df F p 
Trial-level fixed factors         
Emotion 2 572 25.67 < .001 *** 
Region 2 572 26.13 < .001 *** 
Laterality 2 572 1.54 0.21 
Participant-level fixed factor         
Gender 1 22 0.49 0.49 
Cross-level interaction         
Emotion * Gender 2 572 14.61  < .001 *** 
        		
       
 
Figure 13. The (A) main effect of electrode region and (B) interaction effect of emotion and gender 







Emotional prosody in natural speech is a crucial social cue that listeners need to 
detect efficiently for effective interpersonal communication, but it has not received as 
much attention as the visual emotional expression has. In this study, we employed a 
multi-feature auditory oddball paradigm to examine listeners’ early and late involuntary 
neural responses to emotional prosody change. Unlike previous studies using limited 
lexical contents to present emotional voices, we adopted roving stimulus presentation 
with varying spoken words to deliver natural emotional prosodies that are usually 
embedded in complex language contexts in real life. Listeners in our study successfully 
extracted emotional prosodic information from non-repeating spoken words by showing 
MMN and P3a to the three emotional Deviants—angry, happy, and sad voices. The 
elicitation and confirmation of these two components at the individual as well as group 
level from our modified multi-feature oddball task demonstrated that abstract categories 
of emotional prosodic information could be tested in naturally changing speech stimuli 
even with high acoustic variations in the linguistic domain. More importantly, the time-
efficient design of testing three emotional Deviants in one task did not appear to 
compromise the target ERP components for emotional prosodic change detection. Our 
results also corroborate the findings that the MMN response reflects not only the simple 
detection of acoustic change but also the change at higher-level category (Jiang et al., 
2014; Näätänen et al., 2001; Picton et al., 2000; Zora et al., 2020). Consistent with our 
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predictions, emotion-specific gender effects were found in both the early (i.e., MMN) 
and late (i.e., P3a) neural sensitivity markers. 
A. MMN—Angry Voices Elicited the Strongest Response in Both Men and Women 
A stronger MMN response was observed when the background voice changed 
from a neutral tone to an angry tone than changes to other emotional categories. This 
stronger MMN activity reflected heightened automatic processing of the ambient high-
arousal negative emotional sounds, even if the listeners were not paying attention to the 
auditory events. The early time window of MMN (around 200 ms after sound onset) also 
implies that the pre-attentive sensory processing is activated early on when the affective 
signals change. The early enhanced response to emotions such as anger or fear, so-called 
“negative bias,” is considered essential for survival because these sounds are usually 
associated with immediate threat or danger (Adolphs, 2002; Scherer, 1989; Schirmer, 
Striano, et al., 2005). Our results align with the notion of negativity bias response, and 
similar results have been shown in an earlier EEG study (Carminati et al., 2018). 
Collectively, the data suggest that the human pre-attentive system employs a fast and 
automatic check of the incoming sounds and responds quickly to category contrasts of 
affective voices, particularly the voices that signal potential threats. 
Clear gender differences were observed in the ERP measures. Female listeners 
showed stronger MMNs to angry voices than sad voices, and male listeners showed 
stronger MMNs to angry voices than happy voices. In other words, women’s early 
neural response distinguishes angry from sad voice but not from happy voice, whereas 
men’s early neural response distinguishes angry from happy voice but not from sad 
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voice. Female listeners’ MMN was not stronger than male listeners’ in any emotional 
Deviants, which differs from the previous findings that generally show enhanced 
emotional MMN in women than men (Fan et al., 2013; Hung & Cheng, 2014). From the 
waveforms plot (Figure 10), women’s indistinguishable MMN to angry and happy 
sounds was mainly related to their enhanced MMN for the happy prosody. Female 
listeners’ higher sensitivity to happy prosody corresponds with their greater automatic 
processing of happy facial expressions (Donges et al., 2012), indicating their perceptual 
advantage of positive emotion processing even at the pre-attentive level. On the other 
hand, male listeners showed a more distinct MMN to angry prosody than the other two 
emotions in Figure 10. Our results contrast with the view that men usually show weaker 
emotional MMNs; instead, the data indicate differential response patterns in male 
listeners for various basic categories of emotional prosody with heightened early neural 
sensitivity to the angry voice. Here, the preserved pre-attentive processing sensitivity to 
angry prosody in our male participants is consistent with previous behavioral studies 
showing their heightened response to angry emotional information (Kret & De Gelder, 
2012). 
While a stronger MMN response to angry voice detection was elicited in all 
listeners, there appear to be subtle gender effects even at the pre-attentive level. Thus, 
gender-specific adaptive strategies might play an important role in how males and 
females automatically extract emotional prosody information and respond to the changes 
in the surrounding affective auditory signals. 
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B. P3a—Happy Voices Elicited the Strongest Response, Especially in Men 
The P3a response measured in the current study was fronto-centrally oriented, 
consistent with the topographic distribution of the classical P3a (Polich, 2007; 
SanMiguel et al., 2010). Statistical results confirmed the significant main effect of the 
electrode region. As a later involuntary neural response following the MMN, the P3a 
reflects listeners’ involuntary attentional shift to the novel auditory input in the 
background and involves some signal appraisal. Among the three emotional Deviants, 
our listeners (particularly the male listeners) showed the strongest P3a to the happy 
voice. Previous reports mainly focused on the enhanced P3a component to general 
affective information but seldom inspected P3a differences for each emotional prosody 
(Jiang et al., 2014; Pakarinen et al., 2014; Thönnessen et al., 2010; Zora et al., 2020). 
One study by Pinheiro et al. (2017) used laughter and growl to present happy and angry 
voices, and they asked participants to pay attention to the sounds during the EEG 
recording. Their results showed enhanced positive deflection to laughter at 350 – 450 ms 
after the sound onset, similar to the time window of our P3a component. Another report 
presented different emotional prosodies over French vowels and observed stronger P3a 
to the happy voice than sad and neutral voices (Carminati et al., 2018). Along with our 
results showing increased P3a to happy prosody than angry and sad prosodies over non-
repeating spoken words, listeners may involuntarily orient their attention to positive 




Gender differences were also present in the P3a response. The P3a effect for the 
happy voices was primarily driven by the male, not female listeners. In other words, 
women did not show distinguishable P3a responses to the three emotional Deviants. P3a 
is a component that can be easily habituated, which means that its amplitude declines as 
the listeners are more experienced with the Deviant events (Friedman et al., 2001). It is 
possible that arousal and involuntary orienting to affective signals in female participants 
show similar habituation or saturation effects across the different emotional prosody 
categories, rendering indistinguishable P3a responses to the emotional prosodic changes. 
As most of the studies on P3a to emotional prosody change did not examine gender 
effects (Carminati et al., 2018; Pakarinen et al., 2014; Zora et al., 2020), more research 
is needed to establish the link between P3a and its functional significance associated 
with listeners’ subsequent behavioral actions to better interpret the gender differences in 
this late neural sensitivity marker to emotional prosody perception. 
V. Limitations and Future Directions 
The current study aimed to employ a roving multi-feature oddball paradigm to 
examine listeners’ pre-attentive neural sensitivities to emotional prosody in speech. We 
only included speech stimuli from female speakers because the emotional speech set of 
phonetically balanced words only contains female-voice recordings (Dupuis & Pichora-
Fuller, 2010). One neurophysiological study demonstrated that listeners showed early 
neuro-differentiation of emotional prosody information regardless of the speakers’ 
gender (Paulmann & Kotz, 2008). However, a recent behavioral study observed a 
modulatory effect of encoder gender of the speech stimuli on listeners’ emotional 
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prosody recognition (Lin et al., in press). In this regard, including both female and male 
emotional voices in the stimuli can provide a more fine-grained view on listeners’ neural 
sensitivities to natural emotional speech prosody and the potential gender differences 
that may be influenced by the gender of the speaker. 
Second, we incorporated non-repeating real words to create a more natural 
linguistic context for delivering emotional prosody. Even though we carefully selected a 
phonetically-balanced word list to control phonetic-level acoustic variations across 
emotional voices, the paralinguistic features such as pitch, intensity variation, or word 
durations still co-vary with different emotional prosodies. Singling out each acoustic 
feature in emotional voices and testing each of them may not be realistic, because 
emotional prosody is essentially a collective of all the relevant acoustic properties 
(Bachorowski & Owren, 2008; Banse & Scherer, 1996; Johnstone & Scherer, 2000). 
One solution is to create four oddball tasks and use each of the neutral, happy, angry, 
and sad prosodies as the Standard sound, and compare Standard and Deviant sounds of 
the same emotion across tasks. This solution may not be the most optimal one because it 
contradicts our purpose to establish an efficient testing protocol to record MMN and P3a 
to multiple emotional Deviants that can potentially be applied to clinical and pediatric 
populations without requiring focused attention and extended hours of EEG recording. 
Nonetheless, a follow-up study with several multi-oddball recording sessions will still be 
valuable to verify the findings about the MMN and P3a components to the three 
emotional voices measured in the current study. Our roving multi-feature oddball 
protocol and findings add to the existing literature on neural sensitivities to emotional 
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prosody using a wide range of lexical items such as vowels (Carminati et al., 2018), 
simple syllables (Fan et al., 2013; Hung & Cheng, 2014; Pakarinen et al., 2014; 
Schirmer & Escoffier, 2010; Schirmer, Striano, et al., 2005), limited numbers of words 
(Jiang et al., 2014; Thönnessen et al., 2010), or non-speech sounds (Thierry & Roberts, 
2007). Collectively, these data not only help establish the feasibility of the 
neurophysiological approach but also provide in-depth evidence on how human pre-
attentive system captures the change of the incoming emotional prosody change in 
speech and how the involuntary attentional system is triggered in early stages of 
emotional prosody processing, including gender differences, which has important 
implications for future developmental and clinical studies (Charpentier et al., 2018; Paris 
et al., 2018; Zhang et al., 2021). 
VI. Conclusion 
Using a passive listening paradigm with EEG recording, we assessed adult 
listeners’ pre-attentive neural sensitivity in extracting and discriminating affective 
prosodic categories across roving stimuli of spoken words and the following involuntary 
orientation to prosodic contrasts without overt behavioral reactions. The MMN and P3a 
results not only demonstrated the feasibility of our roving multi-feature oddball task but 
also revealed important gender differences in emotion processing outside attentional 
focus. This paradigm provides a new protocol for future studies on emotional prosody 
with potential extension from adults to infants, children, and people with difficulties in 
affective processing. Future work can also investigate the functional significance of 
MMN and P3a responses to emotional prosody in both auditory and visual modalities as 
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Chapter 5: General Discussion & Conclusions 
Communication is inherently a parallel processing task that requires perceivers to 
undertake multi-layered information. Vocal emotional expression is one of the crucial 
speech information that helps listeners to fully understand the message. The current 
dissertation characterizes infant listeners’ selective attention to different emotional 
prosodies and the relevant acoustic variables (Study 1). Infants’ neurophysiological 
responses further reveal the developmental changes and early sex differences in the 
processing of emotional speech (Study 1 and Study 2). The development of neural 
activities and the emergence of sex/gender differences in emotional prosody processing 
can be further compared across infants and adults’ EEG responses recorded by the same 
testing protocol (Study 2 and Study 3). As for experienced adult listeners, emotional 
prosodies are represented differently in male and female listeners’ pre-attentive auditory 
processing (Study 3). The following sections will provide cross-study comparisons and 
discussions. 
I. General Discussion 
A. Developmental Changes in the Neural but not Behavioral Responses to 
Emotions 
There are consistent findings as well as inconsistencies in infants’ behavioral and 
EEG data (Study 1 and Study 2). Infants showed more listening attention to affective 
over the neutral prosody by engaging in the emotional sound presentation longer in the 
behavioral task. To behaviorally demonstrate this listening bias, infants’ central auditory 
system should already be able to reliably distinguish the emotional voices from the 
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neutral tone. Indeed, infants’ early and late MMRs to each vocal emotion confirm that 
their pre-attentive system supports the later voluntary responses to speech with 
emotions. Comparing across different emotions, infants behaviorally orient to happy and 
sad sounds more than angry sounds. A similar pattern is also observed in their early and 
late MMRs that show similar neural sensitivity development in listening to happy and 
sad voices compared to angry voices. 
One major discrepancy between infants’ attentive (behavioral) and pre-attentive 
(neurophysiological) responses to emotional prosody is the age effect. The 
developmental changes in emotional speech processing are only observed in infants’ 
pre-attentive neural activities but not overt looking times. For instance, younger infants 
show distinct MMRs to happy and angry prosodies, but not the older infants; infants of 
both age groups attend to happy and angry voices differently in the behavioral task. 
Younger infants’ higher neural sensitivities to these two high-arousal vocal emotions 
underlie the fact that prosodic information may be more relevant than the linguistic 
information for very young infants, for their limited knowledge of language-specific 
information (Walker-Andrews, 2008). Considering both attentive and pre-attentive data, 
older infants may be experienced in emotional speech and can react appropriately 
without their automatic auditory systems registering the emotion category. 
B. The Developmental Changes of Neural Sensitivity to Emotional Speech 
Discussing the functional significance of the maturation of MMRs in infancy is 
still controversial because of the huge across-infant variability and some within-infant 
inconsistency. The following comparison describes the observed developmental trend of 
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the auditory MMRs to the emotional prosody change in a diverse listening context. 
Younger infants showed different early MMR amplitudes to happy, angry, and sad 
voices (Study 2), which is a great improvement from the indistinguishable MMRs to 
emotional voices in newborns (Kostilainen et al., 2018). Unlike younger infants’ distinct 
early MMRs that captured the acoustic differences across the three emotions, older 
infants showed similar early MMRs to happy and sad speech with a more positive MMR 
to the angry speech (Study 2). Adult listeners also showed comparable MMNs to happy 
and sad speech, with an even more negative MMN to the angry speech (Study 3). Both 
older infants and adults’ automatic change detection systems treat happy and sad sounds 
similarly and trigger a differential pre-attentive response to the angry voice, whereas the 
younger infants’ central auditory system registers the three emotions as distinct 
categories. This developmental trend can be summarized as infants’ initial acoustic-
driven early neural sensitivity that later develops into a category-driven response to 
emotional prosody change similar to adults’ auditory emotional MMN. 
Both infant and adult listeners showed similar fronto-centrally oriented scalp 
topography of the later discriminatory component (late MMR in infants, P3a in adults) 
to the emotional prosody change. However, infants’ late MMR may not be functionally 
comparable to adults’ P3a here. Previous reports on newborns’ or infants’ neural 
sensitivities to emotional speech mainly expect the MMR around this 350 ms window to 
later develop into an adult-like negative MMR with a shorter latency (e.g., Cheng et al., 
2012; Zhang et al., 2014). Furthermore, older infants’ scalp topography showed a central 
negativity (Figure 6, Study 2), which resembles the adult MMN more than the adult P3a. 
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Therefore, a more positive late MMR may not be explained as more mature or more 
adult-like, even if adult listeners showed a positive P3a at this time window (Study 3).  
C. The Emergence of Sex/Gender Differences in Emotional Prosody Processing 
Sex/Gender differences have been observed in previous reports on emotional 
voice perception in adolescents and adults (Lambrecht et al., 2014; Lausen & Schacht, 
2018; Paulmann et al., 2008), but infant studies seldom include biological sex as a factor 
in their processing of emotional information. It is thought that both biological (Chaplin, 
2015; Everhart et al., 2009) and social factors (Brody & Hall, 2008; Keshtiari & 
Kuhlmann, 2016) contribute to the differential processing of emotions in male and 
female listeners. Study 2 in the current dissertation did not observe a biological sex 
effect on infants’ early automatic processing of vocal emotions (in the first 200 ms), but 
a generally more negative-going late MMR in female infants (after 300 ms). In Study 3, 
both male and female adults show similar amplitudes of MMN and P3a, indicating a 
generally similar neural sensitivity to affective voices. However, the neural 
representation of each emotional voice differs within each gender group. The current 
dissertation adds empirical evidence to the literature supporting the biological factor in 
gender-related emotional processing differences by showing that infants’ emotional 
MMR differs across their biological sex. Furthermore, the gender differences emerge 
from emotion-general (infants) to emotion-specific (adults) as listeners gain more 




The missing link between emotion and language development motivates the 
current dissertation. Nonetheless, the three studies in this dissertation project can only 
address listeners’ different attentive and pre-attentive processing of emotional cues in 
natural human speech, not the potential effects of socio-emotional cues on language 
development (or vice versa). There were few reports dedicated to testing whether 
emotional prosody facilitates word learning (e.g., Bhullar, 2008; Singh et al., 2004). 
None of the studies compared infants’ performances of multiple emotions against the 
neutral one. Without enough empirical studies that systematically examine infants’ 
perception of multiple emotional speech, it may be premature to discuss and draw 
conclusions on its implications for language development at this point in time. 
Acoustic variables are crucial in delivering auditory emotion, and Study 1 
demonstrated that they partly account for infants’ listening attention to emotional 
speech. However, the current EEG analysis uses the average ERP values of each 
emotion as the dependent variable, so the trial-by-trial acoustic variations within the 
same emotion were no longer available for the final statistical models. Recently, a more 
advanced single-trial EEG analysis was introduced, which can map the correlation 
between the acoustic variables of speech utterances (e.g., temporal envelope) and the 
neural responses (Horton et al., 2014). However, this analysis requires high-quality EEG 
data from listeners who stay still throughout the task and as many trials as possible to 
achieve reliable analysis. Therefore, applying single-trial EEG analysis may not be 
feasible for infant participants. Previous EEG studies successfully recorded MMR in 
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sleeping newborns. Even though the similarities and differences across awake and asleep 
MMR need further quantification, recording sleeping infants’ emotional MMR may be 
the next step in obtaining high-quality neurophysiological data for single-trial EEG 
analysis. 
Finally, the current dissertation project examined only infant and adult listeners 
and thus leaves age gaps to illustrate the full developmental trajectory of emotional 
prosody perception. Childhood and adolescence are important stages of socio-cognitive 
development. For instance, children show better emotional voice categorization and are 
less affected by pitch cues (Quam & Swingley, 2012). Furthermore, one study measured 
emotional prosody recognition in late childhood and adolescents along with the 
participants’ salivary testosterone levels, and the authors only observed the gender effect 
in adolescents that may be attributed to higher testosterone levels in the male adolescents 
(Fujisawa & Shinohara, 2011). Whether or not the hormone level is underlying the 
gender differences in emotional processing, future studies on emotional speech will need 
to include children and adolescents to fully address the developmental effect and the 
emergence of sex effect. 
III. Implications and Future Directions 
The overarching goal of this dissertation is to understand emotional processing in 
the context of speech and language, with a long-term goal of characterizing the role of 
socio-emotional information in language development. Understanding the interplay 
between emotional processing, speech perception, and language acquisition can provide 
the fundamental knowledge to better address the challenges in populations who struggle 
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with both socio-emotional and speech information. After the effect of emotional 
information on language learning is defined, better intervention strategies or classroom 
supports can be proposed. 
 Simultaneous bilingual infants grow up exposed to two different language 
systems and encounter more variant speech inputs compared to their monolingual 
counterparts. Even so, both monolingual and bilingual infants reach similar language 
developmental milestones (Ramirez-Esparza & Garcia-Sierra, 2014). Socio-emotional 
inputs are crucial in early language acquisition, but there is currently no report on 
bilingual infants’ emotional speech perception. Since bilingual infants need to remain 
sensitive to more linguistic and prosodic cues for different language systems, they may 
show listening attention and neural sensitivities to emotional speech that are different 
from monolingual infants. For instance, word-learning context with highly varying 
emotional tones may distract 6-month-old monolinguals from paying attention to the 
phonetic cues (Singh, 2008), because monolingual infants may only attend to one most 
distinguishable cue to learn new words. It will be of great interest to know if 6-month-
old bilinguals also attend to one cue or perhaps multiple cues in similar word-learning 
contexts, given their listening experience with more speech variants.  
Children with Autism Spectrum Disorder (ASD) tend to have a hard time using 
socio-emotional information in their daily communication (Kanner, 1943; Zhang et al., 
2021). They are less sensitive to the vocal expressions of emotions than non-autistic 
children (e.g., Brooks et al., 2018; Wang & Tsao, 2015), even if they can sometimes 
correctly label the emotional prosody (e.g, Baker et al., 2010). Their discrepant 
107 
 
performances in naming and using the emotional prosody can be further investigated 
using the multi-feature paradigm with EEG recording. If smaller emotional MMN and 
P3a are measured, it indicates that autistic children show a less automatic affective voice 
detection before making any behavioral response. Effortful emotional voice processing 
may tax these children’s cognitive resources, leading to difficulties in using emotional 
signals in daily conversation effectively.  
Children with cochlear implants (CIs) also have difficulty in emotional prosody 
perception because the rich spectral and temporal information in acoustic speech is 
greatly degraded after being transmitted through the CI device (Jiam et al., 2017; Pak & 
Katz, 2019; Van De Velde et al., 2019). One study that implemented the central fixation 
paradigm found that infants with CIs showed better listening attention to speech with 
exaggerated prosody (Wang et al., 2017), but the relevant acoustic variables were not 
included. Future studies can further investigate how young listeners with CIs are 
directed to emotional and acoustic signals in the listening environment. With sufficient 
empirical data, the connection between early processing of socio-emotional information 
and early speech acquisition can be better established.  
At this time of high parental stress due to the COVID-19 pandemic, research 
related to the impact of socio-emotional inputs on early speech and language acquisition 
may bring awareness of infants’ listening environment—whether or not infants are 
actively attending to the speech, and whether or not the speech is directed to them. 
Caregivers’ vocal emotional expressions are crucial in facilitating early communication 
and forming infant-caregiver attachment. Emotional expressions in other sensory 
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modalities such as visual and tactile channels are also important in early development 
and worth studying in future research. 
IV. Conclusion 
The current dissertation employed a central fixation paradigm to characterize 
infants’ attention to emotional prosody in natural speech utterances and used a multi-
feature oddball paradigm to reveal the age and sex effects. Infants before the age of one 
listen more to the affective over neutral voices, indicating the importance of socio-
emotional signals in drawing young listeners’ attention to the speech signals. The 
successful attempt to include acoustic variables in explaining infants’ selective attention 
to vocal emotions also set the stage for future studies to consider relevant acoustic 
signals that entail the affect in speech. In the multi-feature oddball task, both infants and 
adults show pre-attentive neurophysiological responses to different emotional prosodies, 
indicating that the ability to extract emotional prosodic categories from a complex 
linguistic context is already available for infants before the age of one. The sex 
differences in infants and adults’ automatic emotional sound processing at the cortical 
level provide an impetus for future studies to elucidate the biological mechanism at play 
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Two hundred phonetically balanced monosyllabic words from Northwestern 













































































































































































































Comparisons of ERP waveforms, topographies, and statistical analyses—epochs 
extracted relative to sound onsets and vowel onsets.  
Standard ERP analysis uses the onset of an auditory event to mark the beginning 
of an epoch. Even though emotional prosody is largely characterized by the fundamental 
frequency and intensity, which may be expressed more at vowels, consonants also carry 
clear emotional messages (e.g., affricate in angry voices). Appendix C presents side-by-
side comparisons of ERP waveforms, topographies, and statistical analyses to show the 
similarity between epochs extracted relative to the sound onset (i.e., consonant onset) 
and vowel onset.  





























Trial-level fixed factors 
Emotion F(2,572) = 8.21*** 
Region F(2, 572) = 1.27 
Laterality F(2,572) = 0.59 
 
Participant-level fixed factor 
Gender F(1,22) = 0.001 
 
Cross-level interaction 
Emotion*Gender F(2,572) = 4.68** 
Trial-level fixed factors 
Emotion F(2,572) = 6.11** 
Region F(2, 572) = 0.81 
Laterality F(2,572) = 0.24 
 
Participant-level fixed factor 
Gender F(1,22) = 0.02 
 
Cross-level interaction 




Trial-level fixed factors 
Emotion F(2,572) = 25.67*** 
Region F(2, 572) = 26.13*** 
Laterality F(2,572) = 1.54 
 
Participant-level fixed factor 
Gender F(1,22) = 0.49 
 
Cross-level interaction 
Emotion*Gender F(2,572) = 14.61** 
Trial-level fixed factors 
Emotion F(2,572) = 38.48*** 
Region F(2, 572) = 16.8*** 
Laterality F(2,572) = 0.93 
 
Participant-level fixed factor 
Gender F(1,22) = 1.4 
 
Cross-level interaction 
Emotion*Gender F(2,572) = 6.4** 
 
Angry         Happy         Sad 
Angry       Happy         Sad 
Angry         Happy          Sad 
Angry         Happy          Sad 
