This paper proves that there are at most four equilibrium points of the electric potential of three fixed point charges in R 2 when the three charges form an isosceles right triangle or an equilateral triangle.
Introduction
In the paper [9] , Maxwell conjectured that the total number of points of equilibrium (all assumed non-degenerate) of the electric potential created by l charges of any configuration in R 3 is at most (l − 1) 2 . In 2007, Gabrielov, Novikov and Shapiro published a paper [7] showing that when l = 3, the number of equilibria is at most 12 for any configuration in R 2 . This is so far the best upper bound proved responding to Maxwell's conjecture when l = 3, although the conjectured upper bound is four.
In this paper, we fix the configuration that the three charges form. We consider two cases, an isosceles right triangle and an equilateral triangle. In these special cases, we can prove that the upper bounds are indeed four for any charge values of these three point charges.
In the most general case, the problem can be reduced to counting the positive roots of a system of polynomial equations with two variables and four parameters. To prove the conjecture, we need to show that there are at most four positive roots for any parameter values. In this paper, we deal with special cases where two parameters are fixed. Two pairs of the fixed parameters correspond to two different shapes of the triangle. Due to the algebraic complexity of the more general case, so far we are not able to consider three or four free parameters by the same technique we use here.
We now derive the polynomial systems [7] . Without lost of generality, assume three point charges located at (0, 0), (1, 0) and (u, v) with charges t, s, 1, respectively. Then they create an electric potential which equals V (x 1 , x 2 ) = t 
The system of equations defining the critical points of V is ∂ x 1 V = ∂ x 2 V = 0. From these, we derive that
Using these expressions of x 1 and x 2 in the equations f = Now, let f = x 3 , g = y 3 . We obtain the following polynomial system with two equations, two variables x, y, and four parameters s, t, u, v. The common positive roots give the critical points of V from equations (2) . 
When (u, v) = (0, 1), the three point charges form an isosceles right triangle. After substituting into p 1 and p 2 , we obtain our first polynomial system. 
When (u, v) = (
), the three point charges form an equilateral triangle. After substituting (u, v) into p 1 and p 2 , we obtain the second polynomial system. 
The main result of this paper is the following theorem. The main tools that we use in the root counting are applications of Groebner basis, resultants and Hermite root counting theorem. Our goal is to prove that, for both systems, there are at most four positive roots for all t = 0, s = 0.
We call a parameter point (t, s) a bifurcation point if there exits a positive common root of the polynomial system and the Jacobian polynomial at this parameter. We call the set consisting of all bifurcation points a bifurcation set. According to the implicit function theorem, positive common roots of the polynomial system continue in a neighbourhood of a parameter that is not a bifurcation point. Therefore, finding all bifurcation points is the critical step of our root counting. Theoretically, the existence of the bifurcation set is clear by the implicit function theorem. However, finding it is not a trivial job due to the algebraic complexity and the limitation of our computer. We make use of resultant computations and intersection multiplicity of plane curves to achieve it. In proposition 7, we find polynomials g 12 and g 34 in t, s such that the sets of all zeros of these two polynomials contain the bifurcation sets of our two systems f 1 = f 2 = 0 and f 3 = f 4 = 0, respectively. The numerical plots of the zeros of g 12 and g 34 are shown in figures 1 and 2.
Once we find the polynomials whose zero sets contain bifurcation sets, we count the roots separately when the parameters are zeros or not zeros of the polynomials. In order to study the case when parameters are not zeros of the polynomials g 12 or g 34 , we need to find all of the open connected components separated by the zeros and find one sample point in each component. This is also done by application of resultant computations. Then, we count the positive roots at these sample points by the Hermite root counting theorem. The results are in proposition 9. From this, we prove carefully that generically there are two or four positive roots for both systems in proposition 10. For parameters that are zeros of g 12 = 0 or g 34 = 0 but not in the bifurcation set, it is obvious by the implicit function theorem and the generic results that there are two or four positive roots at those parameters. As for parameters that are in the bifurcation set, we discuss separately the cases whether they are singular points or not on the curves g 12 = 0 or g 34 = 0. For the different systems, we have different challenges. We make use of the fact that generically there are two or four positive roots for both systems. We also computed many resultants and applied Sylvester-Habicht sequences to achieve our root counting.
In the next section, we will prove preliminarily that the two systems have finitely many complex roots for all t = 0, s = 0 and then find the polynomials g 12 and g 34 . In section three, we find one sample point in each open component of the complement of the zeros of g 12 or g 34 and count positive roots on each component. Then we prove the generic results. In section four, we show rigorously that when the parameters are in the bifurcation set, the maximal number of positive roots cannot exceed that in the open connected components.
Throughout this paper, many computations are carried out by the software Mathematica 6.0. Applying the symbolic computation functions of Mathematica, we proved the special cases of Maxwell's conjecture. With these successful examples, this paper outlines a practical approach to count generically the positive roots of polynomial systems with two equations, two variables and two parameters. Also, we explored ways to find a good upper bound of the number of positive roots of these systems when the parameters are on the bifurcation set.
Preliminary results

Finiteness of complex roots
Consider the ideal generated by two polynomials p and q in C[x, y] and denote it by I = p, q . On the other hand, consider all the points (x 0 , y 0 ) in C 2 that are the common roots of p and q. We call the set of all these points the variety defined by p, q and denote it by V = V (p, q).
Therefore, we can consider the quotient space and denote it by A = C[x, y]/I . It is indeed an algebra over C if we define the operations naturally. We will study the variety through this algebra.
Given a total ordering on Z 2 0 satisfying α + γ > β + γ and γ (0, 0) if α > β and γ ∈ Z 2 0 , we provide the monomials x m y n a total ordering which preserves the order under multiplication and has smallest monomial 1. Then for any f ∈ C[x, y], it makes sense to define its leading term, leading monomial and the leading coefficient, denoted by LT (f ), LM(f ) and LC(f ), respectively. We denote LT (I ) by the ideal generated by LT (f ) for all f ∈ I . We now give the definition of the Groebner basis. The existence and construction of the Groebner basis can be found in the book [5] . We use these tools to ensure the finiteness of positive common roots of our two systems. Here we list a useful theorem that will be used later and the proof can be found in [5] .
Proposition 4 (Extension theorem).
Let p 1 , p 2 ∈ C[x, y] and f = q 1 p 1 + q 2 p 2 ∈ C[y] for some q 1 , q 2 ∈ C[x, y]. Let y 0 be a root of f . Write p i = c n i i (y)x n i + · · · + c 0 i (y) such that c n i i (y) are not zero polynomials for i = 1, 2. If c n i i (y 0 ) = 0 for some i, then ∃ x 0 ∈ C such that p 1 (x 0 , y 0 ) = p 2 (x 0 , y 0 ) = 0.
Finding the bifurcation set
By the implicit function theorem, we know that a real common root (x 0 , y 0 ) continues in a neighbourhood of a given parameter value (t 0 , s 0 ) if the Jacobian determinate f 12 ≡ |
We have the following definitions. Computing a Groebner basis of f 1 , f 2 and f 12 in C[x, y, t, s] with a monomial order (x, y) > (t, s), we find a polynomial in only t and s from the basis. This polynomial then defines the equation containing the bifurcation sets in the (t, s) plane. However, the computation is too large to run. We are not able to find the bifurcation set directly from this method. We did not succeed for the system of f 3 , f 4 , either. Instead, we compute the resultants of f 1 , f 2 and f 3 , f 4 with respect to x and y and use intersection multiplicity to find the bifurcation set.
Definition 2. Let
B 12 = {(t, s, x, y) ∈ R * × R * × R + × R + |f 1 = f 2 = f 12 = 0}, B 34 = {(t, s, x, y) ∈ R * × R * × R + × R + |f 3 = f 4 = f 34 = 0},
Resultant
, where D is a domain (in our cases, the domain is a polynomial ring), m = max(deg(p), deg(q) + 1), n = deg(q), and for j < n the j th Sylvester matrix of p and q is the m + n − 2j by m + n − j matrix 
Definition 4. The Sylvester-Habicht sequence associated with p and q is
and
where cf j (q) is the coefficient of the term of order j in q(x).
Detailed studies of the Sylvester-Habicht sequence can be found in the papers [11] . Note that SyHa j (p, q, x) is a polynomial in x of degree at most j and SyHa 0 (p, q, x) is the resultant of p and q. We denote the resultant by Res(p, q, x). Here we just list some important properties that we need.
Theorem 2.
(1) SyHa j (p, q, x) ∈ p, q , the ideal generated by p, q, for all j .
Intersection multiplicity Let p and q in C[x, y], I
be the ideal generated by p, q, and V be the variety defined by p, q. Assume V is finite and consists of points {(
We have the following facts. The proof of proposition 5 can be found in [2] . = 2 1, a contradiction.
Polynomials whose zero sets contain bifurcation sets
Now we are ready to find the bifurcation sets (B 12 ) and (B 34 ) of the systems f 1 = f 2 = 0 and f 3 = f 4 = 0. First, we compute some resultants from equations f 1 , f 2 and f 3 , f 4 .
s).
Here 
and f 12 at the parameter (t, s) = (t 0 , s 0 ). The intersection multiplicity at (x 0 , y 0 ) is greater or equal to two by proposition 6. Therefore, by proposition 5, the Res(f 1 , f 2 , x) has y 0 as a real zero with multiplicity greater or equal to two and, similarly, Res(f 1 , f 2 , y) has x 0 as a real zero with multiplicity greater or equal to two. Therefore, h y , h x have y 0 , x 0 , respectively, as a real zero with multiplicity greater or equal to two. Hence,
In the same way, for the case of
We will show that, for those (t 1 , s 1 ) satisfying a = b = 0, they are not in (B 12 ) . In the same way, we also obtain that for those (t 1 , s 1 ) satisfying c(t
). Again, we omit the proof of the latter case.
Let a = b = 0. We consider two cases. One is that g 12 = 0. The other is that g 12 = 0. By a technique of separating positive zeros, we can show that a, b and g 12 have no common real zeros. This technique is shown in detail in the proof of proposition 12 and also in 
Generic results
Finding a sample point in each open connected component
Here we will focus on the study of the curve g 12 (t, s) = 0 and try to find at least one sample point from each open connected region of the complement of the zeros of g 12 . Similarly, for the system f 3 = f 4 = 0, we study the curve g 34 (t, s) = 0 and try to find sample points.
Note that g 12 and g 34 are polynomials in t 2 and s 2 . So the zero sets will be symmetric with respect to the t-axis and the s-axis. Also, for both curves, it is easy to see that they do not pass through the two coordinate axes. Therefore, it suffices to find sample points from the first quadrant of the t-s plane.
Mathematica 6.0 provides us a powerful command, SemialgebraicComponentInstance, to give at least one point in each open connected component. We obtain 64 points for g 12 < 0 and 407 points for g 12 > 0. This command is based on the cylindrical algebraic decomposition [1, 3] . However, from the evidence of the numerical plot of g 12 = 0 and g 34 = 0, figures 1 and 2, it seems that there are five connected regions in each quadrant in both cases. Here we use different approach rather than just applying the Mathematica command. By this method, we actually reduced the number of sample points in each quadrant to five. ), ( (s i,1 , s i,n Finally, we connect 96 samples points (t i , s i,j ) by line segments to reduce the number of sample points to five. We obtain five sample points in the first quadrant, (
), ( 1 4 , 1), (3, 13), (3, 1), (1, 1). Table 2 gives the details of other sample points connecting to them. Similarly, tables 3 and 4 show the sample points for g 34 = 0.
The idea in our proof above is also based on and similar to that of the cylindrical algebraic decomposition [1, 3] . However, the numerical plots of g 12 = 0 and g 34 = 0 help us to select sample points (t i , s i,j ) to make it easy to connect them by line segments. Good choices of sample points and the reference of the numerical plots together give us ideas about which points may be connected to which points. This makes it not hard work to reduce the 96 sample points (t i , s i,j ) to only five points in the case of g 12 = 0 and the 54 sample points (t i , s i,j ) to only five points in the case of g 34 = 0. qb i b j ) ). From the basic facts about quadratic form, we know the rank and the signature are independent of the choice of the basis. We have the following important real root counting theorem. The proof of this theorem can be found in [4] . Each entry is the trace of a m × m real matrix. We use a Mathematica implementation of this algorithm written by Moeckel. We can let the computer help us to compute H (I, q). By proposition 8, there are five sample points in the first quadrant. By symmetry, we pick 20 sample points in the t-s plane. Using Hermite's theorem to count the positive common roots, we have the following results. 
Counting the positive roots at sample points
s 3,1 = 30 t 4 = 12 100 s 4,1 = 30 t 5 = 14 100 s 5,1 = 30 t 6 = 144 1000 s 6,1 = 5 10 , s 6,2 = 1, s 6,3 = 30 t 7 = 16 100 s 7,1 = 5 10 , s 7,2 = 1, s 7,3 = 30 t 8 = 2 10 s 8,1 = 2 100 , s 8,2 = 8 100 , s 8,3 = 5 10 , s 8,4 = 1, s 8,5 = 30 t 9 = 2384 10000 s 9,1 = 2 100 , s 9,2 = 52 1000 , s 9,3 = 6 100 , s 9,4 = 8 100 , s 9,5 = 5 10 s 9,6 = 725 1000 , s 9,7 = 76 100 , s 9,8 = 1, s 9,9 = 30 t 10 = 24 100 s 10,1 = 2 100 , s 10,2 = 512 10000 , s 10,3 = 6 100 , s 10,4 = 8 100 , s 10,5 = 5 10 , s 10,6 = 1, s 10,7 = 30 t 11 = 25 100 s 11,1 = 2 100 , s 11,2 = 84 1000 , s 11,3 = 5 10 , s 11,4 = 1, s 11,5 = 30 t 12 = 3 10 s 12,
we compute four Hermite matrices H (I, 1), H (I, x), H (I, y) and H (I, xy).
Their signatures are 9, 0, 0, 0. Let a 1 , a 2 , a 3 , a 4 , ε denote the number of common real roots (x, y) having the signs (+, +), (+, −), (−, +), (−, −), (0, 0), respectively. We obtain
We already know ε = 1. Therefore, we obtain (a 1 , a 2 , a 3 , a 4 ) = (2, 2, 2, 2). Hence, there are two positive common roots of f 1 and f 2 .
Generically two or four positive roots
For the systems f 1 = f 2 = 0 and f 3 = f 4 = 0, it is easy to see that they both have (0, 0) as real root of intersection multiplicity four for all (t, s) ∈ R * × R * . Also, for both systems, the only real root with x = 0 or y = 0 is the origin. Therefore, in order to claim that the number of positive roots is a constant when parameters are in one of the open connected component determined by g 12 = 0 or g 34 = 0, we need the following lemma 1.
Recall that we have the following resultant computations. 
Also, we have the same result for the system f 3 = f 4 = 0.
Proof. Again, we only show the case of the system f 1 = f 2 = 0. Since t 0 = 0, we suppose that t 0 > 0. Pick ε such that t 
We claim that for all parameters (t, s) ∈ U × V the system f 1 = f 2 = 0 has only one real root (0, 0) in I 1 × I 2 .
Suppose not, then there exists parameter (t 1 , s 1 ) ∈ U × V such that the system f 1 (x, y, t 1 , s 1 ) = f 2 (x, y, t 1 , s 1 ) = 0 has real root (x 0 , y 0 ) = (0, 0), say x 0 = 0, and or f 3 = f 4 = 0 has two or four positive roots. Then if (t, s) is a zero of g 12 or g 34 but not in the bifurcation set, the number of positive roots will be a constant in a neighbourhood of (t, s). Therefore, we also have four or two positive roots. Now let D be an open connected region determined by g 12 = 0 or g 34 = 0. Note that both systems have at most 56 complex roots by proposition 3. We can write D = ∪ 56 j =0 A j , where the system has j positive roots when (t, s) ∈ A j . We will prove that either D = A 4 or D = A 2 . Since by proposition 9, we either have A 4 = ∅ or A 2 = ∅. By connectedness, it suffices to claim that A j are open sets.
By implicit function theorem, a nonzero common root (x 0 , y 0 ) of the system continues as common roots in a neighbourhood of any parameter (t 0 , s 0 ) in D. Viewing the common roots as a function of the parameters, we have smooth functions x(t, s) and y(t, s) in this neighbourhood. By lemma 1, we can let x(t, s) and y(t, s) stay away from 0. Also, by easy observation, we cannot have common zeros with x = 0 or y = 0 unless x = y = 0 for both systems. Therefore, the signs of the roots (x(t, s), y(t, s) ) cannot change. In particular, if x 0 > 0, y 0 > 0, then x(t, s) > 0 and y(t, s) > 0 for all (t, s) in the neighbourhood of (t 0 , s 0 ). Therefore, we conclude that A j are open for all j.
On the bifurcation set
In this section, we focus on the root counting when the parameter is on the bifurcation sets, (B 12 ) or (B 34 ). We consider separately the case when the points on the curve g 12 or g 34 are non-singular and the case when the points are singular points. We use the same Y-L Tsai argument to show that there are at most four positive roots for systems f 1 = f 2 = 0 or f 3 = f 4 = 0 when the parameters are on their own bifurcation sets and are non-singular on the curve g 12 or g 34 , respectively. Therefore, we only demonstrate our proof here for the system f 1 = f 2 = 0. However, for bifurcation points which are singular on the curve g 34 , we have different challenges for the system f 3 = f 4 = 0. Therefore, we will discuss two systems in different subsections.
Non-singular points on g
First, we need two lemmas. The first lemma gives the behaviour of the projection of the positive roots (x, y) onto y-coordinate as one of the parameter s varies and the other one t is fixed. The second lemma extends the existing root behaviour in the y-coordinate to the common root behaviour of the system f 1 = f 2 = 0 as one of the parameters s varies and the other one t is fixed. 
Therefore, f and ∂ y f intersect at (y 0 , s 0 ) transversely. We have
From these, we conclude that f (y, s) = h y (y, s, t 0 ) experiences a saddle-node bifurcation. See the book [10] for reference. Proof. Since g 12 , a, b have no common real roots, we have either a = 0 or b = 0 at (t 0 , s 0 ). Also since it is non-singular, we can assume that ∂ s g 12 (t 0 , s 0 ) = 0 and a(t 0 , s 0 ) = 0. Then we can apply results in lemmas 2 and 3. Other cases can apply similar results as those two lemmas (just by replacing t by s variable and y by x variable).
Suppose we have four positive common roots of f 1 and f 2 . Let t = t 0 be fixed. Since (t 0 , s 0 ) ∈ (B 12 ), there exists a positive root (x 0 , y 0 ) such that (t 0 , s 0 , x 0 , y 0 ) ∈ B 12 . However, if f 1 = 0 and f 2 = 0 intersect not transversely at one point, by lemmas 2 and 3, such a positive root can split continuously into two positive common roots, which contribute to obtain a total of five positive roots in a half neighbourhood of s 0 , which is a contradiction to the generic result. Cases of more than four positive roots are clearly not possible.
Singular points on g
Now, we deal with (t 0 , s 0 ) ∈ (B 12 ) such that it is singular on g 12 = 0, i.e. points also satisfying ∂ t g 12 = 0 and ∂ s g 12 = 0. Let us recall that (y 1 , s 0 ) and (y 2 , s 0 ) , transversely, for two distinct real y 1 and y 2 . Case B: they intersect at (y 0 , s 0 ) with multiplicity two for some real y 0 . Case C: they intersect at two points with each intersection multiplicity 1 and y coordinates being non-real complex conjugates.
In case C, we know that at (t 0 , s 0 ) all real intersection points of f 1 and f 2 must have multiplicity 1. This is because every such intersection (x 0 , y 0 ) projects to real zero y 0 of h y (t 0 , s 0 , y). But, for every real y 0 , ∂ y h y (y 0 , s 0 , t 0 ) = 0. If not, Res(h y , ∂ y h y , y)(t 0 , s) will have s 0 as a zero of multiplicity greater than or equal to three. Since we only consider (t 0 , s 0 ) ∈ (B 12 ), this means that there exist positive intersection points (x 0 , y 0 ) at which f 1 = 0 and f 2 = 0 intersect not transversely. Therefore, case C will not happen in our consideration.
In cases A and B, we need first to claim that (y 0 , s 0 ) on the curve h y (y, s, t 0 ) = 0 is nonsingular for any positive intersection points (x 0 , y 0 ) at which f 1 = 0 and f 2 = 0 intersect not transversely. In other words, we claim that ∂ s h y (y 0 , s 0 , t 0 ) = 0. Therefore, in a neighbourhood of (y 0 , s 0 ), s is a real analytic function of y by the implicit function theorem. Then it follows from the extension theorem and a = 0 as in the proof of lemma 3 that we can again continue the positive root (x 0 , y 0 ) in a neighbourhood of s 0 into one branch or in a half neighbourhood into two branches. Then, in both cases, it is easy to see that there are at most four positive common roots by the generic result. The following proposition will satisfy all of our needs in this subsection. (3) , we can find a neighbourhood of the corresponding s 0 such that f 3 = f 4 = 0 has only two positive common roots in this neighbourhood except at the point (t 0 , s 0 ). Therefore, in case B, there are at most three positive roots for parameters from group (2) or (3). Suppose there are four. Only one root has multiplicity greater than 1 and it may or may not continue. However, the other three continue since they have multiplicity 1. Therefore, this contradicts to fact that they only have two positive common roots in the neighbourhood.
In case A, there are at most four positive roots for parameters from group (2) or (3). Suppose there are five. Either only one root or two roots have multiplicity greater than 1 and it/they may or may not continue. The other four or three continue since they have multiplicity 1. Therefore, this contradicts the fact that they only have two positive common roots in the neighbourhood. In proposition 14, we will demonstrate how to find parameters of groups (2) and (3) and show how to find the neighbourhood of the s 0 at one particular parameter.
Proposition 13. The parameters that are singular points on g 34 = 0 and satisfy ∂ ss g 34 = 0 are in the group (1) . The system f 3 = f 4 = 0 has two positive common roots at these parameters. Computing the Groebner basis of I with respect to the graded reverse lexicographic order where x > y > s, we obtain 13 polynomials with leading monomials s 4 Therefore, the dimension of A is 224. Fixing t 0 = 0.14 . . ., we find a neighbourhood of s 0 = 0. ), and find they do not intersect with g 34 = 0. Next, counting the positive roots of f 3 = f 4 = 0 at one representative point on the segments, say the point ( 
Proof
Next, we compute eight Hermite matrices H (I, 1), H (I, x), H (I, y), H (I, p), H (I, xy), H (I, xp), H (I, yp) and H (I, xyp)
