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Одна из идей алгебраизации математической
логики привела к алгебре предикатов, которая ак-
тивно используется как формульный аппарат опи-
сания дискретных отношений. Рассматривается
разработка формальных средств построения моде-
лей логических сетей. Эти средства основаны
на теоремах из раздела нормализации теории реля-
ционных баз данных и позволяют преобразовывать
произвольные уравнения алгебры предикатов
в модели логических сетей. Аппаратная реализа-
ция логических сетей на программируемых логиче-
ских интегральных схемах позволит создать новые
высокопроизводительные процессоры, обрабаты-
вающие модели естественного языка.
Предикат в базисе дизъюнктивно-конъюнктив-
ной алгебры предикатов (ДКАП) обычно рассма-
тривается как аналитическая запись отношения.
Поэтому декомпозиция предиката – это декомпо-
зиция отношения на аналитическом уровне (по-
просту манипуляция с формулами), когда обраба-
тываются не сами отношения, а соответствующие
им формулы предикатов.
Уточним понятие декомпозиции, как оно пони-
мается в реляционных базах данных. Для этого
приведем понятие зависимости соединения, кото-
рое используется в теории зависимостей.
Пусть Г={Х1,…,Xl} – семейство подмножеств 
множества H. Если то Г называется по-
крытием множества Н. Покрытие Г называется
разбиением множества Н, если множества Х1,…,Xl
попарно не пересекаются.
Пусть R – некоторое отношение, а семейство
множеств {Х1,…,Xl} образует покрытие множества
at(R). Отношение R удовлетворяет зависимости со-
единения °[Х1,…,Xl], если
R=R[X1]R[X2]…R[Xl].                      (1)
Выражение (1) является так называемым алге-
браическим ограничением целостности [1].
Другие виды зависимостей, которые использу-
ются в теории зависимостей – функциональные
и многозначные – являются частными случаями
зависимости соединения. Всякая зависимость, вы-
полненная в R∈Re (T), позволяет представить R
в виде естественного соединения своих проекций
(1). В теории реляционных баз данных обычно
именно эту процедуру и называют декомпозицией
R. Исходя из выражения (1) видно, что непосред-
ственно декомпозиция выполняется путем проек-
тирования исходного отношения по разным груп-
пам его атрибутов. Это говорит о том, что операто-
ром декомпозиции служит операция проекции,
в то время как оператором композиции (обратной
сборки) является естественное соединение.
Однако разбиение отношения может осущест-
вляться разными способами: наряду с проекцией
в качестве оператора декомпозиции может быть
использована выборка. Тогда оператором компози-
ции уже будет не естественное соединение, а опе-
рация объединения. Когда в теории баз данных
идет речь о декомпозиции отношений, то практи-
чески всегда имеется в виду декомпозиция вида (1).
Другие виды практически не используются. Тем
не менее, для точности декомпозицию отношений
в виде (1) иногда будем называть проекционно-со-
единительной декомпозицией.
Декомпозиция предиката P – это получение не-
которых предикатов P1,P2,…,Pl на основе предиката
P с возможностью его обратного восстановления
из этих предикатов, которое называется компози-
цией предиката P. Важным частным случаем де-
композиции является так называемая бинарная де-
композиция предиката P, характеризующаяся тем,
что каждый из предикатов P1,P2,…,Pl, полученных
в результате декомпозиции предиката P, имеет
в точности два существенных аргумента. Если опе-
ратором композиции (восстановления) служит
конъюнкция, то декомпозицию называют конъ-
юнктивной.
Предикатными аналогами реляционных опера-
ций проекции являются кванторы существования,
аналогом естественного соединения – конъюнк-
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ция. Тогда предикатным аналогом проекционно-
соединительной декомпозиции будет кванторно-
конъюнктивный вид декомпозиции. Его определе-
ние заключается в следующем:
Пусть T⊆V×U – остов с конечным множеством
имен переменных V={x1,x2,…,xn},
S=Domx1×Domx2×…×Domxn. Пусть P – некоторый
предикат из Pre (S), а семейство множеств
{Х1,Х2,…,Xl} образует покрытие множества V. Будем
говорить, что предикат P удовлетворяет зависимо-
сти конъюнкции ^{Х1,Х2,…,Xl}, если
(2)
где Yi=V\Xi, i=1,…, l.
Представление предиката P в виде (2) будем на-
зывать кванторно-конъюнктивной декомпозицией.
Некоторые методы декомпозиции предикатов
сводятся к тому, что исходный предикат P заменя-
ется некоторым вспомогательным предикатом P',
который строится на основе исходного P с помо-
щью введения одной или нескольких вспомога-
тельных переменных y1,y2,…,yk. Этот предикат свя-
зан с исходным предикатом P равенством
(3)
Хотя фактически производится кванторно-
конъюнктивная декомпозиция вспомогательного
предиката P', но исходный предикат P восстана-
вливается с помощью равенства (3). Принято счи-
тать, что произведена декомпозиция предиката P.
Таким образом, декомпозиция предиката может
выполняться без помощи вспомогательных пере-
менных, либо с их помощью. В первом случае де-
композиция называется эквивалентной, во вто-
ром – неэквивалентной [2. С. 84]. Так, декомпози-
ция предиката P' является эквивалентной, а деком-
позиция исходного P – неэквивалентной. Кван-
торно-конъюнктивная декомпозиция является эк-
вивалентной по определению.
Рассмотрим понятия зависимостей и некото-
рые утверждения относительно них. Последние по-
зволяют для заданного отношения разрешить во-
прос о допустимости той или иной проекционно-
соединительной декомпозиции. Рассмотрим част-
ные случаи: функциональные и многозначные за-
висимости, определения которых взяты из [1].
Сначала рассмотрим понятие функциональной
зависимости [1. С. 59].
Пусть задано отношение R∈Re(T), а X и Y –
произвольные подмножества множества at(R). Го-
ворят, что Y функционально зависит от X, если для
любых двух функциональных данных f1, f2∈R из ра-
венства f1[X]=f2[X] следует равенство f1[Y]=f2[Y].
Если Y функционально зависит от X, то пишут
X→Y и говорят, что отношение R удовлетворяет
функциональной зависимости X→Y или, что функ-
циональная зависимость X→Y выполняется в от-
ношении R.
Непосредственно из определения следует, что
если зависимость X→Y выполняется в R, то она
выполняется в любой его проекции, содержащей
множество атрибутов X∪Y.
Если R∈Re(T) – произвольное отношение, то
множество пар (X,Y) таких, что X→Y в R, обознача-
ется через FD(R). Оно называется структурой функ-
циональных зависимостей отношения R [1. С. 205].
Пусть R – произвольное отношение.
В [1. С. 204, 205] доказано, что структура функцио-
нальных зависимостей FD(R) обладает следующи-
ми ниже свойствами (X, Y, Z, W – подмножества
множества at (R)).
Если X⊇Y, то X→Y. (4)
Если     X→Y и Y∪Z→W, то X∪Z→W. (5)
Для дедуктивной системы, заданной правилами
(4), (5), алгоритмически разрешима проблема вы-
водимости или логического следования, что озна-
чает, что анализ структур функциональных зависи-
мостей может осуществляться автоматически
[1. § 5.1]. В частности, существуют алгоритмы, по-
зволяющие для заданного множества функцио-
нальных зависимостей Σ найти множество всех за-
висимостей ϕ(Σ), которые логически следуют
из множества Σ по правилам (4), (5). Кроме того,
имеется алгоритм, позволяющий определить, яв-
ляется некоторая функциональная зависимость Σ
следствием множества зависимостей Σ, или нет.
Для анализа отношений с функциональными зави-
симостями все эти алгоритмы основаны на аппара-
те булевых функций [1. § 5.3].
Следующее ниже утверждение является про-
стым средством декомпозиции отношений. В тео-
рии зависимостей оно называется теоремой Хеза
[3. С. 293], ее доказательство приводится в [3. С. 316].
Утверждение 1. Теорема Хеза. Пусть R – некото-
рое отношение из Re (T), а семейство множеств
{X,Y,Z} образует разбиение множества at(R). Если
X→Y в R, то R=R[X∪Y]R[X∪Z]. Иными словами
Теорема Хеза говорит о том, что функциональная
зависимость X→Y в отношении R{X,Y,Z} влечет для
него зависимость соединения °[X∪Y,X∪Z]. И далее
вытекает следующее следствие 2:
пусть R∈Re(T), at(R)=X∪Y, Y={y1,…, yk}. Если X→Y
для R, то R удовлетворяет зависимости соединения
°[X∪y1,X∪y2,…,X∪yk].
Чтобы показать справедливость указанного вы-
ше следствия достаточно указать на множество за-
висимостей X→y1,X→y2,…,X→yk, которые следуют
из зависимости X→Y в силу свойств (4), (5).
Рассмотрим понятие многозначной зависимо-
сти [1. С. 211].
Пусть задано отношение R∈Re(T), а X и Y –
произвольные подмножества множества at(R). Го-
ворят, что X многозначно определяет Y, если
R=R[X∪Y]R[X∪Z], где Z=at(R)\(X∪Y). Если X
многозначно определяет Y, то пишут X→>Y и го-
ворят, что отношение R удовлетворяет многознач-
ной зависимости X→>Y или, что многозначная за-
висимость X→>Y выполняется в отношении R.
Приведенное определение показывает, что
многозначная зависимость является частным слу-
чаем зависимости соединения и так же определя-
ется через алгебраическое ограничение целостно-
сти [1].
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Если R∈Re(T) – произвольное отношение, то
множество пар (X,Y) таких, что X→>Y в R, обознача-
ется через MVD (R). Оно называется структурой мно-
гозначных зависимостей отношения R [1. С. 212].
Пусть R– произвольное отношение. В [1. С. 163, 212]
доказано, что структура многозначных зависимо-
стей MVD (R) обладает следующими ниже свойства-
ми (X, Y, Z, W – подмножества множества at (R)).
Если X⊇Y, то X→>Y. (6)
Если 
X→>Y и Y∪Z→>W, то X∪Z→>W \(Y∪Z).     (7)
Если     X→>Y и X→>Z, то X→>Y∪Z. (8)
Если      X→>Y, то X→>at (R)\(X∪Y). (9)
Свойство (9) говорит о том, что многозначные
зависимости всегда образуют связные пары, поэто-
му для отношения R с at(R)={X,Y,Z} и зависимо-
стью X→>Y используется обозначение X→>Y|Z.
Как и для функциональных зависимостей, для де-
дуктивной системы, заданной правилами (6)–(9),
алгоритмически разрешима проблема выводимости
[1. § 5.2], поэтому анализ структур многозначных
зависимостей также может осуществляться автома-
тически с применением булевых функций [1. § 5.3].
Согласно [1. С. 163] справедливо следующее
утверждение.
Утверждение 3. Пусть R∈Re (T) – произвольное
отношение, а X и Y – произвольные подмножества
множества at(R), Z=at(R)\(X∪Y). Отношение R
удовлетворяет зависимости X→>Y тогда и только
тогда, когда
σ(X=A)∧(Z=C)(R)[Y]=σX=A(R)[Y] (10)
для каждого {X:A}∈R[X] и для каждого
{Z:C}∈σX=A(R)[Z].
Равенство (10) показывает, что для каждого
{X:A} из R[X] множество σ(X=A)∧(Z=C)(R)[Y] не зависит
от {Z: C}∈σX=A(R)[Z]. Это означает, что многознач-
ная зависимость X→>Y в R определяет отображе-
ние {X:A}→σ(X=A)∧(Z=C)(R)[Y] из R[X] в булеан P(R[Y]),
которое можно понимать как многозначную функ-
цию из R[X] в R[Y].
Утверждение 3 в менее формальной форме вы-
брано в качестве определения многозначной зави-
симости у Дейта [3. С. 329]. За исключением обоз-
начений это определение выглядит следующим об-
разом.
Пусть имеется некоторое отношение R∈Re(T),
X,Y,Z⊆at(R) и X∪Y∪Z=at(R), причем множества X,
Y, Z попарно не пересекаются. Y многозначно за-
висит от X тогда и только тогда, когда множество
значений Y, соответствующее заданной паре (зна-
чение X, значение Z) отношения R зависит только
от X, но не зависит от Z. В то же время принятое
в данной статье определение многозначной зави-
симости К.Дж. Дейт приводит как теорему Фейги-
на [3. С. 330], которая формулируется в терминах
«тогда и только тогда».
В [1. С. 163] доказывается еще одно утвержде-
ние.
Утверждение 4. Пусть R∈Re(T) – произвольное
отношение, а X и Y – произвольные подмножества
множества at (R), Z=at(R)\(X∪Y). Отношение R
удовлетворяет зависимости X→>Y тогда и только
тогда, когда
σX=A(R)[Y∪Z]=σX=A(R)[Y]σX=A(R)[Z]            (11)
для каждого {X: A}∈R[X].
Заметим, что естественное соединение двух отно-
шений, не имеющих общих атрибутов, можно рас-
сматривать как расширенную версию декартова про-
изведения. Равенство (11) выражает именно такой
случай. По сути, утверждение 4 выражает еще один
способ, которым можно определить многозначную
зависимость. Такую форму определения многознач-
ной зависимости можно найти в [4. С. 92].
Согласно утверждению 4 наличие многознач-
ной зависимости X→>Y в отношении R{X,Y,Z} оз-
начает, что его атрибуты Y и Z являются взаимно
независимыми: множество значений каждого
из них зависит только от значения атрибута X.
Иными словами, многозначные зависимости
X→>Y|Z «появляются тогда, когда для осмыслен-
ной группы характеристик X множества значений
характеристик из групп Y и Z обязаны встречаться
в любых сочетаниях при фиксированном значении
X-компоненты» [1. С. 216].
Доказано [1. С. 163, 164], что каждая функцио-
нальная зависимость является многозначной зави-
симостью, т. е. если X→Y в R, то X→>Y в R. Поэто-
му FD(R)⊆MVD(R). Таким образом, многозначные
зависимости являются обобщением функциональ-
ных зависимостей.
Однако между функциональными и многознач-
ными зависимостями имеется существенное раз-
личие. Согласно (9) зависимости X→>Y и
X→>at(R)\(X∪Y) всегда образуют связанные пары,
что обозначается как X→>Y|Z, где Z=at(R)\(X∪Y).
Свойство (9) не имеет аналога для функциональ-
ных зависимостей, поэтому в общем случае они
не образуют связанных пар. Например, зависи-
мость X→Y влечет X→>at (R)\(X∪Y); однако это
совсем не означает, что зависимость X→>at
(R)\(X∪Y) тоже является функциональной.
Следующее ниже утверждение 5 обобщает
утверждение 4. На этот раз используется понятие
зависимости соединения.
Утверждение 5. Пусть R – некоторое отношение из
Re (T), а семейство множеств {X,Z1,Z2,…,Zm} образует
разбиение множества at (R). Отношение R удовлетво-
ряет зависимости соединения °[X∪Z1,X∪Z2,…,X∪Zm]
тогда и только тогда, когда
σX=A(R)[Z1∪Z2…∪Zm]=
=σX=A(R)[Z1]σX=A(R)[Z2]…σX=A(R)[Zm]        (12)
для каждого {X:A}∈R[X].
Утверждение 6. Обобщение теоремы Фейгина.
Пусть R – некоторое отношение из Re (T), а семей-
ство множеств {X,Z1,Z2,…,Zm} образует разбиение мно-
жества at (R). Отношение R удовлетворяет зависимо-
сти соединения °[X∪Z1,X∪Z2,…,X∪Zm] тогда и только
тогда, когда оно одновременно удовлетворяет мно-
гозначным зависимостям X→>Z1,X→>Z2,…,X→>Zm.
Доказательство. Необходимость. Для доказа-
тельства воспользуемся следующим вспомогатель-
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ным понятием. Пусть семейство множеств
{X1,…,Xm} является покрытием множества U, т. е. 
На основе множеств X1,…,Xm образуем
новые множества Y1,…,Yl по формуле
Если каждое множество Xi входит хотя бы в одно 
множество Yj, то U= Покрытие {Y1,…,Yl} назы-
вается укрупнением покрытия {X1,…,Xm} [1. С. 232].
Рассмотрим одно из свойств зависимостей сое-
динения: из °[X1,…,Xm] следует °[Y1,…,Yl] для любого
укрупнения покрытия {X1,…, Xm}.
Пусть Z= Согласно определению многоз-
начная зависимость X→>Zk, выполненная в R, рав-
носильна зависимости соединения °[X∪Zk,X∪(Z\Zk)].
Очевидно, что для любого k=1,…, m покрытие
{X∪Zk, X∪(Z\Zk)} является укрупнением покрытия
{X∪Z1,X∪Z2,…,X∪Zm}. Поэтому для отношения R
любая зависимость °[X∪Zk,X∪(Z\Zk)] является
следствием зависимости °[X∪Z1,X∪Z2,…,X∪Zm].
Достаточность. Пусть Z= QA=σX=A(R)[Z],
A∈R[X]. Тогда с учетом свойств операции проек-
ции равенство (13) можно представить в виде:
QA=QA[Z1]QA[Z2]…QA[Zm]. (13)
В силу утверждения 5 выполнение (14) при каж-
дом A∈R [X] равносильно наличию в R зависимо-
сти °[X∪Z1,X∪Z2,…,X∪Zm].
Учитывая введенные обозначения, утверждение
4 гласит, что зависимость X→>Zk (k=1,2,…, m) в от-
ношении R равносильна выполнению равенства
QA=QA[Zk]QA[Z\Zk] (14)
при любом A∈R[X]. Тогда множество зависимостей
X→>Z1, X→>Z2,…, X→>Zm выполненных в R, рав-
носильно тому, что для любого A∈R [X] справедли-
ва система, которая состоит из равенств (14) с раз-
личными значениями k=1,2,…,m.
Для доказательства достаточности данного
утверждения необходимо показать, что множество
зависимостей X→>Z1, X→>Z2,…, X→>Zm, имеющих-
ся в R, влечет зависимость °[X∪Z1,X∪Z2,…,X∪Zm].
Иными словами, требуется доказать, что справед-
ливость системы из m равенств
при каждом A∈R[X] влечет справедливость равен-
ства (14) при каждом A∈R[X]. Покажем это. Так как
at (QA)=Z1∪Z2∪…∪Zm, то включение
выполняется всегда. Чтобы доказать равенство
(14), надо показать, что обратное включение тоже
справедливо.
Пусть
t={Z1:C1,Z2:C2,…,Zm:Cm}∈QA[Z1]QA[Z2]…QA[Zm]. 
Значит, отношение QA содержит кортежи
t' ={Z1: C1, Z2: C'2,…, Zm: C'm},
t" ={Z1: C"1, Z2: C2,…, Zm: C"m},
…
t(m)={Z1: C1
(m), Z2: C2
(m),…, Zm: Cm}.
Пусть t1=t'. Последовательно образуем кортежи
t2,t3,…,tm по формуле
tk=t
(k)=[Zk]tk–1[Z \Zk], i=2,…, m. (15)
Если tk–1∈QA, то, согласно (14), tk тоже принадле-
жит QA. Кортеж t1∈QA по условию, поэтому все по-
следующие кортежи – t2, t3,…,tm – тоже принадле-
жат отношению QA. В соответствии с (15) имеем
t2={Z1: C1, Z2: C2, Z3: C'3,…, Zm: C'm},
…
…
tm={Z1: C1, Z2: C2,…, Zm: Cm}.
Так как t=tm, то t1∈QA. Следовательно,
QA[Z1]QA[Z2]…QA[Zm]⊆QA и равенство (13) уста-
новлено. Поскольку выбор A∈R[X] никак не влия-
ет на ход вышеизложенных рассуждений, то равен-
ство (14) справедливо при любом A∈R[X]. Утвер-
ждение доказано.
Множество многозначных зависимостей
X→>Z1,X→>Z2,…,X→>Zm, которым удовлетворяет
R с at(R)=X∪Z1∪…∪Zm, как и равносильную ему од-
ну зависимость соединения °[X∪Z1,X∪Z2,…, X∪Zm],
для удобства иногда будем обозначать через
X→>Z1|Z2|…|Zm.
Свойство многозначных зависимостей (9) по-
зволяет представить зависимость X→>Z1|Z2|…|Zm
в виде.
(16)
Если m=2, то множество (16) состоит из пары
многозначных зависимостей; если m>2, – то из 2m
зависимостей. На практике возможны как две, так
и более многозначных зависимостей в выражении
(16), что обеспечивает практическую ценность
утверждению 6. Как и теорему Фейгина это утвер-
ждение можно использовать для приведения схемы
отношения к четвертой нормальной форме при
проектировании реляционной базы данных [3].
Согласно утверждению 4 многозначная зависи-
мость X→>Y|Z, выполненная в отношении R с
at(R)=X∪Y∪Z, выражает взаимную независимость
атрибутов Y и Z в отношении R, притом что множе-
ство значений каждого из них определяется значе-
нием атрибута X. Точно так же утверждение 5 по-
зволяет рассматривать зависимость X→>Z1|Z2|…|Zm,
выполненную в R, at(R)=X∪Z1∪Zm: она выражает
взаимную независимость атрибутов Z1,Z2,…,Zm друг
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от друга, притом что множество значений каждого
из них определяется значением атрибута X.
Согласно теореме Хеза функциональная зави-
симость выступает в роли достаточного условия
для декомпозиции заданного отношения на две
своих проекции. Утверждения 3 и 4 можно рассма-
тривать как критерии наличия определенной мно-
гозначной зависимости в заданном отношении.
Утверждение 5 является критерием наличия зави-
симости соединения определенного вида, а утвер-
ждение 6 устанавливает равносильность такой за-
висимости группе многозначных зависимостей
с одинаковым детерминантом. Благодаря этому
утверждение 5 можно рассматривать как обобще-
ние утверждения 4 на случай группы многознач-
ных зависимостей.
Сформулируем и докажем некоторые из рас-
смотренных утверждений в терминах подстановоч-
ной дизъюнктивно-конъюнктивной алгебры пре-
дикатов (ПДКАП) – для данной цели базиса этой
алгебры достаточно. Для этого сначала необходимо
сформулировать понятия функциональной, мно-
гозначной зависимости и зависимости соединения
для предикатов.
Согласно [1. С. 162] функциональная зависи-
мость аргумента xn от аргументов x1,…,xn–1 в преди-
кате P (x1,...,xn) выражается следующей формулой:
(17)
Любая функциональная зависимость одной
группы переменных предиката P (x1,…,xn) от другой
группы может быть задана либо несколькими фор-
мулами вида (17), либо одной такой формулой,
в которой после импликации будет стоять конъ-
юнкция нескольких предикатов равенства. Если X
и Y являются подмножествами переменных преди-
ката P(x1,…,xn), и Y функционально зависит от X,
то будем писать X→>Y и говорить, что предикат
P(x1,…,xn) удовлетворяет функциональной зависи-
мости X→>Y.
Зависимость конъюнкции для предикатов была
определена выражением (2). Она является анало-
гом зависимости соединения отношений. Многоз-
начную зависимость для предикатов можно выра-
зить через зависимость конъюнкции. Будем гово-
рить, что предикат P∈Pre(S) удовлетворяет многоз-
начной зависимости X→>Y, если он удовлетворяет
зависимости конъюнкции ^{X∪Y,X∪Z}, где
Z=V\(X∪Y). Ясно, что в этом случае так же будет
выполняться зависимость X→>Z, что можно обоз-
начить как X→>Y|Z.
Как и для реляционных отношений, для преди-
катов также можно задать структуры зависимостей.
Пусть P∈Pre(S), X,Y⊆V. Тогда множество пар (X,Y),
таких, что X→Y в P, обозначим через FD(P) и назо-
вем структурой функциональных зависимостей
предиката P. Аналогично множество пар (X,Y), та-
ких, что X→>Y в P, обозначим через MVD(P) и на-
зовем структурой многозначных зависимостей
предиката P.
Судя по всему, множества FD(P) и MVD(P) бу-
дут обладать точно такими же свойствами, как
структуры зависимостей для отношений. Но для
проверки этого предположения требуется допол-
нительное исследование, которое выходит за рам-
ки данной статьи.
Переходим к разработке предикатных утвер-
ждений о зависимостях.
Прежде всего, рассмотрим теорему Хеза, след-
ствие 2 и утверждение 6. Так как в них отсутствуют
алгебраические выражения, то их не нужно форму-
лировать отдельно в терминах подстановочной дизъ-
юнктивно-конъюнктивной алгебры предикатов. Так
как практически очевидно, что зависимости в преди-
катах подчиняются тем же свойствам, что и зависи-
мости в реляционных отношениях, то указанные три
утверждения можно применять как к отношениям,
так и к предикатам. Если доказать, что указанные
свойства совпадают, то весь аппарат теории зависи-
мостей можно будет обоснованно применять для ана-
лиза зависимостей в предикатах, что существенно
расширит возможности декомпозиции предикатов.
Для определенности уточним, что означают
теорема Хеза, следствие 2 и утверждение 6 по от-
ношению к предикатам.
Рассмотрим теорему Хеза. Пусть P∈Pre (S),
V=X∪Y∪Z. Если P удовлетворяет функциональной
зависимости X→>Y, то для него выполняется зави-
симость конъюнкции ^{X∪Y,X∪Z}.
Следствие 2 по отношению к предикатам озна-
чает следующее. Пусть P∈Pre(S), V=X∪Y,
Y={y1,…,yk}. Если X→>Y для P, то P удовлетворяет
зависимости конъюнкции ^{X∪y1,X∪y2,…,X∪yk}.
Пусть теперь V=X1∪…∪Xm∪Y. Тогда на основа-
нии утверждения 6 зависимость конъюнкции
^{X1∪Y,X2∪Y,…,Xm∪Y} в предикате P∈Pre (S) будем
отождествлять с множеством многозначных зави-
симостей Y→>X1, Y→>X2,…, Y→>Xm в этом преди-
кате и условно обозначать Y→>X1|X2|…|Xm.
Утверждение 5 содержит алгебраическое выра-
жение (12), поэтому его следует переформулиро-
вать в терминах ПДКАП и доказать.
Для удобства в дальнейшем изменим обозначе-
ния в условии утверждения 5 и сформулируем его
следующим образом. Пусть семейство множеств
{X1,X2,…,Xm,Y} образует разбиение множества at (R)
для некоторого R∈Re(T). Отношение R удовлетво-
ряет зависимости соединения °[X1∪Y,X2∪Y,…,Xm∪Y]
тогда и только тогда, когда
σY=A=(R)[X1∪X2…∪Xm]=σY=A=(R)[X1]σY=A=
(R)[X2] …σY=A=(R)[Xm] (18)
для каждого {Y: A}∈R [Y].
Введем несколько удобных обозначений. Пусть
задано произвольное разбиение Г={X1,X2,…,Xk}
множества V={x1,x2,…,xn}, k≤n. Иногда вместо каж-
дой переменной в отдельности x1,x2,…,xn бывает
удобно рассматривать непересекающиеся группы
переменных X1,X2,…,Xk – слои разбиения множе-
ства V. В таких случаях вместо обычной записи
P(x1,x2,…,xn) будет применяться условное обозначе-
ние P(X1,X2,…,Xk).
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Пусть T⊆V×U – остов с конечным множеством
имен переменных V. Пространство S задано как де-
картово произведение областей изменения пере-
менных из V. Если X={x1,…,xk}⊆V, то через DomX
будет обозначаться произведение Domx1×…×Domxk
[1. С. 131]. Пусть P – произвольный предикат
из Pre (S).
Переходим к утверждению 5. Зависимость сое-
динения °[X1∪Y,X2∪Y,…,Xm∪Y] перейдет в зависи-
мость конъюнкции ^{X1∪Y,X2∪Y,…,Xm∪Y}, которая
выражается равенством
(19)
Равенство (18) примет вид:
(20)
Представим выражения (19) и (20) в более удоб-
ной форме. Пусть X1, X2,…Xk⊆V, введем обозначе-
ние
Перепишем сомножители из (20) с помощью
операции подстановки. Пользуясь тождеством
Y/A(P)≡∃Y(P∧YA), Y⊆V, Y⊆V, P∈Pre(S), имеем: 
Теперь сформулируем и докажем утверждение 5
для предикатов.
Утверждение 7. Пусть семейство множеств
{X1,X2,…,Xm,Y} образует разбиение множества V.
Предикат P∈Pre(S) удовлетворяет зависимости
конъюнкции ^{X1∪Y, X2∪Y,…, Xm∪Y}, т. е.
(21)
тогда и только тогда, когда
(22)
для каждого A∈PT[Y]⊆DomY, где PT – область ис-
тинности предиката P.
Тогда условие (22) примет вид:
это равенство справедливо при любом A∈PT[Y],
если выполняется (21).
Утверждение 8. Пусть семейство множеств
{X1,X2,…,XmY} образует разбиение множества V.
Предикат P∈Pre(S) удовлетворяет зависимости
^{X1∪Y,X2∪Y,…,Xm∪Y} тогда и только тогда, когда для
каждого A∈PT[Y] (PT – область истинности предиката
P) найдутся такие предикаты P1
A(X1),…Pm
A(Xm)∈Pre(S),
что подстановку Y/A(P)=P(X1,X2,…Xm,A) можно
представить конъюнкцией
(23)
Чтобы с помощью утверждения 8 проверить,
удовлетворяет ли предикат  зависимости
^{X1∪Y,X2∪Y,…,Xm∪Y}, выполним дизъюнктивное
разложение предиката P по переменным Y:
(24)
Формула любого предиката P (X1,…,Xm,A),
A∈PT[Y] обычно намного меньше, чем формула ис-
ходного предиката P (X1,…,Xm,Y). Поэтому после
дизъюнктивного разложения легко проверить:
можно представить каждый предикат P (X1,…,Xm,A)
конъюнкцией (23) или нет. Для сравнительно не-
больших формул это довольно легко определить
по их внешнему виду.
Следует заметить, что равенство (24) не являет-
ся дизъюнктивным разложением предиката в том
виде, который предложен в [2. С. 28], и поэтому
правомерность такого разложения еще надо дока-
зать.
Утверждение 9. Модифицированная теорема о
дизъюнктивном разложении предиката. Любой ко-
нечный предикат PPre(S) может быть представлен
в виде
(25)
Таким образом, для правильного представления
предиката PPre(S) с помощью дизъюнктивного
разложения логическое суммирование можно про-
водить не по всей области M, а по ее подмножеству
N. В дальнейшем при выполнении дизъюнктивно-
го разложения предикатов всегда будет использо-
ваться выражение (25), а кортежи множества N мо-
гут быть проиндексированы (в силу конечности
множества N=PT[x1,x2,…,xm], которое вытекает из
конечности множества PT).
Следует заметить, что для конъюнктивного раз-
ложения [2. С. 36] подобная модификация будет
неверна.
Основным методом познания интеллекта счи-
тают алгебраизацию логики, т. е. точное формаль-
ное описание той алгебры, которая реализована
в интеллекте и, как следствие, проявляет себя
в естественном языке. В результате такого описа-
ния была разработана алгебра предикатов и алге-
бра предикатных операций. Первая потенциально
может описывать мысли, вторая – действия над
мыслями, т. е. мышление. Схемная реализация
формул этих алгебр приводит к инженерным реше-
ниям, которые называются логическими сетями.
Логические сети ориентированы на параллельные
вычисления и, по мнению создателей, призваны
стать основой мозгоподобных компьютеров.
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Однако неадекватность тьюрингоподобной или,
другими словами, последовательной природы пер-
сональных компьютеров феномену естественного
языка была осознана уже давно. В поисках новых
аппаратных решений для моделирования естествен-
ного языка и других функций интеллекта средства-
ми алгебры конечных предикатов в 1980-е гг. разра-
батывались специальные технические средства –
переключательные цепи. Эти средства были пред-
ложены для эффективного решения уравнений ал-
гебры предикатов. В начале 2000-х гг. на смену пе-
реключательным цепям первого и второго рода
пришла новая более прогрессивная концепция ло-
гических сетей, которая основана на идеях теории
категорий [5–7].
Логические сети способны стать той аппарат-
ной базой, которая позволит в реальном режиме
времени обрабатывать логические уравнения боль-
шого объема, описывающие полноценные модели
естественного языка (на что последовательные
компьютеры не способны в принципе). Развитие
метода декомпозиции предикатов основано на
утверждениях о функциональных, многозначных
зависимостях и зависимости соединения реля-
ционных отношений, теоремах Хеза и Фейгина
и утверждениях о предикатных зависимостях. Ме-
тод позволяет обоснованно применить аппарат
теории зависимостей для анализа зависимостей
в предикатах и существенным образом расширить
возможности декомпозиции предикатов. Опираясь
на связь между реляционной алгеброй и алгеброй
предикатов, утверждения о зависимостях преобра-
зованы в новые средства декомпозиции предика-
тов. С помощью полученных средств декомпози-
ции разработан метод бинарной декомпозиции
функциональных предикатов, который является
мощным инструментом декомпозиции предика-
тов. Непосредственными операторами декомпози-
ции в данном методе являются кванторы существо-
вания [5].
Выводы
1. Выявлены основные виды зависимостей атри-
бутов в реляционных отношениях: функцио-
нальные, многозначные и зависимости соеди-
нения. 
2. Рассмотрены утверждения о зависимостях, по-
зволяющие выполнять декомпозицию реля-
ционных отношений.
3. Сформулированы и доказаны обобщающие
утверждения о зависимостях соединений осо-
бого вида, которые усовершенствовали теорию
нормализации отношений.
4. Разработаны новые критерии проверки преди-
катов на выполнение зависимости конъюнк-
ции, что позволяет выполнять декомпозицию
предикатов. 
5. Выполнена модификация теоремы о дизъюнк-
тивном разложении предиката на случай беско-
нечного предметного пространства. 
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