Introduction
In recent decades, aerosols have received much attention by scientists. Anthropogenic aerosol particles play a key role in climate system acting on the global radiation budget, directly by scattering and absorbing the incoming radiation or indirectly by altering the cloud properties [Charlson et al., 1992; Hansen et al., 1997; Andreae et al., 2005; Lohmann and Feichter, 2005; Rosenfeld et al., 2008] . Moreover, they contain carcinogens and toxins that cause cardiopulmonary disease [Pope, 2000] and premature mortality depending on exposure time [Wilson and Spengler, 1996] .
In continental Europe, the background annual average of particulate matter with aerodynamical diameter less than 10 µm (PM 10 ) and less than 2.5 µm (PM 2.5 ) mass concentrations are estimated as 7.0± 4.1 and 4.8±2.4 g/m 3 respectively, with the highest values observed in winter season [Van Dingenen et al., 2004] . On average, PM 10 exceeds the European 24-h limit value of 50 g/m 3 more than 90 times a year at kerbside sites, 18 at near-city and urban background sites [Van Dingenen et al., 2004] . Chemical speciation analyses [Putaud et al., 2004 [Putaud et al., , 2010 show that organic matter (OM)
is the major contributor to PM 10 and PM 2.5 mass (15-30%) except at remote sites, where the sulphate contribution is larger (20-30%). Nitrate contributes 5-10% of PM 10 -PM 2.5 mass at sites impacted by nearby pollution sources; in the Po Valley (Northern Italy) nitrate may reach 20% of PM mass. Elemental carbon (EC) contributes 5-10% of PM 2.5 throughout the boundary layer in
Europe. Mineral dust may be a large fraction of PM 10 at all types of site in Southern Europe, while sea salt may be a major component at natural coastal sites. Recent measurements carried out in the frame of CARBOSOL project (Present and retrospective state of organic versus inorganic aerosol over europe : implication for climate) show that 50-60% of organic carbon (OC) is water -soluble, which might be mostly attributed to secondary sources . Gelencsér et al. [2007] have conducted an analysis to provide a source apportionment of organic aerosol. In summer, a large part of OC is found to originate from biogenic sources, with 63-76% of total carbon (TC) composed of secondary organic aerosols (SOA) from oxidation of non-fossil hydrocarbons. On the other hand, the origin of elemental carbon (EC) is dominated by fossil sources throughout the year. In particular, in winter the main source appears to be from wood burning .
In recent years, many Chemistry-Transport Models (CTM) have been developed to better understand the physical-chemical processes of gas-phase species and particulate matter and are also being applied for operational air quality forecasts. A few examples of CTM applied at the European scale are EMEP [Simpson et al., 2003] , TM5 [Krol et al., 2005] , CHIMERE [Bessagnet et al., 2008] , LOTOS-EUROS [Schaap et al., 2008] , REMOTE [Langmann et al., 2008] , REM-CALGRID [Stern et al., 2006] , EURAD [Memmesheimer et al., 2004] , BOLCHEM [Mircea et al., 2008] , and POLYPHEMUS [Sartelet et al., 2007] . Results from several models have been recently intercompared over Central Europe [Stern et al., 2008] and over four large cities [Vautard et al., 2007] . The authors found that the models generally satisfactory reproduce ozone, but underestimate PM 2.5 and PM 10 mass concentrations by 4.0-14.0 µg/m 3 (10-50%) and 6.5-18.0 µg/m 3 (20-50%)
respectively.
CTMs are typically implemented in "offline" configuration, i.e. meteorological input is provided by an independent model, and thus not able to simulate the complex aerosol-cloud-radiation feedbacks.
Moreover, the decoupling between the meteorological and chemical model leads to a loss of information, because of the physical and chemical processes occurring on a time scale smaller than the output time step of the meteorological model (typically 1 hour) [Zhang, 2008] . Grell et al. [2004] showed that most of the model variability in vertical velocity is attributable to higher frequency motions (period less than 10 minutes), yielding to much larger errors in vertical mass distribution in offline models with respect to "online" models, where meteorological and chemical processes are solved together on the same grid and with the same physical parameterizations [Zhang, 2008] .
In this paper, we report on a first validation of a European implementation of the new coupled meteorology-radiation-chemistry WRF/Chem model . We use the model without the full coupling of aerosol and cloud processes, because the complex feedbacks may complicate the interpretation of results on gas and aerosol phase simulations. This work is thus aimed at a preliminary validation of the model for future application to the study of the aerosol-clouds interactions. In section 2, we describe the model and the interface to the EMEP anthropogenic emissions we implemented. In section 3, we evaluate the model performance looking at the comparison of a one year simulation (year 2007) The main options for physical and chemical schemes adopted here are listed in Table 1 . These include the Noah Land Surface Model [Chen and Dudhia, 2001] , the Mellor-Yamada NakanishiNiino boundary layer scheme [Nakanishi-Niino, 2006] , the Grell-Devenyi cumulus parameterization [Grell and Devenyi, 2002] , the Lin microphysics scheme [Lin et al., 1983] , the Goddard shortwave radiation scheme [Chou et al., 1998 ] and the Rapid Radiative Transfer Model (RTTM) longwave radiation scheme [Mlawer et al., 1997] . The gas phase chemistry model used is the Regional Acid Deposition Model, version 2 (RADM2) , that includes 57 chemical species and 158 gas phase reactions, of which 21 are photolytic. The aerosol module includes the Modal Aerosol Dynamics Model for Europe (MADE) [Ackermann et al., 1998 ] for the inorganic fraction, and the Secondary Organic Aerosol Model (SORGAM) [Shell et al., 2001] [Liu et al., 1996] . The vertical profiles of the main trace gases are reported in WRF/Chem has demonstrated its ability to reproduce ozone in different situations with RADM2
and MADE/SORGAM: over North America , during rapidly changing weather conditions in Shanghai (China) [Tie et al., 2009] , in Mexico City [Zhang and Dubey, 2009] 
and in
Southern Italy (for gas-phase only) [Schürmann et al., 2009] , where air circulation is strongly affected by the complex orography. Previous studies also show that the model is able to simulate the aerosols over North America. Mckeen et al. [2007] evaluating the real time forecasts of PM 2.5 with several models, reported that WRF/Chem bias depends on several factors such as the emission inventory used, the horizontal resolution and parameterizations of the PBL turbulence. Including direct and indirect aerosol effects with CBM-Z gas-phase mechanism [Zaveri and Peters, 1999] and MOSAIC aerosol model [Zaveri et al., 2008] , show that over the continental US WRF/Chem exhibits a PM 2.5 bias from -7% to +30% in January, and 8-30% in July. [Vestreng, 2003] . The procedure followed to build the emissions interface is derived from that of the CHIMERE model [Bessagnet et al. 2008] . Emissions are distributed on height levels depending on the SNAP sector [Verstreng, 2003] . Time variability is calculated with monthly and hourly emission profiles provided by the IER (University of Stuttgart) [Friedrich, 1997] . De Meij et al. [2006] show that, over Europe, the high temporal resolution of emissions does not influence strongly the concentrations of aerosol mass, with the exception of aerosol nitrate and its gas-phase precursor NO x and NH 3 . However, Wang et al. [2010] demonstrate that when the vertical and temporal distribution of emissions are considered, WRF/Chem better reproduces the surface observations of key trace gases.
Emissions
Total amount of NMVOC emissions is disaggregated into several species using UK speciation profiles [Passant, 2002] . Aggregation of NMVOC species into RADM2 model species is done in two steps, following the procedure proposed by Middleton et al. [1990] . The NMVOC obtained from Passant speciation are first lumped on a mole-to-mole basis into 32 chemical groups, according to their expected impact on oxidants and acid formation, and then aggregated into RADM2 model species, applying the reactivity weighting factor principle. SO x emissions are split into 95% as SO 2 [Chin et al. 2000; Simpson et al., 2003] in accumulation mode of corresponding model species. The conversion factor used to convert the emissions of OC to OM is 1.6 [Bessagnet et al., 2008] . Figure S1 shows the maps of the average NO x and the sum of all anthropogenic NMVOC emissions in July over the European domain of WRF/Chem. It is possible to see the strong gradients between rural and industrialized/urban areas and the emissions from major shipping tracks over the seas.
Biogenic VOC emissions are calculated on line with a module based on the Guenther scheme [Guenther et al. 1993 [Guenther et al. , 1994 . Dust [Shaw et al., 2008] and sea salt emissions are also included in the simulation.
Measurements
Simulation results are compared to meteorological and chemical observations. Figure S2 .
Measurements are given as daily means, with the exception of ozone which is reported as hourly averages.
We include in our analysis only the stations having 75% of annual data coverage, with the exception of PM 2.5 and aerosol inorganic mass concentration measurements for which a less restrictive threshold of 40% is applied. For HNO 3 , NH 3 , EC and OC measurements we use all available stations. We take into account the aerosol organic mass (OM) multiplying the observed OC by a factor of 1.6 [Turpin and Lim, 2004; Bessagnet et al., 2008] . We point out that the statistical evaluation of some variables is performed with a limited number of stations, preventing us to have robust statistics. The number of station available for each examined variable is reported in Table 2 .
Results
In this section, we compare model simulations with observed ground-based data. The aim is to assess the skill of WRF/Chem in simulating meteorological variables, the main trace gases, and particulate matter mass and chemical composition. The statistical indices used here are the correlation coefficient (r), the mean bias (MB), the mean normalized bias error (MNBE) and the mean normalized gross error (MNGE). For the complete definition of the indices please refer to the Appendix.
Meteorology
The simulated temperature, relative humidity, wind speed and wind direction are compared with NOAA surface measurements. In Figure 1 we show the comparisons of predicted time series (left panels) with hourly measurements, averaged over all available stations. The average diurnal cycle (right panels) with the 25 th and 75 th percentiles (red bar and shadow area) is also shown. The analysis of percentiles distribution is useful to understand if the model is able to capture the dynamic range of the observations [Mathur et al., 2008; Kasibhatla and Chameides, 2000] . In Table 2 we show the statistical indices of comparison averaged over all stations. Since the statistical indices averaged over all stations may mask their variability, in Figures S6-S22 we also show the box-whisker plots of the statistical indices.
The temperature is simulated with a correlation of 0.89 and a small negative bias of -0.1 °C, due to underestimation of daily maxima. Looking at the annual time series, a cold bias is typical for the spring-summer period and a warm bias for the winter-fall.
The model reproduces the relative humidity with a correlation of 0.65 and a small bias of +8%, due
to minimum values around noon, consistently with the underestimation of temperature maxima. An overestimation of minima is also noticed in spring-summer.
The model systematically overestimates wind speeds by about 1 m/s (+76%), but the diurnal cycle is well reproduced. This high relative wind bias was previously reported for WRF/Chem , and is attributable to enhanced relative differences at the lower end of the wind speed distribution ( Figure S3 ). The wind direction bias is calculated as the angle between observed and simulated directions, and it displays a mean value of 46°.
The simulated meteorological quantities are also compared with atmospheric radiosonde observations. In Figure 2 we compare the domain average of predicted and observed vertical profiles recorded at 00 and 12 UTC, with shaded areas denoting the 25 th and 75 th percentiles, of simulated and observed distributions. While the temperature is overestimated up to 700 hPa, the relative humidity is underpredicted along the profile. Misenis and Zhang [2010] , studying the sensitivity of WRF/Chem to various PBL and land-surface parameterization, found that the vertical profiles of temperature and relative humidity are very sensitive to the adopted schemes. The model captures the profile of the wind speed in the upper levels and tends to overestimates it in the bottom layers, confirming the overestimation noticed in the comparison with ground-based observations. This bias is greater at 00 than at 12 UTC. The wind direction is well simulated over the whole atmospheric profile.
The errors in temperature and relative humidity simulation may affect chemical transformation rates and aerosol formation processes. The discrepancies among modelled and observed wind field may lead to errors in the location of pollutant accumulation areas. Figure S5 shows the results. In several periods of the simulation, it is evident how the model is sensitive to the influx from western border, which may compensate the model low bias alone. The issue warrants further study in the future.
Gas-phase chemistry
The model simulates the hourly O 3 with a correlation ranging from 0.38 to 0.83 ( Figure S10 ) and a mean value of 0.62, a bias of -1.4 µg/m 3 and a relative bias of +36%. The different sign of MB and MNBE is due to the higher relative difference at lower end of distribution with respect to the higher end ( Figure S4 ). MNBE. This is a common feature for some of the chemical variables listed in Table 2 . However, show that the underestimation is mostly attributable to the higher end of concentrations distribution.
Particulate matter
The correlation with observations ranges from -0.2 to 0.69 ( Figure S17 ) with a mean value of 0.41 and the mean bias is about -4.0 µg/m 3 (-7.3%).
These results are consistent with other aerosol modeling studies. In their inter-comparison over Europe, Stern et al. [2008] [Meng et al., 1997; Seinfeld and Pandis, 2006] . The reasons of SO 4 = model underestimation are further investigated in section 3.4.
The most noticeable error in PM 2.5 simulation is attributable to the carbonaceous aerosol fraction.
Even if the definition of EC/OC in models and measurement is not always unique and consistent [e.g. Vignati et al., 2010] the low bias of the model is evident. The modeled EC mass is about a factor 3 lower than observed. A potential model bias may derive from the observation that EC at EMEP rural sites is mostly attributable to transport from urban sites [Putaud et al., 2004] , that cannot be accurately resolved at a coarse resolution of 30 km. Modeled OM has a MB of -2.5 µg/m 3 a MNBE of +74%. Furthermore, it must be considered that the measurement uncertainties may be up to a factor 2 for EC and up to ±30% for OC [Schmid et al., 2001] . Finally, we point out that the analysis of carbonaceous aerosols is based on a very small number of stations (four) that prevent us from having a robust statistics. Moreover, this limited data set also includes the Montelibretti station (IT0001R, Italy) that is not representative of rural areas [Carbone et al., 2010] . To [Jimenez et al., 2009] . The simulated SOA/OM ratio has values of 5-40% against 50-80% observed. One of the most probable reasons for OM underestimation is that the RADM2 chemical mechanism is "outdated" in the treatment of SOA. RADM2 does not include the oxidation of biogenic monoterpenes and has a limited treatment of anthropogenic VOC oxidation [McKeen et al., 2007] . Bessagnet et al. [2008] estimated that over Europe the contribution of biogenic SOA to the total mass of SOA is of 75-95%. Aksoyoglu et al. [2011] with a modeling study shown that over
Switzerland the 30-50% of SOA are formed from monoterpenes. This is a gap that warrants future work for WRF/Chem development. We also remind the reader that other chemical mechanism (e.g., RACM, CBM-Z, SAPRC) with a more complex treatment of VOC oxidation and SOA production with respect to RADM2 are already implemented in WRF/Chem.
Another possible source of negative bias could be linked to unspeciated PM 2.5 due to underestimation of its emissions. An indicative value of primary PM 2.5 is calculable from the difference of total gravimetric PM 2.5 and the sum of total carbon and inorganic mass. However, we do not have enough EC and OC data here to deepen the analysis.
Another potential source of the PM 2.5 bias is the simulation of the meteorological fields. In a high resolution study, Aksoyoglu et al. [2011] quantified how aerosol mass concentration varies locally, when modeled temperature and wind speed are modified. They found that when the model temperature is decreased by 5°C the nitrate mass increases up to 5 µg/m 3 ; an increase of temperature of the same magnitude induces a decrease of the nitrate concentration of 2-3 µg/m 3 .
The SOA amount is almost insensitive to temperature change (up to 0.2 µg/m 3 ). The same authors also shown that when the model overestimates the wind speed in low-wind days, a reduction of the modeled wind speed causes an increase of aerosol mass concentration by a factor of 2-3.
Finally, the reader should also consider that the results of this study are obtained omitting the wet deposition which in the current version of WRF/Chem may be not activated separately from aerosol indirect effects. Aan de Brugh et al. [2006] calculated that in the boundary layer the 40% of ammonium and sulphate, 55% of nitrate and 25% of EC and OM is removed by wet scavenging.
Sensitivity tests
In this section, we investigate the modeled particulate sulphate underestimation at surface EMEP stations and overprediction of nitrate with some model sensitivity tests. The negative bias of predicted sulphate can be due to several reasons, which we discuss below.
First, the model could underestimate the rate of SO 2 gas phase oxidation. Second, the cloud oxidation of SO 2 is not included in our runs. Mckeen et al. [2007] found that the models that include aqueous-phase oxidation of sulfur dioxide overestimate sulphate concentrations, and viceversa for those not taking into account this process. Aan de Brugh et al. [2011] estimated that 45% of SO 2 aqueous oxidation to sulphate over Europe happens within the boundary layer, thus it may certainly have an important impact on surface concentrations.
Third, another possible explanation is related to boundary layer dynamics. It is known that WRF/Chem can predict an unrealistic nighttime separation of the surface and the upper layers, because the model has a very shallow mixing at night [Mckeen et al. 2007] . Since most sources of SO x are above the nighttime PBL, a weak mixing may deplete surface SO 4 = during night (small production from SO 2 ).
To explore the three critical points just listed in the two preceding paragraphs, we perform four 1-month sensitivity simulations for February 2007. The choice of this specific month is based on the similarity of particulate inorganic bias with respect to the annual average. Test labels and descriptions are listed in Table 3 . The reference run (CTRL) is the simulation we discussed so far.
In the first test (KSO2x2), we double the gas-phase oxidation rate of SO 2 by OH to evaluate the impact of this process on sulphate production. For the second test, we note that most of the SO x EMEP emissions are related to SNAP sectors 1 and 3 (power plants and industrial combustion, respectively). About 50% of the flux is localized at 500 m height and the remaining fraction at higher altitude. Therefore, to understand the impact of boundary layer dynamics on surface sulphates, we distribute all the emissions of SNAP 1 and 3 at the surface (SURFEMIS). The last two tests are devoted to aqueous-phase oxidation of SO 2 . We add to WRF/Chem the production of SO 4 by SO 2 oxidation in clouds following Park et al. [2004] . Within the clouds, the formation of sulphates is limited by the local availability of H 2 O 2 and O 3 . First we add only the SO 2 +H 2 O 2 reaction (AQSO2-H2O2), then we also consider the oxidation by O 3 (AQSO2-O3).
In Table 4 we report the average inorganic aerosol concentrations calculated at EMEP ground stations in sensitivity tests. The same information is displayed as bar chart in Figure 9 .
The first two tests, KSO2x2 and SURFEMIS exhibit an SO 4 enhancement respectively of +28% and +17% with respect to CTRL, but the sulphates are still underestimated with respect to observations. NO 3 -varies by -4% and +4% with respect to CTRL for KSO2x2 and SURFEMIS, respectively, because the small increase of SO 4 = is unable to consume enough ammonia to limit NH 4 NO 3 formation in the model. The nitrate increase in SURFEMIS is consistent with the fact that we also bring to the surface additional NO x emissions related to the SNAP 1 and 3 emission sectors. .
The modest increase of sulphate production in first two tests is not surprising, because the lifetime of SO 2 against the oxidation by OH is 7-14 days and SO 2 oxidation occurs mainly in cloud droplets [Jacob, 1999] . Indeed, we find a much larger variations of sulphate concentrations in test AQSO2-H2O2 and AQSO2-O3. The simulations indicate that at EMEP stations the SO 2 oxidation in clouds is responsible for 85% of SO 4 = formation. However, comparing AQSO2-O3 results with the observations, we find that sulphate is overestimated by 81%, ammonium by 57%, and nitrate is underestimated by 17%. Total inorganic aerosol mass is overestimated by 28%.
A useful tool to investigate the skill of the model in converting SO 2 to SO 4 = is the SO 2 :total sulphur ratio (S-ratio) [Stern et al., 2008; Hass et al., 2003] . Figure 10 shows the scatter plot of observed and modelled mean S-ratio at EMEP sites, for CTRL, AQSO2-H2O2 and AQSO2-O3. The r 2 coefficients are -0.27, 0.38 and 0.49 for CTRL, AQSO2-H2O2 and AQSO2-O3, respectively. The best agreement with measured S-ratio is found for AQSO2-O3, but the S-Ratio tends to be underestimated, i.e. the conversion from SO 2 to SO 4 = is faster in the model than what really occurs in the atmosphere.
Conclusions
The online anthropogenic emissions, which we derived from the CHIMERE chemistry-transport model preprocessor (Bessagnet et al., 2008) and adapted to the chemical mechanism of WRF/Chem (see Table 1 and section 2). Although the total mass is broadly captured by the model, the balance among species in the secondary inorganic fraction differs from observations: sulphate is underestimated by a factor of 2, while nitrate and ammonia are both overestimated by a factor of 2. We carried out several sensitivity tests to better understand this misrepresentation of the particulate inorganic species.
Model results suggest that the main player is the missing aqueous-phase oxidation of SO 2 by H 2 O 2
and O 3 , a process not included in the standard configuration of WRF/Chem without aerosol-clouds feedback. When we add this process, we find a species shift toward more realistic balance, but the conversion from gas to particle of sulphur species, as indicated by the S-ratio, is too fast.
The results obtained in this study show that WRF/Chem performances over Europe are comparable with other state-of-the-art modeling systems, such as those presented in the intercomparisons by van Loon et al. [2007] and Stern et al. [2008] . In those papers, the models are also set on a continental scale, but with a variety of process parameterizations. Moreover, both EMEP and TNO inventories [Visscherdijk and van der Gon, 2005] Moreover, we point out that WRF/Chem offers several parameterizations for each physical process, several chemical mechanisms and aerosol models. As a consequence, when using a different set-up of the model, the performances may change with respect to those described in this paper. Finally, the future application of WRF/Chem with indirect aerosol effects will be more meaningful at a cloud-resolving scale (say less than 10 km), because the indirect effects are implemented in WRF/Chem only within the microphysics schemes [Grell et al., 2011] , thus the implementation of an higher resolution emissions inventory will also be useful.
The statistical indices used to evaluate the model are listed below. Let 
