Nonlinear Stability of Riemann Ellipsoids with Symmetric Configurations by Rodriguez-Olmos, Miguel & Sousa-Dias, M. Esmeralda
ar
X
iv
:0
71
2.
30
81
v1
  [
ma
th-
ph
]  
19
 D
ec
 20
07
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Symmetric Configurations
Miguel Rodr´ıguez-Olmos∗, M. Esmeralda Sousa-Dias †
Abstract
We apply geometric techniques to obtain the necessary and sufficient
conditions on the existence and nonlinear stability of self-gravitating Rie-
mann ellipsoids having at least two equal axes.
1 Introduction
A Riemann ellipsoid is a relative equilibrium for a dynamical model of a rotating
self-gravitating fluid mass that remains an ellipsoid at all times, and for which
the fluid velocity is a linear function of the coordinates. This model, first studied
and formulated by Dirichlet, is nowadays known as Dirichlet’s model. The
linearity assumption on the allowed motions makes the study of these deformable
bodies very attractive since it implies that their dynamics is governed by a
system of ordinary differential equations with a finite number of degrees of
freedom. These bodies are also known as affine-rigid bodies or pseudo-rigid
bodies. Dirichlet’s model can be viewed as a first order model for the study of
the shape of the Earth, and the study of the stability of its solutions can be
used in planetary stability research.
The study of self-gravitating fluid masses has a long history which can be
traced back to Newton’s times with many contributions from Dirichlet, MacLau-
rin, Jacobi, Dedekind, Riemann, Liapunov, Poincare´ and Cartan, just to name
a few. We can distinguish two classical approaches to the study of the stability
of Riemann ellipsoids. One initiated independently in the latter part of the
nineteenth century by Poincare´ [18] and Liapunov [10] who used expansions
in spherical and ellipsoidal harmonics to study the stability of MacLaurin el-
lipsoids and Jacobi ellipsoids, not only under Dirichlet’s assumptions but also
under more general conditions (allowing perturbations not preserving the el-
lipsoidal shape). The other approach occurred in the middle of the twentieth
century with the works of Chandrasekhar and collaborators who developed the
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so-called virial method by applying it to the study of the linear stability of Rie-
mann ellipsoids. These works are collected in the book of Chandrasekhar [3]
which constitutes a comprehensive survey on the subject and related problems
with many historical facts on this model.
In recent times the subject has had the attention of several researchers, in
particular in what respects to the application of new formulations and meth-
ods ([24, 25]) to study rotating deformable bodies, not only subject to the
self-gravitating potential but also for other potentials modelling nuclei (see for
instance [23]), or elastic bodies (see [5] and [9]).
Our aim is to use geometric methods not only to obtain a complete cha-
racterization of the conditions for the existence of Riemann ellipsoids having
configurations with at least two equal axes but also to obtain the complete
description of their nonlinear stability. These geometric methods exploit the
geometry and symmetries of the problem and its Hamiltonian structure. Some
works using the same philosophical approach to Dirichlet’s model are available
in the literature for studying several aspects of the problem such as in [20]
which obtains Riemann’s theorem as a consequence of the symmetry alone, or
[8] where some results on the formal stability and bifurcations of MacLaurin
spheroids are obtained.
We do not address the problem of the stability for Riemann ellipsoids with
three distinct axes for which the self-gravitating potential is an elliptic integral.
In [6] this has been studied employing numerical analysis techniques.
We view Dirichlet’s model as a Hamiltonian system where Hamilton’s func-
tion, h, has the form kinetic plus potential energy and is defined on the cotangent
bundle, T ∗SL(3), of the set of all 3× 3 matrices of determinant 1. Furthermore,
h is invariant for the action of G = Z2⋉(SO(3)×SO(3)) on the phase space. The
SO(3) × SO(3) symmetry reflects the existence of two conserved vector quan-
tities (by Noether’s theorem): the angular momentum and circulation. The
Z2 symmetry reflects the reciprocity theorem of Dedekind: interchanging the
angular velocity and vorticity vectors one obtains another (physically different)
solution for Dirichlet’s model with the same geometric configuration.
It is well known that Noether’s conserved quantities are organized as the
components of the momentum map. In the case of relative equilibria with
configurations having at least two equal axes (symmetric configurations) the
corresponding momentum map value can be singular. Recently, one of the
authors developed in [21] a method appropriated for the study of nonlinear
stability of this kind of relative equilibria. This construction extends the so-
called reduced energy-momentum method of Simo, Lewis and Marsden [26] to
the case of singular relative equilibria and so we will refer to the method [21] as
the singular reduced energy-momentum method. This is the approach we use in
this work to study the nonlinear stability of Riemann ellipsoids with symmetric
configurations.
The preliminary sections of the paper are organized as follow: in Section 2
we give the geometric formulation of Dirichlet’s model, in Section 3 the sin-
gular reduced energy-momentum method is briefly reviewed and in Section 4
we compute the augmented potential energy for symmetric configurations, as a
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necessary step towards the stability analysis.
The main results of the paper are in the following two sections. In Section 5,
Theorem 5.1, we give the complete characterization of all the possible Riemann
ellipsoids with symmetric configurations. We prove that for Dirichlet’s model
the only relative equilibria with configurations having at least two equal axes
are: the spherical configuration which has zero angular momentum and circula-
tion, the MacLaurin spheroids which are oblate spheroids rotating around the
(shortest) symmetry axis and have angular momentum and circulation aligned
with it, and the transversal spheroids, which have prolate spheroidal configura-
tions that rotate around an axis, say n, perpendicular to the (longest) symmetry
axis and have angular momentum and circulation aligned with n. We also prove
that there are no symmetric relative equilibria for which the angular velocity
and vorticity are not aligned with a principal axis of the relative equilibrium
configuration. That is, there are not symmetric configurations which are not of
type S in Chandrasekhar’s terminology.
In section 6 we apply the singular reduced energy-momentum method to the
study of the nonlinear stability of the relative equilibria found in the previous
section. The main results of this section are theorems 6.1, 6.2 and 6.3 giving
respectively necessary and sufficient conditions for the nonlinear stability of the
spherical equilibrium, MacLaurin spheroids and transversal spheroids.
Our results on the eccentricity range for the nonlinear Gµ-stability of the
MacLaurin spheroids agree with those already obtained by Liapunov and Poincare´
(see Remark 6.1). In the works of these authors there is no reference to the
transversal spheroids, however their existence is acknowledged in pag. 143 of
Chandrasekhar’s book [3]. It is not clear for us what are the results obtained by
Chandrasekhar with respect to the stability of the transversal spheroids, how-
ever his use of the virial method only gives linear stability. To the best of our
knowledge, our result on the nonlinear stability of the transversal spheroids is
new.
In conclusion, this work presents, from a purely geometric point of view,
a self-contained and complete study of the nonlinear stability of all symme-
tric relative equilibria for Dirichlet’s model. At the same time, the richness
of the model helps to clarify the applicability of the singular reduced energy-
momentum method, providing also a methodology for its application to other
models like.
Acknowledgements. We would like to thank to Centro de Ana´lise Matema´tica,
Geometria e Sistemas Dinaˆmicos of the IST, Lisbon, for the portuguese trans-
lation of original Riemann’s paper [19] made by C.E. Harle. The work of ESD
has been supported by the Fundac¸a˜o para a Cieˆncia e a Tecnologia through the
Program POCI 2010/FEDER.
2 Geometric formulation of Dirichlet’s model
Let (M,≪ ·, · ≫) be a Riemannian manifold (the configuration manifold), G a
Lie group that acts by isometries onM (the symmetry group) and V ∈ C∞(M) a
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G-invariant function (the potential energy). With these ingredients we construct
a symmetric Hamiltonian system on T ∗M (which is a manifold equipped with
a natural symplectic structure) as follows: the potential energy V can be lifted
to T ∗M with the pullback of the cotangent bundle projection τ : T ∗M → M .
We denote this lifted function also by V . The Riemannian metric on M induces
an inner product on each cotangent fiber T ∗xM , x ∈M . Then the Hamiltonian
is defined as
h(px) =
1
2
‖px‖2 + V (x), px ∈ T ∗xM.
The G-action onM induces a cotangent-lifted Hamiltonian action on T ∗M with
associated equivariant momentum map J : T ∗M → g∗ defined by
〈J(px), ξ〉 = 〈px, ξM (x)〉 ∀ ξ ∈ g,
where ξM is the fundamental vector field on M associated to the generator ξ,
defined by
ξM (x) =
d
dt t = 0
etξ · x.
This momentum map is Ad∗-equivariant in the sense that J(g·px) = Ad∗g−1J(px)
for every px ∈ T ∗xM , g ∈ G.
The Hamiltonian h is G-invariant for this lifted action (this follows from
the invariance of the metric and of V ). Therefore, due to Noether’s theorem,
the components of J are conserved quantities for the Hamiltonian dynamics
associated to h. The quadruple (M,≪ ·, · ≫, G, V ) is called a symmetric simple
mechanical system.
Let (M,≪ ·, · ≫, G, V ) be a simple mechanical system with symmetry. A
relative equilibrium is a point in phase space px ∈ T ∗M such that its Hamilto-
nian orbit lies inside a group orbit for the cotangent-lifted action. This amounts
to the existence of a generator ξ ∈ g such that the evolution of px is given by
etξ · px. The element ξ is called a velocity for the relative equilibrium and is
defined up to addition of elements in gpx = Lie (Gpx), where Gpx is the stabilizer
of px under the cotangent-lifted action. A useful criterion for finding relative
equilibria in simple mechanical systems is given by the following theorem:
Theorem 2.1 (Marsden [11]). A point px ∈ T ∗M of a symmetric simple me-
chanical system (M,≪ ·, · ≫, G, V ) is a relative equilibrium with velocity ξ ∈ g
if and only if the following conditions are verified:
1. px =≪ ξM (x), · ≫.
2. x is a critical point of Vξ := V − 12 〈ξ, I(·)(ξ)〉,
where I :M × g→ g∗ is defined by 〈ξ, I(x)(η)〉 =≪ ξM (x), ηM (x)≫. Moreover,
the momentum µ = J(px) ∈ g∗ of the relative equilibrium is given by µ = I(x)(ξ).
Note that, in virtue of the above theorem, any relative equilibrium is char-
acterized by a configuration-velocity pair (x, ξ) ∈M × g satisfying dVξ(x) = 0.
The map I is called the locked inertia tensor, while the function Vξ is called the
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augmented potential. We indicate for later use that the kernel of I is precisely
gx, the Lie algebra of Gx, the stabilizer of x for the G-action on M . The knowl-
edge of the pair (x, ξ) allows us to compute the stabilizer of the corresponding
relative equilibrium px =≪ ξM (x), · ≫ with the formula (see [22]):
Gpx = {g ∈ Gx : Adgξ − ξ ∈ gx}.
Dirichlet’s model is a symmetric simple mechanical system for the motion
of a homogenous and incompressible fluid mass of density ρ having as reference
configuration the unit ball centered at the origin in R3 and subject to the self-
gravitating potential. The only allowed configurations for this model are linear
embeddings of the reference ball into R3 preserving volume and orientation.
The configuration manifold M for a self-gravitating fluid mass under Dirich-
let’s conditions is then SL(3), the group of all 3× 3 matrices with determinant
equal to 1, which is equivalent to the space of orientation and volume preserving
linear automorphisms of R3. In what follows we review the geometric formula-
tion of Dirichlet’s model as a symmetric simple mechanical system on GL+(3),
the group of all 3 × 3 matrices with positive determinant, with a symmetric
holonomic constraint.
The singular value decomposition of any linear automorphism of R3 allows
to decompose (non-uniquely) any matrix F ∈ GL+(3) as
F = LART
where L,R ∈ SO(3), and A is a diagonal matrix with positive entries called
singular values (the square roots of the eigenvalues of C = FTF ). It follows
from this decomposition that the reference unit ball is mapped by F into a
solid ellipsoid of equation X · C−1X = 1, X ∈ R3, having principal axes half-
lengths equal to the entries of A. Physically the matrix L describes the rigid
rotation of the body in space relative to an inertial frame and R is related to
the rigid internal motion of the fluid with respect to a moving frame. Then
A is an orientation preserving dilatation of the original reference body into an
ellipsoid with principal axes aligned with the eigenvectors of A. The condition
on the volume preservation of the total embedding corresponds to impose the
holonomic constraint detF = 1 (or equivalently detA = 1), which in turn
amounts to consider our system as defined on SL(3).
The tangent space at F ∈ GL+(3) is isomorphic to L(3), the vector space of
3× 3 matrices. We can define a Riemannian metric on GL+(3) as:
≪ δF1, δF2 ≫= T tr(δFT1 δF2) (1)
for δF1, δF2 ∈ TFGL+(3), and T is a constant depending on the density of the
reference body and other physical parameters of the system. In the case of
interest here, the reference body is a homogeneous unit ball of constant density
ρ, and T in (1) is
T =
4π
15
ρ.
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The symmetry group G of our model is the semi-direct product G = Z2 ⋉
(SO(3) × SO(3)), where Z2 = {e, σ}. Several actions of G of interest in this
paper are:
(1) The G-action on G: If (γ; g, h), (γ′; g′, h′) ∈ Z2 ⋉ (SO(3)× SO(3)) then
(γ; g, h) · (γ′; g′, h′) = (γγ′; (g, h) · (γ · (g′, h′)),
where for the nontrivial element σ ∈ Z2, σ · (g′, h′) = (h′, g′), and SO(3)×
SO(3) acts on itself by the direct product of left matrix multiplications.
(2) The adjoint representation of G: We identify the Lie algebra of SO(3),
the set so(3) of skew-symmetric 3 × 3 matrices, with R3 via the usual
isomorphism ̂: R3 → so(3):
v = (v1, v2, v3) 7→ v̂ =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 (2)
This is an isomorphism of Lie algebras, i.e (so(3), [· , ·]) is isomorphic by (2)
to (R3,×), where [ , ] denotes the commutator of matrices and × denotes
the vector product of vectors in R3.
The Lie algebra of G is then g = R3 ⊕ R3 and the adjoint action is given
by
Ad(γ;g,h)(ξL, ξR) = γ · (g · ξL, h · ξR)
where σ · (ξL, ξR) = (ξR, ξL) and g · ξL is the rotation of ξL by g (and
similarly for ξR).
Using the standard inner product in R3 we also identify g∗ with R3 ⊕R3.
Under this identification it follows easily that the coadjoint representation
has the expression
Ad∗(γ;g,h)−1(µL, µR) = γ · (g · µL, h · µR)
(3) The G-action on GL+(3):
(e;L,R) · F = LFRT , (σ;L,R) · F = RFTLT ,
Note that the Z2 transposition symmetry on SL(3) (first noticed by Dedekind)
maps a rigidly rotating configuration without internal motion into one that is
stationary in space but with rigid fluid internal motions. That is, for a given
ellipsoid there is an adjoint one, obtained by transposition. These adjoint type
of ellipsoids are called Dedekind ellipsoids. More generally, the transposition
symmetry interchanges external rotations and internal motions for any solution
of Dirichlet’s model.
Any G-invariant function f on GL+(3) can be written as
f(F ) = f˜(I1(F ), I2(F ), I3(F )),
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where f˜ : R3 → R, and I1, I2 and I3 are the three principal invariants of a 3× 3
matrix, given by
I1(F ) = tr(S) (3)
I2(F ) =
1
2
(tr2(S)− tr(S2)) (4)
I3(F ) = det(S) (5)
with S = FFT (also valid interchanging S with C = FTF ). Note that I1, I2, I3
areG-invariant and that 1 is a regular value of I3. Hence we have SL(3) = I
−1
3 (1)
as a G-invariant submanifold of GL+(3). The condition I3 = 1 is the holonomic
constraint of the model. Note also that the restriction of a G-invariant function
f ∈ CG(GL+(3)) to SL(3) is given by
f(F ) = f˜(I1(F ), I2(F ), 1),
for F ∈ SL(3) ⊂ GL+(3). Therefore any G-invariant function on SL(3) can be
written as h(F ) = ĥ(I1(F ), I2(F )), with ĥ : R
2 → R. Any G-invariant function
on SL(3) can be then extended invariantly to GL+(3) by declaring it to be
independent of I3(F ). From now on we will drop the tildes and hats from the
corresponding functions unless there is risk of confusion.
Since G acts on GL+(3) by isometries with respect to (1), the induced metric
on SL(3) (which we will denote by the same symbol) is also G-invariant. For
later use we recall that tangent vectors to SL(3) can be seen as tangent vectors
to GL+(3) satisfying the linearization of the constraint I3 = 1. In other words,
TFSL(3) = {δF ∈ L(3) : tr(F−1δF ) = 0}.
Dirichlet’s model is governed by a Hamiltonian function of the form kinetic
plus potential energy on the phase space P = T ∗SL(3) given by
h(pF ) =
T
2
‖pF‖2 + V (F ), pF ∈ T ∗FSL(3).
Here ‖pF‖ is the norm of the covector pF (seen as a 3 × 3 matrix) relative
to the metric on SL(3). The potential energy V for a self-gravitating body of
homogeneous density ρ under Dirichlet’s assumptions is given by restricting the
function
V (F ) = −R
∫ ∞
0
ds
∆(F )
, (6)
where F ∈ SL(3), R = 815π2Gρ2, G is the gravitational constant and
∆(F ) =
√
s3 + I1(F )s2 + I2(F )s+ 1. (7)
The quadruple (SL(3),≪ ·, · ≫,Z2 ⋉ (SO(3) × SO(3)), V ) defines a symmetric
simple mechanical system on SL(3).
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The infinitesimal generator for the G-action onM = GL+(3) (and on SL(3))
corresponding to ξ = (ξL, ξR) ∈ R3 × R3 is:
ξM (F ) =
d
dt t = 0
(exp tξ̂L, exp tξ̂R) · F = ξ̂LF − F ξ̂R. (8)
The vectors ξL and ξR are respectively the angular velocity and vorticity of the
fluid motion. We denote the momentum value of pF by J(pF ) = (j, c). The
components j and c are respectively the angular momentum and circulation of
the instantaneous state pF (see for instance [20] or [3]).
A Riemann ellipsoid (a.k.a. an ellipsoidal figure of equilibrium) is a solution
of the Hamiltonian system defined by Dirichlet’s model with angular velocity,
vorticity and principal axes lengths all constant. In our setting, Riemman el-
lipsoids correspond exactly to relative equilibria of the underlying symmetric
simple mechanical system. Therefore, a Riemann ellipsoid is represented by
a triple (F, ξL, ξR), where F ∈ SL(3) is the configuration matrix and the Lie
algebra element (ξL, ξR) ∈ g is the angular velocity-vorticity pair.
3 The singular reduced energy-momentum method
In the last years, several are the works studying the stability of relative equi-
libria of Hamiltonian systems by exploiting their symmetry and the geometric
properties of their phase space (see for instance [2], [15], and [11] for a overview).
Most of these methods can be used to test the stability of relative equilibria ly-
ing in singular level sets of the momentum map, for instance [7] and [14] under
the hypotesis of Gµ compact and [13], [16] using topologic properties. This
observation is important since, as we will see, the class of symmetric Riemann
ellipsoids known as MacLaurin spheroids corresponds precisely to non-trivial
relative equilibria for Dirichlet’s model having singular momentum values. We
refer the reader to [16] for a comparison of the applicability of several existing
methods.
The generally adopted notion of stability for relative equilibria of symmetric
Hamiltonian systems is that of Gµ-stability, introduced in [15] and that we now
review in the context of symmetric simple mechanical systems. This notion is
closely related to the Liapunov stability of the induced Hamiltonian system on
the reduced phase space.
Definition 3.1. Let (M,≪ ·, · ≫, G, V ) be a symmetric simple mechanical
system and px ∈ T ∗M a relative equilibrium with momentum value µ = J(px).
We say that px is Gµ stable if for every Gµ-invariant neighborhood U ⊂ T ∗M of
the orbit Gµ · px there exists a neighborhood O of px such that the Hamiltonian
evolution of O lies in U for all time.
In the early 1990’s ([26]) a tool known as the reduced energy-momentum
method has been developed, providing sufficient conditions for the stability of
relative equilibria of a simple mechanical system under the hypothesis that its
momentum is a regular value of the momentum map. This method is espe-
cially well-suited for simple mechanical systems since in incorporates all of their
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distinguishing characteristics with respect to general Hamiltonian systems. Re-
cently, based on the characterization [17] of the so-called symplectic normal
space N for a cotangent-lifted action, the reduced energy-momentum method
was generalized in [21] to cover also the case of singular momentum values.
In this section we outline the implementation of this singular reduced energy-
momentum method following [21]. Our setup will be as in Definition 3.1 and
Section 2. In particular we will fix a relative equilibrium px with configuration-
velocity pair (x, ξ) and momentum µ. We will also assume that the G-action on
M is proper and that there exists a Gµ-invariant complement to gµ in g. These
last two conditions are always satisfied for any relative equilibrium in Dirichlet’s
model due to the compactness of G.
We start by stating some key observations: First, by equivariance of J :
T ∗M → g∗ and τ : T ∗M →M , one has Gpx ⊂ Gx and Gpx ⊂ Gµ. In fact, it is
not difficult to prove the characterization
Gpx = Gx ∩Gµ. (9)
We remark that the above formula is not valid in general for covectors px other
than relative equilibria.
Second, also by equivariance of τ together with the Bifurcation Lemma (see
[1]), if µ is a singular momentum value then gx 6= {0}, in which case µ ∈
(gx)
◦. Third, the properness of the G-action implies that Gpx is compact. This,
together with (9) allows to define the following Gpx -invariant splittings:
gµ = gpx ⊕ p and g = gx ⊕ p⊕ t, (10)
which by duality induce the splittings
g∗µ = g
∗
px ⊕ p∗ and g∗ = g∗x ⊕ p∗ ⊕ t∗. (11)
Here p and t must be chosen in such a way that I(x)(p) ⊂ t◦. Note, from the
definition of the locked inertia tensor in Theorem 2.1, that ker I(x) = gx, so the
restriction
Î0 = I(x) p ⊕ t : p⊕ t→ (gx)◦ = p∗ ⊕ t∗
is a Gpx -equivariant isomorphism. Then the condition on the above splitting
is that p and t must be orthogonal with respect to the inner product on p ⊕ t
induced by Î0.
We will denote generically the linear projections associated to the splittings
(10) and (11) by the letter P with an appropriate subindex. For instance Pp :
g → p or Pt∗ : g∗ → t∗. It is a consequence of Noether’s theorem that ξ ∈ gµ
and so we will denote by ξ⊥ = Pp(ξ) ∈ p (the orthogonal velocity of the relative
equilibrium).
In this work we only need a particular version of the singular reduced energy-
momentum method. For, consider the following definitions:
(1) Let S be the linear orthogonal slice for the G-action on M at x, i.e.
S = (Tx(G · x))⊥ ∈ TxM.
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(2) Define the subspace qµ ⊂ g as
qµ =
{
γ ∈ t : Pg∗x
[
ad∗γµ
]
= 0
}
.
(3) Define the space of internal variations
Σint =
{
γaM + a : γ
a ∈ qµ, a ∈ S, and (DI · (γaM (F ) + a)) (ξ⊥) ∈ p∗
}
.
(12)
(4) For any v1, v2 ∈ TxM , the correction term is the bilinear form on TxM
defined by
corr ξ(x)(v1, v2) =
〈
Pp∗⊕t∗ [(DI · v1) (ξ)] , Î−10 (Pp∗⊕t∗ [(DI · v2) (ξ)])
〉
.
(13)
(5) The Arnold form Ar : qµ × qµ → R is defined by:
Ar (γ1, γ2) =
〈
ad∗γ1µ , Î
−1
0 (adγ2µ) + Pp⊕t
[
adγ2
(
Î−10 µ
)]〉
. (14)
The following theorem (Corollary 6.2 of [21]) is the synthesis of the singular
reduced energy-momentum method.
Theorem 3.1. Let px ∈ T ∗M be a relative equilibrium with configuration-
velocity pair (x, ξ) ∈M×g and momentum µ ∈ g∗ such that dim(G·F ) < dimM .
Let ξ⊥ = Pp(ξ) be its orthogonal velocity. If the Arnold form is non-degenerate
at px and
(
d2xVξ⊥ + corr ξ⊥(x)
)
Σint
is positive definite, then the relative equilib-
rium is Gµ-stable.
When the Arnold form is non-degenerate it is also shown in [21] that the
symplectic matrix of the symplectic normal space at px has a particularly simple
block-diagonal expression. We quote this result which will be essential in the
proof of the linear unstability of some Riemann ellipsoids.
Theorem 3.2. If the Arnold form is non-degenerate at the relative equilibrium
px with configuration-velocity pair (x, ξ) and momentum µ, the symplectic nor-
mal space at px, is symplectomorphic to N = q
µ ⊕ Σint ⊕ S∗ equipped with the
symplectic matrix
qµ Σint S
∗
ωN =
 ΞΨT
0
−Ψ
−dχξ⊥
Σint−1
0
1
0

where
Ξ(γ1, γ2) = −〈µ, adγ1γ2〉, Ψ(γ, (γbM (x) + b)) = 〈µ, adγγb〉
and χξ
⊥
is the one-form defined by χξ
⊥
(X) =≪ ξ⊥M , X ≫, for all X ∈ X(M).
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Remark 3.1. The G-invariance of V and≪ ·, · ≫ imply the following property.
If (x, ξ) is a relative equilibrium, then the orbit (g · x,Adgξ) for every g ∈ G
consists of relative equilibria with the same stability or unstability properties.
Remark 3.2. The reason why in the previous section we looked at Dirichlet’s
model as a simple mechanical system holonomicaly constrained is that the un-
constrained space GL+(3) is an open domain of the vector space L(3), and then
the implementation of the reduced energy-momentum method is easier than if
one is working directly on SL(3). In view of the survey of the method, the
strategy will be to use the trivial extension of the self-gravitating potential to
GL+(3) and consider its augmented potential with respect to the locked inertia
tensor corresponding to the original Riemannian metric on GL+(3). Then we
further augment this augmented potential with the constraint function I3 and
Lagrange multiplier λ. Denoting by
V λξL,ξR = VξL,ξR − λdet
the resulting twice augmented potential, we have:
(1) Relative equilibria for Dirichlet’s model correspond to triples (F, ξL, ξR)
with F ∈ GL+(3), (ξL, ξR) ∈ R3×R3 such that the following two equations
hold:
dV λξL,ξR(F ) = 0, and det(F ) = 1. (15)
(2) The stability test now follows from the following observation. If we call
Σ
GL+(3)
int and Σ
SL(3)
int the spaces of internal variations for GL
+(3) and SL(3)
associated to the triple (F, ξL, ξR), according to (12), we notice that
Σ
SL(3)
int = Σ
GL+(3)
int ∩ kerTF I3.
Therefore, according to the general method, and standard Lagrange mul-
tiplier theory, to conclude stability it suffices to study the eigenvalues of
the bilinear form(
d2FV
λ
(ξL,ξR)⊥
+ corr (ξL,ξR)⊥(F )
)
Σ
SL(3)
int
,
where Σ
SL(3)
int is seen as a vector subspace of Σ
GL+(3)
int . From now on we
will omit the superindex SL(3) for the space of internal variations.
4 The augmented self-gravitating potential for
symmetric configurations
In this section we compute the augmented potential
VξL,ξR = V −
1
2
〈(ξL, ξR), I(F )(ξL, ξR)〉
11
in the unconstrained configuration space GL+(3) and collect some results for
the self-gravitating potential V . The potential V (F ) at a typical configuration
is an elliptic integral except for symmetric configurations (i.e. with at least two
equal singular values) for which it can be integrated by elementary functions.
The extension to the unconstrained space of the potential V depends on F ∈
GL+(3) through the two principal invariants I1 and I2 defined by (3) and (4)
respectively. In the study of the existence and stability of relative equilibria of
simple mechanical systems will be necessary to compute the first and second
derivatives of VξL,ξR and the results of this section are essential to this end. In
the following we will restrict ourselves to diagonal configurations only. There
is no loss of generality with this assumption since, according to the singular
value decomposition, every matrix F ∈ GL+(3) belongs to the G-orbit of some
diagonal configuration D by some element (e;A,B) ∈ G. Hence by Remark 3.1
the qualitative properties of a relative equilibrium (D, (ξL, ξR)) are the same as
those of (ADBT , (AξL, BξR)).
Let J(k, r), with k, r ∈ N be the following family of integrals:
J(k, r) :=
∫ ∞
0
srds
∆(F )k
,
and denote by Vi (i = 1, 2) the partial derivative of V with respect to Ii and
by Vij the partial derivative of Vi with respect to Ij for j = 1, 2. Using (6),
elementary calculus computations give:
V = −RJ(1, 0) V1 = R
2
J(3, 2) V2 =
R
2
J(3, 1) (16)
V11 = −3R
4
J(5, 4) V12 = −3R
4
J(5, 3) V22 = −3R
4
J(5, 2). (17)
Note that the integrals J(k, r) are all positive as well as V1 and V2.
Next proposition gives the values of J(k, r) in the case of spheroidal (two
equal axes) configurations.
Proposition 4.1. Let F = diag(a, a, c) be a spheroidal configuration with a2c =
1.
(i) The integral J(k, r) for the oblate spheroid F (a > c) and eccentricity
e =
√
1− ( ca)2 is given by
JO(k, r) =
2
(1 − e2) 2(r+1)−3k6
∫ 1
0
(1− x2)rx3(k−1)−2rdx
(1− e2x2) k2
. (18)
(ii) The integral J(k, r) for the prolate spheroid F (a < c) and eccentricity
e =
√
1− (ac )2 is given by
JP (k, r) =
2
(1− e2) 2(r+1)−3k3
∫ 1
0
(1− x2)rx3(k−1)−2rdx
(1 − e2x2)k . (19)
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Proof. Note that for the diagonal configuration F = diag(a, b, c) the value of
∆(F ) in definition (7) is
∆(F ) = [(a2 + s)(b2 + s)(c2 + s)]1/2.
For (i): making the change of variables s = a2 tan2 θ we get
JO(k, r) = 2a
2(r+1)−3k
∫ pi/2
0
(sin θ)
2r+1
(cos θ)
3(k−1)−2r(
1 + c
2−a2
a2 cos
2 θ
)k/2 dθ.
Since the eccentricity is e2 = a
2−c2
a2 then a = (1 − e2)−1/6 and c = (1 − e2)1/3
because a2c = 1. Then, from the above expression for JO(k, r) one gets
JO(k, r) =
2
(1 − e2) 2(r+1)−3k6
∫ pi/2
0
(sin θ)
2r+1
(cos θ)
3(k−1)−2r
(1− e2 cos2 θ)k/2
dθ.
Making x = cos θ the result follows.
For (ii): The change of variables s = c2 tan2 θ gives
JP (k, r) = 2c
2(r+1)−3k
∫ pi/2
0
(sin θ)
2r+1
(cos θ)
3(k−1)−2r(
1 + a
2−c2
c2 cos
2 θ
)k dθ.
The eccentricity e of the prolate spheroid is such that c2(1 − e2) = a2. As
a2c = 1 then a = (1 − e2)1/6 and c = (1 − e2)−1/3 and the result follows for
x = cos θ.
As stated in the previous section, in order to find critical points of a G-
invariant function defined in SL(3) we will work with its extension to GL+(3)
subject to the constraint detF = 1. For, since any such function can be written
as f(F ) = f(I1(F ), I2(F )), in order to compute the critical points we use the
augmented function fλ(F ) = f(I1(F ), I2(F ))−λdet(F ) subject to the condition
det(F ) = 1. For the differentiation of fλ consider the pairing between vectors
δF ∈ TFSL(3) and covectors B ∈ T ∗FSL(3) to be B · δF = tr (BT δF ). Then
using the chain rule we get that critical points must verify the following set of
equations:
dfλ(F ) · δF = 2 tr
[(
f1F
T + f2(I1F
T − FTFFT )− λ
2
det(F )F−1
)
δF
]
(20)
= 0.
det(F ) = 1
since
dI1(F ) · δF = 2 tr (FT δF ) (21)
dI2(F ) · δF = 2
[
I1 tr
(
FT δF
)− tr (FTFFT δF )] (22)
d det(F ) · δF = det(F )tr(F−1δF ). (23)
(see for instance [4] or [12]).
Next proposition gives the expression for the locked inertia tensor.
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Proposition 4.2. The locked inertia tensor for the G-action on T ∗GL+(3), at
a configuration F ∈ GL+(3), is defined by
〈(ξ̂L, ξ̂R), I(F )(η̂L, η̂R)〉 = T tr
[
ξ̂L
T
η̂LFF
T + ξ̂R
T
FTF η̂R − ξ̂L
T
F η̂RF
T − ξ̂R
T
FT η̂LF
]
(24)
where T = 4pi15 ρ and ξ̂i, η̂i ∈ so(3) for i = 1, 2.
Under the isomorphism (2), the locked inertia tensor is also equivalent to:
〈(ξL, ξR), I(F )(ηL, ηR)〉 = T
[
ξL ξR
] [ iS −2det (F )F−T
−2det (F )F−1 iC
] [
ηL
ηR
]
(25)
where S = FFT , C = FTF and iA = tr(A)I−A (I denotes the identity matrix).
Proof. By the locked inertia tensor definition in Proposition 2.1, the expression
(8) for the infinitesimal generators of the G-action on GL+(3) and the definition
(1) for the Riemannian metric, we have
〈(ξ̂L, ξ̂R), I(F )(η̂L, η̂R)〉 =≪ (ξ̂L, ξ̂R)GL+(3)(F ) , (η̂L, η̂R)GL+(3)(F )≫
=≪ ξ̂LF − F ξ̂R , η̂LF − F η̂R ≫
= T tr
[(
ξ̂LF − F ξ̂R
)T
(η̂LF − F η̂R)
]
.
Using the fact that ξ̂i and η̂i are skew-symmetric matrices and the cyclic prop-
erty of the trace of a matrix, it is straightforward to obtain expression (24).
For the expression (25) we need some standard properties of the isomorphism
(2). In particular,
tr
(
ξ̂T η̂
)
= 2 ξ · η (26)
tr
(
ξ̂L
)
=
1
2
tr
(
ξ̂(L− LT )
)
(27)
Lξ̂ + ξ̂L = îLv if L is a symmetric matrix (28)
L̂ξ = det(L)L−T ξ̂L−1 if L is an invertible matrix (29)
where · denotes the standard inner product on R3. Let us compute some terms
of the expression (24) since the other are done similarly
tr
(
ξ̂L
T
η̂LFF
T
)
=
1
2
tr
[
ξ̂L
T (
η̂LFF
T + FFT η̂L
)]
(by (27))
=
1
2
tr
(
ξ̂L
T ̂iSηL) (by (28))
= ξL · iSηL (by (26))
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tr
(
ξ̂R
T
FT η̂LF
)
=
1
det(F−1)
tr
[
ξ̂R
T
F̂−1ηL
]
(by (29))
= 2 det(F )ξR · F−1ηL (by (26))
As a straightforward consequence we can obtain the momentum of a relative
equilibrium for Dirichlet’s model, that is its angular momentum and circulation.
Corollary 4.1. The momentum for a relative equilibrium with configuration F
and velocity-vorticity pair (ξL, ξR) ∈ R3 ⊕ R3 is
µ = I(F )(ξL, ξR) = T
(
iSξL − 2 det(F )F−T ξR , iCξR − 2 det(F )F−1ξL
)
. (30)
That is, the angular momentum and circulation of a Riemann ellipsoid with
configuration by F , and angular velocity-vorticity pair (ξL, ξR) are given, re-
spectively, by
j/T = iSξL − 2 det(F )F−T ξR
c/T = iCξR − 2 det(F )F−1ξL
The expression for the twice augmented potential V λξL,ξR follows now easily
from Proposition 4.2.
V λξL,ξR(F ) = −R
∫∞
0
ds
∆(F )
−T ( 12ξL · iSξL + 12ξR · iCξR − 2 det(F )ξL · F−T ξR)
−λdet(F ).
(31)
5 Existence conditions for symmetric Riemann
ellipsoids
In this section we classify symmetric relative equilibria for Dirichlet’s model. We
will treat the spherical case (i.e. a configuration having three equal principal
axes) as a particular case of a symmetric configuration. From the singular value
decomposition and the definition of the action of G = Z2 ⋉ (SO(3) × SO(3))
on M = GL+(3) (or on SL+(3)) it follows that the stabilizer of a symmetric
configuration F is conjugate to the stabilizer of a diagonal configuration. That
is, conjugate to Z2 ⋉ O(2)
D
e
or Z2 ⋉ SO(3)
D if F has 2 or 1 different singular
values, respectively (see [20] for a derivation of this result). Actually, if the
configurations are diagonal, these are exactly their stabilizers. Here,KD denotes
the diagonal embedding of K ⊂ SO(3) in SO(3) × SO(3) and O(2)e is the
subgroup of SO(3) generated by all the rotations Rθ ∈ SO(2)e around a given
axis e in R3 and a rotation, Πe⊥ , by π around an axis e
⊥ perpendicular to e.
In case of the diagonal configuration F = diag(a, a, c), Rθ is the rotation matrix
by and angle θ around (0, 0, 1) and Πe⊥ can be chosen to be diag (1,−1,−1).
We introduce the following subgroups:
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• ˜SO(2)e × SO(2)e, generated by elements (e;Rθ1 , Rθ2), with Rθ1,2 ∈ SO(2)e
and (σ; Πe⊥ ,Πe⊥),
• O˜(2)e, generated by elements (e;Rθ, Rθ), with Rθ ∈ SO(2)e and (σ; Πe⊥ ,Πe⊥),
• Z2(e), the cyclic group isomorphic to Z2 generated by the element (e; Πe,Πe).
• More generally, if K is a subgroup of SO(3)×SO(3), we denote also by K
the subgroup of Z2 ⋉ (SO(3)× SO(3)) generated by elements (e; k), with
k ∈ K.
Note that since we are going to impose the constraint F ∈ SL(3), we will
consider only two kinds of symmetric configurations, especifically:
• spherical: F = diag(1, 1, 1),
• spheroidal: F = diag(a, a, c), with a2c = 1.
To find all the possible Riemann ellipsoids with symmetric configurations,
we will have to solve (15) with F of the above forms and different pairs (ξL, ξR).
The possible solutions are summarized in the following theorem.
Theorem 5.1. The relative equilibria for Dirichlet’s model of a self-gravitating
fluid mass are:
(i) The spherical equilibrium with spherical configuration F = diag(1, 1, 1),
velocity-vorticity pair (0, 0) and Lagrange multiplier λ = 2V1 + 4V2. Its
corresponding momentum and isotropy groups are
µ = (j, c) = (0, 0), Gµ = Z2⋉(SO(3)×SO(3)), GF = GpF = Z2⋉SO(3)D.
(ii) The family of MacLaurin spheroids which have oblate spheroidal confi-
gurations F = diag(a, a, c) (with c < a) and angular velocity and vorticity
parallel to the axis of symmetry e3. In terms of the parameter Ω defined
by Ω e3 = ξL − ξR, this family is characterized by λ = 2(1 − e2)2/3V1 +
4(1− e2)1/3V2 and the following constraint between Ω and the eccentricity
e:
Ω2
πρG
= 2
√
1− e2
e3
(3− 2e2) arcsin e − 6
e2
(1 − e2). (32)
Its corresponding momentum and isotropy groups are:
µ = (j, c) = 2(1− e2)−1/3TΩ(e3,−e3),
GF = Z2 ⋉O(2)
D
e3
, Gµ = ˜SO(2)e3 × SO(2)e3 , GpF = O˜(2)e3 .
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(iii) Two branches of transversal spheroids which have prolate spheroidal
configurations F = diag(a, a, c) (with c > a). We distinguish the two
branches of this family with the signs + and −. These branches are char-
acterized by the Lagrange multiplier λ = 2((1−e2)1/3V1+(1−e2)−1/3(e2−
2)V2), the velocity-vorticity pair (ξL, ξR)± = ω±(n, f±n) with f± = 1±e√1−e2
(where n is a unit vector perpendicular to e3) and the following constraints
between ω± and the eccentricity e:
ω2±
πρG
= ∓ (e∓ 1)
2(e ± 1)
e5
(
3e+ (e2 − 3)arctanh e) . (33)
The corresponding momentum and isotropy groups are:
µ± = Tω±
(
− e(e± 2)
(1− e2)2/3n,±
e(e∓ 2)
(e∓ 1)(1− e2)1/6n
)
GF = Z2 ⋉O(2)
D
e3
, Gµ = SO(2)n × SO(2)n, GpF = Z2(n).
Before proving the theorem we remark that formula (32) has already been
obtained by MacLaurin in 1742, as it is claimed in page 4 of Chandrasekhar’s
book [3].
Proof. First, using (31), (16) and (20), it is easy to see that the general condi-
tions (15) are equivalent to
0 = 2V1F
T + 2V2(I1F
T − FTFFT )− λdet(F )F−1 (34)
−T [(‖ξL‖2 + ‖ξR‖2)FT − FT (ξL ⊗ ξL)− (ξR ⊗ ξR)FT
+2det(F )
(
(F−1ξL ⊗ F−T ξR)− (ξL · F−T ξR)F−1
)]
1 = det(F ) (35)
spherical case: If F = I, then (34), (35) are simply(
2V1 + 4V2 − λ− T
[‖ξL‖2 + ‖ξR‖2 − 2ξL · ξR]) I+T [ξL ⊗ ξL + ξR ⊗ ξR − 2ξL ⊗ ξR] = 0
Taking ξL = (ξL,1, ξL,2, ξL,3) and the same sorte of notation for ξR, the off-
diagonal terms of this expression are independent of V1, V2 and λ, and equivalent
to the following 6 equations:
(ξL,1 − ξR,1)(ξL,2 − ξR,2) = 0, ξR,1ξL,2 = ξR,2ξL,1
(ξL,1 − ξR,1)(ξL,3 − ξR,3) = 0, ξR,1ξL,3 = ξR,3ξL,1
(ξL,2 − ξR,2)(ξL,3 − ξR,3) = 0, ξR,2ξL,3 = ξR,3ξL,2
It follows then that ξL = ξR. Recall from Theorem 2.1 that the momentum of a
relative equilibrium with configuration x and velocity ξ is given by µ = I(x)(ξ).
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Then, from (25) we have µ = (j, c) = (0, 0). Therefore, GF = Z2 ⋉ SO(3)
D,
Gµ = G, GpF = Gµ ∩GF = GF .
Now, noting that (ξL, ξR) ∈ gpF if ξL = ξR, and that the velocity of a
relative equilibrium is defined only up to addition of elements in gpF , the relative
equilibrium (I, (ξL, ξR)) is the same as (I, (0, 0)). Then the relative equilibrium
conditions are satisfied with λ = 2V1 + 4V2.
spheroidal case: We now consider F = diag(a, a, c) with a2c = 1. Since in
the 〈e1, e2〉 plane all directions are equivalent, we can assume without loss of
generality that ξL,1 = 0. Now, conditions (34), (35) are equivalent to the system
0 = 2aV1 + 2a
3V2 + 2ac
2V2 − acλ− aT (ξ2R,2 + ξ2R,3 + ξ2L,2 + ξ2L,3) (36)
+ 2T (cξR,2ξL,2 + aξR,3ξL,3)
0 = 2aV1 + 2a
3V2 + 2ac
2V2 − acλ− aT (ξ2R,1 + ξ2R,3 + ξ2L,3) (37)
+ 2aT ξR,3ξL,3
0 = 2cV1 + 4a
2cV2 − a2λ− cT (ξ2R,1 + ξ2R,2 + ξ2L,2) + 2aT ξR,2ξL,2 (38)
0 = ξR,1ξR,2 = ξR,1ξR,3 = ξR,1ξL,2 = ξR,1ξL,3 (39)
0 = cT ξR,2ξR,3 − 2aT ξR,3ξL,2 + aT ξL,2ξL,3 (40)
0 = aT ξR,2ξR,3 − 2aT ξR,2ξL,3 + cT ξL,2ξL,3 (41)
1 = a2c (42)
Note that these equations imply that ξR,1 = 0. Indeed, if ξR,1 6= 0 then (39)
implies ξR,2 = ξR,3 = ξL,2 = ξL,3 = 0 and so (36)and (37) imply ξR,1 = 0 which
is a contradiction. We will now proceed systematically considering four main
cases: (i) ξL = ξR = 0, (ii) ξL,2 = 0, (iii) ξL,3 = 0 and ξL,2 6= 0, and (iv) ξL,3 6= 0
and ξL,2 6= 0.
(i) If ξL = ξR = 0, then (37), (38) and (42) are the only non-trivial conditions,
which are equivalent to
a2c = 1, λ =
c
a2
(2V1 + 4a
2V2), (a
6 − 1)(V1 + a2V2) = 0.
As V1 and V2 are positive and 0 < a 6= 1 it follows from the last equation that
there is no solution.
(ii) If ξL,2 = 0, then from (36) and (37) we have ξR,2 = 0 and so (38) and (42)
give λ = 2c2V1 + 4cV2.
Let Ω = ξL,3 − ξR,3. Then the remaining non-trivial equations, (36), (37)
and (42), give
Ω2 =
2
T
a2 − c2
a2
(V1 + a
2V2). (43)
As V1 and V2 are positive, then last equality implies that the spheroidal config-
uration F is oblate, that is a > c. The eccentricity of the spheroid is e2 = 1− c2a2
and a2 = (1 − e2)−1/3. Using the relations (16) for the partial derivatives of
the self-gravitating potential, V1 and V2, the expression JO for the integrals
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J(k, r) in the oblate case given by (18) and RT = 2πρG, then the equation (43)
is equivalent to
Ω2 =
R
T
e2
(
JO(3, 2) + (1− e2)−1/3JO(3, 1)
)
= 2πρGe2
(
JO(3, 2) + (1− e2)−1/3JO(3, 1)
)
.
One can easily compute the definite integrals JO(3, 2) and JO(3, 1), although
we avoid to display their expressions since they are quite lengthy. However the
expression JO(3, 2) + (1 − e2)−1/3JO(3, 1) is
JO(3, 2) + (1 − e2)−1/3JO(3, 1) = 3 e
2 − 1
e4
+
3− 2e2
e5
√
1− e2 arcsin e,
from which (32) follows. From Corollary 4.1 it is trivial to obtain that the mo-
mentum of this relative equilibrium. Hence, using (9), the appropriate isotropy
groups are also straightforward.
(iii) If ξL,3 = 0 and ξL,2 6= 0, it follows from (40) and (41) that ξR,3 = 0. Then
(37) and (42) give
a2c = 1, λ = 2a2(V1 + (a
2 + c2)V2).
We can set n = e2 and (ξL, ξR) = ω(n, fn). So, substituting the above value of
λ into (36) and (38) these equations are
0 = (a− 2cf + af2)Tω2 (44)
0 = 2(c2 − a2)V1 + 2a2(c2 − a2)V2 − (c2f2 − 2acf + c2)Tω2 (45)
From (44) we obtain the solutions f± = c±
√
c2−a2
a , from which follows that the
spheroids must be prolate (c > a). In terms of the eccentricity e2 = 1 − a2c2 we
have
f± =
1± e√
1− e2 .
Therefore, the equation (45) gives
ω2± =
2(c2 − a2)(V1 + a2V2)
T (c2f2± − 2acf± + c2)
=
1∓ e
T
(
V1 + (1− e2)1/3V2)
)
.
Substituting in this expression V1 =
R
2 JP (3, 2) and V2 =
R
2 JP (3, 1), as well as
R = 2πρGT gives (33). As before, using the expression of the locked inertia
tensor and (9) the remaining results follow.
(iv) In this case we have ξL,2 6= 0, ξL,3 6= 0 and ξL,1 = ξR,1 = 0. Note that from
(40) and (41) one should also have ξR,2 6= 0 and ξR,3 6= 0. So, let ξL,2 = gξR,2
and ξL,3 = hξR,3 for some reals g, h 6= 0. Then, using also (42), the equations
(40) and (41) reduce to
(1− 2a3g + a3gh)ξR,2ξR,3 = 0
(a3 − 2a3h+ gh)ξR,2ξR,3 = 0.
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These equations have solutions
(h±, g±) =
(
5a6 − 1±√1− 10a6 + 9a12
4a6
,
1 + 3a6 ±√1− 10a6 + 9a12
4a3
)
.
(46)
Comparing (36) and (37) using ξL,2 = gξR,2, ξL,3 = hξR,3 and (42) we obtain
−a(1 + g2) + 2cg = 0 and so g± must be 1+
√
1−a6
a3 or
1−√1−a6
a3 , but this is a
contradiction with (46). So there is no solution for the above system.
Remark 5.1. Note that the functions f+ and f− appearing in the charac-
terization of transversal spheroids are inverse of each other. Therefore the
two families of transversal spheroids belong to a single orbit of the symme-
try group. Indeed, the Z2 symmetry interchanges the + and − families, since
σ·(F ;ω+n, ω+f+n) = (FT ;ω+f+n, ω+n) = (F ;ω−n, ω−f−n), as it follows from
their definitions that ω2+/ω
2
− = f−/f+.
Remark 5.2.
1. Theorem 5.1 is in agreement with Riemann’s classification of ellipsoidal figu-
res of equilibrium for Dirichlet’s model of self-gravitating fluid masses. That is,
these ellipsoidal figures of equilibrium must lie in one of the following categories:
(a) the case of a uniform rotation with no internal motion (or uniform vorticity
and no rotation); (b) the case when the directions of the angular velocity ξL
and vorticity ξR are the same and coincide with a principal axis of the ellipsoid
(also known as ellipsoids of type S); (c) The case when the angular velocity and
vorticity are not parallel but lie in the same principal plane.
In particular, we show that for Dirichlet’s model it is not possible to obtain
relative equilibria with spheroidal configurations belonging to category (c).
2. The existence of transversal spheroids is referred in Chandrasekhar’s book
[3] (see for instance page 143), however their study is not present in the classical
works of Liapunov [10] and Poincare´ [18].
6 Stability conditions for symmetric Riemann
ellipsoids
In this section we apply the singular version of the reduced energy-momentum
method introduced in [21] in order to deduce the stability of the symmetric
relative equilibria obtained in Theorem 5.1. In order to apply this method it
is essential to compute the second derivative of the twice augmented potential
V λξL,ξR . Next lemma gives that result.
Lemma 6.1. If F is a critical point of the twice augmented potential
V λ(ξL,ξR) = V (I1(F ), I2(F ))−
1
2
[
ξL ξR
]
I(F )
[
ξL
ξR
]
− λdet(F ),
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for (ξL, ξR) ∈ R3 × R3 and I(F ) as in Proposition 4.2 and A,B ∈ TFGL+(3),
then
d2FV
λ
(ξL,ξR)
(A,B) = d2FV (A,B)−
1
2
[
ξL ξR
]
(D2F I(A,B))
[
ξL
ξR
]
− λdet(F ) (tr (F−1B) tr (F−1A)− tr (F−1BF−1A))
where
d2FV (A,B) = 2 tr (B
TA) (V1 + I1V2)
− 2 tr (BFTFAT + FBTFAT + FFTBAT )V2
+ 4 tr (FTA) tr (FBT )
(
V2 + V11 + 2I1V12 + I
2
1V22
)
− 4 tr (FFTFBT ) tr (FTA) (V12 + I1V22)
− 4 tr (FTFFTA) tr (FBT ) (V12 + I1V22)
+ 4 tr (FTFFTA) tr (FFTFBT )V22
and [
ξL ξR
]
D2F I(A,B)
[
ξL
ξR
]
= T tr (4ξ̂RB
T ξ̂LA− 2ξ̂L
2
ABT − 2ξ̂R
2
BTA)
Proof. We will just sketch the computation of d2FV (A,B).
Recall from the proof of Theorem 5.1, that
dV (F ) ·A = 2(V1 + I1V2) tr (FTA)− 2V2 tr (FTFFTA).
Differentiating again using the expressions for dI1(F ) · A and dI2(F ) · A given
in (21) and (22) and the chain rule the result follows.
For the expression D2F I(A,B) we differentiate the expression (24), which in
this case takes the form〈
(ξ̂L, ξ̂R), I(F )(ξ̂L, ξ̂R)
〉
= T tr
[
2ξ̂RF
T ξ̂LF − FTF ξ̂R
2 − FFT ξ̂L
2]
Then, applying standard properties of the trace, we get〈
(ξ̂L, ξ̂R), (DI(F ) ·A)(ξ̂L, ξ̂R)
〉
= T tr
[
4ξ̂RA
T ξ̂LF − 2ATF ξ̂R
2 − 2AFT ξ̂L
2]
.
The expression for D2F I(A,B) stated follows now easily. Finally, using (23) to
differenciate the expression
d det(F ) ·A = det(F ) tr (F−1A)
we get
d2F (det(F )) (A,B) = det(F )
[
tr (F−1B) tr (F−1A)− tr (F−1BF−1A)] .
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6.1 Spherical equilibrium
We now study the stability of the spherical equilibrium. Notice from the outline
of the method in Section 3 that for this equilibrium whe have that qµ, the cor-
rection term and the Arnold form are all trivial, as well as the velocity-vorticity
pair (ξL, ξR). As a consequence, Σ
SL(3)
int = S
SL(3), the orthogonal complement to
the G-orbit at the identity in SL(3). Hence, to conclude stability of the spherical
equilibrium we need to study the definiteness of
d2IV
λ
(0,0)
S
SL(3)
.
Theorem 6.1. For Dirichlet’s model, the spherical equilibrium is nonlinearly
G-stable.
Proof. Recall that TISL(3) is the space of traceless matrices. Also, the infinites-
imal action of g on GL+(3) at I is (ξL, ξR)GL+(3)(I) = ξ̂L − ξ̂R. Then
SSL(3) = {A ∈ TISL(3) : tr (Aξ̂L −Aξ̂R) = 0 ∀ ξL, ξR ∈ R3}.
Therefore SSL(3) is the space of traceless symmetric matrices. That is, matrices
of the form
A =
a11 a12 a13a12 a22 a23
a13 a23 −(a11 + a22)
 .
We fix a basis for SSL(3) with respect to which the components ofA are (a11, a22, a12, a13, a23).
By Lemma 6.1, the expression of d2
I
V λ(0,0)
S
SL(3)
, with λ = 2V1+4V2 as given
in Theorem 5.1, reduces to:
d2IV
λ
(0,0)
S
SL(3)
(A,B) = 4(V1 + V2) tr (BA),
where we have applied the fact that A and B are traceless symmetric matrices.
Therefore in this basis we have
d2
I
V λ(0,0)
S
SL(3)
= 4(V1 + V2)

2 1 0 0 0
1 2 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 2

As V1+V2 is positive, the eigenvalues of this matrix are 12(V1+V2), 4(V1+V2)
and 8(V1+V2) with multiplicities 1, 1 and 3 respectively. These are all positive,
therefore the spherical equilibrium is G-stable.
6.2 MacLaurin spheroids
We now study the nonlinear stability of MacLaurin spheroids in the setup of
previous sections (Theorem 5.1). As it has been stated, a MacLaurin spheroid
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has an oblate configuration which, with no loss of generality, we suppose diag-
onal. This configuration is uniquely characterized by the eccentricity e ∈ (0, 1).
In order to apply Theorem 3.1 one needs first to split g = R3⊕R3 according to
(10), that is as
gµ = gpF ⊕ p and g = gF ⊕ p⊕ t.
Recall that for the MacLaurin spheroid one has GF = Z2 ⋉ O(2)
D and Gµ =
˜SO(2)e3 × SO(2)e3 . One can then choose the following ordered orthonormal
bases (with respect to the Euclidean product in R3⊕R3) for each of the spaces
of the above splitting: If we define h = 1√
2
(e3, e3), p =
1√
2
(e3,−e3), t1 =
(e1, 0), t2 = (0, e1), t3 = (e2, 0), t4 = (0, e2), then
gF = span{h}
p = span{p}
t = span{t1, t2, t3, t4}.
It is straightforward to check that these subspaces are invariant for GPF =
O˜(2)e3 . The orthogonal velocity ξ
⊥ for the MacLaurin relative equilibrium is
the orthogonal projection of the velocity ξ onto p. Then,
(ξL, ξR)
⊥ =
1
2
(ξL,3e3, ξR,3e3) · (e3,−e3)(e3,−e3)
=
1
2
(ξL,3 − ξR,3)(e3,−e3) = Ω
2
(e3,−e3) = Ω√
2
p
where Ω must satisfy (32). As already defined, Î0 is the restriction of I to p⊕ t.
The locked inertia matrix for the configuration F = diag(a, a, c) is, according
to (25),
I(F ) = T
[
D1 D2
D2 D1
]
where D1 = diag(a
2+ c2, a2+ c2, 2a2) and D2 = − diag(2ac, 2ac, 2a2). It is now
straighforward to obtain the Î0 matrix with respect to the basis (p, t1, t2, t3, t4).
That is
Î0 = T

4a2 0 0 0 0
0 a2 + c2 −2ac 0 0
0 −2ac a2 + c2 0 0
0 0 0 a2 + c2 −2ac
0 0 0 −2ac a2 + c2

Or, in terms of the eccentricity
Î0 = T

4
3
√
1−e2 0 0 0 0
0 2−e
2
3√1−e2 −2
6
√
1− e2 0 0
0 −2 6√1− e2 2−e23√1−e2 0 0
0 0 0 2−e
2
3√1−e2 −2
6
√
1− e2
0 0 0 −2 6√1− e2 2−e23√1−e2
 (47)
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We can use Î0 and (ξL, ξR)
⊥ to compute the momentum of a MacLaurin
spheroid. Indeed
µ = Î0(ξL, ξR)
⊥ =
Ω√
2
Î0(p) =
2
√
2TΩ
(1 − e2)1/3 p
which is of course the same as the value obtained in Theorem 5.1 under the
identification g ≃ g∗ induced by the Euclidean product in R3 ⊕ R3.
In order to apply Theorem 3.1 we need to verify that the singular Arnold
form is nondegenerate.
Proposition 6.1. For a MacLaurin spheroid qµ = t and the Arnold form,
defined in (14), is positive definite for all eccentricities.
Proof. Recall that the Arnold form Ar : qµ × qµ → R is defined by:
Ar(γ1, γ2) = 〈ad∗γ1µ , Λ(F, µ)(γ2)〉,
where
Λ(F, µ)(γ) = Î−10
(
ad∗γµ
)
+ Pp∗⊕t∗
[
adγ
(̂
I−10 µ
)]
First, we compute the space qµ. Notice the following relations for the adjoint
representation of G:
adt1p =
−1√
2
t3, adt2p =
1√
2
t4, adt3p =
1√
2
t1, adt4p =
−1√
2
t2, (48)
and
adt1t2 = adt1t4 = adt2t3 = adt3t4 = 0,
adt1t3 =
1√
2
(h+ p),
adt2t4 =
1√
2
(h− p).
(49)
Also, recall that under our identification g ≃ g∗ we have ad∗γρ = −adγρ, for
γ,∈ g, ρ ∈ g∗, and where ρ in the right hand side is identified with an element
of g. Therefore PgF
(
ad∗tiµ
)
= 0 for i = 1, 2, 3, 4, hence qµ = t. As Ω√
2
Î0(p) = µ
then Î−10 (µ) =
Ω√
2
p. Then, from (48) we obtain
adt1
(̂
I−10 µ
)
= −Ω
2
t3 adt2
(
Î−10 µ
)
=
Ω
2
t4
adt3
(̂
I−10 µ
)
=
Ω
2
t1 adt4
(
Î−10 µ
)
= −Ω
2
t2
The inverse of the matrix (47) is not difficult to compute. Here we just state
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the values of Î−10 (ad
∗
wµ) = −Î−10 (adwµ) on vectors w of the fixed basis:
Î−10
(
ad∗t1µ
)
=
2TΩ
(1− e2)1/3 Î
−1
0 (t3) =
−2(e2 − 2)Ω
e4
t3 +
4
√
1− e2Ω
e4
t4
Î−10
(
ad∗t2µ
)
= − 2TΩ
(1− e2)1/3 Î
−1
0 (t4) =
−4√1− e2Ω
e4
t3 +
2(e2 − 2)Ω
e4
t4
Î−10
(
ad∗t3µ
)
= − 2TΩ
(1− e2)1/3 Î
−1
0 (t1) =
2(e2 − 2)Ω
e4
t1 − 4
√
1− e2Ω
e4
t2
Î−10
(
ad∗t4µ
)
=
2TΩ
(1− e2)1/3 Î
−1
0 (t2) =
4
√
1− e2Ω
e4
t1 − 2(e
2 − 2)Ω
e4
t2
From these expressions it follows easily that
Λ(F, µ)(t1) = −e
4 + 4e2 − 8
2e4
Ωt3 +
4
√
1− e2
e4
Ωt4
Λ(F, µ)(t2) =
−4√1− e2
e4
Ωt3 +
e4 + 4e2 − 8
2e4
Ωt4
Λ(F, µ)(t3) =
e4 + 4e2 − 8
2e4
Ωt1 − 4
√
1− e2
e4
Ωt2
Λ(F, µ)(t4) =
4
√
1− e2
e4
Ωt1 − e
4 + 4e2 − 8
2e4
Ωt2
Finally, the entries of the Arnold matrix are given by
Ar(ti, tj) = 〈µ, adtiΛ(F, µ)(tj)〉 =
2
√
2TΩ
(1− e2)1/3 〈p, adtiΛ(F, µ)(tj)〉, i = 1, 2, 3, 4.
Using (49) the Arnold matrix is then given by
Ar =

A1 −A2 0 0
−A2 A1 0 0
0 0 A1 −A2
0 0 −A2 A1
 with

A1 =
(8−e4−4e2)TΩ2
e4(1−e2) 13
A2 =
8(1−e2) 16 TΩ2
e4
The trace and the determinant of each block of Ar are positive and so Ar is
positive definite.
Next theorem gives the stability of the MacLaurin spheroids.
Theorem 6.2. A MacLaurin spheroid with eccentricity e and momentum µ is:
(i) nonlinearly Gµ-stable if e < e0 with e0 ≃ 0.952887.
(ii) unstable if e > e0.
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Proof. For (i): As the Arnold form is non-degenerate, Gµ-stability will follow
whenever
(
d2FVξ⊥ + corr ξ⊥(F )
)
Σint
is positive definite. For, recall from (12)
that
Σint =
{
γSL(3)(F ) +A : γ ∈ qµ, A ∈ SSL(3), and
(
DI(F ) · (γSL(3)(F ) +A)) (ξ⊥) ∈ p∗} ,
where SSL(3) is the linear slice for the G-action on SL(3) at the oblate configu-
ration, F = diag(a, a, c). Matrices A ∈ SSL(3) must verify
0 = tr [AT (ξ̂F − F η̂)], ∀ξ, η ∈ R3, and
0 = tr (F−1A)
because A must belong, respectively to the orthogonal complement to the tan-
gent space to the group orbit through F and A ∈ TFSL(3). These two conditions
give that A must be of the form
A =
a11 a12 0a12 a22 0
0 0 a33
 with 1
a
(a11 + a22) +
1
c
a33 = 0.
Therefore we can describe SSL(3) as the set of matrices of the form
A =
a1 + a2 a3 0a3 a1 − a2 0
0 0 −2 caa1
 (50)
with a1, a2, a3 ∈ R. Let the vector γ ∈ qµ = t be γ = (γ1, γ2, γ3, γ4) with respect
to the basis (t1, t2, t3, t4). Therefore, using (8), we have
γSL(3)(F ) +A =
 a1 + a2 a3 cγ3 − aγ4a3 a1 − a2 −cγ1 + aγ2
−aγ3 + cγ4 aγ1 − cγ2 −2 caa1
 .
The set Σint is precisely the set of matrices λSL(3)(F ) +A for which(
DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥ ∈ p∗ = (gF + t)◦,
where (h + t)◦ denotes the annihilator of h + t. Using (ξL, ξR)⊥ = Ω√2p and
w ∈ {h, t1, t2, t3, t4} and differentiating (24), the computation of〈
w,
(
DI(F ) · (λSL(3)(F ) +A)) (ξL, ξ+R)⊥〉
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gives, in terms of the eccentricity e:
〈h, (DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥〉 = 0
〈t1,
(
DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥〉 = TΩ
2(1− e2)1/3
[
(2 + e2)γ3 − 2
√
1− e2γ4
]
〈t2,
(
DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥〉 = TΩ
2(1− e2)1/3
[
2
√
1− e2γ3 − (2 + e2)γ4
]
〈t3,
(
DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥〉 = TΩ
2(1− e2)1/3
[
−(2 + e2)γ1 + 2
√
1− e2γ2
]
〈t4,
(
DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥〉 = TΩ
2(1− e2)1/3
[
−2
√
1− e2γ1 + (2 + e2)γ2
]
It follows from the above expressions that(
DI(F ) · (λSL(3)(F ) +A)) (ξL, ξR)⊥ ∈ (gF + t)◦
if and only if γ = 0. This is equivalent to Σint = S
SL(3). Let us now compute
the correction term restricted to Σint = S
SL(3). For any A ∈ SSL(3) one has
(DI(F ) · A) (ξL, ξR)⊥ = 4TΩ
√
2
(1−e2)1/6 a1p and so
Pt∗⊕p∗
[
(DI(F ) · A) (ξL, ξR)⊥
]
=
(
4TΩ
√
2
(1− e2)1/6 a1, 0, 0, 0, 0
)
.
From the expression of Î0 it is straightforward to obtain
Î−10
(
Pt∗⊕p∗
[
(DI(F ) ·B) (ξL, ξR)⊥
])
=
√
2Ω(1− e2)1/6b1p,
where b1 is the entry of B ∈ SSL(3) playing the same role of a1 in A. Then, from
(13)
corr (ξL,ξR)⊥(F )(A,B) =
〈
4TΩ
√
2
(1− e2)1/6 a1p ,
√
2Ω(1− e2)1/6b1p
〉
= 8TΩ2a1b1.
The computation of d2FV
λ
(ξL,ξR)⊥
(A,B) is lengthy but with no difficulties.
Using Lemma 6.1 we obtain
〈(ξL, ξR)⊥,
(
D2F I(A,B)
)
(ξL, ξR)
⊥〉 = 4a1b1TΩ2
d2F det (A,B) = −2c(3a1b1 + a2b2 + a3b3)
We fix a basis for the slice SSL(3) in which the coordinates of A in (50) are
A = (a1, a2, a3). With respect to this basis the matrix for d
2
FV Σint is given by
d2FV Σint = diag(D1, D2, D2) with
a10
4
D1 =a
4(a6 + 2)V1 + 3a
6(a6 − 1)V2 + 4(a6 − 1)2V11 + 8a2(a6 − 1)2V12
+ 4a4(a6 − 1)2V22,
a10
4
D2 =a
10V1 + a
6(1− a6)V2.
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Therefore, with respect to this basis we have
(d2FV
λ
ξ⊥+corrξ⊥(F )) Σint = diag(D1+6cλ+6TΩ
2 , D2+2cλ,D2+2cλ) = diag(S1, S2, S2).
(51)
For the MacLaurin spheroid we have, from Theorem 5.1, λ = 2(c2V1+2cV2)
and Ω2 = 2T e
2(V1 + a
2V2). Then, in terms of the eccentricity, we have
S1 =
8
1− e2
(
(3 − 4e2 + e4)V1 + 3(1− e2)2/3V2 + 2e4(1− e2)2/3V11
+4e4(1 − e2)1/3V12 + 2e4V22
)
S2 =
4
1− e2
(
(2 − 3e2 + e4)V1 + (2− 3e2)(1− e2)2/3V2
)
Expressing the partial derivatives of V in terms of the integrals JO(k, r) we
obtain
S1 =
2R
e5
(
9e(3− 5e2 + 2e4)−
√
1− e2(27− 36e2 + 8e4) arcsin e
)
S2 =
R
e5
(
(1− e2)e(3 + 4e2)−
√
1− e2(3 + 2e2 − 4e4) arcsin e
)
The plots of S1 and S2 are shown in Figure 1. They show that S1 is always
positive in (0, 1) while S2 has a root e0 ∈ (0, 1) being positive for e < e0 and
negative for e > e0. We used the Mathematica programing system for the
numerical computation of e0 to obtain e0 ≃ 0.952887. Therefore MacLaurin
spheroids are Gµ-stable for e < e0.
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Figure 1: The plots of S1 (left) and S2 (right) in R units.
For (ii): When e ∈ [e0, 1) we study the spectrum of the linearized Hamil-
tonian vector field Lh = ω
−1
N (d
2
zhξ⊥ N), where in our case N and ωN are as in
Theorem 3.2. Also, from Proposition 6.2 in [21] we have
(
d2Fhξ⊥
)
N
=
Ar 0 00 (d2FV λ(ξL,ξR)⊥ + corr(ξL,ξR)⊥) SSL(3) 0
0 0 ≪ ·, · ≫SSL(3)∗

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Let us start by computing the block≪ ·, · ≫SSL(3)∗ of the above matrix, where≪
·, · ≫SSL(3)∗ is the inner product on the dual of SSL(3) induced by the Riemannian
metric on SSL(3). For, let as before fix the ordered basis {s1, s2, s3} on the slice
SSL(3) where
s1 =
1 0 00 1 0
0 0 −2√1− e2
 s2 =
1 0 00 −1 0
0 0 0
 s3 =
0 1 01 0 0
0 0 0
 .
Recalling that ≪ A,B ≫SSL(3)= T tr(ATB) then the matrix that represents
≪ ·, · ≫SSL(3) in the fixed basis is
R1 = 2T
3− 2e2 0 00 1 0
0 0 1
 .
Let {s∗1, s∗2, s∗3} be the dual basis of {s1, s2, s3} under the identification of
SSL(3)∗ with SSL(3) using the inner product ≪ ·, · ≫SSL(3) . In this basis the
induced inner product ≪ ·, · ≫SSL(3)∗ is represented by R−11 .
Let R2 = (d2FV λ(ξL,ξR)⊥ + corr(ξL,ξR)⊥(F )) Σint, then
(
d2Fh(ξL,ξR)⊥
)
N
=
Ar 0 00 R2 0
0 0 R−11
 .
To compute Lh in the basis {t1, t2, t3, t4, s1, s2, s3, s∗1, s∗2, s∗3} for N we use the
formula for ωN given in Theorem 3.2. Let us now compute each of the blocks
of ωN .
Recall that qµ = t for a MacLaurin spheroid. Then, from Theorem 3.2, for
γ1, γ2 ∈ t we have:
Ξ(γ1, γ2) = −µ · adγ1γ2 = −
〈
2
√
2TΩ
(1− e2)1/3 p, adγ1γ2
〉
.
Using (49), the matrix Ξ is given by
Ξ =
2TΩ
(1− e2)1/3

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

Since for a MacLaurin spheroid Σint = S
SL(3) it is immediate from the definition
of Ψ in Theorem 3.2 that Ψ is the zero matrix.
We now compute the Coriolis term −dχ(ξL,ξR)⊥
Σint
. For that we will obtain
a concrete expression for the right hand side of the equality
dχ(ξL,ξR)
⊥
(X,Y ) = X(χ(ξL,ξR)
⊥
(Y ))− Y (χ(ξL,ξR)⊥(X))− χ(ξL,ξR)⊥([X,Y ]),
(52)
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with X,Y ∈ X(GL+(3)).
Start by considering for U, V ∈ TIGL+(3) = L(3) the corresponding left-
invariant extensions XU , XV ∈ X(GL+(3)). We have XU (F ) = FU for every
F ∈ GL+(3). Recall that (ξL, ξR)⊥ = Ω2 (e3,−e3). Then according to the
definition given in Theorem 3.2 we have
χ(ξL,ξR)
⊥
(XU )(F ) =
ΩT
2 tr
(
(ê3F + F ê3)
TFU
)
= −ΩT2 tr
(
ê3(F
TFU + FUFT )
)
.
(53)
It is straightforward to obtain
XV (χ
(ξL,ξR)
⊥
(XU ))(F ) =
= −ΩT2 tr
(
ê3((FV )
TFU + FTFV U + FV UFT + FU(FV )T )
)
= −ΩT2 tr
(
ê3(V
TFTFU + FTFV U + FV UFT + FUV TFT )
) (54)
Also, since XU , XV are left-invariant vector fields, the identity [XU , XV ] =
XUV−V U holds and we have, from (53)
χ(ξL,ξR)
⊥
([XU , XV ])(F ) = −ΩT
2
tr
(
ê3(F
TF (UV − V U) + F (UV − V U)FT )) .
(55)
In order to compute −dχ(ξL,ξR)⊥
Σint
let F = diag(a, a, c) and A,B ∈ Σint.
The unique left-invariant vector fields extending A and B areXF−1A andXF−1B
respectively. Then, using (52) together with (54) and (55) it is immediate to
obtain−dχ(ξL,ξR)⊥
Σint
= 0. Therefore, from Theorem 3.2 the symplectic matrix
ωN and its inverse are
ωN =
Ξ 0 00 0 1
0 −1 0
 ω−1N =
Ξ−1 0 00 0 −1
0 1 0
 .
So the linearized vector field is
Lh =
Ξ−1Ar 0 00 0 −R−11
0 R2 0
 ,
where in our basis R2 = diag(S1, S2, S2) is given in (51).
The block Ξ−1Ar has imaginary eigenvalues ǫ±1 = ±i
√
8+e2
2e Ω with multiplic-
ity 2. For the block [
0 −R−11
R2 0
]
we obtain the following eigenvalues:
• ǫ±2 = ±i
√
S1
(6−4e2)T with multiplicity 1, and
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• ǫ±3 = ±i
√
S2
4T with multiplicity 2.
As (6− 4e2) and S1 are positive for 0 < e < 1, then ǫ±2 is always imaginary
in that range. However, ǫ±3 becomes real if S2 becomes negative, which happens
exactly at e0 as seen from the previous stability analysis. Hence, if e > e0 the
MacLaurin spheroid becomes linearly unstable, therefore unstable. This loss of
stability corresponds exactly to a collision at 0 of ǫ±3 for e = e0, which passes
from being pure imaginary to be real.
Remark 6.1.
1. In Riemann’s work [19] some conclusions were made concerning the stability
of Maclaurin spheroids by studying the existence of a minimum of a certain
function G. The existence of this minimum was not done by studying the
second variation of G. Riemann even says in page 188: “The direct analysis
of the second variation of G when the first variation vanishes would be very
complicated; we can however decide if this function has a minimum by the
following form:...”. He follows with the analysis of the behavior of G. His
final conclusion on the stability ends the paragraph 9 of his paper and is the
following: “From this study it follows that the case of a rotation of an oblate
ellipsoid, around its shortest axis, case already known to MacLaurin, can only
be unstable if the relation between the shortest axis with the others is less
than 0.303327...”. We note that if the relation between the shortest axis of the
Maclaurin spheroid and the others is ca < 0.303327 this is equivalent to say that
the eccentricity e > e0 = 0.952887.
The value 0.303327 obtained by Riemann follows from his study on the
existence of oblate spheroids in pages 184–185 of [19], namely as the root of the
last displayed equation in page 184. We remark that this equation is equivalent
to the equation S2 = 0 where S2 is as in the proof of (i) in Theorem 6.2. Indeed
S2 = 0⇐⇒ e(1− e2)(3 + 4e2)−
√
1− e2(3 + 2e2 − 4e4) arcsin e = 0.
Taking e = cosψ = sin(pi2 − ψ) and ψ ∈ (0, pi2 ) one has
S2 = 0⇐⇒
cosψ sin2 ψ (5 + 2 cos(2ψ))− sinψ
(
5
2
− cos(2ψ)− 1
2
cos(4ψ)
)
(
π
2
− ψ) = 0
⇐⇒ 10 sin(2ψ) + 2 sin(4ψ) + (−5 + 2 cos(2ψ) + cos(4ψ)) (π − 2ψ) = 0.
(56)
The equation (56) is the same one appearing in Riemann’s paper. With respect
to the computation of the root of this equation Riemann just says: “...this
equation has, for ψ between 0 and π/2, the unique root sinψ = 0.303327...”.
Indeed, this is equivalent to say that e0 = cosψ = 0.952887...
2. Concerning the stability of MacLaurin spheroids, it is shown in Liapunov’s
work [10] that under the hypothesis of the preservation of the ellipsoidal shape
(setup we used) the value e0 of loss of stability is the same as in Riemann’s
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work, but if this hypothesis is dropped then the MacLaurin spheroid is only
stable for e < e1 with e1 = 0.8126.... The point e1 is exactly the point where
the family of MacLaurin spheroids bifurcates into a branch of ellipsoids with 3
distinct axes lengths (Jacobi ellipsoids). We refer the reader to pages 52 and
61-63 of [10].
6.3 Transversal spheroids
All the qualitative properties, including stability, of two relative equilibria lying
in the same orbit of the symmetry group are the same. Therefore, in view of
Remark 5.1, in this subsection we analyze the nonlinear stability of the + family
of transversal spheroids and the main result, Theorem 6.3, will follow for both
families. We will set ω+ = ω, f = f+ and (ξL, ξR)+ = (ξL, ξR) for notational
simplicity. Also, to keep the notation consistent with the proof of Theorem 5.1,
we will set n = e2.
In this case the computation of the splitting (10) is simplified due to the
fact that gpx = {0} and therefore p = gµ. Introducing the vectors h =
1√
2
(e3, e3), p1 = (e2, 0), p2 = (0, e2), t1 = (e1, 0), t2 = (0, e1), t3 =
1√
2
(e3,−e3),
we choose
gF = span{h}
p = span{p1, p2}
t = span{t1, t2, t3}.
These subspaces are obviously invariant under the action of GPF = Z2(e2).
With respect to the basis (p1, p2, t1, t2, t3) for p⊕ t we have,
Î0 = T

a2 + c2 −2ac 0 0 0
−2ac a2 + c2 0 0 0
0 0 a2 + c2 −2ac 0
0 0 −2ac a2 + c2
0 0 0 0 4a2
 .
Or in terms of the eccentricity of a prolate spheroid,
Î0 = T

2−e2
(1−e2)2/3
−2
(1−e2)1/6 0 0 0
−2
(1−e2)1/6
2−e2
(1−e2)2/3 0 0 0
0 0 2−e
2
(1−e2)2/3
−2
(1−e2)1/6 0
0 0 −2
(1−e2)1/6
2−e2
(1−e2)2/3 0
0 0 0 0 4(1− e2)1/3
 .
It follows immediately that p and t are orthogonal with respect to Î0, so our
choice of the splitting g = gF ⊕ p ⊕ t is correct. In this basis the orthogonal
velocity is
(ξL, ξR)
⊥ = ω(p1 + f p2),
with ω and f as in the + family in Theorem 5.1.
It is straightforward to compute the adjoint representation of g in this basis:
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Lemma 6.2. The elements of p⊕ t satisfy the following relations:
adt1t2 = 0 adt1t3 = − 1√2p1 adt2t3 =
1√
2
p2
adt1p1 =
1√
2
(h+ t3) adt1p2 = 0
adt2p1 = 0 adt2p2 =
1√
2
(h− t3)
adt3p1 = −
1√
2
t1 adt3p2 =
1√
2
t2
adp1p2 = 0.
With this, we can prove the following proposition, which shows that the
stability method is applicable.
Proposition 6.2. The Arnold form for a transversal spheroid is positive defi-
nite.
Proof. Recall that the momentum of a transversal spheroid is
µ = Î0(ξL, ξR)
⊥ = Tω
(
κLp1 + κ
Rp2
)
,
where κL :=
[
(a2 + c2)− (2/a)f] and κR := [(a2 + c2)f − (2/a)]. From Lemma
6.2, and recalling that ad∗γρ = −adγρ, we have, for γ = γ(1)t1+γ(2)t2+γ(3)t3 ∈ t:
PgF
(
ad∗γµ
)
=
−Tω√
2
(
γ(1)κL + γ(2)κR
)
h.
This is zero iff γ(2) = −κγ(1), with
κ :=
κL
κR
= − (e− 1)(e+ 2)
(e− 2)√1− e2 ,
and therefore qµ = {γ(1)(t1 − κt2) + γ(3)t3 : (γ(1), γ(3)) ∈ R2}. A basis for qµ
is given by {γa = t1 − κt2, γb = t3}. Now, proceeding as for the MacLaurin
spheroid, we compute
adγa
(
Î−10 µ
)
=
ω√
2
((1− κf)h+ (1 + κf)t3) adγb
(̂
I−10 µ
)
= ω√
2
(ft2 − t1)
ad∗γaµ = −
√
2TωκLt3 ad
∗
γb
µ = Tω√
2
(κLt1 − κRt2)
Î−10 (ad
∗
γaµ) =
−κLω
2
√
2(1− e2)1/3 t3
Î−10 (ad
∗
γbµ) =
(1−e2)1/6ω√
2e4
(
(−√1− e2(e2 − 2)κL + 2(e2 − 1)κR)t1
+(
√
1− e2(e2 − 2)κR − 2(e2 − 1)κL)t2
)
.
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From where it easily follows that, in the basis {γa, γb} for qµ,
Ar = diag
(
3e4(2 + e)Tω2
2(2− e)(1− e2)5/3 ,
4(1 + e)(2− e)(2 + e)Tω2
e2(1− e2)2/3
)
.
The entries of Ar are obviously positive.
We can therefore apply the singular reduced energy-momentum method to
study the stability of the transversal spheroid, obtaining the following
Theorem 6.3. Both families of transversal spheroids are nonlinearly stable for
all eccentricities.
Proof. We start by computing the space of internal variations Σint. Recall that
the slice SSL(3) at F = diag(a, a, c) is given by (50). Hence, for γ = (γ(1), γ(3))
in qµ and A = (a1, a2, a3) in S
SL(3) we have
γSL(3)(F ) +A =
 a1 + a2 a3 −√2aγ(3) 0a3 +√2aγ(3) a1 − a2 −(c+ aκ)γ(1)
0 (a+ cκ)γ(1) −2ca a1
 .
Differentiating (24) we find
〈h, (DI(F ) · (γSL(3)(F ) + A)) (ξL, ξR)⊥〉 = 0
〈t1,
(
DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥〉 = 2(e+1)Tω(ea3+√2(1−e2)1/6γ(3))(1−e2)5/6
〈t2,
(
DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥〉 = −2Tω(ea3+√2(1−e2)1/6γ(3))(1−e2)1/3
〈t3,
(
DI(F ) · (γSL(3)(F ) +A)) (ξL, ξR)⊥〉 = 3√2e3Tωγ(1)(e−2)(1−e2)2/3 .
In order for (DI(F ) · (γSSL(3) +A)) (ξL, ξR)⊥ ∈ (gF ⊕ t)◦ all the above expres-
sions must vanish, which happens if and only if γ(1) = 0 and γ(3) = a3ǫ, with
ǫ = −e√
2(1−e2)1/6 . Therefore we can chose a basis for the space of internal varia-
tions Σint such that any element v belonging to it has components (a1, a2, a3)
with the parametrization
v = (a1, a2, a3) 7→
 a1 + a2 a3(1−√2 a ǫ) 0a3(1 +√2 a ǫ) a1 − a2 0
0 0 −2ca a1
 .
It is straightforward to obtain
(DI(F ) · v) (ξL, ξR)⊥ = 2eTω
(− ((e− 1)a1 + (e+ 1)a2)
(1− e2)5/6 p1 +
(e+ 1)a1 + a2(e− 1)
(e− 1)(1− e2)1/3 p2
)
.
Then the correction term, for v1 = (a1, a2, a3), v2 = (b1, b2, b3), is given by:
corr(ξL,ξR)⊥(v1, v2) =
8Tω2
e− 1
(
9− 5e2
e2 − 1 a1b1 − 3(a1b2 + a2b1)− a2b2
)
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For the restriction of the Hessian of V λ(ξL,ξR)⊥ at F we compute first the following
second variations
d2FV (v1, v2) = D1a1b1 +D2a2b2 +D3a3b3, with
D1 =
4
(1− e2)5/3
(
−(1− e2)2/3(−3 + e2)V1 + 3e2(e2 − 1)V2 + 4e4V11
+8e4(1− e2)1/3V12 + 4e4(1− e2)2/3V22
)
D2 = 4
(
V1 +
e2
(1 − e2)2/3V2
)
D3 =
4
e2 − 1
(
(e4 − 1)V1 + e2(1− e2)1/3(e2 − 3)V2
)
〈(ξL, ξR)⊥, (D2F I(v1, v2))(ξL, ξR)⊥〉 =
4Tω2
(
(9−5e2)
(e−1)2(1+e)a1b1 +
3
1−e(a1b2 + a2b1) +
1
(1−e)a2b2 + (1 + e)a3b3
)
d2Fdet (v1, v2) =
−2
(1 − e2)1/3
(
3a1b1 + a2b2 + (1 − e2)a3b3
)
Putting all the contributions together, and substituting the integral expres-
sions for the derivatives of the potential and the values of λ and ω given in The-
orem 5.1, we find that the matrix representing d2FV
λ
(ξL,ξR)⊥
+corr(ξL,ξR)⊥(F ) Σint
in the fixed basis of Σint is block diagonal, with a 2× 2 symmetric block in the
first two components, and the other block given by the coefficient of a3b3, say
φ, which has the following expression:
φ =
2
(1 − e2)2/3
[
(1− e2)2/3(3 + e2)V1 + (3 + 2e2 − e4)V2
]
.
It is clear that φ is positive since (3 + 2e2 − e4) is positive in (0, 1) and V1 and
V2 are always positive.
The 2× 2 block is U = Re5
[
x y
y z
]
with
x = −27e(1− e2) + (27− 36e2 + 17e4)arctanh e
y = −9(1− e2) [3e− (3− e2)arctanh e]
z = −2e(3− 4e2) + 2(3− 5e2 + 2e4)arctanh e
The matrix U has real eigenvalues. The trace and the determinant of U are:
tr (U) =
R
e5
[−e(33− 35e2) + (33− 46e2 + 21e4)arctanh e]
35
and
det(U) =
R2
e10
[−27e2(21− 40e2 + 19e4)
−2(−567e+ 1269e3 − 831e5 + 121e7)arctanh e
− (567− 1458e2 + 1212e4 − 334e6 + 13e8)arctanh2e] .
These two quantities are positive in the interval e ∈ (0, 1). Their plots are
displayed in Figure 2. Therefore, both families of transversal spheroids are
stable for all eccentricities.
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Figure 2: The plots of tr (U) (left) and e10 det(U) (right), in R and R2 units
respectively.
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