In this study, it is attempted to make a comparison between two common methods of evaluation of machine translation (MT) output (Human and Automatic MT evaluation). Materials of the study have been selected from economical texts. Twenty English sentences and their Persian translation were selected from "translating of economic texts" book published by Payam-e-Nour University. To assess translated sentences humanly 20 Ma students of translation studies participated in this study as evaluators. In order to evaluate sentences automatically, BLEU method of Mt output evaluation was applied. According to the findings of the study both methods of evaluation lead to the same results, however , human evaluation method is more precious than automatic evaluation methods, at the same time automatic evaluation methods is faster and more time saving than human evaluation methods.
Introduction
The evaluation of natural languages processing systems, including |MT outputs are very important, especially to the users of Mt systems, system developers or researchers (Doug Arnold & Louisa Sadler, 1993) . As Arnold and Sadler (1993) stated users of MT systems are interested in quality and cost-effectiveness of translation, for developers answering to this question is more important that whether their efforts making their system better, and finally, from researchers point of view the evolution of systems that embody theoretical ideas provides a partial evaluation of those ideas, and, by indicating deficiencies, may provide hints about research priorities and areas of research.
In 1966, the ALPAC report funded and sponsored by US government was published advising against further investment in MT. the report concluded that machine translation is slower, less accurate and more expensive than human translation (ALPAC, 1966) .
In 1992, the AMTA workshop devoted to MT evaluation was held provided the basis for future directions. In this workshop JEIDA report was presented by Japan's Electronic Industry Development Association entitled Methodology and Criteria on MT evaluation. This report stressed the importance of judging system according to the context of use and user requirements. in1993, the machine translation journal came to existence devoted to MT evaluation. Between 1992 and 1994, DARPA (defense advanced research project agency) was also working seriously on MT evaluations.
Between 1992 and 1999 EAGLES (Expert Advisory Group on Language Engineering) set up by EC had several aims one of which was to propose standards, guidelines and recommendation for good practice in evaluation of language engineering products. Most of evaluation of MT takes place under contract and often under confidentiality agreements. Consequently there is little constructive criticism of methodology. A major deficiency is that many evaluation are undertaken by people with little or no expertise in MT techniques, unable to judge what is possible and what is unrealistic, unable to estimate the potential rather than current performance, on the other hand, evaluations made by MT researchers are often minimal and misleading: the demonstration of a system with a carefully selected set of sentences or sentence types is not the basis for claims about a large scale system (Saedi, C at al. 2009 ).
As M. Dobrinkat (2008) believes the main purposes of evaluation of MT systems are: allows the comparison of different MT systems or different versions of one system. Evaluation helps to determine which system is the best in a certain aspect or for some specific purpose or domain. allows optimization of performance by finding system modifications that yield improved evaluation results.
Gerber (2001) believes that in order to measure the quality of MT we should be able to measure the content of text. He argues that text characterization should include the real-world state of affairs as well as communicative goal of a piece of text.
Van Slype (1979) classified evaluation of MT into two subcategories: macro and micro evaluation aspects. Macro evaluation considerers evaluation aspects with regard to the user requirements such as goodness of translation whereas micro evaluation considers the sources of insufficiency and so tries to look inside the translation system black box (Van Slype, 1979) .
Aspects of MT evaluation
Intelligibility measures the ease with which a translation can be understood (M. Dobrinkat, 2008) . As Douglas Arnold et al (1994) noted intelligibility is a traditional way of assessing the quality of translation where it is affected by grammatical errors, mistranslations and untranslated words. Scoring system is assigned to do evaluating of intelligibility that reflect top marks for those sentences that are so badly degraded as to prevent the average translator /evaluator to determine which translation is acceptable in the context (ibid, p.161).
Accuracy because a highly intelligible output sentence is not necessarily a correct translation of the source sentence it is important to check whether the meaning of the source language is preserved in translation the property which assesses this aspect of translation is called accuracy or fidelity (ibid, p. 162). As M. Dobrinkat (2008) argued accuracy measures how much of the information in the source language is successfully transferred to the target language. The evaluation procedures of accuracy, based on Douglas Arnold et al (1994) , is similar to the one used for scoring of intelligibility. With this difference that it's highly source text oriented so that they can compare the meaning of input and output sentences.
Because accuracy scores are often closely related to the intelligibility scores, accuracy scores are much less interesting than intelligibility scores. High intelligibility normally means high accuracy (ibid p. 163).
Usability basically refers to meets users' expectation if an output of MT is usable for those how want to buy and use it (M. Dobrinkat, 2008) .
Time-efficiency aspects of MT evaluation
As Dobrinkat (2008) noted reading time, correction time and evaluation time are three aspects of time efficiency of MT evaluation. They respectively refer to time required for reading the translated text, the amount of time that translator should spend for editing and correcting the MT out-put and the required time for a MT system to perform its task.
Linguistic aspects of MT evaluation
Semantic relationships refer to evaluating of the semantic aspects which translated by MT system correctly.
Lexical evaluation measures the amount of common words between the reference translation and the translation performed by MT system. Syntactic and morphological coherence measure consistency among syntax and morphology of the MT output.
Human evaluation

Language and Usability Perspective
A traditional method of evaluating MT output is to look at output and judge by hand whether it is correct or not (Philipp Koehn, 2010) . This task is usually done by bilingual evaluators who understand both the input and output languages are Evaluation is done at sentence level, but a longer document context may be essential to carry out the judgments. (Philipp Koehn, 2010) . The quality of MT output can be judged from the language perspective or the usability perspective. According to White (2003a) an intuitive way to do assessment is by rating of intuitive judgment of the goodness of the translation. Evaluators are asked to rate a translation, normally presented sentence by sentence, in terms of their intuitive judgment. A set of attributes such as fidelity, intelligibility adequacy and fluency, determine the goodness of translation. More common approach of human evaluating is to use a graded scale when eliciting judgment from human evaluators. Two common criteria in human evaluation are fluency and adequacy. Phillip Koehn (2010) illustrated that how these criteria are scored: 
Error Analysis
While quality assessment evaluation appraises the "goodness" of translation, error analysis judges the translation quality from the opposite perspective, that is, by measuring the "badness" of translation. It starts from counting the errors in the translation, which shows "the amount of work required to correct 'raw' MT output to a standard considered acceptable as a translation" (Hutchins and Somers, 1992 ). An error is defined as "any deviation from TL (target language) intelligibility or translation accuracy" by Schwarzi (1999) . He mentions that the error analysis method is more reliable than the quality assessment method, because identifying of errors is relatively more objective and consistent among evaluators than rating the goodness of translation.
Automatic Evaluation Methods
Through human evaluation different aspects of translation such as adequacy, intelligibility and accuracy are assessed. Performing this comprehensive task is also expensive and time consuming; therefore, it is preferred to have an automatic method for assessing the quality of machine translation output by which make it clear, whether our system got better after a change, or not. This is the objective of automatic machine translation evaluation (Philipp Koehn, 2010) . Different Automatic MT is used to assessing MTs output here some of them which are the most popular methods among MT evaluators and researchers presented briefly:
Meteor
Meteor is proposed initially in 2004 and was designed to improve correlation with human judgments of MT quality at the segment level (Lavie et al., 2004) . METEOR evaluate a translation by computing a score based on clear word to word matches between the translation(s) and a given reference translation (Abhaya Agarwal & Alon Lavie, 2008) . If more than one reference translation is available, the translation is scored against each reference independently, and the best scoring is used.
Bilingual Evaluation Understudy (BLEU)
The BLEU method of Mt output scoring was developed in the IBM labs (Papineni et al., 2001 ) to obtain a rapid and economical way to automatically evaluate machine translation. The initial purpose of designing of this method was to correlate with human assessment. In this scoring method the assessment of MT output is conducted in sentence level.
The basic idea of BLEU is to reward closeness to one of human translation as reference translation, using modified unigram precision (Philipp Koehn, 2010) . The precision is determined by the weighted overlap of n-grams from the candidate translation to the reference translation (for n=1, … , 4). The final score between 0 and 1 tells how close the candidate is to reference translation. BLEU is currently the most commonly used score for comparing MT systems and evaluating improvements, because it's easy to compute and provides reasonable performance. In modified n-gram precision, the numerator is bound to the maximum number of occurrences of that n-gram in any other the references.
Word Error Rate (WER)
The word error rate is an edit distance measure that originates from the Levenshtein distance which is defined as the minimum number of editing steps such as insertions, deletions, and substitutions and uses words instead of characters as basic units (Philipp Koehn, 2010) . The WER measures the similarity of two sequences of words by evaluating the minimum number of deletions, insertion or substitutions needed to turn the candidate sentence into reference (Marcuse Dobrinkat, 2008) .
The reliability of evaluation metrics is a highly disputed topic. Although the evaluation result of a metric is correlated with human judgment in most cases, there are still cases it is not. The problem is that there is not a verified understanding about the situations under which a metric will be reliable. For instance, the experiments by Culy and Riehemann (2003) show that two evaluation metrics, i.e., BLEU and NIST, perform poorly to rank the quality of MT output and human translation of literary texts, and some MT outputs can even outscore professional human translations. Callison-Burch et al. (2006) raise an example in a 2005 NIST MT evaluation exercise to show that the system ranked at the top in the human evaluation section is ranked only the sixth by BLEU.
Thurmair (2005) discusses this problem of inconsistent performance from a perspective of the way an evaluation metric judges the translation quality. While the translation quality of an MT output depends on its word similarity towards the corresponding human translation, a direct, word-to-word human translation probably is able to yield a high evaluation score, and a free human translation would then be a disaster. As a whole, Babych et al. (2005) comment that the evaluation metrics cannot give a "universal" prediction of human perception towards translation quality, and their predictive power is "local" to a particular language or text type. For new language pair and text genre, human evaluation of the performance of a metric is necessary to prove its reliability.
Although the performance of evaluation metrics still remains questionable, their use is necessary. When used in the proper way, they are able to show their values. According to Thurmair (2005) , automatic metrics are good for ranking different systems and for measuring the overall progress of the same system in different developmental stages, but they are not good for certain scenarios that require in-depth evaluations, for example, the R&D (Research and Development) on system improvement. "To find out that 30% of your errors are unknown words you don't need a BLEU score -and BLEU would not tell you" (Thurmair 2005).
Therefore, automatic evaluation metrics are not supposed to be used to replace human judgment completely. But they have exhibited a great value in making large-scale MT evaluations possible at a controllable cost. It has been a consensus in the field that an automatic MT evaluation with large-scale data sets gives more objective and less biased results than manual evaluation totally relying on subjective and inconsistent judgment on a small set of sentences. In the next chapter the methodology of this study is presented in details.
Methodology of Study
This study is an attempt to make a comparison between two kinds of common evaluation methods in MT studies namely: Human evaluation and Automatic evaluation of MT systems. At the same time, it is an attempt to investigate performance of two common English to Persian MT systems in practical environment, Google translator system and Pars translator system. Based on Koehn (2010) in manual evaluation the outputs are assess based on correctness standard, whoever correctness is a broad measure of assessment for this it's divided to two sub-criteria as: fluency and adequacy, which based on Philipp Koehn (2010) are defined as follow:
Fluency: is the output good fluent Persian (target language of this study)? This involves both grammatical correctness and idiomatic word choices.
Adequacy: does the output convey the same meaning as the input sentence? Is part of message lost, added, or distort?
In order to assess collected data automatically; BLUE method is applied based on Philipp Koehn (2010) this method was initiated to correlate with human assessment. The basic idea of BLEU is to reward closeness to one of human translation as reference translation, using modified unigram precision (Philipp Koehn, 2010) . The precision is determined by the weighted overlap of n-grams from the candidate translation to the reference translation (for n=1…, 4). The final score between 0 and 1tells how close the candidates are to reference translation.
Participations
Twenty MA students of translation studies participated in this study. All of these subjects that here referred to them as evaluators, were in their final semester of translation studies course and more or less have the same amount of knowledge in translation and were chosen based on their ability of translating from English to Persian.
Text Selection
20 sentences were selected from the book of " Translating of Economical Texts" published by Payam-e-Nuor University with taking into consideration all aspects of translation problems including translation of long and short sentences, translation of abbreviations, translation of special expression in economic texts and …etc. Ongoing need to translating Economical texts in the world was one of the important criteria in selecting this kind of text and in order to avoid unreliable texts it is attempted all samples were selected from one book that is published by credible and academic publication. It is noteworthy to add that the reference translations presented in this study are also from above mentioned book to reduce the problem that might cause by interference of evaluators' various taste and style.
Instruments
The sentences were translated from English to Persian by two common MT systems (Google translate MT and Pars translation MT). The reasons for selecting Google translate MT system are as follow: Google translation system enjoy the technology of statistical translation method and is easily accessible online 24/7 and is free-of charge, also it is able to translate a lengthy text with different subjects. Google translate is an automatic MT system that works without intervention of human translators.
Another system that is used in this study is Pars translation MT system that translates English text into Persian sentences. Pars system is the first commercial version of software which issued to public in June 1997 and the last up-dated version was delivered in April 2004. As it is claimed by its designers Pars Trans engine is able to recognize and parse for more than 1.5 million words and terminologies commonly used in public English and 33 fields of sciences also its bank of words and terminologies are being reviewed continuously and upgraded by their stuffs in academic centers. In the next chapter the results of the study are presented.
Result of Study
As it's noted in the previous section, data are collected from economical texts. Translated texts by both MT systems (Google translate and Pars translation system) were assessed by human evaluation and automatic evaluation methods, in the first part of this section the automatic evaluation method (BLEU) is applied and the results are shown by tables, then human evaluation approach is used to evaluate output of both under investigation systems.
Automatic MT Evaluations
In order to evaluate collected data automatically, the BLEU method of evaluation is selected in this study. This method is presented by Papineni et al. (2001) and is a language independent metric to provide a quick overview of the performance of an MT system. For measuring the quality of MT this method, follows very simple hypothesis the closer a machine translation is to a professional human translation, the better it is. In practice, BLEU works, by comparing its translation against available reference translation by human translators.
The results of evaluation are presented by following tables:
1. In the walrasian scheme, factors of production are concrete items in existence at a moment of time. 
Based on the results of evaluation candidate no. 1 (Google translate system) has gained higher BLEU score with sum of 10.91 against candidate no. 2 (pars translation system) with sum of 8.98 scores.
Human Evaluation
In order to Evaluate performance of the both Google translate and Pars systems manually adequacy and fluency of translated text were analyzed based on human evaluation method presented in (Philipp Koehn, 2010) in this method both criteria of evaluation are scored from 1 to 5 based on their quality which in this study is assessed by 10 MA translation students. The details of the evaluation are depicted in the following table: The output of both systems are scored on a scale of 1-5 for fluency (good English) and adequacy (correct meaning) and are described as fellow: (Philipp Koehn, 2010) As it is noted in previous chapter translated texts by MT systems are analyzed by ten evaluators. In the following tables the average of scores is presented for each system separately. and fluency between Google and Pars MT system. In table no. 4.5 the maximum and minimum of acquired scores are also presented and the scores of MT systems are compared with human translation (reference translation). Because reference translation, in this study, is considered as the reference of comparison, full score (5) is dedicated to it as the best and standard translation of the sentences. In order to analyze collected data through Human MT evaluation method, SPSS software is used, the following tables illustrate mean and standard deviation of adequacy and fluency between Google and Pars MT system. In table no. 4.5 the maximum and minimum of acquired scores are also presented and the scores of MT systems are compared with human translation (reference translation). Because reference translation, in this study, is considered as the reference of comparison, full score (5) is dedicated to it as the best and standard translation of the sentences.
In table no. 4.6 performance of MT systems are compared in order to determine more reliable MT system and also making judgment about which MT system's output is closer to reference translation. In the next chapter the results reported in chapter 4 will be discussed at length.
Discussion
In order to evaluate outputs of MT system automatically BLEU method is applied. Based on this method, the closer a machine translation is to a professional human translation, the better it is. Generally speaking, BLEU works by comparing MT output against available reference translation by human translators. According to the results of evaluation illustrated by table 4.1 candidate no. 1 (Google translate system) has gained higher BLEU score with sum of 10.91 against candidate no. 2 (pars translation system) with sum of 8.98 scores.
To evaluate outputs humanly variables of adequacy and fluency were assessed based on the model of Philipp Koehn (2010) . The outputs of both systems are scored on a scale of 1 to 5 for adequacy (correct meaning) and fluency (good Persian) as it's depicted by table 4.2.
At a quick glance to the tables 4.5 and 4.7, it can be elicit that performance of Google translate system in variable of adequacy with mean of 3.15 and Std. deviation of 0.58 is better than adequacy of Pars system with mean of 2.15 and Std. deviation of 0.81. In analyzing variable of fluency between two systems the same results repeated where the fluency of Google translate system's outputs are better than Pars system's outputs with mean and Std. deviation of 2.4±0.50 and 2±0.79; therefore, it can be concluded that performance of Google system with higher mean and lower Std. deviation is better than performance of Pars system. In order to analyze these data in details, they are analyzed by SPSS software it should be noted that the mean difference is considered significance at the level of .05and as it is illustrated in table 4.9 the following results were obtained:
2. There is a significance difference between reference translation and output of Pars MT system, since P-value = .000<0.05.
3. But, there is no significance difference between fluency of output of Google translate MT system and Pars system's output because P-value = 0.65>0.05
Conclusion
As it is discussed in previous section, the main concern of this study is to make a comparison between human evaluation and automatic evaluation of MT systems, at the same time; performances of two English to Persian MT system were analyzed through both methods of evaluations.
In order to evaluate collected data automatically the model of BLEU is used. According to this method translated text by MT systems should be compared with one or more human translations (reference translations) of the same text. Based on the findings of the study Google translate system has a better performance than Pars system (research question No. 3) , this result obtained by analyzing data through bout method of MT evaluation (human and automatic evaluation method), then in order to answer the research questions No. 1 and 2 these two methods of MT evaluation lead to the same results but human evaluation which is done by professional translators is more reliable than automatic translation; however, it is more expensive and time consuming than automatic MT evaluation methods.
