We propose tests for hypotheses on the parameters for deterministic trends. The model framework assumes a multivariate structure for trend-stationary time series variables. We derive the asymptotic theory and provide some relevant critical values. Monte Carlo simulations suggest which tests are more useful in practice than others. We apply our tests to examine if monthly temperatures in The Netherlands, measured from 1706 onwards, have a trend and if these trends are the same across months. We find that the January and March temperatures have the same upward trend, that the September temperature has decreased and that the temperatures in the other months do not have a trend. Hence, only winters in The Netherlands seem to get warmer.
Introduction
In several empirical situations it is found that time series data contain a deterministic trend, while they are otherwise stationary. An example in macroeconomics concerns differences between real output for pairs of countries (see Hobijn and Franses (2000) among others) or pairs of regions within the U.S. (see Carlino and Mills (1993) , Loewy and Papell (1995) and Tomljanovich and Vogelsang (2001) among others), where such a trend-stationary series indicates some degree of convergence. Other examples can be found in disciplines such as tourism and marketing, where tourist arrivals and sales often display upward trending patterns. Finally, environmental data like temperatures may also display trends, and if these are upward moving this can be taken as evidence of global warming. See Bloomfield (1992) , Woodward and Gray (1993) , Zheng and Basher (1999) and Fomby and Vogelsang (2000) among many others.
In some of the above cases it may be of interest to examine if two or more trend-stationary time series have the same slope. This would allow for testing whether a pair of countries are converging with the same speed as another pair. Also, one may want to test whether temperatures across countries have the same upward moving trend. In this paper we propose tests for such and related hypotheses. We should note that while there has been recent research on univariate trend function inference and modeling (see Perron (1991) , Canjels and Watson (1997) , Vogelsang (1997 Vogelsang ( ,1998 ), multivariate trend modeling and inference has received little attention 1 .
The outline of our paper is as follows. In Section 2, we discuss the model representation, parameter estimation, and the test statistics of interest. A key issue is the estimation of the covariance matrix, for which we aim to compare three different approaches, amongst which the familiar HAC estimator. In Section 3, we derive the relevant asymptotic theory. We tabulate useful critical values. Additionally, we discuss asymptotic power of the tests in a special case. In Section 4, we rely on Monte Carlo simulations to examine the finite sample performance of the test statistics. We observe that the tests work best for a limited number of variables under scrutiny.
Additionally, we find that the HAC-based tests have serious size distortions, while our new tests perform satisfactorily. In Section 5, we apply our tests to three centuries of monthly temperatures for The Netherlands. We find that the January and March temperatures have the same upward 1 It should be noted that the asymptotic theory for multivariate time series regressions developed by Park and Phillips (1988) includes our model as a special case where no covariates are included. However, they do not consider hypotheses involving cross equation restrictions on the linear trend parameters as we do here.
trend, that the September temperature has decreased over time and that the temperatures in the other months do not have a trend. Hence, only winters in The Netherlands seem to get warmer.
The model and test statistics
In this section we present the model, parameter estimation and the relevant test statistics.
Representation
Consider n trend-stationary time series denoted by y 1,t to y n,t with t = 1, 2, . . . , T , and assume that they can be represented by y 1,t = µ 1 + β 1 t + u 1,t y 2,t = µ 2 + β 2 t + u 2,t . . . y n,t = µ n + β n t + u n,t .
(1)
Define the three n×1 vectors u t , µ and β by (u 1,t , u 2,t , . . . , u n,t ) 0 , (µ 1 , µ 2 , . . . , µ n ) 0 and (β 1 , β 2 , . . . , β n ) 0 , respectively. It is assumed that a functional limit theorem applies to u t , that is,
where ⇒ denotes weak convergence, W n (r) is an n × 1 standard independent Wiener process, and
[rT ] is the integer part of rT . See, for example, Phillips and Durlauf (1986) for conditions under which (2) holds. We denote Ω as the long-run variance of u t , that is,
where
The hypotheses of interest in this paper are
where R is a q × n matrix, and r is a n × 1 vector.
Estimation
The parameters in (1) can be estimated by applying ordinary least squares (OLS) equation by equation, which results in b µ and b β. If the errors are second order stationary (a typical condition under which (2) will hold), then from the classic results of Grenander and Rosenblatt (1957) , OLS is asymptotically equivalent to GLS (and MLE under Gaussian errors) . In addition, because (1) is a seemingly unrelated regression (SUR) with the same regressors in each equation, OLS is equivalent to the SUR estimator, which is the GLS estimator for i.i.d. errors with different error variances.
Thus, OLS has some nice optimality properties.
It will be convenient to express b β i as follows. Definet = T −1 P T t=1 t and e t = t −t, then
e ty i,t , for i = 1, 2, . . . , n. These estimators can be summarized into the n×1 vector b
As usual we obtain
To derive the asymptotic distribution of (4), note that
where → denotes convergence, and that
For later it will be useful to define the process
follows from the fact that
2 )ds = 0. Using (5), (6) and (2.2), we obtain
It is easy to show that 12ΛV n (1) is distributed as N (0, 12Ω). Therefore, inference regarding β can be carried out in the usual way provided a consistent estimator of Ω is available. Under regularity conditions similar to those required for (2) to hold, Ω can be consistently estimated using the class of heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimators, see Andrews (1991) . Here we focus on the Bartlett kernel (see Newey and West (1987) ) estimator defined as
t−j and S T is the truncation lag or bandwidth. For b Ω HAC to be consistent, S T must increase as the sample increases but at a slower rate. Andrews (1991) showed that the rate T 1 3 minimizes the approximate MSE for b Ω. In the Monte Carlo simulations and empirical work that follows, we choose S T using the data-dependent method suggested by Andrews (1991) based on the VAR(1) plug-in formula.
We now consider alternatives to using consistent estimates of b Ω. Following Kiefer, Vogelsang and Bunzel (2000) and , suppose we set S T = T in (10). Let b Ω S T =T denote this estimator of Ω. Although S T = T does not result in a consistent estimator of Ω, valid testing is still possible because b Ω S T =T is asymptotically proportional to Ω as is shown below. The advantage of b Ω S T =T is that it uses a specific bandwidth and this choice of bandwidth is captured by the first-order asymptotics.
The asymptotic behavior of b Ω S T =T is as follows. Following Kiefer and Vogelsang (2001) and using the fact that
where b S t = P t j=1 b u j . In the appendix we prove that
2 )ds. It directly follows from (11), (12) and the continuous mapping theorem that
We also consider an alternative to b Ω S T =T which is constructed using e tb u t instead of b u t . In a standard application of HAC estimators to the regressions given by ( (1)), e tb u t would be used.
Because e tb u t is not a vector of stationary time series, establishing consistency of a HAC estimator in this case would be difficult if even feasible. However, if we use S T = T , the asymptotic behavior of the HAC estimator can be derived. Specifically, define
Again, using Kiefer and Vogelsang (2001) , we can write
where e S t = P t j=1 (j −t)b u j . In the appendix we prove that
2 ) 2 ds. It directly follows from (16), (17) and the continuous mapping theorem that
Test statistics
To test the null hypothesis in (3) against the relevant alternative hypothesis, we consider three joint tests for the restrictions in R. The first two tests are F −tests which we compute using the Bartlett HAC estimator with bandwidth T . These tests rely either on e
where e Ω S T =T is defined in (16). The second F −test we consider is
Naturally, if there is only a single restriction to test, that is q = 1, then one can consider a t−test. In the present notation, these tests are
The standard alternative to F * 1 and F * 2 is a Wald test based on b Ω HAC defined as
Likewise, we defined the standard HAC t−test as
Asymptotic theory and critical values
In this section we develop the asymptotic theory for the tests. We also compute useful critical values. Finally, we discuss asymptotic power.
Asymptotic distributions
Assumption (2) is sufficient to obtain the asymptotic null distributions of F * 1 and F * 2 . The asymptotic distributions of these tests are summarized in the following Theorem and Corollary.
Theorem 1 Let the data be generated by (1) and suppose assumption (2) holds. Then, as T → ∞,
Corollary 1 Let the data be generated by (1) and suppose assumption (2) holds. If q = 1, then as
Note that F * 1 and F * 2 are quadratic forms involving the normal random vector V q (1) and random matrices that reflect the use of e Ω S T =T and b
Finally, if b Ω HAC is a consistent estimator of Ω, then the asymptotic distribution of the Wald test W HAC is χ 2 with q degrees of freedom. When q = 1, t−tests based on b Ω HAC are asymptotically distributed as N(0, 1).
Critical values
The critical values for the t * 1 , t * 2 , F * 1 and F * 2 need to be obtained through Monte Carlo simulation. The asymptotic critical values were simulated using 50,000 replications. The Wiener processes were approximated by normalized sums of i.i.d N(0, 1) errors using 1,000 steps. The critical values for the t * 1 and t * 2 tests are given in Table 3 .
Asymptotic power
One way to compare and contrast the new tests with each other and with standard HAC-based tests is to examine asymptotic power for local alternatives. To keep the analysis transparent, we consider the case of q = 1 and focus on the regression
Let
[rT ]
Consider the one-sided hypothesis H 0 :
We can obtain nondegenerate limiting distributions for the t−tests under the local alternative
2 . Thus,
The following theorem gives the limiting distribution of the tests under the local alternative.
The proof is given in the appendix.
Theorem 2 Suppose the data are generated by (19) and that assumption (2) holds. Suppose t−tests are constructed for testing H 0 :
, where δ = c/σ 1 .
Using Theorem 3, asymptotic power can be computed by simulating the distributions under the local alternative for various values of δ and computing rejection probabilities using the asymptotic null critical values. Using the same simulation methods used to compute null critical values, we computed asymptotic power for δ ∈ [0, 20]. Power with a nominal level of 5% is plotted in Figure   1 . Clearly, power is highest for t HAC , followed by t * 2 and then t * 1 . The reason that t * 1 and t * 2 have slightly lower power is because they use "standard errors" with sampling variability that does not vanish as T increases. However, as we will show in the next section, t HAC is generally more size distorted in finite samples. Thus, t * 1 and t * 2 trade off power in exchange for better size.
Finite sample performance
In this section we examine the finite sample performance of the F * 1 and F * 2 tests and compare them to W HAC . We generate data according to (1) with n = 12 (to match the empirical application)
where the errors are modeled as AR (1) processes, that is
with e i,t i.i.d. N(0, 1) and u i,0 = 0. For the sake of simplicity, we use the same AR(1) coefficient for all series. We consider the following null hypotheses:
for q = 1, 2, 3, 11, respectively. To explore the finite sample size of the tests, we generate data under these null hypotheses and we set the intercepts and other slopes to zero as the three tests are exactly invariant to those parameters. To compare power of the tests, we generate data under the alternatives
respectively. The results are summarized in Tables 4 to 7. We use T = 100 and 2,000 replications in all cases. We only report results for ρ = 0, 0.2, 0.4, 0.6, 0.8 and β = 0, 0.05, 0.10, 0.20. We implement the tests both with and without VAR(1) prewhitening (see Andrews and Monahan (1992) ). Empirical rejection probabilities under the null hypotheses were computed using 5% asymptotic critical values. Empirical rejection probabilities under the alternatives were computed using 5% empirical finite sample critical values (obtained from the null distributions). Thus, finite sample power is size corrected so that power comparisons are meaningful.
In Table 4 we give the results for H 1 0 . Several patterns emerge. First, in nearly all cases, empirical null rejection probabilities of F * 1 and F * 2 are closer to 0.05 than W HAC . This is especially true as ρ increases. Second, prewhitening improves the size of all the tests. This result should be taken with a grain of salt as the prewhitening filter exactly matches the autocorrelation structure of the errors, which is an unlikely situation in practice. Third, and as expected given finite sample results in and , the size-corrected power of W HAC is higher than F * 1 and F * 2 . This higher power comes at the expense of greater size distortion. Fourth, the size of F * 1 and F * 2 are very similar while F * 2 clearly has higher power. This suggests that F * 2 would be preferred over F * 1 in practice. The dominance of F * 2 over F * 1 is continued in Tables 5, 6 and 7. F * 2 always has higher power than F * 1 , except when ρ = 0.8, in which case the empirical null rejection probabilities of the two tests are similar. And, when prewhitening is used, F * 2 tends to be less size distorted. Table 6 shows that while F * 1 and F * 2 have reasonable size, especially for ρ ≤ 0.6 when prewhitening is used, W HAC tends to over-reject even for ρ close to zero. All the tests have over-rejection problems for large q as Table 7 shows. W HAC is particularly bad with rejection probability of 0.158 and 0.419 for ρ = 0 and ρ = 0.2 (without prewhitening). F * 1 and F * 2 are less distorted, but still over-reject. Prewhitening does not help much, especially when ρ is large. F * 2 clearly dominates F * 1 when q = 11.
Finally, as our empirical example in the next section concerns 288 observations, we simulate the size of the three tests for various values of ρ. In general, size distortions are less severe for all the tests compared to T = 100. We only report results for the q = 11 case in Table 8 . F * 2 has reasonable size for ρ ≤ 0.6 when prewhitening is used. W HAC , on the other hand, still tends to over reject even for ρ close to zero.
Monthly trends in Dutch temperatures
We now use the tests developed in this paper to analyze monthly trends in temperature series for The Netherlands for the years 1706 to 1993. We obtained monthly averages of temperatures measured in degrees centigrade for The Netherlands from the Royal Netherlands Meteorology Institute. Using this data, we can ask how the apparent increase in global temperatures has impacted temperatures in The Netherlands. In particular, we are interested in learning whether global warming has uniformly affected temperatures in The Netherlands across the months of the year or whether there are seasonally varying patterns.
We disaggregate the data into 12 annual temperature series corresponding to each month of the year. We fit model (1) to the series using OLS. Of direct interest are the point estimates of the β i coefficients as they measure the average annual increase of temperature over time. The point estimates are reported in Table 9 , together with measures which indicate that there is almost no serial correlation in the residuals 2 . Notice that the point estimates are not uniform over the months. In terms of statistical evidence, the January and March slopes are statistically larger than zero at the 5% or 10% levels, depending on the test used. The September slope is statistically significant and less than zero. All other months have point estimates that are not significantly different from zero. The point estimates of the slopes suggest that The Netherlands have experienced warming in the winter similar in magnitude to the global average but cooling in the late summer.
In Tables 10 to 13 we report additional tests of various hypotheses of interest. Table 10 confirms that the slopes are not all zero and Table 11 confirms that they are not all equal. Of course, given our simulation evidence, rejections using W HAC have to be viewed with some caution given the over-rejection problem. Overall, our empirical results strongly suggest that changes in temperatures over the past 300 years in The Netherlands vary considerably across the months. There is evidence of warming in the winter, especially January, and cooling in the summer, especially September.
Conclusions and Direction for Future Research
In this paper we develop tests that can be used to test general linear hypotheses regarding the linear trend slope parameters of a vector of trend stationary time series. As an alternative to traditional
Wald tests based on HAC robust standard errors, we recommend the use of a F -tests based on the approach of and Kiefer and Vogelsang (2001) . One of the new tests has much better finite sample size with comparable but slightly lower to the HAC based Wald test.
We apply the tests to monthly temperature data for the Netherlands. We find that winters in the Netherlands are getting warmer at about the same rate as the entire earth, but summers are in fact experiencing slight cooling. Clearly, at least for the Netherlands, global warming is not having a uniform impact across the months or seasons.
Given that little research has been done on multivariate trend function inference, there are many directions to extend the approaches in this paper. The most obvious and simple extension would be to consider kernels other than the Bartlett kernel. More interesting extensions include models with unit root or near unit root errors, models with cointegrated errors, and models with higher order trends or trends with structural change.
Appendix
This appendix contains the proofs of the various results derived in this paper.
Proofs of (12) and (17): Simple algebra along with (2) and (9) gives
which proves (12). Similarly, using (2), (5), (6) and (9) it follows that
which proves (17).
Proof of Theorem 1: Simple algebra under H 0 gives
Using (5), (9) and (13) it follows that
We can write RΛW n (r) as Λ * W q (r), where Λ * is a q × q matrix with Λ * Λ * 0 = RΛΛ 0 R 0 because W n (r) is a vector of independent Gaussian random variables. Therefore, direct algebra allows us to write RΛV n (r) as Λ * V q (r), and RΛ e V n (r) as Λ * e V q (r). Using these representations gives
Using similar arguments as for F * 1 , it follows from (5), (9) and (18) that
Proof of Theorem 2:
Under the local alternative we have
Therefore, using (5) and (6) it immediately follows that
Simple algebra gives
, and
.
Because e Ω S T =T , b Ω S T =T and b Ω HAC are exactly invariant to β 1 , their limits are the same as under the null hypothesis. Therefore, using (22), we have
Simple algebra further completes the proof. The cells contain the finite sample empirical rejection probabilities (at a 5 % significance level), where the power is corrected for the empirical size. The number of replications is 2000, and the sample size is 100. All series have AR(1) errors with parameter ρ. The Wald test is implemented using a Bartlett kernel with Andrews VAR(1) data-dependent bandwith. 1 The critical values for the F * 1 and F * 2 tests can be found in Table 2  and Table 3 for q = 1, respectively. The cells contain the finite sample empirical rejection probabilities (at a 5 % significance level), where the power is corrected for the empirical size. The number of replications is 2000, and the sample size is 100. All series have AR(1) errors with parameter ρ. The Wald test is implemented using a Bartlett kernel with Andrews VAR(1) data-dependent bandwith. 1 The critical values for the F * 1 and F * 2 tests can be found in Table 2  and Table 3 for q = 2, respectively. The cells contain the finite sample empirical rejection probabilities (at a 5 % significance level), where the power is corrected for the empirical size. The number of replications is 2000, and the sample size is 100. All series have AR(1) errors with parameter ρ. The Wald test is implemented using a Bartlett kernel with Andrews VAR(1) data-dependent bandwith. 1 The critical values for the F * 1 and F * 2 tests can be found in Table 2  and Table 3 for q = 3, respectively. The cells contain the finite sample empirical rejection probabilities (at a 5 % significance level), where the power is corrected for the empirical size. The number of replications is 2000, and the sample size is 100. All series have AR(1) errors with parameter ρ. The Wald test is implemented using a Bartlett kernel with Andrews VAR(1) data-dependent bandwith. 1 The critical values for the F * 1 and F * 2 tests can be found in Table 2  and Table 3 for q = 11, respectively. Table 2 and Table 3 for q = 11, respectively. Table  2 and Table 3 for q = 12, respectively. Table  2 and Table 3 for q = 11, respectively. Table 2 and  Table 3 for q = 2, respectively. 
