A coordinated economic dispatch method for multiarea power systems is proposed. Choosing boundary phase angles as coupling variables, the proposed method exploits the structure of critical regions in local problems defined by active and inactive constraints. For a fixed boundary state given by the coordinator, local operators compute the coefficients of critical regions containing the boundary state and the optimal value functions then communicate them to the coordinator who in turn optimizes the boundary state to minimize the overall cost. By iterating between local operators and the coordinator, the proposed algorithm converges to the global optimal solution in finite steps, and it requires limited information sharing.
I. INTRODUCTION
A. Motivation L ARGE interconnected power systems are often operated by independent system operators (ISOs), each has its own operating area within which internal resources are used economically. The operating areas are connected physically by tie-lines that allow one area to import from or export to neighboring areas for better utilization of overall system resources. Existing approaches to tie-line scheduling rely on trades across borders at proxy buses by market participants. The ad hoc uses of proxy buses and the imperfect information used by market participants result in substantial economic loss, estimated at the level of $784 million from 2006 through 2010 for the New York and New England customers [1] .
Ideally, the optimal utilization of tie-lines is determined by the joint economic dispatch (JED) that treats interconnected operating areas as one. Because each operating area is controlled by Manuscript an ISO, joint optimality needs to be achieved in a decentralized fashion, possibly involving a coordinator. Typically, each ISO optimizes its internal dispatch and exchanges intermediate solutions with its neighbors or the coordinator. This process iterates until convergence. One of the major challenges of implementing decentralized (but jointly optimal) economic dispatch is to limit the number of iterations without involving each area discloses its private information [2] .
B. Related Works
Multi-area economic dispatch (MAED) has been studied extensively, dating back to [3] in the 1980's. Existing techniques can be classified based on the methodology used in decomposing decision variables. The primal decomposition methods partition the decision variables of the overall problem into local and coupling variables. The dual decomposition techniques, on the other hand, solve a relaxed local problem and use the dual variables to coordinate local optimizations.
Among the dual decomposition methods, the most classic kind of approach is based on Lagrangian relaxation [4] - [9] , in which coupling constraints are relaxed and their multipliers are iteratively updated. A consensus based algorithm is proposed in [10] and an algorithm based on alternating direction method of multipliers is proposed in [11] . The methods in [12] and [13] decompose the optimality conditions of the global problem. The advantages of these methods are that they minimize the use of a coordinator and are convenient for implementation. Their drawback, on the other hand, is that these algorithms depend on the setting of certain parameters, which may affect the performance significantly, possibly resulting in diverging behavior and substantial computation cost.
There is also a body of works based on primal decompositions where coupling variables are first fixed in the sub-problems and then solved iteratively as part of the master problem [14] - [17] . The key step is to define the coupling variables that need to be solved in the master problem by the coordinator. Many of these methods also suffer the drawbacks of slow convergence and substantial computation and communication burdens.
Among the primal decomposition algorithms, the recent work of Zhao, Litvinov, and Zheng [17] has the special property that the algorithm converges in a finite number of steps, which is especially attractive for the MAED problem. The key idea in [17] is the so-called marginal equivalent decomposition (MED) of variables involving the set of active constraints and "free variables" of the local solutions. By communicating these "marginal variables", the algorithm exploits the finiteness of the structure of active constraint set.
Extensive effort has also been made by ISOs/RTOs in practice. The approach of coordinated transaction scheduling (CTS), which uses proxy buses to approximate external networks, has been implemented in northeastern U.S. since 2012 [18] , [19] . At the same time, the technique of flow based market coupling, which aggregates each zone as a node and allocates tie-line capacities based on zonal shift factors, has been adopted in the day ahead market in central and western Europe [20] .
C. Summary of Contributions
In this paper, we propose a MAED method referred to as critical region projection (CRP). As a primal decomposition method, CRP defines for each area a sub-problem using the internal generation as decision variables and its boundary phase angles as coupling variables. The proposed approach is based on a key property in multi-parametric quadratic programming: the optimal generation in each area is a piecewise affine function of boundary state, and its associated optimal cost is a piecewise quadratic function of boundary state. This implies that the space of boundary state is composed of critical regions, within each region the optimal generation and the optimal cost can be characterized succinctly by the affine and quadratic functions.
CRP iterates between the coordinator and regional operators: Given a boundary state, each area solves its sub-problem, derives its optimal cost as a quadratic function of boundary state, and defines the critical region that contains the given boundary state. The coordinator solves the master problem and projects the point of boundary state to a new critical region with strictly lower cost for the next iteration.
CRP shares the finite-step convergence of the MED approach [17] . However, it does not require any exchange of system information such as shift factors, status of generations, and capacities of internal generators and branches. Because the number of boundary buses is relatively small, the parameterization proposed in our approach results in a reduced amount of data exchange. CRP does require a coordinator that may complicate practical implementations. In practice, one ISO can serve as a coordinator as in the case of the CTS implementation among ISO-NE, NYISO, and PJM, where NYISO serves as a coordinator.
The reminder of this paper is organized as follows. In Section II, we present the JED model and decompose it into local sub-problems and the coordinator's problem. The outline of CRP and the solutions to local sub-problems and the master problem are elaborated in Section III. In Section IV, we establish the optimality and finite-step convergence of CRP and review its computation/communication costs. In Section V, CRP is applied in various test systems and its performance is compared with JED and approaches based on Lagrangian relaxation and MED. 
II. PROBLEM DECOMPOSITION

A. Joint Economic Dispatch Model
For simplicity, the MAED model is illustrated via the two area system in Fig. 1 . Similar method can be developed for systems with more than two areas.
The system state variables are partitioned into four subsets: internal phase angles θ i in area i and boundary phase anglesθ i in area i, (i = 1, 2).
Without loss of generality, we make the following assumptions:
A1) There is no power generation on boundary buses; A2) Each internal bus is connected with one unit and one load and each boundary bus is connected with one load; For assumption A1, we can introduce fictitious boundary buses outside the physical ones in case of the presence of boundary generators. With assumption A2, units, loads, and buses have the same indices. Similar approach can be derived if we consider different indices.
The JED is to solve the following centralized optimization:
where, as shown in Fig. 1 , the vectors g i and d i are internal generations and loads in area i andd i is the vector of boundary load power. The cost functions in (1) are quadratic with coefficients A i and b i . The superscript T denotes transpose. In case of piecewise linear cost functions, one can approximate them by piecewise quadratic cost functions, see [21] , for which the same technique applies. Inequality (2) represents power flow limits for internal branches of area i. Here H i is the branch-bus admittance matrix between internal branches of area i and θ i , H¯i is the branchbus admittance matrix between internal branches of area i and θ i , and f i the power flow limits of internal branches of area i. Inequality (3) describes constraints on boundary power flows, withH¯i the branch-bus admittance matrix between tie-lines and boundary stateθ i andf the boundary power flow limits. Inequality (4) restricts the power generations g i between the lower boundǧ i and upper boundĝ i . Equation (5) represents the DC load flow equations, where Y is the bus admittance matrix.
The proposed method is able to incorporate contingency constraints although they are not included in the JED (1)- (5) . Please see Section II-D for details.
In following subsections we decompose the JED model into local optimizations and the coordinator's optimization.
B. Local Optimization
The sub-problem of area i is an economic dispatch (ED) problem with fixed boundary state defined by:
By eliminating θ i and summarizing all boundary phase angles asθ = [θ i ;θ j ], we write the local sub-problem in area i as
where
(11) Specifically, the equality constraints in (10) are in the second row of (9). The inequality constraints in (10) are arranged in the order of branch power flow limits (7) and upper and lower generation limits (8) .
The local sub-problem (10) has the standard form of multiparametric quadratic program (MPQP) with boundary phase anglesθ as parameters and internal generations g i as decision variables.
In MPQP, it is of interest to represent the optimal decision variables g * i and the value of optimization c i (g * i ) as functions of parametersθ. Here we give the following theorem that describes the basic properties of the MPQP (10):
Theorem 1: [22] : Consider the multi-parametric quadratic programming (10) . Assuming the region Θ from which the parametersθ take value is convex, then we have the following:
1) The optimal decision variables g * i (θ) is continuous and piecewise affine in Θ;
2) The optimal value function J * i (θ) c i (g * i (θ)) is continuous, convex, and piecewise quadratic in Θ; 3) If model (10) is non-degenerate in Θ, i.e., the rows in
The key implication of Theorem 1 is that, for the sub-problem of area i, the region Θ is composed of critical regions. Each critical region corresponds to a particular partition of active and inactive constraints, which is a polyhedron within which g * i (θ) is an affine function and J * i (θ) is a quadratic function. In [22] , critical regions are a non-overlapping partition for the parameter space and they in general are neither open nor closed. In this paper, to achieve a successive iteration process, we use the closure of critical region k in the operator i's sub-problem that is denoted as Θ i, (k ) . For convenience, we no longer add the word "closure" in the rest of this paper. The assumption on the convexity of Θ is valid for any multi-area economic dispatch problem in form of DC optimal power flow (1)- (5) .
C. Coordinator's Optimization
The main task of the coordinator is to optimize boundary statē θ to minimize the overall cost in all areas subjecting to boundary constraints:
The constraint in (12) The challenge, however, is that the coordinator does not have the exact functional form of J * i . Thus (12) cannot be solved directly by the coordinator. The main idea of CRP, as we describe in the next section, is to obtain a partial description of J * i from the solution to the local sub-problem i and update boundary state in an iterative fashion.
D. Contingency Constraints
We incorporate in this subsection contingency constraints into the model for local sub-problems. In general, each system operator sequentially solves its economic dispatch and contingency analysis, adds the violated contingency constraints into the economic dispatch model for the next iteration, and iterates until all contingency constraints are satisfied. In particular, we focus on "local" contingency analysis in which each system operator considers outages on and check over-limits for only its internal generators and transmission lines and tie-lines.
For the local contingency analysis in area 1, the influence of area 2 is incorporated by its network equivalence as illustrated in Fig. 2 .
The power flow equation for the system in Fig. 2 whereỸ22 is the sum of Y eq and the contribution of tie-lines. The equivalent admittance Y eq is constant and the equivalent injection g eq can be solved by the third row of (13) . When there is no contingency we only need the first two rows so the power flow (13) changes to (9) in Section II-B.
For line outages, we subtract the contribution of that line from the coefficient matrix of (13) and keep the right-hand side unchanged. For generator outages, we add the change in generator power g 1 and g eq , which depends on the setting of automatic generation control, to the right-hand side and keep the coefficient matrix unchanged. If a line outage splits the system, the line is replaced by two generators whose contingencies are considered. In particular, boundary state is no longer fixed under contingencies.
Under all types of outage, we derive shift factors from the power flow (13) and write the power flow limit on transmission line l as
and the capacity limits on internal generators aš
where F l andF l represent, respectively, shift factors of line l with respect to internal generators and boundary equivalent generator under contingency, terms Δg i and Δg eq represent, respectively, the change in power of internal and boundary equivalent generators. For a specific contingency, shift factors F l andF l and the values of Δg i and Δg eq are constant. Thus the contingency constraints (14) and (15) are in the same form as inequality constraints in the local sub-problem (10) and can be directly incorporated in the CRP algorithm.
III. PROPOSED METHOD
A. Architecture and General Approach
We first describe, at a high level, the architecture and the general approach. As illustrated in Fig. 3 , the proposed approach involves a coordinator interacting with local area dispatch centers.
Given an intermediate boundary state, each local operator constructs the critical region that contains the boundary state and the parameters of the optimal value function. Subsequently, the coordinator updates a new boundary state that guarantees a reduced cost for the next iteration. The detailed constructions of critical regions and projections are described in Sections III-B and III-C. Here we illustrate key steps of CRP using an example in Fig. 4 with two dimensional parameter spaceθ = [θ 1 ;θ 2 ]. Note that both areas takeθ as parameters.
Initially, the coordinator has the region Θ from which the boundary state takes value, highlighted by bold lines in Fig. 4 , and an initial pointθ (0) ∈ Θ. It communicatesθ (0) to areas 1 and 2 who derive the critical regions that containθ (0) , respectively denoted by Θ 1,(1) and Θ 2,(1) , and the quadratic optimal value functions J * 1 (θ) and J * 2 (θ). The region Θ (1) = Θ 1,(1) ∩ Θ 2,(1) is the critical region of the coordinator's problem in which J * (θ) = J * 1 (θ) + J * 2 (θ) is quadratic. Consequently, the coordinator can obtain the optimum pointθ * (1) ∈ Θ (1) by solving a quadratic programming (QP).
Note that the coordinator's model (12) is a convex programming. Unlessθ * (1) happens to be globally optimal, it resides on the boundary of Θ (1) .
The coordinator then projects the boundary state to a new critical region with strictly lower cost by moving along the antigradient direction. Seeθ (1) in Fig. 4 . Note that the coordinator does not need the exact form of the new critical region Θ (2) at this step.
In the following iterations, the coordinator sequentially gets θ (2) andθ * along the convergence trajectory shown by the arrows. During the iteration process, we only construct the critical regions through which the convergence trajectory passes, denoted by the shadows. Note that the overall cost monotonically decreases during the iteration process. Since there are finite number of critical regions, the iterative process stops in a finite number of steps.
We assume quadratic cost functions in this paper. When cost functions c i (g i ) are linear, optimal value functions J * i (θ) are piecewise affine and non-differentiable on the boundary of critical regions. The proposed CRP therefore cannot carry out the projection as above, and one needs to use piecewise quadratic functions to approximate linear cost functions.
The following subsections will elaborate the solution to local sub-problems and the method for the coordinator to update the boundary state.
B. Local Sub-Problems
Before elaborating the solution to local sub-problems, we add the following assumptions in CRP: A3) Given any boundary state that satisfies (12), all local sub-problems have feasible solutions; A4) The JED (1)-(5) has a unique optimal solution; A5) The local sub-problem (10) is always non-degenerate. We assume by A3 that prior to multi-area ED solution, system operators impose additional constraints on interchange power flows in (12) that guarantee the feasibility of local sub-problems. These constraints define the region Θ.
Assumption A4 holds if all cost functions are quadratic, i.e., coefficients A i are full rank in (1) . For assumption A5, in case of model (10) being degenerate, it can be converted to a non-degenerate one by arranging all inequality constraints in a certain sequence, finding as many linearly independent active constraints as possible along the sequence, then setting the other constraints as inactive.
The Lagrangian for the local sub-problem (10) is
where λ i and μ i are multipliers for the equality and inequality constraints, respectively. The KKT conditions are ⎡ ⎢ ⎣
where { } A and { } I denote, respectively, variables associated with active and inactive constraints. The solution of (18) has the form:
For active constraints, their multipliers {μ i } A are affine functions ofθ:
The optimal generations g * i are also affine functions ofθ:
By substituting (21) to inactive constraints, we have
Given the point ofθ (t) and with g * i (θ (t) ), inequality (20) defines active constraints via their multipliers, and inequality (22) defines inactive constraints via their values.
The intersection of (20) and (22) defines current critical region k that containsθ (t) :
The critical region defined by (23) is a polyhedron. The redundant inequalities should be removed from (23), see [23] .
Within current critical region defined by (23), the expression of optimal value function J * i (θ) can be obtained by substituting (21) to the cost function (6):
The coordinator knows beforehand that each critical region is a polyhedron and the optimal value function is quadratic. Therefore, the local system operator only needs to communicate the coefficientsS i ands i in (23) andĀ i andb i in (24) to the coordinator.
C. The Coordinator's Problem
The coordinator updates boundary state by solving the following optimization:
Hθ +h ≤ 0, In each iteration, the coordinator optimizes boundary stateθ to minimize the overall cost (26) within the critical region for the coordinators problem (27). As the intersection of critical regions (23) for local sub-problems, the critical region (27) represents active constraints sets in all areas. Within the critical region (27), the coordinator's problem (12) becomes a standard QP as the master problem formulated above.
Solving the master problem is much easier than solving the centralized problem (1)- (5) . First, its size is much smaller than that of the centralized problem. Second, solving the coordinators problem does not require any information for internal sub-areas whereas solving the centralized problem needs a full knowledge of the global system. CRP converges to the global optimal pointθ * if all constraints associated with critical regions (27) are inactive. In practise we introduce the stopping tolerance on the multipliersμ associated with critical region constraints:
If (30) does not hold, then there are active constraints in (27) and the optimal point in current critical region k, denoted byθ * (k ) , resides on its boundary. According to Theorem 1, the objective function J * (θ) is differentiable in Θ. Therefore, the coordinator projects the point of boundary state to a new critical region by moving along the anti-gradient direction:
where α is a small positive constant. The matrix P is the projection matrix that incorporates possible active boundary constraints (28), which can be computed by [24] 
The schematic of CRP is given in Fig. 5 . 
IV. PERFORMANCE ANALYSIS
We analyze the performance of CRP in this section. In particular, we prove the convergence of CRP and review its computation/communication costs.
A. Finite-step Convergence and Optimality
Theorem 2: Setting the stopping criterion as (30), we have the following properties on the convergence and optimality of CRP:
1) For any step size α satisfying
where M k is the maximum eigenvalue ofĀ Σ,(k ) and l k is the distance betweenθ * (k ) and the boundary of Θ along the anti-gradient direction atθ * (k ) , CRP converges within finite steps, i.e., there exists a constant K such that the iteration of CRP terminates at t < K; 2) Assume that the QP solver for the master problem (26)-(28) converges to 1 -suboptimality [25] , i.e., the gap between the objective functions of the primal and dual problems is bounded by
where D is the objective function of the dual problem for (26)-(28) andν denotes the multipliers associated with boundary constraints, then the overall cost and generations obtained by CRP converge to the optimal values when and 1 both approach zero, i.e., lim , 1 →0 c(g * (θ (t ) )) = c(g * (θ * )),
and lim , 1 →0 g * (θ (t ) ) = g * (θ * ).
(36)
Proof: 1) As J * is convex and piecewise quadratic, consider the entire region of Θ, we have
For (31), the values of J * (θ * (k ) ) and J * (θ (t+1) ) yield to J * (θ (t+1) )=J * (θ * (k ) ) + ∇θ J * (θ * (k ) ) T (−αP ∇θ J * (θ * (k ) ))
where z is a point on the line segment betweenθ * (k ) and θ (t+1) . To make J * (θ (t+1) ) smaller than J * (θ * (k ) ), the step size α should yield to
Note that matrix P is idempotent. The solution to (39) is
Furthermore, the point of J * (θ (t+1) ) should remain in Θ. Therefore, the upper bound of step size α is given as (33), which does not change with iterations. For any iteration t, setting α less than its upper bound, we always have
which means the objective function strictly decreases by iterations. Furthermore, there are finite number of critical regions andθ (t+1) is in a different critical region from θ (t) . Assume that there are K critical regions, then CRP terminates within finite number of iterations t < K.
2) The dual problem of the master problem (26)-(28) is
According to the definition of J * , (35) can be proved. Consequently, (36) also holds due to the convexity of c(g).
The significance of Theorem 2 is that it addresses the convergence issue when practical optimization algorithms with stopping rules are used in implementation. Specifically, when practical quadratic solvers with stopping tolerance parameters are used in local sub-problems, Theorem 2 provides an upper bound on the gap to optimality, which turns out to be linear in stopping tolerances.
Since the number of critical regions can be very high, a valid practical concern is how the number of critical regions affect the speed of convergence. It is possible, hypothetically, that a specific initialization results in the path to convergence traverses a large number of critical regions. Our extensive simulations show, however, that this is unlikely to happen; in fact, convergence occurs typically in a small number of steps.
B. Computation/Communication Costs
The computation cost of CRP mainly includes the following two parts: 1) Local sub-problem solution and critical region determination in each area. The local sub-problems have standard forms of QP. The definitions of current critical regions can also be naturally obtained via (20)-(23);
2) The solution to the master problem (26)-(28) at the coordinator. The master problem also has the standard form of QP. Because the dimension of the QP is the size of the boundary state vector, the computation cost of this step is expected to be small. On communication cost, as shown in Fig. 3 , the data exchange in CRP includes the following two parts: 1) Communications from local areas to the coordinator. Each area communicates the coefficientsS i,(k ) ands i,(k ) in (23) andĀ i,(k ) andb i,(k ) in (24) to the coordinator. The number of columns ofS i,(k ) is small, but the numbers of rows ofS i,(k ) ands i,(k ) may be large. According to our experience, however, a large portion of the inequalities in (23) are redundant and can be eliminated. The sizes of A i,(k ) andb i,(k ) equal to the number of boundary buses.
In particular, these coefficients do not include any specific information of physical systems. 2) Communications from coordinator to local areas. The coordinator sends the newest boundary stateθ to corresponding areas. This step only involves vector communication. Furthermore, the finite-step convergence of CRP also guarantees its computation and communication efficiencies.
V. NUMERICAL TESTS
A. 2-Area 6-Bus System Test
CRP was tested on various test beds and compared with the following three approaches: 1) Direct solution to the JED (1)-(5);
2) The Lagrangian relaxation method (LR) [6] , the multipliers associated with boundary constraints were initialized as zero and the artificial parameters were tuned to achieve relatively fast convergence; 3) The marginal equivalence decomposition based method (MED) [17] , the binding constraints set were initialized as void. The quadratic cost functions were approximated by piecewise linear functions with 20 equal size blocks. In all tests, the initial boundary phase angles of CRP were set as zero. The values for and 1 were set as 10 −6 and the step size α was set as 10 −4 .
We first compared these four methods on a simple 6-bus system whose configuration, branch reactance, and cost functions were given in Fig. 6 . The overall costs, iteration times, and computation and communication costs of the four approaches were compared in Table I . LR converged in 12 iterations, its cost was a little higher than that of JED due to the convergence tolerance and its CPU time cost was about four times of that of JED. MED needed two iterations to converge to the optimal block in its piecewise linear cost functions; its results were optimal in this test and its computation time cost was much less than LR, while its communication cost was higher.
On the other hand, as no constraint was considered in this test, there was only one critical region that covered the entire boundary state space. Accordingly, CRP achieved the optimal solution within only one iteration. It also had satisfactory computation and communication efficiencies. 
B. 2-Area 44-Bus System Test
Similar test was performed on a two area system composed of the IEEE 14-(area 1) and 30-bus (area 2) [26] systems. Two tie-lines were added between the two areas, the first connected bus 9 in area 1 and bus 15 in area 2 with reactance 0.15 p.u., the second connected bus 9 in area 1 and bus 28 in area 2 with reactance 0.25 p.u. The capacity limits on internal lines in the 14-bus system were set as 80 MW. Their generation costs were taken from MATPOWER 6.01b. The configuration of the test system was illustrated in Fig. 7 :
There were three boundary buses, setting bus 9 in area 1 as phase angle reference, then the space of boundary state had the dimension of two. The boundary constraints (3) were − 50MW ≤ P 9−15 , P 9−28 ≤ 80MW, − 80MW ≤ P 9−15 + P 9−28 ≤ 80MW.
(50)
Note that IEEE 14-and 30-bus systems are primarily independent and their cost coefficients are very different. Consequently, two different scenarios were designed in this test:
1) The cost coefficients in 30-bus system increased to ten times of their default values. 2) Default cost coefficients were used. For both scenarios, the performances of the four approaches were compared in Table II . In the first scenario, the prices in the two areas were comparable. Accordingly, the optimum point of boundary state resided inside Θ with zero gradient. The CRP method needed two iterations to converge, with one projection of critical regions.
In Fig. 8 all the critical regions were enumerated and the convergence trajectory was plotted. There were totally 25 critical regions in region Θ, while CRP only constructed two of them, highlighted by red, in its two iterations. The iteration time of CRP was much less than the number of critical regions. For comparison, LR needed 164 iterations to converge with prohibitive computation and communication costs. The MED approach converged in ten iterations, its results in this test were sub-optimal due to the piecewise linearization to cost functions. Its CPU time cost less than LR but much more than JED and its communication cost was the most expensive. CRP was the only one out of the three distributed approaches that achieved the same results with JED, it also needed the least number of iterations and computation/communication costs.
In the second scenario, the prices in area 2 was much lower than those in area 1 and the optimal point of boundary state resided on the boundary of Θ. The critical region partition and the convergence trajectory of CRP were given in Fig. 9 . In this scenario, CRP method needed seven iterations to obtain the same results as JED with reasonable computation and communication costs. The iteration number of CRP was also much less than the number of critical regions. In particular, CRP searched along the boundary of Θ after the fourth iteration. For comparison, LR needed more iteration times than the first scenario. MED needed more iterations than CRP to converge with substantial communication cost.
C. 3-Area 448-Bus System Test
The four MAED approaches were also compared on a 3-area system composed by 30-bus, 118-bus, and 300-bus systems. Their interconnections were illustrated in Fig. 10 . The power limits for all tie-lines were set as 40MW. The performances of the four approaches were compared in Table III . LR did not converge in this scenario. Both MED and CRP needed five iterations to converge. The overall cost of MED was a little higher than JED due to the linearization. While CRP got the same cost with JED and needed less computation and communication costs than MED.
In particular, in the first iteration of CRP, we compared the number of rows in matricesS i,(k ) before and after the removal of redundant inequalities as Table IV:  TABLE IV  THE NUMBER OF INEQUALITIES DESCRIBING CURRENT CRITICAL REGIONS  BEFORE AND AFTER THE REDUNDANT REMOVAL   Area  Before  After   30-bus  98  11  118-bus  486  19  300-bus  966  17 From Table IV we found that most constraints were redundant. Although CRP might require substantial communication cost in the worst case, it had satisfactory communication efficiencies in all our simulations. Intuitively, this is because a low dimensional (the number of boundary buses) polyhedron usually has limited number of edges (the number of non-redundant constraints).
D. Discussions
Among the benchmark techniques compared, both CRP and MED require minimum iterations among local operators. This is a very important feature as the size of local optimization is quite large and the cost of optimization is substantial. In this respect, the LR technique is at a disadvantage.
Both LR and CRP require minimal information exchange per-iteration. This is also very important in practice. The MED technique, however, requires local operators to share system parameters and configurations. CRP, on the other hand, exchange only intermediate boundary state, critical regions, and optimal value functions, which tend to be in low dimensions and do not contain any information of internal parts of subareas.
The computation cost of LR per iteration is quite low (although more iterations are needed). MED and CRP have comparable computation cost, with MED requiring to solve local problems with larger scales and CRP requiring computation to obtain critical regions and optimal value functions.
For the 3-area test, in particular, CRP converged in 5.2 s with totally 1618 floating-point numbers exchanged. Taking into account that current procedure to schedule interchange power flow at a particular time costs about 10 minutes [1] , the proposed method is efficient enough, in both communication and computation, for real time operation.
In summary, experience from our numerical experiments suggested that CRP is competitive in its overall performance in accuracy and cost.
VI. CONCLUSION
A coordinated multi-area economic dispatch method based on critical region projection is proposed in this paper. With a given boundary state, each area solves its local dispatch problem, determines its current critical region, and derives its optimal value function. The coordinator minimizes the overall cost within current critical region and then projects the boundary state to a new critical region with a reduced cost. The iterative process between local sub-problems and the coordinator will converge to the global optimum solution within finite number of iterations.
The proposed method does have some limitations. First, it assumes a coordinator who collects optimal value functions and critical regions from individual areas and optimizes the boundary state accordingly. Second, it is not directly applicable to problems with linear cost functions and piecewise quadratic approximation is needed.
Another relative topic is the problem of multi-area unit commitment, which is essentially a mixed integer programming. The theory of multi-parametric mixed integer programming, to our best knowledge, is still unapplicable. Expansions to multiarea economic dispatch with linear cost and to multi-area unit commitment are important objectives for our future work.
