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DENSITY SOLUTIONS TO A CLASS OF INTEGRO-DIFFERENTIAL
EQUATIONS
WISSEM JEDIDI, THOMAS SIMON, AND MIN WANG
Abstract. We consider the integro-differential equation Iα0+f = x
mf on the half-line. We show
that there exists a density solution, which is then unique and can be expressed in terms of the Beta
distribution, if and only if m > α. These density solutions extend the class of generalized one-sided
stable distributions introduced in [29] and more recently investigated in [27]. We study various
analytical aspects of these densities, and we solve the open problems about infinite divisibility
formulated in [27].
1. Introduction and statement of the results
In this paper, we are concerned with the following integro-differential equation
xmf(x) =
1
Γ(α)
∫ x
0
(x− v)α−1 f(v) dv (1)
on (0,∞), with α > 0 and m ∈ R. This equation can be written in a more compact way as
Iα0+f = x
mf,
where Iα0+ is the left-sided Riemann-Liouville fractional integral on the half-axis. We refer to
the comprehensive monograph [22] for more details on fractional operators and the corresponding
differential equations. We are interested in density solutions to (1), that is we are searching for
such f satisfying (1) which are also probability densities on (0,∞). In this framework, the identities
(2.1.31) and (2.1.38) in [22] imply that the auxiliary function h = Iα0+f is a solution to the fractional
differential equation
Dα0+h = x
−mh, (2)
where Dα0+ is the left-sided Riemann-Liouville fractional derivative. This latter equation can be
solved in the case m = 1 in terms of the classical Wright function - see Theorem 5.10 in [22], and
we will briefly come back to this example in Section 3.
Observe that density solutions to (1) may not exist. If α = m for example, then (1) becomes
f(x) =
1
Γ(α)
∫ 1
0
(1− v)α−1 f(xv) dv,
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and the integral of the right-hand side is infinite if f is non-negative and not identically zero. In
this respect, let us also notice that the arbitrary constant Γ(α) in (1) was chosen without loss of
generality: if fm,α is a density solution to (1), then fc,m,α(x) = cfm,α(cx) is for every c > 0 a
density solution to
xmf(x) =
cα−m
Γ(α)
∫ x
0
(x− v)α−1f(v)dv.
Let us start with a few examples. When α = n is a positive integer, then (1) becomes an ODE of
order n satisfied by the n−th cumulative distribution function
Fn(x) =
∫
0<x1<...<xn<x
f(x1) dx1 . . . dxn,
which is
Fn = x
mF (n)n .
• For α = 1, we solve F1 = xmF ′1 with F1 bounded and vanishing at zero. This implies that
F ′1 is a density iff m > 1 with F1(x) = e
− x
1−m
(m−1) , that is fm,1 = F
′
1 is the density of the
Fre´chet random variable ((m−1)Γ1)
1
1−m where, here and throughout, Γt denotes a Gamma
random variable of parameter t > 0, with density
fΓt(x) =
xt−1e−x
Γ(t)
, x > 0.
• For α = 2, we solve F2 = xmF ′′2 with F2 having linear growth at infinity and vanishing
at zero. Supposing m > 2 and making the substitution K(x) = xνF2((x/2ν)
−2ν) with
ν = 1/(m− 2), we obtain Bessel’s modified differential equation
x2K ′′ + xK ′ − (x2 + ν2)K = 0,
whose solutions satisfying the required properties for F2 are constant multiples of the Mac-
donald function Kν . A density solution to (1) is then
fm,2(x) = F
′′
2 (x) = x
−mF2(x) = cν x
−3/2−1/νKν(2νx
−1/2ν),
where cν is the normalizing constant. On the other hand, a computation using e.g. the
formula 7.12(23) p.82 in [14] shows that the independent product Γ1 × Γν+1 has density
2x
ν
2
Γ(ν + 1)
Kν(2
√
x)1(0,∞)(x).
By a change of variable, this implies that fm,2 is the density of ((m− 2)
√
Γ1 × Γν+1)
2
2−m .
For α ≥ 3, the resulting ODE’s have higher order and do not seem to exhibit any classical special
function. In section 3, however, we will see that the density solutions to (1) can be characterized
in terms of the Gamma distribution for all integer values of α.
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When α is not a positive integer (1) is a true integro-differential equation, which can be handled
via the Laplace transform
L(λ) =
∫ ∞
0
e−λx f(x) dx.
In particular, when m = n is a positive integer, the latter satisfies an ODE of order n analogous to
the above, which is
L = (−1)nλαL(n).
• For m = 1, we solve L = −λαL′ with L a completely monotone (CM) function satisfying
L(0) = 1. This implies that there is a density solution to (1) iff α ∈ (0, 1) with L(λ) =
e
− λ
1−α
(1−α) , that is f1,α is the density of (1−α)
1
α−1Z1−α where, here and throughout, Zβ is the
standard positive β-stable random variable with Laplace transform
E[e−λZβ ] = e−λ
β
, λ ≥ 0. (3)
• For m = 2, we solve L = λαL′′ with the same restrictions on L. Supposing α < 2 and
setting ν = 1/(2 − α), the same reasoning as above leads to
L(λ) = 2ν
ν
Γ(ν)
√
λKν(2νλ
1
2ν ) = E[e−ν
2λ
1
ν Γ
−1
ν ],
where the second equality follows again from the formula 7.12(23) p.82 in [14]. For α = 1 =
ν, we recover the above Fre´chet density f2,1(x) = x
−2e−
1
x . For α ∈ (1, 2), it follows from (3)
that f2,α is the density of the independent product ν
2ν Γ−νν × Z 1
ν
. For α ∈ (0, 1), it is not
clear from classical integral formulæ on the Macdonald function that the above L is indeed
a CM function viz. f2,α is a density. In Section 3, we will see that f2,α is for all α ∈ (0, 2)
the density of a certain random variable involving two independent copies of Z1−α
2
.
The study of density solutions to (1) form a positive integer was initiated in [29] and then pursued
in [27], where the corresponding random variables are called “generalized stable”. Apart from the
classical stable case m = 1, these random variables are of interest in the case {m = 2, α ∈ (0, 1)}
which is especially investigated in Section 3 of [29] and Section 7 of [27], because of its connections
to particle transport along the one-dimensional lattice - see [2]. The paper [29] takes the point of
view of Fox functions and shows that for all m ∈ N∗, α ∈ (0, 1) there exists a density solution to
(1) having a convergent power series representation at infinity and a Fre´chet-like behaviour at zero
- see (2.12) and (2.15) therein. The paper [27] takes the point of view of size-biasing and shows
that for all m ∈ N∗, α ∈ (0,m) there exists a unique density solution to (1), whose corresponding
random variable can be represented in the case α ∈ (m − 1,m) as a finite independent product
involving the random variables Zβ and Γt - see Theorems 4.3 and 4.2 therein.
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In this paper, we characterize the existence and unicity of density solutions to (1) for all m ∈ R
and α > 0, and we obtain a representation of the corresponding random variables as two infinite
products involving the Beta random variable Ba,b, whose density is recalled to be
f
Ba,b
(x) =
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1, x ∈ (0, 1).
Here and throughout, all infinite products are assumed to be independent and a.s. convergent. Our
main result reads as follows.
Theorem. The equation (1) has a density solution if and only if m > α. This solution is unique,
and it is the density of
Xm,α
d
=
(
a
m−a
a Γ(
m
a
)
∞∏
n=0
(
m+ an
a+ an
)
Ba+an,m−a
)−1
d
=
(
Γ(m)
Γ(a)
∞∏
n=0
(
m+ n
a+ n
)
B1+n
a
,m
a
−1
)− 1
a
,
with the notation a = m− α.
The fact that the two above infinite products are actually a.s. convergent is an easy consequence
of the martingale convergence theorem - see the beginning of Section 2.1 in [24] and the references
therein. The proof of the above theorem relies on the Mellin transform of f, which is by (1) the
solution to a functional equation of first order given as (10) below. This kind of equation has often
been encountered in the recent literature, with various point of views - see e.g. [31, 26, 23, 28]. If
f is assumed to be a density, then (1) or (10) amount to a random contraction equation
Y
d
= Bm−α,α × Yˆm−α (4)
connecting a random variable Y and its size-bias Yˆm−α, with the notations of the beginning of
Section 2 in [27]. Our two product representations are then essentially a consequence of Theorem
3.5 in [26] and Lemma 3.2 in [27]. However, these simple representations do not seem to have been
observed as yet, see in this respect the bottom of p.208 in [27].
Throughout, motivated by precise asymptotics analogous to (2.15) in [29], we will also connect
the Mellin transform of the solution to (4) to the double Gamma function G(z; τ), z, τ > 0. This
function, also known as the Barnes function for τ = 1, was introduced in [1] as a generalization of
the Gamma function. It fulfils the functional equations
G(z + 1; τ) = Γ(zτ−1)G(z; τ) and G(z + τ ; τ) = (2pi)
τ−1
2 τ
1
2
−zΓ(z)G(z; τ) (5)
with normalization G(1; τ) = 1. The link between these two functional equations and that of (10)
was thoroughly investigated in [23] in the framework of Le´vy perpetuities - see Section 3 therein.
The normalization also implies
G(τ ; τ) =
(2pi)
τ−1
2√
τ
(6)
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for every τ > 0, which will be used henceforth.
A consequence of our main result is the solution to open problems related to the infinite divisi-
bility of the density solutions to (1), recently formulated in [27]. Recall that the law of a positive
random variable X is called a generalized Gamma convolution (X ∈ G for short) if there exists a
suitably integrable function a : R+ → R+ such that
X
d
=
∫ ∞
0
a(t) dΓt ,
where {Γt, t ≥ 0} is the Gamma subordinator. Equivalently, one has X ∈ G iff its log-Laplace
exponent reads
− logE[e−λX ] = aλ +
∫ ∞
0
(1− e−λx)k(x)dx
x
= aλ +
∫ ∞
0
log(1 + λu−1)µ(du) (7)
with a ≥ 0 and
k(x) =
∫ ∞
0
e−xu µ(du)
is a CM function, whose Bernstein measure µ is called the Thorin measure of X. If a random
variable X belongs to G, then it is self-decomposable (X ∈ S for short), and hence infinitely
divisible (X ∈ I for short). An important subclass of G is that of hyperbolically completely
monotone random variables, which we will denote by H. By definition, one has X ∈ H iff X has
a positive density fX on (0,∞) such that fX(uv)fX(uv−1) is CM in the variable v + v−1 for all
u > 0. An important property is that
X ∈ H ⇔ X−1 ∈ H, (8)
showing that H is a true subclass of G since the inverse of an element of G may not even be in I.
We refer to [5] for a classic account on the classes G and H, including all the above facts. See also
Chapter VI.5 in [30], and [19] for a more recent survey.
We now suppose m > α and denote by Xm,α the positive random variable whose density fm,α
is the unique density solution to (1). The law of Xm,α will be denoted by G(m,α) and called
generalized stable with parameters m and α, whereas the law of Ym,α = X
−1
m,α will be denoted by
rG(m,α), in accordance with the terminology of [27]. Observe from (1) that the density gm,α(x) =
x−2fm,α(x
−1) of Ym,α is such that hm,α(x) = x
1−αgm,α(x) is a positive solution to
Iα−h = x
2α−mh,
where Iα− is the right-sided Riemann-Liouville fractional integral on the half-axis. This dual equation
to (1) is the one appearing in a physical context for m = 2 - see (27) in [2].
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Corollary. With the above notations, one has:
(a) Xm,α ∈ G for all m > α.
(b) Xm,α ∈ H ⇔ Ym,α ∈ I ⇔ m ≤ 2α.
Part (a) of the corollary is a generalization of Theorem 5.3 in [27], solving the open questions
formulated thereafter. Besides, by e.g. Theorem III.4.10 in [30], it shows that the density solution
fm,α to (1) is also the unique density solution to
xf(x) =
∫ x
0
km,α(x− y) f(y) dy , (9)
where km,α is the CM function associated to Xm,α through (7). This latter equation is known as
Steutel’s integro-differential equation for infinitely divisible densities. Except in the obvious case
m = 1, the link between the two convolution kernels (x− y)α−1 and km,α(x− y) is mysterious, and
the function km,α is not explicit in general. See however Section 3 for an analytical treatment of
km,α in the cases m = 2α and m = 2. Part (b) gives a characterization of the infinite divisibility of
the law rG(m,α), and it is an extension of Theorem 5.1 in [27]. It can also be viewed as a gener-
alization of the main result of [9], which handles the case m = 1. As will be observed in Remark 1
(a) below, its proof also allows us to solve entirely the open question stated after Theorem 3.2 in [27].
We now turn to the asymptotic behaviour of the densities fm,α at zero and infinity. This is a
basic question for the classical special functions, which is investigated e.g. all along [14]. When
m is an integer, the densities fm,α are Fox functions and in [29], the general results of [10] are
used in order to derive convergent power series representations at infinity, with an exact first order
polynomial term, as well as a non-trivial exponentially small behaviour at zero - see (2.20) and
(2.21) therein. In general, fm,α is not a Fox function because its Mellin transform may have poles
of infinite order. However, we can show the following estimates, which generalize (2.20) and (2.21)
in [29].
Proposition. With the above notation, one has
fm,α(x) ∼ x
α−m−1
Γ(α)
as x→∞ and fm,α(x) ∼ cm,α x−
m(1+α)
2α e−(
α
m−α
)x
α−m
α
as x→ 0,
with
cm,α =
(2pi)
m−2
2 (m− α)
α(1−m)
2(m−α)
√
αG(m,m − α) ·
The estimate at infinity is an elementary consequence of (1). The derivation of the estimate
at zero, much more delicate, is centered around the exact case m = 2α which corresponds to the
Fre´chet random variable Γ−1α . When m > 2α, the underlying random variable is the exponential
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functional of a Le´vy process without negative jumps, and we can apply the recent Tauberian results
of [28]. To handle the case m < 2α which has fat exponential tails, we perform an induction based
on a multiplicative identity in law involving the above Γ−1α .
The next section is devoted to the proof of the three above results. In the last section, we display
several remarkable factorizations generalizing those of [27], and we investigate the corresponding
Fox function representations and convergent power series expansions. We also discuss some explicit
Thorin measures coming from (7) and the behaviour of the laws G(m,α) when α→ 0 and α→ m.
2. Proofs
2.1. Proof of the theorem. We begin with the only if part. Introduce the Mellin transform
M(s) =
∫ ∞
0
x−sf(x)dx
which is well-defined for all s ∈ R with possibly infinite values, since f is non-negative. By Fubini’s
theorem - see also Lemma 2.15 in [22], we readily deduce from (1) the functional equation
M(s+ a)
M(s) =
Γ(m+ s)
Γ(a+ s)
, s > −a. (10)
By strict log-convexity of the Gamma function and since m > m − α = a, we observe that the
right-hand side of (10) is increasing in s. Since s 7→ M(s) is also log-convex by Ho¨lder’s inequality,
the left-hand side of (10) is non-increasing in s when a ≤ 0. All of this shows that there is a density
solution to (1) only if a > 0⇔ m > α.
We now proceed to the if part. On the one hand, the functional identity (5) shows that for all
a ∈ (0,m), the function
M(s) = a (m−a)sa × G(m+ s, a)G(a, a)
G(a+ s, a)G(m,a)
, s > −a, (11)
is a solution to (10). On the other hand, Proposition 2 in [24] implies that this function equals
E
[(
a
m−a
a Γ(
m
a
)
∞∏
n=0
(
m+ an
a+ an
)
Ba+an,m−a
)s]
, s > −a.
This shows that there is a density solution to (1) for m > α, which is that of Xm,α defined by the
first product representation. To obtain uniqueness, we use the same argument as in [27]. If f is a
density solution to (1) and if Y is the random variable with density g(x) = x−2f(x−1), we deduce
from (1) the identity
g(x) =
Γ(m)
Γ(a)Γ(m− a)
∫ 1
0
ta−1(1− t)m−a−1
(
(xt−1)a
M− g(a)g(xt
−1)
)
dt
t
,
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with the notation
M− g(s) =
∫ ∞
0
x−sf(x)dx = E[Y s].
This translates into the random contraction equation
Y
d
= Ba,m−a × Yˆa ,
where Yˆa is the size-bias of order a of Y, having density
xag(x)
M−g(a) . By Theorem 3.5 in [26], the
solutions to this random equation are unique up to scale transformation. Since (10) implies the
normalization E[Y a] = Γ(m)Γ(a) , we finally obtain the uniqueness of g, and that of f as well.
To conclude the proof, it remains to show the identity in law between the two product repre-
sentations of Xm,α. This is actually given as Lemma 3.2 in [27], but we provide here a simple and
separate argument. Setting Ma(s) =M(as) transforms (10) into
Ma(s + 1)
Ma(s) =
Γ(m+ as)
Γ(a+ as)
,
whose solution is unique thanks to the main result of [31] and the log-convexity of the Gamma
function. The functional identity (5) shows that this solution is given by
Ma(s) =
G(ma + s,
1
a)G(1,
1
a)
G(1 + s, 1a)G(
m
a , 1)
= E
[(
Γ(m)
Γ(a)
∞∏
n=0
(
m+ n
a+ n
)
B1+n
a
,m
a
−1
)s]
, s > −1,
where the second equality follows again from Proposition 2 in [24]. This completes the proof.

2.2. Proof of the Corollary. It is well-known and easy to see from the expression of its density
that B−1b,c − 1 ∈ H ⊂ G for every b, c > 0, so that B−1b,c ∈ G as well. The first infinite product
representation in the Theorem and the main result of [6] imply that Xm,α ∈ G, which concludes
the proof of Part (a).
The first inclusion Xm,α ∈ H ⇒ Ym,α ∈ I of Part (b) is an obvious consequence of (8). As in
Theorem 5.1 (b) of [27], the second inclusion Ym,α ∈ I ⇒ m ≤ 2α follows from well-known bounds
on the upper tails of positive ID distributions - see e.g. Theorem III.9.1 in [30], and the small-ball
estimate
x
α−m
α logP[Xm,α < x
−1] = x
α−m
α log P[Ym,α > x] → −
(
α
m− α
)
, x→∞. (12)
When m is a positive integer, the latter estimate is a consequence of (2.15) in [29], taking into
account the normalization (2.1) therein. To prove (12) in the general case, we consider the random
variable Zm,α = (Ym,α)
m−α
α and we study the behaviour of its positive entire moments through the
quantities
an =
(E[(Zm,α)
n])
1
n
n
=
a
n
(
G(m+ bn, a)G(a, a)
G(a+ bn, a)G(m,a)
) 1
n
,
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where the second equality follows from (11), recalling the notation a = m − α and having set
b = am−a · By Stirling’s formula and the estimate (4.5) in [4], we obtain
lim
n→∞
an =
b
e
(13)
which, by Lemma 3.2 in [12], implies (12).
In order to show the last inclusion m ≤ 2α ⇒ Xm,α ∈ H, we will use the argument of the main
result in [9]. If m = 2α, then the first product representation and Lemma 3 in [9] imply
Y2α,α
d
= α
∞∏
n=0
(
n+ 2
n+ 1
)
Bα(n+1),α
d
= cα Γα ,
for some normalizing constant cα which is here one, since the infinite product has unit expectation.
Hence
X2α,α
d
= Γ−1α ∈ H. (14)
If m < 2α viz. m > 2a, the same argument shows that
Ym,α
d
= a
m−a
a Γ(
m
a
)
∞∏
n=0
(
m+ an
a+ an
)
Ba+an,m−a
d
= a
m−a
a Γ(
m
a
)
(
∞∏
n=0
(
n+ 2
n+ 1
)
Ba(n+1),a
)
×
(
∞∏
n=0
(
m+ an
2a+ an
)
B2a+an,m−2a
)
d
= a
m−2a
a Γ(
m
a
) Γa ×
(
∞∏
n=0
(
m+ an
2a+ an
)
B2a+an,m−2a
)
,
which belongs to H by Lemma 1 in [9].

Remark 1. (a) The above proof makes it also possible to characterize the infinite divisibility of
the class L(a, b, r) defined in Section 3 of [27] as the solutions in law to the random contraction
equation
X
d
= Ba,b × Xˆr,
with the notation of Section 2 in [27]. By (3.7) in [27], these solutions are constant multiples of the
infinite product
∞∏
n=0
(
a+ b+ rn
a+ rn
)
Ba+rn,b,
and our argument shows similarly that this product is in H as soon as b ≥ r. By the second
statement of Theorem 3.2 in [27], this entails the characterization
L(a, b, r) ∈ I ⇔ L(a, b, r) ∈ H ⇔ b ≥ r
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for every a > 0, providing an answer to the open question stated after Theorem 3.2 in [27].
(b) The second identity in our main result and Example VI.12.21 in [30] readily imply that
log G(m,α) ∈ S for every m > α. Theorem 3.1 in [27] also shows that logL(a, b, r) ∈ I for every
a, b, r > 0, and that logL(a, b, r) ∈ S if and only if the function
x 7→ x
a(1− xb)
(1− x)(1− xr)
is non-decreasing on (0, 1), a property which neither holds for all a, b, r > 0 nor seems to be
characterized cosily in terms of a, b, r.
2.3. Proof of the Proposition. The asymptotics at infinity is read off immediately in the integro-
differential equation (1) itself, since
fm,α(x) =
(∫ ∞
0
(1− vx−1)1{v≤x}fm,α(v) dv
)
xα−m−1
Γ(α)
∼ x
α−m−1
Γ(α)
as x→∞,
where the estimate follows from dominated convergence and the fact that fm,α is a density on
(0,∞).

The derivation of the asymptotics at zero is more involved, and we have to consider three cases
separately. Observe that at the logarithmic level, the asymptotic was already obtained in (12).
2.3.1. The case m = 2α. Here, the identity (14) implies
f2α,α(x) =
x−α−1
Γ(α)
e−
1
x ,
which shows the desired asymptotic behaviour in an exact formula, since
c2α,α =
(2pi)α−1α−α
G(2α,α)
=
(2pi)
α−1
2√
αΓ(α)G(α,α)
=
1
Γ(α)
·

2.3.2. The case m > 2α. We first show the estimate
fm,α(x) ∼ c x−
m(1+α)
2α e−(
α
m−α
)x
α−m
α
(15)
for some positive constant c which will be identified afterwards. Recall the notation a = m−α and
introduce the parameter β = m−aa ∈ (0, 1). From (11) and the first equation in (5), we get
φm,α(s) =
M(s+ 1)
M(s) = a
β Γ(1 + β +
s
a)
Γ(1 + sa)
= aβ
Γ(1 + β(1 + u))
Γ(1 + βu)
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with the notation s = aβu. Using e.g. Lemma 1 in [7], this implies
sM(s+ 1)
M(s) = ψm,α(s)
where
ψm,α(s) = a
β
(
Γ(β + 1)s +
∫ 0
−∞
(esx − 1− sx)
(
amβemx
Γ(1− β)(1 − eax)β+2
)
dx
)
is the Laplace exponent of a Le´vy process without positive jumps {L(m,α)t , t ≥ 0}, that is ψm,α(s) =
logE[esL
(m,α)
1 ]. By the Bertoin-Yor criterion - see Proposition 2 in [3] and its proof, we deduce
Xm,α
d
=
∫ ∞
0
e−L
(m,α)
t dt.
The required estimate will now follow from a recent general result of Patie and Savov on exponential
functionals of Le´vy processes without positive jumps. We first write
φm,α(s) = a
β Φβ(sa
−1) ,
where
Φβ(u) =
(
u+ β
u
)
Γ(β + u)
Γ(u)
= uβ
(
1 +
β(β + 1)
2u
+
β(β2 − 1)(3β + 2)
24u2
+ O(u−3)
)
,
the expansion being e.g. a consequence of Formulæ (4) and (5’) in [13]. This expansion also shows,
after some algebra, that
Φ−1β (u) = u
1
β − (β + 1)
2
+ O(u−
1
β )
and, from the concavity of Φβ and the monotone density theorem, that Φ
′
β(u) ∼ βuβ−1. This
implies
φ−1m,α(s) = aΦ
−1
β (sa
−β) = s
1
β − m
2
+ O(s−
1
β )
and
(φ−1m,α)
′(s) =
1
φ′m,α(φ
−1
m,α(s))
∼ s
1−β
β
β
·
Putting everything together with Formula (5.47) in [28], we finally obtain (15), and it remains to
identify the constant c. To do so, we introduce the random variable Um,α = βX
− 1
β
m,α = βZm,α, with
density
hm,α(x) = (βx
−1)β+1fm,α((βx
−1)β) ∼ c (βx−1)
m(1−α)
2(m−α) e−x as x→∞.
A standard approximation using Laplace’s method and Stirling’s formula implies
E[Unm,α]
n!
∼ c (βn−1)
m(1−α)
2(m−α) as n→∞.
On the other hand, we have
E[Unm,α]
n!
=
αn
n!
(
G(m+ bn, a)G(a, a)
G(a+ bn, a)G(m,a)
)
∼ cm,α (βn−1)
m(1−α)
2(m−α) as n→∞,
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where the estimate follows from (4.5) in [4], Stirling’s formula, and some algebra. This completes
the proof.

2.3.3. The case m < 2α. In this case, the small ball estimate (12) shows that Ym,α does not have
exponential moments, so that Xm,α is not distributed as the exponential functional of a Le´vy
process without positive jumps, by Proposition 2 in [3]. Hence, we cannot use the estimate (5.47)
in [28]. We will first prove (15) via an induction on n, where
(n+ 1)a < m ≤ (n+ 2)a. (16)
The case n = 0 follows from the previous cases m ≥ 2α ⇔ m ≤ 2a. To prove the induction step,
we first observe the identity in law
Ym,m−a
d
= Ym−a,m−2a × Γα, (17)
which is a consequence of (11), the second equation in (5), and fractional moment identification.
The multiplicative convolution formula leads then to
fm,α(x) =
1
Γ(α)
∫ ∞
0
fα,2α−m(xy) y
α e−y dy.
Setting again b = am−a < 1, we choose δ ∈ (b, 1) and we decompose
fm,α(x) =
1
Γ(α)
∫ x−δ
0
fα,2α−m(xy) y
α e−y dy + o(e−x
−η
), x→ 0, (18)
for every η ∈ (b, δ), where the Landau estimate follows readily from the bounded character of
fα,2α−m. To estimate the integral, we use the induction hypothesis on fα,2α−m, and the fact that
δ < 1, in order to obtain∫ x−δ
0
fα,2α−m(xy) y
α e−y dy ∼ c x−
α(1+2α−m)
2(2α−m)
∫ x−δ
0
y
α(2α−m−1)
2(2α−m) e−y−(
2α−m
m−α
)(xy)
α−m
2α−m
dy
∼ c x−(b+m+12 )
∫ xb−δ
0
z
α(2α−m−1)
2(2α−m) e−x
−b(z+( 2α−m
m−α
)z
α−m
2α−m ) dz.
Using Laplace’s approximation, we deduce that there exists a positive constant c˜ such that∫ x−δ
0
fα,2α−m(xy) y
α e−y dy ∼ c˜ x− b+m+12 e−b−1x−b = c˜ x−m(1+α)2α e−( αm−α )x
α−m
α
.
By (18), this completes the proof of (15) by induction. The identification of the constant c˜ is done
exactly in the same way as in the case m > 2α.

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Remark 2. (a) The derivation of the asymptotics at infinity follows also, in a more complicated
way similar to the argument of Theorem 4.4 in [27], from the behaviour of M(s) at its first pole
s = −a. More precisely, by (10), we have
M(s) ∼
(
aa−mG(m− a, a)G(a, a)
G(m,a)
)
× 1
G(a+ s, a)
=
1
aΓ(m− a)G(a + s, a) as s ↓ −a,
where the equality comes from (6) and the second equation in (5). The latter also imply
1
G(a+ s, a)
=
(2pi)
a−1
2 a
1
2
−a−sΓ(s+ a)
G(2a + s, a)
∼ a
a+ s
as s ↓ −a,
showing that this first pole is simple and isolated. Putting everything together and using e.g.
Theorem 4 in [15], we obtain the required asymptotic
fm,α(x) ∼ x
−a−1
Γ(m− a) =
xα−m−1
Γ(α)
as x→∞.
In principle, the exact expression of M(s) and Theorem 4 in [15] should make it possible to derive
a more complete expansion of fm,α at infinity. As mentioned in the introduction, an absolutely
convergent power series expansion exists when m is an integer, as a consequence of a Fox represen-
tation of order m for gm,α(x) = x
−2fm,α(x
−1) - see (2.11) and (2.12) in [29]. However, since the
double Gamma function may have poles of infinite order, the existence of such a convergent power
series expansion is delicate in general. We will consider some examples in Section 3.1, revisiting in
particular the case when m is an integer. See also Theorem 3 in [23] for some results in this vein,
which apply to some cases when m > 2α is not an integer.
(b) In the strict stable case m = 1, our asymptotic at zero reads simply
f1,α(x) ∼ x
− 1+α
2α√
2piα
e−(
α
1−α)x
α−1
α
=
x
− 2−a
2(1−a)√
2pi(1− a) e
−( 1−aa )x
−a
1−a
,
in accordance with X1,α
d
= a−
1
aZa - see the first order term of (2.4.30) in [17] and also Theorem 1
in [21]. The latter formula displays actually a complete expansion of the density f1,α at zero, with
non-explicit coefficients. The detailed argument for this expansion, which relies on (3), Fourier in-
version, and the method of steepest descent, is in the proof of Theorem 2.4.6 in [17]. In the absence
of explicit Laplace transform, a complete expansion at zero for fm,α seems difficult to derive in
general when m 6= 1.
(c) The multiplicative identity (17) has a more general formulation, which is
Ym,α
d
= Yq,q−a × Y (q−a)m+a−q,m−q (19)
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for every q ∈ (m − a,m), with the alternative notation X(t) = Xˆt. Notice that (19) boils down to
(17) for q = m− a and that, contrary to the self-similar identity
X1,1−a
d
= b
a−b
ab X1,1−b × X
1
b
1,1− a
b
which is valid for every b ∈ (a, 1), it is not a subordination formula. As in Corollary 4 (a) of [24],
it can also be shown that Xm,β is a multiplicative factor of Xm,α for every 0 < β < α < m.
3. Further remarks
3.1. Some particular factorizations. In this paragraph we consider three situations where the
law G(m,α) has simpler expressions as a finite product involving the Gamma or the positive stable
distribution. This expression is derived from rewriting (11) as a moment of Gamma type, thanks
to the concatenation formulæ of (5). We refer to [20] for a survey on moments of Gamma type. In
our three cases, the density fm,α is also a Fox H−function and we display the convergent power
series representations, when it is possible. Throughout, we use again the notations a = m− α and
X(t) = Xˆt in order to have simpler formulæ. Our reference for Fox functions is Section 1.12 in [22],
especially (1.12.1) and (1.12.19) therein.
3.1.1. The case α = n ∈ N. We have
M(s) = ansa
n∏
i=1
(
Γ(1 + i−1a +
s
a)
Γ(1 + i−1a )
)
, s > −a.
This shows that Xm,n is a finite independent product of generalized Fre´chet random variables, as
was already observed in the introduction for α = 1, 2 : one has
Xm,n
d
=
(
an Γ1 × · · · × Γ1+n−1
a
)− 1
a
.
The Fox function representation of fm,n is then
fm,n(x) =
(
a
n
a∏n
i=1 Γ(1 +
i−1
a )
)
H0,nn,0

ana x
∣∣∣∣∣∣
(−ia ,
1
a)i=1,...,n

 .
When a 6∈ Q or a ∈ Q with a = pq irreducible and p ≥ n, the following convergent power series
representation holds:
fm,n(x) =
(
a
n
a
+1∏n
i=1 Γ(1 +
i−1
a )
)
n∑
r=1
∞∑
k=0
(−1)ka−( rna +n(k+1))
k!
(∏ˆn
j=1
Γ( j−ra − k)
)
x−(r+a(k+1)),
where the hat product indicates omission of j = r. For n = 1, this simplifies into
fm,1(x) = x
−a−1
∑
k≥0
(−1)k
k!
1
(axa)k
= x−a−1e−
1
axa
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as expected, since Xm,1
d
= (aΓ1)
− 1
a . For n = 2 and ν = 1a 6∈ N, this simplifies into
fm,2(x) =
x−a−1
Γ(ν)
∑
k≥0
(−1)k
k!
(
Γ(ν − k) + Γ(−ν − k)(axa/2)−2ν
)
(axa/2)−2k
=
2x−a−3/2
aνΓ(ν)
Kν(
2
axa/2
)
as expected, since Xm,2
d
= (a
√
Γ1 × Γ1+ν)− 2a - see the second example in the introduction. Notice
that the representation of fm,2 in terms of the Macdonald function Kν also holds for ν ∈ N, but
then the convergent series representation has a logarithmic term - see Formula 7.2.5(37) in [14].
3.1.2. The case m = an, n ∈ {2, 3, . . .}. We have
M(s) =
n∏
i=1
(
Γ(ia+ s)
Γ(ia)
)
, s > −a.
This shows that Xan,a(n−1) is a finite independent product of inverse Gamma random variables, as
was already observed in (14) for n = 1 : one has
Xm,n
d
=
(
Γa × · · · × Γa(n−1)
)−1
.
The Fox function representation of fan,a(n−1) is
fan,a(n−1)(x) =
(
1∏n−1
i=1 Γ(ia)
)
H0,n−1n−1,0

x
∣∣∣∣∣∣
(−ia, 1)i=1,...,n

 .
When n = 2 or a, . . . , (n− 2)a 6∈ N, the following convergent power series representation holds:
fan,a(n−1)(x) =
(
1∏n−1
i=1 Γ(ia)
)
n−1∑
r=1
∞∑
k=0
(−1)k
k!
(∏ˆn−1
j=1
Γ((j − r)a− k)
)
x−ra−k−1.
For n = 2, this simplifies into
f2a,a(x) =
x−a−1
Γ(a)
∑
k≥0
(−1)kx−k
k!
=
x−a−1e−
1
x
Γ(a)
,
as expected from (14). For n = 3 and a 6∈ N, similarly as above we get
f3a,2a(x) =
x−a−1
Γ(a)Γ(2a)
∑
k≥0
(−1)k
k!
(
Γ(a− k) + Γ(−a− k)x−a)x−k = x−3a/2−1
Γ(a)Γ(2a)
Ka(2x
−1/2),
the representation on the right-hand side in terms of the Macdonald function holding for a ∈ N as
well.
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3.1.3. The case m = n. We have
M(s) = ansa Γ(1 +
s
a)
Γ(1 + s)
×
n−1∏
i=1
(
Γ( i+sa )
Γ( ia)
)
=
(
a
n
a
n
)s
×
n−1∏
i=0
(
Γ(1 + i+sa )Γ(1 +
i
n)
Γ(1 + i+sn )Γ(1 +
i
a)
)
, s > −a,
where the second equality comes from the Legendre-Gauss multiplication formula for the Gamma
function. Observe also that the first equality is Theorem 4.1 in [27], with a different normalization.
This shows that Xn,α is a finite independent product of power transforms of size-biased stable
random variables, as was already mentioned in the introduction for m = 1, 2 : one has
Xn,α
d
= na−
n
a
(
Z a
n
× Z(
−1
n
)
a
n
× · · · × Z(
1−n
n
)
a
n
) 1
n
.
This factorization may look more satisfactory than that of Theorem 4.2 in [27], and it is also valid
in the full range α ∈ (0, n). The Fox function representation of fn,α is derived similarly as (2.11) in
[29] - beware again our different normalization: one has
fn,α(x) =
(
a
n
a
−1∏n−1
i=1 Γ(
i
a)
)
H0,nn,1

ana x
∣∣∣∣∣∣
(1− ia , 1a)i=1,...,n
(0, 1)

 .
When a 6∈ Q or a ∈ Q with a = pq irreducible and p ≥ n, the following convergent power series
representation holds:
fn,α(x) =
(
a
n
a∏n−1
i=1 Γ(
i
a)
)
n∑
r=1
∞∑
k=0
(−1)ka−( rna +nk)
k!Γ(1− r − ak)
(∏ˆn
j=1
Γ( j−ra − k)
)
x−r−ak.
For n = 1, this simplifies into
f1,α(x) =
∑
k≥1
(−a)−k
k!Γ(−ak) x
−1−ak
as expected from e.g. Theorem 2.4.1 in [17], since X1,α
d
= a−
1
aZa. By (2.2.35) in [22], the auxiliary
function h1,α = I
α
0+f1,α has Laplace transform
(Lh1,α)(λ) = λ−α exp
(
− λ
1−α
1− α
)
,
in accordance with (5.2.143) in [22], which leads to (5.2.139) therein, and our above equation (2)
which is for m = 1 the fractional differential equation (5.2.137) in [22] with λ = 1 therein.
In the physically relevant case n = 2 and for ν = 1a 6∈ N, the series representation simplifies into
f2,α(x) =
1
xΓ(ν)
∑
k≥0
(−1)k
k!Γ(−ak)
(
Γ(ν − k)− (1 + ak)Γ(−ν − k)(axa/2)−2ν
)
(axa/2)−2k.
Observe the striking formal resemblance with fm,2, although no expression in terms of a classical
special function seems here available. Notice also that for ν ∈ N, there is no convergent power series
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representation for f2,α in general, save for ν = a = α = 1 where the reduction formula (1.12.43) in
[22] yields
f2,1(x) = H
0,2
2,1

x
∣∣∣∣∣∣
(1− i, 1)i=1,2
(0, 1)

 = H0,11,0

x
∣∣∣∣∣∣
(−1, 1)  = x−2e− 1x ,
as again expected from (14).
3.2. Some explicit Thorin measures. As mentioned in the introduction, it follows from Part (a)
of the Corollary that the density solutions to (1) are also solution to the Steutel’s integro-differential
equation (9), whose convolution kernel km,α(x− y) is such that
km,α(x) =
∫ ∞
0
e−xuµm,α(du)
is a CM function. In the literature, the measure µm,α is called the Thorin measure associated to
the random variable Xm,α ∈ G, and we refer to [19] - see also Chapter 3 in [5] - for more on this
topic. From (7), the measure µm,α is related to the Laplace transform Lm,α of Xm,α via its Stieltjes
transform: ∫ ∞
0
µm,α(du)
u+ λ
= −(logLm,α)′(λ).
Recall that when m = 1, we have
k1,α(x) =
xα−1
Γ(α)
=
∫ ∞
0
e−xu
(
sin(piα)
piuα
)
du,
so that µ1,α has a simple explicit density. Let us mention two other cases where µ1,α has a more
or less explicit density.
3.2.1. The case m = 2α. This case was already discussed at the end of Section 3.2 in [7], but we
do it again here for completeness. From (14) we have X2α,α
d
= Γ−1α , whose Laplace transform is
computed similarly as in the introduction:
L2α,α(λ) = 2λ
α
2
Γ(α)
Kα(2
√
λ).
Using Formulæ 7.11.(25-26) in [14], we deduce
− (logL2α,α)′(λ) = Kα−1(2
√
λ)√
λKα(2
√
λ)
=
∫ ∞
0
(
1
4pi2u ((Jα(2
√
u))2 + (Yα(2
√
u))2)
)
du
u+ λ
(20)
where the second, non-trivial, equality follows from the main result of [16] - see also [18] for a simpler
argument using the Perron-Stieltjes inversion formula and the Wronskian of Hankel functions. This
shows that µ2α,α has an explicit density ϕ2α,α which is expressed in terms of the classical Bessel
functions Jα and Yα :
ϕ2α,α(u) =
1
4pi2u ((Jα(2
√
u))2 + (Yα(2
√
u))2)
·
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Remark 3. For every α > 0, t 6= 0, the Laplace transform of Γ−
1
t
α is computed formally as
E[e−λΓ
−
1
t
α ] =
1
tΓ(α)
∫ ∞
0
xαt−1 exp
(
−xt − λ
x
)
dx =
Zαtt (λ)
tΓ(α)
,
where Zνρ is the so-called Kra¨tzel function - see (1.7.42) in [22]. On the other hand, we know by
Theorem 4 in [8] and the discussion therebefore, that
Γ
− 1
t
α ∈ G ⇔ Γ−
1
t
α ∈ I ⇔ t ≥ −1.
This shows that −(logZνρ )′ is the Stieltjes transform of a positive measure µρ,ν for all ρ ≥ −1 and
νρ ≥ 0, and that it is not CM for ρ < −1. The measure µρ,ν is not explicit in general, except for
ρ = 1 by the preceding discussion and Formula (1.7.43) in [22]. The case ρ = ν > 0 corresponds
to the Fre´chet random variable Γ
− 1
ρ
1 and to our above special case α = 1. It is also discussed in
Section 3.4 of [7] for ρ = ν ∈ (0, 1), from the point of view of Bochner’s subordination.
3.2.2. The case m = 2. As seen in the introduction, we have
L2,α(λ) = 2ν
ν
Γ(ν)
√
λKν(2νλ
1
2ν )
with the notation ν = 12−α ∈ (1/2,∞). The same computation as above and the Perron-Stieltjes
inversion formula lead to
−(logL2,α)′(λ) = λ
1
2ν
−1Kν−1(2νλ
1
2ν )
Kν(2νλ
1
2ν )
=
∫ ∞
0
(
1
2piνu
ℑ
(
zKν−1(z)
Kν(z)
))
du
u+ λ
with z = 2ν(eipiu)
1
2ν , which shows a semi-explicit expression for the density ϕ2,α of µ2,α.
When ν > 1⇔ α ∈ (1, 2), we have arg(z2) ∈ (0, pi) and we can apply the second equality in (20)
which holds on the complex plane cut along the negative real axis. This yields, after some algebra,
an explicit integral representation connecting ϕ2,α to ϕ2α,α :
ϕ2,α(u) =
1
ν2
∫ ∞
0
fXν (
u
x
)
(
x
1
ν
−1ϕ2α,α(x
1
ν )
) dx
x
,
where fXν is the density of Xν
d
= ν−2ν(C 1
ν
)ν and Cµ is for every µ ∈ (0, 1) the half-Cauchy random
variable with density
sin(piµ)
piµ(x2 + 2cos(piµ)x+ 1)
·
Observe that since Xν
d−→ 1 as ν → 1, the above representation boils down to the tautological
identity ϕ2,1 = ϕ2,1 when ν = α = 1, a special case of Paragraph 3.2.1 above.
When ν ∈ (1/2, 1) ⇔ α ∈ (0, 1), we can write z = iZ with Z = 2νeipi( 12ν− 12 )u 12ν such that
arg(Z2) ∈ (0, pi). By Formula 7.2.2(16) in [14], we obtain
ϕ2,α(u) =
−1
2piνu
ℑ
(
ZH
(2)
ν−1(Z)
H
(2)
ν (Z)
)
,
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a complex expression which does not seem to lead to any particular real simplification.
3.3. Some limit behaviours. In this last paragraph we briefly mention the limit behaviour of
G(m,α) when the parameters (m,α) reach their admissibility boundary.
• When α→ 0⇔ a→ m, our main result shows immediately that
Xm,α
d−→ 1,
an extension of the case m = 1 where it is obvious from (3) that Za
d−→ 1 as a→ 1.
• When α→ m⇔ a→ 0, the second identity of our main result shows that
aXam,α
d
=
Γ(a+ 1)
Γ(m)
×
(m
a
×B1,m
a
−1
)−1
×
(
∞∏
n=0
(
m+ n+ 1
a+ n+ 1
)
B1+ 1+n
a
,m
a
−1
)−1
d−→ 1
Γ(m)Γ1
,
where the convergence follows from (2.5) in [24]. This is again an extension of the case
m = 1 where Z−aa
d−→ Γ1 as a→ 0. See also [11] for the asymptotic behaviour of real stable
laws with small self-similarity parameter.
Remark 4. When m→ ∞ and α or a is fixed, putting together (11) and (4.5) in [4] shows after
some comparison with Theorem 1.4 and Remark 1.5 in [25] that G(m,α) exhibits a so-called mod-
Gaussian convergence. We have not investigated the full details as yet, leaving them to further
research.
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