This work focuses on numerical methods for finding optimal dividend payment and capital injection policies to maximize the present value of the difference between the cumulative dividend payment and the possible capital injections. Using dynamic programming principle, the value function obeys a quasi-variational inequality (QVI). The state constraint of the impulsive control gives rise to a capital injection region with free boundary. Since the closed-form solutions are virtually impossible to obtain, we use Markov chain approximation techniques to construct a discrete-time controlled Markov chain to approximate the value function and optimal controls. Convergence of the approximation algorithms is proved.
Introduction
Designing dividend payment policies has long been an important issue in actuarial science and finance literature. The dividend payment decision is crucial because not only does it represent an important signal about a firm's future growth opportunities and profitability but also may influence the investment and financing decisions of firms and the wealth of the policyholders. For insurance companies, because of the nature of their products, insurers tend to accumulate relatively large amounts of cash, cash equivalents, and investments in order to pay future claims and avoid financial ruin. The study of insurance companies' dividend decisions is thus desirable because the payment of dividends to shareholders may reduce an insurer's ability to survive adverse investment and underwriting experience. Recently, the financial crisis has led to the controversial discussion on the dividend policy of European insurance industry; see Reddemann et al. (2010) .
Stochastic optimal control problems on dividend strategies for an insurance corporation have drawn increasing attention since the introduction of the optimal dividend payment model proposed by De Finetti (1957) . Recently there have been increasing efforts on applying advanced methods of stochastic control to study the optimal dividend policy; see Asmussen and Taksar (1997) , Gerber and Shiu (2004) , and Schmidli (2008) . As an extension of the previous work, the dividend is assumed to be paid out with the constraint that a transaction cost must be paid. The transaction cost includes two parts: a proportional cost and a fixed cost. The studies related to optimal dividend problems with transaction costs can be referred to Thonhauser and Albrecher (2011) , He and Liang (2009) , and Yao et al. (2010) . On the other hand, to maximize the expected total discounted dividend payments, the company will bankrupt almost surly if the dividend payment is paid out as a barrier strategy. In practice, Dickson and Waters (2004) suggested that capital injections can be taken into account to maintain the business when cashflow is insufficient. That is, whenever the company is on the verge of bankruptcy, the company can raise sufficient funds to survive. Furthermore, penalty will be paid at the time of ruin, which can be considered as the transaction cost (proportional and fixed) of capital injection; see Sethi and Taksar (2002) , Kulenko and Schimidli (2008) , and Yao et al. (2011) .
In this work, we model the surplus as a jump process. Capital injections and dividend payment policies with transaction costs are introduced as impulse and singular stochastic controls. Whenever the company is on the verge of ruin, the company can raise sufficient funds to survive. A natural payoff function is to maximize the difference between the expected total discounted dividend payment and the capital injections under the optimal controls. Scheer and Schmidli (2011) consider the capital injections with administration costs when surplus hits 0 and provides an algorithm to compute the size of constant capital injections. Comparing to the work in Scheer and Schmidli (2011) , we consider a more general capital injection policy, where the capital injections are exerted when surplus hits not only 0 but also a sufficiently low threshold. To maximize the performance, the impulse controls of capital injections depend on the surplus processes and can be very large, which results in a free boundary problem and adds more difficulty to analyze the optimal policies. The formulation of our model is general and versatile. Due to the inclusion of both impulse and singular controls, closed-form solutions are virtually impossible to obtain. Thus we focus on developing numerical solutions.
To find the optimal capital injection and dividend payment strategies, one usually solves a so-called Hamilton-Jacobi-Bellman (HJB) equation. However, in our work, because of the impulse and singular control formulation, the HJB equation is in fact a quasi-variational inequality (QVI) with free boundary. A closed-form solution is virtually impossible to obtain. A viable alternative is to employ numerical approximations. In this work, we adapt the Markov chain approximation methodology developed by Kushner and Dupuis (2001) . To the best of our knowledge, the related results are relatively scarce; Budhiraja and Ross (2007) and Kushner and Martins (1991) are the only papers that carry out a convergence analysis using weak convergence and relaxed control formulation of numerical schemes for singular control problems. In a recent work, Jin et al. (2012) developed numerical algorithms for approximating optimal reinsurance and dividend payment policies. In that paper, singular controls of dividend payments are considered. This paper further treats models with jump claims and impulse controls. Moreover, the impulse controls of capital injections depend on the surplus and can be very large. These state-dependent capital injections lead to the formulation of a free boundary problem. Roughly, as demonstrated in the numerical experiments, the state-dependent "threshold" curve separates the capital injection region and continuation region. Thus, the problem becomes more complex and difficult to handle. We should add that the Markov chain approximation method requires little regularity of the value function and analytic properties of the QVI. The numerical implementation can be done using either value iterations or policy iterations.
The rest of the paper is organized as follows. A general formulation of optimal capital injection strategies and dividend policies are presented in Section 2. Section 3 deals with the numerical algorithm of Markov chain approximation method. The Poisson jumps, impulse control and the singular control are well approximated by the approximating Markov chain and the dynamic programming equation are presented. Section 4 deals with the convergence of the approximation scheme. The technique of "rescaling time" is introduced and the convergence theorems are proved. Two numerical examples are provided in Section 5 to illustrate the performance of the approximation method in different claim severity distributions. Finally, some additional remarks are provided in Section 6.
Formulation
We assume that the surplus X(t) of an insurance company in the absence of dividend payments and capital injections satisfies the classical Cramér Lundberg process,
where x is the initial surplus, the constant c is the rate of premium. Let n be the interarrival time of the nth claim,
j , and N (t) = max{n ∈ N : ν n ≤ t} is the number of claims up to time t, which is a Poisson counting process.
is a compound Poisson process representing claims with arriving rate λ. Y is assumed to be the magnitude of the claim size and has the distribution Π(·). Let f (y) (for y ≥ 0) and µ denote the probability density and the mathematical expectation of Y respectively. Then the Poisson measure N (·) has intensity λdt × Π(dy) where Π(dy) = f (y)dy. We are now working on a filtered probability space (Ω, F, {F t }, P ), where F t is the σ-algebra generated by {N (s) : 0 ≤ s ≤ t}.
A dividend strategy Z(·) is an F t -adapted process {Z(t) : t ≥ 0} corresponding to the accumulated amount of dividends paid up to time t such that Z(t) is a nonnegative and nondecreasing stochastic process that is right continuous with left limits. Throughout the paper, we use the convention that Z(0 − ) = 0. The jump size of Z at time t ≥ 0 is denoted by ∆Z(t) := Z(t) − Z(t − ), and Z c (t) := Z(t) − 0≤s≤t ∆Z(s) denotes the continuous part of Z(t).
The capital injection process L(t) = ∞ n=1 I {τn≤t} ζ n is described by a sequence of increasing stopping times {τ n , n = 1, 2, . . .} and a sequence of random variables {ζ n , n = 1, 2, . . .}, which represent the times and the sizes of capital injections. A control policy π is described by π = {Z; L} = {Z; τ 1 , . . . , τ n , . . . ; ζ 1 , . . . , ζ n , . . .}. Assume the evolution of X(t), subject to capital injections and dividend payments, follows a one-dimensional process on an unbounded domain G = (0, ∞). The controlled asset process is
Remark 2.1. Note that the drift c describes the premium magnitude collected by the insurance company. It is used to determine the amount charged by the insurer and mainly depends on the insurance coverage, not surplus. However, from a numerical approximation point of view, making c X-dependent will not introduce any essential difficulty. In this paper, we assume that the shareholders need to pay K + β 2 ζ, β 2 > 1, to meet the capital injection of ζ. K > 0 is the fixed transaction costs, (β 2 − 1)ζ is the proportional transaction costs. We assume that if the company pay l as dividends, the shareholders can get β 1 , 0 < β 1 < 1, and we omit the fixed transaction costs in the dividends payout process. Denote by r > 0 the discounting factor. For an arbitrary admissible pair π = (Z, L), the performance function is
3)
The pair π = (Z, L) is said to be admissible if Z and L satisfy (i) Z(t) and L(t) are nonnegative for any t ≥ 0,
(ii) Z is right continuous with left limit (càdlàg), nondecreasing and adapted to F t , (iii) τ n is a stopping time w.r.t. F t , and 0 ≤ τ 1 < . . . < τ n < . . ., a.s.
(iv) ζ n is measurable w.r.t. F t , (v) P (lim n→∞ τ n < T ) = 0, ∀T > 0, and (vi) J(x, π) < ∞ for any x and admissible pair π = (Z, L), where J is the functional defined in (2.3).
Suppose that A is the collection of all admissible pairs. Define the value function as
For an arbitrary π ∈ A, and
where V x denotes the first derivatives with respect to x. Define another capital injection operator M by
If the value function V defined in (2.4) is sufficiently smooth, by applying the dynamic programming principle (Fleming and Soner (2006) ), we formally conclude that V satisfies the following quasi variational inequality (QVI):
Similar to Yao et al. (2011) , we divide the set of the surplus to three regions (i) Continuation region:
(ii) Dividend payout region:
(iii) Capital injection region:
Boundary Conditions. The capital injection will be taken into account when there is not enough solvency capital to maintain the business. Intuitively, on the boundary of the capital injection region, the value function obeys
To make the company run continuously, the capital injections will definitely occur at the moments when x = 0. In addition, the capital injections also occur whenever the surplus is sufficiently low. The impulse control of capital injections is dependent on the surplus states and leads to a free boundary of the capital injection region. Furthermore, we also need boundary conditions at ∞ for x in the computation. Since the surplus cannot reach infinity, we only need to choose B large enough and compute the value function in the finite interval G = [0, B]. To make it computationally feasible, we truncate x at some large value B. When B is large enough, it follows
That is, the dividend payout strategy is a barrier strategy. Whenever the surplus exceed some barrier, the excess is paid out immediately as dividend. We consider the dividend payout strategy with the capital injection as a band strategy. The decision maker will take no action until the surplus reaches the lower barrier, where a impulse control of capital injection will be taken. The dividend will be paid out immediately when the surplus reaches the upper barrier. Combing(2.7), (2.8) and (2.9), the quasi variational inequality (QVI) with the boundary conditions follows
(2.10)
Remark 2.2. The value function V is not necessarily smooth. In fact, Bayraktar et al. (2011) provide an example in which the value function is not even continuous. While a classical solution of the QVI cannot be obtained, an alternative definition for a solution to the quasi-variational inequalities (2.10) is that of a viscosity solution (See Song et al. (2011) ). However, we focus on the numerical solutions in this work, and the definition of viscosity solution will not lead any difficulty in numerical approximation.
Numerical Algorithm
In this section, we deal with the numerical algorithm of Markov chain method for solving the QVI. Following the original idea of Markov approximation techniques in Kushner and Dupuis (2001) , we will construct a two-component discrete-time controlled Markov chain to approximate the process with impulse and singular control terms. The discrete-time and finite-state controlled Markov chain is so defined that it is locally consistent with (2.2). In this problem, the process contains a term of Poisson jumps. To construct the approximating Markov chain, let us recall some facts of Poisson random measure which is useful for the convergence theorems.
To proceed, we need introduce an equivalent way to define the process (2.2) by working with the claim times and values. Set ν 0 = 0, and let ν n , n ≥ 1, denote the time of the nth claim, and Y n is the corresponding claim intensity. Let {ν n+1 − ν n , Y n , n < ∞} be mutually independent random variables with ν n+1 −ν n being exponentially distributed with mean 1/λ.
and the claim amount S(t) can be written as
We note the local properties of claims for (2.2). Because ν n+1 − ν n is exponentially distributed, we can write
(3.1)
By the independence and the definition of Y n , for any H ∈ B(R + ), we have
( 3.2) It is implied by the above discussion that X(·) satisfying (2.2) can be viewed as a process that involves impulse control and jump terms according to the claim rate defined by (3.1). Given that the nth claim occurs at time ν n , we construct the values according to the conditional probability law (3.2) or, equivalently, write it as Y n . Then the process given in (2.2) is a deterministic process until the time of the next claim.
To begin with, we construct a discrete-time, finite-state Markov chain to approximate the process without claims, with the dynamic system
Let h > 0 be a discretization parameter. Define S h = {x : x = kh, k = 0, ±1, ±2, . . . } and S h = S h ∩ G. Moreover, assume without loss of generality that the boundary point B is an integer multiple of h. Let {ξ h n , n < ∞} be a controlled discrete-time Markov chain on S h and denote by p h D ((x, y)|π h ) the transition probability from a state x to another state y under the control π h . We need to define p h D so that the chain's evolution well approximates the local behavior of the controlled process (2.2). At any discrete time n, we can either exercise a capital injection, a dividend payment or no action. That is, if we put ∆ξ
The chain and the control will be chosen so that there is exactly one term in (3.4) is nonzero.
Denote by I h n : n = 0, 1, . . . a sequence of control actions, where I h n = 0, 1 or 2, if we exercise a capital injection, a dividend payment or no action at time n, respectively.
If I h n = 0, then we denote by ∆l h n the impulse control that is the capital injection for the chain at time n. Note that ∆ξ
is exerted definitely as a singular control. Dividend is paid out to lower the surplus level. Moreover, we require this dividend payment takes the state from B + h to B. That is, if we denote by ∆z h n the random variable that is the reflection action for the chain at time n, then ∆ξ
If I h n = 2, the decision makers will take no action. Let∆t
(3.5)
Also we require the singular control and impulse control to be "instantaneous." In other words, the interpolation interval on S h × {0, 1, 2} is
Denote by π h := {π h n , n ≥ 0} the sequence of control actions and A h all piecewise constant admissible controls with π
and
Then the piecewise constant interpolations, denoted by ξ h (·), l h (·), and z h (·), are naturally defined as
h be an admissible control, where A h denotes the collection of corresponding admissible controls. The cost function for the controlled Markov chain is defined as 8) which is analogous to (2.3). Thanks to the definition of interpolation intervals in (3.6). The value function of the controlled Markov chain is
We shall show that V h B (x) satisfies the dynamic programming equation:
(3.10)
For simplicity of notation, we use V h (x) for V h B (x) henceforth. Note that discount does not appear in the second and third term above because singular control and impulse control are instantaneous. In the actual computing, we use iterations on value space or policy space to solve V h . Moreover, the impulse control of capital injection makes the capital injection region have a free boundary, where an optimal control is exerted to determine the capital injection size. The computations turns out to be very involved.
Define the approximation to the derivative of V (·) by finite difference method in the first part of QVI (2.10) using stepsize h > 0 as:
For the second part of the QVI, we choose
Simplifying (3.12) and comparing the result with (3.10), we achieve the transition probabilities of the first part of the right side of (3.10) as follows:
We also find the transition probability for the second part of the right side of (3.10). That is, p h D ((x, x − h)|π) = 1. Suppose that the current state is ξ h n = x. The next interpolation interval ∆t h (x) is determined by (3.13). To present the claim terms, we determine the next state ξ 
there is a δ
h (x) = o(∆t h (x)) such that the one-step transition probability {p
Furthermore, the system of dynamic programming equations is a modification of (3.10). That is,
(3.15)
Convergence of Numerical Approximation
This section focuses on the asymptotic properties of the approximating Markov chain proposed in the last section. The main techniques are methods of weak convergence. As mentioned above, we will compute the value function in the finite interval [0, B] . Our ultimate goal is to show V h converges to V in a large enough interval [0, B] as h → 0. A common approach (Kushner and Dupuis (2001) ) is to show that the collection ξ h (·), S h (·), l h (·), z h (·) is tight and then appropriately characterize the subsequential weak limit. However, the above scheme is problematic since in general, the processes l h (·), z h (·) may fail to be tight. Owing to the time scaling, it is possible that the "limit" has a "jump" resulting in no convergence taking place under the Skorokhod topology. To overcome this difficulty, we will suitably re-scale the time so that the processes involved in the convergence analysis are tight in the new time scale and carry out weak convergence analysis with the rescaled processes. Finally the rescaled processes will be reverted back to the original time scale to obtain the convergence of V h to V . The technique of time rescaling and the interpolation of the approximation sequences is introduced in Section 4.1. Section 4.2 deals with weak convergence of { ξ
}, a sequence of rescaled process. As a result, a sequence of controlled surplus processes converges to a limit surplus process. By using the techniques of inversion, convergences of the surplus process and the value function are established.
Interpolation and Rescaling
Based on the approximating Markov chain constructed above, the piecewise constant interpolation is obtained and the appropriate interpolation interval is chosen. Recalling (3.7), the continuous-time interpolations ξ h (·), l h (·), and z h (·) are defined. Let the discrete times at which claims occur be denoted by ν h j , j = 1, 2, . . . Then we have
Using the representations of impulse control, singular control, and the interpolations defined above, (3.4) yields
(4.1) The local consistency leads to
Note that
Hence we can drop the term involving I T h k without affecting the limit in (4.2). Combining (4.2) and (2.2), we rewrite (4.1) as
where S h (t) = ν h n ≤t y h n , and ε h (t) is a negligible error satisfying
Next we introduce the rescaling process. The basic idea of rescaling time is to "stretch out" the control and state processes so that they are "smoother", so the tightness of l h (·) and z h (·) can be proved. Define ∆ t h n by
for no action on step n, |∆z h n | for a dividend payment on step n, |∆l h n | for a capital injection on step n.
]. Thus, T h (·) will increase with the slope of unity if an only if a regular control is exerted. In addition, define the rescaled and interpolated process ξ h (t) = ξ h ( T h (t)), likewise define S h (t), l h (t) and z h (t) similarly. The time scale is stretched out by h at the impulse and singular control steps. We can now write
Convergence
Theorem 4.1. Let the approximating chain {ξ h n , n < ∞} constructed with transition probabilities defined in (3.13) be locally consistent with (2.2), ξ h (·) be the continuous-time interpolation defined in (3.7), and
The limit processes satisfy
Proof. In view of (Kushner and Dupuis, 2001 , Theorem 9.2.1), the sequence {N h (·)} is tight because the mean number of claims on any bounded interval [t, t + s] is bounded by λs + δ This also implies the tightness of { N h (·)} and {S h (·)}. On the other hand, due to the definition of S h (·), we have
where lim
Eγ(s) = 0.
Then we obtain S h (·) is tight. Furthermore, following the definition of "stretched out" timescale,
Thus { z h (·), l h (·)} is tight. These results and the boundedness of c implies the tightness of
Let h → 0, by using the Skorohod representation, we obtain
uniformly in t. Then we have
where lim δ→0 E|ε δ (t)| = 0. Finally, taking limits in the above equation as δ → 0, (4.9) is obtained.
Theorem 4.2. For t < ∞, define the inverse T (t) = inf{s : T (s) > t}. Then T (t) is right continuous and T (t) → ∞ as t → ∞ w.p.1. For any process ψ(·), define the rescaled process ψ(·) by ψ(t) = ψ(T (t)). Then, (2.2) holds.
Proof. Since T (t) → ∞ w.p.1 as t → ∞, T (t) exists for all t and T (t) → ∞ as t → ∞ w.p.1. A rescaling of (4.9) yields
(4.12)
In other words, (2.2) holds.
Theorem 4.3. Let h index the weak convergent subsequence of
Proof. Note that ∆z h = h, the uniform integrability of dZ can be easily verified. Due to the tightness and the uniform integrability properties, for any t, t 0 d Z can be well approximated by a Reimann sum uniformly in h. By the weak convergence and the Skorohod representation,
By an inverse transformation,
Also,
Theorem 4.4. V h (x) and V (x) are value functions defined in (3.9) and (2.4), respectively.
(4.14)
Since V (x) is the maximizing cost function, for any admissible control π(·),
Choose a subsequence { h} of {h} such that
Without loss of generality (passing to an additional subsequence if needed), we may assume that {ξ
is an admissible control. Then the weak convergence and the Skorohod representation yield that lim sup
We proceed to prove the reverse inequality. We claim that lim inf
Suppose that π is an optimal control such that X(·) is the associated trajectory, and J(x, π) = V (x). Given any ε > 0, there are an ε > 0 and an ordinary control π ε (·) that takes only finite many values, that π ε (·) is a constant on [kε, kε + ε), that π ε (·) is its corresponding optimal control representation, and let X ε (·) be the associated solution. Then if {π
The arbitrariness of h then implies that lim inf h V h (x) ≥ V (x). Using (4.15) and (4.16) together with the weak convergence and the Skorohod representation, we obtain the desired result. The proof of the theorem is concluded.
Numerical Examples
This section is devoted to a couple of examples. We approximate the value functions and optimal controls in two different claim severity distributions. The claim sizes in the first example follows exponential distribution in which the tail of distribution is considered light. Exponential distribution is applicable for automobile losses. In the seconde example, we consider the Pareto distribution, which provides the best fit to heavy-tailed business such as liability insurance. The corresponding capital injection sizes and barriers for regions are also obtained in the numerical examples.
Based on the algorithm constructed above, we carry out the computation by value iterations. For n ∈ Z + , define the vectors
Using the method of value iteration, we obtain V h n → V h as n → ∞.
1. Set n = 0. ∀x ∈ S h , we set the initial value V h (x) = 1.
Find improved values V
h n+1 (x) by (3.15) and record the corresponding optimal control.
n (x)| > tolerance, then n → n + 1 and go to step 2; else the iteration stops.
Exponential Distribution
Example 5.1. We assume S(t) is the compound process. The claim severity distribution follows exponential distribution with density function f (y) = αe −αy where α = 0.1. Furthermore, {ν n+1 − ν n } is a sequence of exponentially distributed random variables with mean 10. Then λ = 0.1. Let the upper bound of the computation interval B = 100, the premium collection rate c = 10, the interest rate r = 0.05, the fixed capital injection cost K = 0.1, the parameters for the proportion costs of dividend payments and capital injections β 1 = 0.9, β 2 = 1.1. Set h = 0.2506 and tolerance = 10 −7 . We obtain the computation results depicted in Figure 5 .1 as follows. shows that the value function is concave and monotone increasing. The initial value V (0) is nonzero because the capital injections can always guarantee the continuity of the business even with the zero initial surplus. Furthermore, starting as a curve, the value function increases linearly after some barrier level, which means the extra surplus will all be paid out as the dividend after reaching certain barrier. With the cost of dividend payment, the slope should be β 1 instead of unity.
Figure 5.1.2 describes the regions of the QVI. We use "1" to denote the continuation region when no action is taken, "2" to denote the dividend payout region and "3" to denote the capital injection region. It shows that the capital injection region is dominant when surplus is lower than a bound. The dividend payout strategy is a barrier strategy, where the dividend payout region is dominant beyond some barrier level. In addition, we see that the region switches to continuation region when the surplus reaches x 1 = 10.2551. That is, if the surplus reaches x 1 , the company can self finance its business without the exogenous capital injections. The continuation switches to the dividend payout region at the barrier level x 2 = 33.8346. Then the surplus more than x 2 will be paid out immediately.
Figure 5.1.3 provides the relationship between the optimal capital injection size and the initial surplus. It shows that the capital injection size decrease with the increase of the surplus. That is, healthier financial condition needs less capital injections, which is in accordance with the intuitive thinking. The optimal capital injection size reaches 0 at x 3 = 12.5313.
A natural guess is that if x 1 = x 3 . That is, when it is optimal to take no action at x 1 , should the optimal capital injection size be 0 at the same time (at x 3 )? However, due to the fixed capital injection cost K, the difference between the two switching points x 1 and x 3 exists. Between [x 1 , x 3 ], the maximal term in (2.7) is the first term, which means no action will be taken in this continuation region. At the meantime, the third term will reach its maximum by choosing a nonzero y, even though it is not the maximal value of the QVI. We can show that the fixed capital injection cost K significantly influence the gap between this two switching points, and the difference vanishes when there is no fixed capital injection cost. Referring to Table 5 .1, we can see that the difference x 3 − x 1 → 0 as K → 0. Tables 5.2 and 5 .3, we can analyze the effects of changes in β 1 , β 2 . From the observation that x 1 and x 3 are decreasing with smaller β 1 , it is shown that smaller β 1 will result in smaller sizes of capital injections and postponed capital injection times; and slightly increase barrier level x 2 . Similarly, larger β 2 will result in smaller sizes of capital injections and postponed capital injection times; and slightly increase barrier level x 2 . The differences of x 2 with respect to different values of β 1 and β 2 are no more than 0.2506, which is just one step size h and can be caused by computation errors. We can conclude that the barrier levels x 2 are independent of β 1 and β 2 . Referring to x 1 and x 3 , the natural interpretation is that smaller β 1 and larger β 2 mean more cost of transaction. To maximize the performance, the capital injection time will be postponed and the size of the capital injection will be reduced. This result is consistent with result in Yao et al. (2011) .
From Tables 5.4 and 5.5, we study the effects of λ and α. It is shown that the barrier level x 2 increases with larger λ. It can be interpreted that the dividend payment should be postponed to avoid surplus short if more frequent claims come. Similarly, smaller α means larger expectation of claim size. The barrier level x 2 decreases as α increases with the same reason. In addition, since larger λ and smaller α will increase the cost for the insurance , it is shown that the capital injection region is much bigger when β 2 is smaller. Then the capital injection strategy can be seen as a singular control in the interval [0, x 1 ]. Whilst for the bigger β 2 , the capital injection region is shrank to one point "0", and the capital injection strategy becomes the impulse control on the left boundary. In addition, comparing Figures 5.1.3 and 5.2.3, a relatively smaller capital injection size was suggested with larger β 2 . It can be interpreted that larger β 2 means larger capital injection costs, and the decision maker will postpone the capital injection time and reduce the capital injection size as much as possible. 
Pareto Distribution
Example 5.2. Comparing to Example 5.1, we only change the assumption of the claim size distribution and assume it follows the two parameter Pareto distribution with density
where ρ = 2, θ = 1. Set h = 0.08304. Similar to Figures 5.1 , we obtain the computation results depicted in Figure 5 .3 as follows. The value function is given. Three regions for different control strategies and the optimal capital injections sizes are obtained. From Tables 5.6 and 5.7, we can see that β 1 and β 2 have little or no effect on the barrier level of dividend payment x 2 . In addition, it is shown that smaller β 1 will result in smaller sizes of capital injections and postponed capital injection times and larger β 2 will result in smaller sizes of capital injections and postponed capital injection times. These phenomena are consistent with the results in Example 5.1. Table 5 .9: Difference between x 1 and x 3 respect to K From Tables 5.8 and 5.9, we study the effects of λ and K. It is shown that the barrier level x 2 increases as λ increases and larger λ will lead to bigger x 1 and x 3 . Moreover, the capital injection K has similar effect on the two switching points x 1 and x 3 . The interpretations to above results are also similar to those in Example 5.1. . It is shown in Table 5 .10 that x 1 decreases and x 2 decreases as ρ increases. Smaller ρ means larger expectation of claim size. The barrier level x 2 decrease as ρ increase because the dividend payment should be postponed with more frequent claims to avoid surplus short. Also smaller ρ will increase the cost for the insurance company to pay for the claims, the sizes of possible capital injection x 1 also increase. Similarly in Table 5 .11, x 1 increases and x 2 increases as θ increases. Larger θ has the same effect on expectation of the claim sizes as smaller ρ, thus the results can be interpreted with the same reasons.
Further Remarks
In this work, we have developed numerical approximation schemes to find the optimal capital injection and dividend payment policy to maximize the total discounted dividend payment excluding the possible capital injections. Although one could derive the QVI by using the usual dynamic programming approach, with the free boundary of the capital injection region, solving the impulse and singular control problem analytically is very difficult. Taking into account the jump process, the claim size varies with different claim severity distributions. Thus, to obtain a closed-form solution is virtually impossible. As an alternative, we presented a Markov chain approximation method using mainly probabilistic methods. A technique of time rescaling is used. In the actual computation, the optimal value function can be obtained by using the value or policy iteration methods. Two examples of exponential and Pareto distributions are provided and the corresponding properties of each parameter are analyzed. This method can also be extended to more complicated claim severity models and performance functions.
