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In this paper a fuzzy neural network based on a fuzzy relational ‘‘IF-THEN’’ reasoning scheme is
designed. To deﬁne the structure of the model diﬀerent t-norms and t-conorms are proposed. The
fuzziﬁcation and the defuzziﬁcation phases are then added to the model so that we can consider
the model like a controller. A learning algorithm to tune the parameters that is based on a back-
propagation algorithm and a recursive pseudoinverse matrix technique is introduced. Diﬀerent
experiments on synthetic and benchmark data are made. Several results using the UCI repository
of Machine learning database are showed for classiﬁcation and approximation tasks. The model
is also compared with some other methods known in literature.
 2005 Elsevier Inc. All rights reserved.
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In the last years great interest, in the ﬁeld of the soft computing, has been dedicated to
neural networks (NNs) based fuzzy logic systems (NNFSs). NNFSs are based on a fusion0888-613X/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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ing abilities, optimization abilities, and connectionist structure) and fuzzy control systems
(e.g. human like IF-THEN rule thinking and ease of incorporating expert knowledge). In
this way, we can bring the low-level learning and computational power of NNs and also
provide the high-level, humanlike IF-THEN rule thinking and reasoning of fuzzy control
systems.
In this paper, we design a fuzzy neural network based on a fuzzy relational ‘‘IF-THEN’’
reasoning scheme (that we call FRNN model). We show the main features of the model
and in particular its power in approximation/prediction and classiﬁcation tasks.
We deﬁne the model by using diﬀerent t-norms and t-conorms. The model is described
in details using a max-composition and Łukasiewicz operations. We have also to note that
in [4] the authors presented a generalization of the inference system by using ordinal sums.
To estimate the parameters of the model we propose to use an hybrid learning algorithm.
The algorithm is based on a back-propagation approach and a recursive pseudoinverse
matrix technique. In [6,7] the authors introduced also other diﬀerent strategies that are
based on Genetic Algorithms and full back-propagation algorithm, respectively.
In the following we also show several experimental results to accomplish classiﬁcation
an approximation/prediction tasks.
From one hand in the ﬁrst part of the experiments we show that in data classiﬁcation
the model has good performance and it permits to extract the inference rules in a simple
way. Moreover the FRNN model is used to classify the IRIS data set. The results are com-
pared with the published results of the known NEFCLASS method [10]. The method is
also compared with a multi-layer perceptron and radial basis functions to classify data
from the UCI machine learning repository.
On the other hand, we prove that the FRNN model reaches better results in function
approximation/prediction with respect to known algorithms. This feature is highlighted
comparing the model with the ANFIS [8] model and the NEFPROX system [11] on the
approximation and on the prediction of a Mackey–Glass chaotic time series. Also in this
case we compare the model with the MLP and RBF models to approximate or predict
benchmark data from UCI database.
We also have to mark that considering a sum of product inference system in [6] the
authors proved, using the Stone–Weierstrass theorem, that the FRNN model can approx-
imate any function on a compact set and that it has the best performance in function
approximation with respect other neuro-fuzzy algorithms (i.e. fuzzy basis function net-
work, fuzzy identiﬁcation algorithms).
In the following, in Section 2 we show the algebraic deﬁnition of a fuzzy relational
model. In Section 3 we introduce the fuzzy relational neural network model and its learn-
ing algorithm. In Sections 4 and 5 we show several experimental results for classiﬁcation
and approximation/prediction tasks, respectively.
2. Algebraic deﬁnition of a fuzzy relational neural network
A fuzzy set in the universe of discourse U can be deﬁned as a set of ordered pairs
A = {(x,lA(x))jx 2 U} where lA(x) is the memberhip function (or characteristic function)
of A and is the grade of membership of x in A. It indicates the degree that x belongs to
A and plays the role of the set of the truth degrees [17].
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should be equipped with an algebraic structure, natural from the logical point of view.
By deﬁnition, a complete residuated lattice is an algebra
L ¼ hL;^;_;;!; 0; 1i ð1Þ
where
(i) hL,^,_, 0,1i is a complete lattice with the least element 0 and the greatest element 1
(i.e. inﬁma (§) and suprema (¤) of subsets of L exist);
(ii) hL,, 1i is a commutative monoid, i.e.  is associative (x  (y  z) = (x  y)  z),
commutative (x  y = y  x), and the identity x  1 = x holds;
(iii)  and! satisfy the adjointness property, i.e. x 6 y! z iﬀ x  y 6 z holds.
The abstraction from [0,1] to complete residuated lattices enables us to formulate the
properties (of fuzzy models) for a broad class of useful structures of truth values. If it is
desirable (e.g. stronger properties of L are needed) one may use several special types of
residuated lattices, e.g. MV-algebras.
In applications of such models, one selects the particular structure L having all the gen-
eral properties of the model at disposal. The most applied complete residuated lattices are
those with L = [0,1] with the following structures:
• Łukasiewicz (a  b = max(a + b  1,0), a! b = min(1  a + b,1)).
• Go¨del (where a  b = min(a,b), a! b = 1 if a 6 b and = b).
• Product (a  b = a Æ b, a! b = 1 if a 6 b and = b/a).
In this perspective, the deﬁnitions of a fuzzy set and of a fuzzy relation are as follows:
Deﬁnition 1. Let U be a set of objects, and be called the universe of discourse, and L be a
complete residuated lattice. A fuzzy set (or L-fuzzy set) in U is a mapping A :U ! L. A
fuzzy relation R between the universes U and V is a fuzzy set in the direct product U · V,
i.e. R :U · V ! L.
We note that putting L = [0,1] and  = min we get the notion of a fuzzy set introduced
by Zadeh [17].
We also mark that a fuzzy relational model (FRM) is essentially a rule-based model
consisting of all the possible rules that can be deﬁned for a system, but with the additional
feature that the rules can have variable degrees of truth. In this way a FRM [13] can be
seen as an extension of the linguistic model, where the mapping between the input and
the output fuzzy sets is represented by a fuzzy relation [1]. We note that in a linguistic
model the outcomes of the individual rules are restricted to the grid given by the centroid
of the output fuzzy sets, which is not the case in the relational model. For this additional
degree of freedom, one pays having more free parameters (elements in the relations).
To show this let us ﬁrst consider the linguistic fuzzy model which consists of the follow-
ing rules:
Ri ¼ if x1 is Ai1 and . . . and xm is Aim then y is Bi ð2Þ
where i = 1,2, . . . ,n.
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variable xj:
Aj ¼ fAkjjk ¼ 1; 2; . . . ; pjg; j ¼ 1; 2; . . . ;m ð3Þ
where the membership grade is denoted by lAjk
ðxjÞ : Uj ! ½0; 1. Similarly, the set of
linguistic terms deﬁned for the consequent variable y is denoted by
B ¼ fBkjk ¼ 1; 2; . . . ; ng ð4Þ
where the membership in this case is lBk ðyÞ : V ! ½0; 1. The rule base can be represented
as a crisp relation R between the linguistic terms in the antecedents and in the consequent.
By denoting A = A1 · A2 ·  · Am the Cartesian space of the antecedent linguistic terms a
FRM is obtained by the following fuzzy relation:
R : A B ! ½0; 1 ð5Þ
In this model, each rule contains all the possible consequent terms, each with a diﬀerent
weight factor, given by the respective elements of the fuzzy relation. With this weighting,
one can more easily ﬁne-tune the model, e.g. to ﬁt some data. Note that if rules are deﬁned
for all possible combinations of the antecedent terms, m = card(A) (where card is the car-
dinality). Then we denote the fuzzy relation matrix as R = [rji]m·n, j = 1, . . . ,m, i = 1, . . . ,n.
3. The architecture of the fuzzy relational NN
Since a fuzzy relation expresses the dynamic features of a system described by a fuzzy
model, it is natural to design a Fuzzy Neural Network based on the fuzzy relation (FRNN
in the following) [16,6,7,5].
In this section we begin to show how we can design a FRNN for a complex fuzzy
system. Let us assume that a fuzzy system with multi-input and one-output (it is simple
the generalization to multi-output model) consists of the following fuzzy rules [2]:
R1: If x1 is A11 and x2 is A12 and. . .and xm is A1m then y is B1
else
. . .
else
Rn : If x1 is An1 and x2 is An2 and. . .and xm is Anm then y is Bn
ð6Þ
where Aij and Bi, i = 1, . . . ,n and j = 1, . . . ,m, are fuzzy sets in U  R and V  R, respec-
tively, and xj and y are linguistic variables.
Recall that if A is a fuzzy set in Ui, 1 6 i 6 n, then the cylindric extension of A into
U1 ·    Un is a fuzzy set A* in U1 ·    Un deﬁned by A*(x1, . . . ,xn) = A(xi). The following
Theorem gives a description of the output of the system of Eq. (6) (this theorem is proved
in [16,6]):
Theorem 1. Given the inputs A1, . . . ,Am to the system described by Eq. (6), then for the
corresponding output B it holds that
BðyÞ ¼
\m
j¼1
Aj
 !
 R ð7Þ
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R ¼
[n
i¼1
\m
j¼1
Rij
 !
ð8Þ
Aj , R

ij are the cylindric extensions of Aj, Rij to U
m, Um · V, respectively, and Rij
(x,y) = Aij(x)^Bi(y) is a fuzzy relation between U and V, i = 1, . . . , n and j = 1, . . . ,m.
For the sake of simplicity we derive the following approximation of Eq. (7):
BðyÞ ¼
\m
j¼1
ðAj  RÞ ð9Þ
which is equivalent to
BðyÞ ¼
\m
j¼1
ðAj  RjÞ ð10Þ
where Rj is a fuzzy relation between U and V deﬁned by
Rjðxj; yÞ ¼
_
x1;...;xm
Rðx1; . . . ; xm; yÞ ð11Þ
i.e. Rj is the projection of R to the jth component U and to V.
It should be pointed out that the diﬀerences between the approximation expressed by
Eq. (10) and the formula of Eq. (7) will not be important in the following because Rj in
Eq. (10) will be determined by the learning process.
3.1. The FRNN and its properties
In this section we illustrate the FRNN architecture which realizes the fuzzy relation of
Eq. (10). In our case we suppose to have m input variables (x1, . . . ,xm) fuzziﬁed into pi
(i 2 {1,2, . . . ,m}) input levels and one output which is composed of n discretized levels.
The idea is to construct the FRNN in blocks (the TRAN-NNs of Fig. 1a which are
related to the (Aj  Rj) part of Eq. (10)).
In the following, we treat Rj as independent (i.e. not as projections of some R) which is
simpler and more general. The blocks are composed by several TRAN-NN units whose
description is better shown in Fig. 1b. Each TRAN-NN unit realizes the fuzzy relation
for a single input variable discretized into pj values ðlAj
1
ðxjÞ; . . . ; lAjrðxjÞ; . . . ; lAjpj ðxjÞÞ and
a single discretized output lB1ðyÞ; . . . ; lBiðyÞ; . . . ; lBnðyÞ where we denote lRjri as the weight
from the rth input to the ith output of the jth relation matrix.
On the other hand, the min operation array of Fig. 1a is used to realize the min oper-
ation of Eq. (10).
Two important questions arise at this point (note that both of them are usually left
unanswered in most papers on fuzzy neural networks). First, what is the sensitivity of
the input–output behaviour of our network, i.e. do similar inputs lead to similar outputs?
Second, do small changes in parameters (i.e. the relations Rj) lead to small changes in the
behaviour? It has been shown that on the level of abstraction we deal with (i.e. parameters
and signals are truth values of a residuated lattice), such questions may be naturally
formulated. These questions are answered in [16].
Fig. 1. Fuzzy neural network model: (a) a block model; (b) detailed model.
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In this section we detail how the FRNN works, illustrating the input, the output and
the activation functions of the network units, in the case of m inputs which are discretized
into pi input levels by a fuzziﬁer and one output which is obtained by the defuzziﬁcation of
n discretized levels.
For our illustration, we take for the structure L of truth values the Łukasiewicz MV-
algebra on [0,1] (i.e. a  b = max(a + b  1,0), a! b = min(1  a + b,1)).
We note that in this case we consider the weights associated to the biases hiRj and h
k
w
equal to zero.
Let us suppose to consider the jth TRAN-NN of Fig. 1a. Its inputs are the pj member-
ship values ðlAj
1
ðxjÞ; . . . ; lAjrðxjÞ; . . . ; lAjpj ðxjÞÞ of the jth input universe of discourse
(see Fig. 1b). Its outputs are the n membership values lBj
1
ðyÞ; . . . ; lBji ðyÞ; . . . ; lBjnðyÞ
of the discretized output universe of the discourse. The ith output is obtained by the
max- composition
lBji
ðyÞ ¼ max
r
ðlAjrðxjÞ  lRjriÞ ð12Þ
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is the weight of the jth relation matrix between the rth input and the ith output
of the TRAN-NN module. For example by using the Łukasiewicz operations:
lBji
ðyÞ ¼ max ðlAj
1
ðxjÞ þ lRj
1i
 1
_
0Þ; . . . ; ðlAjpj ðxjÞ þ lRjpji  1
_
0Þ
 
ð13Þ
At this point we have that the lB(y) is the vector composed by the n min gates
(lB1ðyÞ; . . . ; lBnðyÞ) which gives in output the membership vector obtained by applying
minimum operation to the outputs of the TRAN-NNs. For the generic ith lBiðyÞ, we have:
lBiðyÞ ¼ minðlB1i ðyÞ; . . . ; lBmi ðyÞÞ ð14Þ
The output of the FRNN is obtained by defuzzyﬁng the lBiðyÞ units. For example using a
simpliﬁed version of the centroid defuzziﬁer we have
fkðxÞ ¼
Xn
i¼1
wiklBiðyÞ ð15Þ
where x = (x1,x2, . . . ,xm) 2 U and are the input linguistic variables. At this point we show
how the model can be described in a synthetic way using diﬀerent t-norms and t-conorms.
If we consider m inputs which are discretized into pj input levels by a fuzziﬁer and K out-
puts which are obtained by the defuzziﬁcation of n discretized levels then by using diﬀerent
t-norms and t-conorms and a centroid defuzziﬁcation we obtain the following defuzziﬁed
inferenced kth output (see Fig. 1b):
fkðxÞ ¼
Pn
i¼1wik½lBiðykÞTmj¼1½S
pj
r¼1ðlAjrðxjÞtlRjriÞsh
i
Rj  þ hkwPn
i¼1lBiðykÞ½Tmj¼1½S
pj
r¼1ðlAjrðxjÞtlRjriÞsh
i
Rj  þ hkw
ð16Þ
where fk : U  Rm ! R, lAjrðxjÞ is the rth membership function of the jth input variable,
lBiðykÞ is the ith membership function and wik is the weight from the ith membership func-
tion to the kth output and it is associated with the ith apex yi on the output space, respec-
tively, and lRjri
is the weight from the rth input to ith output of the jth relation matrix [6].
We also note that if we use a sum of product relational model, product inference, cen-
troid defuzziﬁcation, and Gaussian input membership functions then the model becomes
(multi-input–one-output)
f ðxÞ ¼
Pn
i¼1wi
Qm
j¼1
Ppj
r¼1ðlAjr  lRjriÞ þ h
i
Rj
h ih i
þ hwPn
i¼1
Qm
j¼1
Ppj
r¼1ðlAjr  lRjriÞ þ h
i
Rj
h ih i
þ hw
ð17Þ
where wi ¼ yi that is the apex of the output space. In [6] it is proved that this model can
approximate any function on a compact set. We also note that in Eq. (17) we are consid-
ering that the output fuzzy sets are singletons, that is, lBiðyÞ ¼ 1 if y ¼ yi and lBiðyÞ ¼ 0
otherwise.
We also have to note that in the following experiments a simpliﬁed version of the cen-
troid defuzziﬁer is used.
Instead the problem of the fuzziﬁcation is often solved by using unsupervised clustering
techniques as, for example, the Kohonens learning rule or the fuzzy C-means algorithm [9].
In the ﬁrst case the algorithm is adopted to ﬁnd the center mi of the ith membership
function of the input linguistic variables x1, . . . ,xm.
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way using the ﬁrst-nearest-neighbor heuristic:
ri ¼ jmi  mjjr ð18Þ
where r is an overlap parameter which is an appropriate value set by the user [9,6].
3.3. Learning algorithm
In this section we show the learning algorithm that we use to tune the weights of the
model previous described. The algorithm is based on both back-propagation (BP) and
on pseudoinverse matrix strategies. We however note that in [6,7] it has also been intro-
duced two diﬀerent learning algorithms based on a Genetic Algorithm approach and a full
BP approach, respectively.
To apply the BP method to the model we have to derive the two diﬀerent steps of the
algorithm. In the propagation step we simply calculate the outputs of the layers using the
equations previously described (Eq. (17)). In the second step we update the weights with a
process of BP using a deﬁned error function.
To accomplish this second step we must calculate the partial derivatives for each hidden
level in the model [6]. Then, we consider the total error E due to the outputs of the
network:
E ¼
Xp
l¼1
1
2
Xc
k¼1
ðtlk  fkðxðlÞÞÞ2 ð19Þ
where x(l) is the l-pattern of the linguistic variables x1,x2, . . . ,xm. In the case of classiﬁca-
tion we also use a cross-entropy error function [3]. The cross-entropy error function for
multiple classes is
E ¼ 
Xp
l¼1
Xc
k¼1
tnk ln fkðxðlÞÞ ð20Þ
Once the partial derivatives of the error function E with respect to the parameters have
been computed, we obtain the learning rules for the parameters of the two separated layers
in this way:
wikðt þ 1Þ ¼ wikðtÞ  gðkÞ oEowik þ aMwikðtÞ ð21Þ
and
lRjri
ðt þ 1Þ ¼ lRjriðtÞ  gðkÞ
oE
olRjri
þ aMlRjriðtÞ ð22Þ
where g(k) and a are the learning rate and the momentum, respectively, lRirjðtÞ is the rela-
tion weight at the time t, wik(t) is the weight of the defuzziﬁcation level at the time t.
Often it is useful to use a learning approach also on the membership functions of the
ﬁrst hidden level. For simplicity we show the learning rules for a membership function
with two parameters (i.e. Gaussian membership function)
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oE
omjr
þ aMmjrðtÞ ð23Þ
rjrðt þ 1Þ ¼ rjrðtÞ  gðkÞ
oE
orjr
þ aMrjrðtÞ ð24Þ
mjrðtÞ and rjrðtÞ are the mean and variance of the rth membership function of the jth lin-
guistic variable at the time t, respectively.
Now we have to mark that the output vector f = [f1, . . . , fK] of the model is a linear func-
tion of the weights w of the defuzziﬁcation level. Therefore we can calculate the weights of
this level applying a pseudoinverse technique [14,3]:
w ¼ ðBTBÞ1BTt ð25Þ
where B is a (p · s) matrix, s is equal to the number of outputs of the third hidden level and
p is equal to the number of patterns of the data set, and t is a (p · 1) target vector. We note
that the bias can incorporated in the weight matrix [3]. In many cases, the row vectors of
matrix B are obtained sequentially; hence it is desirable to recursively compute the least
squares estimate of w:
wiþ1 ¼ wi þ Siþ1aTiþ1ðdðiþ1Þ  aiþ1wiÞ ð26Þ
Siþ1 ¼ Si 
Sia
T
iþ1aiþ1Si
1þ aiþ1SiaTiþ1
ð27Þ
w ¼ wp ð28Þ
where w0 = 0 and S0 = cI with c to be a positive large number.
Moreover, we note that we also constrain the relations to be in the [0,1] interval and in
some cases we use a Łukasiewicz implication in the process of derivation of the learning
algorithm [5,6].4. Experimental results: classiﬁcation
In this section we show some experimental results obtained applying the FRNN model
to data classiﬁcation. In the ﬁrst experiment we consider the classiﬁcation of two two-
dimensional separated classes having Gaussian distributions. The model has two outputs
and the classes are labeled as [1,0] and [0,1], respectively (Fig. 2a).
The aim of this experiment is to show how we can select the best conﬁguration of the
FRNN model (i.e. t-norms and t-conorms) and how we obtain the fuzzy sets that describe
the data.
We use diﬀerent parametric and non-parametric t-norms and t-conorms [9]. The
t-norms (and the corresponding t-conorms) that we consider are
• (§ or ^) intersection;
• ( or Æ) algebraic product;
• ( or ) bounded product;
• Yager t-norm.
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Fig. 2. Classiﬁcation: (a) data set; (b) input membership functions.
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• (¤ or _) union;
• ( or +) algebraic sum;
• Yager s-norm.
We also mark that in [4] the authors introduced ordinal sums to deﬁne the inference
system of the FRNN model to obtain a more general approach.
In Fig. 3a we show the results of the classiﬁcation obtained by the model after the
parameters learning. In this case we have two input linguistic variables that we fuzzify with
two Gaussian membership functions (Fig. 2b). Also on the output space we deﬁne two
membership functions. We note that in this case we obtain a good performance in classi-
ﬁcation (Fig. 3a) and a good performance in the determination of the fuzzy sets B1 and B2
(Fig. 3b and c). Now we choose to change the norms to compare the performance. In this
case we have to note that the learning step is applied also for the membership functions of
the ﬁrst hidden level (Eqs. (23) and (24)) and that the conﬁguration of the model is the
same that in the previous case. The contour plot of the determined fuzzy sets are shown
in Fig. 4. We note that using the norm S =  the model does not achieve the convergence
and that in the all the other cases plotted in ﬁgures the percentage of classiﬁcation is 100%.
In the second experiment we apply the FRNN model to data classiﬁcation of IRIS data
set [10] (Fig. 5a). In this experiment we use only two of the ﬁve input variables of the
benchmark data set (x3 and x4) since the aim is to compare our method with the NEF-
CLASS method described in [10] where the authors considered only these two inputs.
We however mark that our method has good performance also using all the inputs deﬁned
for this data set.
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Fig. 3. Classiﬁcation: (a) classiﬁcation with pseudoinverse based learning algorithm; (b, c) B1 and B2 fuzzy sets
estimation.
Fig. 4. Classiﬁcation: B1 and B2 fuzzy sets estimation: (a) T =§, S =¤ and t = ; (b) T =§, S =¤ and t = Æ;
(c) T = , S =¤ and t = ; (d) T = , S =¤ and t = Æ.
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three Gaussian membership functions for each linguistic variable and three membership
functions on the output space. The input membership functions are shown in Fig. 5b.
In Fig. 6 we plot the fuzzy sets B1, B2 and B3 estimated after the learning. In this case we
use the following norms: T = , S =¤ and t = . The same experiments are made using
the norms, T =§, S =¤ and t =  and the norms T =§, S =¤, t =  and considering
the generalized bell-shaped membership functions. We note that in all the cases after the
learning we obtain a 96% of correct classiﬁcation on the training set, a 97.3% of correct
classiﬁcation on the test set and a correct classiﬁcation of 96.67% on all the data set.
The fuzzy sets B1, B2 and B3 are well determined and in this way we can describe in a
simple way the corresponding fuzzy rules.
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Fig. 5. Classiﬁcation (IRIS): (a) data set; (b) membership functions.
Fig. 6. Classiﬁcation (IRIS): pseudoinverse matrix technique with T = , S =¤ and t = ; (a–c) plot of the
fuzzy sets B1, B2 and B3 estimated after the learning, respectively.
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tively. This results are comparable with those obtained by the model proposed by Nauck
and Kruse [10]. In fact, the NEFCLASS model permits to obtain 7 rules selected from 81
that would be possible on all the input variables. Using the ‘‘best rule class’’ learning, the
system ﬁnds at ﬁrst ﬁve rules (nine would be possible) and ﬁnally select three rules. After
the learning, 3 out of 75 patterns from the training set were still classiﬁed wrongly (i.e. 96%
correct). Testing the second data set, the NEFCLASS system classiﬁed only 2 out 75 pat-
terns incorrectly (i.e. 97.3% correct). Considering all 150 patterns the system performed
well with 96.67% correct classiﬁcation [10]. However, we note that using the NEFCLASS
approach we obtain some fuzzy sets that covers all the input space and then it is diﬃcult to
extract the IF-THEN rules.
In the last experiment we consider two benchmark data of the UCI machine learning
databases repository [15]:
• Cancer: Diagnosis of breast cancer. Try to classify a tumor as either benign or malig-
nant based on cell gathered by microscopic examination. We have 9 inputs, 2 outputs,
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training, validation and test sets are composed by 350, 175 and 174 patterns, respec-
tively. To evaluate the performance we use three diﬀerent data sets [15].
• Diabetes: Diagnose diabetes of Pima Indians. Based on personal data and the results of
medical examinations, try to decide whether a Pima Indian individual is diabetes posi-
tive or not. We have 8 inputs, 2 outputs, 768 examples. All inputs are continuous. 65.1%
of the examples are diabetes negative. The training, validation and test sets are com-
posed by 384, 192 and 192 patterns, respectively. To evaluate the performance we
use three diﬀerent data sets [15].
To compare the performance of the FRNN method we use a RBF NN and a MLP NN.
In the FRNN model we use a sum of product inference system, two memberships on the
input space for each variable and two membership functions on the output space, and a
cross-entropy error. For the MLP model we use 4 hidden units with logistic functions.
For the RBF model we use 4 Gaussian functions for each input. The features of these
models are described in [12]. In Table 1, we compare the performance of the models using
the cancer and the diabetes data sets. From these results we note that the model has per-
formance comparable with these methods also considering the fundamental characteristic
that distinguish the methods: neuro-fuzzy model based on IF-THEN rules from one hand
and NN models on the other hand. We also note that for some available algorithms is dif-
ﬁcult generalize the model for multi-output complex systems (i.e. ANFIS, NEFCLASS,
etc.).Table 1
Classiﬁcation percentages considering the cancer and diabetes data sets, respectively
Training Validation Test
Cancer (1) FRNN 95.1429 97.7143 98.2759
MLP 98.2857 98.8571 98.2759
RBF 96 97.1429 97.1264
Cancer (2) FRNN 96.8571 97.7143 95.977
MLP 98 97.7143 94.8276
RBF 96.2857 98.2857 95.4023
Cancer (3) FRNN 96.2857 96.5714 96.5517
MLP 98.5714 94.2857 95.977
RBF 96.8571 97.1429 95.4023
Diabetes (1) FRNN 71.6146 75 71.3542
MLP 81.25 77.6042 70.4375
RBF 69.2708 70.83 67.1875
Diabetes (2) FRNN 71.6146 75 71.3542
MLP 84.6354 77.0833 68.75
RBF 71.6146 65.1042 67.7083
Diabetes (3) FRNN 73.1771 70.3125 77.6042
MLP 83.33 73.4375 76.5625
RBF 69.1104 64.5833 70.83
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In this section we show several results and several comparisons to accomplish approx-
imation/prediction tasks.
We have to mark that using a sum of product relational model, product inference, cen-
troid defuzziﬁcation, and Gaussian functions in [6] it is demonstrated that FRNN model is
capable to approximate any real continuous function on a compact set to arbitrary accu-
racy and diﬀerent comparisons permits to aﬃrm that the method achieve the best
performance.
To compare the model in the ﬁrst experiment we consider a chaotic time series given by
the Mackey–Glass diﬀerential equation [8]:
€x ¼ 0:2xðt  sÞ
1þ x10ðt  sÞ  0:1xðtÞ ð29Þ
We use values x(t  18), x(t  12), x(t  6) and x(t) to predict x(t + 6). The training data
were created using Runge–Kutta procedure with step width 0.1. As initial conditions for
the time series we used x(0) = 1.2 and s = 17. We created 1000 values between t = 118 and
t = 1117, where the ﬁrst 500 samples were used as training data, and the second half was
used as a validation set. The NEFPROX system [11], used to approximate time series, has
four input and one output variables. Each variable was initially partitioned into 7 equally
distributed triangular fuzzy sets, where the leftmost and rightmost membership functions
were shouldered. Neighboring membership functions intersected at degree 0.5. The range
of the output variable was extended for 10% in both directions, to better obtain extreme
output values. The model uses a max-min inference and mean-of-maximum defuzziﬁca-
tion. This NEFPROX system has 106 = (4 + 1) · 7 · 3 adjustable parameters [11]. The
values 1–500 are the training data, and the values 501–1000 are the validation set. The
learning procedure created 129 fuzzy rules (in this conﬁguration there could be a maxi-
mum of 74 = 2401 diﬀerent rules out of possible 75 = 16,807 rules). The number of rules
does not inﬂuence the number of free parameters, but only the run time of the simulation.
To measure the performance we use a SSE and a root mean square error (RMSE) [3]. The
NEFPROX model after the learning achieves a SSE on the training set of 0.0315 and on
the validation set of 0.0332 [10]. Using the ANFIS model [8] with two bell-shaped fuzzy
sets for each input variable and 16 rules (i.e. 4 · 2 · 3 + 16 · 5 = 104 free parameters) a
better approximation can be obtained (SSE of 0.0016 and of 0.0015; RMSE of
6.331 · 105 and of 6.148 · 105). In Fig. 7b we plot the residuum between the output
of the ANFIS model (y) and the target data (t) both for training and validation sets. How-
ever we note that an ANFIS model represents a Sugeno-type of fuzzy system using sum-
prod inference. Because the conclusions of ANFIS rules consist of linear combinations of
the input variables, the number of the free parameters depends also on the number of
rules. In the FRNN model we set 2 membership functions for both input and output
spaces. In this case we consider a 50% overlap of the membership functions. We do not
use the learning on the membership functions. Then the free parameters to be learned,
in our case, are 18 = 4 · 4 + 2. If we use the technique introduced in [6] to determine
the fuzzy rules then we have 2 rules of this type:
R1: if x1 is eA11 and x2 is eA12 and x3 is eA13 and x4 is eA14 then y is B1
R2: if x1 is eA21 and x2 is eA22 and x3 is eA23 and x4 is eA24 then y is B2 ð30Þ
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Fig. 7. Mackey–Glass chaotic time series: (a) time series; (b) ANFIS residuum (y  t); (c) FRNN residuum (50%
overlapping); (d) FRNN residuum (75% overlapping).
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with j = 1, . . . , 4, where 4 is the number of input variables, and i = 1, . . . , 2, where 2 is the
number of rules. After the learning, the FRNN model achieves a SSE of 0.010472 on the
training set and of 0.010007 on the validation set. The RMSE is of 4.0796 · 104 and of
3.9299 · 104, respectively. In Fig. 7c we plot the residuum. We note that also in this case
the FRNN model has good performance. But choosing a diﬀerent overlapping (75%) be-
tween the fuzzy sets of the input and output spaces we obtain a better performance. In
fact, in this case we obtain a SSE of 0.0011374 on the training set and of 0.00090622 on
the validation set. Moreover, the RMSE is of 4.4665 · 105 and of 3.5304 · 105, respec-
tively (Fig. 7d).
In the last experiment we consider two benchmark data of the UCI machine learning
databases repository [15]:
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sumption of electrical energy, hot water, and cold water, based on the date, time of day,
outside temperature, outside air humidity, solar radiation and wind speed. We have 14
inputs, 3 outputs, 4208 examples. The training, validation and test sets are composed by
2104, 1052 and 1052 patterns, respectively. Complete hourly data for four consecutive
months was given for training, and output data for the following two months, should
be predicted [15]. The data set building1 reﬂects this formulation of the task: its exam-
ples are in chronological order. The other two versions, building2 and building3 are
random permutations of the examples, simplifying the problem to be an interpolation
problem.
• Flare: Prediction of solar ﬂares. Try to guess the number of solar ﬂares of small, med-
ium, and large size that will happen during the next 24-h period in a ﬁxed active region
of the sun surface. Input values describe previous ﬂare activity and the type and history
of the active region. We have 24 inputs, 3 outputs, 1066 examples. 81% of the examples
are zero in all three output values. The training, validation and test sets are composed
by 533, 267 and 266 patterns, respectively. To evaluate the performance we use three
diﬀerent data sets [15].
Also in this case to compare the performance of the FRNN method we use a RBF NN
and a MLP NN. In the FRNN model we use a sum of product inference system, two mem-
berships on the input space for each variable. For the MLP model we use 4 hidden units
with logistic functions. For the RBF model we use 4 Gaussian functions for each input. To
evaluate the error we use a squared error percentage [15]:Table 2
Squared error percentage considering the building and ﬂare data sets, respectively
Training Validation Test
Building (1) FRNN 0.0267 0.2155 0.0746
MLP 0.0766 0.5313 0.3936
RBF 0.3738 2.3622 0.8915
Building (2) FRNN 0.1234 0.1101 0.0998
MLP 0.2037 0.2191 0.2162
RBF 0.7697 0.7468 0.5285
Building (3) FRNN 0.1021 0.0594 0.0073
MLP 0.1827 0.1842 0.1893
RBF 0.7420 0.78 0.5564
Flare (1) FRNN 0.0261 0.0337 0.0463
MLP 0.4081 0.2575 0.5807
RBF 0.2814 0.2633 0.5760
Flare (2) FRNN 0.3014 0.3481 0.1301
MLP 0.3348 0.5192 0.1573
RBF 0.4842 0.5017 0.1383
Flare (3) FRNN 0.3039 0.4074 0.220
MLP 0.2930 0.5024 0.2526
RBF 0.4452 0.4952 0.2236
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NP
XP
p¼1
XN
i¼1
ðopi  tpiÞ2 ð32Þ
where omax and omin are the minimum and maximum values of the output coeﬃcients in
the problem representation, N is the number of the output nodes of the network, and P
is the number of patterns in the data set. In Table 2 we compare the performance of
the models on the Building and on the Flare data sets. Also from these results we note
that the model has comparable performance. We also note that in all the cases the FRNN
model presents the best results on the test set aﬃrming its capability of generalization.6. Conclusions
We showed the main features of a proposed neuro-fuzzy system. The FRNN model
that we described is based on a fuzzy relational ‘‘IF-THEN’’ reasoning scheme. We de-
ﬁned the model with diﬀerent t-norms and t-conorms. We proposed an hybrid learning
algorithm based on a BP approach and a pseudoinverse matrix technique.
We also presented some experimental results to illustrate the model. The performances
of FRNN compare favorably with the NEFCLASS method, particularly on the classiﬁca-
tion of the IRIS data set. Good result are also obtained using our method on cancer and
diabetes data sets from UCI databases repository.
The model is also compared with the ANFIS model and the NEFPROX system for
approximation and for the prediction of a Mackey–Glass chaotic time series. Also in this
case, it presents good performance and can extract rules in a simple way. Good results are
also obtained using the Building and Flare data sets of the UCI databases repository.
We have to note that the authors in [6] compared the model also with other known
methods (i.e. fuzzy basis function network, fuzzy identiﬁcation algorithms) and that it pre-
sents the best performance in function approximation tasks with respect these other neuro-
fuzzy models. Moreover we stress that in some cases of multi-output data some methods
are unable to use (i.e. ANFIS model) or it is diﬃcult to tune the relations (i.e. Babu´skas
method [1]).
Finally, we can conclude that the model presents good performance both for classiﬁca-
tion and function approximation. Concluding, the neuro-fuzzy model could be used with
good results for complex systems identiﬁcation in real world applications.References
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