[1] A detailed modeling analysis is conducted focusing on nonmethane hydrocarbons and ozone in three southeast United States national parks for a 15-day time period (14-29 July 1995) characterized by high O 3 surface concentrations. The three national parks are Smoky Mountains National Park (GRSM), Mammoth Cave National Park (MACA), and Shenandoah National Park (SHEN), Big Meadows. A base emission scenario and eight variant predictions are analyzed, and predictions are compared with data observed at the three locations for the same time period. Model-predicted concentrations are higher than observed values for O 3 (with a cutoff of 40 ppbv) by 3.0% at GRSM, 19.1% at MACA, and 9.0% at SHEN (mean normalized bias error). They are very similar to observations for overall mean ozone concentrations at GRSM and SHEN. They generally agree (the same order of magnitude) with observed values for lumped paraffin compounds but are an order of magnitude lower for other species (isoprene, ethene, surrogate olefin, surrogate toluene, and surrogate xylene). Model sensitivity analyses here indicate that each location differs in terms of volatile organic compound (VOC) capacity to produce O 3 , but a maximum VOC capacity point (MVCP) exists at all locations that changes the influence of VOCs on O 3 from net production to production suppression. Analysis of individual model processes shows that more than 50% of daytime O 3 concentrations at the high-elevation rural locations (GRSM and SHEN) are transported from other areas; local chemistry is the second largest O 3 contributor. At the low-elevation location (MACA), about 80% of daytime O 3 is produced by local chemistry and 20% is transported from other areas. Local emissions (67-95%) are predominantly responsible for VOCs at all locations, the rest coming from transport. Chemistry processes are responsible for about 50% removal of VOCs for all locations; less than 10% are lost to surface deposition and the rest are exported to other areas. Metrics, such as VOC potential for O 3 production (VPOP), which links the chemistry processes of both O 3 and VOCs and MVCP, are devised to measure the different characteristics of O 3 production and VOCs. The values of the defined metrics are mapped for the entire modeling domain. Implications of this model exercise in understanding O 3 production are analyzed and discussed. Even though this study was focused on three United States national parks, the research results and conclusions may be applicable to other or to similar rural environments in the southeast United States. 
Introduction
[2] The distribution of tropospheric ozone (O 3 ) has been a subject of great interest and concern not only because of ozone's deleterious effects on human health and vegetation but also because of its critical role in atmospheric chemistry. Ozone is formed from a series of photochemical reactions among its precursors, primarily nitrogen oxides (NO x ) and volatile organic compounds (VOCs), emitted from both anthropogenic and biogenic sources Trainer et al., 1987; Lin et al., 1988] . Much effort has been devoted to understanding the mechanism of O 3 production, especially in urban areas . Many measurement campaigns and field studies have been conducted to help understand the chemistry and physics of tropospheric O 3 [Apel et al., 1995; Cowling et al., 1998; Meagher et al., 1998; Aneja et al., 2000a Aneja et al., , 2000b Aneja et al., , 2000c . However, because of the nonlinear relationship between O 3 and its precursor species [Lin et al., 1988; Dennis, 2000a, 2000b] , it is not easy to understand the mechanism leading to elevated O 3 without resorting to a model simulation. A number of airquality models, from simple box models [Arya, 1999] to complex three-dimensional models, have been developed [Morris and Myers, 1992; Venkatram et al., 1988; Chang et al., 1987; Lamb, 1986] . A critical component of these models is how VOCs and oxides of nitrogen (NO x ) interact to produce O 3 and other oxidants. Most model mechanisms, however, were developed and verified against chamber data for relatively polluted atmosphere. Evaluation of their performance for rural conditions (especially VOC compositions) is very limited.
[3] Since passage of the 1970 Clean Air Act Amendments (CAAA), regulatory efforts to comply with the 0.12-ppmv National Ambient Air Quality Standard (NAAQS) for O 3 have proved inadequate [National Research Council, 1991; Dimitriades, 1989; Aneja et al., 1999] . O 3 nonattainment continues to be a problem, especially in the southeast United States, and is attributed to the oxidation of NO x with the presence of excessive amounts of biogenically emitted VOCs such as isoprene (ISOP) Chameides et al., 1988] . Nonattainment is common in southeast U.S. rural areas during summer Heck et al., 1984] . The new 8-hour O 3 NAAQS (0.085 ppm) is likely to bring more suburban and rural locations into noncompliance . Biogenic VOCs emitted by vegetation [Fuentes et al., 2000; Fehsenfeld et al., 1992; Lamb et al., 1993] and anthropogenic VOCs emitted by human activities are both widely present in rural areas [Kang et al., 2001; Hagerman et al., 1997] . Previous studies indicate that the influence of these VOCs on important aspects of atmospheric chemistry such as O 3 production can be significant Chameides et al., 1988; Liu et al., 1987; St. John et al., 1998 ]. Clearly, if O 3 concentrations are to be successfully controlled by implementation of control on primary pollutant emissions, the roles of both natural and anthropogenic VOCs in these rural areas must be thoroughly understood. However, our understanding of O 3 and VOC budgets in rural areas is still very limited. Emissions of biogenic VOCs as well as the roles of both biogenic and anthropogenic VOCs in O 3 production in rural areas are largely uncharacterized [Guenther et al., 2000] .
[4] In order to further investigate impacts of hydrocarbons and O 3 production in rural areas, this study focuses on a modeling analysis of O 3 and VOCs in three southeast United States national parks. Our previous study [Kang et al., 2001 ] presented a comprehensive analysis of data collected from the same three parks. Even though previous studies [Hagerman et al., 1997] claim that the rural areas of interest in this study are NO x -limited for the formation of O 3 , our study indicates a significant contribution from local VOCs. In order to evaluate the model, we compare model predictions with measured values. We also examine VOC emission-perturbation scenarios in the context of model process budgets to develop insights into the role of VOCs on O 3 concentrations at these rural sites.
Description of the Modeling System and Measurement Data

Overview of Multiscale Air Quality Simulation Platform
[5] The multiscale air quality simulation platform (MAQ-SIP) [Odman and Ingram, 1996; R. Mathur et al., manuscript in preparation, 2003 ] is a comprehensive Eulerian grid model that has also served as a prototype for the United States Environmental Protection Agency's (U.S. EPA) Models-3 concept [Dennis et al., 1996; Byun and Ching, 1999] . The modeling system is configured to include detailed treatment of horizontal and vertical advection, turbulent diffusion based on K-theory, gas-phase chemical transformations using a modified version of the CBM-IV chemical mechanism [Gery et al., 1989; Kasibhatla et al., 1997] , anthropogenic and natural emissions, dry deposition, and mixing and attenuation of photolysis rates due to the presence of clouds.
[6] In this system, temporally and spatially varying emissions of CO, VOCs, and NO x are specified in MAQSIP. The anthropogenic emissions inventory is the ozone transport assessment (OTAG) inventory for 1995, which is in turn derived from the earlier national emissions inventory for 1990 [Houyoux et al., 1996] . Biogenic emissions are calculated using the U.S. EPA Biogenic Emission Inventory System 2 (BEIS2) [Geron et al., 1994] .
Chemistry Mechanism
[7] The Carbon Bond Mechanism IV (CB4) used in MAQSIP is a modified version of that proposed by Gery et al. [1989] . Modifications reflect our increased understanding of atmospheric chemistry involving the organic peroxy radicals which form inert organic nitrates [Kasibhatla et al., 1997] and isoprene chemistry [Whitten et al., 1996] .
[8] CB4 lumps organic species according to their carbonbond structures. Thus hundreds of organic species are lumped into a manageable set of chemical reactions that make it feasible to simulate atmospheric processes within the limits of available computing capacity. In the formulation of CB4, organic species are treated in three different ways: (1) explicitly represented species: formaldehyde (FORM), ethene (ETH), and ISOP; (2) carbon bond surrogates: one-carbon-atom surrogate paraffin (PAR), carboncarbon double bonds surrogate olefin (OLE), and -CH 2 -CHO surrogate ALD2 (acetaldehyde and higher aldehydes); and (3) molecular surrogates: TOL (monoalkylbenzene group) and XYL (dialkylbenzenes and trialkylbenzenes)[for details please refer to Gery et al., 1989] .
[9] For model predictions to be compared with measured values, the hydrocarbons identified in the measurements must be lumped according to CB4 mechanism. Table 1 describes a lumping procedure that follows the method of Gery et al. [1989] for each species identified in our previous study [Kang et al., 2001] .
Domain Selection of the Modeling System
[10] The modeling domain was chosen so as to adequately represent conditions at sampling sites in three national parks [Kang et al., 2001] Figure 1 shows, the domain of this modeling system consists of 34 Â 42 cells using a 36-km horizontal resolution. The vertical domain varying from the surface to 100 mb is discretized using 22 layers of variable resolution; the lowest layer has a depth of 38 m. Since this study focuses on concentration field at the surface, only concentration fields at the lower 12 layers of the vertical domain are extracted from the model output.
[11] The time period for the model exercise selected is from 1200 hours on 14 July 1995 to 1200 hours on 29 July 1995 to comply with measurements that were made during July when photochemical activity was at a maximum [Kang et al., 2001] . Time-varying lateral boundary conditions for various model species were derived from previous model simulations conducted over the eastern United States for the study period.
Measurement Description
[12] One-hour integrated ambient-air samples for determination of VOCs were collected (a single measurement at local noon for each day) at the three U.S. national parks described above during June through July for the year 1995. Most of the samples were collected in July at 10 m above the ground. Hourly averaged O 3 measurements during this period are also available. In the analysis of VOC samples, standards, both for retention time and quantification, were run routinely, and four internal standards were added to every chromatographic run to verify performance of the analytical system [Farmer et al., 1994] . Identification of the target compounds was confirmed by mass spectrometer analysis. The method detection limit is 0.10 parts per billion carbon ( ppbC), with an uncertainty of ±20%. Any target compounds not detected in the sample above 0.10 ppbC were reported as not detected (ND) and were not included in any statistical analysis. The quality of the data is further guaranteed through correlation and ratio analysis. Further details on the measurement and data analysis can be found in the work of Kang et al. [2001] .
[13] Measured hourly concentrations of O 3 are also extracted from EPA's Aerometric Information Retrieval System (AIRS) database for the time period and domain of model simulations. There are 323 AIRS monitoring stations that have hourly O 3 concentrations within the modeling domain in 1995. When compared with the model predictions, AIRS data are averaged over all the stations which are located in the same model grid cell. Data from the monitoring locations at the three national parks are not included in the 1995 AIRS data set.
Organization of Simulations
[14] To understand the effect of VOC composition and reactivity on O 3 production, we model different emissionsperturbation scenarios for the same modeling domain. Analyses of model predictions and model process budgets from different scenarios makes clear the relative importance of different contributing factors to local O 3 concentrations at the three national parks.
[15] Table 2 gives the simulation details. Since our primary concerns in these rural areas are the characteristics of biogenic hydrocarbons represented primarily by isoprene (the contribution of terpenes to PAR and OLE can be neglected) in the model versus anthropogenic hydrocarbons, in the simulation design the emissions perturbation factor of isoprene is changed more often than that of other VOCs. Each simulation is assigned a name for use in the subsequent discussion. The perturbation factors represent net reduction or increase in emissions with respect to the Base Scenario designated by CS0. Further details on emissions in the Base Scenario are presented by Houyoux et al. [2000] . The factors are uniformly applied to all cells in the modeling domain. In CS1, emissions factors for all species are set to 0, representing effects of boundary inflow. In CS2, CS3, and CS6, emissions factors for all VOC species concerned are changed by À50, +50, and +100% to evaluate the impact of emissions variation on O 3 production. In CS4, CS5, and CS7, emissions factors are set to evaluate the effects of biogenic VOCs on O 3 production. In CS4, the emissions factors for isoprene are set to 0, while in CS5, only isoprene emissions are considered and the emissions factor is set to 1; In CS7, isoprene emissions are tripled to further assess effects of enhanced isoprene emissions. In CS8, emissions factors are set to approximately match measured values of major VOC species at the three monitoring locations.
Comparisons Between Measurement and Model Predictions
[16] Direct comparison between model predictions and measured values is confounded by several factors. First, the model yields grid-averaged concentrations that are dependent on the model resolution [Tesche et al., 1998 ]; whereas individual measurements represent single-point values at the measuring locations and are easily influenced by local conditions. Second, the model lumps many organic species into small sets of manageable species for use as surrogates for real-world hydrocarbons. Third, while grid-based photochemical models represent a significant improvement over the earlier one-dimensional Lagrangian models, they have several limitations such as uncertainties in the boundary layer parameterization, representation of clouds, biogenic emissions rates, etc., which affect the proper representation of ozone and its precursors locally.
[17] Given the inherent limitations of comparing gridaveraged model predictions with point measurements and the limited frequency of available VOC measurements at these sites (one per day), the comparisons and analysis presented in the subsequent sections attempt to evaluate the mean chemical characteristics and model performance at these specific rural locations. Detailed evaluation of MAQSIP simulations of surface O 3 against EPA's AIRS data sets for the summer of 1995 can be found in the work of Kasibhatla and Chameides [2000] and Hogrefe et al. [2001a Hogrefe et al. [ , 2001b .
Observed O 3 and Model Predictions
[18] Figure 2 presents predicted daily maximum hourly O 3 concentrations during an episode from 24 to 27 July 1995 for the modeling domain. These dates are late in the time period of the model run and thus free from the impact of model initial conditions. High O 3 levels appear each day in the east and northeast regions of this domain, e.g., the densely populated region. Daily maximum O 3 concentrations in the three national parks for this episode range from 46 ppbv (at GRSM on 25 July) to 120 ppbv (at MACA on 25 July). Back trajectory analysis shows that air flows from southwest to northeast for all three locations during this time period. Therefore the three national parks are free from the influence of high O 3 concentrations in the east and northeast regions.
[19] In order to evaluate air quality model performance, the U.S. EPA stipulated the application of statistical measures listed in Table 3 to predicted ozone concentrations [United States Environmental Protection Agency (U.S. EPA), 1991]. Observation-prediction pairs are often excluded from the analysis if the observed concentration is below a certain cutoff; the cutoff levels varied from study to study but often a level of 40 or 60 ppb is used [Russell and Dennis, 2000; Hogrefe et al., 2001a Hogrefe et al., , 2001b . Although there is no objective criterion set forth for a satisfactory model performance, U.S. EPA suggested values of 5 -15% for the mean normalized bias error (MNBE), 15 -20% for the unpaired peak prediction accuracy (UPA), and 30 -35% for the mean normalized gross error (MNGE) to be met by modeling simulations being used for regulatory applications. The values for the MNBE and UPA can be either positive or negative. The results of model performance evaluation using the U.S. EPA recommended statistical measures (with a cutoff of 40 ppb and 15 days of AIRS data and model predictions) for the three national parks are presented in Table 4 . Only the MNBE value at MACA moderately exceeds the U.S. EPA suggested values of 5 -15%. And also note that all the MNBE values are positive, implying that the model systematically overestimates O 3 concentrations. The MNGE values are all within the U.S. EPA suggested values of 30-35%. The UPA values indicate that the peak O 3 concentrations are underpredicted at GRSM and SHEN by about 5% but overpredicted at MACA by 9.5%. The correlation coefficients (R) ranging from 0.6538 to 0.7089 for the three sites indicate that the model can capture O 3 variation pattern reasonably well.
[20] Figure 3 presents a scatterplot of model predicted (Base Case CS0 and CS8) versus observed O 3 concentrations from AIRS for the three model cells in which the three monitoring locations are located. For convenience of comparison, the linear fitted line, 1:1 line, 2:1 line, and 1:2 line are also plotted on the plot to indicate the scattering range. Figure 3 shows that when observed O 3 concentrations (CS0) are less than 40 ppbv, the model tends to overestimate, with Figure 4 presents diurnal variations of O 3 concentrations of model predicted and measured values from both the three national parks and AIRS data within the grid cell containing the national park sites averaged over the modeling period for each hour. At GRSM, predictions and measured values are in good agreement during daytime with slight difference during nighttime. At SHEN, predictions are in better agreement with measured values from the national park than with AIRS data except for the midday period (1000 -1700 hours). At GRSM and SHEN, the two high-elevation locations, diurnal changes in measured values are quite small or insignificant and the model seems to capture this pattern reasonably well. The daily averaged values of both predicted and measured at the parks are almost the same (for instance, at SHEN, 61.03 and 60.70 ppbv, respectively). The significant diurnal cycle of AIRS data at SHEN is due to the fact that there are only a few low-elevation urban locations included. However, the situation at MACA is quite different. Both model predictions and measured values have a significant diurnal variation with higher values during daytime and lower values during nighttime. The model tends to overestimate both daytime and nighttime values, with a larger margin during nighttime. The predictions more closely match measured values from AIRS data than those at the park in both variation pattern and magnitude. The measured values at the park show significant diurnal variations with very low values during night (only a few ppbv that is even lower than O 3 levels in clean atmosphere). The low concentrations of O 3 are likely caused by low nighttime inversion in the river valley and nighttime deposition [Altshuller, 1986] . Clearly, model resolution is not fine enough to simulate the situations at this specific location.
Observed VOCs and Model Predictions 3.2.1. Concentrations
[22] Figure 5 shows the time series of both model predicted and observed concentrations for 6 model species at different locations. The observed values stand for hourly integrated mean concentrations from 1200 to 1300 LT, and the model predictions are the mean concentrations at hour 1200 and 1300 (LT) on the same days when observations are available. Listed simulation scenarios are CS0 (Base Scenario), CS3 (factor = 1.5), CS6 (factor = 2), CS7 (ISOP factor = 3, the rest 1), and CS8 (factors: ISOP 5, PAR 1, XYL 100, and all the others 10). Except CS0, all the other simulation scenarios have increased VOC emissions compared with CS0. At all locations, the Base Scenario (CS0) significantly underpredicts isoprene concentrations. The observed isoprene concentrations are between the values predicted by CS7 and CS8 except the one on 23 July at GRSM; it is a good match between observed concentrations and the predicted values by CS8 at MACA even though most of the observed concentrations are still higher than the predicted ones by this scenario; however, at SHEN, the observed isoprene concentrations match the predicted values by CS7 better than any other scenarios. In general, the Base Scenario underpredicts isoprene concentrations with a factor of about 3 -5 at the three locations. As Guenther et al.
[2000] points out, a factor of 3 is probably a reasonable estimate of the uncertainty associated with annual biogenic emissions for the contiguous United States, but predictions for specific times, locales, and compounds can be much more uncertain. The lower isoprene predictions may be attributed to three possible effects: (1) biogenic hydrocarbons emissions for this area are probably underestimated; (2) model resolution is not fine enough to adequately ACH simulate the complex terrain effects; (3) reactivity of isoprene makes its spatial distribution more uneven.
[23] As Figure 5 shows, the model predicted and observed distributions of anthropogenic VOC concentrations vary both in species and in location (anthropogenic species are not shown for SHEN because anthropogenic VOCs are considered to be contaminated at this site in 1995; see Kang et al. [2001] ). The single-bonded one atom surrogate, PAR, is the species whose predictions have closer agreement with observations compared to the other species, and the difference between predications and observations are within a factor of 2 at GRSM and within a factor of 2 for more than half of the points and a factor of 3 -5 for the rest at MACA (the largest increase in PAR emissions is a factor of 2). The Base Scenario significantly underpredicts all anthropogenic species except PAR. However, an increase by a factor of 10 (CS8) for ETH seems too high at GRSM, but reasonable at MACA. The predictions for OLE by CS8 are a good match at GRSM but are still too low at MACA for 4 of the 12 data points. Notice that the variation pattern of PAR is very similar to OLE at MACA and the higher concentrations on 19-22 July may be indicative of local pollution events. The molecular surrogate TOL is overpredicted by CS8 at GRSM, but it is a good match at MACA. Even though the predictions of XYL in the Base Scenario are almost 100 times lower than observations, a systematic increase in XYL emissions throughout the domain by a factor of 100 seems too high compared to the observed values.
[24] Through the above analysis, it is apparent that the daily averaged base O 3 predictions are comparable with the measured values, with a tendency to overpredict during the daytime and underpredict at night. However, measured isoprene values are generally higher than base predictions by a factor of 3 -5. Besides O 3 , PAR is the species whose base predictions have closer agreement with measured values compared to the other species. This is because PAR mostly consists of anthropogenic hydrocarbons, which are less reactive under normal conditions than other species, and hence PAR is more evenly distributed spatially. For all other species, including ETH, OLE, TOL, and XYL, the base model predictions are much lower than measured values. All of these are composed of mainly reactive anthropogenic hydrocarbons, whose higher measured values may indicate the influence of local sources which are not adequately resolved by the model. The discrepancy may also be attributed to the inaccuracy of the emissions inventory of organic species used by the Base Scenario as Henry et al. [1997] reported and to the intrusion of the emissions of the Canadian wildfires during the modeling period as reported by McKeen et al. [2002] . Furthermore, the 36 km Â 36 km grid-averaged values may not represent Figure 5 . Time series of model-predicted and observed lumped species. CS0, CS3, CS6, CS7, and CS8 are simulation scenarios and OBS is observation. The title of each figure contains the name of the lumped species and the name of the location separated by a dot.
ACH the point measurements. The comparison of predictions with limited available VOC measured values at these sites indicate that though the model does not capture the absolute concentrations of individual VOC species when paired in space and time, the predicted values are within the measured diurnal variation range at these sites.
Reactivity
[25] An important aspect of the role of VOCs in atmospheric chemistry is their individual reactivity. The relative importance of any VOC species in oxidant chemistry is limited by its rate of reaction with OH to produce highly reactive organic peroxy radicals (RO 2 ). Since the reactivity of individual species may vary by orders of magnitude, a concentration-based analysis may not always indicate the relative importance of a VOC species because a relatively abundant species may not be as reactive as other lessabundant species. On the other hand, comparing predictions of the relative reactivity of each species with measured values may provide valuable information about model performance.
[26] Mathur et al.
[1994] define a reactivity-weighted organic (RWOG) based on the typical reaction between a VOC species (relative humidity, RH) of concentration C j and OH,
where N is the number of organic classes (explicit compounds and generalized reactivity classes) in the chemical mechanism and K OH ( j) is the rate constant of the reaction between OH and the organic species ( j), taken at 298°K. Figure 6 presents the relative contributions of various VOC species to RWOG (here RWOG includes ethene, isoprene, PAR, OLE, TOL, and XYL) for both model predictions (Base Case, midday values) and measured values at GRSM and MACA. In general, both predictions and measured values share the same variation pattern across all the species and are comparable for each species at both locations. The mean fractional contributions of isoprene to RWOG for both predictions and measured values are more than 75% (at GRSM, the mean contribution for the measured value is 91.6%, and that for the prediction is 83.5%; at MACA, the values are 88.5 and 74.7%). As Figure 6 indicates, the predicted fractional contribution of PAR is about five times greater than the measured values at both sites (even though the predicted PAR concentrations match the observed values within a factor of 2 (Figure 5 ), the predicted fractional contribution of PAR to RWOG is much higher than observed value due to the lower predicted RWOG). But measured OLE and XYL fractional contributions to reactivities are slightly greater than prediction. The measured and predicted fractional contributions for TOL and ETH at both locations are not significantly different; all are less than 1%. In any case, the fractional reactivity contributions from isoprene and PAR combined exceed 95% of the total aggregated reactivity. These results indicate that even though the model does not capture the midday concentrations for each individual VOC species, it captures their relative contributions to the total VOC reactivity. One should be aware, however, that model resolution [Tesche et al., 1998 ], lumping procedure, and accuracy of the emissions data may influence these results.
Sensitivity of O 3 Production to VOCs and Process Analysis
Ozone Concentrations in Different Scenarios
[27] Figure 7 presents variation of mean daily maximum O 3 predictions with RWOG for different scenarios at the three locations. For comparison, the measured values are also shown. As expected, the scenario (CS1) in which emissions for all VOC species are set to 0 gives the lowest O 3 concentrations at all three locations. As VOC emissions factors increase from 0 to 2.0 (CS1, CS2, CS0, CS3, and ACH CS6), the daily maximum O 3 prediction also increases, but nonlinearly. From CS1 to CS2, the increment plays a larger role than it does from CS2 to CS0; that is, the increment from 0 to 0.5 VOC plays a larger role than that from 0.5 to 1.0 VOC. There is no significant change in O 3 concentration when the VOC emission factor further increases to 1.5 and 2.0, especially at GRSM and SHEN. CS5 (in which only isoprene is emitted; factor = 1) and CS0 (Base Scenario) predict very similar daily maximum O 3 concentrations, indicating that isoprene plays a major role (>90%) in O 3 production in these locations. However, CS1 (no VOCs) and CS4 (no isoprene but other VOCs = 1) show that O 3 production is still significant (mean daily maximum concentrations increased by 7 -11 ppbv). This implies that, when isoprene is absent, other VOC species contribute significantly to O 3 production (on average, isoprene emissions rates are 2 -4 times higher than other VOCs at the three locations). As Figure 7 indicates, in CS8, daily maximum O 3 predictions are significantly reduced compared to other scenarios at all three locations, and of different magnitude at each location. Das et al., submitted manuscript, 2003) also observed that O 3 is produced at lower levels of VOCs (<60 ppbC) but destroyed at higher levels. In the literature, the ozone-production mechanism is often illustrated using ozone isopleths [Dodge, 1977] . When the ratios of nonmethane hydrocarbon (NMHC, the sum of model species PAR, OLE, TOL, XYL, ETH, and ISOP for this study) to NO x are larger than certain values (15:1 in the empirical kinetic-modeling approach), the maximum O 3 concentration is not very sensitive to the hydrocarbon concentrations. As Table 5 indicates, except for CS1, the NMHC/NO x ratios for all other scenarios, including the Base Scenario, at all the three locations are within the NO x -limited region on the ozone isopleths. Tonnesen and Jefferies [1994] show through ozone-isopleths diagrams that within the NO x -limited region, O 3 production decreases slightly as VOC increases due to increased reaction of RO 2 with NO 2 to produce stable nitrogen products that result in fewer NO-to-NO 2 conversions per initial NO x . In the CB4 mechanism [Gery et al., 1989] , two universal peroxy radical operators, XO2 and XO2N, are used as surrogates for organic peroxy radicals that are produced by the oxidation of anthropogenic and biogenic hydrocarbons, mainly including the following reactions
where ISO3 and ISO4 are isoprene O-adducts, ISN and ISNT are nitrates of isoprene, DISN is dinitrate of isoprene, MV1 is methylvinyl ketone OH-adduct, MVNT is methylvinyl ketone nitrate, BZO2 is peroxybenzoyl radical, PBZN is peroxybenzoyl nitrate, PHO is phenoxy radical, NPHN is nitrophenol, CRO is methylphenoxy radical, and NCRE is nitrocresol.
[29] Reactions (R2) -(R5) are isoprene reactions, and reactions (R6) -(R8) are reactions for aromatic surrogate TOL. The typical rate constants for all these reactions are in the range of $10 À11 -10 À12 cm 3 molecule À1 s
À1
, which are comparable to most of the VOC and OH reactions and inorganic reactions of NO and NO 2 . All these nitrate compounds formed in these reactions are stable under normal atmospheric conditions and may be eventually removed through gas and/or aerosol deposition. Model results show that with the increase of VOCs (primarily ISOP) the mean reduction of NO is from 38% (CS3) to 68% (CS8) and the mean reduction of NO 2 is from 12% (CS3) to 35% (CS8) for the three locations studied. Correspondingly, the surrogate operators XO2N and XO2 increase from 91% (CS3) to 165% (CS8) and from 83% (CS3) to 182% (CS8), respectively. The significant reduction of NO x due to increased VOC concentrations (especially ISOP) is the primary reason of reduced O 3 production at higher VOC ( primarily ISOP) emissions. However, in NO x -rich environment, this effect is not significant. Only when the reduction of NO x reaches the level where O 3 production is dependent on NO x availability does this effect become significant, such as at GRSM and SHEN.
[30] If the modified CB4 mechanism [Gery et al., 1989; Kasibhatla et al., 1997] is meant to imply hydrocarbon/O 3 chemistry, then O 3 is indeed reduced by increasing certain hydrocarbons under certain conditions. It must be noted that the emissions factors in CS8 are chosen arbitrarily for all the cells in the modeling domain based solely on analysis of the measured values at the three locations; even for the three locations, each has its own unique characteristics for each VOC species, and the designated emissions factors are only an approximation.
[31] Figure 8 shows the relationship between mean predicted O 3 concentrations and mean VOC emissions for the entire modeling period (both are averaged for each scenario and each point on the figure corresponds to a scenario). It is obvious that VOC emissions have significant influence over O 3 concentrations at each location, and all plots have maximum points.
[32] If we define maximum VOC capacity point (MVCP: the point where any addition of VOCs reduces O 3 concentrations) as
where [O 3 ] is O 3 concentration, and [VOC] e is VOC emissions (kg C/km 2 h), then the MVCPs are 1.59 (GRSM), 2.61 (MACA), and 2.02 (SHEN) kg C/km 2 h. MVCP may be interpreted for the fixed NO x emissions level of the Base Scenario to mean that O 3 concentrations increase with the increasing VOC emissions before this point, and decrease after that point. In the decrease phase, O 3 production is inhibited by the lack of NO x . For the Base Scenario, only the conditions at GRSM can be considered to be NO xlimited in terms of O 3 production as other studies have suggested because O 3 production has reached its maximum with regard to VOC emissions (its MVCP point has the same emissions as the Base Scenario). Both MACA and SHEN in the Base Scenario have not reached their MVCPs, so any additional VOC emissions at these two locations may increase O 3 concentrations.
[33] To put the three national parks into perspective, Figure 9 gives the relative MVCP (RMVCP) values for the entire modeling domain. RMVCP is defined as the difference between the MVCP and the VOC emissions rate at Base Scenario. RMVCP can be positive, zero, or negative. A positive value indicates that the MVCP point is reached at an emission level greater than the Base Scenario; a zero value indicates that the MVCP is just the emission level of the Base Scenario; and a negative value indicates that the MVCP has been reached before the emissions level reaches that of Base Scenario. If the emission rate of the Base Scenario for both NO x and VOCs reflects the reality, then a negative or zero RMVCP indicates that O 3 production at this location (blue and some of the green areas in Figure 9 ) is limited by the availability of NO x . In Figure 9 , MVCP points are never reached for the regions shaded red within the emissions perturbation schemes devised in this study. The regions are usually urban locations such as New York and Chicago areas where there are large NO x emissions and locations over sea where little VOC emissions exist. In these regions, VOCs are highly productive to produce O 3 (NO x is also productive in the locations over sea due to its low concentrations). The implication of Figure 9 is that in the blue or green regions the effective way to control O 3 is to reduce NO x emissions. As discussed earlier, the actual measured VOC concentrations are higher than the predicted by the model Base Case in the three national parks, thus O 3 production in these areas is all in the negative RMVCP region. It seems that the effective way to reduce O 3 in these national parks is to reduce NO x . However, since NO x concentrations are already low at the two high-elevation locations (GRSM and SHEN), except at MACA O 3 , concentrations can be reduced by the reduction of NO x emissions; it is not an effective way to reduce O 3 production at GRSM and SHEN by reducing NO x . As we will see in the following discussion, local production is less than half of the O 3 budget at GRSM and SHEN, thus any local control strategy may not be effective.
[34] As discussed earlier, when using ozone isopleths, if VOC is increased within NO x -limited area, O 3 concentration usually levels off, but it is not predicted to decease as suggested by the MVCP. However, at all the three park locations and in other regions in Figure 9 , our analysis strongly signifies the existence of MVCP, and it is suggested by observations (Das et al., submitted manuscript, 2003) . This implies that the conditions under which O 3 isopleths are obtained are different from the conditions in this study. As already discussed, highly reactive VOCs (especially isoprene) help reduce NO x concentrations, which under NO xscarce environment suppresses O 3 production.
Process Budgets
[35] In the MAQSIP model each of the physical and chemical processes is cast into modules following the time-splitting approach. Each process module operates on a common concentration field, making it possible to analyze budgets of modeled species by examining the contribution from each modeled process. In this study, we analyze model budgets in terms of various physical/chemical processes such as chemistry, horizontal and vertical advection, horizontal and vertical diffusion, dry deposition, and emissions based on the Base Scenario (CS0). Not all of these processes can be equally weighted in the budgets of ozone and different VOC species. The vertical budget of each process (Bi) is the weighted contribution from each layer and is calculated as follows:
where s represents the vertical coordinate system, s j is the boundary s value of the jth layer, C j is the contribution of the process (ppbv/h) at jth layer, and N is the number of vertical layers (N = 12 in this calculation).
Modeled Ozone Budgets
[36] Five processes, chemistry, horizontal advection, vertical advection, vertical mixing, and deposition, have a significant effect on modeled O 3 budgets in this modeling study. Figure 10 presents the average contributions of each process to the modeled daytime O 3 budget across the modeling period as well as the whole vertical modeling domain for each location. For all locations, both chemistry and horizontal advection contribute to the local O 3 . Also, note that positive contribution (accumulation) is not balanced by negative contribution (removal) at each location, especially at MACA where O 3 accumulation is much higher than its removal. The difference between accumulation and removal reflects the average net O 3 production or destruction at the location. For instance, there is an average net O 3 production rate of 3.52 ppbv/h at MACA, but an average net O 3 destruction rate of 0.18 ppbv/h at GRSM.
Modeled VOC Budget
[37] Figure 11 shows VOC budgets for each location. Six processes are included: chemistry, emissions, horizontal advection, vertical advection, vertical diffusion, and dry deposition This budget picture indicates that even for these rural locations, local emissions account for most of the VOC concentrations and the impact of long-range transport plays only a smaller role in regulating the local VOC concentrations. Unlike O 3 budgets, the positive and negative contributions for VOC budgets are almost balanced at all locations.
Chemistry Processes
[38] Chemistry processes are important to both O 3 and VOCs local budgets in the areas studied. Even O 3 transported to the area is also produced through photochemistry processes somewhere in the atmosphere. VOCs are predominantly emitted locally and about half consumed by chemistry and about 33-50% exported to other areas. Most of the exported VOCs are removed by various chemistry and photochemistry processes sooner or later. Therefore it is necessary to further analyze the chemistry processes. The magnitude of O 3 chemistry budget represents the net ozone produced through local photochemical processes. During the photochemically active period of the day (1000 -1700 hours), the value is always positive. The magnitude of VOC chemistry values represents how much VOCs has been removed through local chemical and photochemical processes. The value is always negative, meaning that VOCs are consumed.
[39] Figures 12 and 13 present mean daily total O 3 production by chemistry (P O 3 ) and mean VOC loss (L VOC ) due to chemistry during the photochemically active period of the day (1000 -1700 hours) over the entire modeling period for each scenario, respectively. Each location has its own characteristics in terms of the intensity and variation trend with different scenarios. Of the three locations, MACA consistently has the largest P O 3 , GRSM the least, with SHEN in between. However, the largest L VOC always appears at SHEN. For most of the scenarios, the L VOC values are smallest at GRSM and in between at MACA. As discussed earlier, reactive VOCs react not only with OH to produce O 3 but the intermediate products of VOCs react also with NO x as well. The explanation of higher VOC chemistry but lower O 3 production due to chemistry at SHEN lies in the fact that reactive VOC species are a larger share of total VOCs and NO x concentrations are lower at this location than at MACA. Referring back to Figure 5 , we find that isoprene concentrations at SHEN (mean midday concentration: 3.36 ppbv) are indeed much higher than those at MACA (mean midday concentration: 0.78 ppbv).
[40] The relationship between net O 3 production (P O 3 ) and VOC loss (L VOC ) due to chemistry at the three locations is presented in Figure 14 . The last scenario, CS8, is not included because this scenario significantly reduces O 3 production at all three locations. Note that VOCs are consumed in VOC chemistry, but O 3 is produced in O 3 chemistry (for convenience sake, the negative sign of the VOC chemistry term is dropped). It is clear that the consumption of VOCs contributes to an approximately linear increase in O 3 production at all three locations, but their actual relationship varies from location to location.
[41] We define a new term called VOC potential for O 3 production (VPOP) as
VPOP is a measure of the change in O 3 production per unit change of VOCs consumed or, in other words, the O 3 Figure 12 . Model-predicted mean daytime O 3 production by chemistry (P O 3 ). Daytime O 3 production is the average of hourly O 3 production from 1000 to 1700 hours on the day. Figure 13 . Model-predicted mean daytime VOC chemistry (L VOC ). Model output from 1000 to 1700 hours of each day is used to calculate the mean, and the negative sign is dropped. Error bars are the standard deviations.
production efficiency of VOC chemistry. It represents the slope of the best fitted regression line through the data in Figure 14 .
[42] From Figure 14 , the VPOP values are 0.065 (GRSM), 0.36 (MACA), and 0.11 (SHEN) ppbv O 3 per ppbv VOCs. Thus one ppbv VOCs consumed produces 5.5 times more O 3 at MACA than at GRSM. It is interesting to note that if VOC chemistry is zero, values for O 3 production due to chemistry are similar at all three locations (3.1 -4.4 ppbv/h). These may represent background O 3 production from inorganic reactions such as CO and CH 4 .
[43] VPOP values for the entire modeling domain are presented in Figure 15 . Larger VPOP values are found in the northwest region of this domain as well as in the southeast region over the ocean corresponding to lower VOC emissions. Figure 15 gives the relative importance of VOCs in O 3 production, and this implies what the effective ways are to control O 3 . In regions with higher VPOP values, it may be more effective to control O 3 by reducing VOC emissions; on the other hand, lower VPOP values generally mean that local O 3 production is low due to reactions of VOCs, and hence it may not be effective to control O 3 by reducing VOCs.
Conclusions and Implications
[44] The air-quality model MAQSIP is shown to predict O 3 concentrations with an overall uncertainty of less than 30% and daily average O 3 concentrations with even less uncertainty. The diurnal variation patterns at both low-and high-elevation locations are simulated reasonably well by the modeling system. Limited comparisons between predicted and measured VOCs indicate that the predictions of VOC species concentrations are less successful. Out of six nonmethane hydrocarbon species, PAR is best predicted within a factor of 2 in most cases, followed by isoprene being underestimated by a factor of 3-5. Most other species are predicted at about one order of magnitude lower than observed values. However, the fractional reactivity of the various VOC species is captured properly by MAQSIP. The comparison of the observed and model-predicted RWOG suggests that the model Base Scenario underestimates RWOG by a factor of 3-10 for the three locations studied.
[45] Model predictions show a MVCP, that is, the point at which further addition of VOCs reduces O 3 concentration at all locations. Among the three locations, model calculation suggests that the largest O 3 production due to local chemistry processes occurs at MACA and is almost double that at GRSM or SHEN. Even with the Base Scenario, which underestimates the emissions of most of the reactive VOC species, the MVCP appears to have been reached at GRSM. If we consider CS8 to be scenario closest to observed values at each location, then VOCs are all chemically saturated in terms of O 3 production at all locations and can lead to reduced O 3 production with further increase in emissions.
[46] The intensity of the VOC chemistry process, which ranks SHEN first, MACA second, and GRSM last, is a measure of how actively VOCs participate in local chemical reactions. The VPOP, which is three and six times greater at MACA than at SHEN and GRSM, respectively, measures the efficiency of O 3 production due to the chemistry process of VOCs. These two metrics can be used to quantitatively evaluate the relative strength of chemistry process and O 3 production at a location. The map of VPOP for the entire modeling domain present a clear picture of relative O 3 productivity and intensity of chemistry processes. Within the context of the entire modeling domain, all three national park locations are at the lower side of all these metrics.
[47] Model sensitivity and budget analyses indicate that more than half of the local O 3 is transported from other areas for the two high-elevation sites (GRSM and SHEN) and just 20% for the low-elevation site (MACA); local chemistry or photochemical reactions contribute 26-43% of the local O 3 at GRSM and SHEN and 81% at MACA. Vertical transport and dry deposition are responsible for removal of O 3 from atmosphere. Local emissions contribute 67-95% of VOCs, with the remainder attributed to advection and diffusion processes. About 50% of the VOCs are consumed by local chemistry processes, 30 -50% by horizontal or vertical transport, and less than 10% by dry deposition. The relative capacity of local O 3 production is closely related to the characteristics of VOCs at each location. For instance, compared with GRSM and SHEN, higher local O 3 production at MACA is also signified by its higher values of VPOP and MVCP, and the values of these metrics at a location are in turn dependent on NO x levels of this location. [48] This study has several important implications. There are distinctive characteristics of O 3 distribution, transport, and production for locations with different elevation. In areas where transport dominates local O 3 production, the most effective strategy is to reduce O 3 levels in the source areas from which it is transported. However, in areas that O 3 is predominantly produced locally, reducing NO x or VOC levels according to their characteristics in the location may help reduce values of VPOP and MVCP, and thus reduce the capacity of O 3 production. The existence of MVCP points, which is contrary to previous understanding of the atmospheric chemistry of O 3 production, implies that large amounts of reactive biogenic VOCs that often exist in densely vegetated environments during summer, may help regulate O 3 levels under NO x -limited conditions.
[49] Further research is needed to improve the emissions inventory, reduce large uncertainty in biogenic emissions, and more fully account for locally emitted VOCs. Further model sensitivity analysis is also needed to take into consideration the effect of NO x , CO, and other species.
