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I. The asymptotic behavior of the system 
Xl ’ = w%‘(t) %(t)-1 Xl + wl’(q %W1 x2 +fl(c Xl , x2) + h(Q, 
x2’ = c21a,‘(t) a,(v-l 21 + %p,‘(4 4-l x2 +f& Xl , x2) + b(f) 
(1) 
will be considered where u,(t), i = 1,2 are in general complex functions of 
class Cl and ai f  0, i = 1, 2 for t, < t < a~, t, large enough. fi , h, , 
i = 1, 2 are continuous complex functions in 
12 = {(t, x) 1 I x 1 < R < CO, t, < t < co}. 
We assume the unicity of the solutions of (1) in the points of 9. 
The linear system associated with (1) is 
Yl’ = WlV) %(t)-lYl + Cl2%V) a2w Y2i 
Yi = w2w %(Y Yl + w,‘(t) %W1 Yz . 
(2) 
We show here that iffi , hi , i = 1, 2 satisfy some additional hypotheses then 
the solutions of (1) are asymptotically “close” to the solutions of (2). Some 
results on the existence of non-oscillating solutions of a second order dif- 
ferential equation as considered in [I, 3, 4, 101 and the sufficient condition in 
[5] and [9] are consequences of theorems of Sections 2 and 3 which gives a 
more complete description of the behavior of all solutions of (1). We need 
the following lemmas: 
LEMMA 1. If y(t) < p + jkf(s, y(s)) ds where f(t, y) is continuous and 
monotonic increasing in y  in the region R defined by 1 t - T 1 < a, 1 y  - p 1 < b, 
where a and b arepositive real numbers, then y(t) < z(t) where z(t) is the maximal 
solution of the da#kntial equation z’ = f  (t, z) through (T, p) for t > T. 
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For a proof of Lemma 1 see [Ill. The following simple lemma of [2] will 
be useful: 
LEMMA 2. Let ai > 0, bi > 0, ri > 0 and r = maxi ri , i = 1, 2 ,..., n. 
If b, > 1 for some i then 
Proof. 
The following lemma is proved in [6], p. 322: 
LEMMA 3. Let E be a measurable set of points of any number of dimensions, of 
jnite or infinite measure, and let f (t, s) be summable in E for values of t in 
[to, a). Assume that there exists a summable, non-negative function 9(s) such 
that 1 f  (t, s)] < 4(s) for almost all values of s in E and all values oft in [to , co). 
Then if lim,,, f  (t, s) exists for all (or almost all) values of s in E, we have 
;+I j, f  (t, s) ds = j-, $+?f (t, s) ds. 
We need also the simple lemma on matrices [A: 
LEMMA 4. Let A = (aij) and B = (bij) be real or complex square matrices 
n x n with B not singular. If C = AB-1 where C = (cii) then 
det Cii 
cij = det 
where Cii is the matrix obtained by substitution of the ith row of A in the jth row 
of B. 
2. To prove our theorems we need to know a fundamental matrix of (2). 
b,a,(t), bza,(t) is a solution of (2) if and only if xi=1 cijb,j = bi , i = 1,2 and 
if al’(t) f 0, a,‘(t) # 0 then bla,(t), bza,(t) is a solution of (2) with (4 , b,) # 0 
if and only if 
det cl’ 
[ 
-1 Cl2 
c21 c22 
-l =o. 1 
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By the known method of reduction of order of a system of ordinary differential 
equations we determine a second solution 
For simplicity of notation we write yr(t) = al(t) A,(t), ya(t) = a2(t) A,(t) 
with 
t u2(s)- u,‘(s) u2( p-l 
A2(t) = ‘12 j,, &)e,~W’d al(s) + ~l(t)e,,Wb,) ’ 
Then a fundamental matrix of (2) is 
al(t) 44 40 
W) = L,(t) u2(t) A,(t) I . 
By Jacobi-Liouville’s formula 
det U(t) = ,I[ lieu; u;‘(w) + c~~u;(w) u,‘(w)] de, = K[u,(t)]cll [u2(t)]‘““. 
We put by definition 
A(t) = [ul(t)y” [u2(t)]-*. 
We assume the hypotheses 
with 
I 
m 
s 
02 gi&) [+>I” [ai(t)l-1 dt< ~0, h<(t) [q(t)]-’ dt < co, (5) 
li+i A,(t) is finite, i= 1,2, (6) 
and 
44 (A2(4 - A&)), 
4) (A,(t) - A,(4), 
4) (A,(4 - A,(t)), 
44 (A,(t) -- A,(4), 
are bounded functions for t, < s < t < co. 
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A sufficient condition for (6) is the following condition which is easier to 
verify 
1 ai i = 1, 2 are monotonic, cl1 + cl2 = 1 and cl2 f 0, 
c22 < 1 if a2(t) + co and c22 > 1 if a2(t) -+ 0, (6’) 
cl1 < 1 if al(t) ---t 00 and cl1 > 1 if al(t) --+ 0. 
If the hypotheses above are satisfied then the solutions of (1) will satisfy 
the following condition: 
H: For every solution y(t) = (yl(t), y2(t)) of (2) there exists a solution 
x(t) = h(t), X2(t)) of (1) such that xi(t) = yi(t) + e,(t) q(t) with 
t+m e,(t) = Bi constant i = 1, 2 and conversely for every solution x(t) of 
;ly h t ere exists a solution y(t) of (2) such that xi(t) = yi(t) + 0$(t) q(t) with 
lim,,, &(t) = 8, . 
THEOREM 1. Let hypotheses (3), (4), (5) and (6) (OT (6’)) be sutisjied with 
respect to system (1) and put I = maxi ri , Then 
(i) If r > 1 for every solution y(t) = (yl(t), y2(t)) of (2) with 1 y(to)l small 
enough, there exists u solution x(t) = (xl(t), x2(t)) of (1) such that 
x,(t) = yi(t) + &(t) ai with lim,,, e,(t) = 0, constant, i = 1, 2. 
In particular (1) admits at least a solution x(t) = (xl(t), x2(t)) such that 
lim Xi(t) - = bi constant 
t-+=2 ai
with (b, , b.J f 0. 
(ii) If r < 1 all solutions of (1) satisfy condition H. 
Proof. Let r(t) = Mth Y2W b e a column vector solution of (2). As any 
solution of (2) is a linear combination of columns of matrix U(t) we conclude 
that yi(t) [ai(tl is bounded, i = 1, 2. 
A solution x(t) of (1) such that x(t,) = y(t,) is given by 
+> = Y(t) + s:, u(t) u-‘(s) f (s, x(s)) ds + I:, U(t) U-l(s) h(s) ds 
where h(t) = (4(t), h2(tN, f = (fi ,f2), x(t) = h(t), x2(t)), Y = h(t), Y2(t)) 
are column vectors 
By Lemma 4 
U(t) U-l(s) = (+(t, s)) = de:eF$;)) 
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and (Cij(t, s)) is a matrix which we obtain by substitution of the row of order i 
of matrix U(t) in the row of orderj of matrix U(S). 
An easy computation shows that 
C& 4 = 44 ~;‘w 44 G%(s) - 4(t)), 
Cl& 4 = %(O 4s) 44 (4(t) - 4(s)), 
d4 4 = a&> 44 4) c%(s) - 4.w 
cz& 4 = 44 4s) 44 m.(t) - 4w 
By hypothesis (6) or (6’) 
I &, 41 G M I a&)l I &)I - 
Each component of the solutions of (1) can be written in the form 
xi(t) = ri(t> + jIo fl cir(4 s)fr(s, 44) ds + 1;” ?tl 44 4 4~) ds. 
As we have 
then 
I WI 
- < # + M St i i I u;‘(s) I g,,(s) 1 Use’ 1 $$$- ds I a&N to r=l i=l 3 
+ JI j:, il I K1(41 I M4l ds 
and then by Lemma 2 
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By Lemma 1 
izl I 4t)i G @) 
i I w 
where z(t) is the maximal solution of the differential equation 
27’ = p(t) I wl’~ I 4w x7. (7) 
We observe that if 1 x,(t)l/l q(t)1 < 1, i = 1, 2 we cannot use Lemma 2, 
but in this case &, 1 x,(t)l/l q(t)1 ’ b is ounded and this is what is desired. 
The solution of (7) is 
44 = 4&J exp 1: c g,(s) I 4~)l’~ I adC1 6 
0 r.i 
if r = 1, 
and 
x(t)‘-’ = z(tO)lmT + (1 - I) /IOzg,(r) 1 ai(s)lrj 1 ai(s)l-’ ds, if r > 1. 
,’ 
Then if r = 1 all solutions of (7) are bounded in [t,, , co). I f  r > 1, by choosing 
z(tJ small enough the solutions of (7) are also bounded in [t, , co). Then 
C;c-, I x&Nl 4t>l ’ b is ounded and the solutions of (1) exist in [to , co). 
Let us show now that [x$(t) - yi(t)]/ui(t) has a finite limit when t + co. 
lim xl(t> - rl(t) 
%@> 
= lim 
t-tm t~ao y&y [ j 
IO il Cl& s)f&9 44) ds 
+'ji 2 dt, 4 h,(s) ds 1 4t> t, 7=1 
-  s, 44 44 44 fib 44 ds 
- 4 s y, u;~(s> 44 fib, 44) ds 
+ A, s, h> 4f&> 44) h 
- I y. A,(s) a;‘(s) 4f&, x(s)) ds = 4 . 
(8) 
Because the integrals in the right side of (8) are convergent and 
lim t+m A,(t) = A, constant so lim,,, [xl(t) - yl(t)]/ul(t) = 0,. 
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To show that there exists a solution of (1) such that lim,,, x,(t)/a,(t) = b, , 
select yr(t) = al(t) and t,, sufficiently large in such a way that 1 e1 1 < 1. Then 
lim xi(t> - = 1 + er = bi f 0. 
t+cc a&) 
In an analogous manner 
limX2(t)=(j 
t+m a&) 2 * 
We have to show now that if r = 1 for every solution x(t) of (1) then there 
exists a solution y(t) of (2) satisfying the condition H. Define y(t) by the 
integral equation 
x(t) = ~(4 + jt u(t) u-l(s) MS, x(s)) + WI ds. 
to 
y(t) is a solution of (2) with y(t,) = x(tO), and lim [xi(t) - yi(t)]/ai(t) = Bi 
by the same reasoning made above. Then H is satisfied. 
Theorem 2 of [3] is a particular case of Theorem 1 above but the results of 
[l, 4, 5, 9 and lo] are not because they consider particular cases of equation 
x” + f(t, X) = 0 and the unperturbed equation X” = 0 which is excluded in 
Theorem 1 by the hypothesis az’(t) f 0. In Section 3 we show that Theorem 1 
is still valid when al’(t) = 0 or uz’(t) = 0 and then includes as particular 
cases the results of [l, 4, 5, 9 and lo]. 
3. We consider now the cases in which ur’(t) = 0 or as’(t) E 0, and we 
will show that Theorem 1 is still valid if hypothesis (3) and (6) are conveniently 
interpreted. 
(a) a,‘(t) G 0, uz(t) f 0 and al’(t) f 0 system (3) becomes 
Yl’ = Wl’W 4FYl + Wl’(~)YZ > 
Yz’ = 0, 
which has a solution (al(t), 1) if and only if the condition 
is satisfied. 
Cl1 + Cl2 = 1 
A fundamental matrix of (2*) is 
@*I 
(3”) 
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and 
A,(t) = u&)D1~-1, A,(t) = 0, d(t) = ul(ql--q~. 
Hypothesis 6 becomes 
and 
i& al(t) exists if Cl1 z 1 
Cl1 < 1 if V+? a&) = co, 
cl1 > 1 if li+? al(t) = 0. 
(b) al’(t) = 0, al(t) # 0, az’(t) f 0. 
Equation (2) becomes 
Xl’ = 0, 
X2 ' = c2la2wYl + c22~2'w ~2WY2 9 
which has the solution (1, a2(t)) if and only if the condition 
is satisfied. 
c2, + c22 = 1 
A fundamental matrix of (2**) is 
u**(t) = [,,it) u2(t) :.,(tp 1 
and 
4(t) = 1, A,(t) = [l + u2(t)“““-l] , d(t) = u2(tp. 
Hypothesis 6 becomes 
F-2 u2(t) exists if c22 + 1 
and 
c22 -=c 1 if hi u,(t) = co, 
c22 > 1 if hi u2(t) = 0. 
@*) 
(6* *> 
With the modifications above, Theorem 1 is still valid when ul’(t) = 0 or 
u;(t) z 0 where instead of hypotheses (3) and (6) we use hypotheses (3”) and 
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(6*) if al’(t) s 0 and (3**) and (6**) if aa’ = 0 and has as particular case 
results of [I, 4, 5, 9 and lo]. 
Remark. The simple example x’ = (l/t + l/(t log t)) x where a(t) = t, 
u’(t) = 1, g,,(t) = (t log t)-1 which has the general solution x(t) = ct log t, 
shows that, even in the linear case our results are not valid if lim,,, tgll(t) = 0. 
On the other hand, Moore and Nehari [9] proved that the condition 
S” 4) t an+1 dt < co is necessary and sufficient for the equation 
X” + u(t) xzn~+* = 0, u(t) > 0, n > 0 to have a solution satisfying 
lim t-tlo x(t)/t = a > 0. These examples show that conditions (4) and (5) 
cannot be improved. When the q(t) are particular functions for example 
ai = up or q(t) = uieSit, Theorem 1 is valid for a general n-th order 
system as was shown in [S]. The only difficulty in the extension of Theorem 1 
to an n-th order system is the determination of a fundamental matrix of (2) 
which in the general case is not easy. If we know for a particular system a 
fundamental matrix then we can follow the lines of proof of Theorem 1 and 
get the same results. 
If lim t+m ai = cc and the conditions (4) and (5) are satisfied then con- 
dition (3) is also necessary for system (1) to have a solution of the 
form xi(t) = y<(t) + e,(t) a<(t) with lim,,, e,(t) = Bi; that is: 
THEOREM 2. Let conditions (4) and (5) be satisfied and lim,,, q(t) = 30 
i = 1, 2; then a necessary condition for the existence of a solution 
x(t) = (xl(t), x2(t)) of (1) such that x,(t) = yJt) + 0,(t) q(t) where 
y(t) = ( yl(t), yz(t)) is u solution of (2), lim,,, e,(t) = Bi constant (e, , e,) f  0, 
undy,(t) [q(t)]-’ bounded, is that the constants cii , i = 1, 2 satisfy condition (3). 
Proof. Integration of Eq. (1) followed by multiplication by [ai(tl yields 
the equation 
where e,(t) = 0, + ej(t) with lim,,, ci(t) = 0. When t + co the first term 
of the right side of (8) goes to zero and by L’Hospital’s rule the third term 
10 IZE 
also goes to zero. By hypotheses (4) and (5) and Lemma 3 all terms of the right 
side of (8) with the exception of the second go to zero because 
ai(s) ds 
< K 1 ai(t)l-l 1’ i gdj(s) 1 uj(s)lr9 I u&)l-l I ai(s)/ ds --t 0 as t-+03, 
where 
K 2 max ( sup 
I x&P 
I u,(t),Tl , su! 
and 
!E I 4t)l-l J tD I hi(s) [ds)“] I I ai(s)1 ds = 0. 
Then the Bi , i = 1, 2 satisfy the system of equation 
ei = i C,jOj , i= 1,2, 
j=l 
which has a solution (0, , 6,) f 0 if and only if (3) is satisfied. 
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