It is frequently assumed that the accuracy with which luminance gratings can be detected depends solely on the signal-to-noise ratio at the output of a single linear channel. Proportionality between threshold elevation and power spectral density is implicit in this assumption. I demonstrate that this proportionality does not hold for 1-cycle/degree gratings masked by low-pass noise with a 0.5-cycle/degree cutoff frequency. This implies that different channels can mediate detection, depending on the contrast of masking stimuli. © 2000 Optical Society of America [S0740-3232(00) 
INTRODUCTION
It is frequently assumed that the accuracy with which luminance gratings can be detected depends solely on the signal-to-noise ratio at the output of a single linear channel. Threshold measurements for detecting a grating in filtered visual noise have often been used for revealing the spatial-frequency tuning of such a channel. [1] [2] [3] As the filter allows more noise into the channel, the grating will require more contrast to remain visible. Thus channel tuning can be inferred from the relationship between filter bandwidth and threshold.
When inferring a channel's tuning function, one must ensure that only one channel is contributing to detection. In fact, it has been demonstrated that the channel used to detect a grating can vary with the bandwidth of filterednoise masks. 4, 5 Channels tuned to frequencies farther from the target are used when noise floods nearer channels. This phenomenon, termed ''off-frequency looking, '' 6 means that estimates of channel bandwidth inferred from the relationship between filter bandwidth and threshold are systematically too small.
More damaging is the possibility that the channel(s) used for detecting a grating depends not only on the bandwidth of filtered noise but on its spectral density as well. In that case estimates of channel bandwidth inferred from the relationship between filter bandwidth and threshold would not merely be systematically small; they would vary-from study to study and within studiesunsystematically, depending on the spectral densities used. Figure 1 illustrates this scenario. Two channels have different sensitivities to a sinusoidal grating whose frequency is represented by the arrow. Both stimulus noise (black) and internal noise (gray) perturb each channel's output. When the spectral density of stimulus noise N is zero, the channel tuned to lower spatial frequencies (on the left) has a greater signal-to-noise ratio. When N is large, the channel tuned to higher spatial frequencies (on the right) has the greater signal-to-noise ratio.
An observer free to select between these two channels in a detection task will use the low-frequency channel when stimulus noise is small and the high-frequency channel when stimulus noise is large. Psychophysically, this type of off-frequency looking can be inferred if the relationship between spectral density and threshold is nonlinear. This is illustrated in Fig. 2(a) . If an observer were restricted to using just one of the two channels in Fig. 1 , then threshold power c 2 would be a linear function of power spectral density N, as described by each of the two thin black curves. (NB: linear functions curve when plotted on log-log axes.) If an observer were free to select either of the two channels in Fig. 1 , then c 2 could be a nonlinear function of N. The best possible performance of such an observer is shown by the thick gray curves. An ideal observer (dashed curves) with access to both channels would also produce nonlinear c 2 -versus-N curves. The performance of the ideal observer is derived in Appendix A.
Burgess et al. 7 noted that linear relationships between threshold power and spectral density produced lines with unit slope on logarithmic plots of threshold elevation (relative to absolute threshold c 0 2 , measured in the absence of stimulus noise) versus spectral density. This is illustrated in Fig. 2(b) , where the log c 2 -versuslog-N curves of Fig. 2(a) have been transformed into log(c 2 Ϫ c 0 2 )-versus-log-N curves. A detection strategy based on the output of a single channel produces a threshold-elevation curve with unit slope. Detection strategies based on the outputs of multiple channels produce shallower threshold-elevation curves.
The first compelling demonstration of a nonlinear relationship between threshold power and spectral density also comes from Burgess et al. 7 They used a white-noise mask of fixed spectral density, a filtered-noise mask of variable spectral density, and both disk and Gaussian blob targets. It remains to be seen whether a similar result can be obtained (a) without the additional whitenoise mask and (b) with the narrow-band targets (i.e., gratings) used for estimating channel bandwidth.
The only evidence cited in support of a nonlinear relationship between spectral density and threshold power for grating detection is that of Losada and Mullen. 5 They noted that, as the spectral density of a low-pass-noise mask increased, power thresholds for detection of a target grating rose with less than unit slope. However, a linear model actually produces quite a good fit to their data for achromatic gratings. A fit that allows asymptotic slopes to be less than 1 is no better. (See Fig. 3 for details.) Thus the possibility of a nonlinear relationship between spectral density and threshold power for grating detection remains an open question.
Here I discuss an empirical search for viewing conditions that might demonstrate such a nonlinear relationship. The data produced by this search turn out to be well described by both a fixed-channels model, which does not allow off-frequency looking, and a best-channels model, which does. However, there is a type of viewing condition for which the latter model consistently outperforms the former model. One such condition is selected for intensive study. It produces compelling evidence for a nonlinear relationship between threshold power for grating detection and spectral density of a filtered-noise mask.
METHODS

A. Observer and Apparatus
In experiment 1, JAS was the only observer. During observation his slightly myopic vision was corrected to normal. In addition to JAS, two other trained psychophysical observers were used in experiment 2. Stimuli were displayed with gamma correction on an Apple Multiple Scan 1705 monitor in a dark room. A video signal with 12-bit precision was attained with an ISR Video Attenuator and was used to drive the monitor's green gun. 8 Maximum and minimum display luminances were 36 and Ͻ0.1 cd m
Ϫ2
, respectively. The background luminance was held constant at 18 cd m
, and the frame rate was 120 Hz. This high frame rate allowed targets and masks to be displayed on alternate frames without visible flicker. Display resolution was 22.6 pixels/cm. In experiment 1 the viewing distances were 163 and 41 cm, resulting in effective visual resolutions of 64 and 16 pixels/ degree, respectively. In experiment 2 the viewing distance was 81 cm, resulting in an effective visual resolution of 32 pixels/degree. The PSYCHOPHYSICA 9 software used in these experiments is available on the Internet at http://vision.arc.nasa.gov/mathematica/ psychophysica.html .
B. Stimuli
Targets were vertical gratings in cosine phase at fixation. Masks were samples of vertically oriented onedimensional static noise. Targets and masks were windowed by a two-dimensional circular Gaussian weighting function W, with a peak at fixation ͕x, y͖ ϭ ͕0, 0͖, and a space constant proportional to the period of the target grating :
(1)
C. Procedure
Two stochastically different masks were presented on each trial. In one presentation, mask frames were interleaved with target frames. In the other presentation, mask frames were interleaved with blank frames. When ready, the observer pushed a key to initiate the trial sequence: A fixation spot disappeared, there were a 333-ms pause, a 100-ms presentation (either mask-plustarget or mask-alone), a 500-ms pause, the other 100-ms presentation, and a final 333-ms pause before the fixation spot returned. Each mask was displayed within a 256-pixel square. Each pixel of the square's edges was randomly assigned either maximum or minimum luminance. This cue to the mask's spatiotemporal location was provided to minimize Fig. 1 . Off-frequency looking. This diagram illustrates power gain for two channels. Both channels, particularly the one tuned to lower spatial frequencies (on the left), are sensitive to a sinusoidal grating whose frequency is represented by the arrow. The two channels have different amounts of internal noise, shown in gray. The spectrum of a low-pass stimulus noise is shown in black. When the spectral density of this noise, N, is small, the channel on the left has a greater signal-to-noise ratio. When N is large, the channel on the right has the greater signalto-noise ratio. Fig. 2 . Threshold curves determined by two channels. Each thin black curve describes the performance of an observer restricted to using just one of the two channels in Fig. 1 . The thick gray curves describe the best possible performance for an observer free to select either of the two channels in Fig. 1 . The dashed curves describe the performance of an ideal observer with access to both channels in Fig. 1 . Threshold curves in (a) have been transformed into threshold-elevation curves in (b). Detection strategies based on the output of a single channel produce threshold-elevation curves with unit slope. Detection strategies based on the output of multiple channels can produce shallower threshold-elevation curves.
the possible effects of uncertainty. The observer identified the presentation containing the target by pressing one of two keys. A correct choice was followed by a lowfrequency tone, an incorrect choice by a high-frequency tone.
In experiment 1 each session consisted of 4 trials from each of 66 interleaved adaptive staircases. 10 Each staircase converged on the 82%-correct threshold (dЈ ϭ 1.29) for detecting the target in the presence of a different kind of noise mask. There were six (ideal) high-pass noises, six (ideal) low-pass noises and white noise. Each of these noises could be presented with any one of five spectral densities. A no-noise mask (with a spectral density of 0 deg) was also used. Within each session only the spatial frequency of the target was fixed. JAS completed eight series of eight sessions each (one for each target frequency). The order of target frequency was randomized within each series. Successive series were not independent: first-series staircases were resumed in the second series, second-series staircase were resumed in the third series, and so on. Thus each of the (66 ϫ 8 equals) 528 thresholds reported here is based on 32 trials, and all thresholds were measured simultaneously.
In experiment 2 the target frequency was fixed at 1 cycle/degree (c/deg). The noise was low pass, with a cutoff frequency of 0.5 c/deg. Within each session a new staircase was begun for each of six spectral densities, including 0 deg. MJM completed 4 sessions of 32 trials on each of the 6 interleaved staircases. EJW completed 6 such sessions. JAS completed 3 sessions of 128 trials on each staircase.
EXPERIMENT 1 RESULTS
Results from experiment 1 appear in Fig. 4 . Each individual plot shows log threshold power versus log power spectral density for a particular combination of target frequency and mask spectrum. For gratings, threshold power is simply threshold contrast squared. Power spectral density is the product of each pixel's expected power 11 and the visual angle it subtends. For simplicity, the Gaussian window is ignored in these computations. The axis labels have been omitted for readability. In each plot, threshold power ranges from 10 Ϫ4 to 10 Ϫ1 ; power spectral density ranges from 10 Ϫ7 to 10 Ϫ1 deg. Each plot shows threshold power for a particular target and cutoff frequency. Thresholds obtained in noise with high cutoff frequencies appear at the top. As the cutoff frequency becomes infinitely high, low-pass noise becomes white. Similarly, as the cutoff frequency becomes infinitesimally low, high-pass noise becomes white. Accordingly, the white-noise plots appear twice; above the lowpass-noise plots and below the high-pass-noise plots. Nonoise (absolute) thresholds are indicated on the vertical axes of the white-noise plots.
MODELS
A. Derivation
Two models are developed in this section: a fixedchannels model, which does not allow off-frequency looking, and a best-channels model, which does. Let G 2 ( f, f i ) represent the squared transfer function of the channel centered on frequency f i . Let H 2 ( f ) represent the power spectrum of the stimulus noise. In experiments 1 and 2
where f L and f H are the cutoff frequencies. (Again, for simplicity, the Gaussian window is ignored here and in the remainder of these derivations.) In low-pass and white noise f L ϭ 0. In high-pass and white noise f H ϭ ϱ. Thus the total stimulus-noise power passed by each channel was
Let us also assume that each channel has associated with it some internal noise with variance N i ( f i ). Then, for any sinusoidal signal at frequency f 0 , at the output of each channel the squared signal-to-noise ratio can be defined as Fig. 3 . Linear fit to the data of Losada and Mullen. 5 Thresholds are for luminance gratings in low-pass (filled squares, solid curves) and high-pass (open squares, dashed curves) noise. For each observer, curves satisfy the equation P ϭ a i N ϩ b, where P is threshold power (i.e., contrast squared), N is power spectral density, and low-pass and high-pass noise have different a i 's. The fit is good. On log-log coordinates these curves have an asymptotic slope of 1, but Losada and Mullen argue that these thresholds rise with less than unit slope. For comparison, I fitted the data with the alternative function: P ϭ a i N p i ϩ b, allowing the low-pass and high-pass noise to have different p i 's. This alternative fit was no better. 22 In the fixed-channels model, sinusoidal targets are always detected by the channel centered on the target frequency. Thus threshold is given by
where s is a parameter describing the observer's sensitivity.
In the best-channels model, sinusoidal targets are always detected by the channel with the best signal-tonoise ratio. Patterson 12 proposed a similar model for auditory tones. Here threshold is given by
where
To facilitate a fair comparison between the two models, G 2 ( f, f i ) and N i ( f i ) should be the same for both models. I have adopted the following formula for the channels' squared transfer functions:
where w( f i ) specifies channel bandwidth, in octaves. Majaj et al. 13 used parabolic (on log-log axes) transfer functions such as this. With their rapidly decaying tails, they are ideal for demonstrating the difference between the predictions (e.g., Figs. 1 and 2 ) of fixed-and bestchannels models. (NB: Fig. 1 is log-linear.) Since the following must hold for the fixed-channels model,
I have forced
for both models. All that remains is to specify w( f i ) and c 0 2 ( f ). Several previous studies have investigated the relationship between channel bandwidth and center frequency. Wilson et al.
14 deduced tuning functions from masking experiments with narrow-band pattern masks (as opposed to broadband-noise masks). They concluded that the lowest-frequency channel has greater bandwidth than higher-frequency channels. Similarly, Stromeyer and Julesz 15 found that the spread of noise masking for lowfrequency targets is somewhat broader (in octaves) than for high-frequency targets. These psychophysical results echo the physiological findings of Devalois et al., 16 who demonstrated that the selectivity of cells in monkey striate cortex increases as the preferred spatial frequency rises. On the other hand, Losada and Mullen's 5 highand low-pass-noise masking data led them to conclude that channels have a constant octave bandwidth.
Here I have taken an agnostic position and adopted the following formula:
That is, octave bandwidth is related to log-frequency preference by a linear function with slope m (w 0 is a free parameter). As discussed below, both models fit the data best when m Ͻ 0, providing support for the theory that octave bandwidths decrease with center frequency. For quantitative predictions to be obtained from the fixed and best-channels models, a complete description of the contrast sensitivity function (CSF) is required; i.e., we need to know c 0 2 ( f ) ᭙f. The results of experiment 1 can be used to obtain estimates of absolute threshold for eight different spatial frequencies. A complete description of the CSF can then be established from these estimates. In experiment 1 a single 32-trial staircase was used to In most plots the two curves are indistinguishable, indicating similar predictions from the fixed-and best-channels models. The two models' fits differ when the noise was low pass and the cutoff frequency was lower than the target frequency. In these cases the best-channels model always predicts a shallower log c measure each of these eight absolute thresholds directly. However, estimates derived from the entire data set are likely to be more accurate.
Two methods were employed to derive estimates of absolute threshold from the entire experiment 1 data set. The methods are discussed in Appendix B and the estimates are shown in Fig. 5 . Valeton and Watson 17 measured absolute thresholds for stimuli spatially identical to mine. They found that sensitivity (1/ ͱ c 0 2 ) was well described by a parabolic function of spatial frequency on logarithmic coordinates. The parabola that best fit their data is shown for comparison in Fig. 5 . My sensitivities do not exhibit the low-frequency falloff of Valeton and Watson's parabola. One potential cause of this discrepancy is the fact that their parabola was not fitted to data from targets with spatial frequencies less than 0.5 c/deg. Another is the different time course each of our displays had. A curve that is parabolic above a critical frequency and flat below it more faithfully describes my sensitivities while retaining the spirit of Valeton and Watson's fit. Thus for the purpose of implementing the fixed-and bestchannels models, I have adopted the following formula for the CSF:
. (10) (The values 1.82, 1.85, and 2.28 are those that minimize the total squared distance between the black dots and the solid curve in Fig. 5 .) Table 1 summarizes the three parameters and their values after each model had been fitted to the results of experiment 1. As shown in Fig. 4 , the fixed-and bestchannels models both produce good fits to the data. In fact, for most target/mask combinations, the curves produced by the two models overlap.
B. Bandwidths
As discussed above, both models fit the data best when channel bandwidths (in octaves) decrease with center frequency. In fact, the two models fit best when octave bandwidths decrease at a similar rate with center frequency. Yet the major difference between the two fits lies in their specifications for channel bandwidth. The fixed-channels model requires channel bandwidths to be much larger than does the best-channels model (see Fig.  6 ). This result may not only seem counterintuitive, it is also apparently at odds with auditory modeling: When fitted to the same data set, bandwidths for ''fixed'' channels were smaller than bandwidths for ''best'' channels. 12 The reason for the discrepancy between previous and current modeling is that previous modeling (and possibly intuition) did not consider the effect of channel selection on the shape of the c 2 -versus-N curves. As noted in the Introduction, off-frequency looking can produce shallow (i.e., nonlinear) c 2 -versus-N curves. The broader the channels, the shallower the c 2 -versus-N curves. With a few notable exceptions (see Subsection 4.C below) the data indicate a relationship between c 2 and N that is well described by the steep (linear) curves produced by the fixed-channels model. For the best-channels model to produce similarly steep curves, its channels must be fairly narrow. In fact, the estimates of channel bandwidth based on the fit of the best-channels model to the data from experiment 1 are more in line with previous estimates of channel bandwidth based on physiology 16 and psychophysical masking experiments using grating maskers 14 than the estimates of channel bandwidth based on the fit of the fixed-channels model.
C. Evidence for Off-Frequency Looking
Finding better fit of the best-channels model (relative to that of the fixed-channels model) would have been evidence of off-frequency looking. While the entire experiment 1 data set was not fitted better by the best-channels model than by the fixed-channels model, several viewing . Channel bandwidths, as described by the fixed-(solid line) and best-(dashed line) channels models when fitted to the data of experiment 1. Both models fit best when octave bandwidths decrease at a similar rate with center frequency. The fixed-channels model requires channel bandwidths to be larger than does the best-channels model. conditions (i.e., target frequencies/mask spectra) were. Root-mean-squared differences (in log units) between the data and each model's thresholds were computed separately for each viewing condition. The three viewing conditions where the ratios of fixed-to best-channels models' RMS errors were greatest were (1) a 0.25-c/deg target in low-pass noise with a 0.125-c/deg cutoff, (2) a 0.5-c/deg target in low-pass noise with a 0.25-c/deg cutoff, and (3) a 2-c/deg target in low-pass noise with a 1-c/deg cutoff. In all three of these viewing conditions the noise was low pass, with a cutoff frequency one half that of the target frequency. A viewing condition like this offers the most promise for a compelling demonstration of a nonlinear relationship between spectral density and threshold power.
EXPERIMENT 2 RESULTS
The results of experiment 2 confirm that threshold elevations rise with less than unit slope on logarithmic coordinates when the target is a 1-c/deg grating and the noise is low pass with a cutoff frequency of 0.5 c/deg. Absolute thresholds c 0 2 for MJM, JAS, and EJW were 0.00048, 0.00058, and 0.00020, respectively. (In terms of contrast, these absolute thresholds were 2.2%, 2.4%, and 1.4%.) Threshold elevations are plotted in Fig. 7 . Error bars indicate standard error of sample mean. JAS's error bars are smaller than those of the other observers because each measurement was based on 128 rather than 32 trials (see Section 4) . In spite of the fact that EJW's was the lowest of the three absolute thresholds, her data from trials with the faintest noise (N ϭ 0.002 deg) indicated no threshold elevation. Consequently, those data were omitted from the analysis of experiment 2. Each plot features both a regression line (solid) and a line with unit slope (dashed). Regressions indicate slopes of 0.63, 0.86, and 0.79 for observers MJM, JAS, and EJW, respectively. For MJM, threshold elevations rise with significantly less than unit slope ( p Ͻ 0.05). 
CONCLUSION
Experiment 2 indicates that threshold elevation for grating detection is not always proportional to the spectral density of a noise mask. This result is inconsistent with the notion that the same linear channel mediates detection, irrespective of the contrast of the mask. Instead, it is likely that as the spectral density of a low-pass-noise mask increases, detection of a slightly-higher-frequency target is mediated by higher and higher spatial-frequency channels. Thus, when filtered noise is used to estimate tuning functions, spectral density can be critical.
APPENDIX A: DERIVATION OF THE IDEAL OBSERVER WITH ACCESS TO TWO OVERLAPPING CHANNELS
Consider two channels (as illustrated in Fig. 1 ) whose outputs in the presence of signal ϩ noise can be expressed as normal random variables,
where N A and N B are the variances of their (uncorrelated) internal noises, G A 2 ( f ) and G B 2 ( f ) are their squared transfer functions, f H is the cutoff frequency and N is the power spectral density of the ideal low-pass stimulus noise, c is proportional to the contrast of the signal, and ␤ is an arbitrary constant. Note:
Yao 19 showed that for the ideal observer, 
Thus, regardless of the desired detectability dЈ, the following proportionality holds: 
Note: Performance of an observer with access to only one channel can be mimicked by setting either N A or N B to infinity.
