The statistical properties of the impact or toxic load (pollutant concentration raised to an exponent and multiplied by exposure duration), obtained from fluctuating concentrations in a plume dispersing in the atmosphere, are investigated both analytically and experimentally. A general expression for the kth order moment of the impact is derived in terms of the k-time point joint moment of the nth power of the fluctuating plume concentration field. Special cases of this general relationship are treated explicitly: (i) a simple model for the ensemble-mean impact (or equivalently, the ensemble-mean impact ratio) is derived on the basic hypothesis that the higher moments of concentration can be adequately modelled using an exponential probability density function (PDF), and this hypothesis is shown to give results that agree remarkably well with an extensive new set of concentration fluctuation measurements; and (ii) a model for the integral time scale of the process obtained by raising the concentration to the nth power is formulated using Gifford's meandering plume model, and the latter is subsequently used to derive a simple expression for estimating the impact variance for all exposure times, given the mean and mean-square concentrations and the plume concentration integral time scale only. The results of this model for impact variance are favorably compared with some data from full-scale field experiments. The impact PDF is found to be reasonably well-characterized by a clipped-normal PDF for exposure times, t e , of practical interest (e.g., t e^5 s). The implications of these results, for determining the fraction of an exposed population that will experience a specified level of effect from a random impact arising from exposure to a fluctuating plume of pollutant, are discussed briefly.
Introduction
The characterization and measurement of the detailed structure of concentration fluctuations in pollutant plumes dispersing in the atmosphere have represented two of the most challenging problems of turbulent diffusion research over the past 25 years. An active research effort in concentration fluctuations involving laboratory measurements in wind tunnels and water channels (Fackrell and Robins, 1982; Deardorff and Willis, 1984) , full-scale atmospheric measurements (Hanna, 1984; Lewellen and Sykes, 1986; Mylne and Mason, 1991; Yee et al., 1994 Yee et al., , 1995 , and a number of theoretical approaches Thomson, 1990) has been motivated by its practical importance in various engineering and technological applications, particularly with regard to applications where it is the largest peak concentrations that are of greatest concern. An outstanding example is the assessment of risk arising from the release of a toxic gas, for which the level of harm varies in a nonlinear fashion with either concentration, , or exposure time, t e . For example, the damage function (impact or toxic load) for hydrogen cyanide (HCN) has been found to be of the form 2.7 t e (Ten Berge et al., 1986) , implying that concentration is the dominant factor in the determination of the toxic response. In view of this, the toxicities of many nonlinear gases (e.g., HCN) can be significantly enhanced by the existence of extremes of fluctuating plume concentration. Figure 1 shows a sample concentration time series recorded at a fixed point downwind of a fluctuating plume produced by a continuously emitting point source. This example provides a strong visual indication of the wide range of length and time scales that are responsible for the complex concentration patterns resulting from a plume exposure at any fixed receptor.
For a toxic substance exhibiting nonlinear effects, the importance of concentration fluctuations in enhancing its toxicity has been emphasized by a number of researchers. Griffiths and Megson (1984) , Ride (1984) , and Griffiths and Harper (1985) used simple models to demonstrate the enhanced toxicity arising from an intermittent concentration exposure. These simple models have led to speculations that actual plume concentration fluctuations (which arise from irregular meandering and from turbulent mixing processes inside the instantaneous plume boundaries) probably have an important effect on human acute inhalation toxic response.
While the effect of concentration fluctuations on the enhancement of toxic response has been addressed by a number of researchers, the determination of the relationship between the statistical properties of the impact or toxic load (exposure duration multiplied by concentration raised to an exponent) and the fluctuating plume concentration from which it is derived, appears to have been largely ignored. The purpose of the present paper is to derive rigorously the statistical properties of the nonlinear impact for fluctuating concentrations directly from the probabilistic and statistical characteristics of the underlying instantaneous plume concentration. These results are then applied to develop a simple model for estimating the ensemble-mean impact and the impact variance for a fluctuating plume concentration exposure. Various aspects of this model are tested against an extensive new set of full-scale field trials data.
Methods
For toxic gases, a measure of the level of damage resulting from a single exposure to a time-varying concentration (x,t) at a fixed receptor point in space, x(x 1 ,x 2 ,x 3 )= (x,y,z), during an exposure time interval [0,t e ) is given by:
L n x; t e t e 0 n x; tdt; I where L n (x,t e ) is the impact (or toxic load) and n is the impact exponent. The exponent n can vary considerably depending on the particular toxic gas. Indeed, n can be greater than one. In general, the values of n have been found to lie in the range from about 1 to 4 for a wide variety of industrial and war gases (Ten Berge et al., 1986) . In this paper, the concentration (x,t) measured at a fixed point x in the wake of a continuous source emitting at a constant rate into a statistically stationary atmosphere, is assumed to be a strictly stationary random process. As a result, the statistical properties of (x,t) do not depend on time t. The statistical properties of L n are determined by the probabilistic characteristics of the underlying plume concentration fluctuations. The general probabilistic behavior of the random variable L n can be expressed by its probability density function (PDF). The essential statistical quantities that give information about the shape of this function are the values of the integral moments. The PDF for the impact L n at the position located at x for an exposure time t e is defined as:
k L n Y x; t e hL k n x; t e i I 0 l k f l; x; t e dl; Q and the k-th order moment of L n is:
Here, hF F Fi denotes an ensemble average (or mathematical expectation). In view of Equation 1, the kth order integral moment of the impact L n can be expressed in terms of the moments of the concentration as follows:
T where the primes on a fluctuating quantity denote departures from the mean [e.g., ]. The k th order integral moments of the impact L n require complete information on the joint k-time point moments of the nth power of the fluctuating plume concentration (t).
Another quantity of interest is the impact (or toxic load) ratio LR n (Ride, 1984) which is defined as the ratio of the impact in a fluctuating plume concentration exposure to that in a constant concentration exposure whose value is the mean of the fluctuating one:
LR n x; t e t e 0 n x; tdt C n xt e I t e t e 0 x; t Cx n dt; U where C(x)h(x,t)i is the ensemble-mean concentration. The impact ratio measures the enhancement factor in the toxic response that arises from the presence of concentration fluctuations. The k th order integral moments of the impact ratio LR n can be expressed as functionals of the joint k-time moments of the nth power of the normalized concentration /C:
V In order to obtain the statistical properties of L n and LR n , a complete knowledge of all the higher-order multi-time statistics of the fluctuating plume concentration field is required. Unfortunately, only one-and two-time point statistics of the plume concentration appear to have been measured to date. This information permits the determination of the two lowest-order moments of the impact (or impact ratio); namely, the ensemble-mean and variance of L n (or LR n ).
Ensemble-mean impact

Preamble
In view of Equation 5 [or Equation 6
] evaluated for k =1, the ensemble-mean impact (or impact ratio) for a statistically stationary plume emission reduces to the following form:
IH Equations 9 and 10 implies that the ensemble-mean impact (or impact ratio) for any exponent n can be determined once a complete knowledge of the one-point statistics of the fluctuating concentration is available. This information is completely specified given a knowledge of the onedimensional (univariate) PDF of (t).
Much effort has been expended during the past 25 years to measure, understand, and model the PDF of plume concentration (Hanna, 1984; Lewellen and Sykes, 1986; Sawford, 1987; Dinar et al., 1988; Mylne and Mason, 1991; Yee et al., 1993) . However, in spite of this enormous effort, there is still no general agreement on the shape (form) of the one-dimensional concentration PDF. To parameterize the ensemble-mean impact, a simple mathematical PDF form for concentration is needed that can be used to predict an arbitrary moment of concentration given information on only the two lowest-order moments of concentration; namely, the mean concentration (first-order moment) and the mean-square concentration (second-order moment). In other words, a simple PDF form is required that can be specified completely with no more than two parameters, and yet is capable of fitting observed plume concentration data over a wide range of atmospheric conditions. The latter constraint arises from the fact that currently, the most advanced atmospheric pollutant dispersion models have difficulty in predicting even the two lowest-order concentration moments with sufficient accuracy (e.g., Sykes et al., 1986; Thomson, 1990) . In fact, in air-pollution studies, it is seldom that characteristics other than the mean concentration are considered.
An extensive new set of plume concentration fluctuation measurements is used in order to determine which twoparameter PDF form (if any) provides the best agreement with the observed higher-order concentration moment relationships. These measurements formed part of a cooperative Concentration Fluctuation Experiments (CON-FLUX) project. All the CONFLUX field experiments were conducted near Tower Grid on U.S. Army Dugway Proving Ground, Utah (40806 H N, 112859 H W), about 2 km west of Camel Back Ridge on the edge of the Great Salt Lake Desert. In each experiment, a plume was formed in the atmosphere by releasing propylene (C 3 H 6 ) at a constant rate from a specially designed gas dissemination system. The measurements were made with fast-response concentration detectors. In each set of experiments, the concentration detectors were arranged to provide either horizontal or vertical cross-sections through the plume for a number of downwind distances. Further details of the experimental system used, data description, and interpretation of the reduced concentration data have been given by Yee et al. (1994; 1995) .
For this study, 1107 individual CONFLUX concentration time series were selected from a large number of different experiments covering a very wide range of atmospheric conditions and release configurations. These measurements, carried out in September 1991 , November 1992 , May 1993 , and May 1994 to Phases I to IV of the CONFLUX project. The selected data bracketed the range of conditions measured in the CONFLUX project. In particular, the measurements covered downwind fetches x of between 12.5 and 1000 m from the source. The data were collected from moderately convective to extremely stable atmospheric conditions with wind speeds in the range from about 0.5 to 6.0 m s -1 at 3 m height. The concentration data were measured over a wide range of receptor positions in both lateral and vertical cross-sections through the plumeÐ lateral positions varied from the mean-plume centerline at y/ y =0 (where y is crosswind distance from the mean-plume centerline, and y is the mean-plume width) to the extreme plume fringes at y/ y % 4; and vertical plume positions measured ranged from 0.5 to 16 m height above ground. The source was located at heights above ground from 1 to 5 m.
Univariate Concentration PDF Model
To identify an appropriate concentration PDF model, the observed relationships between the higher-order concentration moments were compared with the predictions of these relationships provided by a number of model distributions. To that end, various integral moments for the normalized concentration, /C, were first calculated. Figure 2 displays double-logarithmic scatterplots of the various higher-order moments (n = 3, 4, 5, 6, 7, and 8) against the second-order moment for all the selected data. Each of these scatterplots suggests that there exist strong correlations between the various higher-order and secondorder nondimensional concentration moments. In particular,
The plot also includes the theoretical one-dimensional curves generated by the exponential, clipped-normal, and mixed lognormal probability distributions.
each scatterplot exhibits a collapse of the data (e.g., more than 1100 points are contained in each scattergram) onto a single`universal' curve. It should be noted that at higher values of moment order n, there is more scatter in the plots of against ; and this increased scatter appears to be random, being most likely attributed to increased sampling errors arising from the measurement of the higher-order moments. The observed systematic dependencies of are all the more remarkable because the concentration data cover a very large range in plume positions and atmospheric conditions.
The results displayed in Figure 2 provide strong evidence on the adequacy of using a simple two-parameter concentration PDF form to predict (approximately or better) an arbitrary concentration moment given information on only the two lowest-order concentration moments (e.g., mean concentration and concentration variance). As mentioned earlier, one of the goals was to investigate these higher-order moment relationships, because they can be used to parameterize the ensemble-mean impact [cf. Equations 9 and 10]. For this study, three two-parameter concentration PDFs were compared to determine their flexibility in representing the observed higher-order moment relationships; namely, the exponential, clipped-normal, and mixed lognormal distributions.
The exponential PDF for intermittent concentrations (Hanna, 1984) has the following form:
where () is the Dirac delta function, and is the intermittency factor defined as the fraction of the total time that nonzero concentrations are observed. For this distribution, the intermittency factor is related to the second-order concentration moment as follows: P
The relationship between the higher-order and secondorder concentration moments for the exponential PDF is given by: C n ( ) Àn I P nÀI C P B C nÀI ; I n; nP; IQ where À(x) denotes the gamma function.
The clipped-normal PDF is a two-parameter PDF that is defined as : 
where c /( P p c ) and:
Furthermore, I n is defined in terms of the following twoterm recurrence relation:
2 n; nPx;
IV with I 0 = p I and I 1 =exp(À 2 )/2. The mixed lognormal PDF (Csanady, 1973) for intermittent concentrations assumes the following form:
IW where m is the median and is the logarithmic standard deviation. Note that the mixed lognormal distribution of Equation 19 contains an additional parameter , the intermittency factor, in addition to the two parameters m and . In order that the mixed lognormal PDF avoid introducing any additional independent parameters, it will be assumed that there exists a direct relationship between and . To that end, it is assumed that the latter relationship has exactly the same form as that for the exponential PDF expressed by Equation 12. An alternative relationship between is provided by the clippednormal PDF. However, the latter relationship is very similar numerically to that provided by the exponential PDF (e.g., by Equation 12). Using Equation 12 as a constraint on the mixed lognormal PDF, the relationship between the higherorder and second-order concentration moments for this PDF now reduces down to the following simple form:
; I n; nP:
PH
For comparison, the theoretical relationships between (n=3, 4, 5, 6, 7, and 8) and , generated by the three-model distributions, have been superimposed on the scatterplots in Figure 2 . It is apparent that the mixed lognormal distribution provides an upper bound (approximately or better) to the data in the sense that the higher-order moments (n!3) predicted by this distribution delineate the maximum in the corresponding observed moments. There exists also independent evidence supporting the observation that the lognormal distribution provides an upper bound for the prediction of the higher-order concentration moments (e.g., Sawford, 1987; Yee et al., 1993) . The latter studies show that the tendency of the lognormal distribution to overpredict the higher concentration moments arises from the fact that this distribution possesses longer upper tails than the concentration data. On the other hand, both the exponential and clipped-normal distributions appear to provide rather good fits to the measurements over the full range of conditions covered by the CONFLUX data. Hence, both the exponential and clipped-normal distributions were judged to give acceptable results. However, the exponential distribution is used here for modelling of the ensemblemean impact [cf. Equations 9 and 10] because its higherorder nondimensional moments can be expressed very simply in terms of the second-order nondimensional moment [cf. Equation 13 ].
Insertion of Equation 13 in Equation 10
leads to the following simple model for the ensemble-mean impact ratio: hLR n t e i Àn I P nÀI C P B C nÀI ; I n; nP: PI Finally, combining Equations 7 and 21 yields the following model for the ensemble-mean impact: hL n t e ihLR n t e iC n t e Àn I P nÀI C P B C nÀI Â C n t e ; I n; nP:
PP
Impact variance
Preamble Since the impact is random owing to the fluctuating plume concentration, it is necessary (at the very least) to estimate also the variance of the impact in order to provide the simplest measure of the variability. To that end, evaluation of Equation 6 for k = 2 leads to the following expression for the impact variance: is the autocorrelation function for the n (t) random process, and is the correlation lag time. The impact variance depends on a two-time statistic (e.g., autocorrelation) of the nth power of the fluctuating plume concentration.
No experimental information is currently available on the exact form of the two-time point statistic ( n ;) (n!1) for a dispersing plume. To proceed further, it is necessary to have an analytic expression for ( n ;). For simplicity, it will be assumed that the correlationcurve for the n (t) process can be approximated by a single exponential-decay function of the form:
; PS where Sykes (1984) , who used the meandering plume model of Gifford (1959) to provide a simple scheme for estimating the integral time scale, T , of plume concentration from a knowledge of the Eulerian velocity time scale. Here, a similar model for the integral time scale, T (n) , of the nth power of the plume concentration will be developed.
To this purpose, it is necessary to determine the effect of a nonlinear mapping given by G n (v)v n on the correlation or spectral structure of the fluctuating plume concentration. In particular, the n (t) process can be obtained as the output of a memoryless, nonlinear transformation G n that operates instantaneously on the (t) process to give Because G n is nonlinear, the correlation structure (which is determined by the two-dimensional distribution) of the output process is expected to be different from that of the input process . Hence, different integral time scales for the two processes are expected also. Figure 3 demonstrates a typical effect of the nonlinear mapping G n (n=2 and 3) on the plume concentration spectral structure. Here, the nondimensional two-sided power spectra, f S( f )/ 2 , of the (t), 2 (t), and 3 (t) processes are plotted against the frequency, f. The areas under the power spectra have been equalized by dividing them by the total power or variance, 2 , of the time series, using the relationship:
The results of Figure 3 suggest that the G n transformation has a general whitening effect on the (t) process; viz., G n tends to whiten the output in the sense that its spectrum occupies a greater bandwidth than the spectrum of the input . The latter effect becomes more pronounced with increasing n, implying that the integral time scale T (n) must decrease with increasing n. A simple model is needed to encapsulate the effect of the nonlinear mapping G n on the plume concentration integral time scale. To that end, it is useful to consider the following application of the plume meandering model of Gifford (1959) . Gifford's model is based on the approximation that the instantaneous concentration distribution in a relative coordinate system defined at the centroid of each plume crosswind section has the form:
where Q is the release rate, U is the mean wind speed, i is the instantaneous plume width, and (Y,Z) is the instantaneous plume centroid location. The application of G n to Equation 30 yields the following form for the nth power of the instantaneous concentration:
QI
Starting from Equation 31, and following the example of Sykes (1984) , the integral time scale, T (n) , of the n (t) process on the plume axis can be expressed in terms of the Eulerian integral time scale of velocity fluctuations, T E , as:
where y 2 is the variance of the plume meander. This expression can be used immediately to give the ratio of integral time scales: Now, it would be useful to formulate a simple method of approximating the ratio of integral time scales in Equation  33 given the mean and mean-square concentration only. To that end, it should be pointed out that at the plume centerline, y 2 / i 2 can be expressed in terms of the meansquare concentration as for Gifford's meandering plume model. Now, this observation can be applied to construct the following practical 
should strictly refer to receptor points on the plume centerline, it will be assumed that the relationship is also valid (approximately or better) at all points on a lateral plume cross-section. This approximation scheme is applied without formal proof, but in view of its efficiency justified in a comparable situation (e.g., cf. Figures 1 and 2 in Sykes, 1984) , it will be accepted for the moment to yield sound results in the present case. It was shown earlier that the higher-order concentration moments can be estimated reasonably well, given the second-order concentration moment, with the exponential PDF model. In consequence, insertion of Equation 13 in Equation 34 yields the final desired estimate as:
QS
Because the approximation in Equation 35
is introduced as a heuristic, it needs to be carefully tested against actual data. To that end, Figure 4 shows plots of the ratio T (n) /T against the index n, measured at a number of different positions in a dispersing plume. The solid lines in Figure 4 correspond to the prediction of the time scale ratios given by Equation 35. Considering the assumptions used to obtain the estimate of Equation 35 and the statistical uncertainties in the measurements, the model results and measurements are in quite good agreement at all the plume positions shown. Furthermore, note that Equation 35 appears to provide also reasonable agreement with the measurements obtained at the off-axis plume positions. In general, the model predictions generally appear to be smaller than the measured values (viz., the model appears to underpredict the time scale ratio). It is important to emphasize that Equation 36 for the impact ratio variance was derived under the assumption that the autocorrelation function for the nth power of the fluctuating plume concentration can be well-approximated using a simple exponential form. Because of this, it is necessary to verify Equation 36 against some observations in order to ensure that this assumption gives reasonable results. Figure 5 compares the impact ratio variance calculated using the model of Equations 35 and 36 with the measured values determined at a point in a dispersing plume for four different values of n; namely, n=1.5, 2.5, 3, and 4. The concentration time series used to construct this figure was taken from a field trial conducted under nearneutral atmospheric conditions. To test the theory, the concentration time series were divided into segments of duration t e , and the impact ratio for each segment was then calculated. The variances of these estimates of the impact ratio have been determined, and shown in Figure 5 as a function of t e /T (n) . Within the statistical uncertainty expected for the measurements, the model results appear to be reasonably good over a large range of exposure times for 1]n]4.
A Practical Estimate
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PDF of the impact
From Equations 5 and 6, it is clear that the k th moment of the impact can be determined only if one has information on the k-time point, higher-order statistics of the fluctuating plume concentration. Currently, information on these concentration statistics are not available beyond some simple two-time point statistics (i.e., correlation) and consequently, it is not possible at present to predict moments for the impact beyond order 2. However, the impact, being a random variable, cannot really be adequately described in terms of the ensemble-mean impact and the impact variance without also specifying the form of the PDF. Since it is not possible currently to predict the exact form of the impact PDF, it will instead be approximated by comparing measured impact distributions with some common PDF forms.
For intermediate exposure times (e.g., exposure times of practical interest), impact data extracted from measured plume concentration time series were used to try to determine an appropriate PDF form. To that end, the relationships between (k!3) and for the observed data were compared Figure 6 . Double-logarithmic scatterplots of (a) h(L 2 /hL 2 i)
2 i for exposure times t e =1, 5, 10, 30, and 60 s. with the corresponding predictions produced by various two-parameter PDFs. Figures 6 and 7 display comparisons of the measured impact moment relationships for exponents n=2 and 3, respectively, with predictions provided by two candidate model distributions; namely, the exponential and clipped-normal distributions. The impact moment relationships in Figures 6 and 7 have been provided for the following values of exposure time: t e =1, 5, 10, 30, and 60 s. From these moment diagrams, it appears that the exponential distribution provides the best match to the data for exposure times between about 1 and 5 s. However, for exposure times greater than about 5 s, the clipped-normal PDF form appears to fit the data rather better. Figure 8 presents the cumulative distribution functions (CDFs) of the impact ratio, LR n (t e ), for n=2 and t e =1, 5, 10 and 30 s. The CDFs have been plotted on a normal probability graph scale, so the plot will form a straight line if the data fit a clipped-normal PDF. There is a slight curvature in the graph for the CDFs corresponding to exposure times of t e =1 and 5 s, showing that the clipped-normal PDF does not fit the impact ratio distribution at these exposure times. For exposure times greater than about 5 s, the examples shown in Figure 8 follow straight lines over most of their range, indicating that the clipped-normal PDF provides a reasonable approximation to the true impact ratio (and impact) PDF for these larger exposure times. This agrees well with the results obtained from the moment diagrams in Figures 6 and 7.
Discussion
Currently, the available evidence suggests that the injury produced by many toxic gases can be assessed in terms of the impact (or toxic load) in which the exacerbating effects of a concentration peak are modelled by the simple expedient of weighting the concentration by an exponent n(n!1). This measure of damage was obtained from toxicological experiments involving the exposure of animals to constant concentrations for a fixed exposure time. However, the concentration in a plume dispersing in the atmosphere almost always exhibits fluctuations whose standard deviation is typically as large as the mean. Within this context, the present study is concerned with providing a simple statistical description of the impact that is appropriate for use with a fluctuating plume concentration. In particular, an attempt is made to relate the statistical properties of the impact with those of the underlying fluctuating plume concentration from which it is derived. impact. Hence, these are the quantities that can be used directly as the input information required to determine the probability of effect in Equation 40.
