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The importance of Predictive Maintenance is critical for engineering industries,
such as manufacturing, aerospace and energy. Unexpected failures cause
unpredictable downtime, which can be disruptive and high costs due to reduced
productivity. This forces industries to ensure the reliability of their equip-
ment. In order to increase the reliability of equipment, maintenance actions,
such as repairs, replacements, equipment updates, and corrective actions are
employed. These actions affect the flexibility, quality of operation and manu-
facturing time. It is therefore essential to plan maintenance before failure occurs.
Traditional maintenance techniques rely on checks conducted routinely based
on running hours of the machine. The drawback of this approach is that
maintenance is sometimes performed before it is required. Therefore, conducting
maintenance based on the actual condition of the equipment is the optimal solu-
tion. This requires collecting real-time data on the condition of the equipment,
using sensors (to detect events and send information to computer processor).
Predictive Maintenance uses these types of techniques or analytics to inform
about the current, and future state of the equipment. In the last decade, with
the introduction of the Internet of Things (IoT), Machine Learning (ML), cloud
computing and Big Data Analytics, manufacturing industry has moved forward
towards implementing Predictive Maintenance, resulting in increased uptime
and quality control, optimisation of maintenance routes, improved worker safety
and greater productivity.
The present thesis describes a novel computational strategy of Predictive
Maintenance (fault diagnosis and fault prognosis) with ML and Deep Learning
applications for an FG304 series external gear pump, also known as a domino
pump. In the absence of a comprehensive set of experimental data, synthetic
data generation techniques are implemented for Predictive Maintenance by
perturbing the frequency content of time series generated using High-Fidelity
computational techniques. In addition, various types of feature extraction
methods considered to extract most discriminatory informations from the data.
For fault diagnosis, three types of ML classification algorithms are employed,
namely Multilayer Perceptron (MLP), Support Vector Machine (SVM) and
viii
Naive Bayes (NB) algorithms. For prognosis, ML regression algorithms, such as
MLP and SVM, are utilised. Although significant work has been reported by
previous authors, it remains difficult to optimise the choice of hyper-parameters
(important parameters whose value is used to control the learning process) for
each specific ML algorithm. For instance, the type of SVM kernel function or
the selection of the MLP activation function and the optimum number of hidden
layers (and neurons).
It is widely understood that the reliability of ML algorithms is strongly depen-
dent upon the existence of a sufficiently large quantity of high-quality training
data. In the present thesis, due to the unavailability of experimental data,
a novel high-fidelity in-silico dataset is generated via a Computational Fluid
Dynamic (CFD) model, which has been used for the training of the underlying
ML metamodel. In addition, a large number of scenarios are recreated, ranging
from healthy to faulty ones (e.g. clogging, radial gap variations, axial gap
variations, viscosity variations, speed variations). Furthermore, the high-fidelity
dataset is re-enacted by using degradation functions to predict the remaining
useful life (fault prognosis) of an external gear pump.
The thesis explores and compares the performance of MLP, SVM and NB algo-
rithms for fault diagnosis and MLP and SVM for fault prognosis. In order to
enable fast training and reliable testing of the MLP algorithm, some predefined
network architectures, like 2n neurons per hidden layer, are used to speed up
the identification of the precise number of neurons (shown to be useful when
the sample data set is sufficiently large). Finally, a series of benchmark tests
are presented, enabling to conclude that for fault diagnosis, the use of wavelet
features and a MLP algorithm can provide the best accuracy, and the MLP al-
gorithm provides the best prediction results for fault prognosis. In addition,
benchmark examples are simulated to demonstrate the mesh convergence for the
CFD model whereas, quantification analysis and noise influence on training data
are performed for ML algorithms.
Keywords: Fault diagnosis, Fault prognosis, Wavelet transform, Noise perturbation,
Support Vector Machine, MultiLayer Perceptron, Naive Bayes
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Figure 1.1: Structure of Chapter 1.
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1.1 Motivation
For many major industries (such as manufacturing, aerospace, chemical, information
technology, food and beverage, oil and gas, and energy) performing Predictive Mainte-
nance is essential to prevent failures which may cause large-scale catastrophes (Figure
1.2). Flixborough Disaster (1974), Seveso Disaster (1976), Alexander Kielland Disaster
(1980), Bhopal Gas Tragedy (1984), Sandoz Chemical Spill (1986), Piper Alpha Disas-
ter (1988), Philips 66 Disaster (1989), Esso Longford Gas Explosion (1998), Texas City
Refinery Explosion (2005), and the Macondo Blowout (2010) are some examples of en-
gineering accidents for which there were deadly consequences [7–11]. According to [12],
in the USA and Europe, among the major engineering accidents to have occurred 44%
were due to maintenance related issues. In recent years, more attention has been paid
to the topic of maintenance and efforts have been directed towards its systematisation
in order to prevent catastrophic failures.
Economic implications caused by machinery failure can be severe. Manufacturing com-
panies can experience substantial economic losses due to machinery failure and the re-
sulting downtime. A notable example of the importance of maintenance involved the
failure of the gear box in a conveyor steel manufacturing company; due to overheat-
ing, the conveyor remained out of service for two weeks with a resultant cost of $2.5
million for production restoration [13]. While maintenance in any type of organisations
may require considerable financial investment, if strategically managed, it can contribute
substantially to the competitiveness of the industry.
Traditionally, maintenance is divided into corrective and preventive maintenance. The
corrective maintenance involves performing maintenance only when failure occurs [14–
18]. This approach is expensive, and it is therefore only suitable for non-critical equip-
ment with low cost, swift identification of failure, and fast repairs. Conversely, preven-
tive maintenance involves routine maintenance activities scheduled on a regular basis
designed to prevent failure from occurring; this reduces operational costs, but it typi-
cally involves an increase in maintenance costs [16–22]. In order to reduce maintenance
costs, condition-based maintenance has been developed which resides in between the
two types of maintenance strategy. The condition based maintenance is performed as
and when required, depending upon the current condition of the equipment [23, 24].
In condition-based maintenance, the equipment is checked through regular inspection
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(a) Mechanical (b) Aerospace
(c) Power plant (d) Energy
(e) Chemical (f) Transportation
Figure 1.2: Predictive Maintenance can help to prevent several catastrophic failures in
mechanical (a), aerospace (b), power plant (c), energy (d), chemical (e), transportation (f)
industries.
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and/or via sensor data; this information identifies failure timelines in order that mainte-
nance can be scheduled. However, condition-based maintenance lacks predictive models
that can be used to interpret different failure trends and help decide when maintenance

















Figure 1.3: Types of maintenance techniques. Predictive Maintenance is the motivation
of the present thesis.
Predictive Maintenance combines condition-based maintenance with a predictive model
in order to predict when an item of equipment may fail. Specifically, Predictive Main-
tenance employs sensors to monitor equipment key parameters to continuously evaluate
the overall health and predict changes in the physical condition of the equipment [27–30].
This strategy allows maintenance to be performed more efficiently, because more data is
available concerning proximity of the equipment to the point of potential failure. With an
appropriate predictive model-based on the availability of a sufficiently high-fidelity data,
superior performance has been shown in the field of Predictive Maintenance. Predictive
Maintenance is effectively an enhanced form of condition-based maintenance. Figure 1.4
depicts the operating and maintenance costs of different maintenance techniques. It can
be seen that Predictive Maintenance lowers both maintenance and operating costs and
optimises their combine cost, making it the preferred option.
Industry 4.0 revolutionises the maintenance domain by integrating Predictive Mainte-
nance with production, logistics and services in industrial practices. Industry 4.0 recog-
nises the existence of three previous industrial revolutions and suggests that its impact in
transforming the world in which we live will be comparable to the prior revolutions [31].
Figure 1.5 shows the different types of maintenance techniques used in each industrial
revolution. In the context of Predictive Maintenance, the fourth industrial revolution
has substantially more data available through the use of technology such as Internet of











Figure 1.4: Operating and maintenance cost chart.
Things (IoT) sensors. These IoT sensors can identify maintenance issues in real-time,
allowing perform cost effective maintenance by determining failure before it actually oc-
curs. The use of Predictive Maintenance has gained in popularity in recent years due to
the digitalisation in specific industrial sectors.
Smart and connected devices have a number of features that can reshape competitive
advantage. Those are: (i) via the monitoring and reporting on themselves and their envi-
ronment, new data and insights are created, (ii) with remote control through embedded or
cloud software, users are presented with an unprecedented opportunity to tailor product
function and personalise interactions, (iii) optimisation of product operation, capacity
utilisation, and Predictive Maintenance can be enabled by analytics and algorithms, and
(iv) autonomous operation, self coordination and self diagnosis is possible by access to
monitoring data, remote control and optimisation algorithms [32]. Three of these ca-
pabilities (monitor, optimise and self diagnose) improve the development of Predictive
Maintenance. The advances in Information Technology have reduced the complexity of
gathering and analysing data, and this has improved the use of analytics for Predictive
Maintenance [33]. In this way, collecting maintenance related data has become easier





































Figure 1.5: Industrial revolutions from first to fourth and respective developments. Par-
tially adapted from [1].
through the use of sensors, micro-processors and computerised maintenance management
systems. These collected datasets can be of different types, for instance, integer, boolean
or strings. The traditional computational mechanics techniques often cannot handle the
complexity of those datasets, for this reason, Machine Learning (ML) has emerged as
a solution to this problem. As a result, ML is currently the fastest growing research
field [34] and is being successfully used in the field of Predictive Maintenance in multiple
major engineering industries [35].
The initial installation of condition monitoring systems in an organisation can incur
high investment and operational costs. As a result, some industries can be sceptical
about the investment required for initial installations. In such situations, data may
be generated synthetically. In this way, it can be demonstrated to the industry that
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Predictive Maintenance with ML application can be beneficial in the longer term. The
layout of this chapter is depicted in Figure 1.1.
1.2 State of art
1.2.1 State of art in Predictive Maintenance
The sudden failure of industrial components can have adverse consequences for an organi-
sation in terms of time, cost and workflow. It is, therefore, critical to maintain equipment
components in their optimal condition to avoid downtime that may cause significant dis-
ruption. As modern technologies allow for increasingly complex equipment, maintenance
regimes need to progressively adapt more advanced techniques. Predictive Maintenance
has emerged as a highly useful tool to predict failure and minimise industrial impact.
The use of Predictive Maintenance techniques helps to determine the condition of in-
service equipment to predict when maintenance should be performed. Two fundamental
techniques of Predictive Maintenance are fault diagnosis and fault prognosis.
 Fault diagnosis is related to the detection of faults that are emerging in an equip-
ment component; these are usually predicted using data gathered regarding the
condition of the equipment.
 Fault prognosis is related to the determination of the Remaining Useful Life (RUL);
this is typically forecasted by utilising life history data or run-to-failure history data
of the equipment [23].
In order to perform fault diagnosis and fault prognosis, it is essential to monitor the actual
mechanical condition of the equipment’s health and life history in regular intervals. In
recent years, the requirement for Predictive Maintenance has been enhanced by several
findings across multiple applications which demonstrate that diagnosis and prognosis
can reduce the number and impact of failures, extend the time between maintenance
intervals, increase operational performance, and reduce overall costs [23, 36–40]. The
primary comparison of fault diagnosis and prognosis is given in Table 1.1. The fault
diagnosis and fault prognosis methods are discussed broadly in the following sections.
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Fault diagnosis Fault prognosis
Definition Detection of fault Prediction of RUL
Required in-
formation
Mechanical condition of the
equipment
Mechanical condition, fault prop-
agation process, failure mecha-
nism of the equipment
Main
categories
model-based, statistical, ML ap-
proach




Mechanistic knowledge and ex-
plicit mathematical model




Null hypothesis problem, statisti-
cal process control, etc.
Weibull distributions, ARMA
model, Markov model, etc.
ML approach ML classification algorithms
(SVM, MLP, Naive Bayes, deci-
sion trees, K-Nearest Neighbour
(KNN), discriminant analysis
etc.)
ML regression algorithms (SVM
regression, MLP, logistic regres-
sion, KNN, decision tree, etc.)
Table 1.1: Comparison of fault diagnosis and fault prognosis.
1.2.1.1 Fault diagnosis
Fault diagnosis involves the interpretation of the current status of the equipment given
sensor readings and process knowledge. Early fault detection or diagnosis can help avoid
abnormal events progression and reduce productivity losses while the equipment is still
operating in a controllable region [41]. Based on [23], fault diagnosis approaches can
be grouped into three primary categories, namely model-based approaches, statistical
approaches and ML approaches. All three techniques are briefly discussed as follows.
Model-based approaches require specific mechanistic knowledge and an explicit mathe-
matical model of the monitored equipment [42, 43]. Based on this explicit mathematical
model, Kalman filter, parameter estimation or system identification methods can be used
to indicate whether a fault is present within the equipment. Model-based approaches can
be more effective than other approaches if an accurate mathematical model exists. How-
ever, an accurate mathematical model is frequently unfeasible for complex equipment,
as it would often be highly convoluted or potentially impossible to build mathematical
models for intricate component interactions. Model-based approaches have been applied
to a variety of mechanical devices such as bearings [44, 45], gearboxes [46] and rotating
machinery [47, 48].
Statistical approaches are common methods for fault diagnosis that use available condi-
tion monitoring data. A fault diagnosis problem can be described as a null hypothesis
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test problem; this approach uses condition monitoring information to determine whether
to accept or reject the null hypothesis. Examples of the use of hypothesis testing for
fault diagnosis can be found in [49, 50]. Another conventional approach called statistical
process control, which was developed in quality control theory, and has been widely used
in fault diagnosis. The principle of statistical process control is to measure the deviation
of the current dataset from a reference dataset representing the normal condition to see
whether the current dataset is within the control limits or not [51].
ML approaches follow the concept of pattern recognition approach. Pattern recognition is
a process of mapping the information obtained from the measurement space (or features
space) to equipment faults in the fault space [52]. Traditionally, pattern recognition can
be performed manually using representations such as power spectrum graphs, cepstrum
graphs, spectrograms, wavelet scalograms and autoregressive spectrum graphs. How-
ever, manual pattern recognition requires the skills of a highly experienced person in the
discipline of fault diagnosis. As a result, automatic pattern recognition is emerging; this
introduces the classification of a given measurements based on the features or information
extracted from them. Following this approach, ML and deep learning has emerged as a
powerful tool for developing intelligent predictive algorithms for many applications. ML
approaches have the ability to manage high dimensional and multivariate data and to
extract hidden relationships in complex and dynamic environments [53]. In this way, ML
provides powerful predictive approaches for Predictive Maintenance applications. How-
ever, the performance of these applications crucially depends on the appropriate choice
of ML technique. ML methods, generally, involve a number of steps, including historical
data selection, data pre-processing, model selection, model training and validation and
model maintenance [54]. All of these steps are briefly described below.
 Historical data selection step identifies how and what types of data are to be col-
lected and stored for the ML model. For Predictive Maintenance, this step is also
called data acquisition step, and it aims to obtain exclusively data that is rele-
vant to equipment health [23]. Several studies in fault diagnosis have been largely
based upon the examination of vibration signals extracted from sensors distributed
within the relevant equipment [55–57].
 Data pre-processing step processes and transforms data so that they can be effi-
ciently processed within the ML model. This step includes data transformation,
data cleaning (treatment of missing data and outlier removal in the case of exper-
imental data) and feature extraction or feature selection methods (selecting the
most valuable information).
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Some of the feature extraction methods that are employed in performing fault diag-
nosis are below. Statistical measures, namely mean, variance, skewness, kurtosis,
and fifth-to-ninth central moment, have been used as features for fault diagnosis for
gears [58] and centrifugal pumps [59, 60]. Although the output from the statistical
measures may be regarded as moderately acceptable, an enhanced solution would
be advantageous. Applying advanced signal processing methods is a popular strat-
egy for performing fault diagnosis in any type of machinery [56]. In applying such
methods, spectral kurtosis and power spectral density are two important techniques
for vibration signal analysis. Spectral kurtosis has proven that it is capable of high-
lighting local fault induced impulses in noisy backgrounds [61], and it can detect
gear faults early by analysing its signal [62]. Power spectral density has proven
effective in the detection of faults in hydraulic pumps [63]. Subsequently, wavelet
has emerged as the most popular technique for non-stationary signals providing
time and frequency information simultaneously [64, 65]. The continuous wavelet
transform, with three distinct wavelet functions for fault diagnosis of a centrifugal
pump, are presented in [66, 67] and Discrete Wavelet Transform (DWT) has been
widely used for its superior gear fault detection features [68]. However, the DWT
algorithm requires the sample size to be powers of 2, due to its down-sampling (re-
sampling) step. To overcome this disadvantage (i.e. to remove the down-sampling
step), maximal overlap discrete wavelet transform (MODWT) has been developed.
Both DWT and MODWT have excellent frequency resolution in the low frequen-
cies, but poor frequency resolution in the high frequencies. As an enhancement
to the MODWT, maximal overlap discrete wavelet packet transform (MODWPT)
has emerged, providing a better frequency resolution [69, 70]. Fault diagnosis has
been performed using MODWPT for gears [69] and bearings [71] and it is achieved
optimal results.
 Model selection step involves the selection of the appropriate ML model.
A number of ML approaches in relation to fault diagnosis exist. Cluster analy-
sis is a statistical classification approach, that groups signals into different fault
categories on the basis of the similarity of the characteristics or features they pos-
sess. A fault diagnosis of mechanical equipment with cluster analysis application
is discussed in [72, 73]. The ML algorithms commonly used in fault diagnosis are
the nearest neighbour algorithm [74], Support Vector Machine (SVM) [66, 75, 76]
and probabilistic based algorithms such as Bayesian network [58] and Naive Bayes
(NB) (simplest form of Bayesian network derived from Bayes theorem) [77, 78].
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In the literature, popular ML techniques for fault diagnosis are Artificial Neural
Networks (ANN), fuzzy–neural networks, neural–fuzzy systems, evolutionary al-
gorithms and deep learning algorithms [79]. The feedforward neural network is
most widely used for machine fault diagnosis [80–83]. An important feedforward
neural network called Multilayer Perceptrons (MLP) with backpropagation is the
most commonly used neural network model for classification and pattern recogni-
tion and is also extensively employed for fault diagnosis [66, 81, 84–88]. Further
neural network models, which have shown improved performance over a period of
years, are the recurrent neural network [89–94], the convolutional neural network
[95–98] and other miscellaneous deep learning neural networks [99–101] for various
applications in several industrial sectors.
 Model training and model validation step involves ML model training and ML
model validation and testing. This step is used to perform numerical examples
related to fault diagnosis.
 Model maintenance step referred as the maintenance decision-making step, and it
aims to decide the optimal algorithm for the Predictive Maintenance application
based on the previous steps.
1.2.1.2 Fault prognosis
In equipment prognosis, there are two main prediction types. The most commonly used
type is the prediction of time remaining before a failure occurs, given the current condi-
tion of the equipment and its past performance profile. The time left before observing a
failure is designated Remaining Useful Life (RUL). In some situations, especially when
a failure is potentially catastrophic, it is more than desirable to predict the probability
that an equipment operates without fault or failure up to some future point in time (the
next inspection interval), given the current equipment condition and its past operational
profile. In any situation, the probability that equipment operates without a fault until
the next inspection interval is a good reference point for a maintenance engineer to de-
termine the appropriateness of the inspection interval [102, 103]. However, this is not a
popular method due to the limitation in gathering the required data for prediction. The
particular focus of this thesis is on RUL estimation.
RUL is also called remaining service life, which alludes to the time remaining before
observing a failure given the current age and condition of the equipment. The precise
definition of failure is essential to the correct interpretation of RUL [23]. To perform
prognosis, in addition to the condition monitoring data of equipment, obtaining the fault
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propagation process and information on the failure mechanism is necessary. However,
gaining knowledge of physical processes is not always possible [104]. The fault propaga-
tion process is usually tracked by a trending or forecasting model for certain condition
variables. There are two methods to describe the failure mechanism. The first one as-
sumes that failure depends only on the condition variables, which reflect the actual fault
level, and the predetermined boundary condition (i.e. the pre-established level at which
failure will occur). The second method constructs a model for the failure mechanism
using historically available data. In this case, different definitions of failure can be used.
A failure can be defined as an event where the equipment operates at an unsatisfactory
level, or it can be a malfunction in which the equipment is unable to perform as intended,
or it can simply reflect a breakdown when the equipment ceases to operate. Similar to
diagnosis, the approaches to prognosis fall into three primary categories, namely model-
based approaches, statistical approaches and ML approaches.
Model-based approaches for prognosis requires having a mechanistic knowledge and a
theory relevant to the monitored equipment. For example, defect propagation models
by means of mechanistic modelling for RUL estimation of bearings are introduced in
[105, 106]. Reference [107] presented a physical model for predicting the condition of
the equipment in combination with the strength of faults to life model-based on crack
growth law to estimate RUL. An alternative means of applying model-based approaches
to prognosis is to derive the explicit relationship between the condition variables and
the lifetimes through mechanistic modelling. Following this avenue of research, RUL
estimation has been performed for an energy processor and a bearing, based on monitored
vibration signals [108, 109].
Similar to diagnosis, statistical approaches have been widely employed in prognosis. Based
on Weibull distributions, [110] proposed a method to predict the potential failures for
both installation and operation. Reference [111] proposed a logistic regression model to
calculate the probability of failure for given condition variables and an autoregressive
moving average time series model to trend the condition variables for failure prediction,
[112] used Kalman filtering. The proportional hazards and proportional intensity models
are two useful tools for RUL estimation, which can both be used in combination with a
trending model for the fault propagation process. RUL estimation in combination with
both of these models are discussed with Markov modelling in [113] and hidden Markov
modelling in [114].
In the present thesis, the focus is principally based on ML approaches. Processes designed
using the ML approach for prognosis are similar to those of diagnosis, which are presented
in Section 1.2.1.1. ML approaches are widely documented performing fault prognosis in
Chapter 1. Introduction 13
literature. Methodologies employed to predict the RUL of rolling bearings using the
gated recurrent unit method and the SVM regression method are discussed in [115] and
[116], respectively. SVM regression is extensively used for prognosis within a variety of
applications [117–119]. MLP with backpropagation is another method widely applied in
the field of prognosis. Reference [120] proposed the application of an echo state network
and a recurrent multilayer perceptron. Reference [121] took the approach of comparing
the results of applying recurrent neural networks and neural–fuzzy inference systems
to predict failure of the machinery, whereas the proposal within Reference [122] was
based on the Bayesian regularised radial basis function neural network for an external
gear pump. Recent developments in prognosis have also used the deep neural network,
recurrent neural network or convolutional neural network [104, 115, 123–127], and have
been applied within various industrial sectors.
Predictive Maintenance market
The Predictive Maintenance market has been growing exponentially. The global market
for Predictive Maintenance, which was estimated at $1.5 Billion in 2016 and $3.3 Billions
in 2018 is projected to reach a revised size of $23.5 Billions by 2024; this represents a
compound annual growth rate of 39% over the period 2018-2024 [128]. Figure 1.6 shows
Figure 1.6: Global Predictive Maintenance market from 2016 to 2024. CAGR is compound
annual growth rate.
the prediction of Predictive Maintenance market growth. The expansion of the market
can be attributed by the rapidly increasing field on Big data and emerging concepts such
as the IoT.
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1.2.2 State of the art in external gear pumps
A pump is responsible for the mechanical to hydraulic energy conversion of a working
fluid and is a key component of hydraulic systems. Pumps can be mainly classified into
centrifugal pumps and positive displacement pumps. A centrifugal pump consists of one
or more rotating impellers that guide the liquid to and from the impeller, increasing the
pressure and flow rate of the fluid as it rotates. Positive displacement pumps move a
fixed amount of fluid at regular intervals. They are built with internal cavities that fill
up at the suction (inlet) side, to be discharged with higher pressure at the outlet. Based
on how the fluid is displaced, positive displacement pumps can be categorised into linear,


















Figure 1.7: Various types of positive displacement pumps; An external gear pump is the
focus of the present thesis.
Among the positive displacement pumps, the rotatory gear pumps are commonly used
within the industry. Gear pumps use a simple mechanism to generate flow and therefore
have an associated minimum number of design parts. The simplicity of the gear pump
design translates into higher reliability as compared to other positive displacement pumps
that use a more complex design. Gear pumps can be operated at high speeds and used
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in applications where the operating pressure is low to moderate. They are widely used
in manufacturing industries due to the advantages of possessing compact designs and
minimal manufacturing costs. Gear pumps are categorised into internal gear pumps and
external gear pumps. The pumping action of both gear pumps are similar, i.e., two gears
come in and out of mesh to produce flow. The present thesis focuses on an external gear
pump. Figure 1.8 shows the principle operation of the external gear pump. In Figure
1.8, the fluid is displaced from the inlet side of the pump to the outlet side with the
assistance of two identical rotating gears. Among the two identical gears, one gear is
driven by a motor (drive gear) and it, in turn, drives the other gear (slave gear). Each
gear is supported by a shaft with bearings on both sides of the gear. External gear
pumps have several advantages: (i) the fluids can be moved at high speeds and under
high pressure, (ii) the operation volume is quiet that avoids noise pollution and (iii) a
variety of fluids can be accommodated. However, the disadvantages of the pumps are:
(i) the close tolerances between the gears and casing mean that these types of pumps
are susceptible to wear particularly when used with abrasive fluids and (ii) the solid
part is not allowed in the liquid area because the close tolerances between the gears and
casing, a tight gear mesh, and limited tooth volumes make pumping fluids with large




Figure 1.8: Principle operation and geometry of an external gear pump. The fluid dis-
placed from inlet side of the pump to outlet side with the help of rotating gears.
An external gear pump is notably simple in its operation. Depending on the pump geom-
etry involved, the complexity of the subject arises, which has typically required numerical
analysis to solve the governing equations. An analytical method of understanding a gear
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pump was first proposed by [129], and the average flow rate of a gear pump, using such
a method, has been conducted by [130]. Due to the complexity of geometry, the analysis
was performed through computational methods including Computational Fluid Dynamic
(CFD) modelling. Several studies using CFD modelling have been performed over the
years, including [131] which studied the flow reversing process inside a gear pump, and
[132] which modelled experimental validation of a gear pump. Reference [133] explored
the effect of cavitation on the volumetric efficiency of an external gear pump in 2D, which
later evolved into a computational 3D simulation. Reference [134, 135] investigated the
effect of turbulence flow in the external gear pump. Many commercial software, such as
StarCCM+, Ansys fluent, openForm, PumpLinx from Simerics, are available to overcome
the difficulty of coding complex geometry and computing the intricate 3D simulations.
PumpLinx has been developed to specifically address the problems emerging from posi-
tive displacement devices [136]. It possesses a particular strength in its explicit accuracy
in the analysis and testing of the performance of positive displacement pumps. In ad-
dition, for fluid systems, PumpLinx’s cavitation module efficiently models the vapour,
the free gas and the liquid’s compressibility. PumpLinx’s uses binary tree meshing that
provides tight and leak free surfaces. Reference [137] performed external gear pump
analysis using PumpLinx’s cavitation module and its accuracy was demonstrated when
compared to the experimental results. In addition, PumpLinx has been tested against
Ansys CFX and its superior precision in relation to the experimental results was proven
on the same mesh [138]. Due to its effective performance, PumpLinx has been chosen
to conduct all of the computational simulations in the present thesis. The details of the
CFD simulations are discussed in Chapters 2 and 3.
1.3 Objectives
The overall aim of this project is to demonstrate the use of ML in the context of Pre-
dictive Maintenance within an industrial framework. This Ph.D. project is conducted
in collaboration with an industrial partner, F-Lab, an innovation centre in Fluid-o-tech.
Fluid-o-tech produces various types of pumps for several important applications, in which
the FG304 series External Gear Pump, also known as Domino pump, (shown in Figure
1.9), has been used within medical equipment, ink-jet printing systems, cooling systems,
water treatment felicities, food processing equipment and sanitisation applications [2].
The operating condition of the external gear pumps play a pivotal role in the perfor-
mance of equipment in which they are installed. Therefore, in order to anticipate the
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early failure of the equipment in which they reside, Predictive Maintenance of the gear
pumps is essential.
Figure 1.9: FG200 - FG400 series motor unit. Image reprinted from [2].
The main objectives of this research are as follows:
 Exploration of Predictive Maintenance strategies and their application to a given
gear pump.
 Development of synthetic data generation methods for Predictive Maintenance in
the absence of experimental data
- Development of detailed CFD models, representative of the given gear pump
in various working conditions.
- Validation of the CFD model against the experimental results.
- Generation a high-fidelity dataset using the CFD model to recreate a variety
of working conditions for the given gear pump.
- Recreation of possible environmental variations of the working pump condi-
tions
- Recreation of possible degradation behaviour variations of the pump condi-
tions
 Comparison of feature extraction methods to identify the optimal feature extraction
method.
 Optimisation of hyper-parameters for ML algorithms
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 Identification of suitable ML algorithms to perform fault diagnosis in the gear
pump.
 Identification of the appropriate ML algorithms to predict the Remaining Useful
Life (RUL) of the gear pump.
Each of these objectives is considered and discussed in the subsequent chapters of this
thesis.
1.4 Outline of the thesis
This thesis comprises 8 chapters and is supported by 2 appendices, which are as follows:
 Chapter 2: High-fidelity Computational Fluid Dynamics.
The present chapter introduces the computational modelling of an external gear
pump. It progresses from introducing the geometry of interest to the mathematical
formulations of the CFD governing equations, turbulence model and cavitation
model, and then moves on to the computational framework. This is followed by
a discussion of the computational implementation, model attributes of the CFD
simulation and the implemented fault scenarios.
 Chapter 3: High-fidelity computational results.
The present chapter provides the numerical examples of the CFD simulation for an
external gear pump. It begins by presenting the geometry and the computational
implementation including the relevant mesh generation using PumpLinx. The mesh
sensitivity analysis, the experimental validation of the CFD model, and the gear
pump running in healthy and faulty conditions are presented next.
 Chapter 4: Machine Learning for diagnosis and prognosis.
The present chapter presents an overview of Machine Learning, general terminology
and its types. In addition, ML algorithms, namely MLP, SVM and NB, chosen to
perform fault diagnosis and fault prognosis are presented. For each ML algorithm,
their operational mechanism is briefly explained together with the optimisation
process of the hyper-parameters.
 Chapter 5: Data collection and preprocessing.
The present chapter focuses on data collection and pre-processing methods for the
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ML analyses. It begins by introducing the various methods of data collection and
then provides data manufacturing methods to increase the availability of data for
ML training. The importance of standardisation in ML and the feature extrac-
tion techniques to distil descriptive features from real-time series sample data are
presented.
 Chapter 6: Numerical examples for diagnosis.
The present chapter provides the numerical examples of fault diagnosis with the use
of the ML classification algorithms (MLP, SVM and NB). It begins by presenting
the framework of the proposed fault diagnosis strategy, optimisation of hyper-
parameters and progresses to various numerical examples.
 Chapter 7: Numerical examples for prognosis.
The present chapter presents the numerical examples of fault prognosis with ML
algorithms, MLP and SVM. The proposed framework of predicting remaining useful
life, optimisation of hyper-parameters and numerical examples for different faulty
scenarios are presented.
 Chapter 8: Conclusion and Remarks.
The present chapter comprises a summary of the work performed as part of this
thesis, together with an associated discussion. Potential directions for future re-
search are also presented.
 Appendix A: PumpLinx
The present appendix presents the simulation workflow of PumpLinx. In particular,
pre-processing steps, simulation modelling, and post processing steps are discussed.
Some accompanying mathematical formulas and definitions of physical variables are
also detailed.
 Appendix B: Frequency to wavelet analysis.
The present appendix discusses a frequency to wavelet analysis, i.e., from Fourier
transform to wavelet transform, and further available wavelet transforms. Firstly,
wavelet transform and its definition are introduced for the continuous wavelet
transform and DWT, and then the evolution of the wavelet analysis from DWT
to MODWPT is presented. Finally, their advantages in terms of realising better
resolutions in the high frequencies of the signal are considered.
 Appendix C: Code description.
The present appendix presents the code description of synthetic data generation
methods and ML are presented. Firstly, the MATLAB code for noise perturbation
method to increase the amount of data available for ML training is presented.
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Next, to obtain degradation behaviour in the data for fault prognosis, the linear
interpolation and the cubic interpolation methods are discussed. Finally, MATLAB
and Python code for ML algorithms using specific libraries are presented for SVM,
MLP and NB.
1.5 General remarks
Some general remarks applicable to the entirety of this thesis are described below:
 All quantities mentioned in this work are expressed in SI units unless otherwise
stated.
 Vectors and tensors are represented with bold fonts.
 All CFD simulations and post-processing of CFD simulations are performed using
the 3D fluid dynamic software PumpLinx.
 The ML toolbox in MATLAB software is employed for the SVM analysis of fault
diagnosis.
 Python open source programming software is used for all MLP, SVM and NB
analyses. Python libraries such as TensorFlow and Keras are employed for MLP
algorithm and Scikit-learn for SVM regression and NB classification.






















Figure 2.1: Structure of Chapter 2.
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2.1 Preliminaries
The present chapter presents the mathematical equations of high-fidelity Computational
Fluid Dynamics (CFD). The kinematic description of the flow field and the governing
equations along with the turbulence and cavitation models are presented in Sections 2.2
and 2.3, respectively. The spatial and temporal discretisation of the governing equations
using the Finite Volume Method (FVM) and implicit time integration approach are
presented in Section 2.4. The structural layout of the present chapter is shown in Figure
2.1.
2.2 Kinematic descriptions of the flow field
An appropriate kinematic description is essential to simulate fluid flow by any numerical
method. The choice of description determines the relationship between the deforming
continuum and the computational mesh. Three different types of motion description used
in the continuum mechanics are the Lagrangian description, the Eulerian description and
the Arbitrary Lagrangian-Eulerian (ALE) description [3]. These descriptions are shown
in Figure 2.2. The Eulerian description is most widely used in fluid mechanics, and the
Lagrangian description widely used in solid mechanics [139].
2.2.1 Eulerian and Lagrangian description
In an Eulerian description, the computational mesh is fixed throughout the numerical
simulation where the fluid moves with respect to the computational grid. The Eulerian
description allows severe distortion in the fluid motion which is crucial for simulating
turbulent flows. However, the downside is the difficulty to track free surfaces and in-
terfaces between different media. A compromise has to be made to add approximate
tracking techniques such as the level set method and the volume of fluid method [3].
In case of a Lagrangian description, the computational mesh follows the associated ma-
terial particle during the deformation. The Lagrangian description allows easy tracking
of free surfaces and interfaces between different materials; however, it is not practical
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Eulerian
Lagrangian
Time t = 0
Time t
ALE
Figure 2.2: A Eulerian (computational mesh does not move), a Lagrangian (computational
mesh follows the movement of deformed continuum) and a ALE (computational mesh moves
but does not follow the motion of the deformed continuum) descriptions of motion.
to follow large distortions of a computational domain without frequent re-meshing op-
erations. The primary application of the Lagrangian description is large deformation
problems like modelling of metal forming operations and vehicle crash simulation, where
they are used in combination with solid and structural elements [3].
2.2.2 Arbitrary Lagrangian-Eulerian (ALE)
By combining the advantages of both Lagrangian and Eulerian frameworks, the ALE
algorithm was introduced. ALE algorithms are particularly useful in flow problems
involving large distortions in the presence of deforming boundaries. The key advantage
of the ALE formulation is a computational mesh that moves with a velocity that is
independent of the material particle velocity [3, 140]. There are two types of ALE
approaches, firstly, direct ALE, where the advective terms are explicitly included in
the governing equations. On the other hand, the indirect ALE method comprises the
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Lagrangian stage, where the numerical solution and the computational mesh are updated,
the rezoning stage, where the nodes of the mesh are moved in order to improve grid
quality and the remapping stage, where the Lagrangian solution is transferred to the
rezoned mesh [141]. In the present study, the direct ALE method has been used.
In the ALE description of motion, neither the material nor spatial configuration, is
taken as reference. Another domain called referential configuration is taken as reference,
where the referential coordinates χ is introduced to identify the grid points. Figure
2.3 shows material, spatial, and reference configurations along with their one-to-one
transformations. The referential domain is mapped into material and spatial domains.
The particle motion ϕ can be expressed as ϕ = Φ ◦Ψ−1 and this shows that these three










Figure 2.3: ALE description of motion. Material, spacial ans referential configurations.
The current figure is adapted from [3].
domain, which is the motion of grid points in the spatial domain, is represented by
Φ : Rχ × [t0, tfinal]→Rx × [t0, tfinal] (2.1)
(χ, t) 7→Φ(χ, t) = (x, t). (2.2)
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where Φ is the spatial configuration coordinate as shown in Figure 2.3.
2.3 The mathematical model and governing equations
The start of the modelling strategy is a mathematical model, in this case given by a the set
of partial differential equations (or integral differential equations), initial conditions and
boundary conditions. An appropriate model (i.e. compressible or incompressible fluid
flow, inviscid or viscous, laminar or turbulent, two dimensional or three dimensional,
etc.) for the target application must be chosen. Consider a time-varying control volume
Ω(t) of boundary ∂Ω(t) and outward unit normal n. The conservation of mass principle








ρ(v − vs) · nds = 0, (2.4)
where v is the fluid velocity and ρ is the fluid density. The conservation of linear


















where τ is the viscous shear stress tensor, p is the pressure, and f is a body force. The



















where E is total energy per unit of mass, k is the thermal conductivity, Qv = ρf · v + r
is a heat source term, Qs = −pv + τv and r is the rate of volumetric heat generation.
The control volume boundary ∂Ω(t) can be decomposed into non-overlapping regions
∂Ωi(t), ∂Ωo(t) and ∂Ωw(t) representing inlet, outlet and wall, respectively, such that
∂Ωi(t) ∪ ∂Ωo(t) ∪ ∂Ωw(t) = ∂Ω(t), (2.7)
Chapter 2. CFD simulation of an external gear pump 26
and
∂Ωi(t) ∩ ∂Ωo(t) =∅, (2.8)
∂Ωi(t) ∩ ∂Ωw(t) =∅, (2.9)
∂Ωo(t) ∩ ∂Ωw(t) =∅. (2.10)
In order to solve all the unknowns in the conservation equations, viscous law, equation of
state, and caloric equations need to be additionally considered. The shear stress tensor
τ is a function of the fluid viscosity µ and the velocity gradient and it is defined as





(∇v + (∇v)T ). (2.11)
For the closure of the system, an equation of state is essential to link the pressure to the
thermodynamic variables; this requires the conservation of energy equation (Equation
(2.6)) and the behaviour of the cavitating mixture to be considered [142, 143]. For
compressible fluids, considering T as the absolute temperature, it is postulated that p, ρ
and T are related in a definite way. The easiest way to relate these variables is through
Boyle’s law, given by
p = ρRT, (2.12)
where R is a constant for the fluid under consideration. A modified equation of state





where, b is the volume occupied by one mole of the molecules and a is a constant that
depends on the gas. The constants a and b are derived from experimental data on the
density, temperature and pressure interdependence. Consequently, it follows that E can
be related to ρ and T in a general way, that is
E = E(ρ, T ), (2.14)
this type of equation is called a caloric equation of state. The actual form of the function
depends on the fluid properties. The simplest form of the caloric equation is
E = cvT, (2.15)
where cv called the specific heat at constant volume, is either a constant or a function
of ρ. The above equations from Equations (2.4)-(2.15) define the complete form of
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compressible flow with thermal effects. However, the CFD simulation model considered
in the present thesis does not have a large variation in the temperature field, so the
model is considered isothermal. Therefore, along with Equations (2.4) and (2.5), suitable
turbulence and cavitation models are included in the CFD simulations. The turbulence
and cavitation models will be described in the following sections.
2.3.1 The turbulence model
In the turbulence regime, fluid motion is characterised by chaotic changes in pressure
and flow velocity in both space and time. It contrasts with a laminar regime, which
occurs when a fluid flows in parallel layers with no disruption between the layers. The
turbulence regime is extremely frequent in natural phenomena and real life applications:
the aerodynamics of vehicles, most of the terrestrial atmospheric recirculation and many
industrial applications [144].
Reynolds Number





where D is a characteristic length (or pipe diameter), µ is the dynamic viscosity and v∞
is the free stream velocity. Turbulent flow occurs when Re exceeds a certain threshold
value depending on the application’s topology and the flow physics [144]. Figure 2.4
shows the difference between streamlines in turbulent and laminar flows. The straight,
parallel lines are streamlines, which are everywhere parallel to the mean flow. In laminar
flow, the fluid particles follow the streamlines, and in turbulent flow, eddies of many sizes
are superimposed onto the mean flow.
Laminar flow Turbulent flow
Figure 2.4: In laminar flow, the fluid particles follow the streamlines, and in turbulent
flow, eddies of many sizes are superimposed onto the mean flow.
Turbulence modelling in Reynolds Average Navier Stokes equations
To obtain the Reynolds Average Navier Stokes (RANS) equations, unsteady Equations
(2.4) - (2.5) are averaged in time to smooth the instantaneous turbulent fluctuations
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in the flow field, while still allowing the capture of the time-dependency in the large
time scales of interest. In many engineering problems, this assumption is valid, but this
averaging procedure breaks down if the time scale of the physical phenomena of relevance
is similar to that of the turbulence itself. For compressible flows, the density weighted
Favre averaging procedure is mostly employed [145]. The compressible turbulent flow
begins with averaging process that effectively partitions the dependent variables, such
as density, pressure, temperature and velocity. The flow variable f is decomposed into
an averaged part f and a fluctuating part f ′, given as
f(x, t) = f(x, t) + f ′(x, t). (2.17)
The time average of the mean flow variable is given as







From Equations (2.17) and (2.18), the time average of the fluctuating part f ′ is zero.
The Favre averaging procedure applied to the momentum Equation (2.5) generates the
extra convection term called Reynolds stress tensor. The most straightforward approach
is to associate the unknown Reynolds stresses with the computed mean flow quantities
by means of a turbulence model. The detailed theory of Reynolds averaging and Favre
averaging for compressible flows are presented in [146, 147].
Several turbulent models are available in the literature [147]. The Mixing-length model of
Prandtl (1925) introduced a straight-forward prescription for computing the eddy viscos-
ity in terms of mixing-length. Models based on the mixing-length hypothesis are called
algebraic models or zero-equation models of turbulence. To develop a realistic metamath-
ematical model for turbulent stresses, Prandtl (1945) introduced an exact equation for
turbulent kinetic energy k. These types of models are known as the one-equation model.
However, the model is incomplete as it does not provide the turbulence length scale. Kol-
mogorov (1942) proposed the first complete model of turbulence called the k−ω model,
where ω represents the rate of dissipation of energy in unit volume and time. This model
is termed the two-equation model. Chou (1945) proposed modelling the exact equation
for dissipation rate ε. Rotta (1951) devised a plausible model for the differential gov-
erning evolution of the tensor that represents the turbulent stresses, i.e., the Reynolds
stress tensor. Such models are refer to as stress-transport models. After 1950’s all these
methods are evolved with several advantages. Later, another two-equation model called
k− ε model was proposed by Launders (1972), where ε is a dissipation rate of turbulent
kinetic energy. Widespread use of the k − ε model began with the 1972 formulation.
Many improvements have been taken place for each of the mentioned methods with the
Chapter 2. CFD simulation of an external gear pump 29
help of computer resources [147]. The models based on k − ε model are standard k − ε
model [148], Realisable k− ε model [149] and RNG k− ε model [150]. In this work, the
standard k − ε turbulence model [148] is used, and the equations are discussed below.
k − ε model
One of the popular turbulence model is the k − ε model. In CFD modelling there are
other resolution methods more accurate than the k− ε model. For the specific problem,
losses due to the viscous stresses are negligible compared to pressure forces. The adoption
of higher order turbulence models would have increased the computational time with no
relevant improvement of the results. Therefore, the k−ε model is used as it is numerically
robust, computationally efficient and it provides good accuracy [136, 151]. The model
parameters k and ε refer to the turbulent kinetic energy and the turbulent kinetic energy
dissipation rate, respectively. The standard k − ε model is based on the following two



















(Gt − ρε) dΩ,
(2.19)
where µt is the turbulent viscosity, σk = 1 is the turbulent Prandtl number and Gt is the






























where σε = 1.3 is turbulent Prandtl numbers for the turbulent kinetic energy dissipation





(v′ · v′) , (2.21)
with v′ being the turbulent fluctuation velocity, and the dissipation rate ε of the turbulent




(S′ : S′), (2.22)
where the overbar indicates for time average, the colon : represents a contraction over




(∇v′ + (∇v′)T ). (2.23)
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with Cµ = 0.09. The turbulent generation term Gt can be expressed as a function of the
velocity and the shear stress tensor as
Gt = τ
′ : ∇v; τ ′ = −ρv′ ⊗ v′ (2.25)
where τ ′ij = −ρu′ιu′j is the turbulent Reynolds stress, which can be modeled by the
Boussinesq hypothesis [153, 154] by relating the mean velocity gradients in almost the




(ρk + µt trd)I. (2.26)
Equations (2.19)-(2.26) are used to build a turbulent model in the present study.
2.3.2 The cavitation model
Cavitation is the formation of vapour followed by an immediate implosion of cavities in
a liquid. Cavitation happens as the consequence of forces acting upon the liquid.
 Cavitation occurs, when there is a rapid change in the pressure that causes the
formation of cavities in the liquid where the pressure is low.
 When there is a high pressure, the voids implode and generate an intense shock
wave.
The practical and general purpose of the cavitation model is as follows:
 In mechanical devices, the low-pressure regions where cavitation occurs are the
same regions with high velocity. In such regions, the velocity slip between the
liquid phase and vapour phase are small.
 Usually, the generated vapour takes the form of small bubbles. While such flows
can be characterised by a more rigorous two-fluid approach, which allows for ve-
locity slip between the liquid and vapor phases. The computed flow fields strongly
depend upon the physical models used for the computation of local bubble sizes
and interface drag forces.
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The cavitation model in [155] describes the cavitation vapour distribution formulation.
The basic approach consists of using the standard viscous flow (Navier-Stokes) equations
for variable fluid density and a conventional turbulence model. The fluid density ρ is a
function of vapour mass fraction fv, which is computed by solving a transport equation





































where Dfv is the diffusivity of the vapour mass fraction fv, σfv is the turbulent Schmidt
number and µt is the turbulent viscosity. The source terms Re and Rc are vapour
generation and the condensation rate. These source terms are function of flow parameters
(pressure, velocity) and fluid properties (liquid and vapour phase densities, saturation
pressure, and liquid-vapour surface tension). In particular, Re and Rc originate form
the bubble dynamics equation, which is derived from the Rayleigh-Plesset equation as
in [156]. The Rayleigh-Plesset equation provides the physical strategy to introduce the
effects of bubble dynamics into the cavitation model. The vapour generation Re and the



























where k is the turbulent kinetic energy and Ce and Cc are model constants. The theory
of bubble dynamics is described in detail in [155].
2.3.2.1 Final form of full cavitation model
The full cavitation model also involves the effect of Non-condensable Gases (NCG); as in
most engineering equipment, the operating liquid contains a finite amount of NCG in a
Chapter 2. CFD simulation of an external gear pump 32
dissolved state, or due to leakage or by aeration. According to [157], even a small amount
of NCG can have a significant effect on the performance of the equipment. The primary
effect of NCG is due to the gas expansion at low pressure which can lead to significant
values of local gas volume fraction which has an impact on density, velocity and pressure
distributions. The secondary effect of NGC can be via an increase in the phase change
threshold, which can be neglected due to lack of general correlation. The full cavitation
model is derived considering the fluid as a mixture of liquid, liquid-vapor and NCG. The










1− fv − fg
ρl
. (2.32)




; αl = 1− αv − αg. (2.33)
The density of the NCG is derived as ρg =
Wp
RT
, where W is the molecular weight of
non-condensible gas and R = Re − Rc. Considering the NCG effect, Equations (2.30)



























According to [155], the model constants are determined by performing many experiments
covering a wide range of operating conditions.
2.4 Spatial and temporal discretisation
2.4.1 Finite volume method
Finite Volume Method (FVM) is a numerical technique used for spatial discretisation
through which an integral form of the conservation laws is directly discretised in the
physical space. FVM was first introduced in the 1970s by McDonald, MacCormack
and Paullay for the numerical solution of fluid mechanics problems [158, 159]. Since
then the FVM has become one of the most popular discretisation techniques in the
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CFD community. FVM, unlike the finite element method, is based on the notion of a
locally conservative discretisation which takes into account the integral formulation of
the conservation laws; this is perhaps one of its biggest advantages, since it automatically
satisfies the local conservation property of the primary variables such as mass, momentum
and energy at the discrete level. In FVM, the problem domain is divided into a set of
non-overlapping control volumes called finite volumes. FVM is suitable for complex
geometries, due to their ability to accommodate any type of grids, either structured (see
Figure 2.5a) or unstructured (see Figure 2.5b) [160].
(a) Structured grid (b) Unstructured grid
Figure 2.5: Numerical grid types (a) structured grid and (b) unstructured grid.
There are two major types of finite volume grids, namely cell centred and vertex centred,
these are shown in Figures 2.6a and 2.6b, respectively. In the cell centred method,
the unknown variables are located at the center of the cell, while in a vertex-centered
approach, the variables are located at the grid points. In the latter, the control volume
can either be the union of all cells connected to a grid point giving rise to overlapping
control volumes or some volume centred around the grid point thereby creating a dual
(non-overlapping) control volume. The main advantage of the cell centred method is
that dealing with interfaces are simpler, as the control volumes are clearly defined for
different mediums; this becomes important in the concept of multi-material flows. The
advantage of the vertex centred method is in its exceptional handling of boundaries since
the unknown quantities can be explicitly specified at the physical boundary [160]. The
focus of the present study is aimed at cell centred FVM which will be explored in the
following section.
2.4.1.1 Cell-centred finite volume method
Discretisation of the solution domain produces a computational mesh on which the gov-
erning equations are subsequently solved. In the cell centred FVM method, the control
volumes coincides with the cell. For ease of understanding, a nomenclature is introduced
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(a) Cell centred FVM (b) Vertex centred FVM
Figure 2.6: The two types of FVMs: (a) Cell centred and (b) vertex centred. The notations
are presented in Figure 2.7.
in Figure 2.7 to elaborate the finite volume discretisation and for simplicity a quadrilat-
eral mesh is chosen, where P represents cell centroid of the cell, f represents the face
centre and a represents the node. For good accuracy, it is necessary for the order of
the discretisation to be equal or higher than the order of the equation that is being
discretised [161].
Figure 2.7: Cell centred FVM nomenclature.
The integral form of the conservation equations in Equations (2.4) and (2.5) and the








ρf (vf − vs,f ) · nfsf = 0, (2.36)






























+ |ΩP | (Re −Rc)P , (2.38)
where nfsf = S, is a face area vector pointing outwards from the control volume ΩP .
Similar to Equation (2.38), the turbulence equations (2.19) and (2.20) can be discretised.
The mass flux through the face is defined as,
mf = ρf (vf − vs,f ) · S. (2.39)
The approximation of these convection fluxes in the transport equations has a decisive
influence on the overall accuracy of any numerical solution for fluid flow. Although
convection is represented by a simple first order derivative, its numerical representation
remains one of the central issues in CFD [162]. The classic first order schemes such as
upwind, hybrid, and power-law are unconditionally bounded whereas the higher order
schemes, such as the central differencing scheme, the second order upwind and the third-
order upwind, offer a route to improve accuracy of the computations. However, higher
order schemes suffer from the boundedness problem; that is, the solutions may display
unphysical oscillations in regions of steep gradients, which can be sufficiently serious to
cause numerical instability. In the present study, a first order accurate upwind scheme
is used in order to compromise between accuracy and boundedness. Upwind scheme
guarantees the boundedness of the solution through the sufficient boundedness criterion
for the system of algebraic equations [161].



















(∇fv,f ) · S. (2.40)
If the mesh is orthogonal, i.e. vectors d and S are parallel, shown in Figure 2.8a. It is
possible to use central difference scheme to approximate the first order derivative.














Figure 2.8: Vectors d and S on a orthogonal (a) and non-orthogonal (b) mesh.
If the mesh is non-orthogonal, as shown in Figure 2.8b
S · (∇fv,f ) = |4|
fv,N − fv,P
d
+ k · (∇fv,f ), (2.42)
where the first term and second term of the right hand side are orthogonal and non-
orthogonal contribution terms, respectively. The two vector introduced in Equation
(2.42), 4 and k, have to satisfy the following condition:
S = 4 + k. (2.43)
Central difference scheme is second order accurate but involves larger truncation error,
that makes it less stable. To overcome the disadvantage of large truncation error, some
correction approaches are used when the mesh is non-orthogonal. Many possible ap-
proaches are available, including minimum correction approach, orthogonal correction
approach and over-relaxed approach. The detailed theory related to the diffusion term
can be found in [163]. Similarly, discretisation in space has been performed for all the
equations solved in the CFD simulation.
2.4.2 Temporal discretisation
For transient simulations, the governing equations must be discretised in both space and
time. The spatial discretisation has been presented in the previous section. Temporal
discretisation involves the integration of every term in the differential equations over a
time step ∆t. If time derivative is discretised using backward differences, the first order
accurate temporal discretisation of the temporal term in Equation (2.36) is given by
(ρP )
t+∆t − (ρP )t
∆t
= F (ρP )
t+∆t, (2.44)
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where F incorporates any spatial discretisation. The second order discretisation for the
same equation is given by
(3ρP )
t+∆t − 4(ρP )t + (3ρP )t−∆t
2∆t
= F (ρP )
t+∆t. (2.45)
Time integration can also be conducted using alternatively an explicit approach. In the
explicit approach, the function F (ρP ) is evaluated at current time step. For instance,
Equation (2.44) becomes,
(ρP )
t+∆t − (ρP )t
∆t
= F ((ρP )
t), (2.46)
and a similar expression results from Equation (2.45).
In the present thesis, the focus is on fully implicit time discretisation with first order ac-
curacy, obtained through the application of the backward Euler method. Using backward
Euler method, (ρt+∆tP ) is calculated as,
(ρt+∆tP ) = (ρP )
t + ∆tF ((ρP )
t+∆t). (2.47)
For further details on time interpolation, refer to [163, 164].
2.5 Chapter conclusion
The present chapter has presented the governing equations, the turbulence and cavitation
equations solved during the CFD simulations have been discussed along with kinematics
descriptions of a flow field. In order to discretise the governing equations, the spatial
and temporal discretisation methods have been discussed. With the present chapter,
the high-fidelity CFD model has been achieved, which will be used to perform CFD
simulation of an external gear pump using PumpLinxr. The workflow of PumpLinxr is



































Figure 3.1: Structure of Chapter 3.
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3.1 Preliminaries
This chapter provides the numerical examples of a CFD simulation for an external gear
pump. The generation of data via a CFD model of the pump under various working con-
ditions will be discussed. The background theory of the CFD model has been presented
in Chapter 2. In particular, all the provided results are from the 3D transient simulation
of the pump using PumpLinx with a specific cavitation model. The chapter is outlined
as follows: the geometry of the external gear pump (see Section 3.2), the computational
implementation including the relevant mesh generation using PumpLinx (see Section
3.3), the mesh and time sensitivity analysis (see Section 3.4), experimental validation of
the CFD model (see Section 3.5), the gear pump running in a healthy (normal) condition
(see Section 3.6), and the implemented fault scenarios (see Section 3.7). The structure
of this chapter is presented in Figure 3.1.
3.2 Geometry of the external gear pump
FG304 series are rotating positive displacement external gear pumps, where the fluid is
displaced from the inlet side of the pump to the outlet side of the pump as a result of
the intermeshing of the drive and the slave gear’s teeth. The geometry of the external
gear pump, that is of the interest to the present thesis, is shown in Figure 3.2.
The gears are located inside a tight and leak free casing, and they are connected to the
lubrication channel through the top channel with rotating shafts. Similarly, the back
side of the gear is connected to the magnet via a bottom channel with rotating shafts.
The inlet and outlet ports are connected to the sides of the gear. The inlet and outlet
sensor are placed in the inlet port and outlet port, respectively. The outlet sensor is
placed away from the end, in order to avoid the reversing flow and achieve an accurate
measurement of the pressure distribution in the outlet port. During the operation, these
types of pumps are noiseless, pulsation-free and capable of handling liquids up to 95 ◦C
with pressure up to 12 bar and flow rate up to 210 l/h [2].














Figure 3.2: Geometry of the FG304 series external gear pump.
3.3 Computational implementation
3.3.1 PumpLinx
As stated in Chapter 1, the CFD model has been built using a commercial software
PumpLinx (developed by Simerics Inc.). The software has been chosen after precisely
assessing its capability to study several common problems in the hydraulic components.
PumpLinx solves numerically the fundamental conservation equations of mass, momen-
tum, and energy and includes accurate physical models for turbulence and cavitation
[136]. The mathematical model and governing equations are discussed in Section 2.3.
Moreover, PumpLinx grids use a body-fitted binary tree approach [136, 137, 165]. These
types of grids are accurate and efficient because
 The parent-child tree architecture allows for an expandable data structure with
reduced memory storage.
 Binary refinement is optimal for transitioning between different length scales and
resolutions within the model.
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 The majority of cells are cubes, which is the optimum cell type in terms of or-
thogonality, aspect ratio, and skewness thereby reducing the influence of numerical
errors and improving speed and accuracy.
 It can be automated, greatly reducing the set-up time.
 Since the grid is created from a volume, it can tolerate dirty CAD surfaces with
small cracks and overlaps.
In the boundary layer, the binary tree approach can easily increase the grid density on
the surface without excessively increasing the total cell count. In the regions of high
curvature and small details, the grid is subdivided and cut to conform to the surface.
PumpLinx code permits the simultaneous application of moving and stationary grids.
The moving grid uses the ALE approach, while the stationary grid uses the Eulerian
approach. These aspects are described in Section 2.2. In PumpLinx, each control volume
connects to the others through an implicit interface called a mismatched grid interface.
A mismatched grid interface is an efficient implicit algorithm that identifies the overlap
areas and matches them without interpolation, then the area is treated as the common
face connecting the cells on both sides of the interface. The common faces are then
treated as two neighbouring cells during the simulation. The solution resulting from
this approach is very robust and accurate. The simulation workflow of PumpLinx is
presented in Appendix A.
3.3.2 Model attributes
The fluid domain of the external gear pump is extracted from the Computer Aided
Design (CAD) of the pump, which is provided by the industrial partner F-Lab and the
geometry is imported into PumpLinx. The geometry of the external gear pump can be
found in Section 3.2. The mesh of the entire fluid domain is generated using high quality
structured and unstructured hexahedral cells in PumpLinx, shown in Figure 3.3. For
high curved regions or narrow cut regions, the binary tree unstructured mesh is utilised
to create high-quality hexahedral cells. In addition, PumpLinx has a specialised tool
for the meshing of the internal geometry of the gear using a rotor gear template mesh,
producing high quality structured hexahedral cells [137]. The rotor mesh is adapted
automatically according to the angle of the rotation of the gears. A brief section of
gear template mesh is shown in Figure 3.4a and the interface between the moving and
stationary mesh are displayed in Figure 3.4b.
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Figure 3.3: Mesh of the external gear pump (the entire computational domain) created
using PumpLinx.
(a) (b)
Figure 3.4: Gear template mesh (a) and interface between the moving grid (highlighted
in blue) and stationary grid (b) of the gear pump using PumpLinx.
In order to perform CFD the simulation of this gear pump, the conservation of mass
(Equation (2.4)) and momentum equations (Equation (2.5)) are solved along with the
turbulence model equations (Equation (2.19)-(2.26)) and the cavitation model equation
(Equation (2.29)). The cavitation model employed is solved taking into account liquid
properties, cavitation, aeration, and liquid compressibility. The simulation of an external
gear pump running in healthy conditions uses the information presented in Table 3.1.
Typical boundary conditions are provided for flow variables, turbulence and cavitation
models in Table 3.2. The standard wall function for turbulent boundary condition is
discussed in Appendix A. The rotation speed of the pump is specified in RPM. All the
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CFD simulations presented in the present thesis utilise the conditions and properties
discussed in this section.
Operating conditions of the gear pump
Speed 1400 rpm
Radial gap 0.03 mm
Number of drive gear teeth 9
Number of slave gear teeth 9




Table 3.1: Properties of a healthy (normal working condition) gear pump.
Inlet Outlet Wall
Flow:
Pressure 1.01325 bar 3.15 bar Zero gradient
Velocity Zero gradient Zero gradient No-slip condition
Turbulence:
Kinetic energy 0.01 m2/s2 0.01 m2/s2 Standard wall function[166]
Dissipation rate 1 m2/s2 1 m2/s2 Standard wall function
Cavitation:
Vapour mass fraction 0 0 Zero gradient
Table 3.2: Boundary conditions of flow variables, turbulence and cavitation models [6].
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3.4 Mesh and time sensitivity analysis of an external
gear pump
In the present section, firstly, the mesh sensitivity study is discussed then the time
sensitivity study are discussed. The main goal of the present study is not only to obtain
an accurate solution, but also to investigate its stability and the computational efficiency.
Mesh sensitivity analysis
A mesh sensitivity study is performed on the model considered, whereby a finer and finer
mesh is used until a threshold of accuracy is passed going from one model to the next
[167]. Alternatively, the optimal mesh is the coarsest mesh possible that produces results
within an acceptable error interval. For simplicity and to optimise the number of cells
or control volumes in the mesh, a simpler geometry is considered for this analysis. The
geometry is shown in Figure 3.2; however, the inlet port, the outlet port, and external
gear are only considered. The boundary conditions and material properties are presented
in Table 3.1. Simulations are performed for extremely small fixed time step with four
different grid sizes (h1, h2, h3, h4) ranging from coarse to fine mesh. In PumpLinX soft-
ware, there is no explicit way of changing the cell size, so min and max cell sizes are
adopted to perform this analysis. The coarse mesh (h1) and the finest mesh (h4) are
presented in Figure 3.5. The properties of different grid sizes and their execution time
are shown in Table 3.3.
(a) (b)
Figure 3.5: Coarse mesh h1 (a) and fine mesh h4 (b) created using PumpLinx.
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h1 h2 h3 h4
No of elements 44518 247495 446393 4605699
Max cell size 0.1 0.07 0.03 0.018
Min cell size 0.005 0.005 0.002 0.001
Execution time 1 3.24 7.57 182.76
Table 3.3: Mesh sensitivity analysis: execution time is in a dimensionless quantity, and h1
is used as a reference.
Figure 3.6 shows the standardised1 discharge flow rate based on four different mesh sizes.
Mesh size increases from coarse (h1) to fine mesh (h4). Mesh sizes, h3 and h4 have the
same behaviour with a very small difference in values. Considering the amount of cost
and time for h3 and h4, and comparing the results, h3 can be chosen as an optimal size of
the mesh for the rest of the simulations. Figure 3.7 shows the relative error percentage of
pressure, flow rate and torque at a chosen time step for the different number of cells. The
error is calculated by assuming the finest mesh (h4) as a benchmark reference. As the
number of cells increases, the relative error decreases. In case of h3 mesh, even though
the accuracy of the spatial discretisation is of first order, the accuracy of the solution
is beyond second order; this is due to the efficiency of the PumpLinx. This can also be
seen in Figure 3.6 that h3 and h4 are in close proximity. As a result of this analysis,
mesh size h3 is used to perform all the CFD analysis in this thesis.
Time sensitivity analysis
A time sensitivity study is performed on the gear pump model considered. The geometry
is shown in Figure 3.2. The boundary conditions and material properties are presented
in Table 3.1. In PumpLinX, there is no explicit way of changing the time step size.
However, the revolution time definition method uses the number of revolutions and time
steps per Drive Gear Tooth Rotation (DGTR) to determine the size and number of time
steps. The number of time step is calculated as
Number of time steps =(time steps per DGTR)
(number of drive gear teeth)(number of revolutions),
(3.1)
1 Standardised refers to z-score normalisation and it expressed as (x − µ)/σ, where x is the dataset
and µ and σ is mean and standard deviation. Further explanations can be found in Section 5.4.
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Figure 3.6: Standardised discharge flow rate for different mesh sizes (h1, h2, h3, h4). Mesh
size increases from h1 to h4. Symbol [-] refers to dimensionless quantity.
Figure 3.7: Relative error of pressure, flow rate and torque (fixed time step) with respect
to finest mesh (h4). Slope 1 is first order slope and Slope 2 is second order slope.
where the time steps per DGTR dictates the number of time steps taken to move the
inner tooth one pocket. One pocket corresponds to the average angle between drive gear
teeth, based on 360◦ divided by the specified number of drive gear teeth. The time step




(time steps per DGTR)(number of drive gear teeth)
)
(60/rpm). (3.2)
Different sizes of ∆t can be achieved by modifying the time steps per DGTR. The
numerical simulations are performed for four values of the time steps per DGTR ranging
from 10 to 50 while keeping keeping other relevant parameters fixed (i.e, cell size, material
properties, etc.). The variation of time steps per DGTR is limited by the computational
time required to perform each simulation. Indeed, high value of this variable drastically
increase the computational time. This study is intended to evaluate the sensitivity of
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the choice of time step. All the computations start from a zero initialisation and are
stopped at the end of two revolutions. The properties of different time step sizes and
their execution time are shown in Table 3.3.
t1 t2 t3 t4
Time steps per DGTR 10 30 45 50
∆t 4.76e−04 2.38e−04 1.19e−04 9.52e−05
Execution time 1 2.184 2.781 2.915
Table 3.4: Time sensitivity analysis: execution time is in a dimensionless quantity, and t1
is used as a reference.
Figure 3.8 shows the relative error of pressure, flow rate and torque at a chosen time step
for the different number of time steps per DGTR. The error is calculated by assuming the
highest DGTR (t4) as a benchmark reference. As the number of time steps per DGTR
increases, the relative error decreases. The accuracy of the simulation is first order in
time; this has been discussed in Section 2.4. The accuracy of the solution is of the first
order for flow rate and torque, and the accuracy of the solution is of the second order
for the pressure. As a result of this analysis, time steps per DGTR t3 is used to perform
all the CFD analysis in this thesis.
Figure 3.8: Relative error of pressure, flow rate and torque (fixed time step) with respect
to highest time steps per DGTR (or smallest time step size t4). Slope 1 is first order slope
and Slope 2 is second order slope.
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3.5 CFD model validation of an external gear pump
In the present section, the objective is to validate the CFD model against the experi-
mental results of the external gear pump. Similarly, Reference [137] has validated the
CFD model against the experimental results of an external gear pump, proving that the
CFD simulation model built in PumpLinxr has produced reliable results.
The experiment of the gear pump was performed by the Italian industrial partner F-
Lab. The geometry of the gear pump is given in Figure 3.2. The mathematical model
of the CFD simulation is presented in Chapter 2. The boundary conditions and ma-
terial properties are described in Section 3.3.2. The experiments using this gear pump
ware conducted by fixing speed and viscosity values for different outlet pressure values
(1, 2, . . . , 9 bar). The inlet pressure is assumed to be atmospheric pressure (1.01325) for
all the experiments. For each experiment, the discharge flow rate has been measured,
and the average of these values have been used for validating the CFD model. In par-
ticular, the experiments were performed for two different rotational speed values of the
gear, 1450 rpm and 2900 rpm and for two different viscosity values, 0.001 Pa-s and 0.075
Pa-s.
The CFD simulations are conducted similarly to validate their performance with the
experimental model. Figures 3.9a and 3.9b show the experimental discharge flow rate
values compared with the CFD simulation model for different pressure values of a gear
pump with the rotating speed of 1450 rpm and 2900 rpm, respectively. From Figures
3.9a and 3.9b, it can be seen that the simulation results are in very accurate agreement
with the experiments. Also, the experimental results related to viscosity 0.075 Pa-s has
stronger similarity to the CFD model results than the results related to 0.001 Pa-s. Also,
it can be noted that an increase in the viscosity value provides a higher discharge flow
rate.
Furthermore, an increase in rotational speed of the gear increases the total gas volume
fraction and the velocity in the gear teeth contact regions. Due to confidentiality, the
gear region cannot be showed. The total gas volume fraction, which is related to the
cavitation model, computing the volume fraction of the free NCG in a liquid for a selected
Volume.
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(a) 1450 rpm speed (b) 2900 rpm speed
Figure 3.9: Mean discharge flow rate of experimental results against CFD model of an
external gear pump with speed of 1450 rpm (a) and 2900 rpm (b) for different relative
pressure values. In the x-axis, the values are relative pressure calculated using the difference
between outlet and inlet pressure.
3.6 The external gear pump working in healthy con-
ditions
In the present section, the objective is to provide the simulation results of the external
gear pump under healthy working conditions using PumpLinx. The geometry of an
external gear pump is presented in Section 3.2 The model attributes of the simulations
including, mesh generation, boundary conditions and materiel properties, are presented
in Section 3.3.2. The numerical simulations are conducted using the properties shown in
Table 3.1. The gear pump is run under the transient simulation for five gear revolutions
with an atmospheric (1.01325 bar) inlet pressure and outlet pressure of 3.15 bar. During
the CFD simulations, PumpLinx offers several physical variables in different positions
of the pump. Among them, the pressure at the outlet sensor (sensor is shown in Figure
3.2), the discharge flow rate and the sum of drive and slave gear’s torque have been
considered as primary variables in the present thesis. The physical variables are described
in Appendix A.
Figure 3.10 shows the standardised and fully developed outlet pressure, discharge flow
rate and torque of the rotating gear for one revolution (x-axis is normalised between 0
and 1). The number of oscillations shown in Figures 3.10a and 3.10b correspond to the
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number of teeth in the gear, however, in Figure 3.10c, torque has two oscillation per gear
tooth referring to the product of velocity and cross-sectional area.
(a) (b) (c)
Figure 3.10: External gear pump running in a healthy condition; the fully developed
pressure (a), flow rate (b) and torque (c) with respect to time for one revolution.
Figure 3.11 shows the pressure distribution of the external gear pump after the end of five
revolutions, where the pressure values range from atmospheric pressure (1.01325 bar) to
3.15 bar. The fluid moves from the inlet side of the pump to the outlet side of the pump
for each revolution. Figure 3.12 shows the total gas volume fraction, which is obtained
by computing the volume fraction of the free NCG in a liquid for a selected volume.
Figure 3.11: Pressure distribution of an external gear pump within the range [1.01325
3.15] bar. The result is obtained after five revolutions.
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Figure 3.12: Total gas volume fraction of an external gear pump within the range [0 0.05].
The result is obtained after five revolutions.
3.7 External gear pump with implemented fault sce-
narios
Utilising the above-discussed CFD simulation model of a healthy gear pump, in the
present section, a variety of working conditions including, several fault scenarios and
combinations of fault scenarios, are recreated based on the experience of an industrial
partner. Several fault scenarios are considered: namely radial gap degradation, axial
gap degradation, speed variations, viscosity variations, temperature variations and clog-
ging/ blocking variations. These scenarios are considered to understand the complete
behaviour of the pump when running in an abnormal condition. Figure 3.13 shows the
fault scenarios implemented to examine the equipment’s health under different working
conditions. Table 3.5 shows the fault variables and their different cases (in percentage).
Each fault scenario is simulated following boundary conditions and material properties
described in Section 3.3.2. Furthermore, the clogging variations and viscosity variations
are combined to perform a combination of fault scenarios; this method helps to identify
the behaviour of the gear pump when affected by multiple faults.
The CFD simulation is performed for all the scenarios measuring time-varying values of
the outlet pressure at the sensor, discharge flow rate and gear’s torque. The discharge
flow rate is chosen to exhibit the comparisons due to their smooth oscillations. All the
results in this section are presented in a dimensionless manner.
















Figure 3.13: Implemented fault scenarios considering healthy working condition of the
gear pump as a reference.
Fault scenarios Different cases
Radial gap degradation 66.66%, 133.33%, 200%
Axial gap degradation 2.5%, 5%, 7.5%
Speed variations 1.78%, 3.57%, 5%
Viscosity variations 0.8%, 1.6%, 2.4%
Temperature variations 2.5%, 5%, 7.5%
Clogging variations blocked inlet, outlet, top shafts
Table 3.5: Implemented fault scenarios; the percentage is calculated considering the
healthy working conditions of the gear pump as a reference.
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Fault scenarios due to radial gap degradation
The fault scenarios due to radial gap degradation are created based on the concept that
mass particles enter the pump causing the gear teeth to erode. The radial gap faults
are generated by grinding all the gear teeth. The step-by-step degradation behaviour
is generated, namely G1, G2 and G3, to understand the erosion behaviour on the gear
teeth. The standardised discharge flow rate of the scenarios (G1, G2, G3) compared with
the healthy scenario (H) in time domain and frequency domain is shown in Figure 3.14.
Consequently, by increasing the gap size, the mean flow rate decreases. With respect to
the healthy scenario, the mean flow rate of G1, G2 and G3 is decreased by 21%, 40%
and 56%, respectively. These values are high corresponded to the high percentage of gap
introduced for the radial gap degradation.
(a) (b)
Figure 3.14: Discharge flow rate with respect to the time (a) and the frequency (b) for
fault scenarios due to radial gap degradation.
Fault scenarios due to axial gap degradation
The fault scenarios due to axial gap degradation are created to comprehend the effect
of flow leakage in the fluid volume. The axial gap faults are generated by increasing
the gap between the gears and the gear casing (side leakage), called A1, A2, and A3.
These scenarios compared with a healthy scenario in the time domain and the frequency
domain are displayed in Figure 3.15. Similar to radial gap fault scenarios, the discharge
flow rate decreases with the incremental increase of axial gap size. With respect to the
healthy scenario, the mean flow rate of A1, A2 and A3 is decreased by 2%, 4% and 6.3%,
respectively.
Fault scenarios due to speed variations
The fault scenarios due to speed variations are generated by increasing the rotational
speed (in RPM) of the gear pump to comprehend the flow behaviour. The speed varia-
tions, S1, S2 and S3 are created to validate that for positive displacement pumps, as the
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(a) (b)
Figure 3.15: Discharge flow rate with respect to the time (a) and the frequency (b) for
fault scenarios due to axial gap degradation.
rotational speed increases, the discharge flow rate increases in the linear trend, which is
proven in [137] for an external gear pump. The discharge flow rate of these scenarios
compared against the healthy scenario in the time domain and the frequency domain
is shown in Figure 3.16. In respect to the healthy scenario, the mean flow rate of S1,
S2 and S3 is increased by 2%, 4.5% and 6.3%, respectively. This aspect is presented in
Figure 3.17.
(a) (b)
Figure 3.16: The discharge flow rate with respect to the time (a) and the frequency (b)
for fault scenarios due to speed variations.
Fault scenarios due to viscosity variations
The fault scenarios due to viscosity variations are generated to understand the pump
performance in the change of viscosity. Gear pumps are best suitable for high viscosity
applications. When the fluid viscosity decreases, slip increases. The slip is when the
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Figure 3.17: Average flow rate with respect the increase in the rotational speed.
pump recirculates from the outlet to the inlet side as it escapes through machined clear-
ances while the pump tries to progress forward. The amount of slip is determined by
the fluid’s viscosity and discharge pressure. A thin fluid with a low viscosity can squeeze
through the clearances more easily than the thicker fluids. High discharge pressure can
force thinner fluids back through the pump, also causing more slip. Therefore, because
thin fluids slip, the efficiency of the pump decreases as less product is progressed with
the forward movement, hence the lower discharge flow rate.
The viscosity variations, V1, V2 and V3 are created by increasing the fluid viscosity.
Figure 3.19 shows the discharge flow rate of these scenarios compared against the healthy
scenario in the time domain and the frequency domain. The mean flow rate of V1, V2
and V3 is increased by 0.4%, 1% and 1.5%, respectively with respect to the healthy
scenario.
(a) (b)
Figure 3.18: The discharge flow rate with respect to the time (a) and frequency (b) for
the fault scenarios due to viscosity variations.
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Fault scenarios due to temperature variations
The fault scenarios due to temperature variations are generated to comprehend the
changes in the gear pump’s performance with respect to temperature variations. An
increase in temperature heats up the fluid transported through the pump, which reduces
the fluid viscosity. As discussed above, an increase in viscosity increases the discharge
flow rate. So, due to an increase in temperature, the viscosity decreases, and that implies,
the discharge flow rate decreases.
The temperature variations, T1, T2 and T3 are created by increasing the constant tem-
perature of the pump gradually. Figure 3.19 shows the discharge flow rate of these
scenarios compared against the healthy scenario in the time domain and the frequency
domain. With respect to the healthy scenario, the mean flow rate of T1, T2 and T3 is
decreased by 0.16%, 0.25% and 0.33%, respectively.
(a) (b)
Figure 3.19: The discharge flow rate with respect to the time (a) and the frequency (b)
for fault scenarios due to temperature variations.
Fault scenarios due to clogging variations
The fault scenarios due to clogging or blocking are implemented to validate the sudden
disturbances due to any blockages in the pump. For this reason, various parts of the
pump, the outlet (C1), the inlet (C2) and the top shafts (C3) are partially blocked. The
CFD simulation is performed, and the discharge flow rate can be measured. Figure 3.20
shows the discharge flow rate with respect to time and frequency for fault scenarios due
to clogging. Blocking a part of the outlet (C1) and part of the inlet (C2), the discharge
flow rate is decreased by 4% and 0.5%, however, when blocking the top shafts (C3), the
discharge flow rate is increased by 0.19%.
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(a) (b)
Figure 3.20: The discharge flow rate with respect to the time (a) and the frequency (b)
for fault scenarios due to clogging or blocking.
3.7.1 Combination of fault scenarios
A combination of fault scenarios is implemented, by considering that, in an equipment
component, any type of fault can occur, including a combination of faults. Therefore,
based on experience from an industrial partner, combining fault scenarios due to clogging
(C1, C2, C3) and viscosity variations (V1, V2, V3) together create a combination of fault
scenarios (C1V1, C1V2, C1V3, C2V1, C2V2, C2V3, C3V1, C3V2, C3V3). For all these
combinations, the CFD simulation is performed, and the discharge flow rate is measured.
Figures 3.21 and 3.22 show the discharge flow rate of the fault scenarios due to combi-
nation of clogging and viscosity in time domain (a) and frequency domain (b). In Figure
3.22, the behaviour of C3V3 is very closely related to V3 because, compared to V3, the
fault implemented in C3 does not affect the performance of the gear pump.
All the fault scenarios and combination of fault scenarios discussed in the current section
will be used to perform fault diagnosis in Chapter 6.
3.8 Chapter conclusion
The present chapter has presented the numerical examples related to CFD simulations
for an external gear pump. Firstly, the geometry of the external gear pump was intro-
duced. Following that the computational implementation using the CFD commercial
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(a) (b)
Figure 3.21: The discharge flow rate with respect to the time and the frequency. Com-
bination of clogging and viscosity fault scenarios C2V1 in time domain (a) and frequency
domain (b).
(a) (b)
Figure 3.22: The discharge flow rate with respect to time and frequency. Combination
of clogging and viscosity fault scenarios C3V3 in the time domain (a) and the frequency
domain (b).
software PumpLinx has been presented. The mesh and time sensitivity analysis of an
external gear pump has been discussed by showing the spatial and time sensitivity of the
CFD model. The CFD model is validated by the experimental results by showing their
strong similarities. The gear pump working in a healthy condition has been shown and
established as a baseline criterion. Finally, the simulation results of gear pumps with
series fault scenarios have been discussed. With the current chapter, the high-fidelity in-


























Figure 4.1: Structure of Chapter 4.
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4.1 Preliminaries
This chapter presents the Machine Learning (ML) algorithms for diagnosis and prognosis
employed in the present thesis. Firstly, the general terminology and the types of ML
algorithms are introduced in Section 4.2. The derivation of three different supervised ML
algorithms, namely Support Vector Machine (SVM), Multilayer Perceptron (MLP) and
Naive Bayes (NB), are introduced in Sections 4.3, 4.4 and 4.5, respectively. Finally, the
optimisation process of the hyper-parameters for the various ML algorithms is studied
in Section 4.6. The layout of the present chapter is summarised in Figure 4.1.
4.2 General introduction to Machine Learning
Machine Learning is a fundamental subdivision of Artificial Intelligence (AI) that pro-
vides systems the ability to automatically learn and improve from experience without

























Figure 4.2: Artificial intelligence and Machine Learning.
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ML focuses on the development of computer programs that can access data and perform
tasks automatically through prediction and detection. Figure 4.3 summarises the concept
of ML, whereby a machine uses data to learn and understand the problem automatically













Figure 4.3: General working principle of ML.
ML is mainly divided into unsupervised learning and supervised learning. The goal of
unsupervised learning is to learn from an input S = {xj}nj=1 and find possible patterns
in the dataset. Two main methods used in unsupervised learning are clustering analysis
and principal component analysis [169]. The goal of supervised learning algorithms is to
learn to map from the input x to the output y for a labelled set of pairs S = {(xj, yj)}nj=1,
where S is called training sample dataset and n is the number of training samples. Figure
4.4 shows the supervised learning approach for a given problem. The input xj can be
a vector, for example, the height and weight of a person, which are called features or
attributes. Moreover, xj can be a complex object, such as an image, a time-series,
a sentence, an email message, etc. Similarly, output or response variable yj can be
categorical values from some finite set such as male or female, types of flowers, etc., or
yj can be a real-valued scalar such as income level, temperature, etc. When yj is real-
valued, then the problem is defined as regression, and when yj is categorical, then the
problem is defined as classification. To analyse the results of classification and regression,
the accuracy metric and the error metric (Mean Squared Error (MSE), mean absolute






1 if ŷj = yj0 otherwise
 , (4.1)


















(ŷj − yj)2 , (4.2)
where ŷj are predicted values. Figures 4.5a and 4.5b demonstrate the representation of
classification and regression, respectively. ML supervised learning algorithms, such as
(a) Classification (b) Regression
Figure 4.5: Representation of classification (a) and regression (b).
SVM, MLP and NB, are considered exclusively in this thesis and they are presented in
the following sections.
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4.3 Support Vector Machine
This section describes one of the most effective classification algorithms called Support
Vector Machine (SVM). Firstly, the linear classification problem and the algorithm for
linearly separable case are introduced. Subsequently, a more generic version of the algo-
rithm for non-separable data is presented followed by the formulation for margin theory
and the concept of kernel spaces. Finally, SVM regression is briefly discussed.
4.3.1 Linear classification
The simplest form of pattern classification is that of binary classification. Consider an
input space X ⊂ Rm with m ≥ 1, and an output (target) space Y = {−1, 1}. Let
f : X → Y be an output function. The training sample dataset S drawn from X is
S = ((x1, y1), ..., (xn, yn)) ∈ (X × Y)n, (4.3)
with yj = f(xj) and n the number of samples within the sample dataset S. Consider
the hypothesis set H of a binary classifier h mapping X to Y is defined as
H = {x 7→ sign (w · x+ b) : w ∈ Rm, b ∈ R}. (4.4)
In above expression, w · x+ b = 0 is the general equation of a hyperplane in Rm, where
w is a weight vector normal to the hyperplane and b is a scalar. The hypothesis H in
Equation (4.4) labels all the data points either positively (on one side of the hyperplane)
or negatively (on the other side of the hyperplane).
4.3.2 SVMs - separable case
Assume that a given training sample dataset S in Equation (4.3) is linearly separable,
then there exists a hyperplane that perfectly separates the training samples into two
classes of positively and negatively labeled sample data points as shown in Figure 4.6.
This is equivalent to the existence of (w, b) ∈ (Rm − {0}m × R) such that
yj(w · xj + b) ≥ 0, ∀j = 1, . . . , n, (4.5)
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where the parenthesis indicates a multiplication. In Figure 4.6, there can be infinitely
many separating hyperplanes for the given problem. The SVM algorithm selects the
optimal hyperplane based on the geometric margin, which is stated in Definition 1.
w · x + b = +1
w · x + b = −1
w · x + b = 0
hyperplane
Figure 4.6: The hyperplane is represented by w · x+ b = 0 and the marginal hyperplanes
are represented by w · x+ b = ±1 (dashed lines).
Definition 1: (Geometric margin) The geometric margin Mh(x) of a linear classifier
h : x 7→ sign (w · x + b) at a point x is its Euclidean distance to the hyperplane
w · x+ b = 0
Mh(x) =
|w · x+ b|
||w||
, (4.6)
where geometric margin M of a linear classifier h for a sample dataset S is the minimum




which represents the distance of the hyperplane defining h to the closest sample points
[170].
Using the definition of the geometric margin, the maximum-margin M of a separating





yj(w · xj + b)
||w||
. (4.8)
To maximise the pair (w, b), yj(w · xj + b) must be positive for all j = 1, . . . , n, and
invariant under multiplication by a positive scalar. Thus the pairs (w, b) are scaled such
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Figure 4.6 illustrates the maximum-margin hyperplane returned by the SVM solution for
the separable case. It also shows the marginal hyperplanes, which are the hyperplanes
parallel to the separating hyperplane and passing through the closest points on the
negative and positive sides. Since maximising 1/||w|| is equivalent to minimising 1
2
||w||2,







subject to yj(w · xj + b) ≥ 1, ∀j = 1, . . . , n.
(4.10)
The objective function F : w 7→ 1
2
||w||2 is infinitely differentiable, its gradient is
∇F (w) = w, and its Hessian is the identity matrix ∇2F (w) = I, whose eigenvalues
are strictly positive. Hence, the Hessian is non negative definite matrix (∇2F (w)  0)
and F is strictly convex. The constraints are all defined by affine functions gj : (w, b) 7→
1 − yj(w · xj + b) and thus qualified2. Thus, in view of the results known for convex
optimisation, the optimisation problem (4.10) admits a unique solution, an important
property that does not hold for other learning algorithms [170].
To solve the above optimisation problem, the quadratic function with linear constraints
needs to be optimised. The solution involves constructing a dual optimisation problem
where a Lagrange’s multiplier α is introduced. Let us define the Lagrange multipliers
αj ≥ 0, j = 1, . . . , n, associated to the n constraints and referred to by α, then the
Lagrangian can be defined as





αj[yj(w · xj + b)− 1] (4.11)
∀ w ∈ Rm, b ∈ R and α ∈ Rn+.
Theorem 4.1. (Karush-Kuhn-Tucker’s theorem) Assume that f, gj : X → R,∀j ∈
{1, 2, . . . , n} are convex and differentiable and that the constraints are qualified. Then x̄
2 Constraint qualifications are assumptions on the algebraic description of the feasible set of an opti-
misation problem that ensure that the KKT conditions hold at any local minimum[171].
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is a solution of constrained program iff ∃ ᾱ ≥ 0 such that
∇x̄L(x̄, ᾱ) =∇x̄f(x̄) + ᾱ · ∇x̄gj(x̄) = 0 (4.12)
∇αL(x̄, ᾱ) =gj(x̄) ≤ 0 (4.13)
n∑
j=1
ᾱj · gj(x̄) =0 (4.14)
Equations (4.12) to (4.14) are known as the KKT conditions.
Support Vectors: The constraints are affine and thus qualified. The objective function
as well as the affine constraints are convex and differentiable. Thus, the hypothesis of
Theorem 4.1 holds and the Karush-Kuhn-Tucker (KKT) conditions apply at the opti-
mum. These condition can be used to analyse the algorithm and demonstrate crucial
properties and subsequently the derive dual Lagrangian problem associated to SVMs.
The KKT conditions are obtained from Equation 4.11 by computing the gradient of the
Lagrangian with respect to the variables w and b to zero, and the conditions can be
written as:
∇wL = w −
n∑
j=1







αjyj = 0 =⇒
n∑
j=1
αjyj = 0, (4.16)
αj[yj(w · x+ b)− 1] = 0 =⇒ αj = 0 ∨ yj(w · xj + b) = 1,∀j, (4.17)
where, ∨ represents logical disjunction (i.e., OR operator). According to Equation (4.15),
the weight vector w is a linear combination of training samples xj provided αj 6= 0. A
vector xj appears in that expansion iff αj 6= 0. Such vectors are called support vectors.
By Equation (4.17), if αj 6= 0, then yj(w · x + b) = 1. Thus, support vectors lie
on the marginal hyperplanes w · x + b = ±1. Figure 4.7 shows the support vectors
which lie on the marginal hyperplanes. Support vectors fully define the maximum-
margin hyperplane or SVM solution. By construction, vectors which are not lying on
the marginal hyperplanes do not affect the definition of these hyperplanes. In their
absence, the solution to the SVM problem remains unchanged. Due to the difficulty
in solving the primal optimisation problem (4.10), the problem is converted to a dual
optimisation problem. Substituting the conditions (4.15) - (4.16) into the Lagrangian
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optimal hyperplane
support vectors
Figure 4.7: Representation of support vectors, which are lying on the marginal hyperplanes
(dashed lines).











subject to αj ≥ 0 ∧
n∑
j=1
αjyj = 0,∀j = 1, . . . , n.
(4.18)
To solve the dual optimisation problem, a quadratic problem with linear constraints
needs to be optimised. The objective function G in Equation (4.18) is infinitely differ-
entiable. Its Hessian is given by ∇2G  0, and thus G is a concave function. Since the
constraints are affine and convex, the maximization problem (4.18) is equivalent to the
convex optimisation problem (4.10). Furthermore, as the constraints are affine, they are
qualified and strong duality holds. Thus the primal and dual problems are equivalent.
The solution of a dual problem (4.18) can be used directly to determine the hypothesis
by the SVMs, using equation (4.15),




αjyj(xj · x) + b
)
. (4.19)
To compute the value of b, using the fact that the support vectors lie on the marginal
hyperplane, for any support vector xj, w · xj + b = yj and thus b can be obtained as
b = yj −
n∑
k=1
αkyk(xk · xj). (4.20)
The dual optimisation problem (4.18) and the expressions (4.19) and (4.20) reveal that
the hypothesis solution depends only on inner products between the vectors and not
directly on the vectors themselves.
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4.3.3 SVMs - non-separable case
In practical situations, the training dataset are not linearly separable, which implies for
any hyperplane w · x+ b = 0, ∃ xj ∈ S such that
yj(w · xj + b)  1, (4.21)
then the constraints imposed in Section 4.3.2 for linearly separable case cannot hold.
However a relaxed version of those constraint holds with the help of slack variables ζj.
∀j = 1, . . . , n, ∃ ζj ≥ 0 such that
yj(w · xj + b) ≥ 1− ζj. (4.22)
The slack variable measures the distance by which the xj violates the inequality, which
is shown in Figure 4.8.
w · x + b = +1
w · x + b = −1




Figure 4.8: A separating hyperplane with one data sample incorrectly classified and other
one classified correctly with margin less than 1.
Similar to the separable case, the optimisation problem which is defining the SVMs in









subject to yj(w · xj + b) ≥ 1− ζj ∧ ζj ≥ 0, ∀j = 1, . . . , n,
(4.23)
where the regularisation parameter C ≥ 0 determines minimisation of ||w||2 and the




j , for some p ≥ 1. Similar to the separable
case, Equation (4.23) is convex optimisation problem since the constraints are affine and
thus convex and since the objective function is convex for any p ≥ 1. The solution
of this problem involves constructing a dual optimisation problem, where a Lagrange’s
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multiplier α is associated. The Lagrangian equation is constructed, along with ζj. The
KKT conditions are obtained by setting the gradient of the Lagrangian with respect to
variables w, b and ζj to a value of zero. For the convenience of solving the optimisation












subject to 0 ≤ αj ≤ C ∧
n∑
j=1
αjyj = 0, ∀j = 1, . . . , n,
(4.24)
the constraint αj ≥ 0 has been changed to 0 ≤ αj ≤ C. A smaller C emphasizes the
importance of ζj. A similar approach used to solve the dual problem in the separable case
(Equation (4.18)) can be applied to the dual problem in the non-separable case (Equation
(4.24)). In particular, the objective function is concave and infinitely differentiable and
Equation (4.24) is equivalent to a convex problem (Equation (4.23)). The hypothesis
returned by the SVMs, using KKT condition is,
h(x) = sign(w · x+ b) = sign(
n∑
j=1
αjyj(xj · x) + b). (4.25)
To compute b, using the fact that the support vectors lies on the marginal hyperplane,
for any vector xj, with 0 ≤ αj ≤ C. For support vectors w · xj + b = yj, b can be
obtained as
b = yj −
n∑
k=1
αkyk(xk · xj). (4.26)
The dual optimisation problem (4.24) and the expressions (4.25) and (4.26) reveal an
important property of SVMs. The hypothesis solution depends only on inner products
between vectors and not directly on the vectors themselves. These topics are discussed
in detail in [170].
4.3.4 Kernel methods
Often in practical situations, the collected data are far from linear and separable. Kernels
are used to non-linearly map the input space to high-dimensional space, where the linear
separation is possible; this is illustrated in Figure 4.9. The kernel function is given below
in Definition 2.
Definition 2: (Kernels) A function K = X × X → R is called kernel over X .
Chapter 4. Machine learning for diagnosis and prognosis 70
Φ
Figure 4.9: Example of a non-linear mapping from 2D to 3D, where the data sample
becomes linearly separable.
The idea is to define a kernel K such that any two points x1, x2 ∈ X , K(x1, x2) be equal
to an inner product (〈·, ·〉) of vectors Φ(x1) and Φ(x2)
∀x1, x2 ∈ X , K(x1, x2) = 〈Φ(x1),Φ(x2)〉, (4.27)
for some mapping Φ : X → H to a Hilbert space H.
Since an inner product is a measure of the similarity of two vectors, K is often interpreted
as a similarity measure between elements of the input space X . The important advantage
of kernel K is its efficiency (in several cases, computation can be achieved in O(N)).
Another advantage of kernel function is flexibility (the existence of non-linear mapping
is guaranteed, i.e. it satisfies Mercer’s condition). Mercer’s condition is important to
guarantee the convexity of the SVM optimisation problem, thereby ensuring convergence
to a global minimum [170].
Definition 3: (Positive definite symmetric kernels) A kernel K : X × X → R
is said to be positive definite symmetric if for any {x1, ..., xn} ⊂ X , the matrix K =
[K(xj, xk)]jk ∈ Rn×n is symmetric positive semi-definite (SPSD).
K is SPSD, if it is symmetric and the eigenvalues of K are non-negative or for any column






For a sample S = (x1, ...xn),K = [K(xj, xk)]jk ∈ Rn×n is called kernel matrix or a Gram
matrix associated to K and the sample S. Let us define some standard examples of the
positive definite symmetric kernels, which are commonly used:
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 Linear kernel
A linear kernel K defined over Rm by
∀xj,xk ∈ Rm,K(xj,xk) = xj · xk. (4.29)
 Polynomial kernel
For any constant c1 > 0, a polynomial kernel of degree d ∈ N is the kernel K
defined over Rm by,
∀xj,xk ∈ Rm,K(xj,xk) = (xj · xk + c1)d. (4.30)
 Gaussian kernels or Radial basis function
For any constant c1 > 0, a Gaussian kernels is the kernel K defined over Rm by






Gaussian kernel is one of the most frequently used kernels in applications.
 Sigmoid kernels
For any real constant c1, c2 ≥ 0, a sigmoid kernels is the kernel K defined over Rm
by
∀xj,xk ∈ Rm,K(xj,xk) = tan(c1(xj · xk) + c2). (4.32)
Using sigmoid kernel with SVMs is closely related to learning algorithms based on
a simple neural network as in [170].
4.3.5 Support Vector Machine Regression
SVM regression is a method to estimate a function that maps from an input object to a
real number on the training dataset. Similar to the SVM classification, SVM regression
has the same properties of the margin maximisation and kernel for non-linear mapping
with only a minor difference [172, 173].
Recall the training sample dataset in Equation (4.3). The SVM regression function maps
from an input vector xj to the output yj of the form w · xj + b. The goal is to estimate
the parameters (w and b) of the function that give the best fit of the dataset. The
SVM function approximates all pairs of input and output (xj, yj) while maintaining the
differences between estimated values and real values under epsilon (ε) precision. ε is
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called as margin of tolerance. That is, for every input xj in S,
yj − (w · xj + b) ≤ ε. (4.33)
Recalling Equations (4.9) and (4.10), by minimising ||w||2 to maximise the margin, the






subject to yj − (w · xj + b) ≤ ε, ∀j = 1, . . . , n.
(4.34)
The solution of this problem follows the similar step of solving SVM classification prob-
lem. For the non-separable case discussed in Section 4.3.3, the soft margin SVM uses









subject to yj − (w · xj + b) ≤ ε+ ζj ∧ ε, ζj ≥ 0, ∀j = 1, . . . , n,
(4.35)
To solve the optimisation problem, similar steps are utilised as the SVM classification
problem, presented earlier in this chapter.
4.4 Multilayer Perceptrons
This section describes one of the most effective ML algorithms, called Multilayer Percep-
tron (MLP). MLP is a class of feedforward artificial Neural Network (ANN). The study
of ANNs has been inspired by the observation that biological learning systems are built
of very complex networks of interconnected neurons. The average human brain consists
of nearly 1011 neurons of various types, with each neurons connected on average to 104
others [174]. However, the fastest neuron switching times are in the order of 10−3, which
is quite slow compared to computer switching speed of 10−10. Yet, humans are able
to make complex decisions surprisingly quick. This observation has hypothesised that
the information-processing abilities of biological neural systems must follow from highly
parallel processes operating on representations that are distributed over many neurons.
A motivation for ANN is to capture this kind of highly parallel computation based on
distributed representations [175].
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ANN is a network that is composed of artificial neurons or nodes. Figure 4.10 shows the
functioning of a simple ANN architecture comprised of a single input neuron. The scalar
input x is multiplied by the scalar weight w and forms wx, and the bias term b is added
and sent to the summer
∑
. The net input z = wx+ b goes into the activation function
φ and produces a scalar output neuron y. The output neuron is thus calculated as


















Figure 4.10: Single input neuron and single output neuron; z is net input function which
is addition of weighted input(wx) and bias (b); φ is an activation function.
Before proceeding to further specifications, some necessary technical terms are introduced
as follows:
 Network architecture: The network architecture is a collection of neurons and
connections.
 Neurons: The neurons are the nodes of the network, and they are used to receive,
send and store information.
 Connections: They connect one neuron to another neuron.
 Weights: Each network connection always has a weight value associated with
it, which represents its importance. To optimise the value of the weights, the
backpropagation method is utilised, which will be discussed later in this section.
 Bias unit: (Also referred as offset) The Bias unit is another neuron in the ANN.
Also, it could be achieved by adding a constant input, usually considered 1. Bias
has only outgoing signals to the neurons of the next layer, and it is not influenced
by any neurons from the previous layer.
 Net input: The net input z computes the product of the input and the weight
added to the bias term. When considering one input neuron as in Figure 4.10, a
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scalar input x is multiplied by the scalar weight w and added to bias term providing
the net input z. Net input for one neuron case is defined as
z = wx+ b (4.37)

























Figure 4.11: One layer Neural Network architecture with multiple (m) input neurons and
multiple (s) output neurons; z is net input function which is addition of weighted input and
bias; φ is a activation function.
computes the inner product of the input vector x = [x1, x2, . . . , xm]
T , the weight
matrix W and the bias b = [b1, b2, . . . , bs]
T to produce a net input signal, usually
denoted by z = [z1, z2, . . . , zs]
T . Net input for multiple neuron case is defined as




w1,1 w1,2 . . . w1,m





ws,1 ws,2 . . . ws,m
 . (4.39)
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 Activation Function: Activation function is also referred to as transfer func-
tion, and it determines the output of the neural network. The activation function
is attached to each neuron in the network and determines whether it should be
activated or not based on each neuron’s input, which is relevant for the model pre-
diction. The function takes the net input signal, then compress the values between
a certain range, and outputs the signal. There are different types of activation
functions that are used in ANN depending on the application. Some of the com-
mon activation functions used in the present thesis are sigmoid function (Figure
4.12a), hyperbolic tangent sigmoid function or tanh function (Figure 4.12b) and
Rectified Linear Unit function (ReLU) (Figure 4.12c).
(a) Sigmoid function (b) Tanh function (c) ReLU function
Figure 4.12: Plot representation of activation functions; sigmoid function (a) tanh function
(b) and ReLU function (c).





When the activation function is the sigmoid, it takes the net signal and outputs the
value between 0 and 1, and it has a smooth gradient. The gradient of the sigmoid
function vanishes as the value of the respective inputs increases or decreases, which
is known as one of the sources to cause the vanishing gradient problem [176].
Nowadays, the sigmoid function is one of the most widely used activation functions.





When the activation function is tanh, it takes the net signal and outputs a value
between -1 and 1. As it is zero centred, it makes it easier to model inputs that
have strongly negative, neutral and strongly positive values. Similar to the sigmoid
function, tanh also has the smooth gradient and vanishing gradient problem. Tanh
is also a very popular and widely used activation function.
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In order to handle the vanishing gradient problem, ReLU function is proposed in
[177], and is defined as
φ(z) = max(0, z). (4.42)
The function returns 0 if it receives any negative input, but for any positive value,
it returns that value back. ReLu is less computationally expensive than tanh
and sigmoid because it involves simpler mathematical operations, which makes
it feasible to use in the deep networks. However, mathematically, the ReLU has
two problems: non-differentiable at z = 0, thus not valid to use it along with
gradient-based method and unbounded in the positive side that causes a potential
problem for overfitting. Nevertheless, these problems can be tackled. For the first
one, in practice, the gradient of the ReLU is set either 0 or 1, and for the later
one, regarding unboundedness on the positive side, the regularisation techniques
can be helpful to magnitude the weights, thus overcoming the overfitting issue. In
practice, for deep neural networks, ReLu function and L2 regularisation could be
trained efficiently [178].
 Regularisation This is a form of regression that tends to shrink the weights of
each neuron in the ANN towards zero. In other words, this technique discourages
learning a complex model so as to avoid the risk of overfitting. A user-defined
parameter λ is introduced to address the issue of overfitting and is used in the
evaluation of the cost function, that is, when the error between the predicted and
real value is calculated. More information will follow in the derivation of the cost
function later in this section.
In a feedforward network, the connections between neurons are in one (forward) direction.
It is arranged in the form of layers. In such a layered network, there is no connection
between the neurons in the same layer and no feedback between the layers. MLP is a
fully connected layered feedforward network, i.e., every node in any layer is connected to
every node in its adjacent forward layer. The MLP architecture is presented in Figure
4.13, where there is an input layer (first layer), an output layer (last layer), and the
layers between them are called hidden layers. The hidden layer is composed of neurons,
and the outputs of these neurons would be the input to the next layer until the final
output is achieved. There are h− 1 hidden layers shown in Figure 4.13.
MLP is trained with a backpropagation learning algorithm. Backpropagation is a method
to optimise the connection weights starting from the output layer and propagating back-
ward by adapting the weights, layer by layer, to compensate for error during the training,
and efficiently dividing the error among the connections. Technically, backpropagation
efficiently computes the gradient of the loss function associated with a given state with










































































Figure 4.13: Fully connected MLP architecture.
respect to the weights. Backpropagation employs the gradient descent method to min-
imise the squared error between the network output values and desired values for those
outputs. The mathematical formulation of this will be discussed later in this section.
Figure 4.14 shows the complete cycle of an epoch. In MLP networks, the training term
epoch is used to describe a complete pass through all the training patterns [4].





Figure 4.14: The epoch cycle of backpropagation MLP architecture. The figure is adapted
from [4].
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For forward propagation of MLP, the following formulation is used. For m number of
training samples, the input layer can be written as
x = [x1, x2, . . . , xm]
T . (4.43)
In order to calculate the net input for the first layer, the linear relationship between
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where the activation function for first layer is φ(1), and typically the same activation
















j = [0, . . . , 0, 1, 0, . . . , 0]
T is a suitably defined unit vector. Similar to Equation
(4.46), for the second hidden layer, the activation function is expressed as
y(2) = φ(2)
(
W (2)y(1) + b(2)
)
. (4.48)
The procedure is repeated until the last layer is reached. The previous layer’s output is




W (h)y(h−1) + b(h)
)
. (4.49)
The final output is of the form
yML = y(h). (4.50)
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where
z(h) = W (h)y(h−1) + b
(h)
1 , (4.52)
where the matrix W (h) for the single output neuron case only has one row. When
the MLP is used for multiclass classification, another activation function called softmax





, i = 1, 2, . . . , s. (4.53)
The output of the softmax activation function can be interpreted as the probability
associated with each class. Each output will fall between 0 and 1, and the sum of the
outputs are equal to 1. Typically softmax is used only for the output layer of the MLP
that needs to classify multiple categories.
For Equation (4.50), the error between the predicted and the expected value can be
calculated by using a loss function (also known as an error function and a cost function)
depending on the specific type of application. In the case of regression, the loss function
MSE (Equation (4.2)) is widely used. Whereas, in the case of classification, the cross-
entropy loss function is preferred.
In binary classification, where the number of classes K is 2, then the cross-entropy with
regularisation is calculated as
J(W (1) . . .W (h); b(1) . . . b(h)) = J (W (1) . . .W (h); b(1) . . . b(h)) +R(W (1) . . .W (h)),
(4.54)
















where, n is the number of columns in the input matrix (or total number of samples)
and yMLj = y
(h)
j found in Equation (4.50). The first half of Equation (4.55) is the cross-
entropy loss function and the second half is a regularisation term that addresses the
overfitting. λ is the regularisation parameter that can be tuned. Larger weight values
will be more penalised if the value of λ is large. Similarly, for a smaller value of λ, the
regularisation effect is smaller.
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For multiclass classification, when K > 2, Equation 4.55 can be extended to
















The loss functions J and MSE can be minimised by applying the gradient descent pro-
cedure. When minimising J in Equation (4.55), taking the gradient with respect to the
weight W is given by















The gradient descent learning rule for weight is written as
W →W − η∇WJ, (4.58)
where η is the learning rate, a hyper-parameter that controls how much weight needs
to be adjusted with respect to the gradient vector. A smaller value of η slows down
the convergence and a larger value of η might fail to converge. Once the weights are
updated, the forward propagation is performed to obtain new values for the activation
function using updated weights. Since the biases can be treated as special weights, these
are usually omitted in practical applications. This procedure is repeated until the loss
function is converged.
This procedure is repeated for MSE in the case of regression. More details about the
gradient descent optimisation for MLP can be found in [174, 179, 180].
4.5 Naive Bayes algorithm
The present section describes another efficient probability-based classification algorithm
called Naive Bayes. Bayesian decision theory is the foundation for Naive Bayes [181].
Before proceeding to present Naive Bayes algorithms, some of the basic concepts and
technical terms are as follows:
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 Probability: Probability is a measure of the likelihood that an event will occur.
The probability of an event A is denoted as P (A) which is defined as
P (A) = (number of ways event A occurs)/(total number of outcomes). (4.59)
 Random variable: A random variable is a quantity that is produced by a random
process.
 Probability distribution: The relationship between each possible outcome for
a random variable and their probabilities is called a probability distribution. The
type of distribution varies based on the properties of the random variable, such as
continuous or discrete. There are many different types of probability distributions,
such as normal distribution, uniform distribution, exponential distribution, etc.
 Conditional probability: The conditional probability of event A occurring given
that event B has already occurred; it is denoted as P (A|B), notion for the proba-
bility of A given B. In the case, where events A and B are independent (where the
event B has no effect on the probability of event A), the conditional probability of
event A given event B is simply the probability of event A, that is P (A). If events
A and B are not independent, then the probability intersection of A and B (the
probability that both events occur) is defined by
P (A|B) = P (A ∩B)
P (B)
, P (B) > 0, (4.60)
 Bayes theorem: An alternative method for computing conditional probabilities,
and it is defined as
P (A|B) = P (B|A)P (A)
P (B)
, (4.61)
where, P (A) and P (B) are prior probability, and P (A|B) is posterior probability.
A classification algorithm can be viewed as a set of discriminant functions h∗(x), one
for each possible class y, which are to be computed for each observation so that the
observation is assigned to the one class, whose function value is maximum [182, 183].
The Naive Bayes method is defined as
ŷ = argmaxy h
∗(x), (4.62)
where ŷ is the predicted output. Naive Bayes uses the Bayes theorem as a discrimi-
nant function, together with probabilities of different values of each input feature and
Chapter 4. Machine learning for diagnosis and prognosis 82
respective class in the training data, that is,
h∗(x) = P (y|x) = P (x|y)P (y)
P (x)
, (4.63)
where P (x), P (y) is prior probability and P (y|x) is posterior probability. In general,
during the training phase, solving P (x|y) is difficult. However, to overcome this difficulty,












P (x) in (4.65) is called evidence, which is independent of the label, so it can be neglected
without affecting the classification results [184], and it can be written as








Naive Bayes makes the assumption that the x′js in x are conditionally independent for a
given y. Even if the Naive Bayes assumption is not true, it often results in classifiers that
work well, one reason for this is that the model is quite simple, and hence it is relatively
immune to overfitting [185]. In addition, calculating the probability of a given real-value,
such as x is arduous. To overcome this issue, it can be assumed that the x is drawn
from a probability distribution, namely normal or Gaussian distribution (real-valued fea-
tures), multinomial distribution (categorical features), and Bernoulli distribution (binary
features) depending on the feature values.
The normal distribution is chosen when dealing with real-valued features. The probabil-








where x = xj, j = 1, . . . ,m, µ is mean and σ is standard deviation. This is most the
widely used Naive Bayes model [175, 181].
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4.6 Optimisation of hyper-parameters
In this section, optimisation of hyper-parameters for the algorithms SVM and MLP
will be discussed. Most of the ML and deep learning algorithms have some parameters
that need be adjusted, which are called hyper-parameters. The Hyper-parameters are
optimised during the training of ML algorithms as they are crucial and directly control
the functioning of the algorithm. A good choice of hyper-parameters is essential in order
to build a robust and accurate model, thus, preventing the model from overfitting or
underfitting [186]. Although several automatic optimisation techniques exist, they have
different strengths and drawbacks when applied to different types of problems [187].
Considering SVM classification, the most important hyper-parameters are the type of
kernel functions, the kernel scale and the regularisation parameter C in (4.23), which
are explained in Section 4.3. Recently, to optimise the hyper-parameters for SVM clas-
sification, [188] and [189] used the resampling procedure and the Kalman filter method,
respectively. For the SVM regression, the hyper-parameters can be optimised using the
analytically assisted genetic algorithm [190] and generalised pattern search algorithms
[191]. This is performed in a staggered manner3 , i.e., by fixing the kernel function and
regularisation parameter and optimising the kernel parameter heuristically. The regu-
larisation parameter is given a default value following Reference [194]. In the case of
SVM regression, a similar approach is used for optimising hyper-parameters. By fixing
the kernel function and regularisation parameter and epsilon value and optimising the
kernel parameter heuristically.
For MLP, the main parameters are weights, activation functions, number of hidden
layers, and the number of hidden neurons. The weights have been adjusted by the
backpropagation algorithm, which has been discussed in Section 4.4. The activation
function in MLP determines the output of the network for the given input. The most
commonly used activation functions for classification are sigmoid, hyperbolic tangent
sigmoid, which are in Section 4.4.
Another important hyper-parameter in MLP is the number of hidden neurons and the
number of hidden layers. Hidden layers and hidden layer neurons play a vital role in
the performance of the backpropagation neural network [195]. The hidden neuron can
3 This kind of optimisation can also be referred as trial and error method [192, 193].
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influence the error on the nodes to which their output is connected. The stability of the
network is estimated by the evaluation of the error. The minimal error reflects better
stability, and higher error reflects the worst stability [196]. The excessive number of
hidden neurons will cause overfitting, that is, the MLP has overestimated the complexity
of the target problem. Few numbers of hidden neurons cause underfitting which increases
the training error [197]. In the last decade, there were several methods to select the
hidden neuron but there were no generally accepted theories on how many hidden neurons
are needed to approximate any function in one hidden layer [196]. To solve any non-
linear complex problem one or two hidden layers are sufficient; if the accuracy or the
minimal error is the most important criterion then one can adapt the third hidden layer,
and this will increase the overall complexity of the network and the training time [195].
Now, choosing the number of hidden neurons in each layer is crucial. According to [198],
the number of hidden layer neurons is 2/3 of the size of the input layer and by [199], the
number of hidden layer neurons should be less than twice the number of neurons in the
input layer. In the present thesis, for both MLP classification algorithm, the activation
functions (linear, tanh or sigmoid) and the number of hidden layers are optimised in a
staggered manner. The 2n, n = 1, . . . 8 method has been adopted for the number of
hidden neurons in each layer. The numbers are adapted by analysing accuracy or error
plot for classification and regression, respectively. The results from this section will be
discussed for both diagnosis and prognosis in Sections 6.2 and 7.2 respectively.
4.7 Chapter conclusion
The chapter has presented the general introduction of ML and the theoretical formu-
lation of different ML algorithms such as SVM, MLP, and NB. The functionality of
each of these algorithms has been broadly discussed, along with their hyper-parameters.
Furthermore, optimising hyper-parameters for these different ML algorithms have been
discussed. With this chapter, the mathematical background of ML algorithms, which


















Figure 5.1: Structure of Chapter 5.
85
Chapter 5. Data collection and preprocessing 86
5.1 Preliminaries
In the present chapter, data collection, synthetic data generation methods and prepro-
cessing methods are discussed. A brief introduction regarding data collection techniques
and their types, especially the importance of employing sensor data, is presented in
Section 5.2. In case of insufficient data availability, as it is the case for the specific appli-
cation discussed in the thesis, synthetic data generation methods for fault diagnosis and
prognosis need to be implemented; this is presented in Section 5.3. Subsequently, the
standardisation method is described in Section 5.4 and the different feature extraction
methods are included in Section 5.5. The breakdown of the current chapter is presented
in Figure 5.1.
5.2 Data collection
For successful diagnosis and prognosis of a system, data collection is a fundamental part
of Predictive Maintenance. The significance of data-driven models is dependent on both
data quality and data quantity. There are various sources of data important for the
purpose of maintenance, namely maintenance and repair operation data, diagnosis sys-
tem data, ambient and environmental condition data, and condition monitoring (sensor)
data [23, 37, 200]. In recent years, sensors have become smarter, smaller, and easier
to implement in existing systems, making them more reliable. Different types of data
are collected using different types of sensors, namely micro sensors, ultrasonic sensors,
acoustic emission sensors, etc., [201, 202]. Usually, sensors measure mechanical mag-
nitudes such as time-varying values of acceleration, pressure, flow rate, torque, force,
vibration, temperature, etc. Vibration signals have been put into practice for diagnosis
and prognosis for many years, and they are still a widely employed method [203, 204].
In past years, data has been acquired in different ways while handling different mechan-
ical devices. For the aircraft fault prognosis system, Reference [37] recorded condition
monitoring data, environmental data, and incomplete information about past mainte-
nance actions over a period of five years. In order to generate unavailable information on
the past maintenance actions, the autoregressive moving average model has been used.
Chapter 5. Data collection and preprocessing 87
Authors in Reference [205] built a simulation model of a rolling element bearing to pro-
duce vibration data, considering typical vibration excitations in addition to the wear. A
similar approach has been followed in the thesis, whereby using a high-fidelity CFD sim-
ulation model of the external gear pump. Information regarding the performance of the
pump is acquired via its simulation under different working conditions. The theory and
numerical examples of CFD simulations are presented in Chapters 2 and 3. In addition,
synthetic data generation methods are implemented to further increase the quantity of
high-fidelity in-silico data, which will be discussed in the following section.
5.3 Synthetic data generation methods
In the present section, synthetic data generation methods used for diagnosis and prog-
nosis are discussed. Firstly, the synthetic data generation method for diagnosis by per-
turbing the frequency content with noise is presented. Subsequently, the generation
of degradation datasets using linear and cubic degradation interpolation functions are
discussed.
5.3.1 Synthetic data generation method for fault diagnosis using
a noise perturbation method
In order to improve the learning phase of any ML algorithms, an important requirement
is to have a large quantity of data. Due to the absence of experimental data in the context
of the current thesis, synthetic data must be generated. The CFD model has been used
in order to generate high-fidelity data by recreating a variety of working conditions for
the gear pump. The high-fidelity data created using the CFD model is perturbed using a
noise perturbation method to recreate possible environmental variations of the working













Figure 5.2: Overview of data preparation using noise addition.
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Consider x(t) a continuous time-varying field (i.e. pressure, flow rate, etc.) in the time
interval [0, T ]
x : [0, T ] ⊂ R→ R
t 7→ x(t),
(5.1)
where x(t) is the value of the field at time t. Let us define a discrete set (D) of time
values being chosen for the sampling evaluation of the field x in time, namely




Thus, the discrete set x is given by,
x = [x(t1), x(t2) . . . x(tm)]
T , x ∈ Rm. (5.3)
The discrete set x is converted to the frequency domain using a Discrete Fourier Trans-
form (DFT) that computes the discrete Fourier transform (F̃∆t) [206], and it is expressed
as
x̂ = F̃∆t(x) = [x̂(ω1), x̂(ω2), . . . x̂(ωm)]T , x̂ ∈ Rm, (5.4)
where x̂ represents the discrete approximation of the Fourier transform for a set of
discrete frequencies W = {ω1, ω2, . . . , ωm}. The objective to perturb the DFT x̂, by
adding noise ε in a selected group of frequencies contained in a set ω̃ ⊂ W . Specifically,
ε : ω̃ ⊂ W → R
ω̃j 7→ ε(ω̃j).
(5.5)
As an example, the set ω̃ is defined on the basis of local maxima observed frequencies
contributing to the frequency spectrum. For instance, Figure 5.3 shows the DFT of a
given monitored field x, where the set of selected frequencies ω̃ = {ω̃1, ω̃2, . . . ω̃10} can
be observed.
In the present thesis, a specific strategy has been followed in order to generate synthetic
data. The objective is to add noise in the response of the DFT with larger noise content




j + p2ω̃j + p3, j = 1, 2, . . . n, (5.6)
with unknown coefficients p1, p2 and p3. In order to find these coefficients, system of
three equations need to be solved. These three equations are generated by imposing
constraints. The constraints are selected to have a balance between the generated time
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Figure 5.3: Pressure as a function (discrete Fourier transform) of frequency in normal
working condition of gear pump where high frequencies of frequency spectrum are chosen to
add noise.
history and the original time history. A small noise content will not produce any dif-
ference in the generated time history but, on the other hand, a larger noise content can
produce an unreasonable time history. For example, ε is assumed to be zero for ω̃1 since
adding noise in the first peak can create a very high-level difference with the original
data. Similarly, ε is assumed to be 1 for ω̃3 for the same reason. The third equation is
created by assuming the last peak value to be 100 because when the noise is added to
the last peak, the effect generated by the noise is very small. In Figure 5.3, only ω̃1 to
ω̃10 is displayed.
Thus, we can construct a matrix X̂ ∈ Rm×(n+1) by using Equations (5.4) and (5.6),
X̂ =

x̂(ω1) x̂(ω1) x̂(ω1) . . . x̂(ω1)
...
...
... . . .
...
... x̂(ω̃1)(1 + αε(ω̃1))
... . . .
...
...




... . . . x̂(ω̃n)(1 + αε(ω̃n))
...
...
... . . .
...
x̂(ωm) x̂(ωm) x̂(ωm) . . . x̂(ωm)

, (5.7)
where α is a scalar parameter. Hence,
X̂ ·Ej = [X̂]j, with Ej = [0, . . . , 0, 1, 0, . . . 0]T , (5.8)
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where [X̂]j is the j
th column of X̂, and inEj, 1 is the j
th entry. Inverse Fourier transform
(F̃−1∆t ) has been used to convert [X̂]j into time history [X]j, and it is expressed as,
[X]j = F̃−1∆t ([X̂]j), (5.9)
where in Equation (5.9), the first column is equal to the original time-varying discrete set
x, and the second and the following columns are the noise perturbed dataset. Figure 5.4a
shows the time history of the original pressure dataset and two synthetically generated
datasets. The original dataset, synthetic dataset 1 and synthetic dataset 2 are the inverse
Fourier transform of first column, second column and third column in Equation 5.7, with
α = 1. Figure 5.4b shows the time history of the synthetic pressure dataset, and inverse
Fourier transform of third column in Equation 5.7, by varying the scalar parameter
α = 1, 10, 20.
(a) (b)
Figure 5.4: Time history of the original pressure dataset and two synthetic datasets. The
original dataset, synthetic dataset 1 and synthetic dataset 2 are the inverse Fourier transform
of first column, second column and third column in Equation 5.7, with α = 1 (a). The inverse
Fourier transform of third column (synthetic dataset 2) with α = 1, 10, 20 in Equation 5.7
(b).
In the present thesis, the ML supervised algorithms are utilised to perform fault diag-
nosis, which requires the input and output dataset to train the algorithm. The concept
of ML and its algorithms are presented in Chapter 4. In the context of fault diagnosis,
data generated using the noise perturbation method are employed as an input dataset to
extract features using feature extraction methods. Eventually, these extracted features
will be used as an input dataset for ML algorithms. Subsequently, the output datasets
are created based on the working condition of the gear pumps (healthy, faulty1, faulty2,
etc.,) respective to the input dataset.
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5.3.2 Synthetic data generation method for fault prognosis
In the present section, data generation for fault prognosis is presented. As discussed
in the introduction, fault prognosis requires degradation behaviour to be present in the
dataset. To achieve this objective, two methods are being considered. Firstly, using
a linear interpolation method, to deteriorate from a healthy dataset (h) to a faulty
dataset (f1) (Section 5.3.2.1). The second approach uses a cubic interpolation method
to interpolate between a healthy dataset (h) to a series of faulty datasets (f1, f2, f3)
(Section 5.3.2.2).
5.3.2.1 Approach 1 - Linear interpolation method
Consider xh a time-varying continuous function representing a monitored field of a gear
pump in a healthy working condition. Similarly, xf1 is the time-varying continuous
function representing the same monitored field under faulty working condition. In order
to obtain time-varying conditions for the situation in between these two scenarios healthy
and faulty, the degradation function is presented as
x(t, s) = xf1(t) + g(s) [xh(t)− xf1(t)] , s ∈ [0, 1], (5.10)
where
x(t, s = 0) = xh(t), (5.11)
x(t, s = 1) = xf1(t), (5.12)
where g(s) is a degradation function and defined as
g(s) = 1− s. (5.13)
In order to generate a discrete set, the time continuous function Equation (5.10) is
evaluated in a discrete set of time values, rendering
[x]j = xf1 + g(sj)[xh − xf1], j = 1, . . . , n, (5.14)
Figure 5.5 shows the interpolated dataset between heathy dataset xh and faulty dataset
xf1 using the linear degradation function. For instance, if a series of faulty scenarios
(xf1,xf2,xf3) are available, then the linear interpolation method is employed intervals,
i.e., xh to xf1, xf1 to xf2 and xf2 to xf3. These interpolated datasets are employed as
the input dataset for fault prognosis.
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Figure 5.5: Interpolated pressure values between time history of healthy working condition
and faulty working condition using linear degradation function presented in Equation 5.14.
5.3.2.2 Approach 2 - Cubic interpolation method
Consider xh a time-varying continuous function representing a monitored field of the
gear pump in a healthy working condition. Similarly, xf1, xf2 and xf3 are the time-
varying continuous functions representing the same monitored field under various faulty
working conditions. To obtain the time-varying conditions for the situation in between
these four scenarios, a cubic interpolation method can be used. A Lagrange interpolation




xi(t)gi(m), gi(mj) = δij, δij =
1, if i = j,0, if i 6= j, (5.15)
where x represents the time-varying condition of four working scenarios xh, xf1, xf2, and
xf3 of the gear pump, δij is Kronecker delta function and m is the model parameter,
which is assumed to be gap sizes of radial gap faulty scenarios m = [m1,m2,m3,m4] =
[0.03, 0.05, 0.07, 0.09]. The radial gap faulty scenarios are presented in Section 3.7. Four
available model parameters can be used to form a system of equations that can be solved
to find the unknown coefficients. Figure 5.6 shows the interpolated time-varying pressure
values for radial gap faulty scenarios for 1 second (100-time steps).
A similar approach can be used for axial gap faulty scenarios and speed variations faulty
scenarios by using model parameters as gap sizes and speed values, respectively. This
method can be utilised when a series of fault information is available. These synthetically
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Figure 5.6: Time-varying pressure values for radial gap faulty scenarios for 1 second (100-
time steps) created using the cubic interpolation method.
generated datasets are directly utilised as the input dataset for ML algorithms to perform
prognosis.
5.3.2.3 Cubic decay function
As discussed in the previous section, in the present thesis, ML supervised algorithms
are employed to perform fault prognosis. In order to train the ML algorithms, along
with the input dataset, the output dataset is also needed. The output dataset of fault
prognosis is defined as the RUL, which is a real number, quantifying the remaining life
of the gear pump. In the absence of the experimental dataset, RUL can be considered as
any decaying function. In this thesis, linear and cubic decaying functions are considered
as possible RUL functions. Figure 5.7 shows the possible functions that can be used as
RUL of a gear pump, with 100-time units being assumed as the maximum lifetime of the
gear pump. It represents that with the increase of life, the RUL is decreasing.
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Figure 5.7: Possible functions for RUL, linear decay function and cubic decay functions.
5.4 Standardisation
Data standardisation is necessary for ML algorithms since it changes the values of nu-
meric columns in the dataset to a common scale, without distorting differences in the
range of values. In some ML algorithms, without the use of standardisation, the min-
imisation of the objective function may not be efficiently achieved. For instance, when
attempting a classification problem, ML algorithms (in this context, known as the classi-
fiers) compute the Euclidean distance between two data points. If one of the data points
has a broad range of values, then the distance is governed by this particular data point.
Standardisation can be related to preconditioning as it makes the gradient descent con-
verge much faster than without it [104]. The standardisation makes each point in the
















([X]ij − µ([X]j))2 , (5.17)
Chapter 5. Data collection and preprocessing 95
and [X]j is a original dataset, µ([X]j) its mean, and σ([X]j) its standard deviation.
This method has been widely used for standardisation in ML algorithms such as SVM,
Logistic regression and ANN [207]. The standardisation is applied to all datasets prior
to ML analyses.
5.5 Feature extraction methods
Feature extraction transforms high dimensional data into lower-dimensional, which con-
tains the most discriminatory information that helps to overcome the problem of exces-
sive computational time. In AI, as well as in other ML algorithms, it is essential to find
an appropriate representation of multivariate data [208]. The features are expected to
contain the relevant information from the input dataset so that the desired task can be
performed by using this reduced representation instead of the complete initial dataset
[209]. In this thesis, three types of feature extraction methods are employed to compare
their efficiency in the performance of fault diagnosis, namely time features, frequency
features and wavelet features.
Time features
Time features, such as mean, standard deviation, skewness, kurtosis, max, shape factor,
crest factor, root mean square and energy are extracted from the time-varying monitored
field. These extracted features are used as input features for fault diagnosis in various
applications [58, 59, 210]. Table 5.1 shows the mathematical definitions of some rele-
vant time-domain features, which are utilised to extract features from the time-varying
monitored field, and they are used to perform fault diagnosis. Time-domain features,
namely standard deviation, skewness and kurtosis are shown in Figure 5.8 for the healthy
working condition (h) and the three different faulty working conditions (f1, f2, and f3).
Frequency features
The frequency features in the present thesis are spectral based features. Spectral kurtosis
and Power Spectral Density (PSD) are combined to extract features to perform fault
diagnosis. These methods are proven to be very useful in signal analysis [211]. The
spectral kurtosis is initially defined as the kurtosis of its frequency components, and it
4 In skewness equation, E(x) represents the “expected” value of x or mean.
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Features Equations










Skewness4 s = E(x−µ)
3
σ3
Kurtosis k = E(x−µ)
4
σ4















Table 5.1: Time domain features and their mathematical formulas.
(a) (b) (c)
Figure 5.8: Time domain features for different working conditions, healthy (h) and various
fault scenarios (f1, f2, and f3).
Chapter 5. Data collection and preprocessing 97










where fk is the frequency corresponding to bin k (bin refers to the intervals between the
samples), sk is the spectral value at bin k, b1 and b2 are band edges in bins, µ1 is the













When the spectral kurtosis calculated, it returns as a double vector that contains low
values where data is stationary and Gaussian, and high values where transients occur.
However, depending on the window size chosen, the returned vector can be in a large
dimension. So, in this thesis, mean, standard deviation, skewness, and kurtosis (table 5.8)
are extracted from spectral kurtosis. Figures 5.9a, 5.9b and 5.9c show the mean, standard
deviation and skewness extracted from spectral kurtosis, where the latter samples identify
the detailed features of different faulty scenarios.
PSD function shows the strength of the variations (energy) as a function of frequency.











When the PSD is calculated, it returns the power of a spectrum, which is in a large
dimension depending on the signal. So, in this thesis, mean frequency, median frequency
(middle value separating the greater and lesser halves of a signal), band power (average
power of a signal), and power bandwidth (3-dB (half-power) bandwidth5) are extracted
5 To determine the 3-dB bandwidth, power bandwidth computes a periodogram power spectrum esti-
mate using a rectangular window and takes the maximum of the estimate as a reference level. The
bandwidth is the difference in frequency between the points where the spectrum drops at least 3 dB
below the reference level. If the signal reaches one of its endpoints before dropping by 3 dB, then
power bandwidth uses the endpoint to compute the difference.
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from PSD. Figures 5.9d, 5.9e, and 5.9f show the mean, power bandwidth and band
power, where the behaviour of features are different from the ones of spectral kurtosis.
So, combining features based on spectral kurtosis and PSD together, the information
acquired has advantage of both features.
(a) (b) (c)
(d) (e) (f)
Figure 5.9: Spectral kurtosis based features (a, b, c) and PSD based features (d, e, f) for
different working conditions, healthy (h) and various fault scenarios (f1, f2, and f3).
The extracted features from spectral kurtosis and PSD are used to perform the fault
diagnosis.
Wavelet features
The wavelet features in the present thesis are based on Shannon entropy values of the
Maximal Overlap Discrete Wavelet Packet Transform (MODWPT). MODWPT decom-
poses the time series into its components on different equal length-frequency sub-bands.
The theory of frequency to wavelet transforms, including MODWPT, is given in Ap-
pendix B. Although MODWPT can reveal the local characteristics of an input signal,
the number of such coefficients is usually very large so that the direct use of those coeffi-
cients as features to the classification can be difficult. Therefore, some effective features
may be derived from these coefficients for better classification. Entropy is a tool to mea-
sure the uncertainty of the information contained in the given system, and it is widely
used in signal processing and pattern recognition [212]. Shannon entropy, log energy
entropy, Renyi entropy and Tsallis entropy are some of the widely used types of entropy
methods. Shannon entropy in Definition 4 is a measure of uncertainty associated with
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random variables in information theory, and it can be calculated based on the probabil-
ity distribution of energy [213], and that is used in the thesis to extract the informative
features from MODWPT. Some of these features extracted using Shannon entropy from
the MODWPT are shown in Figure 5.10, where it can be seen that the features are able
to capture different resolutions in different samples, which are used as input features for
fault diagnosis.
Definition 4: Shannon’s entropy




piLn(pi); pi = |xi|2/||x||2. (5.23)
Since
∑
i pi = 1 and pi ≥ 0 by construction, the measure SE is Shannon’s entropy of the
discrete probability distribution {p1, . . . , pn}.
(a) (b) (c)
Figure 5.10: Wavelet domain features for different working conditions, healthy (h) and
various fault scenarios (f1, f2, and f3).
The three feature extraction methods mentioned are compared to each other with the
performance of fault diagnosis. The numerical examples related to this section will be
presented in Chapter 6.
5.6 Chapter conclusion
The present chapter has presented data collection methods and data preprocessing meth-
ods to perform fault diagnosis and fault prognosis using ML algorithms. In the absence
of the experimental dataset, synthetic data generation methods are implemented for
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both diagnosis and prognosis. With this chapter, datasets required for conducting ML
































Figure 6.1: Structure of Chapter 6.
101
Chapter 6. Numerical examples for diagnosis 102
6.1 Preliminaries
The objective of the present chapter is the numerical simulation of fault diagnosis (fault
detection) of the external gear pump by means of three alternative ML algorithms,
namely MLP, SVM and NB. These ML algorithms have been presented in Chapter 4.
The overview of the fault diagnosis simulation process is depicted in Figure 6.2. The
layout of the present chapter is summarised in Figure 6.1. Fault diagnosis of various
industrial equipment components has been recently studied in [66, 96, 214, 215] using
ML algorithms: SVM, MLP, generative adversarial network, decision trees, SVM, k-
nearest neighbors, ensemble and convolutional NN.
ML predictive capability is strongly dependent upon the availability of large sets of
high-fidelity data [216]. In case of absence (or limited availability) of experimental data,
these can be superseded using high-fidelity in-silico data. The high-fidelity data has
been generated using an accurate CFD model resembling the operations of an external
gear pump in healthy and various fault conditions (clogging, radial gap variations, etc.).
The aspect of high-fidelity data generation has been discussed in Chapter 3. In order to
enhance the predicted response of any ML algorithm, large amounts of data are usually
necessary. To greatly facilitate the gathering of data, a synthetic data generation method
is employed. A noise perturbation technique is used to recreate more data from the in-
silico data, and the process of generating data is presented in Section 5.3.1. The generated
datasets are used to extract features using the feature extraction methods.
The methods being employed to extract features from time series are time features (mean,
standard deviation, etc.), frequency features (spectral kurtosis, power spectral density)
and wavelet transform features (MODWPT). The feature extraction methods are pre-
sented in Section 5.5. The extracted features are utilised as the input dataset for the
ML classification algorithms, and the respective categories related to input datasets are
labelled as output datasets (i.e., healthy1, healthy2, . . ., faulty1, faulty2, etc.). Once the
dataset is gathered, it is divided into a training dataset (used to fit the model) comprised
of 70% of the dataset and a test dataset (used to provide an unbiased evaluation of a final
model fit on the training dataset) comprised of the remaining 30% [217]. The training
dataset is used to train each ML algorithm, which is tested against the test dataset, and
the accuracy of the model is computed using Equation (4.1).
In addition, to understand the efficiency of ML algorithms and the chosen feature ex-
traction methods, fault diagnosis is performed with the data containing multi-sensor

























Figure 6.2: Overview process of fault diagnosis using ML classification algorithms.
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information. Also, a real case study of fault diagnosis is employed by inducing white
noise in the train and test dataset to understand the sensitivity of ML algorithms [218].
This analysis is performed by obtaining the fault diagnosis accuracy using each ML
algorithm considered.
The present chapter is summarised as follows: (1) Optimisation of hyper-parameters
for fault diagnosis using ML classification algorithms is presented in Section 6.2. (2)
Fault diagnosis of all implemented fault scenarios using ML algorithms is presented in
Section 6.3 (3) Fault diagnosis of the combination of fault scenarios due to clogging and
viscosity variations using ML algorithms is discussed in Section 6.4. (4) Fault diagnosis
of all implemented fault scenarios with multi-sensor information using ML classification
algorithms is presented in Section 6.5. (5) A real case study of fault diagnosis considering
noisy measurements is described in Section 6.6. (6) The chapter conclusions are presented
in Section 6.7.
6.2 Optimisation of hyper-parameters for fault diag-
nosis
The objective of the present section is to describe the methodology used for the optimi-
sation of hyper-parameters to perform fault diagnosis. As an example, time features of
the pressure dataset from all implemented fault scenarios are considered for this partic-
ular analysis. In order to increase the availability of data to train the ML algorithm for
fault diagnosis, the synthetic data generation method is employed (see Section 5.3.1).
Similar analyses have been carried out considering flow rate data and torque data with
all feature extraction methods.
The methodology used for the optimisation of hyper-parameters has been discussed in
Section 4.6. Firstly, the optimisation of hyperparameters is discussed for SVM classifica-
tion, then for the MLP classification, and then for the NB classification. ML algorithms
SVM, MLP and NB have been discussed in Sections 4.3, 4.4 and 4.5, respectively. In
the current section, the dataset has been separated into training and validation dataset.
The validation dataset is used to provide an unbiased evaluation of a model fit on the
training dataset while characterising the model hyper-parameters. The holdout sample
validation method ([219]) is used to hold a 30% of the dataset for validation purposes.
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Hyper-parameter optimisation for SVM classification
For SVM classification, three hyper-parameters are considered, namely kernel function,
kernel parameter (Section 4.3.4) and regularisation parameter (C in Equation (4.23)). To
ensure the optimal choice of hyper-parameters for SVM, it is necessary to optimise these
parameters. The optimisation of these hyper-parameters is performed in a staggered
manner6, i.e., by fixing the kernel function and regularisation parameter and optimising
the kernel parameter heuristically. Kernel functions, namely linear kernel, Gaussian ker-
nel, and polynomial kernel are considered for this analysis. The regularisation parameter
is considered with default value of C=1. Even though the regularisation parameter value
can range between [10−3, 103], C=1 has been chosen as it is sufficient to provide good
results [194]. Utilising this method, the optimisation of hyper-parameter is performed
for fault diagnosis.
Following the fault diagnosis procedure discussed in the introduction 6.1 of this chapter,
fault diagnosis is performed for the desired dataset with standardisation7 and without
standardisation. As a result, the classification accuracy is calculated. Figure 6.3 shows
the SVM classification accuracy of pressure (time features) with standardisation (a) and
without standardisation (b) for different kernel functions: linear, Gaussian and poly-
nomial. In Figures 6.3a and 6.3b, considering both training and validation accuracy,
polynomial kernel performs with highest accuracy compared to linear and Gaussian ker-
nel functions. When using polynomial kernels, considering both training accuracy and
validation accuracy, the one with standardisation has higher accuracy than the one with-
out standardisation. Following these results, all the examples presented in this thesis are
performed with standardisation.
Hyper-parameter optimisation for MLP classification
For MLP classification, three hyper-parameters are considered, namely the activation
functions, the number of hidden layers and the number of hidden neurons in each hidden
layer, which are discussed in Section 4.4. The activation functions (linear, tanh or
sigmoid) and the number of hidden layers are optimised in a staggered manner. By fixing
the activation function and the number of hidden layers, and optimising the number of
hidden neurons using a 2n method, where n = 1, . . . , 8. The 2n approach is based on
the forward approach [221] and is carried out by fixing the number of hidden neurons,
for which 2n neurons per hidden layer are considered to speed up the identification
6 This kind of optimisation can also be referred to as trial and error method [192, 193].
7 Standardised refers to z-score normalisation and it expressed as xi − µ/σ, where xi is a ith entry in
x, and µ and σ is mean and standard deviation of x [220]. Further explanations can be found in
Section 5.4.
Chapter 6. Numerical examples for diagnosis 106
(a) Dataset with standardisation (b) Dataset without standardisation
Figure 6.3: SVM Classification accuracy of pressure (time features) with standardisation
(a) and without standardisation (b) for different kernel functions, linear, Gaussian and
polynomial.
of the precise number of neurons in the layer. When training the MLP network, the
backpropagation algorithm is used to optimise the updating of the weights, according to
the loss function specified when compiling the model. The backpropagation algorithm
requires that the network is trained for a specified number of epochs to the training
dataset. This aspect has been discussed in Section 4.4. Each epoch can be partitioned
into groups called batches. The batch size defines the number of patterns that the
network is exposed to before the weights are updated within an epoch. It is common
practice to show the model loss with respect to the number of epochs. This plot can
detect if the model is overfitting, underfitting or suitably fitting to the training dataset
[4]. In addition, during the training, Early Stopping argument is used to stop the training
when the chosen performance measure stops improving [222].
Similar to the previous example, fault diagnosis has been performed using MLP consid-
ering standardised time features of the pressure dataset. The optimal choice of hyper-
parameters is considered based on the fault diagnosis accuracy obtained. Considering
activation functions, the tanh function outperforms the sigmoid function for MLP clas-
sification, so this function is chosen to perform fault diagnosis. Figures 6.4a and 6.4b
show the accuracy plot for different hidden neurons and hidden layers, which is used
to optimise the number of hidden neurons and hidden layers. Each figure shows the
accuracy of the training dataset along with their mean accuracy values. Each asterisk
symbol in the figure shows each training accuracy of the ML algorithm. The process
is repeated five times to acquire an average accuracy since during each MLP training,
random weights are initialised and optimised using the backpropagation algorithm. In
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addition, Figure 6.4 shows that one layer with 256 neurons is sufficient to provide higher
accuracy and there is no need for a second or third layer.














Figure 6.4: Classification accuracy of pressure (time features) features) with respect to
number of hidden layers (1, 2, 3) and the number of hidden neurons (2, 4, 8, 16, 32, 64, 128,
256) for 1 hidden layer (a) using MLP.
As discussed earlier, the model loss shows how well the model handles the training
and avoids overfitting, this is shown in Figure 6.5. The x-axis shows the number of
epochs. One of the asterisk symbol in Figure 6.4a is expanded over number of epochs.
The model has good performance on both train and validation datasets and avoids to
overfit in Figure 6.5a when one hidden layer is considered. The drift between training
and validation loss are shown in Figure 6.5b shows the overfitting of the model when
two hidden layers are considered, whereas one hidden layer is sufficient to perform the
analysis. For all the examples in this thesis, similar approach is conducted.


















Figure 6.5: Model loss on training and validation datasets. Model trained with one layer
of neurons (a) and two layers of neurons (b) using MLP.
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Hyper-parameter optimisation for NB classification
As discussed in Section 4.5, Naive Bayes assumes that all the input features are inde-
pendent. Even if the naive Bayes assumption is not true, it often results in classifiers
that work well. One reason for this is that the model is quite simple, and hence it is
relatively immune to overfitting [185]. So, there is no hyper-parameter to be optimised
in the case of Naive Bayes with a normal distribution function.
6.3 Fault diagnosis of all the fault scenarios
The purpose of the present section is to perform fault diagnosis using MLP, SVM, and
NB for all implemented fault scenarios of the external gear pump. This example is
quite relevant because, in a practical situation, a piece of equipment can be affected by
more than one fault scenario at the same time. Applying this idea, all fault scenarios
implemented in the thesis are used to perform the fault diagnosis. The overview designed
process of fault diagnosis is shown in Figure 6.2. The ML algorithms used have been
discussed in Chapter 4.
For this example, consider the healthy dataset (H) and all six types of fault scenarios
implemented with 18 different cases (C1, C2, C3, G1, G2, G3, S1, S2, S3, T1, T2,
T3, W1, W2, W3 V1, V2, V3). These fault scenarios have been presented in Section
3.7. Similar to the previous example, the variables such as pressure, flow rate and
torque are monitored for all the fault scenarios. These datasets are in the form of a
discrete set of time values. In order to enhance the availability of data to train the
ML algorithm, the synthetic data generation method is employed (see Section 5.3.1).
The generated datasets are used to extract features using feature extraction methods,
namely time, frequency and wavelet features, which are discussed in Section 5.5. The
extracted features are standardised and used as input dataset for training and testing
ML algorithms. The output data is considered as labels (H, C1, C2,...V2, V3). The
input and output datasets are divided into a training dataset of 70 % and the remaining
30 % is considered as a test dataset. The training dataset is trained using MLP, SVM
and NB and tested against the test dataset, where the accuracy of the test dataset is
calculated between model output and desired output.
Following the fault diagnosis procedure discussed in the introduction 6.1 of this chapter,
a fault diagnosis is performed for the desired dataset. Table 6.1 and Figure 6.6 show
the classification test accuracy of time features, frequency features and wavelet features
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extracted from pressure, flow rate and torque using ML algorithms MLP, SVM and
NB. The combination of wavelet features with all the employed ML algorithms provides
the highest accuracy. The combination of NB with time features provide equally high
accuracy. From the accuracy obtained using ML algorithms, compared to pressure and
flow rate, the torque provide relatively lower accuracy when performing with frequency
features. Whereas the use of a flow rate dataset provides the highest fault diagnosis
accuracy.
Features MLP SVM NB
Pressure
Time 90.01 % 89.06 % 100.0 %
Frequency 98.03 % 98.03 % 91.40 %
Wavelet 100.0 % 100 % 100 %
Flow rate
Time 99.22 % 95.31 % 98.05 %
Frequency 99.61 % 99.21 % 97.65 %
Wavelet 100.0 % 100.0 % 100 %
Torque
Time 95.45 % 92.59 % 90.01 %
Frequency 99.58 % 90.94 % 97.53 %
Wavelet 100.0 % 94.65 % 99.17 %
Table 6.1: Classification accuracy of pressure, flow rate and torque using MLP, SVM and
NB.
(a) MLP (b) SVM (c) NB
Figure 6.6: Classification accuracy of time, frequency and wavelet features extracted from
pressure, flow rate and torque using ML algorithms MLP (a), SVM (b) and NB (c).
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6.4 Fault diagnosis of combined fault scenarios
The objective of the present section is to perform fault diagnosis of an external gear
pump when a combination of fault scenarios occurs, using ML algorithms, namely MLP,
SVM and NB. In a practical situation, any type of fault or a combination of faults can
occur in a piece of equipment. Considering this idea, a combination of fault scenarios was
implemented combining fault scenarios due to clogging and due to viscosity variations (H,
C1V1, C1V2, C1V3, C2V1, C2V2, C2V3, C3V1, C3V2, C3V3). The overview designed
process of fault diagnosis is shown in Figure 6.2. This example is divided into three
smaller examples which will be discussed one by one.
Example (1)
For this example, consider the healthy dataset (H), fault scenarios due to clogging (C1,
C2, C3), and fault scenarios due to viscosity variations (V1, V2, V3). The C1, C2 and
C3 scenarios are outlet blocking, inlet blocking and lubrication blocking, respectively,
and V1, V2 and V3 scenarios are 3%, 6% and 10% variations in the viscosity values,
respectively. The fault scenarios due to a combination of faults have been discussed in
Section 3.7.1. Similar to the previous section, variables pressure, flow rate and torque
are monitored for the above scenarios. In order to enhance the availability of data to
train the ML algorithm, the synthetic data generation method is employed (see Section
5.3.1). These generated datasets are used to extract features using feature extraction
methods, namely time feature, frequency feature and wavelet feature, which are discussed
in Section 5.5. The extracted features are standardised and used as an input dataset for
training and testing of ML algorithms. The output data is considered as labels (H, C1,
C2, C3, V1, V2, V3). The input and output datasets are divided into a training dataset
of 70 % and the remaining 30 % is considered as a test dataset. The training dataset
is trained using MLP, SVM and NB and tested against the test dataset, where the test
accuracy is calculated between the model output and the desired output.
Following the fault diagnosis procedure discussed in the introduction 6.1 of this chapter,
fault diagnosis is performed for the desired dataset. Table 6.2 shows the classification
accuracy of MLP, SVM and NB for pressure, flow rate and torque using all the feature
extraction methods. MLP algorithm provides the best accuracy compared to other ML
algorithms. Moreover, all the ML algorithms provide better results with wavelet features
and frequency features compared to time features.
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Features MLP SVM NB
Pressure
Time 97.87 % 95.83 % 100.0 %
Frequency 100.0 % 98.93 % 100.0 %
Wavelet 100.0 % 100.0 % 95.83 %
Flow rate
Time 100.0 % 97.91 % 100.0 %
Frequency 100.0 % 97.87 % 100.0 %
Wavelet 100.0 % 100.0 % 96.80 %
Torque
Time 100.0 % 93.75 % 100.0 %
Frequency 93.54 % 100.0 % 100.0 %
Wavelet 100.0 % 100.0 % 95.83 %
Table 6.2: Classification accuracy of pressure, flow rate and torque using MLP, SVM and
NB for the fault scenarios due to clogging and viscosity.
Example (2)
For this example, consider the healthy dataset (H), fault scenarios due to clogging (C1,
C2, C3) and due to viscosity variations (V1, V2, V3) for training the ML algorithms.
A combination of fault scenarios due to clogging and viscosity (H, C1V1, C1V2, C1V3,
C2V1, C2V2, C2V3, C3V1, C3V2, C3V3) is considered as a test dataset to test the
trained ML model. The pressure is monitored for all the above scenarios to perform
this analysis. In order to enhance the availability of data to train the ML algorithm,
the synthetic data generation method is employed (see Section 5.3.1). These generated
datasets are used to extract features utilising feature extraction methods, namely time,
frequency and wavelet features, which are discussed in Section 5.5. The extracted features
are standardised and used as input dataset for training and testing the ML algorithms.
For the training output data, the labels are considered as H, C1, C2, C3, V1, V2 and
V3, and for the testing output data, the labels are considered to be H, C1V1, C1V2,
C1V3, C2V1, C2V2, C2V3, C3V1, C3V2 and C3V3. In this case, the accuracy of the
test dataset cannot be computed, however, the behavioural match can be found.
Table 6.3 shows the classification of pressure from combined fault scenarios using ML
algorithms for three different feature extraction methods. The results depict that the
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MLP SVM NB
Test set Time Freq Wave Time Freq Wave Time Freq Wave
H H H H H H H C3 V2 H
C1V1 C1 C1 C1 C2 C1 C1 V3 V3 V1
C1V2 C1 C1 C1 C2 C1 C1 V3 C1 V1
C1V3 C1 C1 C1 C2 C1 C1 V3 C1 V1
C2V1 C2 V2 C3 C2 C3 C3 C2 V1 V1
C2V2 V3 C2 V1 V1 C2 V2 V3 V3 V1
C2V3 C2 C3 C2 C2 C3 V3 V3 V1 H
C3V1 H V3 V1 C3 V3 V2 C3 V3 V2
C3V2 V3 H V1 C2 V2 V1 V3 V3 V1
C3V3 H C2 V2 H C2 V1 C3 V3 V1
Table 6.3: Classification of the pressure dataset using ML algorithms for three different
feature extraction methods (Time - time features, Freq - frequency features, Wave - wavelet
features). The text highlighted is correctly predicted (H), and a reasonable prediction (C1).
healthy dataset (H) has been predicted perfectly using MLP and SVM. For C1V1, C1V2
and C1V3, by using MLP and SVM, the prediction has been C1 for most cases. This
explains the reason behind high sensitivity while blocking the outlet (C1) rather than
adding different viscosity values (V1, V2, V3) in the gear pump. In the case of the rest
of the combinations, there is no common pattern to derive any conclusions.
Example (3)
Due to the interest in understanding the opposite effect, fault diagnosis is performed. A
combination of fault datasets H, C1V1, C1V2, C1V3, C2V1, C2V2, C2V3, C3V1, C3V2
and C3V3 are used for training the ML algorithms, MLP, SVM and NB. Datasets H, C1,
C2, C3, V1, V2 and V3 are used for testing the trained ML model. The same procedure
discussed in the above example is employed here in terms of the generation of synthetic
datasets and standardisation of such datasets. In this case, the test accuracy cannot be
computed, however, it would be interesting to visualise the pattern of recognition by the
algorithms.
Chapter 6. Numerical examples for diagnosis 113
Table 6.4 shows the classification of pressure dataset using ML algorithms, MLP, SVM
and NB for three different feature extraction methods. The results show that the healthy
dataset (H) is predicted perfectly using MLP, SVM and NB, and they are highlighted
in the Table. For C1, the prediction is C1V1, C1V2 and C1V3 in most cases except
one. This would imply that in the combination dataset, blocking the outlet (C1) has
higher sensitivity than adding different viscosity values (V1, V2, V3) in the gear pump.
In the case of the rest of the combinations, there is no common pattern to draw any
conclusions.
MLP SVM NB
Test set Time Freq Wave Time Freq Wave Time Freq Wave
H H H H H H H H H H
C1 C1V1 C1V2 C1V3 C1V1 C1V3 C1V3 C1V1 C2V2 C1V1
C2 C2V1 C3V3 C1V1 C2V1 C3V3 C3V2 C2V1 C2V2 C3V2
C3 H C2V3 C2V1 H C2V2 C3V3 H C2V1 C3V1
V1 C1V2 C3V3 C3V2 C2V1 C2V2 C3V2 C2V1 C2V2 C3V1
V2 H C3V2 C1V3 C2V1 C1V1 C2V2 H C3V2 C2V1
V3 C2V2 C2V2 C2V3 C2V3 C3V3 C3V3 C1V3 C3V3 C2V1
Table 6.4: Classification of the pressure dataset using ML algorithms for three different
feature extraction methods (Time - time features, Freq - frequency features, Wave - wavelet
features). The text highlighted is correctly predicted (H), and a reasonable prediction (C1).
6.5 Multi-sensor information for fault diagnosis
The objective of the present section is to perform fault diagnosis with multi-sensor infor-
mation datasets using MLP, SVM and NB for all the implemented fault scenarios of the
external gear pump. In modern industries, a huge number of sensors can be implanted.
The dataset coming from these sensors can be used for performing the fault diagnosis.
We derive multi-sensor fault diagnosis in order to understand the efficiency of the ML
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algorithms and the chosen feature extraction methods when a more complex dataset is
involved.
For this example, two sets of datasets are considered: 1) the healthy dataset (H) and
fault scenarios due to radial gap degradation (G1, G2 G3). 2) The healthy dataset (H)
and all six types of fault scenarios implemented with 18 different cases (C1, C2, C3,
G1, G2, G3, S1, S2, S3, T1, T2, T3, W1, W2, W3 V1, V2, V3). These fault scenarios
have been presented in Section 3.7. The dataset from different sensor positions of all the
above scenarios is achieved by employing in-silico data generation (CFD simulations). In
each fault scenario, the variable pressure is monitored in four different sensor positions
(the inlet, the inlet side of the gear, the outlet and the outlet side of the gear) of the
gear pump.
In order to enhance the availability of data to train the ML algorithm, a synthetic data
generation method is employed (see Section 5.3.1). The generated datasets are used to
extract features utilising feature extraction methods that are discussed in Section 5.5.
The extracted features are standardised and used as input dataset for training and testing
ML algorithms. The output data is considered as labels (H, C1, C2,...V2, V3). The input
and output datasets are divided into a training dataset of 70 % and the remaining 30
% is considered as a test dataset. The training dataset is trained using MLP, SVM and
NB and tested against the test dataset, whereas the test accuracy is calculated between
model output and the desired output.
Following the fault diagnosis procedure discussed in the introduction 6.1 of this chapter,
this procedure is performed for the desired dataset. The computed accuracy of the test
dataset for fault scenarios due to degradation is shown in Table 6.5. MLP and SVM
algorithms, with all the feature extraction methods, provide higher accuracy compared
to the NB algorithm. The NB classification algorithm performs poorly with time and
frequency features, whereas with wavelet features, it provides high accuracy. Figure 6.7
shows the classification accuracy of 89.1 % for SVM and 49.1 % for NB in the form of an
error matrix for frequency features of the torque dataset. In the error matrix, the x-axis
is the true output, and the y-axis is the predicted output. Each element represents the
number of samples and the percentage of the predicted output of a corresponding class.
The diagonal elements of the error matrix represent the correctly predicted output of
the corresponding class. The last element provides the percentage of accuracy and error.
In Figure 6.7a, using SVM, it can be seen that G2 has all correct predictions, whereas,
G1, G3 and H have misclassifications. Subsequently, when using NB, Figure 6.7b shows
that all the variables are misclassified, varying from SVM predictions. Among SVM and
NB, SVM provides better classification accuracy.
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The computed accuracy of the test dataset is shown in Table 6.6 for all the fault scenarios.
The NB classification algorithm performs poorly when the dataset is complex, due to
its linearity. The MLP algorithm, with all the feature extraction methods, provides a
relatively higher accuracy compared to other ML algorithms employed. Comparing all
the feature extraction methods, wavelet features provide the highest accuracy with all
the ML algorithms.
Features MLP SVM NB
Pressure
Time 84.40 % 80.90 % 48.18 %
Frequency 85.32 % 89.09 % 49.10 %
Wavelet 100.0 % 100.0 % 100.0 %
Table 6.5: Classification accuracy of pressure (multiple sensor) using MLP, SVM and
NB for healthy and fault scenarios due to radial gap degradation (H, G1, G2, G3). The







































































Figure 6.7: Error matrix of SVM classification (a) and NB classification (b) for the
frequency-based pressure feature of four class classification. In the error matrix, each el-
ement represents the number of samples and the percentage of predicted output, and the
diagonal elements represent the correctly predicted output of the corresponding class. In
the last element, the percentage of accuracy and error is presented.
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Features MLP SVM NB
Pressure
Time 79.54 % 65.45 % 25.42 %
Frequency 69.40 % 59.73 % 22.70 %
Wavelet 100.0 % 100.0 % 71.18 %
Table 6.6: Classification accuracy of pressure (multiple sensor) using MLP, SVM and NB
for all the fault scenarios (19 classes).
6.6 Real case study of fault diagnosis considering noisy
measurements
In the present section, the objective is to perform the real case study of fault diagnosis
considering noisy measurements to understand the sensitivity of the ML algorithms.
The noise influence in various ML algorithms have been widely studied [218]. The noise
can be added into the input dataset, output dataset, training dataset, testing dataset
or a combination of all of these. The generation of noise can be characterised by its
distribution and where to introduce it [223]. In general, noisy data may cause biases in
the learning process, making it more difficult for learning algorithms to form accurate
models from the data. Therefore, developing learning techniques that effectively and
efficiently deal with these types of data is a key aspect in ML.
In real case applications, datasets arrive from sensors installed in the device. However,
the datasets measured contain noise, so to replicate this scenario, Gaussian white noise
[224] is added to the input data of training or test datasets. The noise addition in the
input data can be expressed as
x̂ = x+ ε, (6.1)
where x is the time history and ε is Gaussian white noise. In order to vary the level of
noise added, the Signal to Noise Ratio (SNR) in decibel (dB) [225] is utilised, and it is
defined as
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where Px is the power of a signal, which is the sum of the absolute squares of its time














Figure 6.8a shows torque time histories of the original data and the noisy data obtained
using Equation (6.1) for different levels of SNR. As the level of SNR increases, the noise
added time signal is approaching the original data. Indeed, form Equation (6.2), when
SNR = 100, then Pε = 10
−10Px, so the noise is negligible.
(a) Torque data vs noisy data
To perform fault diagnosis, consider the healthy dataset (H) and all six types of fault
scenarios implemented with 18 different cases (C1, C2, C3, G1, G2, G3, S1, S2, S3, T1,
T2, T3, W1, W2, W3 V1, V2, V3). These fault scenarios have been presented in Section
3.7. The variable torque is monitored for all the scenarios mentioned above. As discussed
earlier, the availability of data has been increased using the noise perturbation method
that is discussed in Section 5.3.1. These generated datasets are divided into a training
dataset of 70% and the remaining 30% is considered as a test dataset. Both training and
testing datasets are used to extract features utilising feature extraction methods shown
in Section 5.5. The extracted features are standardised and used as an input dataset for
training and testing of ML algorithms. The output data is considered as labels (H, C1,
C2,...V2, V3). The training dataset is used to train each ML algorithms MLP, SVM and
NB, which are then tested against the test dataset, where the test accuracy is calculated
between the model output and the desired output for each SNR level.
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In our case, two examples of fault diagnosis are performed. Firstly, in the 30% of the
testing dataset, the Gaussian noise is added using Equation (6.1) that is tested against
the ML model trained with a dataset without noise. Later, in the 70% of the training
dataset, the Gaussian noise is added and tested against the test dataset without noise.
Figures 6.9a and 6.9b show the fault diagnosis accuracy of torque using MLP, SVM and
NB for three different feature extraction methods, time features, frequency features and
wavelet features for noise addition in the testing dataset and training dataset, respec-
tively. All the considered cases follow the increasing trend with the increase in SNR level,
i.e., decrement of the noise level in the dataset. In most of the cases, results related to
wavelet features provide the highest accuracy up to the SNR level of 40. However, the
frequency feature of the NB algorithm performs better when noise added to the training
dataset rather than in the test dataset. For the SNR level below 40, all the algorithms
with the combinations of all the feature extraction methods perform poorly.
6.7 Chapter conclusion
The present chapter has presented the numerical examples related to fault diagnosis
of an external gear pump. The high-fidelity data generation in chapter 3, along with
synthetic data generation through the noise perturbation method (Section 5.3.1), are
used as an input dataset for feature extraction methods. These extracted time features,
frequency features, and wavelet features are the training and test dataset for fault di-
agnosis. To begin with, optimisation of hyper-parameters for MLP, SVM and NB has
been presented. All the numerical examples have been performed while adapting these
parameters. Fault diagnosis has been performed considering all implemented fault sce-
narios (i.e. 19 classes), and a combination of fault scenarios (combining fault scenarios
due to clogging and viscosity) using ML algorithms MLP, SVM, and NB for an external
gear pump. Furthermore, fault diagnosis has been performed with multi-sensor infor-
mation on the pressure dataset using ML algorithms. MLP and SVM compute a better
classification accuracy than NB because NB suffers due to its linearity. Finally, a real
case study of fault diagnosis was performed to understand the effect of white noise in
the dataset and how it affects the performance of ML algorithms. High level of noise
addition caused disruption in the signal that decreased the ML classification accuracy.
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(a) Noise addition in test dataset (b) Noise addition in training dataset
Figure 6.9: Classification accuracy of Torque using MLP, SVM and NB for time, frequency







































Figure 7.1: Structure of Chapter 7.
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7.1 Preliminaries
The objective of the present chapter is the numerical simulation of fault prognosis (predic-
tion of the RUL) of the external gear pump by means of two alternative ML algorithms,
namely MLP and SVM. These ML algorithms have been presented in Chapter 4. The
overview of the designed process for fault prognosis is presented in Figure 7.2. Fault
prognosis of various components of industrial equipment has been recently studied in
[115, 122, 226] using various ML algorithms: Bayesian regularised Radial Basis Func-
tion NN, Gated recurrent unit and deep convolutional NN. The structure of the present
chapter is presented in Figure 7.1.
ML predictive capability is strongly dependent on the availability of large sets of high-
fidelity data [216]. In case of absence (or limited availability) of experimental data, these
can be superseded by the use of high-fidelity in-silico data. The high-fidelity data has
been generated using an accurate CFD model resembling the operations of an external
gear pump in healthy and various fault conditions (clogging, radial gap variations, etc.).
The aspect of high-fidelity data generation has been discussed in Chapter 3. In order to
enhance the predicted response of any ML algorithm, large amounts of data are usually
necessary. To greatly facilitate the gathering of data, the synthetic data generation
method is employed. The noise perturbation technique is used to recreate more data
from the in-silico data, and the process of generating data is presented in Section 5.3.1.
The generated datasets are, in turn, used for generating degradation dataset for fault
prognosis.
In the absence of run-to-failure data or the lifetime history of the equipment, the dete-
riorating data of the equipment component is necessary to carry out fault prognosis. In
order to generate deterioration data, in the present thesis, a linear interpolation method
and a cubic interpolation method are employed. These methods have been presented in
Sections 5.3.2.1 and 5.3.2.2. Datasets generated from the linear and cubic interpolation
methods are standardised8 and used as input dataset for the training and testing of ML
regression algorithms. The output datasets consist of RUL, derived from linear and cubic
decay functions. These decay functions are presented in Section 5.3.2.
8 Standardised refers to z-score normalisation and it expressed as x − µ/σ, where x is dataset and µ
and σ is mean and standardisation of x. Further specifications can be found in Section Section 5.4.

















Figure 7.2: Overview process of fault prognosis using ML regression algorithms.
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Once the dataset is gathered, it is divided into a training dataset (used to fit the model)
comprised of 70% of the dataset and a test dataset (used to provide an unbiased evalu-
ation of a final model fit on the training dataset) comprised of the remaining 30% [217].
The training dataset is used to train each of the ML algorithms, which are then tested
against the test dataset, and the Mean Squared Error (MSE) of the model is computed
using Equation (4.2). All the examples in this chapter will follow the same procedure as
discussed so far.
In addition, in order to understand the ML behaviour with respect to an increase in
the number of samples in the training dataset, quantification analysis is employed [227].
Next, to recognise the sensitivity of ML algorithms to an increase of noise level in the
training dataset, noise influence analysis is considered [218]. Finally, to achieve a better
prediction error, a combined classification and regression approach is implemented to
perform prognosis. These analyses will be presented in depth.
The chapter is summarised as follows: (1) Optimisation of hyper-parameters for fault
prognosis using ML regression algorithms is presented in Section 7.2. (2) The RUL
prediction for three different fault scenarios, namely fault scenarios due to radial gap
degradation, fault scenarios due to axial gap degradation, and fault scenarios due to
speed variations with a linear decay RUL function is presented in Section 7.3. (3) The
RUL prediction of fault scenarios due to radial gap degradation with cubic decay RUL
functions is discussed in Section 7.4. (4) The quantification analysis for fault prognosis
is discussed in Section 7.5. (5) A real case study of fault prognosis considering noisy
measurements is presented in Section 7.6. (6) A combination of the classification and
regression approach for fault prognosis is discussed in Section 7.7. (7) The chapter
conclusion is presented in Section 7.8.
7.2 Optimisation of hyper-parameters for fault prog-
nosis
The objective of the present section is to describe the methodology used for the optimisa-
tion of the hyper-parameters to perform fault prognosis. As an example, a standardised
torque dataset from fault scenarios due to radial gap degradation is considered as an in-
put dataset for this analysis. In order to increase the availability of data to train the ML
Chapter 7. Numerical examples for prognosis 124
algorithm, the synthetic data generation method is employed (see Section 5.3.1). Fur-
thermore, to achieve degradation behaviour in the dataset, a cubic interpolation method
(see Section 5.3.2.2) is utilised. The output dataset considered is a linear decay function,
described in Section 7.3. Similar analyses have been carried out considering pressure and
flow rate datasets.
A brief overview of the optimisation of hyper-parameters has been discussed in Sec-
tion 4.6. Firstly, the optimisation of hyper-parameters for SVM regression is discussed.
Next, optimisation of hyper-parameters for MLP regression is discussed. In the current
section, the dataset has been separated into training and validation datasets. The vali-
dation dataset is used to provide an unbiased evaluation of a model fit on the training
dataset whilst characterising the model hyper-parameters. The holdout sample valida-
tion method [219] is used to hold a 30% of the dataset for validation purposes.
Hyper-parameter optimisation for SVM regression
For SVM regression, four hyper-parameters are considered, namely kernel function, ker-
nel parameter (Section 4.3.4), regularisation parameter (C in Equation (4.23)) and ep-
silon (margin of tolerance). To ensure the optimal choice of hyper-parameters for SVM,
it is necessary to optimise these parameters. This is performed in a staggered manner9,
i.e., by fixing first the kernel function, the regularisation parameter and epsilon, and op-
timising then the kernel parameter heuristically. Kernel functions, namely linear kernel,
Gaussian kernel and polynomial kernel, are considered for this analysis. The regularisa-
tion parameter is considered as a default value of C=1. Even though the regularisation
parameter value can range between [10−3, 103], C=1 has been chosen as it is sufficient to
provide very good results [194]. The epsilon value is considered as a default value of 1
[194].
Following the fault prognosis procedure discussed in Section (7.1), fault prognosis is
performed for the desired dataset. As a result, the regression MSE is calculated us-
ing Equation (4.2). Figure 7.3 shows the SVM prediction error of the torque for the
different kernel functions: linear, Gaussian and polynomial. Considering both training
and validation MSE, linear and polynomial kernel display considerably smaller values of
MSE when compared to the Gaussian kernel function. Following these results, for all
the examples, a polynomial kernel will be used.
9 This kind of optimisation can also be referred as trial and error method [192, 193].
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Figure 7.3: SVM prediction error of torque for different kernel functions, linear, Gaussian
and polynomial.
Hyper-parameter optimisation for MLP regression
For MLP regression, similar to MLP classification, three hyper-parameters are consid-
ered, namely the activation functions, the number of hidden layers and the number of
hidden neurons in each hidden layer, which are discussed in Section 4.4. The activation
function is considered as Relu (Figure 4.12c) for each MLP layer. The number of hidden
layers are optimised in a staggered manner, i.e., by fixing the activation function and the
number of hidden layers, the number of hidden neurons is optimised using 2n method,
where n = 1, . . . , 8. The 2n method is based on the forward approach method [221] and
is carried out by fixing the number of hidden neurons, for which 2n neurons per hidden
layer are considered to speed up the identification of the precise number of neurons in
the layer. When training the MLP network, the backpropagation algorithm is used to
optimise the updating of the weights, according to the loss or error function specified
when compiling the model. The backpropagation algorithm requires that the network is
trained for a specified number of epochs to the training dataset. This aspect has been
discussed in Section 4.4. It is common practice to show the model loss with respect to
the number of epochs and this plot can detect if the model is overfitting, underfitting
or suitably fitting to the training dataset [4]. In addition, during the training, Early
Stopping argument is used to stop the training when the chosen performance measure
stops improving [222].
Following the fault prognosis procedure discussed in Section 7.1, the prognosis is per-
formed using the ML algorithm MLP and the prediction error is computed using the
MSE. The MSE is calculated between ML predicted values and true output values. Fig-
ure 7.4 shows the error plot as a function of the number of hidden layers and hidden
neurons using MLP. Figure 7.4a shows that the first layer provides the optimal result as
the error increases when considering more layers. This one layer is sufficient to perform
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this analysis. Within this layer, the number of hidden neurons that must be used to
perform fault prognosis is shown in Figure 7.4b. It can be seen that one hidden layer
with two neurons is sufficient to perform this analysis. A similar method will be used to
optimise the number of hidden neurons and hidden layers for the prognosis simulations
shown in the following sections.
(a) (b)
Figure 7.4: Prediction MSE of the torque dataset with respect to (a) the number of hidden
layers (1, 2, 3) and (b) the number of hidden neurons (2, 4, 8, 16, 32, 64, 128, 256) for 1
hidden layer using MLP.
As discussed earlier, the model loss shows how well the model manages the training
and avoids overfitting. This is shown in Figure 7.5a. The x-axis shows the number of
epochs. The model has good performance on both train and validation datasets and
avoids to overfit when one hidden layer is considered with early stopping. Figure 7.5b
shows the model loss when two layers are considered with early stopping. The train
and validation loss curves are slightly drifted compared to Figure 7.5a, yet it does not
show overfitting. The number of epochs can be stopped during the training, using the
early stopping option, when the chosen performance stops improving. The early stopping
criteria minimises the computational time up to 50% when the optimisation is carried
out without early stopping.
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(a) one hidden layer







(b) Two hidden layers
Figure 7.5: Model loss on training and validation datasets. Model trained with one layer
of neurons (a) and two layers of neurons (b) using MLP.
7.3 Linear decay function for RUL
In the present section, the objective is to perform the fault prognosis considering a linear
decay function. Let us consider that the life of the gear pump is 100-time units, i.e., the
RUL ranges from 100 to 1. Figure 7.6 shows the linear decay function, considered as the
true RUL function, where the x-axis denotes time units, and the y-axis denotes the RUL
of the equipment. The RUL is considered as the output dataset for fault prognosis. The
Figure 7.6: Representation of true RUL data as a linear decay function.
input datasets are based on three different fault scenarios, namely fault scenario due to
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radial gap degradation, fault scenario due to axial gap degradation and fault scenario
due to speed variations. Each scenario will be discussed in the following.
Fault scenarios due to radial gap degradation
The present example, the RUL prediction of fault scenarios due to radial gap degradation
using ML algorithms, MLP and SVM is described. The pressure, flow rate, and torque
data from the fault scenario due to radial gap degradation are considered for the analysis.
Following the fault prognosis procedure discussed in Section 7.1, the fault prognosis is
performed using the ML algorithms, MLP and SVM, and the prediction error is com-
puted by the MSE. Table 7.1 shows the MSE of pressure, flow rate, and torque of fault
scenario due to radial gap degradation using ML algorithms, MLP and SVM utilising
the linear interpolation method (a) and cubic interpolation method (b). In all the cases,
MLP performs relatively better than SVM. The dataset created with the cubic inter-
polation method provides lower error when compared to the dataset created with the
linear interpolation method. This occurs because the linear interpolation method is used
between intervals of two time signal whereas cubic interpolation method is used between
four time signal. So, the dataset created using the cubic interpolation method gives the
degradation behaviour is smoother than the dataset created using the linear interpolation
method.
Figures 7.7, 7.8, and 7.9 show the prediction error of the fault scenarios due to radial
gap degradation using the linear interpolation method (a) and the cubic interpolation
method (b) for pressure, flow rate, and torque, respectively. The prediction error is
computed via the difference between predicted RUL and the true RUL for a number
of samples in the test set. For the pressure and the flow rate, dataset generated from
the cubic interpolation with the MLP algorithm provides optimal results. On the other
hand, in case of torque, dataset generated with the cubic interpolation method with
MLP and SVM algorithm provide similar results.
Fault scenarios due to axial gap degradation.
In the present example, the RUL prediction of fault scenarios due to axial gap degradation
using ML algorithms, MLP and SVM is described. The variables pressure, flow rate and
torque extracted from the fault scenarios due to axial gap degradation, are considered
for this analysis.
Following the fault prognosis procedure discussed in Section 7.1, the fault prognosis is
performed using the ML algorithms, MLP and SVM, while the prediction error is com-
puted by MSE. Table 7.2 shows the prediction MSE of pressure, flow rate and torque
for fault scenarios due to axial gap degradation using ML algorithms, MLP and SVM
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MLP SVM
Pressure 0.0563 0.0700
Flow rate 0.0367 0.0422
Torque 0.0711 0.0889
(a) Linear interpolation method
MLP SVM
Pressure 0.00041 0.0048
Flow rate 0.00035 0.0059
Torque 0.0024 0.0056
(b) Cubic interpolation method
Table 7.1: MSE of pressure, flow rate and torque using MLP and SVM for fault sce-
narios due to radial gap degradation using the linear interpolation method (a) and cubic
interpolation method (b).
(a) (b)
Figure 7.7: Prediction error for the pressure due to radial gap degradation using the
linear interpolation method (a) and cubic interpolation method (b). The prediction error
is computed via the difference between predicted RUL and true RUL for the number of
samples in the test dataset.
utilising the dataset generated from the linear interpolation method (a) and the cubic
interpolation method (b). The dataset created by the cubic interpolation method pro-
vides lower error compared to the dataset created by the linear interpolation method.
This occurs because, using the cubic interpolation method, the interpolation is obtained
between for time signal rather than two time signals using linear interpolation method,
so smoother the degradation behaviour.
As displayed in the previous examples, the prediction error has been carried out for
pressure, flow rate, and torque. The behaviour of the prediction error is similar to the
previous section. Figure 7.10 shows the prediction error of torque for the fault scenarios
due to axial gap degradation using the linear interpolation method (a) and the cubic
interpolation method (b).
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(a) (b)
Figure 7.8: Prediction error of flow rate due to radial gap degradation using the linear
interpolation method (a) and cubic interpolation method (b). The prediction error is com-
puted via the difference between predicted RUL and true RUL for the number of samples
in the test dataset.
(a) (b)
Figure 7.9: Prediction error of torque due to radial gap degradation using the linear inter-
polation method (a) and cubic interpolation method (b). The prediction error is computed




Flow rate 0.0346 0.042
Torque 0.0961 0.1087
(a) Linear interpolation method
MLP SVM
Pressure 0.00077 0.0036
Flow rate 0.00011 0.00064
Torque 0.00223 0.0059
(b) Cubic interpolation method
Table 7.2: MSE of pressure, flow rate and torque using MLP and SVM for fault sce-
narios due to axial gap degradation using the linear interpolation method (a) and cubic
interpolation method (b).
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(a) (b)
Figure 7.10: Prediction error of torque due to radial gap degradation using the linear
interpolation method (a) and cubic interpolation method (b). The prediction error is com-
puted via the difference between predicted RUL and true RUL for the number of samples
in the test dataset.
Fault scenarios due to speed variations
In the present example, the RUL prediction of fault scenarios due to speed variations
will be discussed. The pressure, flow rate, and torque extracted from the fault scenarios
due to speed variations, are considered for this analysis.
Following the fault prognosis procedure discussed in Section 7.1, the fault prognosis is
performed using the ML algorithms, MLP and SVM, and the prediction error is com-
puted by the MSE. Table 7.3 show the MSE of pressure, flow rate, and torque for fault
scenarios due to speed variations using ML algorithms, MLP and SVM utilising the
synthetic data generation approaches, the linear interpolation method (a) and the cubic
interpolation method (b). For MLP and SVM, the dataset created using the cubic inter-
polation method provides lower error compared to the dataset created using the linear
interpolation method. However, in case of torque, SVM provides a lower prediction error
than MLP. This is shown in Figure 7.11, the prediction error of torque for the fault
scenarios due to speed variations using the linear interpolation method (a) and cubic
interpolation method (b).
Chapter 7. Numerical examples for prognosis 132
MLP SVM
Pressure 0.03857 0.0472
Flow rate 0.03746 0.0490
Torque 0.1401 0.1211
(a) Linear interpolation method
MLP SVM
Pressure 0.000752 0.0026
Flow rate 0.00023 0.0084
Torque 0.00062 0.00052
(b) Cubic interpolation method
Table 7.3: MSE of pressure, flow rate and torque using MLP and SVM for fault scenarios
due to speed variations using the linear interpolation method (a) and cubic interpolation
method (b).
(a) (b)
Figure 7.11: Prediction error of torque due to radial gap degradation using the linear
interpolation method (a) and cubic interpolation method (b). The prediction error is com-
puted via the difference between predicted RUL and true RUL for the number of samples
in the test dataset.
7.4 Cubic decay functions for RUL
In the present section, the objective is to perform fault prognosis considering the cubic
decay functions. Let us consider that life of the gear pump is 100-time units, i.e., the
RUL ranges from 100 to 1. Fault prognosis considering the linear decay function has
been presented in Section 7.3. Subsequently, the prognosis is performed considering cubic
decay functions as the RUL. Figure 7.12 shows the true RUL considering cubic functions,
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Figure 7.12: Representation of true RUL data, and the derived cubic functions are pre-
sented. The RUL decreases as the equipment life increases.
where x-axis denotes time units, and y-axis denotes the RUL of an equipment. The RUL
is considered as output dataset for fault prognosis. Whereas the input dataset is from
the fault scenario due to radial gap degradation. The pressure, flow rate, and torque,
extracted from the fault scenarios due to radial gap degradation, are considered for this
analysis.
Following the fault prognosis procedure discussed in the introduction (7.1) of this chapter,
the fault prognosis is performed using the ML algorithms, MLP and SVM, and the
prediction error is computed by the MSE. Tables 7.4 and 7.5 show the MSE of pressure,
flow rate, and torque using ML algorithms, MLP and SVM based on the synthetic data
generating methods, the linear interpolation method and the cubic interpolation method,
respectively. The results with cubic decay function are similar to the one of the linear
decay function and the dataset interpolated cubically performs better than the dataset
created from the linear interpolation method.
MLP SVM
Pressure 0.0883 0.1055
Flow rate 0.0726 0.0813
Torque 0.2775 0.8562
(a) Cubic decay function 1
MLP SVM
Pressure 0.1127 0.1601
Flow rate 0.0872 0.0874
Torque 0.2424 0.1703
(b) Cubic decay function 2
Table 7.4: MSE of pressure, flow rate and torque using MLP and SVM for fault scenar-
ios due to radial gap degradation using the linear interpolation method and cubic decay
functions.
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MLP SVM
Pressure 0.0037 0.0061
Flow rate 0.0026 0.0066
Torque 0.0048 0.0055
(a) Cubic decay function 1
MLP SVM
Pressure 0.00041 0.0063
Flow rate 0.00023 0.0066
Torque 0.0022 0.0071
(b) Cubic decay function 2
Table 7.5: MSE of pressure, flow rate and torque using MLP and SVM for fault scenar-
ios due to radial gap degradation using the cubic interpolation method and cubic decay
functions.
7.5 Quantification analysis for fault prognosis
The quantification analysis is employed to understand the behaviour and the performance
of ML algorithms with respect to the number of samples used for training. The dataset
considered for the analysis of RUL prediction contains 2300 samples. In which 10%,
30%, 50%, 70%, and 90% (230, 690, 1150, 1610, and 2070 samples) are used to train
the ML algorithms, MLP and SVM, that are tested against the test dataset consisting
of 230 samples. For each of these samples, fault prognosis is performed to identify the
behaviour of ML algorithms. A similar analysis to underline the behavioural effect on
ML classification algorithms based on the number of samples can be found in [227].
The dataset considered for this analysis is fault scenarios due to radial gap degradation.
The pressure, flow rate, and torque, extracted from the fault scenarios due to radial
gap degradation, are considered for this analysis. The dataset generated using cubic
interpolation method used as an input dataset for ML algorithms has been presented in
Section 5.3.2.2. The output dataset is generated using linear decay function Section 7.3.
Following the fault prognosis procedure discussed in Section 7.1, the fault prognosis is
performed using the ML algorithms, MLP and SVM, and the prediction error is computed
by the MSE. Figures 7.13a and 7.13b show the quantification analysis of pressure, flow
rate, and torque for fault scenarios due to radial gap degradation using ML algorithms,
MLP and SVM, utilising the dataset generated from the linear interpolation method and
the cubic interpolation method, respectively. In most cases, both ML algorithms follow
a linear trend, depicting that, an increase in the number of samples causes the machine
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learning algorithms to provide better results (i.e., low prediction error). However, data
generated using the linear interpolation method shows inconsistency in the case of pres-
sure when using both ML algorithms, which is shown in Figure 7.13a. This could be
because 2300 samples are not necessary to provide the optimal results, and1750 samples
are sufficient to perform the ML training.
(a) (b)
Figure 7.13: Quantification analysis of prognosis of fault scenarios due to radial gap
degradation using the linear interpolation method (a) and the cubic interpolation method
(b).
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7.6 Real case study of fault prognosis considering noisy
measurements
In the present section, the objective is to perform a real case study of fault prognosis
considering noisy measurements to understand the sensitivity of the ML algorithms.
The present section follows the same approach as in Section 6.6 to represent the real
case application for fault prognosis.
The dataset considered for this analysis is fault scenarios due to radial gap faulty degra-
dation. The variable torque is extracted from the fault scenarios due to radial gap
degradation, is considered for this analysis. The degradation dataset generated using
the cubic interpolation method is used as an input dataset for ML algorithms and this
method has been presented in Section 5.3.2.2. The output dataset is generated using
linear decay function with RUL between 1 - 100 time units (refer to Section 7.3). These
datasets are divided into 70% of training and the remaining 30% of the testing dataset.
The training and testing datasets are standardised and used for ML training. The train-
ing dataset is used to train each ML algorithms, MLP and SVM, which are then tested
against the test dataset with noise, and the prediction MSE of the model is computed
using Equation (4.2) between ML predicted values and true output values.
Similar to Section 6.6, the Gaussian white noise is added to the 30% of the testing dataset
that is tested against the ML model trained with a dataset without noise. Conversely,
the Gaussian white noise is added to the 70% of the training dataset and tested against
the test dataset without noise.
Figures 7.14a and 7.14b show the MSE of torque using MLP and SVM for the prediction
of RUL for noise addition in the testing dataset and training dataset, respectively. In both
cases, the prediction error follows a decreasing trend in the beginning then a constant
trend when there is an increase in the SNR level, i.e., a decrease in noise. For overall
prediction, MLP performs better than SVM. However, both algorithms perform poorly
for SNR levels below 30. This shows that prognosis is more sensible to noise than
diagnosis.
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(a) Noise addition in test dataset (b) Noise addition in training dataset
Figure 7.14: MSE of torque using MLP and SVM for noise addition in test dataset (a)
and noise addition in test dataset.
7.7 Combined classification and regression approach
for prognosis
The objective of the present section is to combine the classification and regression ap-
proach to perform prognosis of a gear pump. The idea is to first classify the dataset into
smaller groups, before training the ML algorithms for classification and regression. In
a practical situation, when new data arrives from a piece of equipment, it can be first
classified to detect which fault has occurred, then that particular fault dataset can be
used to find the RUL of the equipment. Modelling of the problem is explained in Figure
7.15.
For this analysis, the dataset of fault scenarios due to radial gap degradation (refer to
section 3.7) is considered. The pressure dataset is extracted from the fault scenario due
to radial gap degradation. The dataset generated using the cubic interpolation method is
used as input dataset for ML algorithms and this method has been presented in Section
5.3.2.2. The output dataset is generated using linear decay function, similar to Section
7.3.
Following the fault prognosis procedure discussed in Section 7.1, the fault prognosis is
performed using the ML algorithms, MLP and SVM. The output dataset is the RUL
that ranges from 100-time units to 1-time unit, as shown in Figure 7.6. The training




















Figure 7.15: Problem modelling
dataset is then divided into the dataset into three subgroups based on RUL i.e., a dataset
between 100 - 67-time units, 66 - 64-time units and 33 - 1-time unit. These subgroups are
called G1, G2 and G3, respectively. The subgroups G1, G2 and G3 are used to train the
ML algorithms, MLP and SVM for both classification and regression. The test dataset
is tested against the ML classification model to determine the subgroup under which
the test dataset would be categorised. Based on the results of ML classification, the
RUL prediction is performed in the respective subgroup using the trained ML regression
model. The final prediction error is computed using MSE for each individual subgroup.
Table 7.7 and 7.6 shows the MSE of the test dataset against the ML prediction where
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prior to classification of the training dataset provides a lower prediction error compared
to when the entire dataset is considered using SVM. However, classifying the training
dataset prior to training the MLP algorithm does not provide a lower prediction error.
It remains in the same range of results when compared to the entire dataset. The MLP
has a better optimisation range compared to SVM, hence, with (or without) classifying,
it provides the same results.
Training G1 Training G2 Training G3




Table 7.6: MSE of pressure using SVM for fault scenarios due to radial gap degradation.
RUL is in time units.
Training G1 Training G2 Training G3




Table 7.7: MSE of pressure using MLP for fault scenarios due to radial gap degradation.
RUL is in time units.
7.8 Chapter conclusion
The present chapter has presented some numerical examples related to fault prognosis
(i.e. predicting the RUL) of an external gear pump. The high-fidelity data generation in
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chapter 3, along with synthetic data generation through the noise perturbation method
(Section 5.3.1), are used as a primary dataset for the prognosis. In order to achieve a
degradation behaviour in the dataset, the linear interpolation (Section 5.3.2.1) and the
cubic interpolation (Section 5.3.2.2) methods are used, which are considered for training
and testing dataset for fault prognosis. At the beginning of this chapter, optimisation
of the hyper-parameters for MLP and SVM has been elaborated. All the numerical
examples of fault prognosis have been performed adapting these parameters. A fault
prognosis has been performed for the fault scenarios due to radial gap degradation,
axial gap degradation and speed variations using ML algorithms, MLP and SVM for
an external gear pump considering the linear decay function as RUL. Subsequently,
fault prognosis has been performed for the fault scenarios due to radial gap degradation
considering the cubic decay function as RUL. As a result, the dataset created using the
cubic interpolation method provides better results compared to the dataset generated
using the linear interpolation method, and comparing ML algorithms, in most cases,
MLP provides better results. However, SVM also provides comparatively good prediction
results.
The quantification analysis has been performed to understand the effect of the perfor-
mance of ML algorithms on the number of samples given to training the algorithms.
As a result, the MSE decreases with an increase in the number of samples. A real case
study of fault prognosis was performed to understand the effect of white noise in the
dataset and how it affects the performance of ML algorithms. Finally, a combination
of classification and regression algorithms has been utilised to perform prognosis. This
depicts that classification of the dataset prior to the prediction of RUL, using the SVM
algorithm, can provide lower prediction error.
Chapter 8
CONCLUSION AND REMARKS
Chapter 88.1 Summary 8.2 Future work
Figure 8.1: Structure of Chapter 8.
8.1 Summary
The present thesis has presented a fault diagnosis and fault prognosis strategy with the
application of ML algorithms on the FG304 series external gear pump. In this regard,
the main novelty of this thesis is the generation of high-fidelity data for an external
gear pump, using CFD models and synthetic data generation methods, and a framework
of Predictive Maintenance strategy with the application of ML algorithms. In general,
data generation methods provide a long-term solution to the problem of insufficient
or unavailable data and enable further investigation via ML or other applicable data
analysis techniques. Moreover, these methods can be employed where data privacy is
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a significant concern [223]. The aim of the present doctoral thesis has been the design
and implementation of an effective and robust approach to control the condition and
to predict the RUL of an external gear pump. To achieve this objective, the methods
employed in this thesis have been as follows:
High-fidelity data generation
Due to the unavailability of a dataset for an external gear pump, high-fidelity data have
been generated using CFD modelling, to create an accurate physical model of the gear
pump. Following the work of [136, 137, 165, 228], the CFD model of the external gear
pump is simulated including turbulence and cavitation model using the 3D proprietary
commercial software PumPLinx. The CFD model has also been used to recreate a
variety of working conditions for the pump. These high-fidelity CFD results are validated
against experimental results and their accuracy has been shown. Physical variables such
as pressure, flow rate and torque have been extracted from the CFD simulations. The
ensuing high-fidelity datasets are utilised as the primary data to perform fault diagnosis
and fault prognosis.
Synthetic data generation methods
In order to extend the high-fidelity dataset, synthetic data generation methods are im-
plemented for both fault diagnosis and fault prognosis. Initially, the dataset is generated
using the noise perturbation method by adding a monotonically increasing noise function
in selective frequency contents. These datasets are utilised to extract features for fault
diagnosis and they also form the initial dataset for fault prognosis. In order to achieve a
degradation behaviour in the dataset for prognosis, a linear interpolation method (inter-
polation in time) and a cubic interpolation method (interpolation in model parameters)
are employed. These synthetically generated datasets are considered for fault prognosis.
Machine Learning and hyper-parameter optimisation
Fault diagnosis and fault prognosis use ML classification and ML regression algorithms,
respectively. Fault diagnosis employs ML classification algorithms MLP, SVM, and NB,
whereas fault prognosis uses ML regression algorithms MLP and SVM. Even though es-
tablished research exists in the field [55, 66–68, 77], there remains room for improvement
in terms of regulating hyper-parameters. Hyper-parameters are generally optimised in
a staggered manner for SVM and MLP. In addition, for MLP, the 2n method is used to
optimise the number of neurons in the layer. Employing a staggered manner to select
the kernel function for SVM, the polynomial kernel outperforms when compared to the
Gaussian kernel and the linear kernel; this has been similarly shown in [66].
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Fault diagnosis with feature extraction methods
Fault diagnosis of the gear pump has been performed using feature extraction meth-
ods. This has enabled highly discriminatory information to be discerned from the time-
varying values. Established feature extraction methods, such as time features (statis-
tical features), frequency features (spectral features), and wavelet transform features
(Shannon entropy-based features) are employed for fault diagnosis in various applica-
tions [58, 59, 69, 208, 212]. In this thesis, all these feature extraction methods are
exploited to determine the optimal combination of feature extraction method with each
of the ML algorithms, MLP, SVM and NB. It is demonstrated that the combination of
wavelet features with the MLP algorithm provides the highest degree of accuracy for
the fault diagnosis of the external gear pump. Notably, Shannon entropy-based wavelet
features performance has been confirmed in [69]. Furthermore, time features with the
NB algorithm provide the best classification accuracy.
Fault prognosis
Fault prognosis has been performed employing the ML regression algorithms, MLP and
SVM. Synthetically generated degradation datasets, using a linear interpolation method
and a cubic interpolation method, are applied to perform this analysis. The data gen-
erated using the cubic interpolation method provides a superior prediction of the life
expectancy of the gear pump compared to the linear interpolation method. Compared
to SVM, MLP yields better pressure and flow rate results, whereas MLP and SVM
perform similarly for the analysis of torque.
Comparison of variables
In conclusion, a comparison of the physical variables has shown that flow rate is the
foremost variable to facilitate the fault diagnosis and fault prognosis: it provides the
highest degree of accuracy for classification and the lowest error margin for regression
with the synthetic data generation methods employed. A primary interest of the engi-
neering industry is to perform these analyses with minimal cost; this would suggest the
use of torque because it is linearly related to current absorption, which can be monitored
via the current sensor. Hence, torque analysis is provided for both fault diagnosis and
prognosis.
Summary of contributions
Novel contributions to the advancement of knowledge that are intrinsic to this thesis are
as follows:
 CFD analysis of the FG304 series external gear pump (aka domino pump) including
turbulence and cavitation effect.
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 Implementation of a greater range of fault scenarios with six different external gear
pump conditions.
 Implementation of synthetic data generation methods for fault diagnosis and fault
prognosis.
 Comparison of three feature extraction methods for fault diagnosis.
 Implementation of a fault diagnosis strategy in the case of data unavailability via
the use of ML algorithms, MLP and SVM and NB.
 Implementation of a fault prognosis strategy in the case of data unavailability via
the use of ML algorithms, MLP and SVM.
8.2 Future work
The findings presented in this thesis unlock several potential avenues of future research.
A number of them are outlined next both at an academic and at an industrial research
points of view.
8.2.1 Further research developments
Experimental data
Utilisation of sensor-based experimental data from an external gear pump, to replace or
enhance the synthetically generated data used in this work, would be beneficial. When
experimental data is used, significant importance must be given to its preprocessing.
Within the industrial landscape in which this work is situated, the importance of big data
brings many opportunities, but challenges also remain: abundant data types and complex
data structures (due to the diversity of data sources), complicates data integration and
aggregation; difficulties in assessing data quality within reasonable time periods due to
high dimensionality and especially short timeliness; lack of unified and approved data
quality standards, and elevated requirements for data processing technology [229].
Enhancement of hyper-parameter optimisation
Hyper-parameters require adjustment prior to training the ML algorithms due to their
crucial role in directly controlling the functioning of the training algorithm. However,
the increasing complexity of ML models requires the optimisation of an ever-increasing
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number of hyper-parameters. Also, manual manipulation of hyper-parameters is difficult,
so an automated process of optimising hyper-parameters is preferable. Such optimisation
algorithms can be separated into three primary categories, namely exhaustive search of
the space, surrogate models, and evolutionary algorithms [230].
The method of an exhaustive search of the space, such as random search and grid search,
is simple to use and can run in parallel but it has no guarantee of finding a local minimum
to some degree of precision. Surrogate models, such as Bayesian optimisation, are widely
used for the optimisation of hyper-parameters. Bayesian optimisation is efficient in tun-
ing a limited number of hyper-parameters but suffers degradation as the search dimension
increases [231]. A particular drawback of this algorithm is non-parallelism. It, therefore,
incurs a high computational cost and can only operate on continuous hyper-parameters
and not on categorical ones. The genetic algorithm is one of the most commonly used
evolutionary algorithms. This algorithm requires less information regarding the problem,
but it is potentially computationally expensive and designing an objective function can
be complex. All these methods have been used to optimise the hyper-parameters for
ML, but there still remains a place for an efficient, automatic and computationally less
expensive algorithm.
Employing other deep learning algorithms
Depending upon the availability of experimental data and its processing difficulty, other
deep learning algorithms, such as recurrent neural network, convolutional neural network,
deep belief network, deep auto-encoder and the gated recurrent unit can be employed
for fault diagnosis. Some of these methods have also been used for fault prognosis, but
the case of improvement remains [115].
Employing filtering techniques
In Sections 6.6 and 7.6, the influence of noise level on the training and test datasets are
analysed for diagnosis and prognosis. With the higher level of noise in the dataset, ML
algorithms are performed poorly. In order to handle such situation, filtering techniques
can be employed to eliminate or reduce the noise level in the dataset. Many filtering
techniques available in the literature, including linear smoothing filter, non-linear filter,
etc., [45, 232, 233].
Unsupervised learning
In case of predictive maintenance, even if significant quantities of machine and process
data exist, a common problem intrinsic to such data is the lack of correct labellings
describing the equipment condition or maintenance history. Additionally, each item of
equipment generates highly heterogeneous data, resulting in difficulties in relation to
information integration. For these reasons, engineering industries frequently have either
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completely omitted or have limited the analysis of their available manufacturing data.
In situations such as these, unsupervised ML data analysis techniques can be employed
for hidden pattern identification. Cluster analysis is the most frequently used method to
perform this analysis. A number of recent studies have shown that clustering methods
can be effective for fault diagnosis or fault detection. For example, K-means clustering
with PCA for dimensionality reduction [234], K-means, density, spectral, agglomerative
hierarchical [235] and K-means, fuzzy c-means, model-based, agglomerative hierarchical
[236].
Expand the experimental data-vibration data
In the present thesis, data has been generated via CFD modelling. As a result, the mon-
itored physical variables are restricted. However, in gear pump experiments, vibration
data is primarily monitored to perform diagnosis and prognosis [55, 56]. The strategy
introduced in this thesis can be applied to vibration data or any other measured form of
data derived from pump devices.
Uncertainty quantification
The predictions formulated by ML or deep learning models are intrinsically uncertain
because they are prone to noise and incorrect model inference. This is besides the
inductive assumptions that are inherent in cases of uncertainty. For ML algorithms,
there are two principle uncertainties: epistemic (model uncertainty) and aleatoric (data
uncertainty). These are particularly important aspects of uncertainty quantification
because they determine the reliability of the ML algorithms [237].
Internet of Things (IoT)
Globally, IoT is growing exponentially. IoT has provided abundant new opportunities
in the technology sector while also bringing several challenges to the fore. IoT relies
upon sensors being directly connected to the cloud, often via a wireless network, for
the collection and transfer of data on a continuous basis. These datasets are frequently
analysed by AI algorithms in cloud-based systems, providing real-time analysis of the
monitored machinery. Such analysis can detect abnormal functionality or predict future
failure events. However, the installation of IoT sensors in the equipment is costly.
8.2.2 Transfer to industry developments
The research contributions documented within this thesis have relevance for the industrial
partner of this project, F-Lab. However, further work is required to ensure that the
developed methodology can be transferred to an industrial context. This is outlined
below.
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Code optimisation
The developed MATLAB code and Python code should be translated into a unique and
efficient programming language and several functions could be optimised by employing
the encapsulation methods intrinsic to object-oriented programming.
Graphical User Interface
Implementation of the developed predictive maintenance methodology in a robust, Graph-
ical User Interface (GUI) based, commercially available, software platform would enhance
its ease of use.
System deployment
The optimal ML algorithms methods shown to be effective in this thesis can be deployed
to predict the state of an industrial external gear pump. The deployment consists of a
process of taking a trained ML model and offering its predictions to qualified users. The




In the present appendix, the simulation workflow of PumpLinx is presented. Firstly, the
preprocessing step of the simulation will be shown, then the computational model of the
simulation (also known as solver) and finally, the postprocessing step will be discussed.
Figure A.1 shows the workflow of PumpLinx. All the information provided here are
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Figure A.1: Workflow of PumpLinx.
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Preprocessing:
Prior to start building the simulation, one requires the CAD file of the object or ge-
ometry of interest. The CAD geometry can be created using several software programs
available such as Solidworks, AutoCAD, Tinkercad, FreeCAD, IronCAD, Shapr3D, etc,.
PumpLinx only allows importing the STL triangulation file from a CAD surface. In
order to directly import the grid file, the software allows the use of a Simerics grid file, a
Nastran grid file, a Gambit neutral file, an Ansys CDB file or an Gridpro file. PumpLinx
has an in-built highly efficient mesh generator that uses a conformal adaptive binary
tree algorithm in order to generate a Cartesian hexahedral cell-based mesh. There are
four types of mesh generators in PumpLinx, namely general mesh, template mesh, and
rotor template mesh and valve template mesh. The general mesh generator allows us
to define the minimum and maximum size of cells, so during the mesh generation, it
automatically adjusts the size of the mesh depending on the surface. The template mesh
generator creates a mesh of different shapes including, hex, annulus, cone, cylinder, and
prism elements. The rotor mesh generator provides templates for the external gear pump,
gerotor, crescent, bend axial piston, rolling piston, radial piston, scroll pump and vane
pump. The valve template mesh generator provides templates for the spool valve, ball
valve, axial valve and circumferential valve. For our geometry, the rotor mesh template
generator has been used for the external gear, the template mesh is used to produce an
annulus shape mesh, and the rest of the geometry is meshed using the general mesh.
Computational modelling or solver selection:
In PumpLinx, compressible, incompressible, turbulence, cavitation, multiphase, multi-
component and heat transfer solvers are available. For the external gear pump, during
the CFD simulation, the flow equations, turbulence and cavitation equations are solved.
For a gear pump template, the software offers pressure inlet and pressure outlet bound-
ary conditions. Material of the fluid is defined as per the choice of the user. For rotation
of the gear, the constant speed to be fixed and the direction of the rotation is given.
For a given simulation, PumpLinx under the external gear pump module provides three
options to define the time definition for the method of specifying the size and number of
time steps are revolution, pockets and the total number of time steps. This is discussed
in Section 3.4 under time convergence study.
PumpLinx numerical scheme offers three spatial interpolation schemes for the velocity
and pressure discretisation, namely first order upwind scheme, central difference scheme
and second order upwind scheme.
 First Order Upwind: the upwind scheme sets the value at a cell interface, based
on the value from the cell that is upwind (upstream) of the interface of interest.
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 Central: the central scheme sets the value at a cell interface using an average value
from the cells on both sides of the interface of interest. Central differencing may
be used with a Blending Factor (B) and a bounded scheme to help control the
convergence.
 Second Order Upwind: the second order upwind scheme sets the value at a cell
interface, based on a stencil of cells neighbouring the interface of interest. Second
order upwind may also be used with a blending factor and a bounded scheme to
help control the convergence.
The blending factor is used in conjunction with the higher order interpolation schemes
(central and second order upwind) to help stabilise the convergence by including the first
order upwind scheme using the formula below.
ϕinterface = Bϕupwind + (1−B)ϕhigher order scheme. (A.1)
Typical values of the blending factor vary from 0.1 to 0.5, and higher values make the
solution more stable.
The bounded scheme is used in conjunction with the higher order interpolation schemes
(central and second order upwind) to help stabilise the convergence by limiting the range
value of the interpolation to be no more or less than the maximum or minimum of the
cells neighbouring the cell-face of interest.
ϕminimum ≤ ϕinterface ≤ ϕmaximum. (A.2)
For the examples presented in this thesis, the first order upwind method has been utilised.
Pressure-velocity coupling is relevant only for the pressure-based solver. PumpLinx nu-
merical scheme offers three pressure-velocity coupling methods : SIMPLE, SIMPLEC and
SIMPLES. SIMPLE refers to Semi-Implicit Method for Pressure-Linked equations, this
method described in [161]). SIMPLEC refers to SIMPLE Consistent, this method is de-
scribed in [238]. SIMPLES is Simerics proprietary extension of the SIMPLEC algorithm
[6]. SIMPLES method is used in this thesis.
For relatively uncomplicated problems (laminar flows with no additional models acti-
vated) in which convergence is limited by the pressure-velocity coupling, often possi-
ble to obtain a converged solution more quickly using SIMPLEC. With SIMPLEC, the
pressure-correction under-relaxation factor is generally set to 1.0, which aids in conver-
gence speed-up. In some problems, however, increasing the pressure correction under-
relaxation to 1.0 can lead to instability due to high mesh skewness. For such cases,
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use of slightly more conservative under-relaxation value (up to 0.7), or use the SIM-
PLE algorithm. For complicated flows involving turbulence and (or) additional physical
models, SIMPLEC will improve convergence only if it is being limited by the pressure-
velocity coupling. Often it will be one of the additional modelling parameters that limits
convergence; in this case, SIMPLE and SIMPLEC will give similar convergence rates.
PumpLinx offers three temporal schemes for velocity and pressure solution
 First order backward scheme: the temporal updates are determined implicitly,
using the previous time step alone.
 Second order backward scheme: the temporal updates are determined implicitly
using the previous two time steps.
 Crank-Nicolson scheme: the temporal updates are determined using the previous
time step alone, using explicit/implicit combination.
In this thesis, first order time accuracy is employed.
Converge criterion: The solution process in PumpLinx is iterative, so the user can limit
the total number of iterations for a steady state simulation or the total number of time
iterations per time step for a transient simulation by setting the converge criterion to
the desired convergence tolerance. When the correction for the flow module drops below
this converge criterion, the code will stop for steady state or move to the next time-step
for a transient simulation, assuming that the criteria for all other modules have been
met as well. In the flow module, the converge criterion dictates the convergence criterion
for both the pressure P and velocity v solutions. In the cavitation module, the converge
criterion dictates the convergence criterion of vapour mass fraction fv. In the turbulence
module, the converge criterion dictates the convergence criterion of turbulent kinetic
energy k and turbulent kinetic energy dissipation rate ε. A smaller value of convergence
criterion implies more precision, however, the cost of a smaller value of convergence
criterion is more iterations, resulting in more computational time. The residual norm
between iterating “i” and “i + 1” of pressure, velocity, vapour mass fraction, turbulent
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max (Normp,Normvx , . . . ,Normε) < tolerance. (A.8)
Turbulence modelling near wall
The usage of wall functions is subject to Boundary Layer theory [166], as shown in
Figure A.2. The standard wall function defines the turbulent mean velocity near the wall.


















Figure A.2: Velocity profile of turbulent boundary layer. The figure is adapted from [5].
at the positions of maximum shear. But this scale relationship is not dimensionally
consistent, so velocity scale to represent the shear strength is introduced as friction
velocity, also known as shear velocity, and it characterises the shear at the boundary. An
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where τw is the wall shear stress and ρw is the density at the wall. Using this velocity








where u is the velocity component parallel to the wall, y is the distance normal to the
wall and ν is the kinematic viscosity. As shown in Figure A.2, the equation for the









where κ is the von Karman constant and B is an additional constant. In the viscous
sublayer,
u+ = y+. (A.13)
The equations describing the velocity profile in the inner region are collectively called
the law of the wall. Further information related to this topic can be found in [239].
PumpLinx offers Nonequilibrium wall function and unified wall function in addition to
the Standard wall function [6].
Postprocessing:
PumpLinx provides a user friendly interface for postprocessing. The contour plots can
be visualised and saved in image or in Gif file. A time plot of physical variables can
be visualised in the plot section and the data can be saved to any format of files. Fur-
thermore, the PumpLinx result file can be imported into Paraview for postprocessing
purpose.
Physical variables:
Definitions about how PumpLinx calculates some physical variables of interest are pro-
vided below.
Definition 5: Velocity refers to the velocity of the fluid. The SI units are metres per
second [m/s].
Definition 6: Pressure refers to static pressure in the fluid. The SI units of the static
pressure are Pascal (In this thesis, bar unit is used, 1 bar = 100000 Pascal).
Definition 7: Volume flow rate is the volume of fluid which passes per unit of time
through a cross section. The SI units are cubic metres per second [m3/s].
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r × t ds, (A.14)
where r = x− xc and t = σn, where σ = −pI + τ .
The component of T along an axis is defined by the unit vector a is:
Ta = T · a =
(∫
Γ













r × (τn) ds
)
· a, (A.16)
=Tp · a+ Tτ · a. (A.17)
Typically Tτ · a <<< Tp · a, hence,





r × (pn) ds
)
· a. (A.18)
Definition 9: Total gas volume fraction Average volume fraction of free Non-Condensible




In the present appendix, the theory of wavelet transform will be discussed. In particular,
why Maximal Overlap Discrete Wavelet Packet Transform (MODWPT) is very effective
in signal processing will be explained.
Definition 10: Lp space










In the analysis of any time series, the changes to physical variables are not enough to
categorise the dynamic behaviour of the system. In such areas, how the system behaves
can be obtained by the changes in frequencies. To compute the frequency response of
a time series data, the most commonly used method is the Fourier transform. The FT
breaks the non-sinusoidal signals into pieces of sinusoidal functions of varying amplitude
and frequency. The Fourier Transform of a function f ∈ L1(R) is defined by
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The Fourier transform reveals the frequency components present in both the time signal
and the magnitude of frequency response. The Fourier transform methods are designed
to be used with stationary signals. However, the most practical signals contain time-
varying frequency data that are not possible to classify in this manner. To overcome this
issue, the Short Time Fourier Transform (STFT) is developed. The STFT of a function




f(t)gτ,ω(t)dt, ∀ τ, ω ∈ R, (B.4)
where gτ,ω(t) = g(t− τ)e−iωt and g 6= 0, real and symmetric window function. Fig. (B.1)
shows the working principle of STFT with a window function. STFT uses localised time
window to provide frequency information in the localised time width. The accuracy of
STFT in time and frequency resolution depends on how large the time window of the
transforms. Large windows provide good frequency information/ resolution but poor
time information, whereas small windows provide good time information but lack good
frequency information. These issues related to the resolution of STFT found to be a
result of Heisenberg’s uncertainty principle [240], which states that time and frequency
cannot be resolved simultaneously. A possible solution for this issue is to adjust the
flexible windowing strategy and selectively transform the signal depending on their time
or frequency requirements. This strategy is used in wavelet analysis, the techniques




Figure B.1: Time-frequency analysis with STFT
Wavelets are a type of mathematical functions that reveal oscillatory behaviour. With
sinusoidal functions, the oscillation dominates the entire signal, where wavelets exhibit
only localised oscillation. Wavelet analysis includes breaking a signal into pieces of dif-
ferent frequency components by comparing the signal to several differently sized wavelet
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functions. Even though wavelet is closely related to Fourier analysis, it has the advan-
tage to overcome some of their limitations. The two most commonly used forms of the
wavelet transform are the continuous wavelet transform (CWT) and the discrete wavelet
transform (DWT). For any L2 function f(t), the Continuous Wavelet Transform (CWT)
is defined as a function of two variables
CWT f (a, b) = 〈f, ψa,b〉 =
∫
R
f(t)ψa,b(t)dt ∀a, b ∈ R/{0} × R, (B.5)










The CWT is a computationally demanding algorithm, so the DWT is developed but
their method of computation differs. The CWT utilises subband coding whereas the
DWT utilises pyramidal coding. The CWT is reluctant as it analyses the signal at all
scales and translations, also requiring an infinite number of wavelets. Proper sampling of
scale and translation and a reduced number of wavelets used for decomposition produces
a significantly faster algorithm. In DWT, scale and time are sampled in powers of two
(21, 22, . . .), this is commonly termed as dyadic sampling [242].
In order to define DWT, let us consider x containing a sequence {x0, . . . xN−1} of N and
{xt, t = 0, . . . , N − 1} real-valued time series and assumed N is the power of 2. For the
implementation of the DWT, the decomposition is achieved through filtering of a signal
using high-pass filters {hl, l = 0, . . . , L − 1} and low-pass {gl, l = 0, . . . , L − 1} filters.
The low-pass and high-pass filters satisfy the unit energy equation in Equation (B.7) and
orthonormal to its even shifts in Equation (B.8).
L−1∑
l=0






glgl+2n = 0, ∀n 6= 0. (B.8)
In addition, the filters are chosen to be quadrature mirror filters satisfying
hl = (−1)lgL−l−1 or gl = (−1)l+1hL−l−1 ∀l = 0, . . . , L− 1. (B.9)
Consider, V0,t = xt, the jth step of input to the pyramid algorithm is {Vj−1,t, t=0,...Nj−1−1}
where Nj = N/2
j. For the DWT pyramid algorithm (introduced in [243]), the jth step
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hlVj−1,(2t+1−l) mod Nj−1 (t = 0, . . . , Nj − 1) , (B.11)
where mod means modulus after division. As the DWT requires the sample size to be
powers of 2, to overcome this limitation Maximal Overlap Discrete Wavelet Transform
(MODWT) is developed. MODWT is a revised version of DWT by [70]. The MODWT
of level j is defined for any sample size N . The low-pass and high-pass filters are re-scaled
















g̃lg̃l+2n = 0, ∀n 6= 0. (B.14)
Similar to Equation (B.9), the filters are yet quadrature mirror satisfying
h̃l = (−1)lg̃L−l−1 or g̃l = (−1)l+1h̃L−l−1 ∀ l = 0, . . . , L− 1. (B.15)
In order to avoid downsampling in the DWT, the MODWT creates appropriate new
filters at each step by inserting 2j−1− 1 zeros between the elements of h̃l and g̃l. Similar









h̃lVj−1,(t−2j−1l) mod N (t = 0, . . . , N − 1) . (B.17)
MODWT has excellent frequency resolution in the low frequencies, however a poor fre-
quency resolution in the high frequencies. To get through this problem, A.T Walden and
A. Contreras Cristan introduced MODWPT [70]. Before moving to details of MODWPT,
let us define the Discrete Wavelet Packet Transform (DWPT), which is a generalization
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of the DWT. At level j of DWPT, partitions the frequency into 2j frequency bands with
equal width labelled n = 0, . . . 2j − 1. Increasing the transform level j increases the
frequency resolution. For length N with level j there are only N/2j DWPT coefficients
for each frequency band n. Hence resolution in time is reduced by a factor of 2 at each
step (by decimation).
Similar to MODWT, MODWPT filters are related to quadrature mirror filters, Equation
(B.15). For the Equations (B.12) and (B.13), the transfer function corresponding to g̃l











where ω is a frequency. Some of the well known choices of h̃l and g̃l are Haar wavelets,
Daubechies wavelets, Fejér-Korovkin wavelets and others.
The MODWPT is illustrated in Figure B.2, where only positive frequency range is shown.
Let x = xt is a column vector, and it conveys the fact that the support of the power
spectrum of x is the standard dimensionless frequency range for unit sample interval [70].
In order to compute maximal overlap wavelet packet coefficients for level j, the wavelet
x = W0,0
W1,1W1,0
W2,0 W2,1 W2,1 W2,3
W3,0 W3,1 W3,2 W3,3 W3,4 W3,5 W3,6 W3,7
G̃(ω) H̃(ω)
G̃(ω)
G̃(ω) G̃(ω) G̃(ω) G̃(ω)
H̃(ω) H̃(ω)







Figure B.2: Sequency-ordered wavelet packet tree showing the MODWPT of x into Wj,n,
n= 0,1,. . . 2j − 1, for j =1, 2 and 3.
packet coefficients are circularly filtered in the previous stage. Let W0,0 = x, given the
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g̃l, if n mod 4 = 0 or 3,
h̃l, if n mod 4 = 1 or 2.
(B.21)
Interested reader can find more detail about MODWPT in [70].
Appendix C
CODE DESCRIPTION
In the present appendix, the code description of synthetic data generation methods and
ML are presented. Firstly, the MATLAB code for noise perturbation method, then linear
interpolation method and cubic interpolation method are discussed. The implementation
of the noise perturbation method has been discussed in Section 5.3.1. The dataset gener-
ated using this method is used in both fault diagnosis and prognosis. The implementation
of linear interpolation and cubic interpolation methods are presented in Section 5.3.2.
The dataset generated using this method is used in fault prognosis. Finally, MATLAB
and Python code for ML algorithms using specific libraries are presented. MATLAB
code for SVM classification and Python code for SVM regression, MLP regression and







5 load Data.mat % Data size is (1620,1). It can be considred as many ...
time series as you want
6 Dataset = normalize(Data) % standardisation or z-score normalisation
7 [m Data] = noisePerturbationData(Dataset,Increment); %m Data should ...
be of size (1620,23)
noisePerturbationData.m
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1 function [m Data] = noisePerturbationData(Dataset)
2
3 n Dataset = size(Dataset,1);
4 % In frequency domian: [first peak : (second peak - first peak): ...
n Dataset/2]
5 positions = 37 : 36 : n Dataset/2;
6 n positions= length(positions);
7
8 % noise generation
9 x1 = 1; x2 = 3; x3 = n positions;
10 b = [0 1 100]; % Predefined conditions
11 A = [x1ˆ2 x1 1;
12 x2ˆ2 x2 1;
13 x3ˆ2 x3 1];
14 AA = inv(A);
15 coef = AA * transpose(b);
16
17 x1 = 1:1:n positions; % new values to interpolate
18 y = @(x) coef(1)*x.ˆ2 + coef(2)*x + coef(3);
19 noise = y(x1);
20
21 % Convert to Fourier transform, add noise, invert back to time domian
22 for i = 1:size(Dataset,2)% if there is more than once time series , ...
otherwise i=1
23 q = fft(Dataset(:,i));
24 RR(:,1,i) = q;
25 for j = 1:n positions
26 RR( :, j+1,i) = q;
27
28 noise position = positions(j);
29 RR(noise position, j+1,i) = q(noise position)*(1+ noise(j));
30 end
31
32 for j= 1:n positions +1
33 data now = squeeze(RR(:,j,i));





38 m Data = transpose(invFouriTransform);
Appendix C. Code description 163






5 load Data.mat %Data size is (1620,4), it contains pressure values of ...
healthy and 3 gap variations da
6 Dataset = normalize(Data) % standardisation or z-score normalisation
7
8 % Each of these produce (1620,23)
9 [H Data] = noisePerturbationData(Dataset(:,1));
10 [F1 Data] = noisePerturbationData(Dataset(:,2));
11 [F2 Data] = noisePerturbationData(Dataset(:,3));
12 [F3 Data] = noisePerturbationData(Dataset(:,4));
13
14 % Linear interpolation through H - F1, F1-F2 and F2-F3
15 [Interpolated Data, RUL] = ...
linearInterpolationData(H Data,F1 Data,F2 Data, F3 Data);
16 % Interpolated Data - (1620,2300), RUL - (1,2300)
17
18 % Cubic interpolation through H - F1 - F2 - F3
19 n samples = 100; % Number of values to interpolate
20 [Interpolated Data, RUL] = ...
cubicInterpolationData(H Data,F1 Data,F2 Data, F3 Data, n samples);
21 % if n samples is 100, Interpolated Data - (1620,2300), RUL - (1,2300)
linearInterpolationData.m
1 function [Data I, RUL] = ...
linearInterpolationData(H Data,F1 Data,F2 Data, F3 Data)
2
3 d1= H Data-F1 Data;
4 d2= F1 Data-F2 Data;




9 % H data to F1 data
10 Rul1=[]; % to store RUL
11 Data1=[]; % to store the data
12
13 for ii = 1:size(d1,2)
14 Data combine=[];
15 for i= 1:size(noise,2)
16 z(:,i)= F1 Data(:,ii) +(noise(i)* d1(:,ii));
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17 end
18 Data combine =[H Data(:,ii) z F1 Data(:,ii)];
19 Data1= [Data1 Data combine];
20 Rul 1= fliplr(67:1:100);
21 Rul1= [Rul1 Rul 1];
22 end
23




28 for ii = 1:size(d2,2)
29 Data combine=[];
30 for i= 1:size(noise,2)
31 z1(:,i)= F2 Data(:,ii) +(noise(i)* d2(:,ii));
32 end
33 Data combine =[z1 F2 Data(:,ii)];
34 Data2= [Data2 Data combine];
35 Rul 2= (fliplr(34:1:66));
36 Rul2= [Rul2 Rul 2];
37 end
38
39 % F2 data to F3 data
40 Rul3=[];
41 Data3=[];
42 for ii = 1:size(d3,2)
43 Data combine=[];
44 for i= 1:size(noise,2)
45 z1(:,i)= F3 Data(:,ii) +(noise(i)* d3(:,ii));
46 end
47 Data combine =[z1 F3 Data(:,ii)];
48 Data3= [Data3 Data combine];
49 Rul 3= (fliplr(1:1:33));
50 Rul3= [Rul3 Rul 3];
51 end
52
53 RUL= [Rul1 Rul2 Rul3];




1 function [I data, Rul] = ...
cubicInterpolationData(H Data,F1 Data,F2 Data, F3 Data, n samples)
2 % model parameters (Gap sizes in radial gap faulty scenarios)






8 % solving system of equaitons
9 A = [x1ˆ3 x1ˆ2 x1 1;
10 x2ˆ3 x2ˆ2 x2 1;
11 x3ˆ3 x3ˆ2 x3 1;
12 x4ˆ3 x4ˆ2 x4 1];
13 AA= inv(A);
14 x new = linspace(x1,x4,n samples); % new values to interpolate
15
16 I data = [];
17 Rul= [];
18 for i= 1:size(H Data,2)% 23
19 input data = [H Data(:, i) F1 Data(:, i) F2 Data(:, i) ...
F3 Data(:, i)];
20 for j=1:size(H Data,1)%1620
21 b= input data(j,:);
22 coef= AA*transpose(b);
23 y = @(x) coef(1)*x.ˆ3 + coef(2)*x.ˆ2 + coef(3)*x + coef(4);
24 Int data(j,:)= y(x new);
25 end
26 I data= [I data Int data];
27 Rul 1= fliplr(1:1:n samples);
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13 'ClassNames',[1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; ...
14; 15; 16; 17]);
14 predLabels = predict(model,testX);
15 correctprediction =(predLabels == testY);
16 testAccuracy = sum(correctprediction)/numel(correctprediction)*100;
SVM regression
SVM regression.py
1 from sklearn import metrics
2 from sklearn.svm import SVR
3
4 model = SVR(kernel=kernel function, C=100, gamma='auto', degree=3, ...
epsilon=.1, coef0=1)
5 model.fit(trainX,trainY)
6 predTest = model.predict(testData)
7 testMSE = metrics.mean squared error(predTest,testY)
MLP classification and regression
MLP classification regression.py
1 import numpy as np
2 from tensorflow.keras.models import Sequential
3 from tensorflow.keras.layers import Dense
4 from tensorflow.keras.callbacks import EarlyStopping
5 from sklearn import metrics
6 from sklearn.metrics import accuracy score
7
8 hn 1= 32 # number of neurons in hidden layer 1
9 hn 2= 16 # number of neurons in hidden layer 1
10 model = Sequential()
11 model.add(Dense(hn 1, input dim=trainX.shape[1], ...
activation=activation fuction))# Hidden 1
12 model.add(Dense(hn 2, activation=activation fuction)) # Hidden 2
13
14 #%% MLP classification
15 model.add(Dense(trainX.shape[1],activation='softmax')) # Output
16 model.compile(loss='categorical crossentropy', optimizer='adam', ...
metrics=['accuracy'])
17 model.fit(trainX,trainY,verbose=0,epochs=300,callbacks=[early stopping])
18 predTest = model.predict(testX)
19 predict classes = np.argmax(predTest,axis=1)
20 testAccuracy = accuracy score(predTest,testY)*100
21
22 #%% MLP regression
23 model.add(Dense(trainData.shape[1],activation='linear')) # Output
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24 model.compile(loss='mean squared error', optimizer='adam', ...
metrics=['MSE'])
25 model.fit(trainX,trainY,verbose=0,epochs=300,callbacks=[early stopping])
26 predTest = model.predict(testData)
27 testMSE = metrics.mean squared error(predTest,testY)
NB classification
NB classification.py
1 from sklearn.naive bayes import GaussianNB
2 from sklearn.metrics import accuracy score
3
4 model = GaussianNB()
5 model.fit(trainX,trainY)
6 testAccuracy = accuracy score(predTest,testY)*100
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Sādhanā, 42(7):1143–1153, 2017.
[78] Xiao Jian Yi, Yue Feng Chen, and Peng Hou. Fault diagnosis of rolling element
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Health assessment and life prediction of cutting tools based on support vector
regression. Journal of Intelligent Manufacturing, 26(2):213–223, 2015.
[119] Chengliang Li, Zhongsheng Wang, Shuhui Bu, Hongkai Jiang, and Zhenbao Liu.
A novel method based on least squares support vector regression combing with
strong tracking particle filter for machinery condition prognosis. Proceedings of the
Institution of Mechanical Engineers, Part C: Journal of Mechanical Engineering
Science, 228(6):1048–1062, 2014.
[120] Yuan Xie and Tao Zhang. The application of echo state network and recurrent
multilayer perceptron in rotating machinery fault prognosis. In 2016 IEEE Chinese
Guidance, Navigation and Control Conference (CGNCC), pages 2286–2291. IEEE,
2016.
[121] Wilson Q Wang, M Farid Golnaraghi, and Fathy Ismail. Prognosis of machine
health condition using neuro-fuzzy systems. Mechanical Systems and Signal Pro-
cessing, 18(4):813–831, 2004.
[122] Rui Guo, Yongtao Li, Lijiang Zhao, Jingyi Zhao, and Dianrong Gao. Remaining
useful life prediction based on the bayesian regularized radial basis function neural
network for an external gear pump. IEEE Access, 8:107498–107509, 2020.
[123] RCM Yam, PW Tse, L Li, and P Tu. Intelligent predictive decision support
system for condition-based maintenance. The International Journal of Advanced
Manufacturing Technology, 17(5):383–391, 2001.
[124] Jiujian Wang, Guilin Wen, Shaopu Yang, and Yongqiang Liu. Remaining useful
life estimation in prognostics using deep bidirectional lstm neural network. In 2018
Prognostics and System Health Management Conference (PHM-Chongqing), pages
1037–1042. IEEE, 2018.
Bibliography 180
[125] Jichao Hong, Zhenpo Wang, and Yongtao Yao. Fault prognosis of battery sys-
tem based on accurate voltage abnormity prognosis using long short-term memory
neural networks. Applied Energy, 251:113381, 2019.
[126] Min Xia, Teng Li, Tongxin Shu, Jiafu Wan, Clarence W De Silva, and Zhongren
Wang. A two-stage approach for the remaining useful life prediction of bearings
using deep neural networks. IEEE Transactions on Industrial Informatics, 15(6):
3703–3711, 2018.
[127] Yongzhi Zhang, Rui Xiong, Hongwen He, and Michael G Pecht. Long short-term
memory recurrent neural network for remaining useful life prediction of lithium-ion
batteries. IEEE Transactions on Vehicular Technology, 67(7):5695–5705, 2018.
[128] Global predictive maintenance market. URL https://iot-analytics.com/
predictive-maintenance-companies-landscape-2019/. Accessed: 2020-09-06.
[129] TE Beacham. High-pressure gear pumps. Proceedings of the Institution of Me-
chanical Engineers, 155(1):417–452, 1946.
[130] RH Frith and W Scott. Comparison of an external gear pump wear model with
test data. Wear, 196(1-2):64–71, 1996.
[131] W Wustmann, S Helduser, and W Wimmer. Cfd-simulation of the reversing process
in external gear pumps. In 6th International fluid power conference, Dresden,
volume 31, pages 03–02, 2008.
[132] Andrea Vacca and Marco Guidetti. Modelling and experimental validation of exter-
nal spur gear machines for fluid power applications. Simulation Modelling Practice
and Theory, 19(9):2007–2031, 2011.
[133] D Del Campo, R Castilla, GA Raush, PJ Gamez Montero, and E Codina. Nu-
merical analysis of external gear pumps including cavitation. Journal of fluids
engineering, 134(8), 2012.
[134] Jafar Ghazanfarian and D Ghanbari. Computational fluid dynamics investigation
of turbulent flow inside a rotary double external gear pump. Journal of Fluids
Engineering, 137(2), 2015.
[135] R Castilla, PJ Gamez-Montero, N Ertürk, A Vernet, M Coussirat, and E Codina.
Numerical simulation of turbulent flow in the suction chamber of a gearpump
using deforming mesh and mesh replacement. International Journal of Mechanical
Sciences, 52(10):1334–1342, 2010.
Bibliography 181
[136] Hb Ding, FC Visser, Y Jiang, and M Furmanczyk. Demonstration and validation of
a 3d cfd simulation tool predicting pump performance and cavitation for industrial
applications. Journal of fluids engineering, 133(1):011101, 2011.
[137] Feng Qi, Sujan Dhar, Varun Haresh Nichani, Chiranth Srinivasan, De Ming Wang,
Liang Yang, Zhonghui Bing, and Jinming Jim Yang. A cfd study of an electronic
hydraulic power steering helical external gear pump: Model development, valida-
tion and application. SAE International Journal of Passenger Cars-Mechanical
Systems, 9(2016-01-1376):346–352, 2016.
[138] Influence of approaches in cfd solvers on performance prediction in screw compres-
sors. In International compressor Engineering conference.
[139] Javier Bonet, Antonio J Gil, and Richard D Wood. Nonlinear continuum mechanics
for finite element analysis:Statics. Cambridge university press, 2016.
[140] J Donea, Antonio Huerta, J-Ph Ponthot, and A Rodriguez-Ferran. Arbitrary
lagrangian-eulerian methods, volume 1 of encyclopedia of computational mechan-
ics, chapter 14. John Wiley & Sons Ltd, 3:1–25, 2004.
[141] Andrew J Barlow, Pierre-Henri Maire, William J Rider, Robert N Rieben, and
Mikhail J Shashkov. Arbitrary lagrangian eulerian methods for modeling high-
speed compressible multimaterial flows. Journal of Computational Physics, 322:
603–665, 2016.
[142] Yves Dellanoy and J. L. Kueny. Two phase flow approach in unsteady cavitation
modeling. 1990.
[143] Jean Decaix and Eric Goncalves. Compressible effects modeling in turbulent cavi-
tating flows. European Journal of Mechanics-B/Fluids, 39:11–31, 2013.
[144] Zellman Warhaft. An introduction to thermal-fluid engineering: the engine and
the atmosphere. Cambridge University Press, 1997.
[145] A. J. Favre. Review on space-time correlations in turbulent fluids. Journal of
Applied Mechanics, 32(2):241–257, 06 1965.
[146] Thomas B Gatski and Jean-Paul Bonnet. Compressibility, turbulence and high
speed flow. Academic Press, 2013.
[147] David C Wilcox et al. Turbulence modeling for CFD, volume 2. DCW industries
La Canada, CA, 1998.
Bibliography 182
[148] Brian Edward Launder and Bahrat I Sharma. Application of the energy-dissipation
model of turbulence to the calculation of flow near a spinning disc. Letters in heat
and mass transfer, 1(2):131–137, 1974.
[149] T-H Shih, William W Liou, Aamir Shabbir, Zhigang Yang, and Jiang Zhu. A new
k-epsilon eddy viscosity model for high reynolds number turbulent flows: Model
development and validation. NASA Sti/recon Technical Report N, 95:11442, 1994.
[150] VSASTBCG Yakhot, SA Orszag, Siva Thangam, TB Gatski, and CG Speziale.
Development of turbulence models for shear flows by a double expansion technique.
Physics of Fluids A: Fluid Dynamics, 4(7):1510–1520, 1992.
[151] Emma Frosina, Adolfo Senatore, Dario Buono, Federico Monterosso, Micaela
Olivetti, Luigi Arnone, et al. A tridimensional cfd analysis of the lubrication
circuit of a non-road application diesel engine. Technical report, SAE Technical
Paper, 2013.
[152] Brian Edward Launder and Dudley Brian Spalding. The numerical computation
of turbulent flows. In Numerical prediction of flow, heat transfer, turbulence and
combustion, pages 96–116. Elsevier, 1983.
[153] Joseph Boussinesq. Essai sur la théorie des eaux courantes. Wentworth Press,
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