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Abstract A number of nonlinear microbial models of soil carbon decomposition have been 23 developed. Some of them have been applied globally but have yet to be shown to 24 realistically represent soil carbon dynamics in the field. A thorough analysis of their key 25 differences is needed to inform future model developments. Here we compare two 26 nonlinear microbial models of soil carbon decomposition: one based on reverse Michaelis- 27 Menten kinetics (model A) and the other on regular Michaelis-Menten kinetics (model B). 28 Using analytic approximations and numerical solutions, we find that the oscillatory 29 responses of carbon pools to a small perturbation in their initial pool sizes dampen faster in 30 model A than in model B. Soil warming always decreases carbon storage in model A, but in 31 model B it predominantly decreases carbon storage in cool regions and increases carbon 32 storage in warm regions. For both models, the CO 2 efflux from soil carbon decomposition 33 reaches a maximum value some time after increased carbon input (as in priming 34 experiments). This maximum CO 2 efflux (F max ) decreases with an increase in soil 35 temperature in both models. However the sensitivity of F max to the increased amount of 36 carbon input increases with soil temperature in model A; but decreases monotonically with 37 an increase in soil temperature in model B. These differences in the responses to soil 38 warming and carbon input between the two nonlinear models can be used to differentiate 39 which model is more realistic when compared to results from field or laboratory 40 experiments. These insights will contribute to an improved understanding of the significance 41 of soil microbial processes in soil carbon responses to future climate change. 46 The dynamics of soil carbon in most global biogeochemical models are modelled using first- 47 order kinetics, which assumes that the decay rate of soil carbon is proportional to the size of 48 soil carbon pool. This approach has been recently questioned on theoretical grounds 49 (Schimel and Weintraub, 2003; Fontaine and Barot, 2005) (Manzoni and Porporato, 2007; Wang et al., 2014) in their 65 dynamics that are not observed in the real world systems. Therefore it is important to 66 improve understanding of the behaviour of these nonlinear models before they are used in 67 earth system models for informing climate decisions. 68 Nonlinear microbial models can explain why the decomposition rate of recalcitrant organic 69 soil carbon varies after the addition of easily decomposable organic carbon to soil; which is 70 known as the priming effect (Kuzyakov, Friedel and Stahr, 2000) . This response has been both microbial biomass and substrate concentration (Schimel and Weintraub, 2003) , rather 78 than on substrate concentration only, as assumed in conventional linear models. 79 This sensitivity of soil carbon decomposition to the input of additional carbon has important 80 implications for the storage of carbon by the biosphere in response to climate change. Soil 81 is the largest land carbon pool and therefore the direction and magnitude of the global 82 carbon-climate feedback strongly depends on the responses of soil carbon to future 83 warming (Jones and Fallow, 2009; Hargety et al., 2014) . 84 A number of nonlinear models have been developed that explicitly account for the dynamics 85 of the soil microbial community (Parnas, 1978; Smith, 1979 forms of carbon, nitrogen and phosphorus and their transformation via abiotic (such as 92 adsorption and desorption) and biological processes by different groups of soil microbes. 93 The soil models developed by both Parnas (1978) and Smith (1979) (Wutzler and Reichsentein, 2013) , and to predict soil carbon responses to global change 109 (Wieder et al., 2013; Sulman et al., 2014) . Some studies have explored the mathematical 110 properties of these nonlinear models in detail (Manzoni et al. 2004; Manzoni and Porporato, 111 2007; Raupach, 2007; Wang et al., 2014 are examples). However to date these have been 112 predominantly restricted to obtaining insights for individual models and with a specific 113 parameterization. 114 In this study we use mathematical analysis to improve our understanding of the key 115 properties of nonlinear microbial models. For simplicity and analytic convenience, we 116 choose two simple types of nonlinear microbial models: one with regular Michaelis-Menten 117 kinetics and other with the reverse Michaelis-Menten kinetics. These models can be 118 considered as two special cases of the more general kinetics discussed by Tang (2015) . 119 These two simple formulations are amenable to analytic approximations, whereas the 120 formulations with more general kinetics, such as the equilibrium chemistry approximations, 121 are not. We only represent three soil carbon pools with each model and ignore abiotic 122 processes for simplicity, despite these being potentially important under certain conditions 123 (see Tang and Riley, 2014 for an example). In comparing the two nonlinear microbial models, 124 we use the standard mathematical technique to analyze their responses to a small 125 perturbation (see Wang et al. 2014 ), such as a step change in soil temperature or carbon 126 input, or whether two models exhibit oscillatory behavior under what conditions, and how 127 the analytic approximations to the exact model solutions differ between the two nonlinear 128 models. We address the following questions: (1) how do the responses of these two models 129 to soil warming differ and why? (2) can both models simulate the response of soil carbon We consider two nonlinear soil microbial models: model A, which uses reverse Michaelis- 136 Menten kinetics and model B, which uses regular Michaelis-Menten kinetics (specified 137 below). Both models have three carbon pools: litter carbon, microbial biomass and soil 138 carbon. 139 Model A is based on the nonlinear microbial model of soil carbon described Wutzler and 140 Reichstein (2013; their model A1). Their original model has four pools, modelled by is microbial growth efficiency, K b and K m are two empirical constants in g C m -2 for the 151 dependence of the consumption of litter carbon or assimilable carbon by soil microbes. 152 In this study we are interested in the responses at time scales greater than 1 year. We 153 therefore assume that C m is at steady state (dC m /dt=0) because of its relatively fast turnover 154 (less than a few days). Therefore the dynamics of microbial biomass, C b , can be simplified to
Introduction
(5) 156 Model A as used in this paper consists of eqns (1), (2) and (5) unless otherwise specified. 157 This type of formulation was also used by Schimel and Weintraub, (2003) When carbon input, F npp is equal to zero, the steady state solution is zero for litter and soil 176 carbon pools for both models (a trivial solution). When F npp >0, the steady state solutions to 177 Model A are:
179 * = , and (10)
The steady state solutions to model B are: Table   196 1 for their default values). 197 Previously there has been debate about the temperature sensitivities of ε and µ b (see Frey not, based on a laboratory soil warming experiment. Here we will explore the consequence 203 of different assumptions about the temperature sensitivities of ε and µ b on the simulated 204 response of soil carbon to warming by the two models (see Section 3.2). 205 We also assume that three additional model parameters in model A, K b , µ l and µ s depend on 206 soil temperature exponentially, with 207 Table 1 . 213 For model B, we assume that K l , K s , V l and V s increase with soil temperature exponentially; 
where K lR , K sR , V lR and V sR are the values of K l , K s , V l , and V s at the reference soil 220 temperature (T R ), respectively; and β kl , β ks , β vl and β vs are four empirical constants for model 221 B (see Table 1 ). 230 We derived and used analytic solutions whenever possible for comparing the two models. 231 Specifically, we mathematically analyzed the temperature dependence of steady state soil 232 carbon pool size, and derived an analytic approximation of soil temperature at which 233 equilibrium soil carbon is at a minimum (e.g. eqn B4 for model B). We also derived an 234 approximate solution for the maximum CO 2 loss from soil carbon decomposition after the 235 increased carbon input for each model (eg. Eqn C12 for model A and C15 for model B). 236 When an analytic solution was not possible or too cumbersome, we used numerical 237 simulations to show the differences between the two models in their responses of carbon 238 pools to a small perturbation in litter or microbial carbon pool sizes, and the response of 
Analytic solutions and numerical simulations

Results
242
Before comparing the responses of our models to soil warming and increased carbon input, 243 we first analyse some key properties of their responses to a small perturbation, i.e. whether 244 both models oscillate in response to a small change in their initial pool sizes and what 245 determines the period and amplitude of the oscillation. As a step change in soil temperature 246 or carbon input can be considered to be a perturbation, identifying differences in those key 247 properties will help us understand the differences in the responses of the two models to soil 248 warming and increased carbon input. 249 The response of model B to perturbation has already been analysed by Wang et al., (2014), 250 and will not be elaborated here, but the results from that analysis will be used to compare 251 the period and amplitude of the response to perturbation to that of model A. To illustrate how the responses of carbon pools to a small perturbation differ between the 274 two models, we numerically simulated the recovery of all three carbon pools in each model 275 after a 10% reduction at time t=0 in both litter and microbial carbon from their respective 276 steady state values, while no perturbation was applied to soil carbon at t=0 (see Figure 2 ). 277 The amplitude of the initial oscillation is about 70 g C m -2 for the litter pool (see Figure 2B ) 278 and 7 g C m -2 for the microbial carbon pool (see Figure 2D ) in model B, compared to about 279 25 g C m -2 (see Figure 2A ) for the litter pool and 4 g C m -2 for the microbial pool (see The oscillatory response can be mathematically characterized by its half-life (t 0.5 ) and period 283 (p). For a stable oscillatory response, the amplitude of the oscillation decays exponentially. 284 The time for the amplitude to reach 50% of its initial value is defined as the half-life time 285 (t 0.5 ). The smaller t 0.5 , the faster the oscillation dampens. As explained in Appendix A, values 286 of t 0.5 and p for model A are much smaller than model B for any given soil temperature and 287 perturbation. This explains why the oscillatory response of model A dampens much faster 288 than model B. 289 There are significant differences in the response of soil carbon between the two models. 290 While there is no response of soil carbon to a small perturbation in litter carbon and 291 microbial biomass in model B, soil carbon in model A decreases initially to a minimum value 292 at 5 years after the perturbation, then gradually increases to its steady state value. These 293 differences in the response of soil carbon between the two models can be explained by the 294 differences in the structure of eigenvectors for litter carbon and microbial biomass between 295 the two models (see Appendix A for further details). temperature is below T x , and will increase otherwise. 315 The value of T x for model B depends on three parameters: the fraction of carbon input 316 directly into the soil pool (a), microbial biomass turnover rate (µ b or its temperature 317 sensitivity b) and microbial growth efficiency (ε or its temperature sensitivity x). Figure 3a 337 We compare the simulated responses of soil carbon to litter addition by the two models 
The response of soil carbon to an increased litter input
362
By tuning values of two model parameters (µ bR and K bR ) (see Table 1 ), we obtained an initial 363 microbial biomass carbon 240 g C m -2 for both models, very close to the measured microbial Figure 5 ). 374 The additional CO 2 efflux from the decomposition of soil carbon in the litter addition 375 treatment was estimated to be 180±50 g C m -2 year -1 by Sayer et al., (2011) , which was quite 376 well simulated by model B (105 g C m -2 year -1 ) (see Figure 5B ), but was underestimated by 377 model A (29 g C m -2 year -1 ) (see Figure 5A ). 378 The difference in the simulated response of soil organic carbon decomposition to increased 379 litter input by the two models can be explained by differences in their substrate kinetics. 380 The rate of carbon loss from the decomposition of soil carbon depends on both soil carbon 381 and microbial biomass in both models. Because soil carbon is unlikely to change significantly 382 within a few years, the rate of CO 2 emission from soil carbon decomposition will largely 383 depend on microbial biomass, and that dependence is nonlinear following the reverse 384 Michaelis-Menten equation in model A (see eqn 2), but is linear in model B (see eqn 7). 385 Therefore the simulated response of soil organic carbon decomposition to increased litter 386 input by model B is more sensitive to microbial biomass than model A. To understand the differences of the responses of our two models to litter addition at 391 different rates and soil temperatures for any parameter value, we use the analytic 392 approximations to maximum CO 2 efflux from the priming treatment for each model to 393 identify key differences in their response to priming. 394 Priming is defined as the change of organic carbon decomposition rate after the addition of In both models, the equilibrium soil microbial biomass is proportional to carbon input (see 409 eqns 11 and 13). In the primed treatment, the amount of carbon added at t=0 usually is well 410 above the rate of the carbon input under natural conditions, and no further carbon is added. 411 Therefore the microbial biomass will increase until reaching a maximum value, then 412 decreases with time after t=0. 413 As shown in Appendix C, the maximum CO 2 efflux from soil carbon decomposition in the 414 primed treatment, F max , depends on the maximum microbial biomass and microbial growth 415 efficiency for both models, and also on soil carbon turnover rate for model A (see eqn C12 416 for F A ), and on the microbial turnover rate for model B (see eqn C15 for F B ). 417 Figure 6 shows that F max (or F A for model A, F B for model B) increases with carbon input, and 418 decreases with an increase in soil temperature for both models. However, the sensitivity of 419 F max to carbon input at different soil temperatures is different between the two models. For 420 model A, the sensitivity of F max to carbon input is greatest around 25 o C, and is quite small at 421 < 5 o C. For model B, the sensitivity of F max to carbon input decreases with an increase in soil 422 temperature (see Figure 6 ). 423 The sensitivity of F max to soil temperatures in both models can be explained by the analytic 424 approximations (eqn C12 for model A and C15 for model B). Maximum CO 2 efflux is 425 proportional to soil carbon in model A, and to the maximum microbial biomass in model B. 426 Both soil carbon and maximum microbial biomass in both models decrease with an increase 427 in soil temperature for the parameter values we used (see Figure 6c ), therefore F max also 428 decreases with an increase in soil temperature. 429 Differences in the sensitivity of F max to carbon input at different soil temperatures in the two 430 models can also be explained by their respective analytic approximations, particularly the 431 dependence of maximum microbial biomass on both carbon input and initial microbial 432 biomass in model A (see eqn C11) and on equilibrium litter carbon pool size in model B (see 433 eqn C14), because F max depends on the maximum microbial biomass in both models. In 434 model A, F A nonlinearly varies with maximum microbial biomass (see Eqn C12), which 435 increases linearly with carbon addition at t=0 (∆C l ) and varies nonlinearly with the initial 436 pool size of microbial biomass ( * (see Eqn C11). Because * increases with a decrease in soil 437 temperature or an increase in ∆C l (see Figure 6c ), F A increases with an increase in ∆C l (either directly 438 Eqn C11 or via the effect on * ), and with a decrease in soil temperature (via the temperature 439 dependence of * ). 440
In model B, the sensitivity of F B to carbon input is determined by the maximum microbial 441 biomass (C bmax,B ), which varies with equilibrium litter pool size ( * ) following the regular 442 Michaelis-Menten equation (C bmax,B ∝ M l in eqn C14) for a given amount of carbon input 443 (∆C l ). The equilibrium litter carbon pool size increases with soil temperature, and is 444 independent of carbon input based on eqn (12) (see Figure 6d ). When soil temperature is 445 low, * is low, therefore sensitivity of F B to carbon input is high. When soil temperature is 446 high, * is high and the sensitivity of F B in model B to carbon input is low because of 447 saturating response in the regular Michaelis-Menten equation. 448 
Discussion
449
Here we analysed the responses of different carbon pools to perturbation, soil warming and 450 increased carbon input in two nonlinear microbial soil carbon models. Table 2 clearly showed the importance of physical protection of microbial by-products in forming 490 stable soil organic matter, and its implications for the response of global soil carbon to 491 carbon inputs. This mechanism has been recently incorporated into a nonlinear soil 492 microbial carbon model (Wieder et al., 2014) . Whether the large oscillatory responses of 493 model B will be significantly dampened by the addition of such physical protection 494 mechanism is yet to be studied. 495 The two models also have quite different sensitivities to soil warming (see Table 2 ), 496 particularly in warm regions. Results from a decade-long soil warming experiment showed 497 that warming did not reduce soil carbon, because plant carbon production increased as a 498 result of the increased availability of soil mineral nitrogen in a nitrogen-limited forest 499 (Melillo et al., 2002) . However this is quite a different mechanism because model B in our 500 study does not include a nitrogen cycle nor the response of carbon input to warming. 501 Overall both models can simulate the priming response to a change in carbon inputs, 502 although model A simulates a weaker response than model B and the sensitivities to carbon 503 input at different soil temperature are different between the two models, particularly under 504 cool climate conditions (see Table 2 ). So far, results from litter manipulation experiments in 505 the field have not been analysed for their sensitivity to soil temperature. The differences in 506 the responses of soil carbon decomposition to an increased carbon input we identified 507 between the two models can also be used to assess which model is more applicable in the 508 field using experiments with different carbon input under cool (mean annual air 509 temperature <10 o C) and warm (mean annual temperature >20 o C) conditions. If the 510 sensitivity of soil carbon decomposition to an increased carbon input under cool conditions 511 is greater than that under warm conditions, then model B is more appropriate than model A. 512 This has yet to be tested. of soil carbon decomposition to soil temperature, therefore the static dependence of 520 microbial processes on soil temperature as used in our study may not be applicable. Our 521 simplification of the soil microbial community and soil carbon fractions is necessary for 522 analytic tractability, but may also limit the applicability of our results to field experiments. 523 For example, Allison (2012) showed that the apparent kinetics of soil carbon decomposition 524 can vary with the spatial scale: the regular Michaelis-Menten kinetics at microsites coupled 525 with an explicit representation of different strategies for facilitation and competition among 526 different microbial taxa generated litter carbon decomposition kinetics similar to the 527 reverse Michaelis-Menten equation. Therefore the identified differences between the two 528 models should vary with spatial scale. 529 The regular and reverse Michaelis-Menten kinetics can be considered as two special cases of 530 a more general kinetics, as discussed by Tang (2015) . Both models use different mass 531 balance constraints (see Tang 2015) , which are unlikely to hold across a wide range of 
Conclusions
545
This study analysed the mathematical properties of two nonlinear microbial soil carbon 546 models and their responses to soil warming and carbon input. We found that the model 547 using the reverse Michaelis-Menten kinetics (model A) has shorter and more frequent 548 oscillations than the model using regular Michaelis-Menten kinetics (model B) in response 549 to a small perturbation. 550 The responses of soil carbon to warming can be quite different between the two models. 551 Under global warming, model A always simulates a decrease in soil carbon, but model B will 552 likely simulate a decrease in soil carbon in temperate and boreal regions, and an increase in 553 soil carbon in tropical regions, depending on the sensitivities of microbial growth efficiency 554 and microbial biomass turnover rate. 555 The response to carbon input varies with soil temperature in both models. The simulated 556 maximum response to priming by model A generally is smaller than that by model B. The 557 maximum rate of CO 2 efflux from SOC decomposition (F max ) to carbon input in the primed 558 treatment decreases with an increase in soil temperature in both models, and the sensitivity 559 of F max to the amount of carbon input increases with soil temperature in model A; but 560 decreases monotonically with an increase in soil temperature in model B.
561
Based on those differences between the two models, we can design laboratory or field 562 experiments to assess which model is more applicable in the real world and, therefore, 563 advance our understanding of the importance of microbial processes at regional to global The steady state soil carbon pool size of model A is
The first term on the right-hand side of eqn (B1) always decreases with an increase in T s , and 764 the second term has two parts: 1 + − 1 and . Because Both K b and ! increase 765 with T s exponentially, and the sensitivity ! to T s is much greater than K b , therefore 766 always decreases with an increase in T s , and that decrease is much greater than the increase 767 in 1 + − 1 with T s . As a result, the second term also decreases with an increase in 768 soil temperature, independent of temperature sensitivity of µ b . In summary for model A, Here we assume that all pools are at equilibrium just before the priming treatment at t=0. being constant, and the maximum CO 2 efflux from the priming treatment will occur when 798 the microbial biomass reaches a maximum after t=0. Therefore we will use a second-order 799 Taylor expansion to obtain the approximate solutions to the timing and magnitude of 800 maximum CO 2 efflux from the soil carbon decomposition in the priming treatment for each 801 model. 802 For model A, eqn(1) and (2) for both treatments after t>0 becomes As the litter pool size at time t=0 is above its equilibrium value, the microbial biomass will 806 likely increase after t=0 and then reach its maximum value. Then those three equations can be written as 
