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Abstract
The calibration of two popular density functionals (B3LYP and BP86) for the prediction of isomer shifts (IS) in 57Fe Mo¨ssbauer
(MB) spectra is reported. A linear correlation between non-relativistically calculated theoretical electron densities and
experimentally measured ISs is established. Both functionals lead to accurate predictions of MB ISs with standard deviations on
the order of approximately 0.1 mm s1 over a range of approximately 2 mm s1. The correlation holds for complexes of different
total charge, total spin, valence state at the iron, coordination number and coordination geometry. A detailed analysis of the
contributions to the IS is presented. It is shown that the important contributions are: (a) the variation of the 3s-contribution which is
mainly caused by differing shielding according to the d-population of the metal; and (b) variations in the valence shell contribution.
The latter contribution accounts for approximately 70% of the totally observed variation. The interpretation of the valence
contribution is complex and involves contributions from changes in covalencies, orbital distortions due to bonding and shielding
effects. The changes in metal/ligand distances are also an important factor, which influences the shape of the 4s-orbital and
therefore modulates ISs.
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1. Introduction
Due to the favorable nuclear properties of 57Fe and
the abundance and importance of iron in biological
systems, 57Fe Mo¨ssbauer (MB) spectroscopy has be-
come one of the most important and successful spectro-
scopies in bioinorganic chemistry. Reviews that
document the impressive impact that MB spectroscopy
has for the solution of inorganic [1/3] and bioinorganic
[4/6] problems are available. Of particular importance
is the possibility of combining MB spectroscopy with
rapid freeze quench techniques to study short lived
intermediates. In general, MB spectroscopy always
senses all iron in a given sample. Thus it is applicable
no matter what the charge and valence state of the iron
is or whether the molecule as a whole is paramagnetic or
diamagnetic or involved in magnetic coupling. This is an
important aspect because other techniques such as EPR
and also largely MCD spectroscopy are limited to
paramagnetic species.
The primary parameters that are obtained from a MB
spectrum are the isomer shift (IS) and the quadrupole
splitting (QS) of a given iron center [1]. Both quantities,
despite being related to the total electron density and not
to the spin density, are sensitive reporters of the valence
and spin state of the iron. The QS is proportional to the
electric field gradient at the iron nucleus. This quantity
is relatively easy to compute by molecular orbital (MO)
theory and therefore a number of DFT studies have
appeared that demonstrate the usefulness of such
calculations (for recent examples see Refs. [7/20]). In
contrast, significantly fewer studies address the predic-
tion of ISs from MO theory which is proportional to the
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electron density at the nucleus according to Eq. (1)
[1,2,21]:
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Here, Z is the nuclear charge of the MB absorber, S (Z )
is a relativistic correction factor, e0 is the elementary
charge, R is one-half the sum of the radii of the MB
nucleus in the ground and excited state and dR is the
difference of the two radii. rA0 (0) is the (non-relativistic)
electron density at the nucleus for the MB absorber and
rS0(0) is the same quantity for a given standard (usually
iron foil). Since all factors except the electron density of
the absorber are constant for a given MB isotope, it is
sufficient for our purposes to consider the following
simple equation for the IS:
da[rA0 (0)b] (2)
with constants a and b to be determined in the
calibration procedure described below and rA0 (0) is
calculated by MO theory.
IS calculations have a rather long history. Initially the
calculations were focused on free atoms and ions and
how the electron density is influenced by the atomic
configuration [22/24]. These calculations lead to the
concept of shielding by 3d-electrons. The variation of
the electron density at the nucleus with varying 3d-
occupation was ascribed to the different extents of
shielding of the nuclear charge of the s-shells by the
3d-electrons. Ever since this explanation has also been
used to explain the variation of the IS with valence state
in molecules. Secondly, the early calculations have shed
light on the importance of relativistic corrections on MB
ISs [25/27]. It was found that the relativistic effects
show a remarkable constancy for different atomic
configurations. Therefore, it was found possible to
simply scale the non-relativistically calculated electron
density by an element specific constant, S (Z ), in order
to arrive at ‘quasi-relativistic’ estimates of the electron
density at the MB absorber. For iron, this relativistic
correction factor is in the range 1.3/1.4. An author-
itative review of the early work has been written by
Freeman and Ellis [28].
The field of molecular IS calculations was pioneered
by Trautwein and co-workers [29/34]. Due to the
computational restriction 30 years ago, they were forced
to use semiempirical valence-only MO methods of the
extended Hu¨ckel type. Thus, the discussion was mainly
focused on orthogonalization corrections and how the
overlap of the core orbitals on the iron with the ligands
modifies the electron density at the nucleus. Successful
interpretations of many experimental results were pos-
sible on the basis of these calculations.
In the 70s and 80s the first high quality Hartree/Fock
level ab initio calculations of non-relativistic electron
densities were reported [35/37]. Satisfactory correlation
between theory and experiment for a series of small iron
complexes was found [35]. Additional first principles
calculations were reported at the Xa-scattered wave
level but are of uncertain accuracy due to the approx-
imations inherent in this methodology [38,39].
More recently, modern methods based on density
functional theory (DFT) have emerged that have proven
to be of great utility for the understanding of many
molecular properties, structures and energetics [40].
Therefore, there has also been renewed interest in the
prediction of 57Fe ISs by these methods. Noodleman
and co-workers have used the Slater orbital based ADF
code to construct linear correlation plots [13,14]. They
observed good agreement between theory and experi-
ment and demonstrated the usefulness of the correlation
for the solution of complex problems of bioinorganic
interest, most notably the key intermediate in the
reaction cycle of methane monooxygenase [14] and the
iron/molybdenum cofactor of nitrogenase [13].
Due to the obvious importance of ISs in bioinorganic
chemistry we have decided to calibrate modern DFT for
the prediction of ISs. In this paper, we report the
technical aspects of this calibration. However, we also
present a detailed analysis of the important factors that
contribute to the systematic variations of the IS with the
chemical nature of the compounds under investigation.
This methodology has been used with good success for
the past 2 years and is very similar to the strategy
employed by Noodleman and co-workers [13,14]. How-
ever, our approach is based on Gaussian orbitals based
DFT which allows us to also include hybrid density
functionals in the evaluation.
Fig. 1. Calibration of the B3LYP method for the prediction of 57Fe
ISs. The calculated electron density at the iron nucleus is plotted versus
the experimentally determined IS for a series of 15 iron containing
compounds (see Table 1).
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2. Results
2.1. Correlation between theory and experiment
Figs. 1 and 2 summarize our results obtained for the
correlation between theoretical electron densities and
experimentally measured ISs for a selection of iron
containing compounds (Table 1). It is evident from the
plots and the linear regression data, that the correlation
is of good quality and can be used to predict the IS with
an accuracy of approximately 0.1 mm s1 or better.
This lends support for the quality of the DFT descrip-
tion of the electronic structures of the compounds under
investigation. The good agreement is also remarkable,
especially for the anions, given that we have completely
neglected any interaction with the crystal lattice or the
solvent. However, it has already been argued in the early
Hartree/Fock based work that such effects are of
limited importance for the prediction of electron den-
sities [35].
From the linear regression, it is seen that the B3LYP
and BP86 functionals (for a definition see Section 4)
predict rather different electron densities at the nucleus
and also differ significantly in the slope of the correla-
tion line (/0.366 vs. /0.402 mms s1 au3). These
slopes in turn differ by approximately 25% from the
Hartree/Fock value of approximately /0.30 mm s1
au3 [35]. These findings demonstrate the theoretical
status of the present calculations*/the absolute num-
bers for the calculated electron densities are of little
interest but the variations closely follow the chemical
trends and are therefore chemically and physically
meaningful. The quality of the correlation is also
remarkable since the present day density functionals
have never been designed with core properties in mind
but are instead constructed as to give good predictions
for energetics and valence properties. It is therefore not
very surprising that the B3LYP and BP86 predictions
for the absolute electron density at the iron nucleus
differ by /10 au3 which is more than the range
covered by the variations along the series of iron
containing compounds. However, the variations in the
electron density are predicted with similar accuracy by
both functionals.
With the iron basis set used in this study, the
Hartree/Fock limit value for the electron density at
the iron nucleus (11903.987 au3, quoted in Ref. [35]) is
approached within 0.8%. The remaining absolute dis-
crepancy (95.443 au3) is still large compared to the
variations within the training set for the IS calibration
Fig. 2. Calibration of the BP86 method for the prediction of 57Fe ISs.
The calculated electron density at the iron nucleus is plotted versus the
experimentally determined IS for a series of 15 iron containing
compounds (see Table 1).
Table 1
Non-local contributions to the electron density at the iron nucleus
rbond rpoint-charge rthree-center 3d-pop 4s-pop dexp (mm s
1) Reference
[Fe(H2O)6]
2 0.132 0.002 0.001 6.281 0.247 1.39 [28]
[FeCl4]
2 0.165 0.004 0.003 6.453 0.282 0.90 [34]
[Fe(H2O)6]
3 0.123 0.002 0.002 5.850 0.237 0.50 [28]
[FeF6]
3 0.166 0.004 0.003 5.857 0.107 0.48 [35]
[Fe(SR)4]
2 a 0.174 0.003 0.001 6.388 0.499 0.65 [63]
[FeBr4]
 0.191 0.004 0.000 6.173 0.376 0.25 [34]
[FeCl4]
 0.215 0.004 0.002 6.165 0.327 0.19 [34]
[Fe(pyS4)(PH3)]
b 0.231 0.005 0.003 6.951 0.420 0.34 [49]
[Fe(pyS4)(NO)]
b 0.194 0.004 0.002 6.783 0.400 0.33 [49]
[Fe(SR)4]
 a 0.165 0.002 0.001 6.178 0.534 0.25 [63]
[Fe(pyS4)(CO)]
b 0.217 0.005 0.003 6.898 0.385 0.19 [49]
[Fe(pyS4)(NO)]
 b 0.132 0.004 0.003 6.763 0.391 0.04 [49]
[Fe(CN)6]
4 1.714 0.382 0.052 6.808 0.151 0.02 [35]
[Fe(CN)6]
3 1.523 0.142 0.171 6.573 0.159 0.13 [35]
[FeO4]
2 0.211 0.002 0.002 6.202 0.122 0.87 [39]
The columns 3d- and 4s-pop show the calculated 3d- and 4s-populations (Lo¨wdin partitioning). All values were calculated by the B3LYP DFT
method. The final two columns show the experimental IS and the reference to experimental data.
a RCH3 in the present calculations. Experimental data are for the active site of Rubredoxin.
b See Section 4 for the definition of the ligand pyS4.
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(5/6 au3; vide infra). However, the deviations are
highly systematic and there is a very large degree of
error cancellation as evidenced by the good correlation
between theory and experiment. It is evidently extremely
difficult to satisfy the nuclear cusp conditions with
gaussian orbitals and we believe that a further increase
in the basis set is neither desirable not necessary.
The variation of the slope of the correlation line with
level of theory is also not entirely satisfying since there
must exist a unique correlation which is defined by the
exact non-relativistic solution of the Schro¨dinger equa-
tion. The significant variations in the slope must there-
fore arise from the cancellation of unknown errors in the
calculations. The slope will also depend on the selection
of the ‘training set’ of molecules used for the calibration.
However, we believe that our calibration set covers a
sufficiently large range of chemically diverse iron con-
taining compounds such that the correlation also
extends to other iron containing coordination com-
pounds.
2.2. Contributions to the electron density
Theoretically the electron density at the nucleus is
calculated via the expression:
r( RFe)
X
A
XA
m
X
B
XB
n
Pmn8Am ( RFe)8Bn ( RFe) (3)
where 8Am is the m th basisfunction located on atom A
and it is evaluated at the iron nucleus. Pmn is an element
of the first order density matrix that has been obtained
from DFT calculations in this work. From this expres-
sion, the electron density can be decomposed into four
contributions:
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The first contribution, rloc, is due to the core- and
valence-orbitals at the iron center and is the dominant
contribution. The contribution rbond arises from the
overlap of iron orbitals with the surrounding ligands.
The contribution rpoint-charge is a ‘point-charge’ con-
tribution and arises from the electron density in ligand
orbitals that extend to the iron nucleus. Finally, rthree-
center is a ‘distant’ contribution that originates from the
electron density in bonds that are not formed with the
iron center in question.
Since all of the contributions except rloc have
generally been assumed to be negligible we have listed
the values of rbond, rpoint-charge and rthree-center in Table
1. It is evident from this table that, with exception of the
cyano compounds, the point-charge and three-center
contributions are indeed negligible and add nothing
significant to the IS. However, the bond contributions
are not negligible and contribute negatively to the
electron density at the nucleus which corresponds to
deshielding. Although the contributions are small in
absolute magnitude it should be remembered that
variations on the order of 1 au3 are chemically
significant. Thus, given a calibration constant of
approximately 0.4 mm s1 au3 the average value of /
0.2 au3 translates into a contribution to the IS of
approximately /0.1 mm s1. However, with the
exception of the cyano complexes, which show anom-
alous values, the bond-term shows a rather remarkable
constancy over the range of compounds studied and
therefore their neglect is still relatively unimportant in
discussing the trends of the IS within this series.
Alternatively, it is instructive to furthermore examine
the contributions from the core and the valence orbitals
more closely. In this decomposition the electron density
is written:
r( RFe)r1s( RFe)r2s( RFe)r3s( RFe)rval( RFe) (5)
Here r1s( RFe) ½c1s( RFe)½2 is the contribution from the
iron 1s based MO and rval( RFe) is the total valence
contribution obtained by summing up the contributions
of all MOs in the valence region. In Fig. 3, we have
plotted the changes in the 1s, 2s, 3s and valence
contributions to the total electron density relative to
the arbitrarily chosen standard [FeO4]
2. It is clearly
seen in this figure that the contributions from the
variation in the 1s- and 2s-orbitals are unimportant
Fig. 3. Core versus valence contributions within a series of iron
complexes. All values are relative to those of [FeO4]
2 to facilitate
comparison.
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and can be neglected for a qualitative discussion. In
addition, the contributions from the 3s and valence 4s-
orbitals are of the same sign and dominate the variations
observed in the electron density at the iron nucleus. This
behavior also explains the success of the non-relativistic
approximation since the important valence region is
little influenced by scalar relativistic effects such as the
Darwin and mass-velocity contributions. It is also clear
that the 3s-orbital is not a pure core orbital and needs to
be taken into account in first principles calculations on
transition metal complexes [41].
2.3. Correlation of experimental data with orbital
populations
Many qualitative interpretations of MB ISs are highly
focused on the contributions of the 3d- and 4s-popula-
tions to the electron density at the nucleus. An increased
4s-population increases the r (0) while an increased 3d-
population decreases due to enhanced shielding of the
3d-electrons. The orbital populations can, of course, be
calculated by quantum chemical methods. All of the
standard population analysis schemes introduce a cer-
tain amount of arbitrariness in the division of electrons
between the metal and the ligands. However, the trends
are still useful for qualitative interpretation purposes. In
the present work, we have chosen the Lo¨wdin popula-
tion analysis because it is known to be not a basis set
dependent as the Mulliken analysis [42,43]. The 3d- and
4s-populations obtained from B3LYP calculations are
collected in Table 1.
The correlation between orbital populations and ISs
show several interesting trends. While the formal spread
in d-electron count is 4 (/II in [Fe(H2O)6]
2 to/VI in
[FeO4]
2), the actual variation is not more than
approximately one electron (approximately 5.8 3d-
electrons in [Fe(H2O)6]
3 compared to approximately
6.9 electrons in [Fe(CN)6]
4). This result is consistent
with the idea of electroneutrality according to which
atoms in molecules will assume charge states close to
neutral. This expectation is also reasonable due to the
strong Coulomb attraction between negative and posi-
tive charges as has previously been discussed for the case
of [FeO4]
2 [39]. Still, the concept of a dN electron
configuration is very useful since the charge inflow to
the metal occurs via metal/ligand covalency and not via
increase of the formal d-electron count. Thus, argu-
ments that are based on the difference in shielding
ability of two 3d-electrons in [FeO4]
2 versus six 3d-
electrons in [Fe(H2O)6]
2 are suspicious since they
assume a physical situation which is unrealistic (in this
example the difference in 3d-populations is close to
zero). To judge how much the variation of approxi-
mately one d-electron is worth compared to the varia-
tion of one 4s-electron, Hartree/Fock level calculations
were carried out on free iron ions (B3LYP calculations
give similar results). The results in Table 2 show, not
unexpectedly, that the addition of a further 4s-electron
changes r (0) more strongly than addition of a further
3d-electron. The increase in r (0) due to an additional
4s-electron is approximately 50% while an additional 3d-
electron accounts for an increase in r (0) of approxi-
mately 30%. However, in actual complexes the 4s-
population will not exceed a few tenths of an electron
(vide infra). Therefore, the variations in the 3d-popula-
tion of approximately one electron over the series may
have a significant influence on the IS as will be discussed
in more detail in Section 2.4.
The second interesting feature of the population
analysis is the 4s-population. This varies more or less
irregularly throughout the series. A striking feature is
shown in Fig. 4. In the figure it is demonstrated that
there is no discernible correlation between the 4s-
population and the variation in the valence contribution
to r (0) despite the fact that the latter has been shown to
dominate the variations in the IS. Thus, 4s-populations
are a poor guide to the interpretation of ISs in 57Fe MB
spectra. While it is possible that the lack of correlation is
an artifact of the population analysis, the variations in
the valence electron density dominate the experimentally
Table 2
Hartree/Fock level calculation of electron densities at the nucleus for
various configurations of free iron ions
N 3dN4s0 3dN4s1
1 27.865 42.283
2 21.582 32.534
3 16.155 24.699
4 11.635 18.484
5 8.082 13.614
6 5.921 10.144
7 4.564 6.705
All values are in au3 and 11 800 au3 was subtracted.
Fig. 4. Demonstration of the lack of correlation between the
calculated Lo¨wdin 4s-population and the valence contribution to the
electron density at the iron nucleus (B3LYP DFT calculation).
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observed trends. An explanation for this result is
required and will be given in Section 2.4.
2.4. Interpretation of the trends in 57Fe ISs
Since the variation of the valence contribution
dominates the variation of the 57Fe ISs and there is no
discernible correlation of ISs with 4s-populations, we
have hypothesized that the variation is in fact caused by
a change of shape of the 4s-orbital rather than its
occupation. In order to get a impression of how the
radial functions change with the electronic configuration
the Hartree/Fock 4s-radial functions for free-iron ions
of the configuration 3dN4s1 are plotted in Fig. 5. It is
nicely seen how additional 3d-electrons repel the 4s-
electron that becomes considerably more diffuse with
increasing N and consequently also strongly decreased
electron densities at the nucleus. In molecules the
situation is much more complicated as will be shown
below.
The following computer experiment was carried out:
three calculations were done on the tetrahedral halide
anions [FeX4]
,2 (X/F, Cl, Br) which were chosen
because their valence contribution to r (0) is dominated
by a single totally symmetric orbital which can be used
to get insight into the changes that occur in the valence
region.
The first calculation is for the Fe(II) species at the
Fe(II) equilibrium geometry. The second calculation is
for the Fe(III) species at the Fe(II) equilibrium geometry
and the third calculation is for the Fe(III) species at the
Fe(III) equilibrium geometry. The accompanying
changes in r (0) may be decomposed as follows:
In the first step, an electron is removed from the
Fe(II) species. This in itself does not change the r (0)
value because the removed electron is taken from a iron
3d-based MO without iron s-character.
In the second step, the MOs adapt themselves to the
new situation (electronic relaxation). This involves at
least three effects: (1) changes in covalencies due to the
increased effective nuclear charge of the central metal
that makes the 3d-orbitals more available for covalent
bonding; (2) changes in metal/ligand overlap due to
increased mixing of the 4s-orbital with the totally
symmetric ligand orbitals. As discussed before [44],
this necessarily is accompanied by changes in the radial
distribution function due to the subtle interplay of
potential and kinetic energy; and (3) changes in the 4s-
orbital radial function due to the loss of the shielding
exerted by the removed 3d-electron. The effects (2) and
(3) both change the radial distribution function of the
valence 4s admixture in the ligand based valence MOs.
However, they work in opposite directions: as shown
long ago by Ru¨denberg and co-workers [45/47], atomic
orbitals in bonding MOs will tend to expand while those
in antibonding MOs will tend to contract. Since the
MOs with iron 4s admixture are bonding, the radial
function will tend to expand from this mechanism which
should decrease the electron density at the nucleus upon
oxidation. The shielding effect works in the opposite
Fig. 5. Changes in the iron 4s-orbital with the number of d-electrons as predicted by Hartree/Fock calculations for the configuration 3dN4s1 (N/
1/7).
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direction since an electron which shielded the 4s-
contribution from the iron nucleus has been removed.
This together with the expected increased covalency
upon oxidation will tend to increase the electron density
at the nucleus upon oxidation.
In the third step, the geometry and the orbitals relax
to the equilibrium geometry of the Fe(III) species
(geometric relaxation). This again causes changes in
overlaps and covalencies and will lead to further
distortions of the radial functions, which modulate the
electron density at the nucleus.
The results of the calculations are presented in Fig. 6
and Tables 3 and 4. It is seen from the values in Table 3
that both, the electronic and the geometric relaxation
lead to an increase in the electron density at the nucleus.
The electronic relaxation is the a factor of 3/4 more
effective than the geometric relaxation. The interpreta-
tion of these findings is accomplished by the detailed
breakdown of the individual contributions in Table 4.
It is clear that the electronic relaxation leads to a
significant increase in the 3s-density and also a sig-
nificant increase in the valence contribution. In order to
judge the origin of the valence contribution we have
corrected it for the 4s-covalency in the last column of
Table 4. It is observed that during the electronic
relaxation (steps (1)/(2) in Table 4) the covalency
corrected valence contribution is almost perfectly con-
stant for each molecule. Thus, it is concluded that the
shape of the valence 4s-orbital does not change sig-
nificantly during the electronic relaxation. This clearly
argues against a significant contribution from the
orbital expansion effect upon increase in the covalency.
This is also supported from the large increase in the 3s-
contribution during the electronic relaxation. Since the
3s-orbital does not take part in bonding, its changes in
shape are most likely due to changes in the population
of the nearby 3d-electrons. These changes are very
limited. They do, however, have a significant influence
because the 3s-orbital is fully occupied (in contrast to
the 4s-orbital) and it has a approximately 10 times
higher density at the nucleus. We thus conclude that: (a)
the increase in the valence contribution comes from the
increase in covalency due to the higher effective nuclear
charge of the ferric ion versus the ferrous ion which
leads to more pronounced mixing of the 4s-orbital with
ligands orbitals; and that (b) the changes in the 3s-
density are caused by changes in the shielding due to the
3d-electrons. The decrease of the d-population slightly
Fig. 6. Changes in the shape of the valence 4s-contribution due to geometric and electronic relaxation in [FeF4]
,2. Full Line, [FeF4]
2 at its
equilibrium geometry; dotted line, [FeX4]
 at its equilibrium geometry. Drawn is the square of the main contributing valence orbital along the Fe/F
bond (distances are in units of the Bohr radius).
Table 3
Changes in the electron density at the iron nucleus (in au3) with
electronic and geometry relaxations accompanying oxidation from
[FeX4]
2 to [FeX4]
 (XF, Cl, Br) as predicted by the B3LYP
method
F Cl Br
[FeX4]
2 a 14.982 15.696 15.690
Electronic relaxation 1.559 1.304 1.195
Geometric relaxation 0.508 0.235 0.359
[FeX4]
 a 17.049 17.235 17.244
a The value 11 800 au3 was subtracted.
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decreases the shielding experienced by the 3s-electron
which in turn leads to a slightly increased density at the
nucleus.
During the geometric relaxation (step 3) a significant
further increase in the valence contribution is observed
while the 3s-contribution slightly decreases. Further-
more, the covalency corrected valence contribution
increases significantly. These findings are interpreted
as follows: (a) the increase of the 3s-contribution is
mainly due to an increase in the d-population which
accompanies the bond shortening (approximately 0.2 A˚)
which leads to increased shielding; (b) the shape of the
4s-orbital changes and it moves closer to the nucleus
such as to increase the electron density at the nucleus.
This is caused by the repelling effect of the ligand
electrons which move closer to the 4s-region. The
counterbalancing effect of orbital expansion due to
constructive overlap does not appear to be efficient
enough to overcome this repulsion. This effect is nicely
seen in Fig. 6 where we have plotted the main
contributing valence orbital to r (0) along the Fe/F
bond in [FeF4]
,2. It is clearly seen how the ligand
moves closer to the iron in the Fe(III) species. This leads
to an increase of electron density in the bond region
which repels the 4s-contribution which moves closer to
the nucleus as seen in the 3s-, 2s- and 1s-region. Finally,
it ends up with a significantly higher electron density at
the nucleus than in the corresponding Fe(II) species.
Since the 3s-contributions due to geometric and
electronic relaxation partly cancel the net effect is that
the changes in the valence electron density at the nucleus
are the largest contributor to the variations in the IS.
The underlying reasons are fairly complex and involve
changes in shielding due to 3d-electrons, changes in the
covalencies and changes in the shape of the 4s-orbital
due to repulsion effects with ligand electrons and bond
formation.
The trend of electron densities along the halide series
can be explained by the smooth increase in 4s-covalency
from F to Cl to Br which, as has been pointed out
previously [34], follows the nephelauxetic series. Note
also, that the changes in the 3s-contribution decrease
with increasing 3d-covalency along the series. This is a
sensible result since the change in shielding due to
removal of a more delocalized 3d-electron in the
bromide and chloride species is expected to have a
smaller effect than removal of a well localized 3d-
electron in the fluoride species. In addition, the decrease
in the covalency weighted valence contribution is inter-
preted as an 4s-orbital expansion effect due to increasing
covalency along the series.
Table 4
Individual changes that occur upon electronic and geometric relaxation in [FeX4]
,2 (XF, Cl, Br) as predicted by the B3LYP method
1s 2s 3s Val %4s Val/%4s
Fluoride
(1) 10699.884 974.248 138.383 2.467 18.5 0.133
(2) 10699.971 974.181 139.584 2.805 20.1 0.139
D1 0.087 0.067 1.201 0.338
(3) 10699.654 974.098 139.284 4.013 21.7 0.185
D2 0.317 0.083 0.300 1.208
Dtot 0.230 0.016 0.901 1.546
Chloride
(1) 10699.851 974.241 138.472 3.132 32.9 0.095
(2) 10699.712 974.185 139.370 3.737 38.6 0.097
D1 0.139 0.056 0.898 0.605
(3) 10699.688 974.161 139.301 4.085 38.4 0.106
D2 0.024 0.024 0.069 0.348
Dtot 0.163 0.829 0.953
Bromide
(1) 10699.865 974.265 138.547 3.013 37.0 0.081
(2) 10699.745 974.217 139.317 3.606 43.2 0.083
D1 0.120 0.048 0.770 0.593
(3) 10699.707 974.182 139.245 4.110 42.2 0.097
D2 0.038 0.035 0.072 0.504
Dtot 0.158 0.083 0.698 1.097
(1), the [FeX4]
2 species; (2), the [FeX4]
 species at the [FeX4]
2 equilibrium geometry (electronic relaxation); and (3), [FeX4]
 species at the
[FeX4]
 equilibrium geometry (geometric relaxation; all values are in au3). D1, changes from (1) to (2); D2, changes from (2) to (3); Dtot, changes
from (1) to (3); %4s, iron s-character as calculated by a Lo¨wdin analysis and summed over all spin-up and -down valence orbitals; Val/%4s, the
valence contribution to r (0) divided by the percentage 4s character.
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3. Discussion
The present study closely follows early theoretical
work on MB ISs in iron compounds [35,36,43] and
extends it to standard gaussian based hybrid- and
gradient-corrected density functionals. It is demon-
strated that the reliable prediction of MB ISs from
DFT is surprisingly simple and that its interpretation is
surprisingly complex. However, given that sufficient
care is taken in the design of the basis set and the
numerical integration of the DFT procedure, all that is
required is a linear regression between non-relativisti-
cally calculated electron densities at the nucleus and
experimental ISs for a training set of molecules. Since
the calibration appears to be ‘universal’ in the sense that
for a given density functional it holds for compounds of
different total charge, spin state, valence state, coordi-
nation number and coordination geometry, the main
variable involved in the calculation is the atomic orbital
basis set. The choice of density functional appears to be
of minor importance with both, gradient corrected and
hybrid functionals giving good predictions. However,
the correlation must be obtained for each functional and
basis set combination independently since the slope and
intercept of the correlation lines will be very sensitive to
the details of this choice. This is simply a reflection of
the semiempirical character of the correlation that, while
being fairly successful, relies on the cancellation of large
errors. It is clear that there must be a universal
correlation line that results from the exact relativistic
solution of the Schro¨dinger equation. However, present
day theoretical methods are still far from this ultimate
goal and a reliance on error compensation, however
systematic it may be, is the only choice.
A more serious problem is the neglect of relativistic
effects. It is obvious that the scalar relativistic effects
(the Darwin and Mass velocity terms [48]) are largest in
the core region, which is where the interest in the present
study lies. For example, the fully relativistic Dirac/Fock
calculations of Trautwein et al. [30] for the d5 config-
uration of 57Fe gave a value of 15703.951 au3 for the
electron density at the nucleus which is about 3200 au3
higher than the non-relativistic result in the basis set
limit. It is then clear, that the non-relativistic correla-
tions are only successful due to a very large degree of
systematic error cancellation. In fact, the chemically
significant variations are on the order of 0.2% of the
error relative to the fully relativistic calculation. We
rationalize the success of the non-relativistic method by
the almost constant contribution of the 1s and 2s shells
to the electron density at the nucleus, which is where the
relativistic effects are largest. Trautwein and co-workers
[36,37] have proposed to correct the non-relativistic
result by an interpolation formula of the form S/a/
b (ns/6)/c (nd/6) where ns and nd are the number of s-
and d-electrons from the Mulliken population analysis
and a , b , c are numerical parameters with a:/1.3/1.4
being the leading relativistic correction. The applied
correction is rrelativistic(0):/SrUHF(0). We have not
followed this proposal here for two reasons: (1) the
correlation between non-relativistic electron densities
and experimental ISs is already good; (2) the Mulliken
population analysis introduces a significant degree of
arbitrariness in the calculations that is highly dependent
on the basis sets used. This is especially true of the
population of the 4s shell which is strongly affected by
the overlap with the surrounding ligands since the 4s
function has its radial maximum roughly at the position
of the ligand nuclei. We therefore wish to avoid
potential artifacts due to the use of the Mulliken
population analysis; (3) as long as the trends along a
series are of interest the multiplication of the non-
relativistic electron density with a constant scaling factor
(S (Z ) or a) is of no consequence for the quality of the IS
prediction.
It remains to be seen whether fully relativistic (or at
least scalar relativistic) calculations lead to significantly
better agreement with experiment then the simple non-
relativistic approximation used here.
The traditional interpretation of the IS in 57Fe MB
spectra is based on the following assumptions: (a) the
influence of the 3d-electron configuration on the IS
occurs via the shielding effect of the 3d-electrons on the
3s- and 4s-electrons; (b) that the variations in the 3s shell
are dominant; and (c) that the influence of the 4s shell is
via the 4s-population.
The findings of the present study are summarized as
follows: (a) the trend of the 57Fe ISs along the series of
molecules studied here is dominated to approximately
70% by the valence contribution with the remaining
approximately 30% being mainly contributed by
changes in the 3s shell; (b) within the valence contribu-
tion there is no discernible correlation with the 4s-
Lo¨wdin population; (c) the valence contribution shows
sizeable contributions from covalency effects, bond
length (overlap) changes and changes in the shielding
due to 3d-electrons. All of these effects make significant
contribution to the changes in the electron density at the
nucleus. Thus, we believe that careful consideration of
all of them is necessary for a detailed understanding of
ISs. Explanations that only include parts of these
considerations may work for a series of closely related
complexes but probably have a rather limited radius of
applicability.
Finally, we wish to remark that even if the importance
of the 3d-shielding is pronounced, it must be clearly
recognized that between the valencies of Fe(VI) and
Fe(II) the effective d-population does not change by
more than approximately one electron. Arguments that
are solely based on the ionic crystal field picture should
therefore be viewed with caution. The overlap and the
covalency effects as well as bond length changes make
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very important contributions to the variations in the
57Fe ISs. In general, the metal/ligand bond length is an
important factor since it strongly influences the overlap
and covalency. Thus, low-spin and high-valent com-
plexes will tend to have short bonds and small ISs while
high-spin complexes will tend to show longer bond
lengths and larger ISs due to decreased electron densities
at the nucleus. These correlations also help to under-
stand the low ISs commonly observed with strongly
backbonding ligands such as CO and NO which also
show low-spin states and short iron/ligand bond
lengths.
Despite a number of approximations inherent in the
simple method described here, the prediction of 57Fe ISs
from standard DFT appears to be fairly successful. In
addition, we have shown that it is possible to gain a
detailed understanding of the mechanisms that contri-
bute to 57Fe ISs from density functional calculations.
This is particularly interesting for the theoretical study
of short lived intermediates and unstable species that are
conveniently studied by rapid-freeze MB spectroscopy.
Any proposed structure or reaction mechanism must be
consistent with the MB spectral data. It is now possible
to critically judge the quality of the theoretical proposal
not only on energetic grounds, as is frequently done, but
also to test the consistency of the proposed model with
respect to MB spectroscopic data. Several applications
along these lines have been published by Noodleman
and co-workers [13,14] and others are currently under
investigation in our laboratory [35,49].
4. Details of calculations
All calculations were carried out with program
package ORCA [50]. For the ligands the TZV(P) basis
set was used [51] except for the largest molecules
[Fe(pyS4)(X)] (X/NO
, NO, CO or PH3) where a
basis set of polarized double-zeta quality was used for
the ligands [52]. The ligand pyS4 stands for the dianion
2,6-bis-(2-mercapto-phenylthiomethyl)pyridine(2/)
(see Ref. [52]). The abbreviation SR stands for a generic
alkyl-thiolate. In our calculations R/CH3 was chosen.
The TZV(P) basis set is of triple-zeta quality in the
valence region and has one set of polarization functions
on non-hydrogen atoms. For anions one set of diffuse s-
and p-functions was added. For the first row transition
metals we have developed accurate basis sets for
hyperfine and MB calculations. They are based on the
double-zeta basis of Ahlrichs and co-workers obtained
from the TurboMole basis set library. However, the s-
part is left completely uncontracted and three tight
primitive s-functions were added with exponents of 2.5,
6.25 and 15.625 times the largest s-primitive in the
original basis. The metal-d part is of triple-zeta quality
in this basis set. In the valence region two polarizing p-
functions with Wachters exponents [53] and one polar-
izing f-primitive with exponent taken from the Turbo-
Mole library [54] are added.
The presence of tightly contracted basis functions
makes it necessary to carefully adapt the numerical
integration scheme of the DFT procedure in order to get
accurate electron densities in the core-region. As a note
of caution, we have plotted the electron density at the
iron nucleus for Fe3 (6S) as a function of numerical
integration accuracy in Fig. 7 (The number of radial
shells is related to the integration parameter I by nr/
5(I/nA/8) where nA is the row of the periodic table
where a given atom is located). An oscillatory behavior
with an amplitude of approximately 1 au3 is observed.
Thus, the IS predictions would appear to depend
significantly on this technical parameter since the
standard value since the standard integration accuracy
parameter is 4.34 which is well in the oscillatory region.
We have therefore implemented into ORCA a special
procedure that allows to use very dense grids around
individual atoms while keeping standard grids for the
rest of the molecule. This compromise approach ensures
high accuracy for the desired core property but does not
raise the computation times significantly. All calcula-
tions reported in this paper were done with accuracy 7.0.
In the present validation study Lebedev grids with up to
434 angular points were employed that result in
integrated electron densities that are accurate to 104
electrons or better. While the behavior observed here
holds strictly only for the ORCA package it is likely that
similar effects are also encountered in other density
functional programs.
Open shell systems were described with spin-unrest-
ricted Kohn/Sham determinants throughout. In gen-
eral, the spin-contamination was not large in any of the
cases considered (5/10%). The SCF equations were
tightly converged to 106 in the electron density, 107
Fig. 7. Dependence of the electron density at the iron nucleus on the
numerical integration accuracy. B3LYP calculations were carried out
on 6S Fe3.
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Hartree in the total energy and with integral cutoffs of at
least 1010 Hartree.
Two standard functionals, B3LYP [55/59] and BP86
[55,60] were used which are representatives of the classes
of hybrid and gradient corrected functionals, respec-
tively. Our B3LYP implementation is compatible with
that in the Gaussian series of programs with the local
density part being described by the VWN-III parame-
terization [61]. In our BP86 implementation we use the
Perdew/Wang parameterization of the free electron gas
[62].
The geometries used are mainly experimental or
idealized experimental geometries (bond lengths are
collected in Table 5). The geometries of [Fe(pyS4)(X)]
complexes (X/NO, CO, PH3) were optimized at the
BP86 level as described elsewhere [49]. For the calcula-
tions of tetrahedral halide anions [FeX4]
,2 (X/F,
Cl, Br) the optimized Fe/X distances of 1.82, 2.24 and
2.39 A˚ were used for the monoanions and 2.01, 2.33 and
2.56 A˚ for the dianions. The dianions are Jahn/Teller
active and distortion angles Td0/D2d of/6, /4 and /
28 based on preliminary calculations were used. Experi-
mental IS data were collected from several review
articles [1,5,6,34] as well as Refs. [35,49].
5. Supplementary material
The material is available from the authors on request.
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