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Tato diplomová práce se zabývá bezeztrátovou kompresí videa. Čtenář je seznámen se zá-
kladními pojmy a technikami používanými při reprezentaci obrazu. V této práci je také
uveden základní rozdíl mezi bezeztrátovou a ztrátovou kompresí videa a z toho vycházející
omezení bezeztrátové komprese videa. Dále je uvedena základní struktura bezeztrátového
videokodeku. Tato základní struktura je rozebrána na základní bloky a každý blok je de-
tailně popsán. U každého bloku jsou uvedeny různé varianty jeho implementace. Vytvořený
bezeztrátový videokodek byl porovnán se stávajícími bezeztrátovými videokodeky.
Abstract
This master’s thesis deals with lossless video compression. This thesis includes basic con-
cepts and techniques used in image representation. The reader can find an explanation of
basic difference between lossless video compression and lossy video compression and lossless
video compression limitations. There is also possible find a description of the basic blocks
forming the video codec (every block is described in detail). In every block there are intro-
duced its possible variants. Implemented lossless videocodec was compared with common
lossless videocodecs.
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V dnešním světě multimédií je nutné mít účinné a rychlé kodeky. Filmy, hudba a fotografie -
to hýbe světem. S trochou nadsázky lze říci, že natáčet video, snímat fotografie či přehrávat
hudbu, umí i propiska. Jsme však limitováni jednou věcí – velikostí paměti. Přestože se
paměť například mobilních telefonů pohybuje v jednotkách GB, uložením několika videí
dokážeme i takto velkou paměť spolehlivě zaplnit. U videí (obrazových dat obecně) se
vyskytují dva aspekty, kterých využívají kodeky a které umožňují zakomprimovat videa
s menšími paměťovými nároky. Jedná se o redundanci a irelevanci. Oba aspekty budou
detailně uvedeny v kapitole č. 2. Dalším požadavkem je rychlost kodeku. Proces komprese
by neměl trvat neúměrně dlouho a dekomprese by měla probíhat minimálně rychlostí 25
snímků za sekundu, aby se sekvence statických snímků lidskému oku jevila jako plynulý
pohyb. Tyto požadavky na kodek jsou protichůdné a je nutné zvolit určitý kompromis.
Aby bylo jasné, jak velké jsou paměťové nároky nekomprimovaného videa, uvažme ná-
sledující případ. Mějme video o rozlišení 1024 × 768 pixelů. Každý pixel bude uložen ve
formátu RGB24. Jeden snímek videa tedy zabírá 1024 × 768 × 3 bytů (2,25 MB). Pro
vjem plynulého pohybu je nutné za sekundu přehrát 25 snímků. Jedna sekunda videa za-
bírá 56,25 MB. To je obrovské množství dat, které musíme uložit (nemluvě o případu poslání
takového videa počítačovou sítí).
Vysvětlení základních pojmů a úvod do problematiky je uveden v kapitole č. 2. Celá tato
kapitola vymezuje teoretické základy, na kterých se následně opírá praktická část práce, a
proto zde lze nalézt popis multimediálních frameworků a základní strukturu bezeztrátových
videokodeků. V této struktuře jsou tři základní bloky, které jsou v této kapitole rovněž
popsány a jsou uvedeny také jejich možné varianty.
Kapitolou č. 3 začíná praktická část celé práce. Je zde popsáno jádro bezeztrátového
videokodeku a způsob napojení na vybrané frameworky. Srovnání s běžně používanými
bezeztrátovými videokodeky obsahuje kapitola č. 4, ve které jsou také srovnány funkční
bloky implementovaného videokodeku a vyhodnocení jejich vlivu na účinnost a rychlost
videokodeku. V závěru kapitoly je uvedeno profilování videokodeku a určení nejpomalejších
pasáží.
Ačkoliv je valná většina videokodeků ztrátová, existují obory, kde je použití bezeztrá-
tové komprese videa přinejmenším vhodné. Tímto oborem může být uložení medicínských
dat, slavných obrazů nebo počítačové vidění, protože nekvalitní obraz může značně ovliv-
nit výsledek úlohy počítačového vidění (např. detekce pohybujícího se objektu ve videu).
Bezeztrátové videokodeky se často objevují jako podbloky v celém komplexu ztrátového
videokodeku. Jejich úlohou je bezeztrátově zkomprimovat mezivýsledky ztrátové komprese,




Pro uvedení čtenáře do problematiky a pro dokonalé pochopení následujích pasaží je nutné
vysvětlit základní pojmy spojené s multimédii a kompresí obecně. V nasledující kapitole se
lze dočíst o reprezentaci obrazu, struktuře bezeztrátového videokodeku, kdy je u každého
jejího bloku uveden detailní rozbor.
2.1 Základní pojmy
2.1.1 Obraz
Obrazové signály [9] jsou multidimenzionální. Fotografie je průmětem prostoru do roviny
(3D =⇒ 2D). Video je průmětem 4D prostoru (3 souřadnice + čas) do 3D (pouze 2 souřad-
nice + čas). Analogový obraz je spojitá funkce z(x, y) prostorových souřadnic x (vodorovný
směr) a y (svislý směr) pro x, y ∈ (−∞,∞), běžně se mu říká 2D signál. Při počítačovém
zpracování (převod analogového signálu na digitální) probíhá vzorkování v obou směrech.
Proměnnou x nahradí vodorovné počítadlo vzorků l a y nahradí svislé počítadlo vzorků k.
Vzorek x[k, l] se nazývá pixel. Obraz je tedy celý rozdělen na elementární plošky – pixely.
Při reprezentaci obrazu v počítači je také nutné omezit velikost obrázku (kvůli konečné ve-
likosti paměti). Pouze L pixelů vodorovně (L sloupců) a K svisle (K řádků). Hustota bodů
na skutečnou jednotku délky se nejčastěji udává v dpi. Je nutné dodržet vzorkovací teorém,
který říká, že vzorkovací frekvence musí být minimálně dvojnásobně větší než maximální
frekvence ve vzorkovaném signálu. Dalším nutným úkonem je kvantování vzorků (jedná se
o nevratný proces). Je k dispozici pouze omezený počet kvantovacích hladin. Navzorko-
vané hodnoty se kvantují, takže jsou podle určitého pravidla přiřazeny do předem jasně
daného počtu kvantovacích hladin. Pro obrázek ve stupních šedi je to 256 kvantovacích
hladin, což znamená, že pixel v obraze může nabývat pouze 256 hodnot (nejčastěji 0−255).
Dvourozměrná matice X reprezentuje obraz o rozměrech L×K pixelů.
X[k, l] =

x[0, 0] x[0, 1] . . . x[0, L− 1]
x[1, 0] x[1, 2] . . . x[1, L− 1]
. . . . . .
. . . . . .
x[K − 1, 0] x[K − 1, 1] . . . x[K − 1, L− 1]
 (2.1)
Pro obraz ve stupních šedi (256 kvantovacích hodnot) vypadá matematický zápis násle-
dovně: x[k, l] : 〈0, L〉 × 〈0,K〉 → 〈0, 255〉.
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Na následujícím obrázku je jednorozměrný analogový signál, který se navzorkuje, čímž je
získán určitý počet vzorků (dle vzorkovací frekvence). Pro kvantování jsou například určeny
tři kvantovací hladiny 0; 0, 6; 1. Mapování vzorků do jedné ze tří kvantovacích hladin se bude
řídit dle těchto tří pravidel.
Hodnota vzorku Kvantovací hladina
x < 0, 4 0
0, 4 ≤ x < 0, 8 0, 6
x ≥ 0, 8 1
Tabulka 2.1: Přiřazení kvantovací hladiny na základě navzorkované hodnoty
Obrázek 2.1: Ukázkový jednorozměrný signál/Ukázkový signál po navzorkování
Obrázek 2.2: Navzorkovaný signál po kvantování
Na obrázku 2.2 je signál po kvantování. Je zřejmé, že čím více bude kvantovacích hladin,
tím přesnější bude aproximace vstupního signálu.
2.1.2 Video
Sekvence statických obrázků promítaných v rychlém sledu za sebou je nazývána videem
[19]. Přestože jsou mezi sousedními obrázky rozdíly, nedokonalostí lidského vnímání, pře-
devším rychlost interakce a zpoždění mezi zrakem a mozkem, je takto sekvence vnímána
jako plynulý pohyb. Tento princip je známý už od konce 19. století, kdy bratři Lumiérové
položili základy kinematografie.
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K vytvoření iluze pohybu postačuje 25 snímků za sekundu, což je i televizní norma.
Jednoduchým výpočtem lze zjistit, že minutové video obsahuje 1 500 snímků. Jedná se o
velké množství informací, a proto je nutné důkladně odebírat přebytečné informace, čímž
citelně snížíme datový tok a výrazně neklesne kvalita.
Obraz se na průmětnu zobrazuje buď celý najednou či prokládaně. Prokládání je způ-
sob, kterým analogové televize vykreslují obraz (jedná se o střídání lichých a sudých řádek).
Původním významem prokládáním bylo zamezení blikání na starých televizních přijímačích
a také vytvoření iluze zobrazení 50 snímků za sekundu, přestože je jich ve skutečnosti jen
25. Televizní signál totiž střídá snímky s lichými a sudými řádky, a to každou padesá-
tinu sekundy jeden. Prokládání má velké množství nevýhod, které převažují nad výhodami.
Prokládaně umí zobrazovat pouze analogové televize. Plazmové televize, projektory či počí-
tačové monitory zobrazují vždy celý snímek naráz. Největší problém způsobuje prokládání
při přehrávání či editaci videa na počítači. Počítačový monitor nedokáže zobrazit obraz
prokládaně a zobrazuje celé snímky složené z půlsnímků, ty ale nebyly pořízeny ve stejný
čas, takže se liší poloha pohybujících se objektů.
2.1.3 Typy komprese
Z pohledu zpětné rekonstrukce zakomprimovaných dat dělíme kompresi [17] na dvě základní
skupiny – ztrátová a bezeztrátová. Bezeztrátový kodér bere vstupní data, kompresním al-
goritmem je zakomprimuje do výstupního souboru. Bezeztrátový dekodér má na vstupu
výstupní soubor kodéru a pomocí dekompresního algoritmu dává na výstup data. Tato
data musí být v případě bezeztrátové komprese totožná se vstupními daty kodéru. Beze-
ztrátové kodeky dokáží odstranit pouze redundanci, což je činí méně účinnými než kodeky
ztrátové. Redundanci si lze představit jako opakování stejné informace několikrát. Násle-
dující obrázek ukazuje redundanci a způsob jejího odstranění.
A =
 7 7 77 7 7
7 7 7
 =⇒ (9, 7)
Matice A představuje výřez obrazu, ze kterého lze vidět, že obsahuje devět stejných hodnot
pixelů, a proto není nutné uložit všech devět hodnot, ale stačí pouze dvojice, kdy první
člen určuje počet výskytů a druhý člen hodnotu pixelu. Po zakomprimování této dvojice je
dekodér schopen vstupní hodnoty dokonale rekonstruovat. Použití je při kompresi textových
dokumentů, spustitelných souborů, videí (Huffyuv, Lagarith) a hudby (FLAC).
Naproti tomu umí ztrátové kodeky odstranit nejen redundanci, ale i irelevanci. Zde při-
chází ale úskalí. Odstranění irelevance je nevratný proces, kdy dochází ke ztrátě informace,
kterou není možné nijak odvodit. Irelevantní informace má v daném kontextu malý význam
(v případě pixelů v obraze se mírně liší od okolí). Je dán následující výřez obrazu:
A =
 7 6 76 7 7
7 7 6
 =⇒
 7 7 77 7 7
7 7 7
 =⇒ (9, 7)
Tři pixely mají jen o málo odlišnou hodnotu než ostatní. Změnou jejich hodnoty na hodnotu
okolí je provedeno odstranění irelevance. Zde je jasně vidět, proč jsou ztrátové kodeky
účinější. Po zakomprimování dvojice (9, 7) a při pokusu o dekompresi není dekodér schopen
žádným mechanismem dokonale rekonstruovat původní matici A. V konečném důsledku se
výsledek jeví stejně, přestože stejný není.
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Čím více irelevance je odstraněno, tím méně se bude dekomprimovaná matice podobat
vstupní matici, což v konečném důsledku znamená degradaci obrazu a nevalnou kvalitu.
Použití při kompresi obrazu (JPEG), videa (MPEG) a zvuku (MP3).
2.1.4 Kodek
Slovo kodek [14] vzniklo spojením slov kodér a dekodér. Jedná se o hardwarové zařízení
či program, jenž umí zkomprimovat vstupní proud dat na výstupní data dle svého kom-
presního a dekompresního algoritmu. Kodeky jsou základem softwaru pro střih a přehrání
multimediálních souborů. Je důležité si uvědomit, že audio/video přehrávače obsahují pouze
dekodéry, nikoliv kodéry (ty obsahují nástroje na střih videa apod.). Kodek bývá mnohdy
zaměňován s pojmem formát. Formát (audia, videa) je dán svou specifikací, která určuje
jak data zkomprimovaná kodekem organizovat a uložit. Formát typicky obsahuje hlavičku,
přídavné informace a zkomprimovaná data. V multimediálních souborech se vyskytuje mimo
jiné video a audio stopa reprezentující obrazová a zvuková data. Dalším důležitým pojem
je kontejner, který umožňuje správné uložení více médií (obrazové a zvukové) do jednoho
souboru. Mezi hlavní kontejnery patří Matroska a AVI.
2.1.5 Entropie
Toto slovo vyjadřuje míru neurčitosti náhodného jevu či nepředvídatelnosti. Čím náhod-
nější jev, tím je větší míra neurčitosti a potažmo entropie. Pokud má náhodný jev nízkou
entropii, je snadné jej předvídat. Toho se využívá při kompresi a to konkrétně při odstranění
redundance.












potom je entropie maximální, protože jev X nabývá všech jeho stavů se stejnou pravděpo-
dobností, a proto nelze určit, který nastane. Pokud by však jev X nabýval některého z jeho
stavů se 100% pravděpodobností, je entropie nulová, protože lze naprosto přesně určit, jaký
stav nastane. Úkolem komprese je entropii vstupního jevu (vstupní signál) snižovat, tedy
správněji určovat, do kterých stavů (hodnoty vstupního signálu) se vstupní jev dostává.
Čím nižší je entropie vstupního jevu, tím méně bitů potřebujeme k jeho zakódování.
2.2 Multimediální frameworky
2.2.1 Video for Windows
Video for Windows [3] je multimediální framework pro systémy Microsoft Windows. Vyvi-
nul jej Microsoft jako reakci na framework QuickTime od společnosti Apple. Verze 1.0 byla
uvedena v listopadu 1992. Framework přišel s vlastním souborovým formátem (multimedi-
ální kontejner AVI). Jeho nástupcem se stal framework DirectShow. Pro tvorbu modulu pro
tento framework postačuje pouze překladač pro systém Microsoft Windows s příslušnými
hlavičkovými soubory. Z pohledu kodeků videa se jedná o naprosto základní framework -
každý používanější kodek umožňuje práci s tímto frameworkem.
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2.2.2 DirectShow
DirectShow [13] (zkráceně DShow, původně ActiveMovie) je framework firmy Microsoft,
který se stal nástupcem frameworku Video for Windows. Je založen na objektovém modelu
COM (Component Object Model). DirectShow je velmi obecný framework, protože graf
filtrů může být v podstatě libovolný. Graf se skládá ze tří typů filtrů – zdrojové, transfor-
mační a rendrovací. Zdrojové jsou zdrojem datového toku (soubor na disku, videokamera).
Transformační provádí transformaci dat (dekódování komprimovaného videa, filtrace audia
atd.). V rendrovacích pak datový tok končí, což může být výstup na obrazovku. Oproti fra-
meworku VfW má mnohé výhody. Mimo grafu filtrů je to například možnost automatické
konverze barevných modelů. Framework je zpětně kompatibilní se svým předchůdcem VfW.
Jádrem frameworku je graf filtrů. Filtry jsou mezi sebou spojeny piny. Data pak tečou z
výstupu jednoho filtru na vstup jiného.
2.2.3 FFmpeg
FFmpeg [1] je jeden z nejvýznamnějších frameworků unixového světa. V podstatě se jedná
o několik knihoven, z nichž jsou nejdůležitější
• libavcodec – audio a video kodeky
• libavformat – kontejnery
Tyto knihovny využívají nástroje jako MPlayer, VLC media player, xine, Avidemux,
ffdshow a mnoho dalších. Jedná se o nízkoúrovňový framework s rozhraním pro jazyk C.
Součástí balíku FFmpeg jsou i konzolové nástroje pro snadné použití z příkazové řádky.
• ffmpeg – slouží pro překódování multimediálních souborů
• ffserver – streamovací server
• ffplay – jednoduchý přehrávač založený na SDL
• ffprobe – nástroj na zobrazení informací o multimediálních souborech
Vybrané knihovny obsahují:
• libavutil – pomocné funkce, konverze barevných prostorů, matematické konstanty
atd.
• libavcodec – kodéry a dekodéry pro audio a videoformáty
• libavformat – muxery a demuxery pro různé kontejnerové formáty
• libavdevice – poskytuje napojení na různé multimediální frameworky (VfW, Direct-
Show, ALSA, OSS, PulseAudio)
• libavfilter – filtry (split, crop, unsharp atd.), grafy filtrů
• libswscale – rychlá změna rozlišení a převod barevných modelů
• libswresample – rychlá změna vzorkovací frekvence a formátu audia
Přidání dalšího kodeku do libavcodec vyžaduje změnu zdrojových kódů této knihovny
a také hlavičkových souborů, které jsou sdíleny s ostatními knihovnami. Taková změna
vyžaduje překompilování všech částí, kterých se to dotýká.
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2.3 Struktura bezeztrátového videokodeku
V této podkapitole je uveden návrh videokodeku, který bude schopen kódovat video do
binárního souboru a opět ho zpětně dekódovat. Každý z funkčních bloků bude detailně
rozebrán. Celý videokodek lze rozdělit na dva fundamentální bloky – kodér a dekodér.
2.3.1 Kodér
Úlohou kodéru je převzít snímek z videa a zakódovat jej. Obrázek 2.3 ilustruje postup
komprese.
Kodér




Obrázek 2.3: Základní funkční bloky bezeztrátového kodéru videa
1. Kodek obdrží snímek a na něm provede barevnou transformaci.
2. Na snímek se po barevné transformaci aplikuje prediktor, na jehož výstupu bude
matice velikosti snímku obsahující chybu predikce.
3. Entropický kodér zakóduje chybu predikce.
4. Na výstupu je zakódovaná chyba predikce.
Bloky označené jako barevná transformace a predikce se snaží o snížení entropie
vstupního signálu a o co nejlepší předpřipravení dat pro entropický kodér. Všechny tři bloky
musí pracovat co nejrychleji, aby komprese netrvala neúměrně dlouhou dobu.
2.3.2 Dekodér
Úkolem dekodéru je dekódovat binární data na snímek. Následující obrázek ukazuje postup
dekomprese, který zrcadlí postup kodéru.
Dekodér






Obrázek 2.4: Základní funkční bloky bezeztrátového dekodéru videa
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• 1. Zakódovaná chyba predikce.
• 2. Entropický dekodér provede dekódování, čímž je získána chyba predikce.
• 3. V této části začíná rekonstrukce snímku. Začíná se s prázdným snímkem a pomocí
dekódované chyby predikce a prediktoru dochází k rekonstrukci celého snímku.
• 4. Zrekonstruovaný snímek není v modelu RGB, proto je nutné provést inverzní ba-
revnou transformaci do modelu RGB. Poté lze snímek videa zobrazit.
Dekodér musí pracovat rychlostí alespoň 25 snímků za sekundu. Ve všech běžně použí-
vaných bezeztrátových videokodecích se používá tato struktura jako referenční. Někdo by
mohl namítnout, že tato struktura neuvažuje predikci v časové oblasti (rozdíly mezi soused-
ními snímky), a měl by pravdu. Rozdílů mezi sousedními snímky se využívá u ztrátových
videokodeků, u kterých je možná paralelizace a tudíž významné zrychlení. Bezeztrátové
videokodeky jsou obecně o hodně pomalejší než ztrátové, a proto by využití rozdílů mezi
sousedními snímky zvýšilo paměťovou i výpočetní náročnost celé komprese a to zejména
díky nutnosti udržovat v paměti celý referenční snímek a poté z něj a z aktuálního snímku
složit snímek výsledný. U bezeztrátových videokodeků není možná paralelizace (pouze čás-
tečná, ale ta nemá takový efekt, jelikož se konečná komprese musí dělat sériově). Celý beze-
ztrátový kodek tudíž funguje jako kodek statických obrázků (funguje tak Huffyuv, Lagarith
i FFV1).
2.4 Barevná transformace
V barevných snímcích se vyskytují mimo jiné i tyto dva typy redundance – prostorová a
spektrální. Barevná transformace se snaží o odstranění spektrální redundance. Snímky vi-
dea jsou reprezentovány v modelu RGB, u kterého jsou jeho tři základní barevné složky
silně korelovány. Model RGB není vhodný pro účely komprese, a proto je nutné provést
barevnou transformaci, která dekoreluje barevné složky R, G, B. Všechny níže uvedené
barevné transformace se snaží o určení jasu a dvou barvonosných složek ze složek modelu
RGB. Následující obrázek ukazuje, že do bloku barevné transformace vstupují tři složky,
které odpovídají jednomu pixelu v obraze. Na výstupu jsou tři nové složky, typicky jedna
představuje intenzitu a zbývající dvě informaci o barvě. Cílem je tedy převést hodnoty
složek modelu RGB, které se mohou prudce měnit, na jiné složky, jejichž hodnoty se ne-
budou příliš měnit (budou mít nízkou entropii, tudíž je prediktor bude lépe určovat a v
















Obrázek 2.5: Vstupy a výstupy bloku barevné transformace při kompresi/dekompresi
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2.4.1 YUV
Barevný model YUV [4] se používá ke kódování digitálního videa. Na rozdíl od modelu RGB
odděluje jasovou složku od barevných. Má tři složky a to Y’, U a V. Složka Y’ reprezentuje
jas. Tuto složku lze vypočítat ze složek R, G, B následujícím způsobem:
Y ′ = 0, 299 ·R+ 0, 587 ·G+ 0, 114 ·B (2.4)
Tento vztah reflektuje fakt, že je lidské oko jinak citlivé na různé vlnové délky. Modrá se
na výsledném jasu podílí nejméně, zelená nejvíce a červená je někde na pomezí. Odečtením
jasu od B a R složky se vypočítají zbývající složky.
U = B − Y ′ (2.5)
V = R− Y ′ (2.6)
Tři složky plně postačují k rekonstrukci původní RGB hodnoty. Analogové televize použí-
vají YUV částečně z historických důvodů a to hlavně kvůli černobílým televizorům, které
ignorují složky U, V a použijí pouze hodnotu jasu. Barevné televizory ovšem použijí všechny
tři složky a zpětně zrekontruují RGB hodnoty. Lidské oko je méně citlivé na změny barvy
než na změny jasu. Ve výsledku pak může mít obrázek méně barevné informace než jasové,
aniž by došlo k výraznému zhoršení výsledné kvality obrazu, proto se v praxi používá tech-
nika podvzorkování barevné informace. Tato barevná transformace není invertibilní a to
kvůli počítání s desetinnými čísly a zaokrouhlování. Další barevné modely jsou v podstatě
deriváty modelu YUV, protože vždy jednou složkou vyjadřují intenzitu a zbývající dvě jsou
barvonosné.
2.4.2 LYUV
Jelikož se tato práce zabývá bezeztrátovou kompresí videa, musí být všechny barevné
transformace dokonale reversibilní. Barevné transformace s takovou vlastností nazýváme
bezeztrátové barevné transformace. Bezeztrátová barevná transformace LYUV [5] vychází
ze ztrátové transformace YUV a pomocí invertibilní sítě zajišťuje reversibilitu. Převodní
vztahy z modelu RGB do LYUV vypadají následovně (symboly b c značí zaokrouhlení k
nejbližšímu celému číslu).
YL = G+ b0, 299/0, 587 ·R+ 0, 114/0, 587 ·Bc (2.7)
UL = B − b0, 587 · YLc (2.8)
VL = R− b0, 587 · YLc (2.9)
Na první pohled to není úplně zřejmé, ale rovnici (2.7) lze získat z rovnice (2.4) vyděle-




Hodnoty obou zbývajících složek UL a VL jsou totožné s hodnotami složek U, V z rovnic





UL = B − b0, 587 · YLc = B −
⌊




= B − bY ′c (2.11)
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Obdobný postup lze aplikovat i pro VL. Zpětný převod z LYUV do RGB je dán těmito
převodními vztahy:
B = UL + b0, 587 · YLc (2.12)
R = VL + b0, 587 · YLc (2.13)
G = YL − b0, 299/0, 587 ·R+ 0, 114/0, 587 ·Bc (2.14)
Rovnice (2.12–14) jsou výsledkem pouhých lineárních úprav rovnic (2.7–9).
2.4.3 CREW/RCT
Tato barevná transformace se používá ve standardu JPEG 2000. Transformace opět od-
straňuje korelaci mezi složkami barevného modelu RGB. Převodní vztahy z modelu RGB






Y1 = B −G (2.16)
Y2 = R−G (2.17)
Složka Y0 reflektuje opětovnou snahu vyjádřit z modelu RGB hodnotu jasu. Rovnice (2.15)
bere v potaz, že se složka G podílí na výsledném jasu více než zbývající dvě. Jednotlivé
složky R, G, B tedy jsou násobeny koeficienty, jako v rovnici (2.4), nicméně koeficienty
nejsou úplné stejné, snadným rozpisem získáme Y0 = b0, 25 · R + 0, 5 · G + 0, 25 · Bc, ze
kterého lze vidět, že tyto koeficienty přibližně odpovídají rovnici (2.4). Výpočet složek Y1
a Y2 je odlišný, protože se od složek B, R neodečítá intenzita (v tomto případě Y0), ale
složka G. Zpětný převod z CREW/RCT do RGB je dán těmito vztahy:
R = Y2 +G (2.18)





B = Y1 +G (2.20)
Při implementaci se musí nejprve vypočítat složka G. Protože nemusí být na první pohled

























Převodní vztahy [20] jsou velice jednoduché, ale i přesto dosahuje tato transformace nejle-
pších výsledků. Model LOCO–I je součástí ISO/ITU standardu pro bezeztrátovou kompresi
obrazu – JPEG–LS. Transformace perfektně odstraňuje korelaci. Obsahuje pouze sčítání a
odčítání, což činí tuto transformaci velmi rychlou.
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Převodní vztahy z modelu RGB jsou velmi jednoduché a vypadají následovně.
C1 = R−G (2.24)
C2 = G (2.25)
C3 = B −G (2.26)
Proměnná C1 obsahuje rozdíl mezi složkou R a G, C3 rozdíl mezi B a G. Složka G se přímo
mapuje na proměnnou C2. Převod z LOCO–I na RGB :
R = C1 +G (2.27)
G = C2 (2.28)
B = C3 +G (2.29)
Zpětně převodní vztahy získáme jednoduchými algebraickými operacemi.
2.4.5 Y FrFb
Dalším hojně používaným barevným modelem je model Y FrFb [18], jako první s ním přišla
společnost JVT. Tvůrci kladli důraz na tři základní cíle.
• Vysokou dekorelaci – složky barevného modelu RGB jsou silně korelovány a dekore-
lací zvýšíme kompresní poměr. Ideální by bylo použití Karhunen–Loeve transformace
(KLT), která má nejlepší dekorelační schopnosti, ale je datově závislá, proto tvůrci
zvolili co nejvěrnější aproximaci KLT.
• Použití celočíselných hodnot a reversibilita – zpracování a výpočty s celočísel-
nými hodnotami jsou mnohem rychlejší, než při použití desetinných čísel. Reversibilita
je velmi zásadní pro bezeztrátové a ztrátové kódování a zajišťuje nezávislost na ba-
revných transformacích, tzn. nedochází k chybě už při barevné transformaci a tudíž
se neakumuluje do dalšího zpracování, což by degradovalo kvalitu výsledku.
• Omezená bitová expanze – tento cíl je důležitý zvláště v kontextu H.264/AVC a to
především pro usnadnění hardwarového zpracování a není nezbytně vyžadován. Každá
složka modelu RGB ukládá na 8 bitů a může se stát, že po barevné transformaci toto
nemusí stačit. Na osm bitů můžeme uložit 256 hodnot, proto každá ze složek RGB
může nabývat hodnot 〈0, 255〉, ale po barevné transformaci může některá ze složek
nabývat záporných hodnot, proto bude potřeba pro uložení jiný datový typ (vyjádření
na více bitech).
Pro snažší výpočet a dosažení reversibility se zde zavádí pomocná proměnná t. Složky





Fr = R−B (2.31)
Fb = G− t (2.32)





Převod do modelu RGB:
R = B + Fr (2.34)
G = Fb + t (2.35)
B = t− Fr
2
(2.36)
t = Y − 3
8
· Fb (2.37)
Zde je nutné si dát pozor na pořadí. Nejprve se vypočítá hodnota pomocné proměnné

























Obrázek 2.6: Převodní síť mezi modely RGB a Y FrFb
Vztahy mezi jednotlivými složkami se dají vyjádřit pomocí sítí, kdy je na levé straně
výchozí barevný model a na pravé straně je cílový barevný model. Mezi oběma modely
vedou vodorovné a svislé linky propojující jednotlivé barevné složky. Linky jsou opatřeny
konstantou, kterou se násobí daná barevná složka. Obrázek ukazuje příklad takové sítě pro
tento barevný model.
2.4.6 RDCT
Název této transformace je zkratka názvu
”
Reverse discrete cosine transform“. Tvůrci se
zaměřili na aproximaci diskrétní kosinové transformace, která s sebou však nese počítání
s desetinnými čísly a nezaručuje reversibilitu, které chtěli dosáhnout pomocí následujících
tvrzení. Každá matice A velikosti n× n je rozložitelná na sérii elementárních reversibilních
matic tedy a jen tedy, pokud je její determinant roven 1 nebo −1. Pro DCT–III matici A,




































Pak má výsledná dekompozice tyto parametry:
a1 = 0, 156597 a2 = 0, 507306 b1 = 0, 317837
b2 = −0, 57735 c1 = −0, 292893 c2 = −0, 408248
d1 = 0, 44949 0, 282561 k = 1
Převod z RGB do RDCT [8] :
C1 = t+ b0, 156597 · C3 + 0, 507306 · C2c (2.40)
C2 = −B − b0, 317837 · C3 − 0, 577350 · tc (2.41)
C3 = −G+ b0, 292893 ·B + 0, 408248 · tc (2.42)
t = R+ b0, 449490 ·G+ 0, 282561 ·Bc (2.43)
Bez zaokrouhlování se jedná o přesnou DCT, při zaokrouhlování jde o reversibilní transfor-
maci, avšak jejíž slabinou je počítání s desetinnými čísly. Převod z RDCT do RGB:
R = t− b0, 449490 ·G+ 0, 282561 ·Bc (2.44)
G = −C3 + b0, 292893 ·B + 0, 408248 · tc (2.45)
B = −C2 − b0, 317837 · C3 − 0, 577350 · tc (2.46)
t = C1 − b0, 156597 · C3 + 0, 507306 · C2c (2.47)
2.5 Prediktor
V obrazových datech jsou si sousední pixely velmi často podobné (prostorová redundance).
To je důvod, proč se při bezeztrátové kompresi používají prediktory [12], které se snaží
odstranit prostorovou redundanci. Z jejich názvu lze soudit, že se nějakým blíže nespecifi-
kovaným způsobem snaží odhadnout hodnotu následujícího pixelu. Odhadovanou hodnotu
určuje prediktor z již zpracovaných pixelů. Pokud prediktor dobře určuje hodnotu následu-
jícího pixelu, liší se skutečná hodnota pixelu od odhadované hodnoty minimálně. Přenáší se
rozdíl mezi skutečnou hodnotou a odhadem. Tento rozdíl se nazývá chyba predikce. S pou-
žitím ideálního prediktoru by byly všechny přenášené hodnoty pouze hodnoty 0. Což by
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Obrázek 2.7: Výpočet predikce při kódování/dekódování
Nespornou výhodou je, že predikce jednoduše redukuje výchozí hodnoty na jiné hodnoty
s vyšší četností. To nemusí být na první pohled jasné. Celá tato skutečnost je ukázána na
obrázku 2.8. Je dán prediktor prvního řádu, který si pamatuje předchozí hodnotu a tu pro-
hlašuje za odhadnutou hodnotu. Na počátku se hodnota prediktoru inicializuje na hodnotu














Obrázek 2.8: Praktická ukázka predikce
Z obrázku lze názorně vyčíst, jak je predikce účinná, přestože se jedná o ukázkový pří-
klad. Ve skutečnosti mohou být hodnoty pixelů jiné. V první matici jsou skutečné hodnoty
pixelů obrazu. Na počátku je hodnota prediktoru 0. Hodnota pixelu v levém dolním rohu je
10. Chyba predikce je tedy 10. Prediktor se nastaví na hodnotu 10 (již zpracovaný předchozí
pixel). Další hodnota je 11. Chyba predikce je tedy 1. A takto postupuje celým obrázkem
a počítá chybu predikce. Pokud by byla provedeno kódování bez použití predikce, musel
by kodér zakódovat a přiřadit kód devíti zcela rozdílným hodnotám. S použitím prediktoru
bude muset zakódovat pouze hodnoty dvě. To je významná úspora místa, o což se obecně
komprese snaží. Při dekódování se vychází ze třetí matice.
V praxi je nutné provést predikci na třech barevných složkách (po barevné transformaci)
samostatně. Na výstupu jsou tedy tři chyby predikce.
C2 - Prediktor -
eC2
C1 - Prediktor -
eC1
Y0 - Prediktor -
eY0
Obrázek 2.9: Aplikace prediktorů na jednotlivé barevné složky
2.5.1 Lineární prediktory
Lineární prediktor využívá k predikci lineární kombinaci hodnot okolních pixelů. Všechny
níže uvedené přístupy k predikování hodnot můžeme různě kombinovat nebo vymyslet
přístup nový. Platí však, že prediktor je velice účinná technika pomáhající ke zvýšení kom-
presního poměru. Nedá se s určitostí říct, který prediktor je lepší. Obecně však ten, který
kombinuje různé postupy. Při použití většího okolí pixelu k predikci, vykazuje prediktor
značně lepší schopnost predikovat. Pokud je k dispozici okolí tří bodů (viz obrázek 2.10),
pak se body označí jako A,B,C. Dále je určena velikost konstant a, b, c. Obrázek ukazuje
rozmístění bodů a tabulka výpočet odhadované hodnoty.
Jiný typ prediktoru může jako predikovanou hodnotu prohlásit hodnotu nejbližší (ze
tří sousedních hodnot) ke skutečné hodnotě. Účinnost prediktoru je nejlépe vidět na histo-
gramu. Histogram totiž zobrazuje kolik pixelů v obraze má určitou hodnotu. Prediktor tyto
hodnoty značně redukuje. Každý obrázek má jiný histogram a také histogram po použití








X = a ·A+ b ·B + c · C






4 A+B − C
5 A+ (B − C)/2
6 B + (A− C)/2
7 (A+B)/2
Tabulka 2.2: Rovnice pro predikci
Úkolem není najít nejlepší prediktor (ani to nejde), ale spíše pro vybraný obrázek najít
a zvolit nejvhodnější prediktor. Další možností je zvolit takový prediktor, který má sta-
tisticky lepší schopnost zvyšovat kompresní poměr než ostatní. Statistické vyhodnocení se
může provádět na několika desítkách obrázků. Po sérii testů je vybrán prediktor, u kterého
víme, že u většiny obrázku zajistí nejvyšší kompresní poměr.
2.5.2 Prediktory použité v PNG
V grafickém formátu PNG je použito těchto pět lineárních prediktorů. Prvním je prediktor
s názvem None, což je prostá kopie vstupních pixelů na výstup bez jakéholiv zpracování.
Druhým prediktorem je Sub, který jako predikovanou hodnotu bere rozdíl mezi současným
a předchozím pixelem v rámci řádku. Třetím prediktorem je Up fungující obdobným způ-
sobem jako Sup, ale bere rozdíl mezi současným a předchozím pixelem v rámci sloupce.
Předposledním prediktorem je Average, který kombinuje prediktory Sub a Up. Jako pre-
dikovanou hodnotu bere rozdíl mezi současným pixelem a průměrnou hodnotou horního a
levého souseda. Posledním prediktorem je Paeth, který využívá všechny pixely ve svém
okolí (viz 2.10) a jako predikovanou hodnotu bere rozdíl mezi současným pixelem a nej-
bližším ze tří okolních pixelů. Jeho funkce bude vysvětlena dále.
Prediktor Paeth [2] ke své činnosti vyžaduje tři okolní pixely. Nejprve učiní prvotní
odhad hodnoty pixelu, odhad je stejný jako pro čtvrtý prediktor v tabulce 2.2. Tím jeho
činnost však nekončí, dál určuje jak moc je jeho odhad přesný a vratí tu hodnotu sousedního









Obrázek 2.11: Okolí pixelů využívané prediktorem Paeth
int Paeth(int a, int b, int c)
{
// prvotní odhad
int estimate = a + b - c,
// chybovost odhadu
error_a = abs(estimate - a),
error_b = abs(estimate - b),
error_c = abs(estimate - c);
// vrať pixel nejblíže k odhadu
if ( (error_a <= error_b) && (error_a <= error_c) ) return a;




U lineárních prediktorů byla odhadovaná hodnota pixelu určena lineární kombinací okolních
pixelů. Nelineární pixely taktéž využívají sousední pixely, ale k určení predikované hodnoty
používají danou funkci.
Prvním je prediktor MED [20] (median edge detector). Tento prediktor je používaný ve
formátech HuffYUV/FFV1/LOCO–I/JPEG–LS. Při predikování hodnoty pracuje s pixelem
pod aktuálním pixelem, levým sousedem a sousedem na diagonále vlevo dole. Výsledek







X = median(A,B,A+B − C)
X =
{min(A,B) C ≥ max(A,B)
max(A,B) C ≤ min(A,B)
A+B − C ostatní
Obrázek 2.12: Okolí pixelů využívané prediktorem MED
Prediktor GAP [21] (gradient adjusted prediction) je účinný a používá se pro bezeztrá-
tovou kompresi obrazu a videa. Jeho nevýhodou je velká spotřeba paměti a pro zpracování
jednoho pixelu (predikce) je zapotřebí mnoho operací. Gradienty se spočítají v horizon-
tální a vertikálním směru samostatně. S těmito gradienty lze určit změnu hodnoty pixelu a
použitím rovnic predikovat hodnotu.
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Obrázek 2.13: Okolí pixelů používané prediktorem GAP
Prediktor GAP ke své činnosti potřebuje sedm okolích pixelů (jejich označení vychází z
anglických názvů světových stran). Pro ukázku účinnosti prediktoru je uveden histogram,
který vyjadřuje chybu predikce (rozdíl mezi skutečnou hodnotou pixelu a predikcí). Z uve-
deného histogramu je zřetelné, že prediktor funguje správně, a proto se chyba predikce
pohybuje v okolí hodnoty 0.
Obrázek 2.14: Histogram chyby predikce pro prediktor GAP
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Celý výpočet predikované hodnoty ukazuje níže uvedený pseudokód:
// horizontální derivace
int dh = abs(W - WW) + abs(N - NW) + abs(NE - N);
// vertikální derivace
int dv = abs(W - NW) + abs(N - NN) + abs(NE - NNE);
int prediction;
if (dv - dh > 80) // ostrá horizontální hrana
prediction = W;
else if (dv - dh < -80) // ostrá vertikální hrana
prediction = N;
else {
prediction = (W + N)/2 + (NE - NW)/4;
if (dv - dh > 32) // horizontální hrana
prediction = (prediction + W)/2;
else if (dv - dh > 8) // slabá horizontální hrana
prediction = (3 * prediction + W)/4;
else if (dv - dh < -32) // vertikální hrana
prediction = (prediction + N)/2;
else if (dv - dh < -8) // slabá vertikální hrana
prediction = (3 * prediction + N)/2;
}
2.5.4 Predikce v časové oblasti
Zatím byly probrány prediktory, které predikují hodnoty v prostorové oblasti, tedy v rámci
jednoho snímku. Existují však i další prediktory, které pracují například v čase. Predik-
tor pracující v čase si lze představit u videa, kdy se predikuje z odpovídajících si pixelů














Obrázek 2.15: Využití předchozích snímků k predikci
Predikcí v čase je myšleno využití pixelů ze snímku již zpracovaných, kde lze předpo-
kládat, že rozdíly mezi sousedními snímky budou minimální. Tyto prediktory jsou hojně
využívané u ztrátových videokodeků, ale ne u bezeztrátových, jelikož jsou už samy o sobě
dost pomalé a udržování referenčního snímku v paměti by je ještě více zpomalilo.
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2.6 Entropické kodéry
Mohlo by se zdát, že právě entropický kodér je stěžejní část celé komprese, ale není tomu
tak. Lze použít Huffmanovo kódování nebo aritmetické kódování. Entropických kodérů exis-
tuje mnoho, ale dva výše zmíněné kodéry dosahují nejvyšších kompresních poměrů oproti
ostatním entropickým kodérům. Celý proces předpřípravy dat, která se dají vhodně zakó-
dovat, je nejdůležitejší. A takto předpřipravená data musí kodér vhodně zakódovat. Proto
je zde zaveden pojem entropický kodér [10]. Tento pojem značí takový kódér, který jistým
způsobem upřednostňuje pixely (obecně data), které se v obrázku objevují častěji. A to tím
způsobem, že pixely s vysokou četností zabírají méně místa než pixely s nízkou četností.
Toto řešení je logické, protože pixel, který se v obrázku vyskytne například 100× je nutné
zakódovat způsobem, který zabere méně místa, než pixel, který se v obrázku vyskytne 2×.
Dále bude rozebráno aritmetické kódování a entropické kodéry s fixním pravděpodob-
nostním modelem. Obě tyto metody jsou hojně používané a pro účely bezeztrátové komprese
vhodné. U bezeztrátových videokodeků je problém v jejich rychlosti. Přechozí dva probrané
bloky (barevná transformace, prediktor) jsou velice rychlé, tudíž nejpomalejším blokem je
entropický kodér, který musí být navíc adaptivní, jelikož není možné kvůli rychlosti zpraco-
vání obrázek procházet dvakrát. Zrychlením může být použití entropických kodérů s fixním
pravděpodobnostním modelem.
2.6.1 Aritmetické kódování
Huffmanovo kódování přiřadí každému ze vstupních symbolů nějaký kód. Zato aritmetické
kódování [11] pracuje naprosto odlišně. Proč přiřazovat symbolům nějaký kód? Proč ne-
přiřadit celému vstupnímu souboru nějaké jednoznačné číslo. Například číslo z intervalu
〈0; 1). Reálných čísel v tomto intervalu je nekonečně mnoho. S každým dalším symbolem
se tento interval zmenšuje. Celá technika zmenšování intervalu musí brát v potaz četnosti
jednotlivých symbolů, abychom mohli mluvit o entropickém kódování. Navíc tato tech-
nika odstraňuje problém Huffmanova kódování – přidělování kódů celočíselné délky. Prin-
cip spočívá v tom, že symboly s vyšší četností tento interval zmenšují méně než symboly
s menší četností. V konečném důsledku symboly s vyšší četností přispívají do výstupního
souboru menším počtem bitů. U aritmetického kódování dělíme interval na podintervaly.
Kolik je množin hodnot symbolů, tolik je podintervalů.
Kódování probíhá následovně. Je dán řetězec aaab. Četnost znaku a je 3 a četnost znaku
b je 1. V tomto poměru je rozdělen interval 〈0; 1). Znak a patří do intervalu 〈0; 0, 75) a znak b
do intervalu 〈0, 75; 1). Tímto byl proveden sběr statistik a základní rozdělení intervalu na
podintervaly. Nyní přichází samotné kódování. Kodér bude číst jednotlivé vstupní znaky
a vždy tento interval zmenší. Kodér načítá znak a ⇒ vybírá interval 〈0; 0, 75), protože
právě čtený znak do něj patří. Odteď bude kodér dále dělit interval 〈0; 0, 75). Tento interval
opět rozdělí podle četností jednotlivých znaků. Dalším čteným znakem je opět a. Dostává
interval 〈0; 0, 5625). Opět čte a. Interval před čtením posledního znaku je 〈0; 0, 421875).
Poté čte znak b. Nyní dostává interval 〈0, 31640625; 0, 421875). Tím je kódování skončeno.
Vstupní řetězec lze zakódovat některým z čísel v intervalu 〈0, 31640625; 0, 421875), logicky
nejméně náročným na velikost při reprezentaci. Nezáleží na pořadí symbolů po dokončení
sběru statistik. Je však podmínkou, že kodér i dekóder je musí zpracovávat ve stejném
pořadí. V tomto příkladě je z výsledného intervalu vybráno číslo 0,4.
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Znak Interval
a 〈0; 0, 75)
b 〈0, 75; 1)
Tabulka 2.3: Statistika výskytu symbolů ve vstupním řetězci
Aktuální znak Interval
a 〈0; 0, 75)
a 〈0; 0, 5625)
a 〈0; 0, 421875)
b 〈0, 31640625; 0, 421875)















































Obrázek 2.16: Postup aritmetického kódování pro řetězec aaab
Při popisu celého postupu kódování pseudokódem je vhodné si aktuální hranice intervalu
označit jako High, Low. Nejprve se provede inicializace hranic intervalu a poté se čtou
všechny vstupní symboly. Při každém čtení se znovu přepočítávají krajní hodnoty intervalu
a počítá aktuální velikost tohoto intervalu, která je označena jako Range. K výpočtu se
ještě využije funkce HighRange(s), LowRange(s), které vrací krajní hodnoty intervalu pro
právě načtený znak. I při opakovaném čtení stejného symbolu se výsledný interval mění.
Pseudokód kódování vypadá následovně:
High = 1;
Low = 0;
for (všechny vstupní symboly)
{
načti symbol;
Range = High - Low;
Low = Low + Range * HighRange(s);




Celý proces není vůbec složitý, ale zbývá vyřešit jediný problém a to zvolit způsob ozna-
čení, že všechny symboly byly již načteny. Lze použít speciální symbol eof , nebo dopředu
říci, kolik se bude číst znaků a ty potom načítat v počítaném cyklu for.
Dekomprese probíhá opačně. Dekodér si nejdříve zkonstruuje tabulku 2.3. Poté přečte
číslo reprezentující vstup. V tomto případě to bylo číslo 0,4. Dekodér podle rekonstruované
tabulky ví, že toto číslo patří do intervalu 〈0; 0, 75). Dekódovaný znak je tudíž a. Poté eli-
minuje vliv znaku a na číslo 0,4 odečtením hodnoty Low znaku a, následně výsledek vydělí
délkou intervalu znaku a. Dostává číslo 0, 533333333. Toto číslo opět patří do intervalu pro
znak a. Znovu odečte hodnotu Low a podělí délkou intervalu. Dostává číslo 0,711111111.
Opět dostává znak a. Naposledy provádí tuto akci a získává číslo 0,948148148. Toto číslo
patří do intervalu 〈0, 75; 1). Dekódovaným znakem je b. Celý řetězec dekodér správně de-
kódovat jako aaab. V následující tabulce jsou ukázany jednotlivé výpočty.
Kód Interval Dekódovaný znak Nový kód
0,4 〈0; 0, 75) a (0,4− 0)/0,75 = 0,533333333
0,533333333 〈0; 0, 75) a (0,533333333− 0)/0,75 = 0,711111111
0,711111111 〈0; 0, 75) a (0,711111111− 0)/0,75 = 0,948148148
0,948148148 〈0, 75; 1) b −
Tabulka 2.5: Postup při dekompresi
Opět je vidět stejný problém jako při kódování (určení délky dekódovaných dat). Řeše-
ním může být opět uložení počtu dekódovaných symbolů před samotný kód, nebo zařadit
speciální znak eof . Tomuto znaku by se přiřadila malá pravděpodobnost (1 / počet všech
symbolů). Do tabulky se statistikou by se musela přidat hodnota i pro tento znak. V pseu-
dokódu jsou použity funkce LowRange(s), která vrací spodní hranici daného znaku. Dále
funkce Range(s), která vrací délku intervalu daného znaku. Pseudokód dekódování vypadá
takto:
načti a sestav tabulku se statistikou;
Code = číslo reprezentující vstupní data;
while(dekódovaný symbol není eof)
{
najdi interval, do kterého patří Code;
dle tohoto intervalu vypiš příslušný znak;
Code = (Code - LowRange(s)) / Range(s);
}
Všechno vypadá jednoduše. V teoretické rovině je tento algoritmus naprosto bezchybný
a plně vyhovující. Bohužel jen v teoretické rovině. Bylo provedeno mnoho úvah, které při
implementaci tohoto algoritmu na počítači nejsou proveditelné. Jdou však různými techni-
kami obejít, aby bylo možné aritmetické kódování implementovat. Mezi tyto techniky patří
E1, E2 a E3 škálování.
2.6.2 Entropické kodéry s fixním pravděpodobnostním modelem
Aritmetický kodér se vyznačoval tím, že dělil interval dle četnosti příchozích symbolů, což
trvalo nějakou dobu, kterou je třeba minimalizovat. Díky charakteru dat, které vstupují do
kodéru (viz 2.14) lze využít kodéry s fixním přidělením kódů.
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Takovýto kodér tedy nesestavuje žádný binární strom (jako u Huffmanova kódování), ani
nedělí interval (aritmetický kodér), ale má pevně dané mapování vstupních hodnot na vý-
stupní, a proto nezáleží na četnosti symbolů vstupujících do kodéru, přičemž platí, že čím
blíže je vstupní hodnota k 0, tím kratší je bitové vyjádření. Všechny níže uvedené kodéry
přidělují nejkratší bitový kód kladným hodnotám okolo nuly. Vyskytují se dvě úskalí –
záporná čísla a neoptimální kód.
Tyto kódy jsou definovány pro celá nezáporná čísla, takže je nutné při kódování vytvořit
mapování záporných čísel na kladná a při dekódování zpětné mapování. Nejjednodušším
způsobem je při kódování k zápornému číslu přičíst nějakou hodnotu a při dekódování ji
opět odečíst. Toto řešení však nerespektuje charakter vstupních dat a to konkrétně, že kodér
velmi často dostává mnoho záporných hodnot v okolí 0, takže bychom v tomto případě
přičetli například konstantu 1000, čímž pro vstupní číslo −1 dostáváme 999 a toto číslo
zakódujeme delším bitovým kódem, než by bylo žádoucí. Uvedené mapování respektuje
charakter vstupních dat.
// vstupní symbol (chyba predikce)
if (predictionError <= 0)
predictionError = -2 * predictionError + 1;
else
predictionError *= 2;
V následující tabulce je pro několik hodnot zobrazeno výše uvedené mapování. Z tabulky
je zřetelné, že se jedná o bijektivní zobrazení, takže neexistuje mapování ze dvou a více
vstupních symbolů na stejnou výstupní hodnotu. Všechny výstupní hodnoty jsou kladné a
nevyskytuje se zde hodnota 0, pro kterou tyto kodéry nemají bitové vyjádření.








Tabulka 2.6: Mapování chyby predikce na hodnotu předanou kodéru
Golombův kód [15] pro přirozené číslo n závisí na volbě parametru m. Pak se dá každé





+ (n mod m) (2.48)
kde b nmc vyjadřuje podíl (q) a (n mod m) je zbytek (r) po dělení. To znamená, že například
číslo 42 (m = 10) se zakóduje jako q = 4 a r = 2. Při dekódování je třeba si pamatovat
velikost parametru m. Zpětně číslo dekódujeme takto:
n = q ·m+ r (2.49)
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Při implementaci tohoto kódování v počítači je nutné proměnné q, r vyjádřit binárně a od-
dělit je. Nejjednodušší způsob, jak to udělat, je počtem jedničkových bitů vyjádřit jedničko-
vými bity, poté přidat nulu, která odděluje q od r a na konec vložíme binárně zakódovanou
proměnnou r. Musíme ještě vědět, kolik bitů bude zabírat uložení zbytku po dělení.
• Pokud je m mocninou čísla 2, pak zbytek po dělení vyjádříme pomocí log2(m) bitů.
• Pokud m není mocninou čísla 2, nastav b = dlog2(m)e.
– Pokud r < 2b −m, zakóduj zbytek na b− 1 bitů
– Pokud r >= 2b −m, zakóduj číslo r + 2b −m na b bitů.
V následující tabulce je uvedeno mapování vstupních hodnot na binární vyjádření (pro
různé hodnoty parametru m).








Tabulka 2.7: Binární vyjádření chyby predikce pro zvolenou hodnotu m
Golombovy–Riceovy kódy jsou podmožinou Golombových kódů, kde m = 2k, a proto
jsou vhodné při použití na počítači, jelikož parametr m je mocnina 2, což usnadňuje práci
s kódem. Pro zakódování je potřeba čísla n je třeba n
2k
jedničkových bitů, poté následuje 0
jako oddělovač a nakonec se připojí k nejméně významných bitů čísla n. Délka v bitech při-
rozeného čísla n je b j
2k
+1+ kc. Následující pseudokód ukazuje postup zakódování jednoho
symbolu (M = 4, k = 2).
// výpočet podílu
int q = symbol / M;
int i, v = 1;
// zapiš _q_ jedničkových bitů
for (i = 0; i < q ; i++) write(1);
// zapiš jeden nulový bit - oddělovač
write(0);
// zapiš _k_ (M = 2^k) nejméně významných bitů
for(i = 0; i < log2(M); i++)
{






Při dekódování přirozeného čísla n čteme jedničkové bity, dokud nenarazíme na 0, což je
oddělovač, a poté načteme k nejméně významných bitů čísla n (což odpovídá zbytku po
dělení čísla n číslem m).
Posledním uvedeným představitelem je Eliasův gama kód. Jedná se o univerzální
kód pro přirozená čísla vytvořený Peterem Eliasem [16] (tvůrce aritmetického kódování).
Používá se zejména pro kódování čísel, u nichž nelze dopředu určit horní hranici. Každé
přirozené číslo n se zakóduje následujícím způsobem:
• Zapiš blog2 nc nul.
• Poté přidej binární hodnotu čísla n, jenž začíná od nejvíce významné jedničky.
Délka binárního slova je tedy 2dlog2 ne + 1. Při dekódování čteme nuly (přesně blog2 nc)
dokud nenarazíme na 1, což je oddělovač, a poté čteme opět blog2 nc bitů. Následující
pseudokód ukazuje postup zakódování jednoho symbolu.
// zjisti pozici nejvíce významné jedničky
int l = mylog(value);
// zapiš _l_ nul




// od nejvíce významné jedničky sestupně kopíruj
for(int a = l - 1; a >= 0; a--)
{





Existují i další varianty Eliasových kódu jako je například Eliasův alfa kód, Eliasův
omega kód. Nespornou výhodou těchto kodérů je jich rychlost, jsou nesrovnatelně rychlejší
než aritmetický kodér. Jejich nevýhodou je menší schopnost generovat optimální kód, ale v
případě, kdy se naprosto drtivá většina hodnot pohybuje v oblasti kolem hodnoty 0, které





Bezeztrátový videokodek se skládá ze čtyř hlavních části. První částí je jádro kodeku, které
prakticky implementuje bloky popsané v předchozích kapitolách (barevná transformace,
prediktor a entropický kodér). Zbývající části tvoří propojení na jednotlivé frameworky (Vi-
deo for Windows, DirectShow a FFmpeg), které budou popsány níže. Využití frameworků
je nutné, jelikož se starají o předání snímku videa, alokování dostatečné paměti pro kom-
primovaný snímek, uložení komprimovaného snímku do výsledného souboru. Při dekom-
presi naopak videokodeku předají zkomprimovaný snímek, jenž videokodek dekomprimuje
a předá frameworku a ten jej korektně zobrazí.
3.1 Jádro videokodeku
Jádro videokodeku je implementováno v modulu jnvcore.cpp (rozhraní v jnvcore.h). V
tomto modulu vystupují dvě fundamentální funkce
• jnv compress(jnv Context *, TFrame *)
• jnv decompress(jnv Context *, TFrame *)
Tyto funkce provádí kompresi a dekompresi jednoho snímku videa. Jádro videokodeku dále
volá funkce z modulů
• arithmetic coder.cpp
• fixed coder.cpp
ve kterých je implementován adaptivní aritmetický kodér a kodéry s fixním praděpodob-
nostním modelem. Bloky barevné transformace a prediktoru jsou implementovány přímo
v jádru videokodeku. Rozhraní jednotlivých hlavičkových souborů a struktury lze najít v
příloze.
Kompletní proces komprese videa i s připojením frameworku funguje následovně. Vy-
braný framework otevře videosoubor a předá videokodeku jeden snímek videa. Jelikož je
tento snímek v modelu RGB je nutné jej dekorelovat, což znamená provést na něm barev-
nou transformaci, kdy jsou výsledkem opět tři barevné složky (jedna vyjadřuje intenzitu a
zbývající barvu).
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Na každou barevnou složku je aplikován prediktor, který se snaží určit hodnotu součas-
ného pixelu na základě pixelů již zpracovaných a do entropického kodéru odešle chybu
predikce. Nyní se použijí tři entropické kodéry, které zakódují chybu predikce. Je lepší pou-
žít tři entropické kodéry, jelikož výsledkem barevné transformace jsou tři složky, z nichž
každá má jiný histogram a jiný rozsah hodnot (jas má typicky vyšší hodnoty než informace
o barvě). Takže pokud by byl použit na všechny barevné složky jeden entropický kodér,
bylo by dosaženo horších výsledků, protože by se jednotlivé barevné složky negativně ovli-
vňovaly. Výstupy entropický kodéru se zapisují do bloku paměti, který se následně předá

























Obrázek 3.1: Detailní propojení videokodeku s frameworkem
Při dekompresi framework načítá ze souboru jednotlivé zakomprimované snímky a pře-
dává je postupně videokodeku, který nejprve dekomprimuje zakomprimovanou chybu pre-
dikce, na chybu predikce použije stejný prediktor jako při kompresi, čímž dostane skutečnou
hodnotu pixelu, ale ještě musí provést barevnou transformaci, kterou převede dekomprimo-
vaný snímek do modelu RGB. Takto zpracovaný snímek předá videokodek frameworku a
ten jej zobrazí.
3.2 Ovladač pro Video for Windows
Modul pro VfW se nazývá instalovatelný ovladač pro Windows Multimedia. Jedná se o
dynamicky linkovanou knihovnu (DLL), která exportuje symbol DriverProc, což je funkce,
která dle svých parametrů vykoná požadovanou funkci. Ke kompilaci tohoto modulu posta-
čuje pouze překladač (MS Visual Studio). Instalaci je možná pomocí instalačního souboru
(.inf ) nebo přímo pomocí instalátoru. K identifikaci videokodeku je použit FourCC kód




















Pro framework VfW bylo implementováno napojení na kompresi i dekompresi.
3.3 Filtr pro DirectShow
Ve výsledku se jedná opět knihovnu DLL. Ke kompilaci je zapotřebí příslušné SDK (součást
Windows SDK). Jádrem modulu je třída CJNVDecoder, která dědí z třídy CVideo-
TransformFilter. Metody této třídy se starají o napojení na ostatní DS filtry. Jádro filtru
tvoří metoda Transform, která dekomprimuje snímek videa (uvnitř volá jnv decompress).
class CJNVDecoder : public CVideoTransformFilter, public IDBVDecoder
{
public :
static CUnknown * WINAPI CreateInstance(LPUNKNOWN punk, HRESULT *phr);
STDMETHODIMP NonDelegatingQueryInterface(REFIID riid, void ** ppv);
DECLARE_IUNKNOWN;
CJNVDecoder(LPUNKNOWN punk, HRESULT *phr);
HRESULT CheckInputType(const CMediaType * mtIn);
HRESULT GetMediaType(int iPos, CMediaType * pmt);
HRESULT SetMediaType(PIN_DIRECTION direction, const CMediaType *pmt);
HRESULT CheckTransform(const CMediaType *mtIn, const CMediaType *mtOut);
HRESULT DecideBufferSize(IMemAllocator * pima, ALLOCATOR_PROPERTIES * pProperties);






3.4 Patch na FFmpeg
Tvorba modulu pro FFmpeg vyžaduje modifikaci knihovny libavcodec (přidání vlastního
modulu, registrace dekodéru) a libavformat (navázání na FourCC kód v kontejneru AVI).
Jádrem modulu je struktura AVCodec, která mimo jiné obsahuje i ukazatel na funkci pro













Na obrázku 3.2 je vidět zobrazení implementovaného kodeku v programu VirtualDub pou-
žívající framework Video for Windows. Lze zvolit mezi různými kodeky videa (Lagarith,
Huffyuv atd.). Implementovaný videokodek se nazývá JNemec Video codec. V programu
VirtualDub jsou ke kodeku zobrazeny základní informace a to zejména FOURCC kód a ná-
zev dynamické knihovny implementující kodek. Kliknutím na tlačítko Configure se zobrazí
nabídka, kterou je možno vidět na obrázku 3.3.
Obrázek 3.2: Implementovaný videokodek v programu VirtualDub
29
Obrázek 3.3: Výběr použití variant funkčních bloků videokodeku
Tato nabídka umožňuje volbu barevné transformace, prediktoru a entropického kodéru.
V rozhraní lze volit mezi barevnými transformacemi LOCO–I, Y FrFb a RCT, které byly
detailně popsány v předcházející kapitole. Jako prediktor lze zvolit Pred používající k pre-
dikci předchozí pixel, prediktor MED nebo Paeth. K dispozici jsou tři entropické kodéry –
adaptivní aritmetické kódování, Golombovo–Riceovo kódování a Eliasovo gama kódování.
3.6 Framebuffer
Nekomprimovaný obraz je v paměti uložen v tzv. framebufferu, který se skládá z pixelů ve
formátu RGB24. Pixely jsou uloženy souvisle za sebou stejně jako v každém řádku obrazu
– zleva doprava. Jednotlivé řádky jsou také uloženy za sebou, ale v opačném pořadí -
odspodu nahoru a navíc nemusí být uloženy souvisle. Mezi jednotlivými řádky může být
několik nevyužitých bajtů (dáno zarovnáním obrazu). Délka řádku s nevyužitou výplní se
nazývá délka kroku – stride.





V této kapitole je uvedeno srovnání jednotlivých implementací funkčních bloků ve struk-
tuře videokodeku a jsou uvedeny ty nejlepší. Dále je zde srovnání vytvořeného videoko-
deku JNemec s běžně používanými bezeztrátovými videokodeky, kterými jsou Huffyuv,
Lagarith, FFV1. Jako poslední část je profilování videokodeku a určení nejvíce časově na-
ročných úseků během komprese. Všechny tabulky uvedené v této kapitole ukazují pouze
reprezentativní část celého testování videokodeku, na které bylo použito několik desítek
různých videí. Porovnání probíhalo na videích určených pro posouzení účinnosti videoko-
deků. Jedná se o tyto videa:
Název videa Rozlišení Velikost nekomprimovaného videa [MB]
akiyo 176×144 (352×288) 21,7 (87)
bridge–close 176×144 (352×288) 7,25 (29)
bridge–far 176×144 (352×288) 152 (609)
bus 352×288 43,5
carphone 176×144 (352×288) 27,7 (110)
claire 176×144 (352×288) 35,8 (143)
coastguard 176×144 (352×288) 21,7 (87)
container 352×288 87
flower 352×288 72,5
tom&jerry 320×240 (640×480) 225 (898)
waterfall 352×288 72,5
Tabulka 4.1: Název, rozlišení a velikost nekomprimovaných testovacích videí
Ve vybrané sadě videí jsou zastoupeny různé typy videa (animované, s minimální změ-
nou, rychlé scény).
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4.1 Porovnání barevných transformací
V kapitole č. 4 byla rozebrána problematika barevných transformací. Z několika uvede-
ných transformací byly vybrány tři transformace – LOCO–I, Y FrFb, RCT, které dávaly
nejlepší výsledky a ty byly i implementovány. Prvním kritériem výběru byla schopnost de-
korelace barevných složek RGB a také složitost transformace (počítání s desetinnými čísly,
zaokrouhlouvání). Při tomto porovnání je použit prediktor prvního řádu a adaptivní arit-
metický kodér. V následující tabulce je výřez testování, kdy jsou v řádcích uvedena testovací
videa a každý sloupec udává hodnotu zkomprimovaného souboru pomocí dané transformace
v MB. Je požadována co nejmenší velikost souboru, takže čím nižší číslo v tabulce, tím lepší
účinnost komprese. Nejlepší výsledky jsou tučně vyznačeny.
Název videa LOCO–I Y FrFb RCT
akiyo (176×144) 9,16 9,5 9,16
akiyo (352×288) 29,7 30,9 29,8
bridge–close (352×288) 11,4 11,6 11,5
flower 38,3 38,9 38,1
claire (352×288) 45,7 47,9 45, 9
tom&jerry (640×480) 316 322 316
waterwall 42,2 42,8 42,4
Tabulka 4.2: Účinnost videokodeku JNemec pro různé barevné transformace
Při porovnání všech sloupců, vidíme, že barevná transformace LOCO–I byla ve všech
případech (vyjma jednoho) nejlepší ze tří testovaných a barevná transformace RCT se
jí velmi přibližuje (Y FrFb skončila jako nejhorší). Dále je také vidět, že mezi barevnými
transformacemi není žádný markantní rozdíl.
4.2 Porovnání prediktorů
Při výběru nejlepšího prediktoru byly použity barevné transformace LOCO–I, Y FrFb a
RCT. Pro všechny tabulky uvedené v této podkapitole byl použit entropický kodér vyu-
žívající Eliasův gama kód. Prediktor musí na svém výstupu produkovat symboly s nízkou
entropií a zároveň záleží na výpočetní náročnosti prediktoru. Ideální prediktor je co nej-
jednodušší, s co nejmenším pracovním okolím a nulovou chybou predikce. Mezi testované
prediktory byl vybrán prediktor prvního řádu, označen jako Prev, který predikuje z před-
chozí hodnoty, prediktor MED a Paeth (prediktor GAP byl vyřazen, jelikož je výpočetně
náročný a pracuje v širokém okolí, čímž by zpomaloval proces komprese). Tabulka opět
ukazuje závislost velikosti zkomprimovaného videa na použitém prediktoru a při použití
barevné transformace LOCO–I. I zde je logicky požadována nejmenší velikost souboru.
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Název videa Prev MED Paeth
akiyo (176×144) 9,4 7,34 7,41
akiyo (352×288) 30,6 22,2 23
bridge–close (352×288) 12,6 10,6 11
flower 45,4 39,3 40,1
claire (352×288) 46,8 31,8 33
carphone (352×288) 41,5 32,5 33,7
waterfall 50,7 41,9 43,3
Tabulka 4.3: Účinnost videokodeku JNemec pro různé prediktory a LOCO–I
V tabulce jsou tučně vyznačeny nejlepší výsledky, kterých bylo dosaženo s prediktorem
MED (při použití barevné transformace LOCO–I). Další testování účinnosti je založeno na
použití barevné transformace Y FrFb.
Název videa Prev MED Paeth
akiyo (176×144) 9,77 7,59 7,68
akiyo (352×288) 31,7 23 23,9
bridge–close (352×288) 12,9 10,9 11,3
flower 46,3 40,2 41,4
claire (352×288) 49 33,4 34,7
carphone (352×288) 42,7 33,7 34,8
waterfall 51,7 42,8 44,2
Tabulka 4.4: Účinnost videokodeku JNemec pro různé prediktory a Y FrFb
I v tomto případě má nejlepší výsledky prediktor MED. Jako poslední zbývá určit
účinnost prediktorů při použití barevné transformace RCT, což ukazuje následující tabulka.
Název videa Prev MED Paeth
akiyo (176×144) 9,38 7,29 7,34
akiyo (352×288) 30,6 22,2 23
bridge–close (352×288) 12,7 10,6 11
flower 45,1 39,2 39,3
claire (352×288) 47 32 33,1
carphone (352×288) 41,4 32,5 33,6
waterfall 50,4 41,7 43
Tabulka 4.5: Účinnost videokodeku JNemec pro různé prediktory a RCT
Ani při použití barevné transformace RCT se nic nezměnilo, takže prediktor MED dává
opět nejlepší výsledky. Při celkovém porovnání nejlepších výsledků (tučně vyznačené) v
třech přechozích tabulkách lze určit nejlepší kombinaci barevné transformace a prediktoru.
Kombinace LOCO–I + MED se vyrovnává kombinaci RCT + MED. Kombinace barevné
transformace Y FrFb a prediktoru MED dává horší výsledky než dříve uvedené kombinace.
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Pro představu, jak vypadají data na výstupu prediktoru MED, je zde uveden následující
obrázek, který ukazuje, že se opravdu drtivá většina hodnot pohybuje v okolí nuly, takže
tato data mají nízkou entropii a bude je možné velmi účinně zakomprimovat.
Obrázek 4.1: Histogram chyby predikce pro prediktor MED
4.3 Porovnání entropických kodérů
V současné chvíli je vybrán prediktor MED, jehož chyba predikce se v drtivé většině pří-
padů blíží k nule. Teď už jen zbývá chybu predikce zakódovat, tak aby bylo ve výsledku
dosaženo co nejkratšího bitového vyjádření (zakomprimované video bude mít co nejmenší
velikost). Optimální kodér by měl mít dvě vlastnosti, které jsou protichůdné. První vlast-
ností je rychlost kódování, kdy je vyžadován co nejrychlejší kodér, ale zároveň také aby
kodér přiřazoval jednotlivým symbolů optimální kód (bitové vyjádření). Po studiu kapitoly
č. 2 je zřejmé, že adaptivní aritmetický kodér bude produkovat optimální kód, což bude
mít za následek menší výsledný soubor, ale bude pomalejší. Naproti tomu kodéry s fixním
pravděpodobnostním modelem budou rychlejší, ale za cenu nižšího kompresního poměru.
Následuje výřez testování ukazující účinnost videokodeku při použití prediktoru MED a
barevné transformace LOCO–I.
Název videa Adapt. aritm. kodér Golombovo–Riceovo kód. Elias gama kód.
akiyo (176×144) 7,18 10 7,34
akiyo (352×288) 20,8 35,3 22,2
bridge–close (352×288) 9,64 12,7 10,6
flower 33,6 51,4 39,3
claire (352×288) 28,4 56,2 31,8
carphone (352×288) 30,7 45,3 32,5
waterfall 36,2 40,2 41,9
Tabulka 4.6: Účinnost videokodeku JNemec pro různé entropické kodéry a LOCO–I
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Zde se potvrdilo předcházející tvrzení, protože adaptivní aritmetický kodér má jed-
noznačně nejlepší kompresní poměr. Z entropických kodéru s fixním pravděpodobnostním
modelem je nejlepší Eliasovo gama kódování, které velmi dobře sekunduje adaptivnímu
aritmetickému kódování.
Dále bude ukázaná účinnost videokodeku při použití barevné transformace Y FrFb. Před-
chozí studium této barevné transformace ukazuje, že není tak účinná jako barevné trans-
formace LOCO–I a RCT, z čehož se dá odhadnout, že tato kombinace nebude tolik účinná
jako LOCO–I a prediktor MED.
Název videa Adapt. aritm. kodér Golombovo–Riceovo kód. Elias gama kód.
akiyo (176×144) 7,44 10,1 7,59
akiyo (352×288) 21,9 35,5 23
bridge–close (352×288) 9,91 12,8 10,9
flower 34,3 51,8 40,2
claire (352×288) 30,5 56,5 33,4
carphone (352×288) 31,8 45,4 33,7
waterfall 36,6 40,6 42,8
Tabulka 4.7: Účinnost videokodeku JNemec pro různé entropické kodéry a Y FrFb
I v tomto případě dává adaptivní aritmetické kódování nejlepší výsledky. Jako poslední
zbývá ukázat účinnost videokodeku při použití barevné transformace RCT.
Název videa Adapt. aritm. kodér Golombovo–Riceovo kód. Elias gama kód.
akiyo (176×144) 7,14 10 7,29
akiyo (352×288) 20,9 35,3 22,2
bridge–close (352×288) 9,71 12,7 10,6
flower 33,5 51 39,2
claire (352×288) 28,7 56,2 32
carphone (352×288) 30,7 45,2 32,5
waterfall 36 39,9 41,7
Tabulka 4.8: Účinnost videokodeku JNemec pro různé entropické kodéry a RCT
Při porovnání předchozích třech tabulek v této podkapitole je zřejmé, že nejlepší účin-
nosti videokodeku je dosaženo při použití kombinace barevné transformace LOCO–I (RCT)
+ prediktor MED + adaptivní aritmetický kodér.
V další kapitole bude srovnání kodérů dle rychlosti, ale už nyní lze říci, že Eliasovo gama
kódování a Golombovo–Riceovo kódování je několikrát rychlejší než adaptivní aritmetické
kódování. Rozhodnutí, který kodér použít, záleží na konkrétním případů užití. Jelikož se
bezeztrátové videokodeky zpravidla nepoužívají pro přehrávání videa, ale pouze pro jeho
uložení, je vhodnější použít adaptivní aritmetické kódování, které má nejvyšší kompresní
poměr. Při potřebě video rychle zakomprimovat a dekomprimovat nebo přehrát, a není
kladen striktní požadavek na co nejmenší velikost zkomprimovaného souboru, je vhodné
použít fixní entropický kodér.
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4.4 Srovnání s ostatními bezeztrátovými videokodeky
Pro správné uvedení do kontextu je bezesporně nutné srovnat implementovaný kodek s
běžně používanými videokodeky. Vytvořený videokodek sice může fungovat skvěle, ale běžně
používané videokodeky mohou mít lepší kompresní poměr a být rychlejší. Uvedené tabulky
obsahují výsledky výsledky porovnání videokodeku JNemec (za použití kombinace LOCO–
I, prediktor MED a adaptivního aritmetického kodéru) s běžně používanými Huffyuv,
Lagarith, FFV1.
Název videa JNemec Huffyuv Lagarith FFV1
akiyo (176×144) 7,18 12,6 6,77 5,82
akiyo (352×288) 20,8 42,5 20 15,9
bridge–close (176×144) 3,57 4,81 3,41 3,35
bridge–close (352×288) 9,64 15,9 9,46 8,67
bridge–far (176×144) 69,6 84,7 68 64,7
bridge–far (352×288) 182 279 181 165
bus (352×288) 16,9 33,3 16,9 15,2
carphone (176×144) 10,5 17,2 10,2 9,11
carphone (352×288) 30,7 57,5 30 25,3
claire (176×144) 10,5 18,3 9,75 8,07
claire (352×288) 28,4 62,7 26,1 20,7
coastguard (176×144) 7,84 15,3 7,53 7,07
coastguard (352×288) 24,8 50,2 24,7 21,3
container (352×288) 29,4 54,6 29,3 25,4
flower (352×288) 33,6 54,5 34,2 30
tom&jerry (320×240) 88,5 134 87 77,2
tom&jerry (640×480) 237 463 234 188
waterfall (352×288) 36,2 54,6 35,7 34,2
Tabulka 4.9: Porovnání videokodeku JNemec s běžně používanými videokodeky
Z tabulky je vidět, že nejhorší kompresní poměr má videokodek Huffyuv. JNemec se
velmi přibližuje videokodeku Lagarith, který je ovšem překonán kodekem FFV1. Výsledné






V předchozí kapitole bylo zjištěno, že nejlepší kompresní poměr má FFV1, ale z hlediska
rychlosti komprese, která bude nyní měřena v FPS (frames per second), to může být naopak.
Kompresní poměr a rychlost komprese jsou dvě protichůdné vlastnosti, což se ukáže v
následující tabulce a grafu.
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Řádky tabulky vyznačují rozlišení videa, sloupce pak použitý videokodek (Aritm.,
Golomb, Elias) jsou považovány jako součástim videokodeku JNemec. Hodnoty v buň-
kách tabulky určují rychlost komprese v FPS. Naměřené hodnoty byly způměrovány ze
třiceti různých videí. V této tabulce vyšší číslo znamená lepší výsledek. Nejlepší výsledky
jsou tučně vyznačeny.
Rozlišení videa Aritm. Golomb Elias Huffyuv Lagarith FFV1
200×150 46 120 110 130 170 80
320×240 20 53 48 60 65 37
400×300 14 35 30 40 55 25
460×325 11 28 25 30 40 13
640×480 7 16 14 17 22 12
720×540 6 12 12 13 20 10
800×600 2 10 10 12 17 10
Z tabulky lze jednoznačně vyčíst, že entropické kodéry s fixním pravděpodobnostním
modelem (Golomb, Elias) jsou výrazně rychlejší než adaptivní aritmetické kódování. Vi-
deokodek FFV1 měl sice nejlepší kompresní poměr, ale co se týká rychlosti komprese, je na
tom výrazně hůř než Lagarith. Závislost FPS na velikosti obrazu (počtu pixelů) má tvar
hyperboly, což dokazuje následující graf.
Obrázek 4.2: Závislost rychlosti komprese na velikosti obrazu
Přestože byl kodek FFV1 jednoznačně první z hlediska kompresního poměru, z hlediska
rychlosti komprese je až předposlední. Jasně se tedy ukazuje, že požadavky na rychlost ko-
deku a účinnost jsou protichůdné. Kodek JNemec při použití Golombova–Riceova a Eliasova
gama kódování si nestojí vůbec špatně a to hlavně při použití Eliasova gama kódování, s
kterým dosahuje velice solidních kompresních poměrů a solidní rychlosti komprese. Nejpo-
malejší je stejný kodek při použití adaptivního aritmetického kódování.
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V rámci kodeku JNemec je nejrychlejší kodér používající Golombovo-Riceovo kódování
(viz 4.2). Další testování bude založeno na využití právě tohoto kodéru a vlivu barevné
transformace a prediktoru na rychlost komprese. Obecným předpokladem je, že čím složi-
tější bude barevná transformace (počítání s desetinnými čísly, zaokrouhlování, složité pře-
vodní vztahy) a prediktor (predikce založená na složitých detekcích, velké pracovní okolí),
tím více budou degradovat rychlost komprese. Z toho vyplývá, že největší rychlosti kom-
prese by mělo být dosaženo při použití barevné transformace LOCO–I a prediktoru Prev.
Výřez rozboru rychlosti komprese ukazují tabulky uvedené níže (jako referenční je uva-
žováno Golombovo-Riceovo kódování). Nejlepší výsledky (nejvyšší FPS) jsou vyznačeny
tučně.
Název videa Prev MED Paeth
akiyo (176×144) 160 140 130
akiyo (352×288) 50 43 41
bridge–close (352×288) 45 35 35
flower 36 35 34
claire (352×288) 60 50 44
Tabulka 4.10: Rychlost komprese videokodeku JNemec pro různé prediktory a LOCO–I
Nejrychlejší komprese je opravdu dosaženo při použití prediktoru Prev, jako druhý je
prediktor MED a poslední je Paeth. V této tabulce je důležité si povšimnout zajímavého
faktu, že bylo dosaženo znatelně různé rychlosti komprese pro videa ve stejném rozlišení,
z čehož vyplývá, že rychlost komprese také ovlivňuje charakter vstupních dat. Následuje
výřez testování při použití barevné transformace Y FrFb a RCT.
Název videa Prev MED Paeth
akiyo (176×144) 155 140 125
akiyo (352×288) 50 42 41
bridge–close (352×288) 43 35 33
flower 40 30 32
claire (352×288) 54 46 42
Tabulka 4.11: Rychlost komprese videokodeku JNemec pro různé prediktory a Y FrFb
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Název videa Prev MED Paeth
akiyo (176×144) 150 135 120
akiyo (352×288) 55 44 40
bridge–close (352×288) 48 32 34
flower 41 34 33
claire (352×288) 55 44 40
Tabulka 4.12: Rychlost komprese videokodeku JNemec pro různé prediktory a RCT
Toto testování potvrdilo, že nejrychlejší komprese bude dosaženo při použití prediktoru
Prev, ale za cenu nižšího kompresního poměru. Ostatní prediktory (MED, Paeth) jsou
z hlediska rychlosti srovnatelné. Při posouzení vlivu barevných transformací na rychlost
komprese si velmi dobře konkurují LOCO–I a RCT, které jsou nejrychlejší, přičemž Y FrFb
je nejpomalejší.
4.6 Profilování videokodeku
Velmi významným pomocníkem při studiu rychlosti procesu komprese je profilování, což
je v podstatě statistika obsahující počet volání jednotlivých funkcí, dobu jejich vykonání,
funkční závislosti a mnoho dalšího. Z této statistiky lze určit nejpomalejší úseky komprese
a snažit se je zrychlit.
K tomu stačí celý projekt přeložit pomocí překladače gcc s parametrem -gf a při
spuštění videokodeku a po dokončení výpočtu se vygeneruje soubor gmon.out. Poté je nutno
použít nástroj gprof (nebo některou grafickou nástavbu – kprof, gprof2dot) s parametry
spustitelného souboru (přeložený videokodek) a gmon.out. Výstupem je graf, ve kterém jsou
jednotlivé bloky seřazeny dle poměru času (vyjádřeného v procentech) stráveného v těch
blocích a blocích, které volají, vůči celkovému času běhu programu. Každý blok má svůj
název odpovídající funkci ve zdrojovém kódu videokodeku. Číslo v závorce určuje poměr
času (vyjádřený v procentech) stráveného v tomto bloku vůči celkové době běhu programu.
Poslední číslo je počet volání dané funkce.
Funkce ac encode symbol zabírá 38,96% celkové doby běhu programu. S 34,79% skončila
funkce update model, která má na starosti aktualizaci tabulky symbolů a jim odpovídající
interval. Tato funkce se volá po zakódování každého symbolu. Dále je funkce output bit s
8,10%, která se stará o zápis výsledku (zkomprimovaného snímku) do paměti. Jako poslední
je funkce bit plus follow s 3,07% zajišťující E1, E2 a E3 škálování. Funkce ac model done
je volána na konci procesu komprese a slouží k zapsání posledních bitů na výstup.
1. ac encode symbol 38,96%
2. update model 34,79%
3. jnv compress 14,41%
4. output bit 8,10%
5. bit plus follow 3,07%
6. ac model done 0, 28%
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Obrázek 4.3: Výsledek profilování videokodeku při použití aritmetického kódování
Při použití adaptivního aritmetického kodéru nejdéle trvá samotné zakódování symbolu
a aktualizace tabulky symbolů. Funkce jnv compress v sobě mimo jiné obsahuje barevnou
transformaci i prediktor a je tedy zřejmé, že spolu dohromady nejsou tak časově náročné
jako entropický kodér. Barevná transformace a prediktor díky jednoduchosti svých operací
tvoří pouze zlomek výpočetního času při kompresi.
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Jako další je uvedena statistika fixních kodérů a teď to bude konkrétně Golombovo–
Riceovo kódování. Struktura volání bloků je zde přímočařejší. Nejvíce času zabírá para-
doxně zápis zkomprimovaného snímku do výstupní paměti (funkce put bit). Dále je to
funkce provádějící zakódování symbolu (golomb encode symbol), takže méně než polovina
výpočetního času je věnováno zakódování symbolu. Zde by bylo žádoucí zvýšit poměr vý-
početního času pro zakódování symbolu.
1. put bit 44,33%
2. golomb encode symbol 38,22%






















Obrázek 4.4: Výsledek profilování videokodeku při použití Golombova–Riceova kódování
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Jako poslední je Eliasovo gama kódování. Oproti předchozímu grafu není tak přímočaré,
protože používá ještě funkci mylog, která se stará o výpočet dvojkového logaritmu. Tato
funkce trvá 10,38% běhu celého programu, což činí toto kódování u něco málo pomalejší
než Golombovo–Riceovo kódování. Výsledná statistika nejdéle trvajících pasáží:
1. jnv compress 33,31%
2. put bit 28,79%

































Tato práce se zabývala principy bezeztrátové komprese obrazu, které byly aplikovány na
vytvoření bezeztrátového videokodeku. Byla zde popsána naprosto základní struktura vi-
deokodeku, rozebrána funkčnost každého bloku a varianty jejich implementace. Na základě
této teorie byl implementován bezeztrátový videokodek JNemec. Na základě testování jed-
notlivých funkčních částí videokodeku byla vybrána nejlepší kombinace barevné transfor-
mace, prediktoru a entropického kodéru. Na konci práce byl navržený videokodek srovnán
s kodeky dnes běžně používanými a byly vyzvednuty jeho klady a zápory.
Navržený postup komprese se sestává ze tří základních bloků – barevné transformace,
prediktoru a entropického kodéru. Tento navržený postup komprese byl zrealizován a byl
vytvořen bezeztrátový videokodek s moduly pro tři frameworky. Pro systém Microsoft Win-
dows lze použít ovladač pro framework VfW nebo filtr pro DirectShow implementující pouze
dekompresi. Pro operační systémy na základě linuxu byl tvořen patch pro framework FFm-
peg. Vytvoření těchto tří modulů bylo vyžadováno zadáním.
Na konci práce byl vytvořený videokodek srovnán s bezeztrátovými videokodeky Lagarith,
Huffyuv a FFV1. Srovnání je uděláno na základě účinnosti a rychlosti komprese. Bylo pro-
vedeno také profilování vytvořeného kodeku a grafy výsledků profilování byly uvedeny v
závěru práce. Ve srovnání je také uvedeno porovnání funkčních bloků vytvořeného video-
kodeku. Z hlediska kompresního poměru vytvořený videokodek drtivě překonává kodek
Huffyuv, velmi blízce se přibližije kodeku Lagarith. Při zkoumání rychlosti komprese do-
padnul nejlépe Lagarith a Huffyuv a těsném závěsu za nimi je vytvořený videokodek
JNemec používající Golombovo–Riceovo nebo Eliasovo gama kódování. V celkovém sou-
hrnu, při uvažování kompresního poměru a rychlosti komprese, je vytvořený videokodek
průměrný. V obou ohledech (rychlost a účinnost komprese) vždy překonává jeden běžně
používaný videokodek.
Při tvorbě této práce byl publikován příspěvek do konference EEICT. Vytvořený video-
kodek byl uvolněn jako FOSS (Free and Open Source Software).
Další postup práce by mohl spočívat v použití některé z kontextových kompresních me-
tod (PPMx) a vlnkové transformace. Dále by se mohl videokodek zrychlit přepsáním nejvíce
časově náročných funkcí pomocí maker či SIMD instrukcí a použítí optimalizací. Pro tyto
účely bylo provedeno výše zmíněné profilování k odhalení nejnáročnějších pasáží videoko-
deku. Použití sousedních snímků k predikci je téměř vyloučeno, jelikož princip činnosti
bezeztrátových kodeků neumožňuje úplnou paralelizaci a žádný ze současně používaných
videokodeků tuto techniku nepoužívá.
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• Zdrojové kódy bezeztrátového videokodeku
• Textová dokumentace videokodeku v PDF
• Zdrojový kód dokumentace v LATEXu





/** Macro calculating frame stride. */
#define CALC_BI_STRIDE(width,bitcount) ((((width * bitcount) + 31) & ~31) >> 3)
/**




/** Chosen color transform. */
int colorTransform,
/** Chosen predictor. */
predictor,









/** Pointer to input (coding)/ output (decoding) bitmap. */
uint8_t *bmp;
/** Frame width. */
int32_t w;
/** Frame height. */
int32_t h;
/** Row stride. */
int32_t s;
/** Pointer to input (decoding) / output (coding) memory. */
void *pck;




/** Creates jnv_Context instance. */
jnv_Context *jnv_create();
/** Returns maximal compressed frame size. */
int32_t jnv_getsize(const TFrame *);
/** Compress one frame. */
void jnv_compress(jnv_Context *, TFrame *);
/** Decompress one frame. */
void jnv_decompress(jnv_Context *, TFrame *);
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