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I. Загальні відомості 
 
Предмет «Теорія інформації та обробки сигналів» (ТІОС) відноситься до вибіркової 
частини (за вибором ВНЗ) програми підготовки бакалаврів напряму  6. 050802 Електронні 
пристрої та системи і викладається у двох семестрах (5 та 6). 
Даний кредитний модуль викладається у 5 семестрі, є частиною предмету ТІОС, його 
вивчення базується на знаннях, що отримують студенти при вивченні курсів – інформатика, 
теорія електричних кіл, ймовірнісні основи обробки даних, обчислювальна математика та 
інших. 
У свою чергу цей модуль є базовим для наступних дисциплін: цифрові інформаційні 
системи, електронні системи, мікропроцесорні пристрої та ряду інших. 
 
II. Розподіл навчального часу 
 
Розподіл навчальних годин кредитного модулю за видами навчальних занять 






















































5/ЗП-03/01 90 36 18 36 - 1 - Залік 
 
III. Мета і завдання кредитного модуля 
 
Мета кредитного модуля – дати студентам ґрунтовні знання з питань теорії інформації 
– кількісної оцінки інформаційних повідомлень, ентропії, передавання сигналів по каналах 
зв’язку з шумами, способам виявлення та виправлення помилок у повідомленнях, кодування, 
основам аналогової та цифрової обробки сигналів. Акцент робиться на дослідження 
принципів інформаційної взаємодії об’єктів, інформаційного наповнення повідомлень, 
взаємозв’язку літер алфавіту, з яких складаються інформаційні повідомлення. 
В результаті вивчення матеріалів модуля студент повинен отримати: 
Знання 
З теорії обчислення кількості інформації, умовної та 
безумовної ентропії, ентропії об’єднання, способів виявлення та 




Обчислювати кількість інформації, ентропію, будувати 
алгоритми оптимального кодування (циклічні коди, коди Хаффмена, 
Шеннона-Фано, Хеммінга, лінійні групові коди), обчислювати 
корегуючу здатність кодів 
Застосування 
Застосовувати знання, набуті в процесі навчання,при виконанні 
практичних робіт, завдань модульних контрольних робіт, залікової 
роботи, у практичній діяльності та наукових дослідженнях за фахом. 
IV. Тематичний план 
Розподіл навчального часу 
 
Найменування розділів, тем 
Розподіл за видами занять 
Усього Лекції Практика СРС 
Розділ 1. Основні поняття теорії інформації. 
Кількісна оцінка інформації  
    
Тема1.1.  Вступ. Поняття інформаційної взаємодії 
об’єктів. Задачі прикладної теорії інформацІї 
2 2   
Тема 1.2. Етапи обернення інформації. Системи 
передавання інформації. 
2 2   
Розділ 2.  Кількісна оцінка інформаційної 
взаємодії об’єктів  
    
Тема 2.1.  Кількісна оцінка інформації. Ентропія. 
Властивості ентропії. 
7 4 2 1 
Тема 2.2.   Умовна ентропія. Взаємна ентропія.  5 2 1 2 
Тема 2.3.  Передавання інформації по каналах 
зв’язку з шумами. Канальні матриці. 
4 2 1 1 
Розділ 3. Надмірність повідомлень 
    
Тема 3.1. Поняття надмірності. Часткова та повна 
надмірність. Основні формули 4 2 1 1 
Тема 3.2. Надмірність – основна умова можливості 
виявлення та виправлення помилок.  2 2   
Тема 3.3. Ідея корекції помилок. Мінімальна кодова 
відстань. Оцінка кодової відстані з використанням 
математичних операцій  за модулем 2 
7 4 1 2 
Розділ 4. Завадозахищене та оптимальне 
кодування     
Тема 4.1. Кодування інформації для каналів зв’язку з 
шумами. 5 2 1 2 
Тема 4.2. Оптимальне кодування. Методика 
Хаффмена та Шеннона-Фано. 6 2 2 2 
Тема 4.3. Види завадозахищених кодів. Ефективне 
кодування. Показники ефективності. 4 2 1 1 
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Тема 4.4. Зв’язок корегуючих властивостей кодів з 
кодовою відстанню. Геометрична інтерпретація 
кодової відстані. 
3 2 1  
Тема 4.5. Лінійні групові коди 
6 2 2 2 
Тема 4.6. Циклічні коди. Вибір утворюючого 
поліному. Принципи декодування та виправлення 
помилок. 
7 2 2 3 
Тема 4.7. Код Хемінга. Принцип виправлення 
одиночних та виявлення подвійних помилок. 5 2 1 2 
Розділ 5. Кореляція функцій. 
    
Тема 5.1. Поняття кореляції. Автокореляційна 
функція. Властивості. 7 2 2 3 
Модульна контрольна робота 7   7 
Залік 7   7 
Усього годин 90 36 18 36 
 
V. Вивчення теоретичної частини дисципліни, винесеної на СРС 
Вивчення питань, винесених на самостійну проробку, потрібне при 
підготовці до лекцій, практичних занять та різних видів атестації, включаючи 
залік. Без систематичної і регулярної СРС неможливе  освоєння конкретної 
дисципліни та спеціальності в цілому . У порівнянні з аудиторними заняттями – 
лекціями, лабораторними та практичними – СРС потребує від студента значно 
більших інтелектуальних та  емоційних витрат . 
Нижче дається назва розділів та тем теоретичного курсу та перелік  питань 
для самостійного засвоєння. 
Надається список основної та додаткової літератури, за допомогою якої 
можливо отримати необхідні знання. 
Розділ 1. Основні поняття теорії інформації. Кількісна оцінка 
інформації  
 
Тема 1.1. Вступ. Поняття інформаційної взаємодії об’єктів. Задачі 
прикладної теорії інформацІї. 
СРС: 1. Види взаємодії об’єктів. 
          2. Спрямованість та особливості інформаційної взаємодії. 
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Тема 1.2. Етапи обернення інформації. Системи передавання інформації. 
СРС: 1. Етапи передавання та обробки інформації. 
          2. Основні блоки системи інформаційної взаємодії. 
Розділ 2.  Кількісна оцінка інформаційної взаємодії об’єктів 
 
Тема 2.1.  Кількісна оцінка інформації. Ентропія. Властивості ентропії. 
СРС: 1. Формули та способи оцінки кількості інформації. 
          2. Одиниці вимірювання. Перехід від одних одиниць до інших. 
          3. Поняття ентропії. Основні формули. 
 
Тема 2.2.   Умовна ентропія. Взаємна ентропія. 
СРС: 1. Формула для обчислення умовної ентропії. 
          2. Умови існування ненульових значень умовної ентропії. 
          3. Зв’язок між безумовною та умовною ентропією. 
 
Тема 2.3.  Передавання інформації по каналах зв’язку з шумами. Канальні 
матриці. 
СРС: 1. Джерела шумів та завад у каналах зв’язку. 
          2. Канальна матриця з боку джерела. 
          3. Канальна матриця з боку приймача. 
          4. Канальна матриця об’єднання. 
          5. Використання канальних матриць у розрахунках. 
 
Розділ 3. Надмірність повідомлень 
 
Тема 3.1. Поняття надмірності. Часткова та повна надмірність. Основні 
формули 
СРС: 1. Джерела надмірності. 
          2. Надмірність первинного та вторинного алфавітів. 
          3. Зв’язок між повною та частковими надмірностями. 
 
Тема 3.2. Надмірність – основна умова можливості виявлення та 
виправлення помилок. 
СРС: 1. Використання надмірності для виявлення помилок. 
          2. Оцінка необхідної надмірності для кодування. 
          3. Надмірність – невід’ємна частина кодування. 
 
Тема 3.3. Ідея корекції помилок. Мінімальна кодова відстань. Оцінка 
кодової відстані з використанням математичних операцій  за модулем 2 
СРС: 1. Штучне введення надмірності. 
          2. Поняття та способи обчислення кодової відстані. 




Розділ 4. Завадозахищене та оптимальне кодування 
Тема 4.1. Кодування інформації для каналів зв’язку з шумами. 
СРС: 1. Оцінка зашумленості каналу зв’язку. 
          2. Застосування кодів для підвищення завадозахищеності. 
Тема 4.2. Оптимальне кодування. Методика Хаффмена та Шеннона-
Фано. 
СРС: 1. Поняття оптимального кодування. 
          2. Побудова кодової таблиці за методикою Шеннона-Фано. 
          3. Побудова кодових дерев за методикою Хаффмена. 
           
Тема 4.3. Види завадозахищених кодів. Ефективне кодування. Показники 
ефективності. 
СРС: 1. Оцінка ефективності кодів. 
          2. Показники оптимальності. 
           
Тема 4.4. Зв’язок корегуючих властивостей кодів з кодовою відстанню. 
Геометрична інтерпретація кодової відстані. 
СРС: 1. Оцінка мінімальної кодової відстані для виявлення помилок. 
          2. Зв’язок між кількістю помилок, що виявляються та 
виправляються, та мінімальною кодовою відстанню. 
          3. Геометрична інтерпретація двійкових кодових послідовностей. 
 
Тема 4.5. Лінійні групові коди 
СРС: 1. Побудова базової матриці. 
          2. Алгоритм формування кодових послідовностей. 
          3. Виявлення та виправлення помилок. 
 
Тема 4.6. Циклічні коди. Вибір утворюючого поліному. Принципи 
декодування та виправлення помилок. 
СРС: 1. Способи вибору та властивості утворюючого поліному.  
          2. Алгоритм кодування. 
          3. Виявлення та виправлення помилок. 
          4. Переваги та недоліки циклічних кодів. 
 
Тема 4.7. Код Хемінга. Принцип виправлення одиночних та виявлення 
подвійних помилок. 
СРС: 1. Принцип розташування інформаційних та контрольних символів.  
          2. Алгоритм кодування. 
          3. Виявлення та виправлення помилок. 
          4. Переваги та недоліки коду Хеммінга. 
 
Розділ 5. Кореляція функцій. 
 
Тема 5.1. Поняття кореляції. Автокореляційна функція. Властивості. 
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СРС: 1. Формули для обчислення кореляції. 
          2. Зсув дискретних функцій ліворуч та праворуч. 
          3. Фізичний зміст та застосування кореляції. 
          4. Кореляція зачумлених сигналів. 
 
Важливим елементом СРС є виконання практичних робіт, підготовка до 
модульної контрольної роботи та заліку. 
Тематика практичних робіт пов’язана з застосуванням формул для 
обчислення кількості інформації, ентропії, кодової відстані, методик кодування 
Шеннона-Фано та Хаффмена, алгоритмів побудови циклічних, лінійних 
групових кодів та коду Хеммінга. 
При виконанні практичних робіт  використовуються методичні вказівки з 
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