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1. INTRODUCTION 
Partial difference equations are difference equations that involve functions of two or more inde- 
pendent variables. Such equations occur frequently in the approximation of solutions of partial 
differential equations by finite difference methods, random walk problems, the study of molecular 
orbits, and mathematical physics problems [I-5]. 
EXAMPLE 1 .l. The difference equation 
is a simple example of the partial difference equation. The binomial coefficient function 
72. I 
CT = k!(n - k)!’ k, n = 0, 1,2,. . . , 
is a solution of this equation. 
EXAMPLE 1.2. The discrete heat equation 
ug+l) -&c = T 
( 
p) 
m-1 
- &$ + T 
> ( 
,(“I _ ,(4 
> 
m+1 m 7 m E 2, nE No, 
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where Z is the set of all integers and No is the set of nonnegative integers. In the above equation, 
we assume that heat flow is instantaneous. In fact, it takes time for heat to flow from one point m 
to its neighboring points m - 1 and m + 1. Then we have the following delay heat equation: 
u(n+l) - Q’ = T 
m 
( 
p+f) _ u(n-4 
m 
> ( 
+ T uz;,) _ ,(n-a) 
m 
1. 
EXAMPLE 1.3. The discrete Laplace equation is 
Q-l,j + “i+1,j + U&j-l + ui,j+l _ 47+ = 0. 
EXAMPLE 1.4. Let us consider an elementary random walk problem. The probability of finding 
a particle at one of the nonnegative integral coordinates of the x-axis is P(i, 0). At the end of 
each time interval, the particle makes a decision to stay at its present position or move one unit 
to the negative direction along the x-axis. Assume that the probability that the particle does not 
move in a given unit of time is p, and the probability that the particle moves in a given unit of 
time is q. Let P(i, t) be the probability that the particle is at the point x = i at the end of the t th 
interval of time. Then by Bayes’ formula, it is easy to see that the following partial difference 
equation holds: 
P(i, t + 1) = pP(i, t) + qP(i + 1, t), i,t=0,1,.... 
In this paper, we will consider the partial difference equation 
Am+lvn + Awn+1 -PA,,, + c qiAim-ki,n-li = 0, 
i=l 
where p, qi are real numbers, ki and li E No, i = 1,2,. . . , u, Nt = {t, t + 1,. . . }, and u is a 
positive integer. Equation (1.1) includes the equation 
u 
A mtl,n + Am,+1 + Am--l,n + A,,,-1 - pA,,, + c T~A,,+~~,~-~~ = o. (1.2) 
i=l 
Equation (1.2) can be regarded as discrete analogs of the following functional partial differential 
equation: 
g + $ + (4 - p)A(x, y) + 2 riA(a: - ui, y - TV) = 0. 
i=l 
The oscillation of (1.3) has been studied by Tramov [6]. 
Although partial difference equations appear well before partial differential equations, the 
former equations have not drawn much attention as compared to their continuous counterparts. 
Becently, this situation has started to change. Some important results in the qualitative analysis 
of partial difference equations have been done by some mathematicians, including the authors of 
this paper and their cooperators. 
The purpose of this paper is to offer some fundamental concepts and important results in the 
oscillation and stability of partial difference equations. 
First of all, we define the initial value problem of (1.1) [7]. 
Set k = max ki, 1 = maxli, i = 1,2,. . . , u, 52 = N-k x N-1 \ No x Nr. Given a function 4i,j 
defined on R, it is easy to construct by induction a double sequence {Ai,j} which equals &,j on Cl 
and satisfies (1.1) on NO x Ni. In fact, we rewrite (1.1) in the form 
A m,n+l =P A rn,n -A m+l,n - 2 qi&-ki,n--li, 
i=l 
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and use it to successively calculate Ao,l; AIJ, ACQ; A~J, AIJ, Ao,~; . . . . Such a double sequence 
is unique and is said to be a solution of (1.1) with the initial condition 
-4,j = h,j, (i, j) E R. 
A solution {Ai,j} of (1.1) is said to be eventually positive if A,,j > 0 for all large i and j. It is 
said to be oscillatory if it is neither eventually positive nor eventually negative. 
In Section 2, we will introduce a sufficient and necessary condition for all proper solutions 
of (1.1) with constant parameters to be oscillatory. In Section 3, we will show some results on 
the oscillation of PDEs with variable coefficients. In Section 4, we will show some results for 
the oscillation of the nonlinear partial difference equations. In Section 5, we will introduce some 
linearized osciIlation results. In Section 6, we will consider the stability of partial difference 
equations. 
2. LINEAR PDES WITH CONSTANT PARAMETERS 
A solution {Ai,j} of (1.1) is said to be proper (or subexponential) if there are positive con- 
stants M, cr, and p such that 
for all sufficiently large m and n. (2.1) 
It is not difficult to prove that if the initial data (Pm,n satisfy (2.1) on the initial set R, then the 
corresponding solution of (1.1) is proper. 
Let {f(m,n)} b e a d bl ou e sequence, (m, n) E Ni. The z-transform of this sequence is denoted 
by z(f(m, n)) and is defined by 
z(f(m, n)) = F(z1, z2) = g 2 f(m, n)zl”z;“, (2.2) 
m=O n=O 
if series (2.2) converges for lzil > ri, ri 2 0, i = 1,2. Equation (2.2) defines a complex analytic 
function of the variables zr and zs in the region lzil > ri and 1221 > 7-s. 
LEMMA 2.1. Assume that there exist positive constants MI, M, and N such that 
Then the z-transform of {f( m,n)} exists in the region IzI > ~1 and 1221 > ~2 
In the following, we always assume that f(s,t) = 0, for s < 0 and t < 0 in the series 
cg lx”=, f(s, t)+;t. 
Let 
z(A,,& = 2 A,,+;m~;n = F(zl, z2). (2.3) 
m,n=O 
We consider (1.1) together with its characteristic equation 
A + p - p + 2 qJ-kp = 0. 
i=l 
(2.4) 
(X,p) is said to be a positive root of equation (2.4), if it satisfies equation (2.4); moreover, X > 0 
and p > 0. 
By the z-transform, we obtain the following theorem. 
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THEOREM 2.1. (See Iv.1 Every proper solution {Am,+} of (1.1) is oscillatory if and only if the 
characteristic equation (2.4) has no positive roots. 
PROOF. NECESSITY. Otherwise, let (Xe, ~0) be a positive root of (2.4). Then it is easy to see 
that {A,,,} with A,,, = XT& is a positive solution of (l.l), a contradiction. 
SUFFICIENCY. Assume that (2.4) has no positive roots. Let {Am+} be a positive solution of (1.1) 
. . . 
with the mrtral data &,,, such that ]$,,,I < c. Then, by induction, it is not difficult to find that 
there exist b > 0 and c > 0 such that 
I&J < bcmtn, (m,n) E P. 
Hence, by Lemma 2.1, for ]ti] > c, i = 1,2, the z-transform (2.3) of {A,,n} exists. By taking 
the z-transform of both sides of (l.l), we obtain 
@(ZlrZ2)qa,Z2) = @(21,22), l&l > c, i = 1,2, (2.5) 
where 
and 
co m 
*(a, 22) = ZI c Ao,&~ + 22 c Arn,o~;~. 
n=O m=O 
We rewrite (2.5) in the form 
Set 
(2.6) 
(2.7) 
Equation (2.7) has radius of convergence ri, i = 1,2. That is, (2.6) holds for ]zi( < ri, i = 1,2. 
Equivalently, (2.5) holds for ]zi] > l/ri, i = 1,2. By a known result [8] that a power series with 
positive coefficients having radius of convergence ri, i = 1,2 has a singularity at zi = Ti, i = 1,2, 
by condition @(zr, 2s) # 0, for (zr, 22) E (0, oo) x (0, oo), thus, @(l/rr, l/rg) # 0, and hence, 
is analytic in the region ]zr - rr] < pr and 122 - r2] < ps, which contradicts the singularity of 
W(Z1,Zg) at Zi = Ti. Therefore, we must have ri = 00, i = 1,2, i.e., (2.5) holds for ]Zi] > 0, 
i = 1,2, which leads to A,,, = 0 for all large m and n. Otherwise, the left-hand side of (2.5) 
does not equal the right-hand side. This contradiction proves Theorem 2.1. 
From Theorem 2.1, we can derive some explicit oscillation criteria. 
THEOREM 2.2. Assume that p > 0 and qi > 0, i = 1,2,. . . , u. Then every proper solution 
of (1.1) oscillates if 
2 qi (ki +,li + lp+li+l 
@qf"pki+l,+l 
> 1. 
i=l 
(2.8) 
For u = 1, (2.8) is not only sufficient but also necessary for every proper solution of (1.1) to be 
oscillatory. 
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THEOREM 2.3. Every proper solution of the equation 
A m+l,n + Amp+1 -p&n,, + qAm-k,n-l = o (2.9) 
oscillates if and only if 
4 
(k + 1+ l)“+“+l > 1 
kkpPk+l+l (2.10) 
The above results have been generalized to the other kinds of partial difference equations [g-12] 
and the system of linear delay partial difference equations [I31 
(2.11) 
i=l j=l 
where pi and qj are r x r matrices, A,,, = (uk,, , . . . , u;,~ )T, ki, li, Tj, and Uj are nonnegative 
integers, and u and v are positive integers. 
By a solution of (2.11), we mean a sequence {A,,,} of A,,, E Rr, which satisfies (2.11) for 
m,nE&. 
Let {A,,,} be a solution of (2.11) with A,,, = (ah,,, . . . , &JT for m, n E No. We say that 
the solution {A,,,} oscillates componentwise if each component {a&} oscillates. Otherwise, 
the solution {A,,,} is said to be nonoscillatory. Therefore, a solution of (2.11) is nonoscillatory 
if it has a component {uk,, } which is eventually positive or eventually negative. 
The solution {A,,,} of (2.11) is said to be proper, if there exist positive numbers M, cx, and p 
such that 
lIAm,nII I MarnPn, m,nENO. 
THEOREM 2.4. (See 1131.) Every proper solution {A,,,} of (2.11) oscillates componentwise if 
and only if its characteristic equation 
det ‘&ix-“ip-“’ - I + &jXr’p”’ =o 
i=l j=l 
has no positive roots. 
For the scalar linear difference equation 
Pi%-ki,n-2; + qj”m+sj,n+~j, 
i=l j=l 
(2.12) 
we have the following result. 
COROLLARY 2.1. Every proper solution of (2.12) oscillates if and only if the characteristic equa- 
tion 
has no positive roots. 
The same result is also true for the other type of linear partial difference equations with the 
constant coefficients. The above results are similar to the corresponding results for the ordinary 
difference equations [14]. 
Recently [15], a similar result to Theorem 2.1 for the partial difference equations with contin- 
uous variables of the form 
A(x + 1,~) + A(~,Y + 1) -pA(Zy y) + epiA(~ - oi,y - pi) = 0 (2.13) 
i=l 
has been obtained, where 6, r E R+, p > 0, pi > 0, i = 1,2,. . . , n. 
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By a solution of (2.13), we mean a continuous function A E C( [-a, oo) x [-T, oo), R), which 
satisfies (2.13) f or all 2 2 1, y 2 1, where u = maxai, 7 = maxri. 
A solution A(z, y) of (2.13) is said to be proper if there exist positive constants M, h, and k 
such that 
IA(z, y)] 5 Mehz+ky, for all sufficiently large z and y. 
By the two-dimensional Laplace transform, the following result has been proved, 
THEOREM 2.5. (See [15].) Every solution A(z,y) of (2.13) is oscillatory if and only if its char- 
acteristic equation 
@(A, p) = x + p - p + ~Pix-yL-G = 0 
i=l 
(2.14) 
has no positive roots. 
From Theorem 2.5, we can derive an explicit condition for every proper solution of (2.12) to 
be oscillatory. 
THEOREM 2.6. Assume that p > 0, pi > 0, for i = 1,. . . , n. Then every solution 
oscillates if 
3. PDES WITH VARIABLE COEFFICIENTS 
In this section, we shall first consider the linear partial difference equation 
A m+l,n + Am,,+1 - A,,= + Pm,nAm-k,n-l = o, 
of (2.13) 
(3.1) 
where Pm,, > 0 on Ni, k,l E No. 
The following lemma is obvious. 
LEMMA 3.1. Let {A,+} b e an eventually positive solution of (3.1). Then A,,, is decreasing 
in m and n eventually. 
Define a set E by 
E = {X > 0 1 1 - XP,,, > 0, eventually}, 
where {Pm,,} is the coefficient sequence of (3.1). Given an eventually positive solution A = 
{A,,,} of (3.1), we also define a subset S of the positive reals as follows: 
S(A) = {x > 0 1 A,+l,n + &,,+I - (I- XP,,,)A,,, IO, eventually). 
Note that if X E S(A), then 
0 < Am+l,n + Am,n+l I (1 - Pm,,)&,,, 
and hence, X E E. In other words, S(A) is a subset of E. If we assume that 
limsup Pm,, > 0, 
m,?z+cc 
(3.2) 
then E is bounded. 
Using the boundedness of the set E, we obtain the following result [16]. 
Delay Partial Difference Equations 1259 
THEOREM 3.1. Assume that 
(i) (3.2) holds; 
(ii) k, 1 E Ni, min(k, 1) = 77, and there exist M, N E Ni such that 
( 
m-1 W-1 
SUP 
&E,m>M,n>N 
x n r-J (1 --XPi,j) 
km-k j=n-I 1 
1111 
< 1. (3.3) 
Then every solution of (3.1) is oscillatory. 
PROOF. Suppose to the contrary that {A,,,} is an eventually positive solution of (3.1). By 
Lemma 3.1, it is easy to see that 1 E S(A). So, S(A) is nonempty. Let p E S(A). Then 
A m+l,n I Cl- ~Pm,n)An,n and Am,n+~ I (1 - PP~,,PL,~, 
for all large m and n. Therefore, 
m-1 
A m,n 5 n (1 - @q&n-k,n 
i=m-k 
(3.4 
and 
m-1 
Am,n-j 5 n (1 - /-JPi,n-j)Am-k,n-j > O<jll. (3.5) 
i=m-k 
But then 
n-1 m-1 
A;,, I &,n-1&p--a . - + &,,-I L: n II’ (I- @i,j)A;-k,n--l. (3.6) 
j=n-1 km-k 
Similarly, we may show by symmetric arguments that 
m-1 n-1 
Ai,, 5 n JJ (1 - P%ML,n-l- 
km-k j=n-I 
(3.7) 
Combining (3.6) and (3.7), we obtain 
m-1 n-1 
A m,n I n n (1 -PPi,j) 
i i=m-k j=n-l 
Substituting (3.8) into (3.1), we obtain 
P-8) 
n-1 n-1 
n ~ Cl- /J?,j) 
i=m-k j=n-2 
An,n IO. 
It follows that 
SUP 
m>M, n>N 
m-1 n-1 llrl -l 
n n C1 -P%) 11 
E S(A). 
km-k j=n-l 
On the other hand, (3.2) implies the existence of a number p E (0,l) such that 
m-1 W-1 
l/V 
SUP x n n C1-P%j) <p<1. 
X~E,rn>M,n>h’ km--k j=n-l 
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Thus, 
so that p/p E S(A). By induction, it is easy to see that p/p’ E S(A), for r = 1,2,. . . . But this 
shows that S(A) is unbounded. A contradiction is obtained. The proof is complete. 
Let (Y = max(k, I) and v = min(k, 1). From Theorem 3.1, we can obtain the following result. 
COROLLARY 3.1. Assume that 
P-9) 
Then every solution of (3.1) oscillates. 
By modifying the proof of Theorem 3.1, some variants are easily derived. We omit it here. 
We have assumed that min(k,l) > 0 in the above discussions. Next, we deal with the case 
when one of the integers k and 1 is zero. Without loss of generality, we assume that k > 0 and 
1 = 0. 
THEOREM 3.2. Assume that (3.2) holds. Assume further that 1 = 0 and k > 0 and 
m-l 
i=m-k 
(3.10) 
for some positive integers M and N. Then every solution of (3.1) oscillates. 
The proof is similar to the proof of Theorem 3.1. 
COROLLARY 3.2. (See [16,17].) A ssume that (3.2) holds and that 1 = 0 and k > 0 and 
k” 
i=m-k 
(l+ k)l+k’ 
Then every solution of (3.1) oscillates. 
In [17], the authors use some ideas from the one-dimensional difference equation 
to treat the oscillation of (3.1) and to obtain some oscillation criteria. 
In case T = CJ = 0, a result in [17] is the following. 
THEOREM 3.3. Assume that 7 = 0 = 0, and that 1 -P,,, is not eventually positive. Then every 
solution of (3.1) is oscillatory. 
PROOF. If {Am+} is an eventually positive solution of (3.1), then 
0 2 1 - pm,, 2 Am+lF + Am*n+1 > 0, 
A m,n 
for all large m and a. This contradicts the assumption. The proof is complete. 
In [18,19], the authors use the above method to treat the oscillation of the equation 
aAm+~,n+l + b&+1,, + cA,,,+~ - dA,,, + Pm,nAm-k,n-l = 0, 
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and of the equation 
respectively. 
Am-I,, + A,,,-1 - Am,n + pm,nAm+lc,n+~ = 0, 
The above results have been generalized to the PDEs with continuous arguments of the form [‘XI] 
A(” + a, Y) + A@, y + a) - A@, y) + P(x, y)A(a: - 7, y - a) = 0, (3.11) 
where P E C(R+ x R+, R+(O)), a, T, u are positive numbers. 
A E C([--7, co) x [-o, co)) is said to be a solution if it satisfies (3.11) in R+ x R+. A solution 
A(z, y) is said to be eventually positive if A(%, y) > 0 for all large z and y. An eventually negative 
solution is similarly defined. It is said to be oscillatory if it is neither eventually positive nor 
eventually negative. 
It is easy to see that the positive solutions of (3.11) d o not have the monotone property. 
Therefore, some new techniques are needed to treat (3.11). 
The following result is obvious. 
LEMMA 3.2. Let A(z,y) b e an eventually positive solution of (3.11). Define 
x+a 
J J 
Y+a Z(X,Y) = A(u, w) du dv. 
2: Y 
Then g < 0, $$ < 0 eventually. 
LEMMA 3.3. Let A(z,y) b e an eventually positive solution of (3.11). Define 
Then Z(x, y) > 0 satisfies the difference inequality 
Z(x + a, Y) + Z(xc, Y + a) - Z(x, Y) + Q(x, Y)Z(X - 7, Y - g) i 0, (3.12) 
and there exist nonnegative integers k and 1 such that 
Z(x + a, Y) + Z(x, Y + a) - Z(x, Y) + Q(x, y)Z(x - ka, Y - 1~) 5 0, (3.13) 
if k = 0, ku is replaced by r and if 1 = 0, then la is replaced by o in (3.13). 
PROOF. Integrating (3.11), we have 
=+a 
SJ Y+a 
x+a Y+a 
A(~+u,v)dudv+ A(u, w + u) du. dw 
2 Y JJ z Y z+a 
JJ Y+a 
%+a - A(u, v) du dw + 
I Y JJ 
Y+a 
I’(,, v)A(u - T, v - o) du dv = 0. 
z Y 
By the definitions of Z and Q, the above equation leads to (3.12). Since a, r, u are positive, there 
exist nonnegative integers k and 1 such that r = ku + 6, c = la + n, 0, r] E [0, u). By Lemma 3.2, 
we have 
2(x-T-,y-a) >Z(z-ku,y-la). (3.14) 
Substituting (3.14) into (3.12), we obtain (3.13). If k = 0, it is easy to see that Z(lc - 7, y -0) 2 
Z(x - T, y - la) and if 1 = 0, we have Z(x - 7, y - a) 2 2(x - ka, y - 0). Hence, we obtain (3.13). 
The proof is complete. 
Define a set of positive numbers by 
E = {X > 0 1 1 - xQ(z, y) > 0, eventually}. 
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Let A(z, y) be an eventually positive solution. Then 2(x, y) > 0, eventually. Define a set as 
follows: 
S(Z) = {A > 0 1 2(x + a, y) + Z(z, y + a) - (1 - AQ(x, y))Z(q Y) 5 0, eventually}. 
It is not difficult to prove that S(Z) E E. 
If A E 8, then X < (Q(z, y))-‘. Therefore, if we assume that 
limsup Q(z, y) > 0, (3.15) 
I,Y-+=J 
then E is bounded. 
Similar to the proof of Theorem 3.1, we can prove the folloiving conclusion. 
LEMMA 3.4. Let A(z, y) be an eventually positive solution of (3.11). Then the set S(Z) is 
nonempty. If p E S(Z), then we have 
fj ~(l-liQ(-h~-ja)) l/q 2(x - ka, y - la) 2 0, (3.16) 
i=l j=l 
where r] = min(k, I) > 0. 
THEOREM 3.4. (See (201.) A ssume that r 2 a, ~7 2 a, and (3.15) hold. Further assume that 
there exist 20 > 0, yo > 0 such that 
(3.17) 
Then every solution of (3.11) oscillates. 
From Theorem 3.4, by the well-known inequality between the arithmetic and geometric means, 
we can derive an explicit oscillation criterion. 
COROLLARY 3.3. Assume that r 2 a, u 2 a, and (3.15) hold. fither assume that 
where a = max( L, 1). Th en every solution of (3.11) oscillates. 
The methods in Theorem 3.4 are also available for the partial difference equation 
n+ + a, Y + b) + PzZ(Z + a, y) + P3%(2, y + b) - p4 + P(x, y)z(z - 7, y - a) = 0, 
where PC C(R+ x R+,R+-O), a, b, 7, (T are real numbers and pi, i = 1,2,3,4 are nonnegative 
constants [21], and the difference equation [22] 
& - a, Y) + A@, y - b) - A(o, y) + p(z, y)A(a: + T, y + a) = 0. 
NOW, we consider 
A,+l,n + A,,,+1 - A,,, + c dm, ~)A,-~i,n-~i = 0, 
i=l 
and difference inequalities 
and 
&+l,n + Am++1 - A,,, + ~pi(m, ~)Am-twv-~i I 0, 
i=l 
u 
A,++ + A,,,+1 - A,,, + ~~i(m, ~)A,-/c,,n-li > 0. 
i=l 
(3.18) 
(3.19) 
(3.20) 
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THEOREM 3.5. (See [23].) A ssume that ki and li are positive integers and 
(i) lim infm,n+oo pi (m,n)=q>O,i=1,2 )...) u; , 
(ii) C~==l(limsup,,,,,pi(m, n) + 2liminf,,,+,pi(m, n)) > 1. 
Then (3.19) has no eventually positive solutions, (3.20) has no eventually negative solutions, and 
every solution of (3.18) oscillates. 
In (24,251, a new oscillation concept is introduced. 
For convenience, an element of Z2 is called a lattice point. Let R be a set of lattice points. We 
write 
sz( m,n) = {(i,j.) E R 1 i 5 m, j 5 n}. 
Given integers m and n, the translation operators X” and Y” are defined by 
and 
X”R = {(i + m,j) E Z2 1 (i,j) E R} 
YW = {(i,j +n) E Z2 1 (i,j) E Cl}. 
A subset of the form X”Y”R is said to be a translate of R. Let cy, p, y, and T be integers such 
that (Y 5 /3 and y 5 r. The union 
7 
~~ XiYiR 
kc2 j=y 
is called a derived set of R. The following relation holds: 
(i,j) E Z2 \ -& kX”YiR w (i - k,j - 1) E Z2 \ R, 
Let R be a set of lattice points. If 
P I 
m,n) 
limsup - 
m,n+oo mn 
exists, then this limit, denoted by p*(n), will be called the upper frequency measure of s1. 
Similarly, if 
P I 
m,n) 
lim inf - 
m,n-+oo mn 
exists, then this limit, denoted by p*(R), will be called the lower frequency measure of 0. If 
p*(R) = p*(Q), then the common limit, denoted by p(R), will be called the frequency measure 
of 0. 
Let A = {&,,}&=1 b e a real double sequence. If p*(A 5 0) = 0, then the sequence A is 
said to be frequently positive. If p*(A 2 0) = 0, then A is said to be frequently negative. The 
sequence A is said to be frequently oscillatory if it is neither frequently positive nor frequently 
negative. 
We remark that if a double sequence is eventually positive, then it is frequently positive; and 
if it is eventually negative, then it is also frequently negative. Thus, if the sequence is frequently 
oscillatory, then it is oscillatory. 
Let A be a real double sequence. If p*(A 5 0) 5 w, then X is said to be frequently positive 
of upper degree w, and if p*(A 1 0) 5 w, then A is said to be frequently negative of upper 
degree w. The sequence A is said to be frequently oscillatory of upper degree w if it is neither 
frequently positive nor frequently negative of the same upper degree w. The concept of frequent 
positivity of lower degree, etc., is similarly defined by means of p*. 
In order to show the difference of frequent oscillation and usual oscillation, let us see two 
examples in one dimension. 
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EXAMPLE 3.1. Consider the sequence 
x = {l,l, 1, -1, l,l, 1, -1,. . .}. 
Since p,(X 5 0) = l/4 and p,(X 2 0) = 3j4, th us, X is frequently positive of lower degree l/4, 
frequently negative of lower degree 314, and frequently oscillatory of lower degree l/5. 
EXAMPLE 3.2. The sequence 
-1, if k = JF(n E No), 
xk = 
$1, otherwise, 
is oscillatory, and frequently positive. 
We consider 
A m+l,n + Amp+1 - am,nAn,n + pm,n&z-k,n-z = 0, (3.21) 
where a = {a,,,} and p = {JI~,~} are real double sequences, m, n E No, and lc and 1 are positive 
integers. 
THEOREM 3.6. (See 1251.) Assume that X = 2kt/(k + Z), r = ??+l+l~X/2X(l + 2,)1+X, a > 0, 
II, > 0, r > 0, and 0 < am,,, 5 ti, 
($%i), 2 & ($)’ 
holds. Let q = {qm,n} be a double sequence.defined by 
4 l z !g pi,j, ?n,n = j-J m=k+l,k+2 ,..., n=l+l,l+2 ,.... 
i=m-A j=n-1 
Assume that 
p*(p < 0) = B, p* (a > zi or a 5 0) = A, P*(!? < $1 = D, 
and 
((T + 3)k + If l)((~ + 3)1+ k + 1) (A + B + D) < 1 
Then (3.21) has no frequently positive solutions. 
From this, we can derive the following corollary. 
COROLLARY 3.4. If am,,, E a > 0 and Pm,, 2 0 and 
where X = 2kl/(k + l), then every solution of (3.21) is frequently oscillatory. 
The other results of frequent oscillation of (3.21) can be seen in [25]. 
We consider a class of neutral partial difference equations of the form 
&‘(AI, Ad(~(+L,n + C&n-k<,n--li) + pi(m, n)A,-,;,,-,J = 0, 
i=l 
(3.22) 
where T(Al, A2) = Al + A2 + I, AA,,, = Am+l+ - A,,,, AzA~,~ = A,,,++1 - A,,,, and 
IA,,, = A,,,, ki, li, gi, pi are nonnegative integers, pi(m, n) 2 0 on Nz, i = 1,2,. . . , u. &J(x) > 0 
and X is a parameter, and c > 0. 
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When c = 0, u = 1, and Q(X) = 1, (3.22) becomes 
A 
1 u 
m+l,n + Amp+1 - A,,, + ; -&(m, n)&-ai,n-ri = 0. 
i=l 
By the method of monotone sequence, we obtain the criteria of existence of positive solutions 
and a comparison theorem [26]. 
Consider (3.22) together with the difference inequality 
&PI, Ad(Q(Wn,n + &n-lci,n-zi) + pi(m, n)A,-,,,,-,] I 0. 
i=l 
(3.24) 
Let Q = max{ai, Ici 1 1 < i < u}, /3 = max{Ti, li 1 1 5 i 5 u}, M, N are nonnegative integers. 
{A,,,} is said to be a monotone decreasing positive solution of (3.24) if A,,n > 0 for m 2 
M - a, n >_ N - p, and AlA,,, 5 0 and AzA,,, 5 0. 
By the method of the monotone sequence, we can prove the following result. 
THEOREM 3.7. Assume that 0(x) > 0 and for any (m,n), there exists a positive integer s such 
that 
min{o,, Ts, b, L} > 0 and p,(m, n) > 0. 
If (3.24) has monotone decreasing positive solutions, so does (3.22). 
Next, we will seek the monotone decreasing eventually positive solution of (3.24). At first, we 
look for the monotone decreasing positive solution of 
2 [WI, We(4A m,n + CA,-/ci,n-l,) + pi&-oi,n-7x1 I 0, (3.25) 
i=l 
where pi are nonnegative real numbers, i = 1, . . . , U. Set A = {A,,,} with 
A 
1-x m+n 
m,n = - 
( ) 2 T 
ml-a, n 2 -/3. (3.26) 
In view of (3.26), by the direct calculation, we have 
WI, Ad(W)A + C-‘&n-kg+-l,) 
= (-A) e(x) + ( c (y)-ki-li) (~)“i+” A,+,,,-Ti. 
Hence, if 
(3.27) 
then A = {A,,n} is the eventually positive solution of (3.25). 
Let 
-ki-li 
. 
By calculating j’(X) = 0, it is easy to see that, f(x) reaches its maximum value at 
where pi = gi + pi - ( ki + &). Hence, 
ma f(x) = WO) = $$ (5) 
Pi 
. 
OjX<l % 2 
(3.28) 
Let 
Pi 2 1, l<iSU. (3.29) 
Since pi 5 f(&), we set X E [0, 1) such that (3.27) holds, and then A,,, = ((1 - X)/2)m+n is a 
monotone decreasing positive solution of (3.24). Then we have the following theorem. 
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THEOREM 3.8. Assume that (3.28), (3.29), and 
hold. Then (3.24) has an eventually monotone decreasing positive solution. 
We consider (3.22) together with the equation 
2 WI, Ad(V)Am,n + C-L-ki,n+) + qi(m, ~)A,-,,,,-,] = 0, 
i=l 
(3.30) 
where 
4i(T n) 2 Pi(? n), i=l T-*-7 u. (3.31) 
By Theorem 3.7, we obtain a comparison theorem. 
THEOREM 3.9. Suppose that (3.31) holds. If (3.30) has amonotone decreasingeventuallypositive 
solution, so does (3.22). 
In [27], Sturmian comparison theorems are derived for the discrete hyperbolic-type equations. 
In [28], existence criteria for the positive flows are derived for a linear conversion equation whose 
domain of definition is a qukter lattice plane by the method of monotone convergence. 
4. NONLINEAR PARTIAL DIFFERENCE EQUATIONS 
We consider a nonlinear partial difference equation 
&+I,, + &,,+I - A,,, + 2 Pi(m, ~)fi(An+,n-~~) = 0, 
i=l 
where Pi(m, n) > 0 on Ni, Ici, li E No, and fi is continuous and satisfying zfi(z) > 0, for x # 0, 
i=1,2 ,..., 21. 
The definition of the initial value problem of (4.1) is similar to (1.1). We will consider the 
oscillation of solutions of (4.1). 
The following lemma is a discrete analog of Green’s formula [IS]. 
LEMMA 4.1. Let {A,,,} b e a real double sequence. Then 
m n 
c c (Ai+l,j + kj+l - Ai,j) 
i=m-/c j=n-J 
m+l n m 
= C C -%j + C Ai++1 - Am-kp-z + Am++-J. 
i=m-k+l jcn-J+l i=m-k 
THEOREM 4.1. (See [16].) Every solution of (4.1) is oscillatory provided that the following 
conditions hold: 
(i) for 1 5 i 1. IL, fi is nondecreasing, and 
liminf fib3 
Z--r0 
- = si E (0,oo); 
X 
(ii) for 1 < i 5 u, 
lim inf Pi(m, n) = pi > 0; 
na,7L’ca 
(iii) for 1 5 i < 21, 
2 p&5& (Vi + v+l > 1 v? , Vi = min(k Zi). 
i=l I 
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PROOF. Suppose to the contrary that {Am,n} is an eventually positive solution of (4.1). Then 
limm,n+m A,,, = C L 0 exists. We assert that 5 = 0. Otherwise, if [ > 0, then by taking limits 
on both sides of (4.1), we obtain 
which is a contradiction. 
From (4.1), we have 
2Am+l,n+l _ 1 < Am,,+1 + Am+l,n 
A A 
-1 
m>n m,n 
for all large m and 72. Letting 
A 
a m,n = 
m,n 
A m+1,n+1 ’ 
we see that Q,,, > 1 for all large m and n, and 
(4.2) 
If {%n,n} is unbounded, then there exists a subsequence {cY~,~} such that limsup,,,,, 
cxm.-l+.-l = 0;). But then in view of (i) and (ii), the left-hand side of the above inequality 
will not be bounded above. This contradiction shows that {a,,,} is bounded above. 
Let E = limsup,,,+, (Y,,,. Then, from (4.2), we have 
which implies [ > 2 and 
Note that 
Thus, we have 
which contradicts (iii). The proof is complete. 
THEOREM 4.2. Assume that (i) of Theorem 4.1 holds. Further assume that 
where ko = min{kl, . . . , k,} and lo = min{Zl , . . . , lU}. Then every solution of (4.1) is oscillatory. 
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PROOF. Suppose to the contrary that {A,,n} is an eventually positive solution of (4.1). Then, 
as seen in the proof of Theorem 4.1, we have limm,n+a, A,,, = 0. Summing (4.1), we obtain 
m+ko n+10 m+ko n+zo 21 
c c (Ai+l,j + &+I - 4j) + c c c Pt(i,j)f,(Ai-kt,j-It) = 0. 
i=m j=* km j=n t=1 
By Lemma 4.1, we have 
A m,n 2 c~ 2 ~P,(i,.i)ft (&let,j-zt) 
i=m j=n t=1 
Since fi is monotone, we see further that 
m+ko n+zo u 
or 
m+ko n+lo u 
i=m j=n t=l 
But this is contrary to our assumption. The proof is complete. 
Now let us employ the above method to a nonlinear partial difference equation with continuous 
variables [29] 
A(~+a,y)+A(z,y+o)-A(z,y)+f:hr(z,~,A(a:-~;,~--7i))=O, (4.3) 
i=l 
where hi E C(R+x R+x R, R), uhi(x,y,u) > 0, for u#O, and hi isnondecreasinginu,a,ai,ri>O, 
i=1,2,.. . ,m. Let ff = maxi=1 ,..., m{ai}, 7 = maxi,1 ,..., m{7i}. 
LEMMA 4.2. Assume that A(s, y) is an eventually positive solution of (4.3). Define 
Y+a 
A(u, V) du dv. 
Then we have 2(x, y) > 0, g < 0, $$ < 0 for all large x and y. 
LEMMA 4.3. Suppose that hi(x, y, u) is convex in u for u > 0. Let A(%, y) be an eventuallypos- 
itive solution of (4.3). Then 2(x, y) is an eventually positive solution of the following inequality: 
2(x + a, y) + 2(x, y + a) - 2(x, Y) + F hi@, y, 2(x - ci, Y - 74) 5 0. 
i=l 
(4.4) 
There exist nonnegative integers ki and li, such that 
2(x + a, y) + 2(x, y + a) - 2(x, y) + c h&c, Y, 2(x - ha, y - C4) I 0, (4.5) 
i=l 
where kia = cri, if mini,1 ,,.., m{ki} = 0 and Zia = G, if mini=1 ,..., 7n{li} = 0. 
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LEMMA 4.4. Let Z(X, y) be a real continuous function. Then 
c C(Z(x + (i + l)a, y + ja) + Z(z + ia, y -I- (j + 1)a) - Z(X + ia, y + ja)) 
id) j=o 
ko+l lo 
= c ~z(x+iu,Y+ju)+~Z(x+~ 20, y + (lo + l)a) + Z(x + (ko + l)u, y) - Z(z, y). 
i=l j=l i=O 
Let cri = kiu + Bi, pi = liu + &, & E [0, a), ki and li are nonnegative integers, i = 1,. . . , m. 
We have the following result. 
THEOREM 4.3. Assume that 
(i) +,Y,u) E C(R+ x R+ x R, R) is nondecreasing in u, zlhi(z, y, U) > 0, for u # 0; 
(ii) lim inf r,y-+m,u+o hi@:, Y, u)/u = si 2 0, cz1 si > 0; 
(iii) hi(z, y, u) is convex in u for u 2 0 and concave in u for u < 0, i = 1, . . . , m; 
(iv) one of the following conditions holds: 
2 2’1’si (Vi + l)“s+l 
q” > 1, ifqi=min(ki,li)>O, i=l,..., m, 
i=l 2 
m k. 
zsi (ki-k;;hd ‘l’ if i=y!,ym(ki) > 0, min (li) = 0, , , i=l,...,m 
. m 
c Si > 1, 
i=l 
if i=yinm(k) = ,=yin (h) = 0. ,...,m 
Then every solution of (4.1) is oscillatory. 
THEOREM 4.4. Assume that Conditions (i) and (iii) of Theorem 4.1 hold and 
where ko = min(kl, . . . , km), lo = min(Zl, . . . , Im). Then every solution of (4.1) is oscillatory. 
Theorems 4.1 and 4.2 have been extended to the following equation [30]: 
(Am+l,n + Am++1 + abn,n)” - (bA,,n)k + 2 R(m, n)fi (A;-,i,,-,) = o, 
i=l 
where a 2 0, b > 0, Pi(m, n) > 0, for m, n 1 0, Ui, pi are nonnegative integers, k = q/E > 1, 
q, < are positive odd integers, fi is a continuous function, and xfi(x) > 0, i = 1,. . . ,u for x # 0. 
Consider the partial difference equation [31] 
VmVA,,, -I- P(T% -b+++d = Q(m, n, &+k,n+z), m 1 m0, n 2 no, (4.6) 
where V is the backward difference operator defined by Vy, = ym - y,,+l, and k, 1 are nonneg- 
ative integers. 
For (4.6), we assume that there exist a function f : R -+ R and double sequences {p(m,n)}, 
@‘Cm, n)), {n(m, n)), {q’(m, n)) such that 
(Al) for u # 0, uf (u) > 0, f (u)/u 2 Y E (0,~); 
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(A2) for u # 0, 
p(m,n) I 
P(m, 72, u(m + Ic, n + 1)) 
f(u(m+k,n+l)) 5p’(myn)T 
q(m,n) 5 ‘( 
m,n,u(m+k,n+Q) 
f(u(m + k, n + 1)) ’ q’(m7 n)’ 
and 
(-43) limsup,,,+,Mm, n) - p’(m, n)l > VY > 0. 
A sequence {Am,n} is nondecreasing (nonincreasing) if V,A,,, > (I)0 and V,A,,, 2 (<)O. 
Let 
a = min(k, 1), P = m=(k, 0, Am, n) i 4(m, n) - #Cm, n). 
Further, we define 
E = {r > 0 1 1 - r(yp( m, n) - 1) > 0, eventually}. 
By the boundedness of E, similar to the proof of Theorem 3.1, we can obtain the following 
theorem. 
THEOREM 4.5. Suppose that there exist integers M 2 ma, N 2 no such that 
SUP 
&E,rQM,n>N 
~-fi b{l-r(yp(m+i,n+j)-l)}“” < 1. 
kl j=l 
(4.7) 
Then (4.6) has no eventually positive (negative) and nondecreasing (nonincreasing) solutions. 
COROLLARY 4.1. Suppose that k, 1 2 1 and 
* 
Then the conclusion of Theorem 4.5 holds. 
In [32], the authors consider the partial difference equation 
A m+~,n + Km, n)A,,,+l - b(m, n)&,, + P(m, n, Am-T,n-u) 
= &Cm, n, Am--7,n--Y)1 m E h,,, n E No, 
(4.8) 
where T, v are nonnegative integers, ,B(m, n) 2 ,f3 > 0 and 6(m, n) < 6(> 0). P and Q sre defined 
on N,,, x Nno x R. 
THEOREM 4.6. Assume that (Al) and (A2) hold, and p(m, n) - q’(m, n) 2 p > 0 eventually. 
Further assume that r, u > 0 and 
GE= T ;;; l ((T + v)pyp~2T)1’T+“+1 - s > 0, 
where T = min(T, v). Then every solution of (4.8) oscillates. 
PROOF. Let {A,,,} b e an eventually positive solution. Define a set by 
V = {(A P) E R2 : (Am+l,n - XA,,,) + (PAm,n+l - P&,~) I 0, eventual}. 
It is not difficult to see that X + p > 0, for (X, p) E V. Further, V is nonempty as (a/2,6/2) E V. 
In view of our assumptions, we can prove that (X-ia/2, p-k/2) E V, i = 1,2,. . . . Since (Y > 0, 
we have 
( 
X - y, p - s 
‘1 
< 0, eventually. 
We obtain a contradiction. The proof is complete. 
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The related work can be seen in [33,34]. In the above, we consider the oscillation of solutions of 
partial difference equations with the initial value. In [35], thq: authors derive a discrete Gaussian 
formula and apply this formula to consider the oscillation of nonlinear partial difference equations 
with suitable initial boundary conditions. 
Now we give some definition for deriving the discrete Gaussian formula. 
Consider a sequence {u,,, } := {u,, ,,,., ml,n} which is defined on LRxN,,, R := {pi”, . . . ,ph,}x 
. . . x {P”,,. . . ,PZM*l, andeveryd E.Z={ . . . . -l,O,l,... }. m is said to be an interior point of 0, 
ifm+l := {ml+l,m2,. . . ,ml}U...U{ml,. . . ,ml-l,ml+l} and m-l := {ml-l,mz,. . .,ml}U 
. * . U{ml,... , ml-l, ml - 1) are all in R; R”, which is composed of all interior points, is said to 
be an interior of R. 
m is said to be a convex boundary point of R if m E $2 and at least 1 points of m f 1 are 
in R; m is said to be a concave boundary point if m, m f 1 E 0 but just one of the points 
{ml f 1,. . . , ml 3~ 1) is not in Q, where {ml & 1,. . . , ml & 1) := {ml + 1,. . . ,ml + 1) U {ml - 1, 
m2 + l,... ,mz+l}U e e. U {ml - 1,. . . , ml - 1); d R, which is composed of all (convex and 
concave) boundary points, is said to be a boundary of R. s2 is said to be convex if aR is only 
composed of all convex points. m is said to be an exterior point if it is neither an interior point 
nor a boundary point. m is said to be an allowable point if at least two points of m & 1 are in R. 
0 is said to be a connected net if R is only composed of all allowable points. 
We only consider that R is a convex connected solid net here. 
If m E dfl is a convex boundary point of R, we define that the normal difference at (m, n) E 
afl x Nno is ANU,-I,~ := Call mflgn(A~um,n - Al~+l,~) = Call mklen A~u~,~, where AI 
and AT are, respectively, partial difference operators of order one and of order two. 
We write V2 a discrete Laplacian operator, which is defined by V2~m-l,n+l := cf=, A: x 
U m I,..., m~~~,m~-l,m,+~ )..., mz,n+l. 
It is not difficult to prove the following result. 
THEOREM 4.7. DISCRETE GAUSSIAN F’ORMULA. Let R be a convex connected solid net. Then 
we have 
c v2 %Tt-1,n+1 = c AN%-l,n+l. 
n&l 7nEas-z 
Now we consider the nonlinear parabolic difference equations of neutral type of the form 
\ &K / iEI 
(4.9) 
= qnV2%h-1,n+1 + c qj,nv2%n-l,n+l-yj, for m E R, n E NnO , 
jEJ 
where I := (1 , . . . , lo}, J := (1,. . . , JO}, K := (1,. . . , Ko}, and R is a convex connect net. 
For (4.9), we assume that 
(HI) q,, E NnO -+ R+ and qj,n E J x NnO --t R+; 
(Hz) pm,, E fl y,,N”o 
minmEn{p, n} f+ “:; “‘1 
G,, E 1 x R x Nno -+ Rf, p, := min,,n{p,,,}, and pi,, := 
2 , ori an n E N no; 
(Hs) ak E K --+ I;,, pi E I---) Nl, and yj E J ---f N,; 
034) fi E CC&R) are convex, increasing on R+ \ 0, ufi(u) > 0 for u # 0 and fi(0) = 0, i E I; 
(H5) rk,n E K X Nno + R+ and xk&-k,n 5 1. 
Consider the initial boundary value problem (IBVP) of (4.9) with the homogeneous Rodin 
boundary condition (RBC) 
AN%-l,n + gm,num,n = 0, on afi x NnO, (4.10) 
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and the initial condition (IC) 
%,s = Pm,s, for no - 7 I s < no, (4.11) 
where r = max{ak,/$,ryj : k E K, i E I, j ; J} and gm,n E dfl x N,,, + R+. 
By a solution of the IBVP of (4.9), we mean a sequence {urn,,}, which satisfies (4.9) for 
(m,n) E fi x NT%,, satisfies RBC (4.10) and IC (4.11). For the existence and uniqueness of 
solutions of the IBVP, one is referred to [36]. 
Our objective is to present sufficient conditions .which imply that every solution {u~,~} of 
IBVP (4.9)-(4.11) is oscillatory in R x N,,, in the sense that there does not exist an n’ E NnO 
such that u,,, > 0 or u,,,, < 0 for n E N,,. 
THEOREM 4.8. Let hypotheses (HI)-(H5) hold. Suppose that there exist two constants B, C > 0, 
and an is E I such that fia(u)/u 2 C for u # 0, and ~~,pi~,~ 2 B for n E Nno. If 
limsup f: piO+ > A, 
n--too ST%-Pi0 
then every solution u,,, of IBVP (4.9)-(4.11) is oscillatory in R x N,, . 
In [35], the authors consider also the oscillation of the nonlinear hyperbolic partial difference 
equations of neutral type of the form 
um,n + c ~k,n%n,n-ah +Pm,n%n,n + ~P;,,f&v~,n-/?~) 
kEK )I ., iEI 
= qnV24m - 1, n + 1) i- C qj,nV2um--l,n+l--ri, 
jEJ 
for(m,n)ERxN,,, 
(4.12) 
with RBC (4.10) and IC (4.11). 
In [37-411, the authors use the averaging technique to reduce the oscillation of partial difference 
equations to the same problem for certain ordinary difference inequalities. 
We consider a class of partial difference equations of the form [37] 
Azu(i,j) = 4j)A:u(i - Lj) - q(i,j)f(u(i,j -a)), l<i<n, jl0, (4.13) 
where the delay 0 is a nonnegative integer, a(j) > 0 for j 2 0, and f is a real function defined 
on R. The real function u(i, j) is dependent on integral variables i, j which satisfy 0 5 i 5 n + 1 
and j 2 -0. 
We shall assume that ~(i, j) is subject to the conditions 
u(0, j) + 4j>u(l, j) = 0, j 2 0, (4.14) 
u(n + 1, j) + P(j)u(n, j) = 0, j 1 0, (4.15) 
and 
44.8 = di, d, -u<j<O, O<i<n+l, (4.16) 
where o(j) + 1 and p(j) + 1 for j > 0. 
Given an arbitrary function p(i, j) which is defined for --(T < j 5 0 and 0 < i 5 n f 1, we can 
show that a solution to (4.13)-(4.16) exists and is unique. 
Let w(i, j) be a real function defined for 0 5 i 5 n + 1 and j 2 -cr. Suppose there is some 
nonnegative integer T such that v(i, j) > 0 for 1 5 i < n and j 2 T. Then ~(i, j) is said to 
be eventually positive. An eventually negative ~(i, j) is similarly defined. The function v(i, j) is 
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said to be oscillatory for 1 5 i < n and j > 0 if it is neither eventually positive nor negative. 
Equation (4.13) is said to be oscillatory if every solution of (4.13)-(4.16) is oscillatory. 
First, we consider a simple case of (4.13). 
Ag~(i,j) = u(j)A’&(i - 1, j) - q(j)u(i, j - a), l<isn, j>O. (4.17) 
If (4.17) has an eventually positive solution ~(i, j) which is positive for j 2 T, then from (4.17), 
we have 
or 
~A,~(i,j)=a(j)~A~a(i-l,j)-q(j)f:u(i,j--0) 
i=l i=l i=l 
Az $44 j) = 4j){-W) + l>4nlj) - (4) + lb-4 j)) - q(j) 2 4i,j - ~1. 
i=l 
This implies 
AU + q(jMj - 0) 5 0, j>T+a, (4.18) 
where 
w(j) = eu(i, j). 
i=l 
As a consequence, we can obtain an oscillation theorem for (4.17) provided that the relation (4.18) 
does not have an eventually positive solution. It is well known that [14] if 0 is a positive integer, 
q(n) 1 0 for n 1 0, (4.18) has an eventually positive solution if and only if 
4j) + q(jMj - 0) = 0, j 20, (4.19) 
has an eventually positive solution. Therefore [14], if 
liminf 1 
n-1 
n-m u ,c q(j) ’ (u+u;)c+l~ 
j=n--a 
(4.20) 
then (4.18) cannot have an eventually positive solution. 
We now assume that q(i, j) 2 0 for 1 5 i 5 n and j 2 0. Let 
Q(j) = min{q(i, j) ] 1 5 i < n}. (4.21) 
Assume further that f(z) is a nonnegative, nondecreasing, and convex function on (0, co). 
If u(i, j) is an eventually positive solution of (4.13) such that u(i, j) > 0 for 1 5 i 2 n and 
j 2 T, then from (4.13), we have 
i 2 Azu(i, j) = % kAfu(i - 1, j) - 2 v f(u(i, j - u)). 
i=l i=l i=l 
Since f is convex, 
n 4(&j) c nf(46.i - ~1) 2 QW $ czL(i,j - 0) . 
i=l a=1 1 
Thus, 
A4.i) + QW(4.i - 0)) 5 0, j 2 0, 
has an eventually positive solution, where 
w(j) = i ku(i, j). 
i=l 
(4.22) 
In order to obtain oscillation theorems for equation (4.13), we first establish a result. It can be 
proved similarly to [42, Theorem 7.5.11. 
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LEMMA 4.5. Let u be a positive integer. Let Q(j) 2 0 and f(z) be a positive nondecreasing and 
convex function on (0, m) such that 
X 
’ -=M>O. 
kzl f(x) 
If relation (4.22) has an eventually positive solution, then the following inequality holds: 
mm&f i ne Q(j) 5 Ma” 
j=n-0 (ff + l)“+i. 
(4.23) 
From the above, we obtain the following theorem. 
THEOREM 4.9. (See [37].) Let rs be a positive integer. Let Q(j) be defined by (4.21) and suppose 
it satisfies Q(j) _> 0 for j 2 0. Let f(z) b e a real function defined on R such that xf (x) > 0 for 
x # 0, f(x) is nondecreasing on R, and f(z) and -f(-x) are convex on (0, co) such that 
X 
* --MM>. 
k% f(x) 
If 
lirrizf i ng Q(j) > 
j=n-a 
then equation (4.13) oscillates. 
In [40], the authors are concerned with the oscillatory behavior of forced hyperbolic type 
nonlinear partial difference equations of the form 
A;u(i,j - 1) - A$(i - 1,j) + q(i,j, ~(i,j)) = f(i,j), lLi<n, j?l, (4.24) 
and 
where 
&4,d + c(i,j,4i,j)) = f(i,A, i,j = 0, 1,2 , ’ ’ * 7 (4.25) 
A;&,j) = u(i + l,j + 1) - u(i,j + 1) - ~(i + l,j) + ~(i;j). 
We first consider the partial difference equation (4.24) subject to the boundary conditions 
Al40, j) = g(j), j 2 0, (4.26) 
Alu(n,j) = h(j), j 1 0, (4.27) 
where f(i, j>, g(j), and h(j) are real functions defined for 1 5 i 5 n and j 2 0, and q(i, j, U) is a 
real function defined on { 1,2, . . . , n} x No x R. We shall also assume some or all of the following 
conditions on q: 
(Hl) q(i, j,u) > p(j)cp(u), for 1 5 i _< n, j 2 0, and -co < ‘u, < co, where p(j) is nonnegative 
for j > 0 and ‘p is nonnegative and convex on (0, co); 
(H2) q(i, j, -u) = -q(i, j,z1), for 1 < i 5 n, j 10, and --co < u < co; 
(H3) cp is nondecreasing on (0,oo); 
(H4) cp is positive on (0, 00). 
A solution ~(i, j) of (4.24), (4.26), and (4.27) is a double sequence defined for 0 5 i 5 n + 1 and 
j 2 0 which satisfies (4.24), (4.26), and (4.27), respectively. Given an arbitrary function $(i, j) 
defined for 0 5 j 5 1 and 1 5 i I: n, we can easily show by induction that a unique solution 
of (4.24), (4.26), and (4.27) exists which satisfies ~(i, j) = $(i, j j for 0 5 j < 1 and 1 5 i 5 n. 
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Let w(i, j) be a double sequence defined for 0 5 i 5 n + 1 and j > 0. Suppose there is some 
nonnegative integer T such that w(i, j) > 0 for 1 5 i < n and j > T. Then w(i, j) is said to be 
eventually positive. An eventually negative w(i,j) is similarly defined. The function w(i, j) is 
said to be oscillatory for 1 5 i 5 n and j 2 0 if it is neither eventually positive nor eventually 
negative. 
Associated with every solution ~(i, j) of (4.24), (4.26), and (4.27), define 
u(j) = i 22(4j), j 2 0. 
i=l 
(4.28) 
THEOREM 4.10. Suppose (HI) holds. Let u(i, j) be an eventually positive solution of (4.24), 
(4.26), and (4.27). Then the function U(j) satisfies the recurrence relation 
A2u(j - 1) + rW+V(j)) I F(j), (4.29) 
for all large j, where 
F(j) = i ef(i, j) + h(j) - g(j) . 
i=l 
In addition, suppose (232) is satisfied. Then when v(i, j) is an eventually negative solution 
of (4.24), (4.26), and (4.27), the recurrence relation 
A2W(j - 1) + sW,4Wj)) L -J’(j), j 2 1, 
has an eventually positive solution. 
PROOF. After summing equation (4.24) with respect to the first variable from i = 1 to i = n, 
and then dividing through by n, we obtain 
By the convexity of cp, we have 
n di,j14iyj)) 
C n 
n cp(46j)) 
2dA C n 2 zWcp(~(j))7 
i=l i=l 
and thus, 
A2u(j - 1) + dj)cp(u(j)) I F(j), 
for all large j. 
Next, if in addition (H2) holds and if v(i, j) is an eventually negative solution, then -v(i, j) is 
an eventually positive solution of 
Agw(i, j - 1) - Alw(i - 1, j) + q(i, j, w(i, j)) = -f(i, j), liiln, j>l, 
Alw(O, j) = -g(j), j 2 0, 
Alw(n,j) = -h(j), j > 0. 
The proof now follows by applying the first part of our theorem. 
In view of the above theorem, in order to obtain oscillation theorems for (4.24), we need to 
consider recurrence relations of the following form: 
A2u(j - 1) + p(j)cp(u(j)) 5 WA j 21. (4.30) 
A sample result is as follows. 
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THEOREM 4.11. Assume that p(j) 2 0 for j 2 0 and cp is nonnegative in (0, co). If 
lim inf l 5 -&=-co, 
k-co /c--N+1 
n=Nj=N 
(4.31) 
then the recurrence relation (4.30) cannot have an eventually positive solution. 
Similarly, we can use the averaging techniques to consider the oscillation of partial difference 
equation (4.25) subject to the conditions 
Azu(o,.d = g(d, j 2 0, (4.32) 
Alu(i, 0) = h(i), i 2 0, (4.33) 
where f(i, j) is a real function defined for i, j 2 1, g(j) and h(j) are real functions defined for 
j 2 0, and c(i, j, U) is a real function defined on NI x IV1 x R [40]. 
We shall assume some or all of the following conditions on c(i, j, 2~): 
(Gl) c(i, j, U) 2 p(i+j)4(~) for i,j > 1 and -oo < u < 00, where p(n) is nonnegative for n > 0 
and 4 is nonnegative and convex on (0, co); 
(G2) c(i,j,u) = -c(i,j, -u) for i,j 1 1 and ‘1~ E R; 
(G3) $J is decreasing on (0, co); 
(G4) 4 is positive on (0, co). 
A solution ~(i,j) of (4.25), (4.32), and (4.33) is a double sequence defined for i, j 2 0 which 
satisfies (4.25), (4.32), and (4.33), respectively. 
Let w(i,j) be a double sequence defined for i,j 2 0. Suppose there exists T 2 0 such that 
w(i,j) > 0 for i +j 2 T, i > 1, and j 2 1. Then w(i,j) is said to be eventually positive. 
An eventually negative w(i, j) is defined in a similar way. The function w(i,j) is said to be 
oscillatory, if it is neither eventually positive nor eventually negative. 
Associating with every solution {u(i,j)} of (4.25), we set 
U(n) = -& n> 1. 
kc0 
Then it is easy to prove that 
(4.34) 
A((n + l)U(n)) = ~(0, n + 1) + f: Alu(n - k, k), 
k=O 
and 
A2((n + l)U(n)) = A,u(O, n + 1) + Alu(n + 1,0) + 2 A;& - k, k). 
k=O 
(4.35) 
THEOREM 4.12. Suppose (Gl) holds. Let u(i,j) be an eventually positive solution of (4.25), 
(4.321, and (4.33). Th en U(n) satisfies the difference inequality 
A2((n + lYJ(n)) + (n + lMnM(Wn)) I G(n), (4.36) 
for all large n, where 
G(n)=g(n+l)+h(n+l)+&-kk), n 1 1. 
k=O 
In addition, suppose (G2) holds and suppose (4.25), (4.32), and (4.33) have an eventually negative 
solution. Then the difference inequality 
A”(@. + l)w(n)) + (n + l)p(nM(W(n)) I -G(n), n 2 0, 
has an eventually positive solution. 
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PROOF. From (4.25), we obtain 
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A;& - k, k) = -c(n - k, k, u(n - k, k)) + f(n - k, k) 
I -p(n)r$(u(n - k, k)) + f(n - k, k) 
= -(n + l)p(n) “‘“(;; 1”’ Ic)) + f(n - k, k). 
(4.37) 
Substituting (4.37) into (4.35), we obtain 
A2((n + l)U(n)) I g(n + 1) + h(n + 1) - (n + l)p(n)W(n)) + 2j-b - k, k), 
k=O 
as desired. The rest of the proof is similar to that of Theorem 4.10. 
In view of the above theorem, in order to obtain oscillation theorems for (4.25), we need only 
to consider the difference inequality 
A2((n + lF-J(n)) + (n + l)~(n)W(n)) I ti(n), n> 1. (4.38) 
It is easy to obtain the conditions such that (4.38) has no eventually positive solutions [40]. 
5. LINEARIZED OSCILLATIONS 
In this section, connections between a linear partial difference equation with constant coef- 
ficients and a nonlinear partial difference equation are established by means of a comparison 
theorem and a continuous dependence of parameters theorem. 
In Section 2, the linear partial difference equation 
%&+1,n + Gn,n+1 - P%m + Q&n-o,n--7 = 0, (m,n) E G, (5.1) 
has been investigated. First, we will establish some connections between (5.1) and a more general 
nonlinear functional inequality of the form 
Gn+1,n + &n,n+l - PGnn + 4mnf(Gw,n-~) 5 0, (m, n) E NL (54 
and to use these connections to prove a linearized oscillation theorem for the associated nonlinear 
partial difference equation 
Gn+1,n + &n,n+1 - Phm + Qmnf (Gn-,,n-T) = 0, (m,n) E Ag. (5.3) 
In (5.2) and (5.3), the numbers p, g, 7, the sequence {qmn}, and the function f will be 
restricted by appropriate conditions. For now, we will assume throughout that p is a positive 
number, (T and 7 are nonnegative integers such that min(a, r) > 0, {qmn}cm,n)EN; is a real double 
sequence, and f is a real-valued function defined on R. 
Let z = {xCmn} b e an eventually positive solution of (5.2) such that z,, > 0 for m 1 M-o > 0 
and n > N - T 2 0. Suppose further that f(t) > 0 for t > 0. Then summing (5.2) with respect 
to the second independent variable from n to 00, we obtain 
2 Xm+l,j + (1 - p) 2 2,a+l + P5 (Zm,j+l - %,j) + 2 Qmjf (zm-c,j-s) 5 0, 
j=n j=n j=n j=?X 
so that 
IE Zm+l,j + P (%+1,n - %n) + (1 - p)Ic,+l,n. 
j=n+l 
co co 
+ (1 -P) c Gn,j+1+ .&tLf (%-o,j-4 5 cl. 
j=n j=n 
1278 B. G. ZHANG AND R. P. AGARWAL 
Summing the above inequality with respect to the first independent variable from m to 03, we 
obtain 
2 “i+1,j + g Qijf (x&7,+-7) 
(i,j)=(m,n+l) (Q)=(m,n) 
Thus, 
l 
03 
X mn 2 1 c 
p (i,j)=(m,n+l) 
%+1,j + 5 Qijf (Xi-o,j-7) 
(i,j)=(m,n) 1 
+ 
1-P 
p &+Ln + 2 xi,j+1 I 
i i=m (i,j)=(m,n) .I 
(5.4) 
for m 2 h4 and n 2 N. 
Let jj be a real number such that 1 2 p 2 p, let {&n}(,,,~,~O 2 be a nonnegative sequence such 
that qmn 2 k, for (m, n) E N$, and further, let j be a real and nondecreasing function defined 
on R satisfying f(x) 2 f( x ) f or x > 0. Let R be the set of all real double sequences of the form 
Y = {{Ymn) I m > M - 0, n 2 N - T}. Define an operator T : R + R by - 
(T~)nn = d- 
PGwl 2 
%+1,jYi+1,j + 5 ~~ijJ(xi-,,j-7Yi-~,j-r) 
(id=(m,n+l) (i,j)=(m,n) 
Xi+l,nYi+l,n + 2 
(id=(m,n) 
for m 1 M and n > N, and 
(T~)mn = 1 
elsewhere. Consider the following iteration scheme: y(O) E 1 and y(j+l) = Ty(j) for j = 0, 1,2, . . . . 
Clearly, in view of (5.4)) 
Thus, as j --) 00, y(j) converges pointwise to some nonnegative sequence w = {wmn} which 
satisfies 
1 
Gnnw mn = 1 
{ 
2 
p (~,A=(~,N-l) 
Xi+l,jWi+l,j + 2 ~~jS(Xi-o,j-rwi-~,j-~) 
(i,i)=(m,n) 1 
+lrF +fY 1 + 5 xi,j+1w,j+1 1 
(5.5) 
Xi+l,nWi+l,n 
1 i=m (i,j)=(m,n) 
for m 2 M and n 2 N and w,, = 1 elsewhere. Taking differences on both sides of the above 
equality, we see that the double sequence {zlnzn} = {x~,w~~} is an eventually nonnegative 
solution of (5.3). Finally, we show that {urnrr} is eventually positive, provided qmn > 0 for 
m 1 M and n 2 N. To see this, suppose to the contrary that there exists a pair of integers 
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m*~Mandn*~Nsuchthatu,,>Ofor(m,n)~{M-a,-a+1,...,m*}x{N-~,-~+ 
1 ,“‘, n*} \ {(VI*, n*)} but urnen* = 0. Then in view of (5.5)., 
02 5 “i+1,j + 5 GJ(Ui--b,j--7) , 
(i,j)=(m*,,n*+l) (i,j)=(m*,n*) 
which implies ~ij ‘= 0 for i 2 m* + 1 and j 2 n* + 1, as well as 
4ij.f (Ui-qj-7) = 0, 
for i 2 rn* and j 2 n*. This contradicts OUT’ assumptions that I&.~- > 0 and IL,*-,,,*-, > 0. 
We summarize the above conclusions as follows. 
THEOREM 5.1: (See [43].) Supp ose that p and p are real numbers such that 1 > p > p > 0. 
Suppose that {fh) and {nmn) are nonnegative sequences which satisfy qmn 2 ?jmn > 0 for all 
large m. and n. Suppose further that the functions f, J : R -+ R satisfy 0 < J(E) 5 f(z) for 
x > 0. If (5.2) h as an eventually positive solution, then so does the following equation: 
Gn+1,n + Gn,n+1 - Knn + GrmJ(~m-,,n-T) = 0, (m,n) E N,2. 
As an immediate consequence of Theorem 5.1, we have the following connection between the 
relation (5.2) and the partial difference equation (5.3). 
COROLLARY 5.1. Suppose 0 < p 5 1, {qmn} is eventually positive, and f is positive and non- 
decreasing for x > 0. Then (5.2) h as an eventually positive,solution if, and only if, (5.3) has an 
eventually positive solution. 
Now we consider the connections between (5.1) and (5.3). By Theorem 2.3, every proper 
solution of (5.1) is oscillatory if, and only if, 
q(d+ T + l)a+T+l > 1. 
&~Tpu+T+l 
Next, note that when p E (0, l] and q 2 0, every eventually positive solution of (5.1) is proper. 
As a consequence, when p E (0, l] and q 1 0, every solution of (5.1) is oscillatory if, and only if, 
every proper solution oscillates. Next, note that when q > 0, inequality (5.6) will still be valid 
when q is decreased and p is increased by sufficiently small perturbations. Thus, the following 
continuous dependence of parameters theorem for (5.1) must hold. 
THEOREM 5.2. Suppose that p, q > 0 and that every proper solution of (5.1) is oscillatory. Then 
there exists a nonnegative number (1 and a positive number 62 < q such that for every ~1 E [0, &] 
and E:! E [0, &I, each proper solution of the following equation: 
Gn+1,n + Gn,n+1 - (P + +hl + (4 - ~2)Gn-o,n-, = 0, 
is also oscillatory. 
(m,n) E ST, (5.7) 
We are ready to establish several important relations between the linear equation (5.1) and 
the nonlinear equation (5.3). 
THEOREM 5.3. Suppose p E (0, 11. Suppose further that 
liminf qmn 1 q > 0. 
?n,12’cc (54 
If there is an eventually positive sequence u = {umn} which satisfies 
Xm+l,n + %I,,+1 - pz,, + 4 mnxm--a,n-~ _ < 0, (5.9) 
for all large m and n, then (5.1) h as an eventually positive solution. 
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PROOF. In view of (5.8), for any E E (O,q), qmn > q - E for all large m and n. If (5.9) has an 
eventually positive solution, then in view of Theorem 5.1, 
%L+1,n + &FL,,+1 -p&m + (4 - +L-,,,-, = 0 
also has an eventually positive solution. Therefore, if every solution of (5.1) is oscillatory, then 
by Theorem 5.2, there will exist an cc E (0, q) such that (every proper and hence) every solution 
of 
Xm+l,n + %,,+1- PGTzn + (4 - fo)%-,,?a-, = 0 
oscillates. This is the desired contradiction. 
As an immediate application of Theorem 5.3, we have the following theorem. 
THEOREM 5.4. Suppose that p E (O,l], that f(x) 2 x for x > 0, and that (5.8) holds. If (5.3) 
has an eventually positive solution, then so does (5.1). 
Similar reasoning also leads to the following. Suppose that p E (O,l], that (5.8) holds, and 
that 
liminf BJ > 1. 
z--ro+ x - 
(5.10) 
If (5.3) has an eventually positive solution x = {x,,} which satisfies limm,n+oo x,, = 0, 
then (5.1) will have an eventually positive solution. 
It is not difficult to impose conditions such that all eventually positive solutions of (5.3) will 
converge to zero as m, n tend to infinity. For example, assume that 
For any eventually positive solution x = {x,,,} of (5.3), where 0 < p 5 1, since x,,, is decreasing 
in m and n, we may assume that x tends to a nonnegative constant 2. If z > 0, then from (5.4), 
PGn,n 2 2 ~4i.jfh-G-,j-4. 
km. j=n 
Assuming f is continuous or nondecreasing on (0, oo), the infinite series of the above inequality 
will diverge to positive infinite, which is a contradiction. This shows that z = 0. Then the 
following result is clear. 
THEOREM 5.5. Suppose that p E (0, 11, that (5.8) and (5.10) hold, and that f is either continuous 
or nondecreasing on (0, co). If (5.3) has an eventually positive solution, then so does (5.1). 
We now turn to the question as to when the existence of an eventually positive solution of (5.1) 
implies the existence of eventually positive solutions of (5.3). 
THEOREM 5.6. Suppose that p E (O,l], that 0 < qmn _ < q for all large m and n, and that 
f(x) 5 x for all x in a nonempty right neighborhood (0,6) of zero. If (5.1) has an eventually 
positive solution, then so does (5.3). 
PROOF. Suppose (5.1) has an eventually positive solution. Then by Theorem 2.1, the charac- 
teristic equation will be satisfied by a pair of positive numbers Xo and ~0. It is not difficult to 
check that the sequence {x,,} defined by {Xp&} is an eventually positive solution of (5.1). 
Furthermore, since it is easily seen from the characteristic equation that Xc + ~0 < p 5 1, we see 
that xmn + 0 as m,n tend to infinity. Therefore, f(x,,) 5 x,, for all large m and n. As a 
consequence, 
%%+1,n + %z,7z+1 - P&m + Qmf (%2-q,-,) 5 Xm+l,n + %&,,+1 - P%m + 57&n-up--7 = 0, 
for all large m and n. We now see from Theorem 5.1 that (5.3) will have an eventually positive 
solution. The proof is complete. The following result follows directly from Theorems 5.5 and 5.6. 
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THEOREM 5.7. Suppose that p E (0, 11, that q > 0, that o, r are nonnegative integers such that 
min(a,~) > 0, and that f : R -+ R is either continuous or nondecreasing on (0, co). Suppose 
further that 0 < f(x) < x for all x in a (nonempty) right neighborhood (0,6) of zero and that 
lim inf,,e+ f (x)/x = 1. Then 
X,+l,n + x,,,+1 - px,, + qx,-,,,-, = 0, m, n = 0, 1,2, . . . , (5.11) 
has an eventually positive solution if, and only if, 
Gn+1,n + Gn,n+1 - Pmn + 4f (%-,,M) = 0, 
has an eventually positive solution. 
m, n = 0, 1,2, . * . , (5.12) 
Each of the previous results related to equations (5.2) and (5.3) has a dual statement valid for 
eventually negative solutions. Hence, we have [43,44]. 
THEOREM 5.8. Suppose that p E (0, 11, that q > 0, that (T, T are nonnegative integers such that 
min(o,T) > 0, and that f : R 4 R is either continuous or nondecreasing on (-00, co) \ (0). 
Suppose further that xf(x) > 0 for all x # 0 and 0 < f (x)/x 5 1 in a (nonempty) deleted 
neighborhood (-6, S)\(O) and that liminfZ-,e f (x)/x = 1. Then every solution of (5.11) oscillates 
if, and only if, every solution of (5.12) oscillates. 
Now we consider the nonlinear delay partial difference equation 
A-1-n + Am,+I - PL,, + qm,nf (Am+k,n+l) = o, (5.13) 
where k and 1 are nonnegative integers and m, n = 0, 1, . . . . Some linearized oscillation theorems 
for this equation are obtained in [45]. 
Linearized oscillation theorems for the partial difference equations with continuous variables 
have been established also in [46]. 
We consider a nonlinear delay partial difference equation with continuous variables 
A(x + 1, Y) + 4x, Y + 1) - 4x, Y) +P(x, y)f (A(x - 0, Y - 7)) = 0, (5.14) 
where x 2 0, y 2 0, f E C(R, R), p(x,y) 2 0, and g,~ > 0, and 
A(x+l,y)+A(x,y+l)-A(x,y)+pA(x-a,y-T)=O, (5.15) 
where p, CT, T > 0. 
In view of Theorem 2.5, we can prove the following result, which is similar to Theorem 5.2. 
THEOREM 5.9. Assume that every proper solution of (5.15) oscillates. Then there exists EO E 
(O,p), such that for each e E [0, eel, every proper solution of the equation 
A(x+l,y)+A(x,y+l)-A(x,y)+(p-e)A(x-a,~-~)=0 (5.16) 
also oscillates. 
Using this, we can prove a result which is similar to Theorem 5.3. 
THEOREM 5.10. Assume that f(z) is nondecreasing, and is convex as z 2 0, min{p(s,q) : x < 
s 5 x + 1, y 5 q 5 y + 1) = p(x, y). Then (5.14) has an eventually positive solution if and only 
if the inequality 
has an eventually positive solution. 
Using Theorem 5.10, we obtain the following theorem. 
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THEOREM 5.11. Assume that 
(i) liminf,,,,, p(~, y) = p > 0; 
(4 f(z) E C(RR), f( ) z is convex as .z 2 0 and is concave as z < 0, zf(z) > 0 for z # 0, and 
limz4 (f(z)/z) = 1; 
then every proper solution of (5.15) oscillates and implies that every solution of (5.14) oscillates. 
Next, we have the following theorem. 
THEOREM 5.12. Assume that 
6) 0 i P(T Y) 5 P, minlds, 4) : a:lslz+l, YsqIY+l}=P(GY); 
(ii) there exists a positive number o such that f( ) z is convex as z 2 0 and is nondecreasing 
in .z E [-qa], 0 I f(z)/2 I 1 for 0 < ]z] < Q. 
Suppose (5.15) h as a positive proper solution. Then (5.14) has a positive solution. 
PROOF. If (5.15) h as a positive proper solution, by Theorem 2.5, its characteristic equation has 
a positive root (A, p) with 0 < X, ~1 < 1, and X”pY is a positive proper solution of (5.15). Choose 
b > 0 such that A(z, y) = 6X”pY < Q for all z 1 -0, y 2 -7. By Conditions (i) and (ii), A(z, y) 
satisfies 
A(a: + 1, Y) + A@, Y + 1) - A@, Y) + P(Z, y)f(A(a: - 0, Y - T)) L 0. 
By Theorem 5.10, (5.14) has an eventually positive solution. The proof is complete. 
Combining Theorems 5.11 and 5.12, we obtain a linearized oscillation result. 
THEOREM 5.13. Assume that p(q y) E p > 0, (ii) of Th eorem 5.11 holds, there exists a positive 
number a such that f(z) is nondecreasing in z E [-(~,a], and 0 5 f(z)/2 < 1 for 0 < IzI < CL 
Then every solution of (5.14) oscillates if and only if every proper solution of (5.15) oscillates. 
For the other results in the oscillation of partial difference equations, we can refer to [47-521. 
6. STABILITY OF PaES 
Stability of ordinary difference equations has been investigated extensively; see [14]. In partic- 
ular, the global attractivity of solutions of the difference equation 
%+l--z,+Pn%-k = 0 
has been studied in [53,54]. 
We consider the partial difference equation 
u(i,j + 1) = U(i,j)U(i + 1,j) + b(i,j)U(i,j) +p(i,j)u(i - a,j - 7), (6.1) 
where {u(i,j)}, {b(i,j)}, {p(i,j)}, i,j E No are real sequences, o,r E Ne. 
We consider (6.1) with the initial condition ~(i,j) = d(i,j), (i,j) E R. 
For the special case that u(i,j) z -1, b(i,j) E 1, one has proved that (6.1) does not have the 
global attractivity of solutions in [55]. That is, we can always find a solution {~(i, j)} of (6.1), 
which does not tend to zero as i,j + co. This property of (6.1) is different from the mentioned 
results (531 for ordinary difference equations. Recently, stability results of some cases of (6.1) 
have been obtained in [56-621. A s we mentioned, we will only study the local stability of (6.1). 
By applying Lyapunov functions, some stability criteria for (6.1) are obtained [56]. Let 
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DEFINITION 6.1. Equation (6.1) is said to be stable if there exists a constant M 2 0 such that 
the solutions of (6.1) satisfy 
I4i>j)l L MIMI, (i, j) E Ni. 
DEFINITION 6.2. For a real function h : N,2 + (0, co), equation (6.1) is said to be h-stable if 
l~(i,.Mi,j)l 5 Mllvll, (4j) E No”, 
where M is a positive constant. 
DEFINITION 6.3. The function V(u,i, j) : R x Nz -+ R+ = [O,oo) is said to be a Lyapunov 
function if there exists a constant c > 0 such that 
V(u,i,j) 2 +(~,j)l, (i, j) E Ni. 
The following lemmas are obvious. 
LEMMA 6.1. If there exist a Lyapunov function V(u, i, j) and a constant M > 0 such that 
V(~,i,.d I MIMI7 (i,d E &if, (6.2) 
where u(i, j) is a solution of (6.1) with the initial function cp(i, j), then (6.1) is stable. 
LEMMA 6.2. For a given real function h(i, j) > 0, if the following equation: 
h(i, j + l)zl(i, j + 1) = a(i, j)h(i + 1, j)u(i + 1, j) + b(i, j)h(i, j)zl(i, j) 
+ p(i, j)h(i - c, j - -r)u(i - 0, j - 7) 
is stable, then (6.1) is h-stable, where u(i, j) is a solution of (6.1) with the initial function cp(i, j). 
In the following, we will show two kinds of results according to the different order in the 
space Ni. 
At first, we define an order in Ni as follows. For any two points (i, j) and (p, q) in Nz, if j < q, 
then claim that (i, j) < (p,q). 
THEOREM 6.1. (See 1561.) Assume that 
b(i,.i)l + P(i,j)l + Id4j)l 5 1, (i, j) E Nz. 
Then equation (6.1) is stable. 
PROOF. For a given solution zl(i, j) of equation (6.1), define 
V(u, 4 d = yy b-44 dl, j 2 0, - 
(6.3) 
(6.4 
and denote 
w(j) = V(u,i,j). 
It is easy to see (6.4) is a Lyapunov function, and 
%(O) = V(%i,O) = V(cp, 40) I llvll. 
From (6.1), we have 
(u(i, 111 I b(i,O)l b(i + l,O)l + Ib(i,O)I I4i,O)I + Ip(i,O)l b(i - a,j - T)I 
I Mi,O)I + P(i,O)l + Ib(i~Wll~ll 5 lIdI. 
Hence, ~(1) 5 11~11. A ssume that for some fixed integer n 2 0, 
w(j) 5 IMI, j < n. 
Then, we have 
I46 n)I L (b(i, n - 111 + IV4 n - 1)l + Idi, n - 1)l)llv4l I ll+4. 
By induction, we have 
w,(n) I IIPII, for n > 0. 
That is, Iu(i,j)l 5 ll~ll, i,j 2 0. The proof is complete. 
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THEOREM 6.2. Let 
c: = SUP(bJ(i>j)l + Iqi,j)l + IP(i,$l), 
i>O 
cj = max (1,~;) , 
andcj=l+rj,jL1. If 
rj <co, 
j=l 
then equation (6.1) is stable. 
PROOF. Similar to the proof of Lemma 6.2, by induction we can prove the following estimation: 
n 2 1. 
Hence, 
n-1 n-1 n-1 
lndn) I In IMI + C 1 nCj = In II911 + C ln(l + rj) 5 In llvll + Crj 5 ln ll9ll + grj. 
j=l j=l j=l j=l 
And hence, 
w,(n) I Ildl exp fJrj 
( ) 
= ~Ml, 
j=l 
where M = exp(Cj00,i rj). The proof is complete. 
From Theorem 6.2, it is easy to see the following result. 
COROLLARY 6.1. If u(i,j), b(i,j), p(i,j) converge uniformly to zero in j, then equation (6.1) is 
stable. 
In fact, in this case, there exists a constant t > 0 such that 
b(~~~)l + IVi,.i)l + IP(i,a I 1, j > t. 
Hence, the conditions of Theorem 6.2 are satisfied. 
THEOREM 6.3. Assuming that o = 0, there exists [ E (0,l) such that 
b(i,j)l + Ib(i,$l + IP(%$lC’ I ET (i,j) E N,2. (6.5) 
Then equation (6.1) is E-j-stable. 
PROOF. Let h(i, j) = E-j, j 1 0. Because 
h(i,j + l)U(i,j + 1) = a(i,j)h(i + l,j)U(i + 1,j) + b(i,j)h(i,j)U(i,j) 
+p(i,j)h(i - ,,j - T)U(i - o,j -T) 
implies that 
u(i,j + 1) = [U(i,j)U(i + 1,j) + b(i,j)U(i,j) +p(i,j)t+u(i,j -r)] 6, 
from (6.5), we have 
(6.6) 
[bW)l + Ib(i,.dl + I?wM-‘1 t-l I 1. 
Hence, from Theorem 6.1, equation (6.6) is stable. 
Then, from Lemma 6.2, equation (6.1) is E-j-stable. The proof is complete. 
Consider the nonlinear partial difference equation of the form [56] 
u(i,j + 1) = U(i,j)U(i + 1,j) + b(i,j)U(i,j) +p(i,j)f(u(i - o,j -T)). 
From the above results, we can obtain the following results. 
(6.7) 
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COROLLARY 6.2. Assume that there exist constants H > 0 and L > 0 such that 
(i) If 
la(i,j)l + Iq4.a + IP(i7.a I 1, 
then equation (6.7) is stable, where Izl) 5 H. 
(ii) If u = 0, there exists 6 E (0,l) such that 
I443l + lqi,j>l + LlP(~,~)lr I E. 
Then the solution of (6.7) satisfies 
b(G$l 5 IIv4E~~ 
where llqll < H. 
COROLLARY 6.3. Assume that g = 0, liml,+.,o If(u)/ul = 0, and there exist M > 0, 5 E (0,l) 
such that Ip(i, j) I < M and 
I4Gdl + I~(~~~>l < E* 
Then there exists a constant H > 0 such that 
where 1~1 < H. 
NOW we define another order in N$ as follows. Let (i, j), (p, q) E Ni, if i + j < p + q or 
i + j = p + q, j < q, Then (i,j) < (p, q). 
THEOREM 6.4. Assume that there exist a,@ E (0,l) such that 
(9 b(~,O)I I IIv41~i, i 2 0, 
(ii) c+(i,$l + Ib(i,j)l + ~-(rP-71P(~,~)l I P. 
Then equation (6.1) is aeiP-j stable; i.e., 
b(i,dl 5 Ilam (i,j) E N;. 
(6.8) 
(6.9) 
PROOF. Let h(i,j) = cuipj. 
We consider the following equation: 
h(i,j + l)u(i,j + 1) = a(i,j)h(i + l,j)u(i + 1,j) + b(i,j)h(i,j)u(i,j) 
+p(i,j)h(i - u,j - T)U(i - fJ,j - T), 
(6.10) 
which equals 
zL(i,j + 1) = [aa(i,j)v(i + l,j) + b(i,j)u(i,j) + a! -“P-‘P(il j)‘ll(i - c, j - d] P-l lIdI. 
From (6.9), we can obtain that equation (6.10) is stable. 
Using Lemma 6.2, equation (6.1) is h-stable; i.e., 
Mi,$l I IIv4lh% (i,j) E N,2. 
Similar to Theorem 6.2, we can obtain the following result. 
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COROLLARY 6.4. Let 
c; = SUP [(44,j)l + Ib(i,j)l + ~--LTP--Tlp(ilj)l)] P-l, 
i>O 
cj =max(l,c[i) and cj=l+rj, j 2 1. 
If cm 
c rj < 00, 
j=l 
then equation (6.1) is ai@ stable. 
The following is a result for the instability of (6.1) [57]. 
THEOREM 6.5. Assume that one of the following conditions holds. 
(i) a(i, j) 5 0, b(i, j) 5 0, p(i, j) 5 0 for i, j E NO, 7 is even, and there exists a real number 
r > 1 such that 
u(i, j) + b(i, j) I -1, i, j E NO. (6.11) 
(ii) a(i, j) < 0, b(i, j) 5 0, and p(i, j) > 0, T is odd, and (6.11) holds. 
(iii) a(i, j) > 0, b(i, j) 5 0, and p(i, j) _< 0, o + r is even, and 
u(i, j) - b(i, j) 2 r > 1, i, j E NO. (6.12) 
(iv) u(i, j) 2 0, b(i, j) I 0, and p(i, j) 2 0, o + r is odd, and (6.12) holds. 
(v) a(i, j) I 0, b(i, j) L 0, and p(i, j) IO, o is odd, and 
b(i, j) - u(i, j) > r > 1, i, j E NO. (6.13) 
(vi) 44 j) I 0, b(i, j) 2 0, and p(i, j) 10, u is even, and (6.13) holds. 
Then (6.1) is unstable. 
PROOF. We only give the proof for. Case (i). The other cases can be proved by a similar method. 
If (i) holds, we take the initial function +(i, j) = (-l)j6, (i, j) E R. From (6.1), we have 
u(i, 1) = u(i, O)u(i + 1,O) + b(i, O)U(i, 0) +p(i, O)u(i - c, -T) 
= b(u(i, 0) + b(i, 0) + p(i, 0)) < 0, i E NJ. 
Hence, 
lu(i, l)] = -6(u(i, 0) + b(i, 0) + p(i, 0)) > -b(u(i, 0) + b(i, 0)) 2 br, i E No. 
It is easy to see that u(i, 2) > 0 and ]u(i, 2)] 2 Sr2, i E NO. Assume that for some fixed integer 
n 2 0, 
(-l)jU(i, j) > 0, for i > -o, -T<j<n, 
and 
Iu(i,j)l 1 drj, for i 2 0, O<j<n. 
Then from (6.1), for ail i 10, we have 
u(i, n + 1) = u(i, n)u(i + 1, n) + b(i, n)u(i, n) + p(i, n)u(i - 0, n - 7) 
= -a(& n) ((-l)n~(i + 1, n)) - b(i, n) ((-l)nu(i, n)) 
- p(i, n) ((-l)n-Tu(i - o, n - r) 0 
> 0. 
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Hence, 
lu(i, n + l)] = -a(i, n)]u(i + l,, n)] - b(i, n)]zL(i, n)I’- p(i, n)]u(i - 0, n - 7-)] 
2 -W(a(i, n) + b(i, n)) 2 w+l, i E No. 
By induction, we have 
Idi,j)l L Sri, i,j E No. 
Cle=ly, b(i,.i)l -+ 03, as j -+ co; then (6.1) is unstable. The proof is complete. 
REMARK 6.1. Under conditions of Theorem 6.5, we have proved that there exists at least an 
unbounded solution of (6.1). 
The other unstable conditions for (6.1) can be seen in [57]. The related stability results can be 
seen from [58-611. 
In (611, the authors consider the bounds for solutions of a class of partial difference equations. 
We consider the partial difference equation 
Ui+1,j + h,j%,j+1 + ci,jui,j = fi,j, i,j E No, (6.14) 
where the initial condition for (6.14) is 
uo,j = ?lj, j E No. 
THEOREM 6.6. Assume that 
(6.15) 
I&l I PI ICi,jl i 7, Ifi,jI i a&3:, i,j 2 0, 
and 
l~jl‘1 M2P;, j 2 0, 
where p, 7, Ml, m2, cxr, /3r, and & are positive constants. Then there are positive constants M, 
X, w such that the solution of (6.14) and (6.15) satisfies 
Iuijl 5 MXiwj, i,j 2 0. 
PROOF. Let M = max(Mr, M ) 2 an d w = max@r, Pz, 1). Let X = max(ae, cri, 1) where o. is a 
positive number such that (@w + y + 1)/z 5 1 for x 2 cro. Then 
“Lj = -b0,jtij+1 - co,jllj + fO,j, j 20, 
so that 
Iqj I I PM2w j+’ + yMzwj + Mlwj 5 .Pw+r+l MXw3 < MXwj 
x - ’ 
j 2 0. 
Assume by induction that 
IUi,jl < MXiwj, j 2 0, 
where i 2. 1. Then 
I’h+l,j I I PlW,j+ll + ylUi,jl + M~X”W’ 5 PMXiwj+’ + yMXiwj + MXiwj 
< MXi+lwj @JJ + y f 1 < Mxi+lwj 
- 
x 
- 7 j 2 0. 
The proof is complete. 
BY a similar method, we can prove the following result. 
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THEOREM 6.7. Assume that 
Ih,jl I P, ICi,jl 5 Y, Ifi,jl I MC@:‘, i,j 10, 
where M 2 0 and ,B,r, OI,PI > 0. Assunle further that CXI,/?~ E (0,l) and p + y < 1. Then 
there exist positive constants X and w such that 0 < w < 1 and pw + y < X < 1, and the solution 
of (6.14) and (6.15) satisfies 
where IIICllls,t = m=.,<k<t IhI. -- 
Now we consider the system of partial difference equations [62] 
Z(X,Y) = k$lA4~> YMX -P&), Y - wdy)), X,Y E flo, (6.16) 
cp(xcl Y), X,Y E 522, 
where I% : 10,~~) + R+, 4k : [f&m) -+ R+, and Pk(.), qk(.) are both continuous functions. 
Z,cpERn,Ak:f10+Rnxn,k=1,2 ,..., N, are real continuous functions, and 
flo = {(Xc,Y) I x 2 0, Y 101, 
RI = ibY) I 2 2 -P, Y 2 -Q), 
Q2=%\flo, 
where p > 0, q > 0. 
Let 
P(X) = l~k~NPdx), x 2 0, -- 
P(Y) = lpkFN ‘-ld?d Y L 0. I -- 
We assume that p(x), q(y) satisfy p(x) < x + p, q(y) 5 y + q, where x, y 2 0. 
Given a function cp(x, y) E R” on 522, it is easy to see that the initial value problem (6.16) 
has a unique solution Z(z, y) on Ro. Our purpose is to obtain some sufficient conditions for the 
stability of (6.16). 
For any H > 0, let 
sH = ~~~~h-Z, < HI. 
We give the following definitions, which are slightly different from the former one. 
DEFINITION 6.4. Equation (6.16) is said to be stable if for every E > 0, there exists a S > 0 such 
that for every ‘p E Sh, the corresponding solution Z(x, y) of (6.16) satisfies 
llZ(X7Y)ll < 5 (X,Y) E 00. 
DEFINITION 6.5. Equation (6.16) is said to be asymptotically stable in the large, if it is sta- 
ble, and at the same time for every solution Z(x, y) with the initial function cp(x, y), which 
satisfies su~(,,~)~n~ 119(x, YIII = c, c is a positive constant, satisfies that: IIZ(x, y)ll -+ 0, as 
min(x, y) -+ +oo. 
DEFINITION 6.6. Equation (6.16) is said to be exponentially asymptotically stable if for any 
6 > 0, there exists a real number T E (0,l) such that cp E 5’6 implies that 
llZ(x,y)ll 5 wmin(=q c > 0, (Xc,Y) E no. 
To prove our results, we need a modified version of the Darbo fixed-point theorem. 
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LEMMA 6.3. Let c be a nonempty, bounded, convex, and closed subset of a Banach space E. 
If F : c + c is a p-contraction, then F has at least one fixed point in c and the set Fix F = 
{x E c : Fx = z}. 
THEOREM 6.8. Suppose the following conditions hold: 
(9 7. = suPz>o,y>o Cf=, II&(x, Y)II < 1; A&, Y) js con~jnuous, (x7 Y) E Qo; 
(ii) limz+oo x -p(x) = Co; 
(iii) lim,,, y - q(y) = 00. 
Then for every given cp(x, y), such that sup IIp(x, y)ll = c < +oo, (x, y) E Q;22, the corresponding 
solution 2(x, y) of (6.11) satisfies: IIZ(x, y)II --) 0, 8s min(x, y) -+ +oo. 
PROOF. For any M > 0, let hi = {.z E Co : z(x:,Y) = CP(X,Y), (x,Y) E %. and Il4ln, 5 MI, and 
F : hM 4 CO is the map given by 
N 
(Fz)(x,y) = k~lAk(x~y)z(x --dx),Y -qk(Y)), X,y E &I, 
4x7 Yh (X:,Y> E 522. 
We can prove that F is a p-contraction, and by Lemma 6.3, F has a fixed point z E hM. It is 
easy to see that z(x,y) is a solution of (6.16). 
Since z E K, p(K) = 0, we get that Q(K) = 0. That is, IIz(x, y)\I --) 0, as min(z, y) -+ +oo. 
The proof is complete. 
In Theorem 6.8, we obtain sufficient conditions of the attractivity of the solution of (6.16). In 
order to reach the conclusion that (6.16) is asymptotically stable in the large, we need to prove 
that (6.16) is stable. 
THEOREM 6.9. Assume the conditions of Theorem 6.8 hold. Then for every given p(x, y), such 
that sup Ilcp(x,y)lJ = c < +oo, (x, y) E Rz, the solution 2(x, y) of (6.16) satisfies: 11Z(x,y)(l I c, 
(x, y) E 520. Therefore, (6.16) is stable. 
PROOF. First we define a sequence of sets Si in Ro as follows. For a point (x, y) E 00, if 
(x-Pk(x),Y-qk(Y))ES22,k=l,... ,n, then (x, y) E Sl. And for another point (x, y) E Ro\Sl, 
if(x-pk(x),y-qk(y)) EQ2US1, k=l,..., n, then (2, y) E S2. Step by step, we get a series of 
set S,,Sz,Ss ,.... We shall show that Ro = Uz”=, Si. 
In fact, because pk(x), qk(y) are both continuous and for any arbitrary point (x1, ~1) E Ro, 
there exist two constants a > 0, b > 0 such that: pk(x) > a, qk(y) 2 b, 0 5 x 5 x1, and 
0 5 y < yl, it is sure that (xl, yl) E U~~([z1’a12[y1’b1)+1 Si. 
It is easy to see that 
IIWGY>II L 2 IIAt&,y>llll~(~ -m&Ly- dy))Il, 
k=l 
and therefore, 
In a similar way, we have 
SUP ll~(CY)ll 5 c* 
(%Y)ESl 
sup Il.C,~>ll I m= I c. 
(?Y)E.% ( 
( sgs, IlwG Y)IIh c 
2, ) 
By the induction, we have 
SUP Il~(X,Y)ll 5 c, i=l,2,3 ,.... 
(?Y)ESi 
The proof is complete. 
Combining Theorems 6.8 and 6.9, we have the following corollary. 
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COROLLARY 6.5. Assume that the assumptions of Theorem 6.8 hold. Then (6.16) is asymptoti- 
cally stable in the large. 
Consider the scalar partial difference equation 
42 + 1, Y + 1) = 4x7 YW + 1, Y) + b(x, Y)& Y + 1) + P(X> Y>Z(X - s, Y - 9, 
x 2 0, Y 2 0, 
(6.17) 
where s, t > 0 are constants. The stability of (6.17) for the discrete arguments has been investi- 
gated in the above. 
Similar to the proof of Theorem 6.8, we can obtain the following result about the attractivity 
of solutions of (6.17). 
COROLLARY 6.6. Assume that ]a(x,y)] + ]b(x,y)] + ]p(x, y)] 5 T < 1. Then for any cp(x, y), 
(x, Y) E fl, i-2 = {(x7 Y) I x 2 - 3, Y L -t) \ {(x,Y) I x L 0, Y 2 0) satisfies S~P(~,~)~SI b&v)l = 
c < +co, (6.17) has a unique solution z(x, y) with ]z(x, y)] + 0, as min(x, y) + +co. That is, 
under the assumption of Corollary 6.6, equation (6.17) is attractive. 
In the above, we consider the stability of partial difference equations with the initial conditions. 
In the following, we will consider the stability of PAEs with the initial boundary conditions. 
We consider the following partial difference equation [63]: 
Azui,j = ajAfu+r,j + bjui,j + cjui,j-c, l<iL.n, j>o, (6.18) 
where cr is a nonnegative integer, and {aj}~=c, {bj}j”,c as well as {Cj}j"=O are real sequences. 
Under the boundary conditions 
UO,j = 0 = %+l,jr j 2 -0, (6.19) 
and initial conditions 
Uij = $ij, lliLn, --us jl0, (6.20) 
it is easily seen that an existence and uniqueness theorem holds for solutions of this equation. 
LEMMA 6.4. Let {vi}, {Bi}, and { Di} be real sequences defined for i 2 0 which satisfy 
vi+1 < Bivi + Di, Bi LO, i 2 0. (6.21) 
Then 
j-l j-l j-l 
Vj I n&vo+CDi JJ 8x7 j 2 0. (6.22) 
i=o i=o n=i+1 
LEMMA 6.5. Let {x~}Z~ be a real sequence such that 
(Xi1 I a +P sup (x.91, 
m<s<i 
where a! 2 0, 1 > p 2 0, and T is a fixed integer. Then 
i>T>m, 
PROOF. Since 
SUP IGI If2 +Pms<us<i Izsl, 
T<.s<i -- 
thus, 
sup Ixsl I m<s<i SUP Ix,1 + SUP IGl I mys$T 1x81 + Q! + P,y& Id, ?7l<8<T T<S<i -- -- 
as required. 
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THEOREM 6.10. Suppose aj > 0 for j > 0. Suppose further that there are nonnegative numbers b 
and r] such that 
11 + 2bj + Jcjl + 8a; + 4(bj - 2aj)2) 5 6 < 1, j 2 0, 
and 
4Cj” + ICjl 5 r] < 1 - 6, j 2 0. 
Then there exist M > 0 and E > 1 such that the solution uij of (6.18)-(6.20) will satisfy 
72 n 
c ufj 5 ME-j max c &, -o<s<o j 2 0. 
i=l - - j=l 
PROOF. Let Uij be the solution of (6.18)-(6.20). It is not difficult to prove that 
2 Uf,j+l = ~(Azw~)~ + 2% 2 uijATui-l,j + (1 + 2bj) ~ uz + 2cj 2 uijui,j--a. (6.23) 
i=l i=l i=l i=l i=l 
Furthermore, in view of (6.20), we have 
2 uijATui-l,j = un+l,j Alunj - ul,jAluoj - k(Aluij)2 = - k(Aluij)l. (6.24) 
i=l i=l i=o 
Thus, substituting (6.24) into (6.23), we obtain 
2 
i=l 
"?,j+l I4 (2a3 + (bj - 2aj)2) ~Uz + 4CT gUf,j-, 
i=l 
-2aj e(A1u,)2 + (1 + 2bj) ~u~j + lcjlk (uZ + ~f,~-~) 
61 i=l i=l 
={1+2bj+/c,/+8a~+4(bj-2~j)~}~~~j+(Icjl+4~~)~u~,~-~ 
(6.25) 
i=l i=l 
- 2% e(A1uij)2 I 6 2 ufj + 77 ~ u:j--6 - 2aj ~(Al”ij)‘, 
i=o i=l i=l i=o 
for j 2 0. In view of Lemma 6.4, we then obtain 
(6.26) 
i=l i=l t=o i=l t=o i=o 
for j 2 0, which implies that 
(6.27) 
Note that since q < 1 - b, the function f(z) = 1 - ~“-~q/(l- 62) will satisfy f(1) > 0. Thus, by 
continuity, there is a number 1 < < < l/a such that f(t) > 0. Multiplying both sides of (6.27) 
by tj, we obtain 
2 Ufj(j 5 &,“,(&gj + Jg r@~)j-t-l~~+l -&L&-,(t-” 
i=l i=l t=o i=l 
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In view of Lemma 6.5, we see that 
(6.28) 
which implies 
as required. 
We remark that if in the above theorem, we assume further that ej 2 a > 0, for J’ 2 0, then 
the following stronger conclusion holds: 
~ U~j + 2a ~~*~Ui,~-l)2 I - 2 - f(E) [-j max 
i=l f(E) 
-o<s<o 
&Le, jzo. 
i=l - - i 
Consider the following systems of nonlinear Volterra difference equations of a population model 
with diffusion and infinite delays [64]: 
( 
m 
A2U,,n = AA&n-l,n+l + urn,, @ b - Cu,,, - c Diu,,,+i , (6.29) 
i=o ) 
for(m,n)EflxNc:={l,..., Mi}x...x{l,..., A&)x(0,1 ,.,. },whereAiandA2areforward 
partial difference operators, AT is a discrete Laplacian operator, A,C > (0),x, are diagonal 
matrices, b E R’ and b > 0, u,,. E R’ is a double vector sequence (only in form), De = (O),,,, 
and Di E R”’ for i E No. 
Together with (l.l), we consider the homogeneous Neumann boundary condition 
AN'%-l,n+l = 0, for (m,n) E 8fl x NO, (6.30) 
and the initial condition 
u m,j = 4n,j7 for (m,n) E s1 x No := {. . . , -l,O}, (6.31) 
where AN is the normal difference, 8 R is the boundary of s1, and 4m,j E P for (m, n) E R x No. 
By a solution, we mean a double vector sequence (in form) {u,,,}, which is defined on (m, n) E 
R x 2 := 0 x No U No, satisfies (6.29)-(6.31), w en h ( m,n)~~xNo,(m,n)~6~xNo,and 
(m,j) E R x No. 
For any given initial and boundary condition (6.30) and (6.31), we can show that the initial 
and boundary value problems (6.29)-(6.31) have a unique solution. 
We suppose that 
co 
~fDiI=D<W, 
i=o 
0 < IId = sup 4m,j < O”. 
(m,j)~OxN~ 
We write throughout this paper that 
Dn=fJDiI, b,,=gDi, D$=Fy for n E NO. 
i=o iso 
(6.32) 
(6.33) 
Then D,, D$ are all nonnegative, nondecreasing, and bounded above by D. 
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Since p is regular, we can let D* = limn+oo D,f. It is easy to see that 
D,++D,=Dn, 0,+-D,=&, D++D-=D, D+-D-=6=FDi. (6.34) 
i-0 
Assume that 
Cu > D-u. (6.35) 
From [65], we know that C - D- is a nonsingular and inverse-positive Metzlerian matrix; i.e., 
C-D- is invertible and det(C- D-)-l > 0. Then (C-D-)-lb > 0. Since C+6 > C-D-, we 
know from Metzlerian matrix theory that C + 6 is invertible and det(C + 6)-l > 0. In addition, 
we let 
b-D+(C-D-)-lb>0 (6.36) 
and 
p=max {(C-D-)-% ll4ll). (6.37) 
It is obvious that the nonlinear Volterra difference equation of population model 
Ax,, = x, b - cx, - 2 dix,-i , for n E NO, (6.38) 
i=o 
is a special case when y = 1 and without diffusion, where A is the forward difference operator. 
It is easy to show that (6.29) has only two steady-state solutions u,,, z 0 and u,,, z 
(C + b)-‘b. Our purpose is to give a sufficient condition for each solution of (6.29) to tend to the 
positive steady-state solution u,,, = (C + 6)-lb of (6.29). By using the method of lower and 
upper solutions and monotone iterative techniques, we obtain the following theorem. 
THEOREM 6.11. (See [63].) Let (6.32), (6.35)-(6.37) hold. Assume that {zL~,~} is the unique 
solution of (6.29)-(6.31). Then 
n+immERUm,n = (C + d)-lb. 
For the other results for the stability of the parabolic Volterra difference equation, see [66]. In [67], 
the authors consider the global attractivity of linear PAEs. 
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