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Abstract
We study a singularly perturbed PDE with cubic nonlinearity depending on a complex perturbation
parameter ǫ. This is the continuation of the precedent work [22] by the first author. We construct two
families of sectorial meromorphic solutions obtained as a small perturbation in ǫ of two branches of an
algebraic slow curve of the equation in time scale. We show that the nonsingular part of the solutions of
each family shares a common formal power series in ǫ as Gevrey asymptotic expansion which might be
different one to each other, in general.
Keywords: asymptotic expansion, Borel-Laplace transform, Fourier transform, Cauchy problem, formal
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1 Introduction
The main aim of this work is to study a family of singularly perturbed PDEs of the form
(1)
Q(∂z)(P1(t, ǫ)u(t, z, ǫ)+P2(t, ǫ)u
2(t, z, ǫ)+P3(t, ǫ)u
3(t, z, ǫ)) = f(t, z, ǫ)+P4(t, ǫ, ∂t, ∂z)u(t, z, ǫ),
where Q,Pj are polynomials with complex coefficients, for all j = 1, 2, 3, 4, and f is an analytic
function with respect to (t, ǫ) in a vicinity of the origin, and holomorphic with respect to z on
an horizontal strip Hβ = {z ∈ C : |Im(z)| < β} ⊆ C, for some β > 0.
Here, ǫ is considered as a small complex perturbation parameter. The study of singularly
perturbed ordinary and partial differential equations has been recently developed by several
authors. We can cite [3, 7, 10] as works in which the study of ODEs in which irregular singular
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2operators appear. In [32], the authors study singularly perturbed semilinear systems of equations
involving fuchsian singularities in several variables. This study is now being generalized by the
authors concerning both irregular and fuchsian operators [33].
Recently, Carrillo and Mozo-Ferna´ndez [9] have studied integrable systems of PDEs involv-
ing irregular singularities in two variables obtained as coupled singularly perturbed problems.
In [10], the authors study families of linear PDEs in which the action of the sum of two singularly
perturbed operators appear.
This work follows a series of previous advances by the authors in which fixed point techniques
are used to solve such problems, such as [17, 19, 21, 22].
It provides a natural continuation of the study made by the second author in [22]. In that
work, the author considered a quadratic nonlinearity, which corresponds to our equation in the
case of P3 ≡ 0. The main goal was to construct actual holomorphic solutions and study their
asymptotic properties with respect to the complex perturbation parameter ǫ. More precisely, the
author has constructed a family of analytic solutions (yp(t, z, ǫ))0≤p≤ς−1 defined on a product
of a finite sector with vertex at the origin, an horizontal substrip Hβ′ ⊂ Hβ and Ep; where
(Ep)0≤p≤ς−1 is a finite set of bounded sectors which cover a pointed neighborhood of the origin.
We notice that such solutions are singular with respect to ǫ and t at the origin. Indeed, each
solution can be split into the sum of two terms: a singular part and a bounded analytic function
which admits an asymptotic expansion with respect to ǫ in Ep. This asymptotic expansion turns
out to be of Gevrey type. Each solution has a multiple-scale expansion in the sense of [5],
Chapter 11, which has the form
(2) yp(t, z, ǫ) ∼ ǫβ

Y0(ǫαt) +∑
n≥1
Yn(ǫ
αt)ǫn

 ,
for some α > 0, β ∈ Q. Here, Y0 is the unique nonvanishing rational solution of a second order
algebraic equation.
The main aim of the present work is to construct sets of actual solution of (1), and investigate
their asymptotic behavior at ǫ = 0, as much like as in the precedent work [22], in this more
general framework.
As in the previous work, we construct families of solutions admitting a multiple-scale expan-
sion of the form
ǫβ

U0(ǫαt) +∑
n≥1
Un(ǫ
αt)ǫn

 ,
comparable to those described in (2), where α > 0, β ∈ Q satisfy some restrictions described in
the paper, and where U0 now satisfies the algebraic equation
A(T )U(T )2 +B(T )U(T ) +C(T ) = 0,
with A(T ) = P1(T, 0), B(T ) = P2(T, 0) and C(T ) = P3(T, 0). U0 is an algebraic function ad-
mitting two different branches, U01 and U02. This gives rise to two families of singular solutions.
On the one hand, one family, associated to U01 is given by
u
dp
1 (t, z, ǫ) = ǫ
β(U01(ǫ
αt) + (ǫαt)γ1v
dp
1 (t, z, ǫ)),
is an analytic solution of the problem (1) defined in T1 × Hβ′ × Ep, for every 0 ≤ p ≤ ς1 − 1.
Here, T1 stands for a finite sector with vertex at the origin and Hβ′ is an horizontal strip in the
complex plane and (Ep)0≤p≤ς1−1 is a good covering (see Definition 4) of C⋆.
3On the other hand, a second family related to U02 is given by
u
d˜p
2 (t, z, ǫ) = ǫ
β(U02(ǫ
αt) + (ǫαt)γ2v
d˜p
2 (t, z, ǫ)),
is an analytic solution of the problem (1) defined in T2 × Hβ′ × E˜p, for every 0 ≤ p ≤ ς2 − 1,
where T2 is a finite sector with vertex at the origin and (E˜p)0≤p≤ς2−1 is a good covering of C⋆.
The crucial and surprising point is that the nonsingular part of each family of solutions
admits a Gevrey asymptotic expansion with respect to ǫ, which are distinct, in general.
More precisely, for every 0 ≤ p ≤ ς1 − 1, one has that vdp1 (t, z, ǫ) admits the formal power
series vˆ1(t, z, ǫ) as its Gevrey asymptotic expansion of order (∆D+β−αk0,1)−1δD, with respect
to ǫ on Ep, uniformly in T1 ×Hβ′ . Also, one has that vd˜p2 (t, z, ǫ) admits vˆ2(t, z, ǫ) as its Gevrey
asymptotic expansion of order (∆D+β−α(2k0,2−k0,3))−1δD with respect to ǫ on E˜p, uniformly
in T2 ×Hβ′ .
Gevrey orders come from the highest order term of the operator P4 which is an irregular
operator of the shape ǫ∆D tdD∂δDt RD(∂z), and the lowest powers with respect to t in P1, P2, P3.
This work falls into the recent trend of research on singular solutions of nonlinear partial
differential equations. In the framework of linear PDEs, the case of so-called Fuchsian or regular
singularity in one complex variable is a well understood subject until the fundamental works
of M. Baouendi and C. Goulaouic [4], H. Tahara [25] and T. Mandai [23] who extended the
classical Frobenius method working for ODEs in order to provide the structure of all analytic,
singular with polynomial growth and logarithmic solutions near the isolated singularity. In the
nonlinear context, the results are however more partial. Nevertheless, we can quote some deep
and recent results regarding this topic. Namely, we can refer to the work by T. Kobayashi [16]
(inspired by the seminal contribution by J. Weiss, M. Tabor and G. Carnevale on the celebrated
Painleve´ property for PDEs, [30]) who constructed solutions having the form of a convergent
Puiseux expansions tσ
∑
k≥0 uk(x)t
k/p for some σ ∈ Q, p ≥ 1 integer, for some PDEs with non
singular coefficients and polynomial nonlinearity. The situation of general analytic nonlinearity
has been performed later on by H. Tahara in [26]. This study has been further extended by
H. Tahara and H. Yamane in [27] when resonances appear for which solutions with logarithmic
terms can be built up. In the case with singular coefficients, first order PDEs with Fuchsian
singularity known as Briot-Bouquet type equations (as defined in the monography by R. Ge´rard
and H. Tahara [13]) have been extensively studied. Namely, the general structure of bounded
singular solutions with polynomial growth and logarithmic terms near the Fuchsian singularity
has been exhibited first under non resonant constraints by R. Ge´rard and H. Tahara [14] and
by H. Yamazawa in the general case, see [31].
Our main result in this paper provides in particular an example of analytic unbounded
singular solutions with polynomial growth in the framework of nonlinear higher order PDEs
with irregular singularity and singular coefficients. Notice that very few works exist in this
direction among the literature.
The paper is organized as follows.
In Section 2, we recall the definition and main properties under certain operators of certain
Banach spaces of exponential decay and growth in different variables. Section 3 is devoted to the
review of analytic and formal mk-Borel transformation, which is a slightly modified version of
the classical ones, and which have already been used in previous works by the authors. We also
describe the link between them via Gevrey asymptotic expansions. We finally consider Fourier
inverse transform acting on functions with exponential decay.
In Section 4, we make successive transformations on the main problem (1) to finally arrive
at two auxiliary problems in Section 4.1, studied in detail in Section 4.2 and 4.4. In Sections 4.3
4and 4.5, we study the analytic solution of each of the singularly perturbed problems which have
arisen from the main problem under study. This is made by means of a fixed point argument in
the Banach space of functions described in Section 2.
Section 5 studies the singular analytic solutions of the main problem in two different good
coverings (see Theorem 1), and provides upper bounds on solutions with non empty intersection
of the corresponding elements in the good covering, with respect to the perturbation parameter.
In Section 6, we recall Ramis-Sibuya theorem which allows us to conclude with the second main
result in the present work, Theorem 2, in which we guarantee the existence of two formal power
series which asymptotically approximate some analytic functions quite related to the analytic
solutions of the main problem. The work concludes with an example in which the theory
developed is applied.
The following sections consist of the proofs of some results which have been left at the end
for a more comprehensive lecture of the work.
2 Banach spaces of exponential growth and decay
The Banach spaces defined in this section are adequate modifications of those appearing in [18,
19]. They incorporate both, exponential decay with respect to m variable which is linked to
Fourier transform, and exponential growth in τ variable, which is associated to different levels
in which Borel-Laplace summation is held. This behavior is also connected to the action of the
perturbation parameter ǫ, as it can be observed in the following definitions.
We denote D(0, ρ) the open disc centered at 0, with positive radius ρ, and D¯(0, ρ) stands
for its closure. Let Sd be an open unbounded sector with bisecting direction d ∈ R and vertex
at the origin, and let E be an open sector with vertex at the origin, and finite radius rE > 0.
Definition 1 Let β > 0, µ > 1 be real numbers. We denote E(β,µ) the vector space of functions
h : R→ C satisfying
‖h(m)‖(β,µ) = sup
m∈R
(1 + |m|)µ exp(β|m|)|h(m)| <∞.
The pair (E(β,µ), ‖·‖(β,µ)) turns out to be a Banach space.
In view of Proposition 5 in [18], it is straight to check the following result.
Proposition 1 The Banach space (E(β,µ), ‖·‖(β,µ)) is a Banach algebra when endowed with the
convolution product
(f ⋆ g)(m) =
∫ ∞
−∞
f(m−m1)g(m1)dm1.
More precisely, there exists C1 > 0, depending on µ, such that
‖(f ⋆ g)(m)‖(β,µ) ≤ C1 ‖f(m)‖(β,µ) ‖g(m)‖(β,µ) ,
for every f, g ∈ E(β,µ).
Definition 2 Let ν, ρ > 0 and β > 0, µ > 1 be real numbers. Let κ ≥ 1 and χ,α ≥ 0 be integers.
Let ǫ ∈ E. We denote F d(ν,β,µ,χ,α,κ,ǫ) the vector space of continuous functions (τ,m) 7→ h(τ,m)
on (D¯(0, ρ) ∪ Sd)×R, holomorphic with respect to τ on D(0, ρ) ∪ Sd and such that
(3) ‖h(τ,m)‖(ν,β,µ,χ,α,κ,ǫ)
= sup
τ∈D¯(0,ρ)∪Sd,m∈R
(1 + |m|)µ exp (β|m|) 1 +
∣∣ τ
ǫχ+α
∣∣2κ∣∣ τ
ǫχ+α
∣∣ exp
(
−ν
∣∣∣ τ
ǫχ+α
∣∣∣κ) |h(τ,m)| <∞.
5The pair (F d(ν,β,µ,χ,α,κ,ǫ), ‖·‖(ν,β,µ,χ,α,κ,ǫ)) is a Banach space.
The next results describe inner transformations in the spaces introduced. Through the whole
section, we preserve the notations in Definition 1 and Definition 2.
Lemma 1 Let γ1 ≥ 0, γ2 ≥ 1 be integer numbers. Let R˜(X) ∈ C[X] such that R˜(im) 6= 0
for all m ∈ R. Let B˜(m) ∈ E(β,µ)and let aγ1,κ(τ,m) be a continuous function defined on
(D¯(0, ρ) ∪ Sd)× R, and holomorphic with respect to τ on D(0, ρ) ∪ Sd, satisfying
|aγ1,κ(τ,m)| ≤
1
(1 + |τ |κ)γ1 |R˜(im)| , τ ∈ D¯(0, ρ) ∪ Sd, m ∈ R.
Then, the function ǫ−χγ2τγ2B˜(m)aγ1,κ(τ,m) ∈ F d(ν,β,µ,χ,α,κ,ǫ), and it holds that
(4)
∥∥∥ǫ−χγ2τγ2B˜(m)aγ1,κ(τ,m)∥∥∥
(ν,β,µ,χ,α,κ,ǫ)
≤ C2
∥∥∥B˜(m)∥∥∥
(β,µ)
infm∈R |R˜(im)|
|ǫ|γ2α, ǫ ∈ E ,
for some C2 > 0.
Proof The definition of the norm in the space F d(ν,β,µ,χ,α,κ,ǫ) allows us to write∥∥∥ǫ−χγ2τγ2B˜(m)aγ1,κ(τ,m)∥∥∥
(ν,β,µ,χ,α,κ,ǫ)
≤
∥∥∥B˜(m)∥∥∥
(β,µ)
infm∈R |R˜(im)|
|ǫ|γ2α sup
x≥0
(1 + x2κ)xγ2−1 exp(−νxκ),
which yileds to the result. ✷
A similar result to the following one can be found in Proposition 2, [18]. However, more
accurate bounds are needed in the sequel, which will be provided by estimates on Mittag-Leffler
function as those appearing in Proposition 1 and Proposition 5 in [19].
Proposition 2 Let γ1, γ2, γ3 ∈ R, with γ1 ≥ 0. Let R˜(X), R˜D(X) ∈ C[X] with deg(R˜) ≤
deg(R˜D) and such that R˜D(im) 6= 0 for all m ∈ R. Let aγ1,κ(τ,m)be a continuous function
defined on (D¯(0, ρ) ∪ Sd)× R, and holomorphic with respect to τ on D(0, ρ) ∪ Sd, satisfying
|aγ1,κ(τ,m)| ≤
1
(1 + |τ |κ)γ1 |R˜D(im)|
, τ ∈ D¯(0, ρ) ∪ Sd, m ∈ R.
We also assume that
(5)
1
κ
+ γ3 + 1 ≥ 0, γ2 + γ3 + 2 ≥ 0, γ2 > −1.
We consider two cases:
1) If γ3 ≤ −1, then, there exists C3 > 0 (depending on ν, κ, γ2, γ3, R˜(X), R˜D(X)) such that
(6)
∥∥∥∥ǫ−γ0aγ1,κ(τ,m)R˜(im)τκ
∫ τκ
0
(τκ − s)γ2sγ3f(s1/κ,m)ds
∥∥∥∥
(ν,β,µ,χ,α,κ,ǫ)
≤ C3|ǫ|(χ+α)κ(γ2+γ3+2)−γ0 ‖f(τ,m)‖(ν,β,µ,χ,α,κ,ǫ) ,
for every f(τ,m) ∈ F d(ν,β,µ,χ,α,κ,ǫ).
62) If γ3 > −1 and γ1 ≥ 1+γ3, then, there exists C ′3 > 0 (depending on ν, κ, γ1, γ2, γ3, R˜(X), R˜D(X))
such that
(7)
∥∥∥∥ǫ−γ0aγ1,κ(τ,m)R˜(im)τκ
∫ τκ
0
(τκ − s)γ2sγ3f(s1/κ,m)ds
∥∥∥∥
(ν,β,µ,χ,α,κ,ǫ)
≤ C ′3|ǫ|(χ+α)κ(γ2+γ3+2)−γ0−(χ+α)κγ1 ‖f(τ,m)‖(ν,β,µ,χ,α,κ,ǫ) ,
for every f(τ,m) ∈ F d(ν,β,µ,χ,α,κ,ǫ).
Some norm estimates concerning bilinear convolution operators acting on the Banach space
above are needed.
Proposition 3 There exists C4 > 0, depending on µ and κ, such that
(8)
∥∥∥∥τκ−1
∫ τκ
0
∫ ∞
−∞
f((τκ − s′)1/κ,m−m1)g((s′)1/κ,m1) 1
(τκ − s′)s′ ds
′dm1
∥∥∥∥
(ν,β,µ,χ,α,κ,ǫ)
≤ C4|ǫ|χ+α ‖f(τ,m)‖(ν,β,µ,χ,α,κ,ǫ) ‖g(τ,m)‖(ν,β,µ,χ,α,κ,ǫ) ,
for every f(τ), g(τ) ∈ F d(ν,β,µ,χ,α,κ,ǫ).
Corollary 1 There exists C4 > 0, depending on µ and κ, such that
(9)
∥∥∥∥∥τk
∫ τk
0
∫ ∞
−∞
f((τk − s)1/k,m−m1)g(s1/k,m1) dm1ds
(τk − s)s
∥∥∥∥∥
(ν,β,µ,χ,α,κ,ǫ)
≤ C4 ‖f(τ,m)‖(ν,β,µ,χ,α,κ,ǫ) ‖g(τ,m)‖(ν,β,µ,χ,α,κ,ǫ) ,
for every f(τ,m), g(τ,m) ∈ F d(ν,β,µ,χ,α,κ,ǫ).
Proof The proof of Proposition 3 can be followed step by step. ✷
3 Review on analytic and formal transformations
This section provides a brief review on the concept of the k−Borel summability method of formal
power series, under slightly modified transformations, which provide adecquate conditions when
applied to the operators appearing in the problem under study, considered in previous works
such as [17] and [18] when studying Cauchy problems under the presence of a small perturbation
parameter, and also in [22]. The classical procedure is described in detail in [1], Section 3.2.
We also define and state some properties associated to Fourier inverse transform acting on
functions with exponential decay.
Definition 3 Let k ≥ 1 be an integer. Let (mk(n))n≥1 be the sequence
mk(n) = Γ
(n
k
)
=
∫ ∞
0
t
n
k
−1e−tdt, n ≥ 1.
Let (E, ‖·‖E) be a complex Banach space. We say a formal power series
Xˆ(T ) =
∞∑
n=1
anT
n ∈ TE[[T ]]
is mk−summable with respect to T in the direction d ∈ [0, 2π) if the following assertions hold:
71. There exists ρ > 0 such that the mk−Borel transform of Xˆ, Bmk(Xˆ), is absolutely conver-
gent for |τ | < ρ, where
Bmk(Xˆ)(τ) =
∞∑
n=1
an
Γ
(
n
k
)τn ∈ τE[[τ ]].
2. The series Bmk(Xˆ) can be analytically continued in a sector S = {τ ∈ C⋆ : |d−arg(τ)| < δ}
for some δ > 0. In addition to this, the extension is of exponential growth at most k in S,
meaning that there exist C,K > 0 such that∥∥∥Bmk(Xˆ)(τ)∥∥∥
E
≤ CeK|τ |k, τ ∈ S.
Under these assumptions, the vector valued Laplace transform of Bmk(Xˆ) along direction d is
defined by
Ldmk
(
Bmk(Xˆ)
)
(T ) = k
∫
Lγ
Bmk(Xˆ)(u)e−(u/T )
k du
u
,
where Lγ is the path parametrized by u ∈ [0,∞) 7→ ueiγ , for some appropriate direction γ
depending on T , such that Lγ ⊆ S and cos(k(γ − arg(T ))) ≥ ∆ > 0 for some ∆ > 0.
The function Ldmk(Bmk(Xˆ)) is well defined and turns out to be a holomorphic and bounded
function in any sector of the form Sd,θ,R1/k = {T ∈ C⋆ : |T | < R1/k, |d − arg(T )| < θ/2}, for
some πk < θ <
π
k +2δ and 0 < R < ∆/K. This function is known as the mk−sum of the formal
power series Xˆ(T ) in the direction d.
The following are some elementary properties concerning the mk−sums of formal power
series which will be crucial in our procedure.
1) The function Ldmk(Bmk(Xˆ))(T ) admits Xˆ(T ) as its Gevrey asymptotic expansion of order
1/k with respect to T in Sd,θ,R1/k . More precisely, for every
π
k < θ1 < θ, there exist C,M > 0
such that ∥∥∥∥∥∥Ldmk(Bmk(Xˆ))(T )−
n−1∑
p=1
apT
p
∥∥∥∥∥∥
E
≤ CMnΓ(1 + n
k
)|T |n,
for every n ≥ 2 and T ∈ Sd,θ1,R1/k . Watson’s lemma (see Proposition 11 p.75 in [2]) allows us to
affirm that Ldmk(Bmk(Xˆ))(T ) is unique provided that the opening θ1 is larger than πk .
2) Whenever E is a Banach algebra, the set of holomorphic functions having Gevrey asymp-
totic expansion of order 1/k on a sector with values in E turns out to be a differential algebra
(see Theorem 18, 19 and 20 in [2]). This, and the uniqueness provided by Watson’s lemma allow
us to obtain some properties on mk−summable formal power series in direction d.
By ⋆ we denote the product in the Banach algebra and also the Cauchy product of formal
power series with coefficients in E. Let Xˆ1, Xˆ2 ∈ TE[[T ]] be mk−summable formal power series
in direction d. Let q1 ≥ q2 ≥ 1 be integers. Then Xˆ1 + Xˆ2, Xˆ1 ⋆ Xˆ2 and T q1∂q2T Xˆ1, which are
elements of TE[[T ]], are mk−summable in direction d. Moreover, one has
Ldmk(Bmk(Xˆ1))(T ) + Ldmk(Bmk(Xˆ2))(T ) = Ldmk(Bmk(Xˆ1 + Xˆ2))(T ),
Ldmk(Bmk(Xˆ1))(T ) ⋆ Ldmk(Bmk(Xˆ2))(T ) = Ldmk(Bmk(Xˆ1 ⋆ Xˆ2))(T ),
T q1∂q2T Ldmk(Bmk(Xˆ1))(T ) = Ldmk(Bmk(T q1∂q2T Xˆ1))(T ),
for every T ∈ Sd,θ1,R1/k .
The next proposition is written without proof, which can be found in [18], Proposition 6.
8Proposition 4 Let fˆ(t) =
∑
n≥1 fnt
n and gˆ(t) =
∑
n≥1 gnt
n that belong to E[[t]], where (E, ‖·‖E)
is a Banach algebra. Let k,m ≥ 1 be integers. The following formal identities hold.
Bmk(tk+1∂tfˆ(t))(τ) = kτkBmk(fˆ(t))(τ),
Bmk(tmfˆ(t))(τ) =
τk
Γ
(
m
k
) ∫ τk
0
(τk − s)mk −1Bmk(fˆ(t))(s1/k)
ds
s
and
Bmk(fˆ(t) ⋆ gˆ(t))(τ) = τk
∫ τk
0
Bmk(fˆ(t))((τk − s)1/k) ⋆ Bmk(gˆ(t))(s1/k)
1
(τk − s)sds.
The proof of the next result can be found in Proposition 7 in [18], and it is concern with
the properties of the inverse Fourier transform acting on continuous functions with exponential
decay on R.
Proposition 5 1) Let f : R → R be a continuous function with a constant C > 0 such that
|f(m)| ≤ C exp(−β|m|) for all m ∈ R, for some β > 0. The inverse Fourier transform of f is
defined by the integral representation
F−1(f)(x) = 1
(2π)1/2
∫ +∞
−∞
f(m) exp(ixm)dm
for all x ∈ R. It turns out that the function F−1(f) extends to an analytic function on the
horizontal strip
Hβ = {z ∈ C/|Im(z)| < β}.
Let φ(m) = imf(m). Then, we have
∂zF−1(f)(z) = F−1(φ)(z), z ∈ Hβ.
2) Let f, g ∈ E(β,µ) and let ψ(m) = 1(2π)1/2 f ⋆ g(m), the convolution product of f and g, for
all m ∈ R. From Proposition 1, we know that ψ ∈ E(β,µ). Moreover, one has
F−1(f)(z)F−1(g)(z) = F−1(ψ)(z), z ∈ Hβ.
We adopt some additional notation which makes the technical reading more easy to handle.
Let k ∈ N. For every f(τ,m) ∈ E(β,µ)[[τ ]], and all g(τ) ∈ C[[τ ]], we write
g(τ) ⋆k f(τ,m) := τ
k
∫ τk
0
g((τk − s)1/k)f(s1/k,m) ds
(τk − s)s.
For every f(τ), g(τ) ∈ C[[τ ]], we write
g(τ) ⋆k f(τ) := τ
k
∫ τk
0
g((τk − s)1/k)f(s1/k) ds
(τk − s)s .
Finally, for every f(τ,m), g(τ,m) ∈ E(β,µ)[[τ ]], we write
g(τ,m) ⋆Ek f(τ,m) := τ
k
∫ τk
0
∫ ∞
−∞
g((τk − s)1/k,m−m1)f(s1/k,m1) dm1ds
(τk − s)s .
94 Main and related auxiliary problems
Let M1,M2,M3 ≥ 0, D ≥ 2 be integer numbers. For every λ = 1, 2, 3 and all ℓ ∈ {0, 1, . . . ,Mλ}
we take non negative integers kℓ,λ,mℓ,λ and complex numbers aℓ,λ, with a0,λ 6= 0. We assume
that kℓ,λ < kℓ+1,λ for every 0 ≤ ℓ ≤ Mλ − 1. Let ∆ℓ, dℓ, δℓ be non negative integers for
ℓ ∈ {1, . . . ,D} such that 1 ≤ δℓ < δℓ+1 for ℓ ∈ {1, . . . ,D − 1}, and assume that κ1, κ2 are fixed
positive integers which are determined in the sequel.
We also assume the two following conditions hold:
(10) kℓ,2 + k0,2 > k0,3 + k0,1 > 2k0,2, ℓ ≥ 1,
and
(11) k0,1 ≤ dℓ − δℓ, 1 ≤ ℓ ≤ D.
More precisely, we assume that
(12) k0,1 = dℓ − δℓ − δℓκ1 − dℓ,0, 1 ≤ ℓ ≤ D,
where dℓ,0 ≥ 1 for 1 ≤ ℓ ≤ D − 1 and dD,0 = 0.
Observe that, under (10) and (11), we have 2k0,2 − k0,3 < dℓ − δℓ for all 1 ≤ ℓ ≤ D. We also
consider elements satisfying
(13) 2k0,2 − k0,3 = dℓ − δℓ − δℓκ2 − d˜ℓ,0, 1 ≤ ℓ ≤ D,
where d˜ℓ,0 ≥ 1 for 1 ≤ ℓ ≤ D − 1 and d˜D,0 = 0.
Observe that, in view of conditions (12) and (13), we get that
δD > 0, dℓ,0 − d˜ℓ,0 < δℓ(κ2 − κ1), κ2 > κ1,
for every 1 ≤ ℓ ≤ D − 1.
Let Q(X), Rℓ(X) ∈ C[X] for every 1 ≤ ℓ ≤ D which satisfy there exists a common positive
integer υ such that
(14) Q(X) = XυQ˜(X), Rℓ(X) = X
υR˜ℓ(X),
and such that
(15) deg(Q˜) = deg(R˜D) ≥ deg(R˜ℓ) , Q˜(im) 6= 0 , R˜D(im) 6= 0
for all m ∈ R, all 1 ≤ ℓ ≤ D − 1. We consider the main problem under study:
(16) Q(∂z)
(
p1(t, ǫ)u(t, z, ǫ) + p2(t, ǫ)u
2(t, z, ǫ) + p3(t, ǫ)u
3(t, z, ǫ)
)
=
Q∑
j=0
bj(z)ǫ
nj tbj +
D∑
ℓ=1
ǫ∆ℓtdℓ∂δℓt Rℓ(∂z)u(t, z, ǫ),
where pλ(t, ǫ) ∈ C[t, ǫ], for λ = 1, 2, 3. More precisely, for every λ = 1, 2, 3, we write
pλ(t, ǫ) =
Mλ∑
ℓ=0
aℓ,λǫ
mℓ,λtkℓ,λ,
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for some non negative integers Mλ,mℓ,λ, kℓ,λ and some aℓ,λ ∈ C. We assume that a0,λ 6= 0.
The coefficients bj are constructed as follows. For every 0 ≤ j ≤ Q, we consider functions
m 7→ B˜j(m) in the space E(β,µ) for some µ > 1 and β > 0. We write Bj(m) = (im)υB˜j(m),
where υ is determined in (14), and put
(17) bj(z) = F−1(m 7→ Bj(m))(z).
Observe that the construction of bj and the properties of inverse Fourier transform described in
Proposition 5, one has bj(z) = ∂
υ
z b˜j(z), where
b˜j(z) = F−1(m 7→ B˜j(m))(z).
We search for the solutions of (16) of the form
(18) u(t, z, ǫ) = ǫβU(ǫαt, z, ǫ)
for some α, β ∈ Q with α > 0. We write the initial problem (16) in terms of U(T, z, ǫ) to get
(19) Q(∂z)
((
M1∑
ℓ=0
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1
)
U(T, z, ǫ) +
(
M2∑
ℓ=0
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2
)
U2(T, z, ǫ)
+
(
M3∑
ℓ=0
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3
)
U3(T, z, ǫ)
)
=
Q∑
j=0
bj(z)ǫ
nj−αbjT bj +
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓRℓ(∂z)∂
δℓ
T U(T, z, ǫ).
4.1 Construction of two distiguished solutions
In this subsection, we determine two distinguished solutions of (19), U01 and U02, from which
two different families of solutions are provided.
We assume α, β in (18) can be chosen so that
(20) ∆ℓ + α(δℓ − dℓ) + β > 0, nj − αbj > 0,
for every 1 ≤ ℓ ≤ D and 0 ≤ j ≤ Q. Moreover, we assume that for every λ = 1, 2, 3 there exists
0 ≤ sλ ≤Mλ − 1 such that
(21) mℓ,λ + λβ − αkℓ,λ


= 0 if 0 ≤ ℓ ≤ sλ
> 0 if sλ + 1 ≤ ℓ ≤Mλ.
The motivation for this last assumption is related to the nature of the roots of the polynomial
pλ(t, ǫ). In order to illustrate this, let us consider Mλ = 1 and 1 ≤ k0,λ < k1,λ. Then, pλ admits
t = 0 as a root of order k0,λ when considered as a polynomial in t variable. The modulus of the
other nonzero k1,λ − k0,λ roots of pλ equals
(|a0,λ|/|a1,λ|)1/(k1,λ−k0,λ)|ǫ|
m0,λ−m1,λ
k1,λ−k0,λ .
Assumption (21) entails that the only root of pλ with respect to t which remains bounded for
all ǫ closed to zero is t = 0.
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We assume a solution of (19), U(T, z, ǫ), can be written as a power series with respect to ǫ
in the form
(22) U(T, z, ǫ) = U0(T ) +
∑
n≥1
Un(T, z)ǫ
n,
where U0(T ) 6= 0 is chosen among the nonzero solutions of
(23)
(
s1∑
ℓ=0
aℓ,1T
kℓ,1
)
U0(T ) +
(
s2∑
ℓ=0
aℓ,2T
kℓ,2
)
(U0(T ))
2 +
(
s3∑
ℓ=0
aℓ,3T
kℓ,3
)
(U0(T ))
3 = 0.
Such a function is known as a slow curve following the terminology in [6].
Under the hypotheses (15) and (17), we observe by factoring out the operator ∂υz from (19),
that U(T, z, ǫ) solves the related PDE
(24) Q˜(∂z)
((
M1∑
ℓ=0
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1
)
U(T, z, ǫ) +
(
M2∑
ℓ=0
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2
)
U2(T, z, ǫ)
+
(
M3∑
ℓ=0
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3
)
U3(T, z, ǫ)
)
=
Q∑
j=0
b˜j(z)ǫ
nj−αbjT bj + F (T, z, ǫ) +
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓR˜ℓ(∂z)∂
δℓ
T U(T, z, ǫ).
where the forcing term F (T, z, ǫ) is a polynomial in z of degree less than υ − 1.
According to the assumptions (20), (21) and using the fact that Q˜(0) 6= 0, by taking ǫ = 0
into equation (24) we see that the constraint (23) is equivalent to the fact that F (T, z, 0) ≡ 0.
The precise shape of the term F (T, z, ǫ) will be given in Section 5, see (254) and (266).
The nonzero solutions U0(T ) of (22) satisfy the following equation
(25) A(T )(U0(T ))
2 +B(T )U0(T ) + C(T ) = 0,
where
A(T ) =
s3∑
ℓ=0
aℓ,3T
kℓ,3 , B(T ) =
s2∑
ℓ=0
aℓ,2T
kℓ,2 , C(T ) =
s1∑
ℓ=0
aℓ,1T
kℓ,1 .
Let ∆(T ) = B2 − 4AC. Equation (25) has two nonzero solutions, namely
(26) U01(T ) =
−B +√∆
2A
, U02(T ) =
−B −√∆
2A
.
We have
A(T ) = a03T
k0,3(1 + A˜(T )), A˜ ∈ C[T ], A˜(0) = 0,
B(T ) = a02T
k0,2(1 + B˜(T )), B˜ ∈ C[T ], B˜(0) = 0,
C(T ) = a01T
k0,1(1 + C˜(T )), C˜ ∈ C[T ], C˜(0) = 0,
which yields
∆ = a202T
2k0,2(1 + B˜(T ))2 − 4a0,3a0,1T k0,3+k0,1(1 + A˜(T ))(1 + C˜(T )).
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Regarding (10), we can write
∆ = a202T
2k0,2
(
(1 + B˜(T ))2 − 4a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2(1 + A˜(T ))(1 + C˜(T ))
)
.
Again, by (10), we guarantee the existence of B˜2(T ) ∈ C[T ] with B˜2(0) = 0 such that
B˜(T ) = T k0,3+k0,1−2k0,2B˜2(T ).
This yields
√
∆ = a02T
k0,2
(
1 + 2T k0,3+k0,1−2k0,2B˜2(T ) + (B˜2(T ))
2T 2(k0,3+k0,1−2k0,2)
−4a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2(1 + A˜(T ))(1 + C˜(T ))
)1/2
= a02T
k0,2
(
1− 4a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2(1 +D(T ))
)1/2
,
= a02T
k0,2
(
1− 2a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2 + T k0,3+k0,1−2k0,2E(T )
)
,
with D(T ), E(T ) ∈ C{T} with D(0) = E(0) = 0. Taking this into account, we get the two
solutions of (25) have the form of (26), and are given by
U01(T ) =
−a0,2T k0,2(1 + B˜(T )) + a0,2T k0,2
(
1− 2a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2 + T k0,3+k0,1−2k0,2E(T )
)
2a0,3T k0,3(1 + A˜(T ))
=
−a0,2T k0,1−k0,2B˜2(T )− 2a0,3a0,1a0,2 T k0,1−k0,2 + T k0,1−k0,2E(T )
2a0,3(1 + A˜(T ))
= −a0,1
a0,2
T k0,1−k0,2(1 + J1(T )),(27)
with J1(T ) ∈ C{T} and J1(0) = 0, and
U02(T ) =
−a0,2T k0,2(1 + B˜(T ))− a0,2T k0,2
(
1− 2a0,3a0,1
a20,2
T k0,3+k0,1−2k0,2 + T k0,3+k0,1−2k0,2E(T )
)
2a0,3T k0,3(1 + A˜(T ))
=
−a0,2T k0,2(2 + E2(T ))
2a0,3T k0,3(1 + A˜(T ))
= −a0,2
a0,3
T k0,2−k0,3(1 + J2(T )),(28)
with E2(T ) ∈ C{T}, E2(0) = 0, and J2(T ) ∈ C{T} with J2(0) = 0.
The behavior of U01(T ) and U02(T ) near the origin motivates the choice as candidates for
solutions of (19) described in the two following subsections.
4.2 First perturbed auxiliary problem
The form of U01(T ) in (27) motivates a first concrete form of a solution of (19):
(29) U1(T, z, ǫ) = −a0,1
a0,2
T k0,1−k0,2(1 + J1(T )) + T γ1V1(T, z, ǫ),
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for some γ1 ∈ Q. We assume this choice is made accordingly to the following conditions:
(30) γ1 ≥ k0,1 − k0,2,
and
(31) γ1 ≤ bj − k0,1, j = 0, . . . , Q.
Observe that, in view of (10) we derive
(32) γ1 ≥ k0,2 − k0,3, and 2γ1 ≥ k0,1 − k0,3.
In order to search for such a solution, we plug the previous expression into (19). In view
of Assumption (14), only those terms depending on z appear on the resulting equation when
Q(∂z) or Rℓ(∂z) are applied. This yields
(33) Q(∂z)



 s1∑
ℓ=0
aℓ,1T
kℓ,1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1

T γ1V1(T, z, ǫ)
+

 s2∑
ℓ=0
aℓ,2T
kℓ,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2


×
(
T 2γ1V 21 (T, z, ǫ) −
2a0,1
a0,2
T k0,1−k0,2+γ1(1 + J1(T ))V1(T, z, ǫ)
)
+

 s3∑
ℓ=0
aℓ,3T
kℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3

{3(a01
a02
T k0,1−k0,2(1 + J1(T ))
)2
T γ1V1(T, z, ǫ)
−3
(
a01
a02
T k0,1−k0,2(1 + J1(T ))
)
T 2γ1V 21 (T, z, ǫ) + T
3γ1V 31 (T, z, ǫ)
}]
=
Q∑
j=0
bj(z)ǫ
nj−αbjT bj
+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓRℓ(∂z)

 ∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ1 − d)T γ1−q1∂q2T V1(T, z, ǫ)

 ,
where we have used the notation
∏−1
d=0(γ1 − d) = 1.
In view of conditions (10), (30), (31) and the monotony of the sequence (kℓ,λ)ℓ≥0 for all
λ = 1, 2, 3 one can divide equation (33) by T k0,1+γ1 and preserve the analiticity near the origin
with respect to T in the terms involved in the equation. In addition to that, the coefficient of
Q(∂z)V1(T, z, ǫ) turns out to be invertible at T = 0 since a0,1 6= 0. The resulting problem, whose
terms have been arranged by increasing powers of V1(T, z, ǫ), reads as follows:
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(34) Q(∂z)V1(T, z, ǫ)

−a0,1 + s1∑
ℓ=1
aℓ,1T
kℓ,1−k0,1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1−k0,1
+

 s2∑
ℓ=1
aℓ,2T
kℓ,2−k0,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2−k0,2

(−2a0,1
a0,2
(1 + J1(T ))
)
+

 s3∑
ℓ=0
aℓ,3T
kℓ,3−k0,1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3−k0,1

 3(a01
a02
T k0,1−k0,2(1 + J1(T ))
)2
+Q(∂z)V
2
1 (T, z, ǫ)



 s2∑
ℓ=0
aℓ,2T
kℓ,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2

T γ1−k0,1
+

 s3∑
ℓ=0
aℓ,3T
kℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3

(−3a01
a02
T k0,1−k0,2(1 + J1(T ))
)
T γ1−k0,1


+Q(∂z)V
3
1 (T, z, ǫ)



 s3∑
ℓ=0
aℓ,3T
kℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3

T 2γ1−k0,1


=
Q∑
j=0
bj(z)ǫ
nj−αbjT bj−k0,1−γ1
+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β

 ∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ1 − d)T dℓ−q1−k0,1Rℓ(∂z)∂q2T V1(T, z, ǫ)

 .
At this point, we specify the form of U1(T, z, ǫ) in (29), with
(35) V1(T, z, ǫ) := V1(ǫ
χ1T, z, ǫ), with χ1 :=
∆D + α(δD − dD) + β
dD − k0,1 − δD .
Equation (34) reads as follows:
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(36)
Q(∂z)V1(T, z, ǫ)

−a0,1 + s1∑
ℓ=1
aℓ,1ǫ
−χ1(kℓ,1−k0,1)Tkℓ,1−k0,1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1−χ1(kℓ,1−k0,1)Tkℓ,1−k0,1
+

 s2∑
ℓ=1
aℓ,2ǫ
−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2

(−2a0,1
a0,2
)
+

 s2∑
ℓ=0
aℓ,2ǫ
−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2

(−2a0,1
a0,2
J1(ǫ−χ1T)
)
+

 s3∑
ℓ=0
aℓ,3ǫ
−χ1(kℓ,3−k0,1)Tkℓ,3−k0,1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1(kℓ,3−k0,1)Tkℓ,3−k0,1


×3
(
a01
a02
ǫ−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(ǫ−χ1T))
)2]
+Q(∂z)V
2
1(T, z, ǫ)



 s2∑
ℓ=0
aℓ,2ǫ
−χ1kℓ,2Tkℓ,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1kℓ,2Tkℓ,2

 ǫ−χ1(γ1−k0,1)Tγ1−k0,1
+

 s3∑
ℓ=0
aℓ,3ǫ
−χ1kℓ,3Tkℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1kℓ,3Tkℓ,3


×
(−3a01
a02
ǫ−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(ǫ−χ1T))
)
ǫ−χ1(γ1−k0,1)Tγ1−k0,1
]
+Q(∂z)V
3
1(T, z, ǫ)



 s3∑
ℓ=0
aℓ,3ǫ
−χ1kℓ,3Tkℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1kℓ,3Tkℓ,3

 ǫ−χ1(2γ1−k0,1)T2γ1−k0,1


=
Q∑
j=0
bj(z)ǫ
nj−αbj−χ1(bj−k0,1−γ1)Tbj−k0,1−γ1
+
D−1∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β

 ∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ1 − d)ǫ−χ1(dℓ−q1−k0,1−q2)Tdℓ−q1−k0,1Rℓ(∂z)∂q2T V1(T, z, ǫ)


+

 ∑
q1+q2=δD
δD!
q1!q2!
q1−1∏
d=0
(γ1 − d)TdD−q1−k0,1RD(∂z)∂q2T V1(T, z, ǫ)

 .
Observe that the choice in (35) makes the term with index ℓ = D on the right handside
of (36) do not depend on ǫ. We have split this term for the sake of clarity of the subsequent
argument, and the prominent role played on it.
Let 1 ≤ ℓ ≤ D. It is worth pointing out that for every nonnegative integers q1, q2 such that
q1 + q2 = δℓ, and in view of (12), it holds that
(37) dℓ − k0,1 − q1 = (κ1 + 1)q2 + dℓ,q1,q2 ,
with dℓ,q1,q2 ≥ 1 for 1 ≤ ℓ ≤ D − 1 or ℓ = D and q2 < δD; and dD,0,δD = 0.
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Regarding (12) and (37), one can apply Formula (8.7) in [28] p. 3630 which yields
(38)
TdD−k0,1∂δDT V1(T, z, ǫ) =

(Tκ1+1∂T)δD + ∑
1≤p≤δD−1
AδD ,pT
κ1(δD−p)(Tκ1+1∂T)
p

V1(T, z, ǫ),
Tdℓ−k0,1−(δℓ−1)∂TV1(T, z, ǫ) = T
dℓ,δℓ−1,1(Tκ1+1∂T)V1(T, z, ǫ),
Tdℓ−k0,1−q1∂q2T V1(T, z, ǫ) = T
dℓ,q1,q2

(Tκ1+1∂T)q2 + ∑
1≤p≤q2−1
Aq2,pT
κ1(q2−p)(Tκ1+1∂T)
p

V1(T, z, ǫ),
for every 1 ≤ ℓ ≤ D − 1, and all integers q1 ≥ 0 and q2 ≥ 2 with q1 + q2 = δℓ. Here, AδD ,p for
1 ≤ p ≤ δD − 1 and Aq2,p for 1 ≤ p ≤ q2 − 1 stand for real constants.
The previous identities allow us to obtain positive results in the Borel plane due to the
properties held by Borel transform with respect to the terms involved in those identities. For
that purpose, we assume that V1(T, z, ǫ) has a formal power expansion of the form
(39) V1(T, z, ǫ) =
∑
n≥1
Vn,1(z, ǫ)T
n,
where its coefficients are defined as the inverse Fourier transform of certain appropriate functions
in E(β,µ), depending holomorphically on ǫ on some punctured disc D(0, ǫ0)\{0}, for some ǫ0 > 0.
Vn,1(z, ǫ) = F−1(m 7→ ωn,1(m, ǫ))(z).
Our main aim is to search for such coefficients, and we proceed following a fixed point argument
in appropriate Banach spaces. We consider the formal mκ1−Borel transform with respect to T
and the Fourier transform with respect to z of V1(T, z, ǫ), and we denote it by
ω1(τ,m, ǫ) =
∑
n≥1
ωn,1(m, ǫ)
Γ
(
n
κ1
) τn.
By plugging w1(τ,m, ǫ) into (36) and taking into account (38) and the hypotheses made on
the differential operators in (14), we arrive at the following auxiliary problem
(40) L1,κ1(ω1(τ,m, ǫ)) + L2,κ1(ω1(τ,m, ǫ)) + L3,κ1(ω1(τ,m, ǫ)) = R1,κ1(ω1(τ,m, ǫ)),
with ω1(0,m, ǫ) ≡ 0. We have taken into account the properties and the notation described in
Section 3, for a more compact writing. We write Bκ1J1(τ, ǫ) for the mκ1−Borel transform of
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J1(ǫ−χ1T) with respect to T. The operators in (40) are given by
(41) L1,κ1(ω1) = Q˜(im)

−a0,1ω1 + s1∑
ℓ=1
aℓ,1ǫ
−χ1(kℓ,1−k0,1)
τkℓ,1−k0,1
Γ
(
kℓ,1−k0,1
κ1
) ⋆κ1 ω1
+
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1−χ1(kℓ,1−k0,1)
τkℓ,1−k0,1
Γ
(
kℓ,1−k0,1
κ1
) ⋆κ1 ω1
+
s2∑
ℓ=1
−2aℓ,2a0,1
a0,2
ǫ−χ1(kℓ,2−k0,2)
τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ1
) ⋆κ1 ω1
+
M2∑
ℓ=s2+1
−2aℓ,2a0,1
a0,2
ǫmℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)
τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ1
) ⋆κ1 ω1
+
s2∑
ℓ=0
−2aℓ,2a0,1
a0,2
ǫ−χ1(kℓ,2−k0,2)
τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1
+
M2∑
ℓ=s2+1
−2aℓ,2a0,1
a0,2
ǫmℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)
τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1
+
s3∑
ℓ=0
3a20,1aℓ,3
a20,2
ǫ−χ1(kℓ,3+k0,1−2k0,2)
τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 ω1
+
s3∑
ℓ=0
3a20,1aℓ,3
a20,2
ǫ−χ1(kℓ,3+k0,1−2k0,2)
τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 2Bκ1J1(τ, ǫ) ⋆κ1 ω1
+
s3∑
ℓ=0
3a20,1aℓ,3
a20,2
ǫ−χ1(kℓ,3+k0,1−2k0,2)
τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1
+
M3∑
ℓ=s3+1
3a20,1aℓ,3
a20,2
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+k0,1−2k0,2)
τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 ω1
+
M3∑
ℓ=s3+1
3a20,1aℓ,3
a20,2
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+k0,1−2k0,2)
τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 2Bκ1J1(τ, ǫ) ⋆κ1 ω1
+
M3∑
ℓ=s3+1
3a20,1aℓ,3
a20,2
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+k0,1−2k0,2)
τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1

 ,
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(42) L2,κ1(ω1) = Q˜(im)

 s2∑
ℓ=0
aℓ,2ǫ
−χ1(kℓ,2+γ1−k0,1)
τkℓ,2+γ1−k0,1
Γ
(
kℓ,2+γ1−k0,1
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1
+
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1(kℓ,2+γ1−k0,1)
τkℓ,2+γ1−k0,1
Γ
(
kℓ,2+γ1−k0,1
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1
+
s3∑
ℓ=0
−3aℓ,3a01
a02
ǫ−χ1(kℓ,3+γ1−k0,2)
τkℓ,3+γ1−k0,2
Γ
(
kℓ,3+γ1−k0,2
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1
+
M3∑
ℓ=s3+1
−3aℓ,3a01
a02
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+γ1−k0,2)
τkℓ,3+γ1−k0,2
Γ
(
kℓ,3+γ1−k0,2
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1
+
s3∑
ℓ=0
−3aℓ,3a01
a02
ǫ−χ1(kℓ,3+γ1−k0,2)
τkℓ,3+γ1−k0,2
Γ
(
kℓ,3+γ1−k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1 ⋆Eκ1 ω1
+
M3∑
ℓ=s3+1
−3aℓ,3a01
a02
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+γ1−k0,2)
τkℓ,3+γ1−k0,2
Γ
(
kℓ,3+γ1−k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1 ⋆Eκ1 ω1

 ,
(43) L3,κ1(ω1) = Q˜(im)

 s3∑
ℓ=0
aℓ,3ǫ
−χ1(kℓ,3+2γ1−k0,1)
τkℓ,3+2γ1−k0,1
Γ
(
kℓ,3+2γ1−k0,1
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1 ⋆Eκ1 ω1
+
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1(kℓ,3+2γ1−k0,1)
τkℓ,3+2γ1−k0,1
Γ
(
kℓ,3+2γ1−k0,1
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1 ⋆Eκ1 ω1

 .
For the righthand side of the equation, we make use of (38) and the properties of mκ1−Borel
transformation. We have
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(44) R1,κ1(ω1) =
Q∑
j=0
B˜j(im)ǫ
nj−αbj−χ1(bj−k0,1−γ1)
τ bj−k0,1−γ1
Γ
(
bj−k0,1−γ1
κ1
)
+
D−1∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β
∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ1 − d)ǫ−χ1(dℓ−q1−k0,1−q2)R˜ℓ(im)
×

 τdℓ,q1,q2
Γ
(
dℓ,q1,q2
κ1
) ⋆κ1 ((κ1τκ1)q2ω1) + ∑
1≤p≤q2−1
Aq2,p
τdℓ,q1,q2+κ1(q2−p)
Γ
(
dℓ,q1,q2+κ1(q2−p)
κ1
) ⋆κ1 ((κ1τκ1)pω1)


+
∑
q1+q2=δD ,q1≥1
δD!
q1!q2!
q1−1∏
d=0
(γ1 − d)R˜D(im)
×

 τdD,q1,q2
Γ
(
dD,q1,q2
κ1
) ⋆κ1 ((κ1τκ1)q2ω1) + ∑
1≤p≤q2−1
Aq2,p
τdD,q1,q2+κ1(q2−p)
Γ
(
dD,q1,q2+κ1(q2−p)
κ1
) ⋆κ1 ((κ1τκ1)pω1)


+ R˜D(im)

(κ1τκ1)δDω1 + ∑
1≤p≤δD−1
AδD ,p
τκ1(δD−p)
Γ
(
κ1(δD−p)
κ1
) ⋆κ1 ((κ1τκ1)pω1)

 .
4.3 Analytic solution of the first perturbed auxiliary problem
The main purpose of this section is to state the existence of a unique solution of (40) within
an appropriate Banach space of functions. The geometry of the problem is analogous to that
stated in [18] which demands some restrictions on the domains and the functions involved in the
problem. More precisely, we assume there exists an unbounded sector
SQ˜,R˜D = {z ∈ C
⋆ : |z| ≥ rQ˜,R˜D , | arg(z)− dQ˜,R˜D | ≤ νQ˜,R˜D},
for some bisecting direction dQ˜,R˜D ∈ R, opening νQ˜,R˜D > 0, and rQ˜,R˜D > 0 such that
(45)
Q˜(im)
R˜D(im)
∈ SQ˜,R˜D , m ∈ R.
For every m ∈ R, the roots of the polynomial P˜m = −Q˜(im)a0,1−R˜D(im)κδD1 τ δDκ1 are given
by
(46) qℓ(m) =
(
|a0,1Q˜(im)|
|R˜D(im)|κδD1
) 1
δDκ1
exp
(
√−1(arg(−a0,1Q˜(im)
R˜D(im)κ
δD
1
))
1
δDκ1
+
2πℓ
δDκ1
)
,
for 0 ≤ ℓ ≤ δDκ1 − 1. Let Sd be an unbounded sector of bisecting direction d ∈ R and vertex at
the origin, and ρ > 0 such that the three next conditions are satisfied:
1) There exists M1 > 0 such that
(47) |τ − qℓ(m)| ≥M1(1 + |τ |),
for every 0 ≤ ℓ ≤ δDκ1, m ∈ R and τ ∈ Sd ∪ D¯(0, ρ). This is possible due to (45), for some
adecquate choice of rQ˜,R˜D and ρ >. By choosing small enough νQ˜,R˜D > 0 the set
{qℓ(m)
τ
: τ ∈ Sd,m ∈ R, 0 ≤ ℓ ≤ δDκ1 − 1}
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is such that it has positive distance to 1.
2) There exists M2 > 0 such that
(48) |τ − qℓ0(m)| ≥M2|qℓ0 |,
for some 0 ≤ ℓ0 ≤ δDκ1 − 1, all m ∈ R and all τ ∈ Sd ∪ D¯(0, ρ). This fact is immediate in view
of 1).
By construction of the roots (46), and by (47) and (48), we get a constant CP˜ > 0 such that
(49) |P˜m(τ)| ≥M δDκ1−11 M2|R˜D(im)κδD1 |(
|a0,1Q˜(im)|
|R˜D(im)|κδD1
)
1
δDκ1 (1 + |τ |)δDκ1−1
≥M δDκ1−11 M2
κδD1 |a0,1|
1
δDκ1
(κδD1 )
1
δDκ1
(rQ˜,R˜D)
1
δDκ1 |R˜D(im)|
× (min
x≥0
(1 + x)δDκ1−1
(1 + xκ1)
δD−
1
κ1
)(1 + |τ |κ1)δD− 1κ1
= CP˜ (rQ˜,R˜D)
1
δDκ1 |R˜D(im)|(1 + |τ |κ1)δD−
1
κ1
for all τ ∈ Sd ∪ D¯(0, ρ), all m ∈ R.
In the next proposition, we provide sufficient conditions under which the main convolution
equation (40) admits solutions ωdκ1(τ,m, ǫ) in the Banach space F
d
(ν,β,µ,χ1,α,κ1,ǫ)
described in
Section 2.
Lemma 2 One has
Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ) = Bκ1 J˜1(τ, ǫ),
where Bκ1 J˜1(τ, ǫ) stands for the mκ1−Borel transform of the formal power series Jˆ(T) = J1(T) ·
J1(T), evaluated at ǫ
−χ1T, i.e.
(50) Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ) =
∑
j≥1
ǫ−χ1j

 ∑
j1+j2=j
Jj1Jj2

 τ j
Γ
(
j
κ1
) ,
with (Jj)j≥0 stands for the sequence of coefficients of the series J1. We denote
J˜j :=
∑
j1+j2=j
Jj1Jj2 , j ≥ 1.
Proof From the definition of ⋆κ1 , and usual properties of Gamma function, we get
Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ)
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τκ1
∫ τκ1
0

∑
j≥1
Jjǫ
−χ1j (τ
κ1 − s)j
Γ
(
j
κ1
)



∑
j≥1
Jjǫ
−χ1j (τ
κ1 − s)j
Γ
(
j
κ1
)

 1
(τκ1 − s)sds
= τκ1
∫ τκ1
0
∑
j≥1
ǫ−χ1j
∑
j1+j2=j
Jj1Jj2
Γ
(
j1
κ1
)
Γ
(
j2
κ1
) ∫ τκ1
0
(τκ1 − s)
j1
κ1
−1
s
j2
κ1
−1
ds
= τκ1
∫ τκ1
0
∑
j≥1
ǫ−χ1j
∑
j1+j2=j
Jj1Jj2
Γ
(
j1
κ1
)
Γ
(
j2
κ1
) ∫ 1
0
(τκ1 − τκ1t)
j1
κ1
−1
(τκ1t)
j2
κ1
−1
τκ1dt
= τκ1
∑
j≥1
ǫ−χ1j
∑
j1+j2=j
Jj1Jj2
Γ
(
j1
κ1
)
Γ
(
j2
κ1
)τ j−κ1 Γ
(
j1
κ1
)
Γ
(
j2
κ1
)
Γ
(
j
κ1
) ,
which coincides with (50). ✷
Lemma 3 Under the assumption (30), one has
(51) (χ1 + α)(kℓ,3 + γ1 − k0,2 − κ1δD + 1)− χ1(kℓ,3 + γ1 − k0,2)
≤ (χ1 + α)(kℓ,3 + 2γ1 − k0,1 − κ1δD + 1)− χ1(kℓ,3 + 2γ1 − k0,1)
for every 0 ≤ ℓ ≤M3.
The proof of the next result is left to Section 8.
Lemma 4 Let the following conditions hold:
(52) δD ≥ 2
κ1
, γ1 ≥ k0,1 − k0,2 , bj − k0,1 − γ1 ≥ 1,
(χ1 + α)(kℓ2,2 + γ1 − k0,1 − κ1δD + 1)− χ1(kℓ2,2 + γ1 − k0,1) ≥ 0
(χ1 + α)(kℓ3,3 + γ1 − k0,2 − κ1δD + 1)− χ1(kℓ3,3 + γ1 − k0,2) ≥ 0
for all 0 ≤ ℓ2 ≤M2, 0 ≤ ℓ3 ≤M3, 0 ≤ j ≤ Q,
(53) δD ≥ 1
κ1
+ δℓ,
∆ℓ + α(δℓ − dℓ) + β + (χ1 + α)κ1(dℓ,q1,q2
κ1
+ q2 − δD + 1
κ1
)− χ1(dℓ − k0,1 − δℓ) ≥ 0
for all q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δℓ, for 1 ≤ ℓ ≤ D − 1 and
(54) ∆D + α(δD − dD) + β + (χ1 + α)κ1(dD,q1,q2
κ1
+ q2 − δD + 1
κ1
)− χ1(dD − k0,1 − δD) ≥ 0
for all q1 ≥ 1, q2 ≥ 1 such that q1 + q2 = δD.
Then, there exist large enough rQ˜,R˜D > 0 and small enough ǫ0 > 0, ̟ > 0 such that for every
ǫ ∈ D(0, ǫ0) \ {0}, the map Hǫ satisfies that Hǫ(B¯(0,̟)) ⊆ B¯(0,̟), where B¯(0,̟) is the closed
disc of radius ̟ > 0 centered at 0, in F d(ν,β,µ,χ1,α,κ1,ǫ), for every ǫ ∈ D(0, ǫ0) \ {0}. Moreover, it
holds that
(55) ‖Hǫ(ω1)−Hǫ(ω2)‖(ν,β,µ,χ1,α,κ1,ǫ) ≤
1
2
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
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for every ω1, ω2 ∈ B¯(0,̟), and every ǫ ∈ D(0, ǫ0) \ {0}.
Here,
Hǫ = H1ǫ +H2ǫ +H3ǫ +H4ǫ ,
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where
(56) H1ǫ (ω1(τ,m)) :=
Q∑
j=0
B˜j(im)ǫ
nj−αbj−χ1(bj−k0,1−γ1)
τ bj−k0,1−γ1
P˜m(τ)Γ
(
bj−k0,1−γ1
κ1
)
− Q˜(im)


s1∑
ℓ=1
aℓ,1ǫ
−χ1(kℓ,1−k0,1)
P˜m(τ)

 τkℓ,1−k0,1
Γ
(
kℓ,1−k0,1
κ1
) ⋆κ1 ω1


+
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1−χ1(kℓ,1−k0,1)
P˜m(τ)

 τkℓ,1−k0,1
Γ
(
kℓ,1−k0,1
κ1
) ⋆κ1 ω1


+
s2∑
ℓ=1
−2aℓ,2a0,1
a0,2
ǫ−χ1(kℓ,2−k0,2)
P˜m(τ)

 τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ1
) ⋆κ1 ω1


+
M2∑
ℓ=s2+1
−2aℓ,2a0,1
a0,2
ǫmℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)
P˜m(τ)

 τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ1
) ⋆κ1 ω1


+
s2∑
ℓ=0
−2aℓ,2a0,1
a0,2
ǫ−χ1(kℓ,2−k0,2)
P˜m(τ)

 τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1


+
M2∑
ℓ=s2+1
−2aℓ,2a0,1
a0,2
ǫmℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)
P˜m(τ)

 τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1


+
s3∑
ℓ=0
3a20,1aℓ,3
a20,2
ǫ−χ1(kℓ,3+k0,1−2k0,2)
P˜m(τ)

 τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 ω1


+
s3∑
ℓ=0
3a20,1aℓ,3
a20,2
ǫ−χ1(kℓ,3+k0,1−2k0,2)
P˜m(τ)

 τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 2Bκ1J1(τ, ǫ) ⋆κ1 ω1


+
s3∑
ℓ=0
3a20,1aℓ,3
a20,2
ǫ−χ1(kℓ,3+k0,1−2k0,2)
P˜m(τ)

 τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1


+
M3∑
ℓ=s3+1
3a20,1aℓ,3
a20,2
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+k0,1−2k0,2)
P˜m(τ)

 τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 ω1


+
M3∑
ℓ=s3+1
3a20,1aℓ,3
a20,2
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+k0,1−2k0,2)
P˜m(τ)

 τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 2Bκ1J1(τ, ǫ) ⋆κ1 ω1


+
M3∑
ℓ=s3+1
3a20,1aℓ,3
a20,2
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+k0,1−2k0,2)
P˜m(τ)
×

 τkℓ,3+k0,1−2k0,2
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1



 ,
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(57)
H2ǫ (ω1(τ,m)) :=
D−1∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β
∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ1−d)ǫ−χ1(dℓ−q1−k0,1−q2)R˜ℓ(im) 1
P˜m(τ)
×

 τdℓ,q1,q2
Γ
(
dℓ,q1,q2
κ1
) ⋆κ1 ((κ1τκ1)q2ω1) + ∑
1≤p≤q2−1
Aq2,p
P˜m(τ)

 τdℓ,q1,q2+κ1(q2−p)
Γ
(
dℓ,q1,q2+κ1(q2−p)
κ1
) ⋆κ1 ((κ1τκ1)pω1)




− Q˜(im)


s2∑
ℓ=0
aℓ,2
ǫ−χ1(kℓ,2+γ1−k0,1)
P˜m(τ)

 τkℓ,2+γ1−k0,1
Γ
(
kℓ,2+γ1−k0,1
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1


+
M2∑
ℓ=s2+1
aℓ,2
ǫmℓ,2+2β−αkℓ,2−χ1(kℓ,2+γ1−k0,1)
P˜m(τ)

 τkℓ,2+γ1−k0,1
Γ
(
kℓ,2+γ1−k0,1
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1


+
s3∑
ℓ=0
−3aℓ,3a01
a02
ǫ−χ1(kℓ,3+γ1−k0,2)
P˜m(τ)

 τkℓ,3+γ1−k0,2
Γ
(
kℓ,3+γ1−k0,2
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1


+
M3∑
ℓ=s3+1
−3aℓ,3a01
a02
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+γ1−k0,2)
P˜m(τ)

 τkℓ,3+γ1−k0,2
Γ
(
kℓ,3+γ1−k0,2
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1


+
s3∑
ℓ=0
−3aℓ,3a01
a02
ǫ−χ1(kℓ,3+γ1−k0,2)
P˜m(τ)

 τkℓ,3+γ1−k0,2
Γ
(
kℓ,3+γ1−k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1 ⋆Eκ1 ω1


+
M3∑
ℓ=s3+1
−3aℓ,3a01
a02
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+γ1−k0,2)
P˜m(τ)

 τkℓ,3+γ1−k0,2
Γ
(
kℓ,3+γ1−k0,2
κ1
) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1 ⋆Eκ1 ω1



 ,
(58) H3ǫ (ω1(τ,m)) :=
1
P˜m(τ)
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
q1−1∏
d=0
(γ1 − d)R˜D(im)
×

 τdD,q1,q2
Γ
(
dD,q1,q2
κ1
) ⋆κ1 ((κ1τκ1)q2ω1) + ∑
1≤p≤q2−1
Aq2,p
τdD,q1,q2+κ1(q2−p)
Γ
(
dD,q1,q2+κ1(q2−p)
κ1
) ⋆κ1 ((κ1τκ1)pω1)


+
R˜D(im)
P˜m(τ)

 ∑
1≤p≤δD−1
AδD ,p
τκ1(δD−p)
Γ
(
κ1(δD−p)
κ1
) ⋆κ1 ((κ1τκ1)pω1)

 ,
and
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(59)
H4ǫ (ω1(τ,m)) := −Q˜(im)


s3∑
ℓ=0
aℓ,3
ǫ−χ1(kℓ,3+2γ1−k0,1)
P˜m(τ)

 τkℓ,3+2γ1−k0,1
Γ
(
kℓ,3+2γ1−k0,1
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1 ⋆Eκ1 ω1


+
M3∑
ℓ=s3+1
aℓ,3
ǫmℓ,3+3β−αkℓ,3−χ1(kℓ,3+2γ1−k0,1)
P˜m(τ)

 τkℓ,3+2γ1−k0,1
Γ
(
kℓ,3+2γ1−k0,1
κ1
) ⋆κ1 ω1 ⋆Eκ1 ω1 ⋆Eκ1 ω1



 .
Proposition 6 Under the assumptions (52), (53), (54), there exist rQ˜,R˜D > 0, ǫ0 > 0 and
̟ > 0 such that the problem (40) admits a unique solution ωdκ1(τ,m, ǫ) belonging to the Banach
space F d(ν,β,µ,χ1,α,κ1,ǫ), with ∥∥∥ωdκ1(τ,m, ǫ)∥∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ ̟,
for every ǫ ∈ D(0, ǫ0) \ {0}, where d ∈ R is such that (47) and (48) are satisfied.
Proof Let rQ˜,R˜D > 0, ǫ0 > 0 and ̟ > 0 be as in the proof of Lemma 4. That result allows us
to apply a fixed point argument on Hǫ for every ǫ ∈ D(0, ǫ0) \ {0} and obtain a unique element
ωdκ1(τ,m, ǫ) ∈ F d(ν,β,µ,χ1,α,κ1,ǫ) with norm upper estimated by ̟, which satisfies that
Hǫ(ωdκ1(τ,m, ǫ)) = ωdκ1(τ,m, ǫ).
This function also depends holomorphically on ǫ ∈ D(0, ǫ0) \ {0}.
Observe that the terms in the equation (40) can be rearranged to write it in the form
w1(τ,m, ǫ) = Hǫ(w1(τ,m, ǫ)),
by leaving Q˜(im)a0,1 and R˜D(im)(κ1τ
κ1)δD on one side and dividing the resulting equation by
the polynomial P˜m(τ) = −Q˜(im)a0,1 − R˜D(im)(κ1τκ1)δD .
Therefore, ωdκ1(τ,m, ǫ) turns out to be a solution of (40), with initial data ω
d
κ1(0,m, ǫ) ≡ 0.
✷
4.4 Second perturbed auxiliary problem
The form of U02(T ) in (28) motivates a second particular form of a solution of (19):
(60) U2(T, z, ǫ) = −a0,2
a0,3
T k0,2−k0,3(1 + J2(T )) + T γ2V2(T, z, ǫ),
for some γ2 ∈ Q. We assume this choice is made accordingly to the following conditions:
(61) γ2 ≥ k0,2 − k0,3,
and
(62) γ2 ≤ bj − 2k0,2 + k0,3, j = 0, . . . , Q.
We proceed as in Subsection 4.3 and plug (60) into (19). We get
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(63) Q(∂z)



 s1∑
ℓ=0
aℓ,1T
kℓ,1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1

T γ2V2(T, z, ǫ)
+

 s2∑
ℓ=0
aℓ,2T
kℓ,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2


×
(
T 2γ2V 22 (T, z, ǫ) −
2a0,2
a0,3
T k0,2−k0,3+γ2(1 + J2(T ))V2(T, z, ǫ)
)
+

 s3∑
ℓ=0
aℓ,3T
kℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3

{3(a02
a03
T k0,2−k0,3(1 + J2(T ))
)2
T γ2V2(T, z, ǫ)
−3
(
a02
a03
T k0,2−k0,3(1 + J2(T ))
)
T 2γ2V 22 (T, z, ǫ) + T
3γ2V 32 (T, z, ǫ)
}]
=
Q∑
j=0
bj(z)ǫ
nj−αbjT bj
+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓRℓ(∂z)

 ∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ2 − d)T γ2−q1∂q2T V2(T, z, ǫ)

 .
Observe that, in view of (10) and (12) we have
(64) 2k0,2 − k0,3 < k0,1 = dℓ − δℓ − δℓκ1 − dℓ,0 ≤ dℓ − δℓ.
Conditions (10), (61), (62), (64), and the fact that (kℓ,2)ℓ≥0 and (kℓ,3)ℓ≥0 are increasing
sequences, allow us to divide equation (63) by T 2k0,2−k0,3+γ2 , preserving analyticity of the coef-
ficients involved. Invertibility of the coefficient of Q(∂z)V2(T, z, ǫ) at T = 0 is guaranteed due
to a0,3 6= 0. The resulting problem can be rewritten in this form:
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(65) Q(∂z)V2(T, z, ǫ)

a20,2
a0,3
+
s1∑
ℓ=0
aℓ,1T
kℓ,1−2k0,2+k0,3 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1−2k0,2+k0,3
+
s2∑
ℓ=1
−2a0,2aℓ,2
a0,3
T kℓ,2−k0,2 +
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2T kℓ,2−k0,2
+
s2∑
ℓ=0
−2a0,2aℓ,2
a0,3
T kℓ,2−k0,2J2(T ) +
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2T kℓ,2−k0,2J2(T )
+
s3∑
ℓ=1
3a20,2aℓ,3
a20,3
T kℓ,3−k0,3 +
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3T kℓ,3−k0,3
+

 s3∑
ℓ=0
3a20,2aℓ,3
a20,3
T kℓ,3−k0,3 +
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3T kℓ,3−k0,3

(2J2(T ) + J 22 (T ))


+Q(∂z)V
2
2 (T, z, ǫ)



 s2∑
ℓ=0
aℓ,2T
kℓ,2−k0,2+k0,3 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2−k0,2+k0,3

T γ2−k0,2
+

 s3∑
ℓ=0
aℓ,3T
kℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3

 (1 + J2(T ))


+Q(∂z)V
3
2 (T, z, ǫ)



 s3∑
ℓ=0
aℓ,3T
kℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3

T 2γ2−2k0,2+k0,3


=
Q∑
j=0
bj(z)ǫ
nj−αbjT bj−2k0,2+k0,3−γ2
+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β

 ∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ2 − d)T dℓ−q1−2k0,2+k0,3Rℓ(∂z)∂q2T V2(T, z, ǫ)

 .
We specify the form of U2(T, z, ǫ) in (60), where
(66) V2(T, z, ǫ) := V2(ǫ
χ1T, z, ǫ), with χ2 :=
∆D + α(δD − dD) + β
dD − 2k0,2 + k0,3 − δD .
Equation (65) reads as follows:
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(67) Q(∂z)V2(T, z, ǫ)
[
a20,2
a0,3
+
s1∑
ℓ=0
aℓ,1ǫ
−χ2(kℓ,1−2k0,2+k0,3)Tkℓ,1−2k0,2+k0,3
+
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1−χ2(kℓ,1−2k0,2+k0,3)Tkℓ,1−2k0,2+k0,3
+
s2∑
ℓ=1
−2a0,2aℓ,2
a0,3
ǫ−χ2(kℓ,2−k0,2)Tkℓ,2−k0,2 +
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2−χ2(kℓ,2−k0,2)Tkℓ,2−k0,2
+
s2∑
ℓ=0
−2a0,2aℓ,2
a0,3
ǫ−χ2(kℓ,2−k0,2)Tkℓ,2−k0,2J2(ǫ−χ2T)
+
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2−χ2(kℓ,2−k0,2)T kℓ,2−k0,2J2(ǫ−χ2T)
+
s3∑
ℓ=1
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)Tkℓ,3−k0,3 +
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3−χ2(kℓ,3−k0,3)Tkℓ,3−k0,3
+
s3∑
ℓ=0
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)Tkℓ,3−k0,3
(
2J2(ǫ−χ2T) + J 22 (ǫ−χ2T)
)
+
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3−χ2(kℓ,3−k0,3)Tkℓ,3−k0,3
(
2J2(ǫ−χ2T) + J 22 (ǫ−χ2T)
)
+Q(∂z)V
2
2(T, z, ǫ)
[
s2∑
ℓ=0
aℓ,2ǫ
−χ2(kℓ,2−2k0,2+k0,3+γ2)Tkℓ,2−2k0,2+k0,3+γ2
+
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ2(kℓ,2−2k0,2+k0,3+γ2)Tkℓ,2−2k0,2+k0,3+γ2
+

 s3∑
ℓ=0
aℓ,3ǫ
−χ2kℓ,3Tkℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ2kℓ,3Tkℓ,3

(1 + J2(ǫ−χ2T))


+Q(∂z)V
3
2(T, z, ǫ)
[
s3∑
ℓ=0
aℓ,3ǫ
−χ2(kℓ,3+2γ2−2k0,2+k0,3)Tkℓ,3+2γ2−2k0,2+k0,3
+
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ2(kℓ,3+2γ2−2k0,2+k0,3)Tkℓ,3+2γ2−2k0,2+k0,3


=
Q∑
j=0
bj(z)ǫ
nj−αbj−χ2(bj−2k0,2+k0,3−γ2)Tbj−2k0,2+k0,3−γ2 +
D−1∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β
×

 ∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ2 − d)ǫ−χ2(dℓ−q1−2k0,2+k0,3−q2)Tdℓ−q1−2k0,2+k0,3Rℓ(∂z)∂q2T V2(T, z, ǫ)


+
∑
q1+q2=δD
δD!
q1!q2!
q1−1∏
d=0
(γ2 − d)ǫ−χ2(dD−q1−2k0,2+k0,3−q2)TdD−q1−2k0,2+k0,3RD(∂z)∂q2T V2(T, z, ǫ).
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Let 1 ≤ ℓ ≤ D. It is worth pointing out that for every nonnegative integers q1, q2 such that
q1 + q2 = δℓ, and in view of (13), it holds that
(68) dℓ − (2k0,2 − k0,3)− q1 = (κ2 + 1)q2 + d˜ℓ,q1,q2 ,
with d˜ℓ,q1,q2 ≥ 1 for 1 ≤ ℓ ≤ D − 1 or ℓ = D and q2 < δD; and d˜D,0,δD = 0; Indeed, we have
k0,1 − (2k0,2 − k0,3) = (κ1 − κ2)q2 + d˜ℓ,q1,q2 − dℓ,q1,q2 .
Observe that, in view of (37), we have that
(69) (κ2 − κ1)q2 > dℓ,q1,q2 − d˜ℓ,q1,q2 ,
for 1 ≤ ℓ ≤ D − 1 or ℓ = D and q2 < δD. Observe that, indeed it holds
(70) k0,1 − (2k0,2 − k0,3) = q2(κ2 − κ1) + d˜ℓ,q1,q2 − dℓ,q1,q2 .
It also holds that
(71) k0,1 − (2k0,2 − k0,3) = δD(κ2 − κ1).
In view of (13) and (68), we get
(72)
TdD−2k0,2+k0,3∂δDT V2(T, z, ǫ) =

(Tκ2+1∂T)δD + ∑
1≤p≤δD−1
A˜δD,pT
κ2(δD−p)(Tκ2+1∂T)
p

V2(T, z, ǫ),
Tdℓ−2k0,2+k0,3−(δℓ−1)∂TV2(T, z, ǫ) = T
d˜ℓ,δℓ−1,1(Tκ2+1∂T)V2(T, z, ǫ),
Tdℓ−2k0,2+k0,3−q1∂q2T V2(T, z, ǫ) = T
d˜ℓ,q1,q2

(Tκ2+1∂T)q2 + ∑
1≤p≤q2−1
A˜q2,pT
κ2(q2−p)(Tκ2+1∂T)
p

V2(T, z, ǫ),
for every 1 ≤ ℓ ≤ D − 1, and all integers q1 ≥ 0 and q2 ≥ 2 with q1 + q2 = δℓ. Here, A˜δD ,p for
1 ≤ p ≤ δD − 1 and A˜q2,p for 1 ≤ p ≤ q2 − 1 stand for real constants.
We make an analogous assumption as in the first problem, namely, we assume that V2(T, z, ǫ)
has a formal power expansion of the form
(73) V2(T, z, ǫ) =
∑
n≥1
Vn,2(z, ǫ)T
n,
where its coefficients are defined as the inverse Fourier transform of certain appropriate functions
in E(β,µ), depending holomorphically on ǫ on some punctured disc D(0, ǫ0)\{0}, for some ǫ0 > 0:
Vn,2(z, ǫ) = F−1(m 7→ ωn,2(m, ǫ))(z).
We consider the formal mκ2−Borel transform with respect to T and the Fourier transform with
respect to z of V2(T, z, ǫ), and we denote it by
ω2(τ,m, ǫ) =
∑
n≥1
ωn,2(m, ǫ)
Γ
(
n
κ2
) τn.
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By plugging w2(τ,m, ǫ) into (75) and taking into account (72) and the hypotheses made on
the differential operators in (14), we arrive at the following auxiliary problem
(74) L1,κ2(ω2(τ,m, ǫ)) + L2,κ2(ω2(τ,m, ǫ)) + L3,κ2(ω2(τ,m, ǫ)) = R1,κ2(ω2(τ,m, ǫ)),
with ω2(0,m, ǫ) ≡ 0. We have taken into account the properties and notations described in
Section 3 for a more compact writting. We put Bκ2J2(τ, ǫ) for the mκ2−Borel transform of
J2(ǫ−χ2T) with respect to T. The operators in (74) are defined by
(75) L1,κ2(ω2) = Q˜(im)

a20,2
a0,3
ω2 +
s1∑
ℓ=0
aℓ,1ǫ
−χ2(kℓ,1−2k0,2+k0,3)
τkℓ,1−2k0,2+k0,3
Γ
(
kℓ,1−2k0,2+k0,3
κ2
) ⋆κ2 ω2
+
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1−χ2(kℓ,1−2k0,2+k0,3)
τkℓ,1−2k0,2+k0,3
Γ
(
kℓ,1−2k0,2+k0,3
κ2
) ⋆κ2 ω2
+
s2∑
ℓ=1
−2a0,2aℓ,2
a0,3
ǫ−χ2(kℓ,2−k0,2)
τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ2
) ⋆κ2 ω2
+
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2−χ2(kℓ,2−k0,2)
τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ2
) ⋆κ2 ω2
+
s2∑
ℓ=0
−2a0,2aℓ,2
a0,3
ǫ−χ2(kℓ,2−k0,2)
τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2
+
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2−χ2(kℓ,2−k0,2)
τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2
+
s3∑
ℓ=1
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 ω2
+
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3−χ2(kℓ,3−k0,3)
τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 ω2
+
s3∑
ℓ=0
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 2Bκ2J2(τ, ǫ) ⋆κ2 ω2
+
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 2Bκ2J2(τ, ǫ) ⋆κ2 ω2
+
s3∑
ℓ=0
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2
+
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2,
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(76) L2,κ2(ω2) = Q˜(im)

 s2∑
ℓ=0
aℓ,2ǫ
−χ2(kℓ,2−2k0,2+k0,3+γ2)
τkℓ,2−2k0,2+k0,3+γ2
Γ
(
kℓ,2−2k0,2+k0,3+γ2
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2
+
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ2(kℓ,2−2k0,2+k0,3+γ2)
τkℓ,2−2k0,2+k0,3+γ2
Γ
(
kℓ,2−2k0,2+k0,3+γ2
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2
+
s3∑
ℓ=0
aℓ,3ǫ
−χ2kℓ,3
τkℓ,3
Γ
(
kℓ,3
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2
+
M3∑
ℓ=s3+1
aℓ,3ǫ
−χ2kℓ,3
τkℓ,3
Γ
(
kℓ,3
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2
+
s3∑
ℓ=0
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ2kℓ,3
τkℓ,3
Γ
(
kℓ,3
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ⋆κ2ω2 ⋆Eκ2 ω2
+
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ2kℓ,3
τkℓ,3
Γ
(
kℓ,3
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ⋆κ2ω2 ⋆Eκ2 ω2

 ,
(77)
L3,κ2(ω2) = Q˜(im)

 s3∑
ℓ=0
aℓ,3ǫ
−χ2(kℓ,3+2γ2−2k0,2+k0,3)
τkℓ,3+2γ2−2k0,2+k0,3
Γ
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2 ⋆Eκ2 ω2
+
M3∑
ℓ=s3+1
aℓ,3ǫ
−χ2(kℓ,3+2γ2−2k0,2+k0,3)
τkℓ,3+2γ2−2k0,2+k0,3
Γ
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2 ⋆Eκ2 ω2

 ,
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(78) R1,κ2(ω2) =
Q∑
j=0
B˜j(im)ǫ
nj−αbj−χ2(bj−k0,2+k0,3−γ2)
τ bj−k0,2+k0,3−γ2
Γ
(
bj−k0,2+k0,3−γ2
κ2
)
+
D−1∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β
∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ2 − d)ǫ−χ2(dℓ−q1−k0,2+k0,3−q2)R˜ℓ(im)
×

 τ d˜ℓ,q1,q2
Γ
(
d˜ℓ,q1,q2
κ2
) ⋆κ2 ((κ2τκ2)q2ω2) + ∑
1≤p≤q2−1
A˜q2,p
τ d˜ℓ,q1,q2+κ2(q2−p)
Γ
(
d˜ℓ,q1,q2+κ2(q2−p)
κ2
) ⋆κ2 ((κ2τκ2)pω2)


+
∑
q1+q2=δD ,q1≥1
δD!
q1!q2!
q1−1∏
d=0
(γ2 − d)R˜D(im)
×

 τ d˜D,q1,q2
Γ
(
d˜D,q1,q2
κ2
) ⋆κ2 ((κ2τκ2)q2ω2) + ∑
1≤p≤q2−1
A˜q2,p
τ d˜D,q1,q2+κ2(q2−p)
Γ
(
d˜D,q1,q2+κ2(q2−p)
κ2
) ⋆κ2 ((κ2τκ2)pω2)


+ R˜D(im)

(κ2τκ2)δDω2 + ∑
1≤p≤δD−1
A˜δD ,p
τκ2(δD−p)
Γ
(
κ2(δD−p)
κ2
) ⋆κ2 ((κ2τκ2)pω2)

 .
4.5 Analytic solution of the second perturbed auxiliary problem
This section states the geometry of the second problem, in the same way as in Section 4.3. We
omit the details on this construction.
We assume there exists an unbounded sector
S˜Q˜,R˜D = {z ∈ C⋆ : |z| ≥ rQ˜,R˜D , | arg(z)− d˜Q˜,R˜D | ≤ νQ˜,R˜D},
for some bisecting direction d˜Q˜,R˜D ∈ R, opening νQ˜,R˜D > 0, and rQ˜,R˜D > 0 such that
(79)
Q˜(im)
R˜D(im)
∈ S˜Q˜,R˜D , m ∈ R.
For every m ∈ R, the roots of the polynomial P˜2,m = −a
2
0,2
a0,3
Q˜(im) − R˜D(im)κδD2 τ δDκ2 are
given by
(80) q˜ℓ(m) =
(
|a20,2Q˜(im)|
|a0,3R˜D(im)|κδD2
) 1
δDκ2
exp
(
√−1(arg( −a
2
0,2Q˜(im)
a0,3R˜D(im)κ
δD
2
))
1
δDκ2
+
2πℓ
δDκ2
)
,
for 0 ≤ ℓ ≤ δDκ2 − 1. Let Sd˜ be an unbounded sector of bisecting direction d˜ ∈ R and vertex at
the origin, and ρ > 0 such that the three next conditions are satisfied:
1) There exists M1 > 0 such that
(81) |τ − q˜ℓ(m)| ≥M1(1 + |τ |),
for every 0 ≤ ℓ ≤ δDκ2, m ∈ R and τ ∈ Sd˜ ∪ D¯(0, ρ).
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2) There exists M2 > 0 such that
(82) |τ − q˜ℓ0(m)| ≥M2|q˜ℓ0 |,
for some 0 ≤ ℓ0 ≤ δDκ2 − 1, all m ∈ R and all τ ∈ Sd˜ ∪ D¯(0, ρ).
Following the steps in (49), we get a constant CP˜ > 0 such that
(83) |P˜2,m(τ)| ≥ CP˜ (rQ˜,R˜D)
1
δDκ2 |R˜D(im)|(1 + |τ |κ2)δD−
1
κ2
for all τ ∈ Sd˜ ∪ D¯(0, ρ), all m ∈ R.
The proof of the next result is analogous to that of Lemma 2, so we omit it.
Lemma 5 One has
Bκ2J2(τ, ǫ) ⋆κ2 Bκ2J2(τ, ǫ) = Bκ2 J˜2(τ, ǫ),
where Bκ2 J˜2(τ, ǫ) stands for the mκ2−Borel transform of the formal power series
Jˆ2(T) = (J2(T) · J2(T)),
evaluated at ǫ−χ2T. Its coefficients are notated by J˜2j .
The following result reduces the number of global restrictions on the parameters involved in
the problem, relating those appearing in the first problem, with those naturally arising from the
second one.
Lemma 6 Under assumptions (12) and (37), the following statement holds: Let 1 ≤ ℓ ≤ D−1,
q1, q2 ∈ N such that q1 + q2 = δℓ, and q2 ≥ 1. Then, it holds that
(84) ∆ℓ + α(δℓ − dℓ) + β + (χ1 + α)κ1(dℓ,q1,q2
κ1
+ q2 − δD + 1
κ1
)− χ1(dℓ − k0,1 − δℓ)
≥ ∆ℓ + α(δℓ − dℓ) + β + (χ2 + α)κ2( d˜ℓ,q1,q2
κ2
+ q2 − δD + 1
κ2
)− χ2(dℓ − k0,2 + k0,3 − δℓ).
Under assumption (52), and κ2 < κ1, one has
δD ≥ 2
κ2
, δD ≥ 1
κ2
+ δℓ,
for every 1 ≤ ℓ ≤ D − 1.
Proof We apply (70) and (71) reduce the inequality (84) to
(χ1+α)(dℓ,q1,q2+(q2−δD)κ1+1)−χ1(dℓ−k0,1−δℓ) ≥ (χ2+α)(d˜ℓ,q1,q2+(q2−δD)κ2+1)−χ2(dℓ−k0,2+k0,3−δℓ).
After an arrangement of the terms, and the application of (37) and (12) we derive that the
previous inequality holds if the following does:
χ1(1− δDκ1) ≥ χ2(−δDκ1 + 1− k0,1 + k0,2 − k0,3).
Finally, the definition of χ1 and χ2 in (35) and (66) resp., and again the application of (12) leads
to the equivalent inequality
δD(κ2 − κ1) + k0,2δDκ1 ≥ 0,
which is satisfied.
The second statement is direct from the hypotheses made. ✷
The proof of the next result is left to Section 9.
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Lemma 7 Let the following conditions hold:
(85) δD ≥ 2
κ2
, γ2 ≥ k0,2 − k0,3 , bj − 2k0,2 + k0,3 − γ2 ≥ 1,
(χ2 + α)(kℓ2,2 + γ2 − 2k0,2 + k0,3 − κ2δD + 1)− χ2(kℓ2,2 + γ2 − 2k0,2 + k0,3) ≥ 0
(χ2 + α)(kℓ3,3 − κ2δD + 1)− χ2kℓ3,3 ≥ 0
for all 0 ≤ ℓ2 ≤M2, 0 ≤ ℓ3 ≤M3, 0 ≤ j ≤ Q,
(86) δD ≥ 1
κ2
+ δℓ,
∆ℓ + α(δℓ − dℓ) + β + (χ2 + α)κ2( d˜ℓ,q1,q2
κ2
+ q2 − δD + 1
κ2
)− χ2(dℓ − k0,2 + k0,3 − δℓ) ≥ 0,
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δℓ, for 1 ≤ ℓ ≤ D − 1.
Then, there exist large enough rQ˜,R˜D > 0 and small enough ̟ > 0 such that for every
ǫ ∈ D(0, ǫ0) \ {0}, the map ǫ defined by
H˜ǫ = H˜1ǫ + H˜2ǫ + H˜3ǫ + H˜4ǫ ,
satisfies that H˜ǫ(B¯(0,̟)) ⊆ B¯(0,̟), where B¯(0,̟) is the closed disc of radius ̟ > 0
centered at 0, in F d˜(ν,β,µ,χ2,α,κ2,ǫ), for every ǫ ∈ D(0, ǫ0) \ {0}. Moreover, it holds that
(87)
∥∥∥H˜ǫ(ω1)− H˜ǫ(ω2)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ 1
2
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for every ω1, ω2 ∈ B¯(0,̟), and every ǫ ∈ D(0, ǫ0) \ {0}.
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Here, we have defined
(88) H˜1ǫ (ω2(τ, ǫ)) :=
Q∑
j=0
B˜j(im)ǫ
nj−αbj−χ2(bj−k0,2+k0,3−γ2)
τ bj−k0,2+k0,3−γ2
P˜2,m(τ)Γ
(
bj−k0,2+k0,3−γ2
κ2
)
− Q˜(im)


s1∑
ℓ=0
aℓ,1ǫ
−χ2(kℓ,1−2k0,2+k0,3)
P˜2,m(τ)

 τkℓ,1−2k0,2+k0,3
Γ
(
kℓ,1−2k0,2+k0,3
κ2
) ⋆κ2 ω2


+
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1−χ2(kℓ,1−2k0,2+k0,3)
P˜2,m(τ)

 τkℓ,1−2k0,2+k0,3
Γ
(
kℓ,1−2k0,2+k0,3
κ2
) ⋆κ2 ω2


+
s2∑
ℓ=1
−2a0,2aℓ,2
a0,3
ǫ−χ2(kℓ,2−k0,2)
P˜2,m(τ)

 τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ2
) ⋆κ2 ω2


+
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2−χ2(kℓ,2−k0,2)
P˜2,m(τ)

 τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ2
) ⋆κ2 ω2


+
s2∑
ℓ=0
−2a0,2aℓ,2
a0,3
ǫ−χ2(kℓ,2−k0,2)
P˜2,m(τ)

 τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2


+
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2−χ2(kℓ,2−k0,2)
P˜2,m(τ)

 τkℓ,2−k0,2
Γ
(
kℓ,2−k0,2
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2


+
s3∑
ℓ=1
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
P˜2,m(τ)

 τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 ω2


+
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3−χ2(kℓ,3−k0,3)
P˜2,m(τ)

 τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 ω2


+
s3∑
ℓ=0
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
P˜2,m(τ)

 τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 2Bκ2J2(τ, ǫ) ⋆κ2 ω2


+
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
P˜2,m(τ)

 τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 2Bκ2J2(τ, ǫ) ⋆κ2 ω2


+
s3∑
ℓ=0
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
P˜2,m(τ)

 τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2


+
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫ−χ2(kℓ,3−k0,3)
P˜2,m(τ)

 τkℓ,3−k0,3
Γ
(
kℓ,3−k0,3
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2



 ,
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(89)
H˜2ǫ (ω2(τ, ǫ)) :=
D−1∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β
∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ2 − d)ǫ−χ2(dℓ−q1−k0,2+k0,3−q2) R˜ℓ(im)
P˜2,m(τ)
×

 τ d˜ℓ,q1,q2
Γ
(
d˜ℓ,q1,q2
κ2
) ⋆κ2 ((κ2τκ2)q2ω2) + ∑
1≤p≤q2−1
A˜q2,p
P˜2,m(τ)

 τ d˜ℓ,q1,q2+κ2(q2−p)
Γ
(
d˜ℓ,q1,q2+κ2(q2−p)
κ2
) ⋆κ2 ((κ2τκ2)pω2)




− Q˜(im)


s2∑
ℓ=0
aℓ,2
ǫ−χ2(kℓ,2−2k0,2+k0,3+γ2)
P˜2,m(τ)

 τkℓ,2−2k0,2+k0,3+γ2
Γ
(
kℓ,2−2k0,2+k0,3+γ2
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2


+
M2∑
ℓ=s2+1
aℓ,2
ǫmℓ,2+2β−αkℓ,2−χ2(kℓ,2−2k0,2+k0,3+γ2)
P˜2,m(τ)

 τkℓ,2−2k0,2+k0,3+γ2
Γ
(
kℓ,2−2k0,2+k0,3+γ2
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2


+
s3∑
ℓ=0
aℓ,3
ǫ−χ2kℓ,3
P˜2,m(τ)

 τkℓ,3
Γ
(
kℓ,3
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2


+
M3∑
ℓ=s3+1
aℓ,3
ǫmℓ,3+3β−αkℓ,3−χ2kℓ,3
P˜2,m(τ)

 τkℓ,3
Γ
(
kℓ,3
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2


+
s3∑
ℓ=0
aℓ,3
ǫ−χ2kℓ,3
P˜2,m(τ)

 τkℓ,3
Γ
(
kℓ,3
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2 ⋆Eκ2 ω2


+
M3∑
ℓ=s3+1
aℓ,3
ǫmℓ,3+3β−αkℓ,3−χ2kℓ,3
P˜2,m(τ)

 τkℓ,3
Γ
(
kℓ,3
κ2
) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2 ⋆Eκ2 ω2



 ,
(90) H˜3ǫ (ω2(τ, ǫ)) :=
1
P˜2,m(τ)
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
q1−1∏
d=0
(γ2 − d)R˜D(im)
×

 τ d˜D,q1,q2
Γ
(
d˜D,q1,q2
κ2
) ⋆κ2 ((κ2τκ2)q2ω2) + ∑
1≤p≤q2−1
A˜q2,p
τ d˜D,q1,q2+κ2(q2−p)
Γ
(
d˜D,q1,q2+κ2(q2−p)
κ2
) ⋆κ2 ((κ2τκ2)pω2)


+
R˜D(im)
P˜2,m(τ)

(κ2τκ2)δDω2 + ∑
1≤p≤δD−1
A˜δD ,p
τκ2(δD−p)
Γ
(
κ2(δD−p)
κ2
) ⋆κ2 ((κ2τκ2)pω2)

 ,
and
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(91)
H˜4ǫ (ω2(τ, ǫ)) := −Q˜(im)


s3∑
ℓ=0
aℓ,3
ǫ−χ2(kℓ,3+2γ2−2k0,2+k0,3)
P˜2,m(τ)

 τkℓ,3+2γ2−2k0,2+k0,3
Γ
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2 ⋆Eκ2 ω2


+
M3∑
ℓ=s3+1
aℓ,3
ǫmℓ,3+3β−αkℓ,3−χ2(kℓ,3+2γ2−2k0,2+k0,3)
P˜2,m(τ)

 τkℓ,3+2γ2−2k0,2+k0,3
Γ
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
) ⋆κ2 ω2 ⋆Eκ2 ω2 ⋆Eκ2 ω2



 .
Proposition 7 Under the assumptions (85), (86), there exists rQ˜,R˜D > 0, ǫ0 > 0 and ̟ > 0
such that the problem (74) admits a unique solution ωd˜κ2(τ,m, ǫ) belonging to the Banach space
F d˜(ν,β,µ,χ2,α,κ2,ǫ), with ∥∥∥ωd˜κ2(τ,m, ǫ)∥∥∥(ν,β,µ,χ2,α,κ2,ǫ) ≤ ̟,
for every ǫ ∈ D(0, ǫ0) \ {0}, where d˜ ∈ R is such that (81) and (82) are satisfied.
Proof It is analogous to the proof of Proposition 6, so we omit it. ✷
5 Singular analytic solutions of the main problem
This section describes the analytic solutions of the problem in two good coverings in C⋆, and
construct them by analyzing the procedure followed in the two problems considered in the
previous sections. A Ramis-Sibuya type theorem applied to each problem will lead to the formal
solution of the main problem under study.
Definition 4 Let j ∈ {1, 2}, and let ςj ≥ 2 be integer numbers. For all 0 ≤ p ≤ ς1 − 1
(resp. 0 ≤ p ≤ ς2 − 1), we consider open sectors Ep (resp. E˜p) centered at 0, with radius
ǫ0 > 0 and opening larger than
π
(χ1+α)κ1
(resp. π(χ2+α)κ2 ) such that Ep ∩ Ep+1 6= ∅ for all
0 ≤ p ≤ ς1 − 1 (resp. E˜p ∩ E˜p+1 6= ∅ for all 0 ≤ p ≤ ς2 − 1). Moreover, we assume that the
intersection of any three different elements in {Ep}0≤p≤ς1−1 (resp. {E˜p}0≤p≤ς2−1) is empty and
that ∪ς1−1p=0 Ep = U \ {0} = ∪ς2−1p=0 E˜p = U \ {0}, where U is some neighborhood of 0 in C. Each set
of sectors {Ep}0≤p≤ς1−1 and {E˜p}0≤p≤ς2−1 is called a good covering in C∗. In order to distinguish
both good coverings, we will refer each of them as the good covering related to the Gevrey order
(χ1 + α)κ1 (resp. (χ2 + α)κ2).
Definition 5 Let {Ep}0≤p≤ς1−1, and {E˜p}0≤p≤ς2−1 be two good coverings in C∗, related to Gevrey
orders (χ1 + α)κ1 and (χ2 + α)κ2, respectively. For j ∈ {1, 2}, let Tj be an open bounded sector
centered at 0 with radius rT and consider a family of open sectors
Sdp,θ1,ǫ0rT = {T ∈ C∗/|T | < ǫ0rT , |dp − arg(T )| < θ/2}
(resp.
S
d˜p,θ2,ǫ0rT
= {T ∈ C∗/|T | < ǫ0rT , |d˜p − arg(T )| < θ/2}
) with aperture θ1 > π/κ1 (resp. θ2 > π/κ2) and where dp ∈ R, for all 0 ≤ p ≤ ς1 − 1 (resp.
d˜p ∈ R for all 0 ≤ p ≤ ς2 − 1), are directions which satisfy the following constraints: Let
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qℓ(m) (resp. q˜ℓ(m)) be the roots described in (46) (resp. (80)) of the polynomials P˜m(τ) (resp.
P˜2,m(τ)), and Sdp, 0 ≤ p ≤ ς1 − 1 (resp. Sd˜p, 0 ≤ p ≤ ς2 − 1) be unbounded sectors centered at
0 with directions dp (resp. d˜p and with small aperture. We assume that
1) There exists a constant M1 > 0 such that
(92) |τ − qℓ(m)| ≥M1(1 + |τ |)
for all 0 ≤ ℓ ≤ δDκ1 − 1, all m ∈ R, all τ ∈ Sdp ∪ D¯(0, ρ), for all 0 ≤ p ≤ ς1 − 1, and also
(93) |τ − q˜ℓ(m)| ≥M1(1 + |τ |)
for all 0 ≤ ℓ ≤ δDκ2 − 1, all m ∈ R, all τ ∈ Sd˜p ∪ D¯(0, ρ), for all 0 ≤ p ≤ ς2 − 1.
2) There exists a constant M2 > 0 such that
(94) |τ − qℓ0(m)| ≥M2|qℓ0(m)|
for some ℓ0 ∈ {0, . . . , δDκ1−1}, all m ∈ R, all τ ∈ Sdp ∪ D¯(0, ρ), for all 0 ≤ p ≤ ς1−1, and also
(95) |τ − q˜ℓ1(m)| ≥M2|q˜ℓ1(m)|
for some ℓ1 ∈ {0, . . . , δDκ2 − 1}, all m ∈ R, all τ ∈ Sd˜p ∪ D¯(0, ρ), for all 0 ≤ p ≤ ς2 − 1.
3) For all 0 ≤ p ≤ ς1 − 1, for all t ∈ T1, all ǫ ∈ Ep, we have that ǫα+χ1t ∈ S
d˜p,θ1,ǫ
α+χ1
0 rT
, and
for all 0 ≤ p ≤ ς2 − 1, for all t ∈ T2, all ǫ ∈ E˜p, we have that ǫα+χ2t ∈ S
d˜p,θ2,ǫ
α+χ2
0 rT
.
Then, we say that both families, {(Sdp,θ1,ǫ0rT )0≤p≤ς1−1,T1} and {(Sd˜p,θ2,ǫ0rT )0≤p≤ς2−1,T2} are
associated to the good covering {Ep}0≤p≤ς1−1, and {E˜p}0≤p≤ς2−1, respectively.
We construct two families of holomorphic solutions of the main problem under study (16),
with a pole at (ǫ, t) = (0, 0), defined in the sectors Ep and E˜q, for 0 ≤ p ≤ ς1−1 and 0 ≤ q ≤ ς2−1,
with respect to ǫ. We also determine the exponential rate of decrement of the difference of two
solutions in the intersection of two consecutive sectors of the same family of good coverings.
Moreover, this rate depends on the good covering under consideration.
Theorem 1 Let us consider the parameters described at the beginning of Section 4, which sat-
isfy (10), (11), (12) and (13). We consider the nonlinear singularly perturbed PDE (16) with
elements determined as in (14), (15) and (17). We choose α, β ∈ Q, 1 ≤ κ1 < κ2 and γ1, γ2 ∈ Q
such that (20), (21), (30), (31), (61), (62) hold, and assume that (37) and (68) hold. We finally
assume (45), (52), (53), (79), (85), (86).
Let (Ep)0≤p≤ς1−1 and (E˜p)0≤p≤ς2−1 be two good coverings associated to the Gevrey orders (χ1+
α)κ1 and (χ2 + α)κ2, respectively, for which families of open sectors {(Sdp,θ1,ǫ0rT )0≤p≤ς1−1,T1}
and {(S
d˜p,θ2,ǫ0rT
)0≤p≤ς2−1,T2} are associated to each corresponding good covering.
Then, there exist a radius rQ˜,R˜D > 0 large enough, ǫ0 > 0 small enough, for which two
families {udp1 (t, z, ǫ)}0≤p≤ς1−1 and {ud˜p2 (t, z, ǫ)}0≤p≤ς2−1 of actual solutions of (16) can be con-
structed. More precisely, the functions u
dp
1 (t, z, ǫ) and u
d˜p
2 (t, z, ǫ) solve two singularly perturbed
PDEs
(96) Q˜(∂z)
(
p1(t, ǫ)u(t, z, ǫ) + p2(t, ǫ)u
2(t, z, ǫ) + p3(t, ǫ)u
3(t, z, ǫ)
)
=
Q∑
j=0
b˜j(z)ǫ
nj tbj +
D∑
ℓ=1
ǫ∆ℓtdℓ∂δℓt R˜ℓ(∂z)u(t, z, ǫ) + F1(ǫ
αt, ǫ)
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and
(97) Q˜(∂z)
(
p1(t, ǫ)u(t, z, ǫ) + p2(t, ǫ)u
2(t, z, ǫ) + p3(t, ǫ)u
3(t, z, ǫ)
)
=
Q∑
j=0
b˜j(z)ǫ
nj tbj +
D∑
ℓ=1
ǫ∆ℓtdℓ∂δℓt R˜ℓ(∂z)u(t, z, ǫ) + F2(ǫ
αt, ǫ)
respectively, where the forcing terms F1(T, ǫ) and F2(T, ǫ) are described in (254) and (266),
respectively, and define holomorphic bounded function provided that the additional constraints
(257) and (268) are fulfilled.
Each function u
dp
1 (t, z, ǫ) can be decomposed as
(98) u
dp
1 (t, z, ǫ) = ǫ
β
(
−a0,1
a0,2
(ǫαt)k0,1−k0,2 − a0,1
a0,2
(ǫαt)k0,1−k0,2J1(ǫαt) + (ǫαt)γ1vdp1 (t, z, ǫ)
)
where J1(T ) is holomorphic on some disc D(0, dJ1), dJ1 > 0 and vdp1 (t, z, ǫ) defines a bounded
holomorphic function on T1×Hβ′×Ep for any given 0 < β′ < β, with vdp1 (0, z, ǫ) ≡ 0 on Hβ′×Ep.
Furthermore, there exist constants Kp,Mp > 0 and σ > 0 (independent of ǫ) such that
(99) sup
t∈T1∩D(0,σ),z∈Hβ′
|vdp+11 (t, z, ǫ) − vdp1 (t, z, ǫ)| ≤ Kp exp(−
Mp
|ǫ|(χ1+α)κ1 )
for all ǫ ∈ Ep+1 ∩ Ep, for all 0 ≤ p ≤ ς1 − 1.
Each function u
d˜p
2 (t, z, ǫ) can be decomposed as
(100) u
d˜p
2 (t, z, ǫ) = ǫ
β
(
−a0,2
a0,3
(ǫαt)k0,2−k0,3 − a0,2
a0,3
(ǫαt)k0,2−k0,3J2(ǫαt) + (ǫαt)γ2vd˜p2 (t, z, ǫ)
)
where J2(T ) is holomorphic on some disc D(0, dJ2), dJ2 > 0 and vd˜p2 (t, z, ǫ) defines a bounded
holomorphic function on T2×Hβ′×E˜p for any given 0 < β′ < β, with vdp2 (0, z, ǫ) ≡ 0 on Hβ′×E˜p.
Furthermore, there exist constants Kp,Mp > 0 and σ > 0 (independent of ǫ) such that
(101) sup
t∈T2∩D(0,σ),z∈Hβ′
|vd˜p+12 (t, z, ǫ) − vd˜p2 (t, z, ǫ)| ≤ Kp exp(−
Mp
|ǫ|(χ2+α)κ2 )
for all ǫ ∈ E˜p+1 ∩ E˜p, for all 0 ≤ p ≤ ς2 − 1.
6 Doubly parametric Gevrey asymptotic expansions of the so-
lutions
In this section, we first recall some classical facts on k−Borel summability of formal series
with coefficients in a Banach space as introduced in [1], and a cohomological criterion for k-
summability of formal power series with coefficients in Banach spaces (see [2], p. 121 or [15],
Lemma XI-2-6) which is known as the Ramis-Sibuya theorem in the literature.
Afterwards, we provide the second main result in the present work, in which we obtain the
existence of two formal power series, written in power series of the perturbation parameter, and
with coefficients in some Banach space, which turn out to be the common Gevrey asymptotic
expansions of the functions v
dp
1 (t, z, ǫ) for all 0 ≤ p ≤ ς1−1, and vd˜p2 (t, z, ǫ) for all 0 ≤ q ≤ ς2−1,
in (98) and (100), of Gevrey orders ((χ1 + α)κ1)
−1 and ((χ2 + α)κ2)
−1 respectively. We recall
that both functions determine solutions of the main problem (16), as determined in Theorem 1.
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6.1 k−Summable formal series and Ramis-Sibuya Theorem
Definition 6 Let k ≥ 1 be an integer. A formal series Xˆ(ǫ) = ∑∞j=0 ajǫj ∈ F[[ǫ]], with coeffi-
cients in a Banach space (F, ||.||F) is said to be k−summable with respect to ǫ in the direction
d ∈ R if
i) there exists ρ ∈ R+ such that the following formal series, called formal Borel transform of
Xˆ of order k
Bk(Xˆ)(τ) =
∞∑
j=0
ajτ
j
Γ(1 + jk )
∈ F[[τ ]],
is absolutely convergent for |τ | < ρ,
ii) A positive number δ exists such that the series Bk(Xˆ)(τ) can be analytically continued
with respect to τ in a sector Sd,δ = {τ ∈ C∗ : |d − arg(τ)| < δ}. Moreover, there exist C > 0,
and K > 0 such that ||B(Xˆ)(τ)||F ≤ CeK|τ |k for all τ ∈ Sd,δ.
If the definition above is fulfilled, the vector valued Laplace transform of order k of Bk(Xˆ)(τ)
in the direction d is set as
Ldk(Bk(Xˆ))(ǫ) = ǫ−k
∫
Lγ
Bk(Xˆ)(u)e−(u/ǫ)kkuk−1du,
along a half-line Lγ = R+e
iγ ⊂ Sd,δ ∪ {0}, where γ depends on ǫ and is chosen in such a way
that cos(k(γ − arg(ǫ))) ≥ δ1 > 0, for some fixed δ1, for all ǫ in a sector
Sd,θ,R1/k = {ǫ ∈ C∗ : |ǫ| < R1/k , |d− arg(ǫ)| < θ/2},
where πk < θ <
π
k + 2δ and 0 < R < δ1/K. The function Ldk(Bk(Xˆ))(ǫ) is called the k−sum of
the formal series Xˆ(t) in the direction d. It is bounded and holomorphic on the sector Sd,θ,R1/k
and has the formal series Xˆ(ǫ) as Gevrey asymptotic expansion of order 1/k with respect to ǫ
on Sd,θ,R1/k . In addition to that, it is unique under such property. More precisely, one has that
for all πk < θ1 < θ, there exist C,M > 0 such that
||Ldk(Bk(Xˆ))(ǫ)−
n−1∑
p=0
apǫ
p||F ≤ CMnΓ(1 + n
k
)|ǫ|n
for all n ≥ 1, all ǫ ∈ Sd,θ1,R1/k .
Theorem (RS) Let (F, ||.||F) be a Banach space over C and {Ep}0≤p≤ς−1 be a good covering
in C∗. For all 0 ≤ p ≤ ς − 1, let Gp be a holomorphic function from Ep into the Banach space
(F, ||.||F) and let the cocycle Θp(ǫ) = Gp+1(ǫ)−Gp(ǫ) be a holomorphic function from the sector
Zp = Ep+1 ∩ Ep into E (with the convention that Eς = E0 and Gς = G0). We make the following
assumptions.
1) The functions Gp(ǫ) are bounded as ǫ ∈ Ep tends to the origin in C, for all 0 ≤ p ≤ ς − 1.
2) The functions Θp(ǫ) are exponentially flat of order k on Zp, for all 0 ≤ p ≤ ς − 1. This
means that there exist constants Cp, Ap > 0 such that
||Θp(ǫ)||F ≤ Cpe−Ap/|ǫ|k
for all ǫ ∈ Zp, all 0 ≤ p ≤ ς − 1.
Then, for all 0 ≤ p ≤ ς − 1, the functions Gp(ǫ) are the k−sums on Ep of a common
k−summable formal series Gˆ(ǫ) ∈ F[[ǫ]].
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6.2 Parametric double Gevrey asymptotic expansions of the solutions and
construction of their associated sum
In this subsection, we denote Fj the Banach space of holomorphic and bounded functions on
(Tj ∩D(0, σ))×Hβ′ equipped with supremum norm, where σ > 0 is defined in Theorem 1, and
0 < β′ < β is a fixed real number. We preserve the choice of Tj, for j = 1, 2 in Definition 5.
The second main result in this work is the following.
Theorem 2 Under the hypotheses of Theorem 1, there exist two formal power series
vˆ1(t, z, ǫ) =
∑
m≥0
vm,1(t, z)ǫ
m ∈ F1[[ǫ]], vˆ2(t, z, ǫ) =
∑
m≥0
vm,2(t, z)ǫ
m ∈ F2[[ǫ]],
such that the functions v
dp
1 (t, z, ǫ) (resp. v
d˜p
2 (t, z, ǫ)) in the decomposition (98) (resp. (100)) are
its (χ1 + α)κ1−sums on the sectors Ep, for all 0 ≤ p ≤ ς1 − 1, viewed as holomorphic functions
from Ep into F1 (resp. its (χ2 + α)κ2−sums on the sectors Ep, for all 0 ≤ p ≤ ς2 − 1, viewed
as holomorphic functions from Ep into F2). In other words, there exist two constants C,M > 0
such that
(102) sup
t∈T1∩D(0,σ),z∈Hβ′
|vdp1 (t, z, ǫ)−
n−1∑
m=0
vm,1(t, z)ǫ
m| ≤ CMnΓ(1 + n
(χ1 + α)κ1
)|ǫ|n
for all n ≥ 1, all 0 ≤ p ≤ ς1 − 1, and all ǫ ∈ Ep, and
(103) sup
t∈T2∩D(0,σ),z∈Hβ′
|vd˜p2 (t, z, ǫ)−
n−1∑
m=0
vm,2(t, z)ǫ
m| ≤ CMnΓ(1 + n
(χ2 + α)κ2
)|ǫ|n
for all n ≥ 1, all 0 ≤ p ≤ ς2 − 1, and all ǫ ∈ E˜p.
Proof We give the proof for the first family of functions, whereas the proof is analogous for
the second family. Let v
dp
1 (t, z, ǫ), 0 ≤ p ≤ ς1 − 1 be the functions constructed in Theorem 1.
For all 0 ≤ p ≤ ς1 − 1, we define Gp(ǫ) := (t, z) 7→ vdp1 (t, z, ǫ), which is by construction a
holomorphic and bounded function from Ep into F1. In view of the estimates (99), the cocycle
Θp(ǫ) = Gp+1(ǫ) − Gp(ǫ) is exponentially flat of order (χ1 + α)κ1 on Zp = Ep ∩ Ep+1, for any
0 ≤ p ≤ ς1 − 1. Therefore, Theorem (RS) guarantees the existence of a formal power series
Gˆ1(ǫ) =
∑
m≥0
vm,1(t, z)ǫ
m =: vˆ1(t, z, ǫ) ∈ F1[[ǫ]]
such that the functions Gp(ǫ) are the (χ1 + α)κ1−sums on Ep of Gˆ1(ǫ) as F1−valued functions,
for all 0 ≤ p ≤ ς1 − 1, in Ep. ✷
Remark: It is worth mentioning that the formal power series in ǫ
vˆ1(T, z, ǫ) := (ǫ
αT )−γ1 uˆ1(T, z, ǫ) +
a0,1
a0,2
(ǫαT )k0,1−k0,2−γ1 − a0,1
a0,2
(ǫαT )k0,1−k0,2−γ1J1(ǫαT )
and
vˆ2(T, z, ǫ) := (ǫ
αT )−γ1 uˆ1(T, z, ǫ) +
a0,2
a0,3
(ǫαT )k0,2−k0,3−γ2 − a0,2
a0,3
(ǫαT )k0,2−k0,3−γ2J2(ǫαT )
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are formal solutions of (251) and (264), respectively. This stament follows from (102) and (103).
Indeed, one has
1
j!
∂jǫ (v
dp
1 (t, z, ǫ))|ǫ=0 = vj,1(t, z),
for all j ≥ 0 and 0 ≤ p ≤ ς1 − 1, and also
1
j!
∂jǫ (v
d˜p
2 (t, z, ǫ))|ǫ=0 = vj,2(t, z),
for all j ≥ 0 and 0 ≤ p ≤ ς2 − 1.
Remark: Concerning the Gevrey orders appearing in the asymptotics, we observe that
(χ1 + α)κ1 ≤ (χ2 + α)κ2.
Indeed, from the definition of χ1 and χ2 in (35) and (35) respectively, one has
κ1(χ1 + α) = κ1
∆D + β − αk0,1
dD − δD − k0,1 =
∆D + β − αk0,1
δD
,
and
κ2(χ2 + α) =
∆D + β − α(2k0,2 − k0,3)
δD
.
The inequality follows from (10).
We conclude the work with an example.
Example: We consider the equation
(104) Q(∂z)((a0,1ǫ
5t2 + a0,2ǫ
6t3)u(t, z, ǫ) + ǫ14t6u2(t, z, ǫ) + ǫ11t14u3(t, z, ǫ))
= b0(z)ǫ
3t+ ǫ10t5∂tR1(∂z)u(t, z, ǫ) + ǫ
6t6∂tR2(∂z)u(t, z, ǫ).
Here, k0,1 = 2, k0,2 = 6, k0,3 = 14, κ1 = 1, κ2 = 3, m0,1 = 5, m1,1 = 6, m0,2 = 14, m0,3 = 11,
α = 2, β = −1, ∆1 = 10, ∆2 = 12, d1 = 5, δ1 = 1, d2 = 6, δ2 = 2, b0 = 1, n0 = 3, γ1 = −2,
γ2 = 1.
The constraints (10), (12), (13), (20), (21), (30), (31), (52), (54), (61), (62), (85), (86) are
satisfied in the example.
Observe that one can divide every term appearing in the previous equation by ǫ3t, but still
one observes the presence of an irregular singularity at t = 0 and the appearance of singular
operators which are treated in the manner we describe in the present work.
The next sections are included for the sake of completeness, and describe in detail the proofs
of the results provided throughout the work. We decided to leave it at the end for a more
comprehensive reading.
7 Proof of Proposition 2 and Proposition 3
Proof of Proposition 2:
Proof Let us denote
A :=
∥∥∥∥ǫ−γ0aγ1,κ(τ,m)R˜(im)τκ
∫ τκ
0
(τκ − s)γ2sγ3f(s1/κ,m)ds
∥∥∥∥
(ν,β,µ,χ,α,κ,ǫ)
.
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It holds that
(105)
A = sup
τD¯(0,ρ)∪Sd,m∈R
(1+|m|)µ exp(β|m|)1 +
∣∣ τ
ǫχ+α
∣∣2κ∣∣ τ
ǫχ+α
∣∣ exp
(
−ν
∣∣∣ τ
ǫχ+α
∣∣∣κ) |ǫ|−γ0 1
(1 + |τ |κ)γ1
|R˜(im)|
|R˜D(im)|
×
∣∣∣∣∣∣τκ
∫ τκ
0

(1 + |m|)µ exp(β|m|)1 + |s|
2
|ǫ|(χ+α)2κ∣∣ τ
ǫχ+α
∣∣ exp
(
−ν |s||ǫ|(χ+α)κ
)
f(s1/κ,m)

A(τ, s,m, ǫ)ds
∣∣∣∣∣∣ ,
where
A(τ, s,m, ǫ) = 1
(1 + |m|)µ exp(β|m|)
exp
(
ν |s|
|ǫ|(χ+α)κ
)
1 + |s|
2
|ǫ|(χ+α)2κ
|s|1/κ
|ǫ|χ+α (τ
κ − s)γ2sγ3 .
This last expression yields
A ≤ C3.1(ǫ) sup
m∈R
∣∣∣∣∣ R˜(im)R˜D(im)
∣∣∣∣∣ ‖f(τ,m)‖(ν,β,µ,χ,α,κ,ǫ) ,
where
(106) C3.1(ǫ) = sup
τD¯(0,ρ)∪Sd,m∈R
1 +
∣∣ τ
ǫχ+α
∣∣2κ∣∣ τ
ǫχ+α
∣∣ exp
(
−ν
∣∣∣ τ
ǫχ+α
∣∣∣κ) |ǫ|−γ0 1
(1 + |τ |κ)γ1
× |τ |κ
∫ |τ |κ
0
exp
(
ν h
|ǫ|(χ+α)κ
)
1 + h
2
|ǫ|(χ+α)2κ
h1/κ
|ǫ|χ+α (|τ |
κ − h)γ2hγ3dh.
After the change of variable h = |ǫ|(χ+α)κh′ in the integral of C3.1(ǫ) and usual estimates one
arrives at
(107) C3.1(ǫ) = sup
τD¯(0,ρ)∪Sd,m∈R
1 +
∣∣ τ
ǫχ+α
∣∣2κ∣∣ τ
ǫχ+α
∣∣ exp
(
−ν
∣∣∣ τ
ǫχ+α
∣∣∣κ) |ǫ|−γ0 1
(1 + |τ |κ)γ1
× |τ |κ
∫ |τ |κ
|ǫ|(χ+α)κ
0
exp (νh′)
1 + (h′)2
(h′)1/κ
( |τ |κ
|ǫ|(χ+α)κ − h
′
)γ2
(h′)γ3dh′|ǫ|(χ+α)κ(γ2+γ3+1)
≤ |ǫ|(χ+α)κ(γ2+γ3+1)−γ0+(χ+α)κ sup
x≥0
1 + x2
x1/κ
e−νx
x
(1 + |ǫ|(χ+α)κx)γ1 (G1(x) +G2(x)),
with
G1(x) =
∫ x/2
0
eνh
′
1 + (h′)2
(h′)
1
κ
+γ3(x− h′)γ2dh′, G2(x) =
∫ x
x/2
eνh
′
1 + (h′)2
(h′)
1
κ
+γ3(x− h′)γ2dh′.
The steps on stating upper bounds for G1 and G2 are described in Proposition 1,[19], in
detail. For the sake of completeness, we give the detailed proof.
Estimates for G1(x).
We first consider the case in which 1 < γ2 < 0. Then, it holds that (x− h′)γ2 ≤ (x/2)γ2 for
0 ≤ h′ ≤ x/2, and every x > 0. The first condition in (5) yields
G1(x) ≤
(x
2
)γ2
eνx/2
∫ x/2
0
(h′)
1
κ
+γ3dh′ =
(x
2
)γ2
eνx/2
(x/2)
1
κ
+γ3+1
1
κ + γ3 + 1
, x ≥ 0.
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Then, one has
(108) sup
x≥0
1 + x2
x1/κ
e−νx
x
(1 + |ǫ|(χ+α)κx)γ1G1(x) ≤ supx≥0
1 + x2
x1/κ
e−νxxG1(x),
which is finite.
In the case that γ2 > 0, then we have that (x− h′)γ2 ≤ xγ2 for all 0 ≤ h′ ≤ x/2, for x > 0.
Therefore we get
G1(x) ≤ xγ2eνx/2
∫ x/2
0
(h′)
1
κ
+γ3dh′ = xγ2eνx/2
(x/2)
1
κ
+γ3+1
1
κ + γ3 + 1
for all x ≥ 0. We conclude
sup
x≥0
1 + x2
x1/κ
e−νx
x
(1 + |ǫ|(χ+α)κx)γ1 G1(x) ≤ supx≥0
1 + x2
x1/κ
e−νxxG1(x),
which is finite.
We study G2(x).
One has 1 + (h′)2 ≥ 1 + (x/2)2 for all x/2 ≤ h′ ≤ x. Hence,
(109) G2(x) ≤ 1
1 + (x2 )
2
∫ x
x/2
eνh
′
(h′)
1
κ
+γ3(x− h′)γ2dh′ ≤ 1
1 + (x2 )
2
G2.1(x)
where
G2.1(x) =
∫ x
0
eνh
′
(h′)
1
κ
+γ3(x− h′)γ2dh′
for all x ≥ 0.
The same estimates as in (18) in [19] on Mittag-Leffler function lead to
(110) G2.1(x) ≤ K2.1x
1
κ
+γ3eνx, x ≥ 1.
We now distinguish two cases: γ3 ≤ −1 and γ3 > −1.
In the first situation, we get
sup
x≥1
1 + x2
x1/κ
e−νx
x
(1 + |ǫ|(χ+α)κx)γ1G2(x) ≤ supx≥1
1 + x2
1 + (x/2)2
K2.1x
1+γ3 ,
and by the change of variable h′ = xu′ we deduce
(111) sup
0≤x<1
1 + x2
x1/κ
e−νx
x
(1 + |ǫ|(χ+α)κx)γ1 G2(x) ≤ sup0≤x<1
1 + x2
1 + (x/2)2
e−νx
x
x1/κ
x
1
κ
+γ3+γ2+1
×
∫ 1
0
eνxu
′
(u′)
1
κ
+γ3(1− u′)γ2du′,
which is finite.
The second situation, i.e. γ3 > −1 and γ1 ≥ γ3+1 is considered by using that 1+|ǫ|(χ+α)κx ≥
|ǫ|(χ+α)κx for all x ≥ 1, and (110) to check the case in which x ≥ 1. For those 0 ≤ x ≤ 1 we
proceed as in (111) to conclude the result.
✷
Proof of Proposition 3:
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Proof The proof is analogous to that of Proposition 3 in [22] and follows the guidelines of
Proposition 3 in [18]. For the sake of completeness, we reproduce the proof.
We write
(112)
B = ||τκ−1
∫ τκ
0
∫ +∞
−∞
f((τκ − s′)1/κ,m−m1)g((s′)1/κ,m1) 1
(τκ − s′)s′ ds
′dm1||(ν,β,µ,χ,α,κ,ǫ)
= sup
τ∈D¯(0,ρ)∪Sd,m∈R
(1 + |m|)µ exp(β|m|)1 + |
τ
ǫχ+α |2κ
| τǫχ+α |
exp(−ν| τ
ǫχ+α
|κ)
× |τκ−1
∫ τκ
0
∫ +∞
−∞
{(1 + |m−m1|)µ exp(β|m−m1|)
×
1 + |τ
κ−s′|2
|ǫ|(χ+α)2κ
|τκ−s′|1/κ
|ǫ|χ+α
exp(−ν |τ
κ − s′|
|ǫ|(χ+α)κ )f((τ
κ − s′)1/κ,m−m1)}
×{(1+|m1|)µ exp(β|m1|)
1 + |s
′|2
|ǫ|(χ+α)2κ
|s′|1/κ
|ǫ|χ+α
exp(−ν |s
′|
|ǫ|(χ+α)κ )g((s
′)1/κ,m1)}×B(τ, s,m,m1)ds′dm1|
where
B(τ, s,m,m1) = exp(−β|m−m1|) exp(−β|m1|)
(1 + |m−m1|)µ(1 + |m1|)µ
|s′|1/κ|τκ−s′|1/κ
|ǫ|2(χ+α)
(1 + |τ
κ−s′|2
|ǫ|(χ+α)2κ
)(1 + |s
′|2
|ǫ|(χ+α)2κ
)
× exp(ν |τ
κ − s′|
|ǫ|(χ+α)κ ) exp(ν
|s′|
|ǫ|(χ+α)κ )
1
(τκ − s′)s′ .
We also have |m| ≤ |m−m1|+ |m1| for all m,m1 ∈ R, from which we get
(113) B ≤ C4(ǫ)||f(τ,m)||(ν,β,µ,χ,α,κ,ǫ)||g(τ,m)||(ν,β,µ,χ,α,κ,ǫ)
where
C4(ǫ) = sup
τ∈D¯(0,ρ)∪Sd,m∈R
(1 + |m|)µ 1 + |
τ
ǫχ+α |2κ
| τ
ǫχ+α
| exp(−ν|
τ
ǫχ+α
|κ)|τ |κ−1
×
∫ |τ |κ
0
∫ +∞
−∞
1
(1 + |m−m1|)µ(1 + |m1|)µ
(h′)1/κ(|τ |κ − h′)1/κ
|ǫ|2(χ+α)
1
(1 + (|τ |
κ−h′)2
|ǫ|(χ+α)2κ
)(1 + (h
′)2
|ǫ|(χ+α)2κ
)
× exp(ν |τ |
κ − h′
|ǫ|(χ+α)κ ) exp(ν
h′
|ǫ|(χ+α)κ )
1
(|τ |κ − h′)h′ dh
′dm1.
We provide upper bounds that can be split in two parts,
(114) C4(ǫ) ≤ C4.1C4.2(ǫ)
where
(115) C4.1 = sup
m∈R
(1 + |m|)µ
∫ +∞
−∞
1
(1 + |m−m1|)µ(1 + |m1|)µ dm1
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is finite under the condition that µ > 1 according to Lemma 4 of [20], and
C4.2(ǫ) = sup
τ∈D¯(0,ρ)∪Sd
1 + | τǫχ+α |2κ
| τǫχ+α |
|τ |κ−1
×
∫ |τ |κ
0
(h′)1/κ(|τ |κ−h′)1/κ
|ǫ|2(χ+α)
(1 + (|τ |
κ−h′)2
|ǫ|(χ+α)2κ
)(1 + (h
′)2
|ǫ|(χ+α)2κ
)
1
(|τ |κ − h′)h′ dh
′
The change of variable h′ = |ǫ|(χ+α)κh yields
(116) C4.2(ǫ) = sup
τ∈D¯(0,ρ)∪Sd
1 + | τǫχ+α |2κ
| τ
ǫχ+α
| |τ |
κ−1
×
∫ |τ |κ
|ǫ|(χ+α)κ
0
h1/κ( |τ |
κ
|ǫ|(χ+α)κ
− h)1/κ
(1 + ( |τ |
κ
|ǫ|(χ+α)κ
− h)2)(1 + h2)
1
( |τ |
κ
|ǫ|(χ+α)κ
− h)h
1
|ǫ|(χ+α)κ dh ≤
1
|ǫ|χ+α supx≥0B(x)
where
B(x) =
1 + x2
x2/κ
x
∫ x
0
h1/κ(x− h)1/κ
(1 + (x− h)2)(1 + h2)
1
(x− h)hdh.
A change of variable h = xu in this last expression followed by a partial fraction decomposition
allow us to write
(117) B(x) = (1 + x2)
∫ 1
0
1
(1 + x2(1− u)2)(1 + x2u2)
1
(1− u)1− 1κu1− 1κ
du
=
1 + x2
x2 + 4
∫ 1
0
3− 2u
1 + x2(1− u)2
1
(1− u)1− 1κu1− 1κ
du+
1 + x2
x2 + 4
∫ 1
0
2u+ 1
1 + x2u2
1
(1− u)1− 1κu1− 1κ
du
which acquaints us that B(x) is finite provided that κ ≥ 1 and bounded on R+ w.r.t x.
The estimates in (112), (113), (114), (115), (116) and (117) allow us to conclude the result.
✷
8 Proof of Lemma 4
Proof Let ǫ ∈ D(0, ǫ0) \ {0}. We first prove that Hǫ(B¯(0,̟)) ⊆ B¯(0,̟), in F d(ν,β,µ,χ1,α,κ1,ǫ).
We first consider the terms in H1ǫ in order to give upper estimates.
By Lemma 1, we have
(118)∥∥∥∥B˜j(m)ǫ−χ1(bj−k0,1−γ1) τ bj−k0,1−γ1P˜m(τ)
∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C2
CP˜ (rQ˜,R˜D)
1
δDκ1
∥∥∥B˜j(m)∥∥∥
(β,µ)
infm∈R |R˜D(im)|
|ǫ|(bj−k0,1−γ1)α,
for some C2 > 0, depending on κ1, γ1, k0,1 and bj, 0 ≤ j ≤ Q.
We also make use of the first part of Proposition 2. There exists a constant C3 > 0 depending
on ν, κ1, kℓ,1 for 0 ≤ ℓ ≤ M1 , kℓ,2 for 0 ≤ ℓ ≤ M2, kℓ,3 for 0 ≤ ℓ ≤ M3, Q˜(X) and R˜D(X) such
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that
(119)
∥∥∥∥∥ǫ−χ1(kℓ,1−k0,1) Q˜(im)P˜m(τ) (τkℓ,1−k0,1 ⋆κ1 ω1)
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,1−k0,1) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
(120)
∥∥∥∥∥ǫ−χ1(kℓ,2−k0,2) Q˜(im)P˜m(τ) (τkℓ,2−k0,2 ⋆κ1 ω1)
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,2−k0,2) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
(121)
∥∥∥∥∥ǫ−χ1(kℓ,3+k0,1−2k0,2) Q˜(im)P˜m(τ) (τkℓ,3+k0,1−2k0,2 ⋆κ1 ω1)
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,3+k0,1−2k0,2) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) .
Let j ≥ 1. A constant C3(j) > 0, depending on ν, κ1, kℓ,2 for 0 ≤ ℓ ≤ M2, Q˜(X), R˜D(X),
exists such that
(122)
∥∥∥∥∥ǫ−χ1(kℓ,2−k0,2+j) Q˜(im)P˜m(τ) (τkℓ,2−k0,2+j ⋆κ1 ω1)
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3.1(j)
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,2−k0,2+j) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
and
(123)
∥∥∥∥∥ǫ−χ1(kℓ,3+k0,1−2k0,2+j) Q˜(im)P˜m(τ) (τkℓ,3+k0,1−2k0,2+j ⋆κ1 ω1)
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3.2(j)
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,3+k0,1−2k0,2+j) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) .
We now determine the dependence on j of the constants C3.1(j), C3.2(j) > 0 obtained by the
application of Proposition 2. More precisely, one has
(124) C3.1(j) ≤ Cˆ3Aj3Γ
(
kℓ,2 − k0,2 + j
κ1
)
, j ≥ 1,
and
(125) C3.2(j) ≤ Cˆ3Aj3Γ
(
kℓ,3 + k0,1 − 2k0,2 + j
κ1
)
, j ≥ 1,
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for some Cˆ3, A3 > 0 which do not depend on j. The proof of (124) is based on a deeper look
at the estimates in the proof of the first part of Proposition 2. We follow the notations in such
proof. We only give detail on the proof of (124), because the proof of (125) is analogous.
proof of(124): Let j ≥ 1 such that kℓ,2 − k0,2 + j > κ1. The classical estimates
(126) sup
x≥0
xm1e−m2x = (
m1
m2
)m1e−m1
for any real numbers m1 ≥ 0, m2 > 0 yield the following:
sup
x≥0
1 + x2
x1/κ1
e−νxxG1(x) ≤ sup
x≥0
(1 + x2)x
kℓ,2−k0,2+j
κ1 e−
ν
2
x
(
1
2
)1/κ1
κ1
≤
(
(
kℓ,2 − k0,2 + j
κ1ν/2
)
kℓ,2−k0,2+j
κ1 exp(−kℓ,2 − k0,2 + j
κ1
)
+(
kℓ,2−k0,2+j
κ1
+ 2
ν/2
)
kℓ,2−k0,2+j
κ1
+2
exp(−(kℓ,2 − k0,2 + j
κ1
+ 2))
)(
1
2
)1/κ1
κ1
Furthermore, according to the Stirling formula Γ(x) ∼ √2πxx− 12 e−x as x → +∞ and bearing
in mind the functional relation Γ(x+1) = xΓ(x) for all x > 0, we get two constants Cˇ2 > 0 and
A3 > 0 independent of j such that
(127) sup
x≥0
1 + x2
x1/κ1
e−νxxG1(x) ≤ Cˇ2Aj3(Γ(
kℓ,2 − k0,2 + j
κ1
) + Γ(
kℓ,2 − k0,2 + j
κ1
+ 2))
≤ Cˇ2Aj3
(
Γ(
kℓ,2 − k0,2 + j
κ1
) + (
kℓ,2 − k0,2 + j
κ1
+ 1)(
kℓ,2 − k0,2 + j
κ1
)Γ(
kℓ,2 − k0,2 + j
κ1
)
)
On the other hand, by direct inspection, we observe that there exists a constant Cˇ2.1 > 0
(independent of j and ǫ) such that
(128) sup
0≤x<1
1 + x2
x1/κ1
e−νx
x
(1 + |ǫ|(χ1+α)κ1x)γ1G2(x) ≤ Cˇ2.1
Furthermore, there exists a constant K2.1(j) depending on ν, κ1, kℓ,2 for 0 ≤ ℓ ≤M2 and j, such
that
(129) sup
x≥1
1 + x2
x1/κ1
e−νx
x
(1 + |ǫ|(χ1+α)κ1x)γ1 G2(x) ≤ supx≥1
1 + x2
1 + (x2 )
2
K2.1(j)
Regarding the proof of Proposition 1 in [19], we guarantee the existence of a constant Kˇ2.1 > 0
independent of j such that
(130) K2.1(j) ≤ Kˇ2.1Γ(kℓ,2 − k0,2 + j
κ1
)
for all j ≥ 1. Finally, gathering (127), (128), (129) and (130), we conclude (124).
end of proof of (124).
In view of Lemma 2 and again by Proposition 2, we have
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(131)∥∥∥∥∥ǫ−χ1(kℓ,3+k0,1−2k0,2) Q˜(im)P˜m(τ)
[
τkℓ,3+k0,1−2k0,2+j ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 ω1
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
=
∥∥∥∥∥ǫ−χ1(kℓ,3+k0,1−2k0,2) Q˜(im)P˜m(τ)
[
τkℓ,3+k0,1−2k0,2+j ⋆κ1 Bκ1 J˜1(τ, ǫ) ⋆κ1 ω1
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3.3(j)
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,3+k0,1−2k0,2+j) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
where
(132) C3.3(j) ≤ Cˆ3Aj3Γ
(
kℓ,3 + k0,1 − 2k0,2 + j
κ1
)
, j ≥ 1.
This last estimates for C3.3 are obtained in the same manner as those in (124).
We choose large enough rQ˜,R˜D > 0 and ̟ > 0 such that
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(133)
Q∑
j=0
|ǫ0|nj−αbj+α(bj−k0,1−γ1) C2
CP˜ (rQ˜,R˜D)
1
δDκ1
∥∥∥B˜j(m)∥∥∥
(β,µ)
infm∈R |R˜D(im)|
+
s1∑
ℓ=1
|aℓ,1|
Γ
(
kℓ,1−k0,1
κ1
) |ǫ0|α(kℓ,1−k0,1) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
M1∑
ℓ=s1+1
|aℓ,1|
Γ
(
kℓ,1−k0,1
κ1
) |ǫ0|mℓ,1+β−αkℓ,1+α(kℓ,1−k0,1) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
s2∑
ℓ=1
2|aℓ,2a0,1|
|a0,2|
|ǫ0|α(kℓ,2−k0,2)
Γ
(
kℓ,2−k0,2
κ1
) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
M2∑
ℓ=s2+1
2|aℓ,2a0,1|
|a0,2|
|ǫ0|mℓ,2+2β−αkℓ,2+α(kℓ,2−k0,2)
Γ
(
kℓ,2−k0,2
κ1
) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
s2∑
ℓ=0
2|aℓ,2a0,1|
|a0,2|
∑
j≥1
|Jj | |ǫ0|
α(kℓ,2−k0,2+j)
Γ
(
kℓ,2−k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
M2∑
ℓ=s2+1
2|aℓ,2a0,1|
|a0,2|
∑
j≥1
|Jj | |ǫ0|
mℓ,2+2β−αkℓ,2+α(kℓ,2−k0,2+j)
Γ
(
kℓ,2−k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
s3∑
ℓ=0
3|a0,1|2|aℓ,3|
|a0,2|2
|ǫ0|α(kℓ,3+k0,1−2k0,2)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
s3∑
ℓ=0
6|a0,1|2|aℓ,3|
|a0,2|2
∑
j≥1
|Jj | |ǫ0|
α(kℓ,3+k0,1−2k0,2+j)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
s3∑
ℓ=0
3|a0,1|2|aℓ,3|
|a0,2|2
∑
j≥1
|J˜j | |ǫ0|
α(kℓ,3+k0,1−2k0,2+j)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
M3∑
ℓ=s3+1
3|a0,1|2|aℓ,3|
|a0,2|2
|ǫ0|mℓ,3+3β−αkℓ,3+α(kℓ,3+k0,1−2k0,2)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
M3∑
ℓ=s3+1
6|a0,1|2|aℓ,3|
|a0,2|2
∑
j≥1
|Jj | |ǫ0|
mℓ,3+3β−αkℓ,3+α(kℓ,3+k0,1−2k0,2+j)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟
+
M3∑
ℓ=s3+1
3|a0,1|2|aℓ,3|
|a0,2|2
∑
j≥1
|J˜j | |ǫ0|
mℓ,3+3β−αkℓ,3+α(kℓ,3+k0,1−2k0,2+j)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟ ≤ ̟
4
.
Observe that the convergence of the series in j appearing in the previous expression converge
provided that |ǫ0| is small enough, according to the fact that J1 and J˜1 are convergent series
in a neighborhood of the origin, which yields |Jj | ≤ CJ(AJ)j , and |J˜j | ≤ CJ(AJ )j , for some
CJ , AJ > 0.
After the choice in (133), one can apply (118), (119), (120), (121), (122), (123) and (131),
51
together with (124), (125) and (132) to deduce that
(134)
∥∥H1ǫ (ω1)∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ ̟4 .
We now give upper bounds associated to H2ǫ .
We define
(135) h1(τ,m) = τ
κ1−1
∫ τκ1
0
∫ ∞
−∞
ω1((τ
κ1−s′)1/κ1 ,m−m1)ω1((s′)1/κ1 ,m1) 1
(τκ1 − s′)s′ds
′dm1.
Observe that
ω1(τ,m) ⋆
E
κ1 ω1(τ,m) = τh1(τ,m).
In view of Proposition 3, there exists C4 > 0, depending on µ and κ1, such that
(136) ‖h1(τ, ǫ)‖(ν,β,µ,χ1,α,κ1,ǫ) ≤
C4
|ǫ|χ1+α ‖ω1‖
2
(ν,β,µ,χ1,α,κ1,ǫ)
.
We apply Proposition 2. 2) to get the existence of C ′2 > 0, depending on ν, κ1, dℓ, δℓ, k0,1, δD,
R˜ℓ(X), for 1 ≤ ℓ ≤ D, such that
(137)
∥∥∥∥∥ǫ−χ1(dℓ−k0,1−δℓ) R˜ℓ(im)P˜m(τ)
[
τdℓ,q1,q2 ⋆κ1 (τ
κ1q2ω1)
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)κ1
(
dℓ,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dℓ−k0,1−δℓ) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δℓ, and also
(138)
∥∥∥∥∥ǫ−χ1(dℓ−k0,1−δℓ) R˜ℓ(im)P˜m(τ)
[
τdℓ,q1,q2+κ1(q2−p) ⋆κ1 (τ
κ1pω1)
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)κ1
(
dℓ,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dℓ−k0,1−δℓ) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for every 1 ≤ p ≤ q2 − 1.
We apply (136), and Proposition 2.2) to guarantee the existence of C ′3 > 0, depending on
ν, κ1, γ1, δD, k0,1, and kℓ,2 for 0 ≤ ℓ ≤M2 such that
(139)
∥∥∥∥∥ǫ−χ1(kℓ,2+γ1−k0,1) Q˜(im)P˜m(τ)
[
τkℓ,2+γ1−k0,1 ⋆κ1 (τh1(τ,m))
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
=
∥∥∥∥∥ǫ−χ1(kℓ,2+γ1−k0,1) Q˜(im)P˜m(τ) τκ1
∫ τκ1
0
(τκ1 − s)
kℓ,2+γ1−k0,1
κ1
−1
s
1
κ1
−1
h(s1/κ1 ,m)ds
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)κ1
(
kℓ,2+γ1−k0,1
κ1
+ 1
κ1
)
−χ1(kℓ,2+γ1−k0,1)−(χ1+α)κ1(δD−
1
κ1
) ‖h1(τ, ǫ)‖(ν,β,µ,χ1,α,κ1,ǫ)
≤ C4C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)(kℓ,2+γ1−k0,1−κ1δD+1)−χ1(kℓ,2+γ1−k0,1) ‖ω1(τ, ǫ)‖2(ν,β,µ,χ1,α,κ1,ǫ) .
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The same arguments as above follow to get
(140)
∥∥∥∥∥ǫ−χ1(kℓ,3+γ1−k0,2) Q˜(im)P˜m(τ)
[
τkℓ,3+γ1−k0,2 ⋆κ1 (τh1(τ,m))
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C4C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)(kℓ,3+γ1−k0,2−κ1δD+1)−χ1(kℓ,3+γ1−k0,2) ‖ω1(τ, ǫ)‖2(ν,β,µ,χ1,α,κ1,ǫ) ,
and
(141)
∥∥∥∥∥ǫ−χ1(kℓ,3+γ1−k0,2+j) Q˜(im)P˜m(τ)
[
τkℓ,3+γ1−k0,2+j ⋆κ1 (τh1(τ,m))
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C4C
′
3(j)
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)(kℓ,3+γ1−k0,2+j−κ1δD+1)−χ1(kℓ,3+γ1−k0,2+j) ‖ω1(τ, ǫ)‖2(ν,β,µ,χ1,α,κ1,ǫ) ,
for every j ≥ 1, where
(142) C ′3(j) ≤ Cˆ3Aj3Γ
(
kℓ,3 + γ1 − k0,2
κ1
)
j ≥ 1.
The proof of such dependence on j is proved in an analogous way as for that of (124).
One can choose rQ˜,R˜D > 0 and ̟ > 0 such that the following condition holds:
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(143)
D−1∑
ℓ=1
|ǫ0|∆ℓ+α(δℓ−dℓ)+β

δℓ−1∏
d=0
|γ1 − d| C3
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dℓ,δℓ,0
κ1
) |ǫ0|α(dℓ−k0,1−δℓ)̟
+
∑
q1+q2=δℓ,q2≥1
δℓ!
q1!q2!
q1−1∏
d=0
|γ1 − d|

 C ′3κq21
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dℓ,q1,q2
κ1
)
× |ǫ0|
(χ1+α)κ1
(
dℓ,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dℓ−k0,1−δℓ)
̟
+
∑
1≤p≤q2−1
|Aq2,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dℓ,q1,q2
κ1
+ q2 − p
)
×|ǫ0|
(χ1+α)κ1
(
dℓ,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dℓ−k0,1−δℓ)
̟
)]
+
s2∑
ℓ=0
|aℓ,2|
Γ
(
kℓ,2+γ1−k0,1
κ1
) C4C ′3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)(kℓ,2+γ1−k0,1−κ1δD+1)−χ1(kℓ,2+γ1−k0,1)̟2
+
M2∑
ℓ=s2+1
|aℓ,2|
Γ
(
kℓ,2+γ1−k0,1
κ1
) C4C ′3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|mℓ,2+2β−αkℓ,2+(χ1+α)(kℓ,2+γ1−k0,1−κ1δD+1)−χ1(kℓ,2+γ1−k0,1)̟2
+
s3∑
ℓ=0
3|aℓ,3a0,1|
|a0,2|
C4C
′
3
Γ
(
kℓ,3+γ1−k0,2
κ1
) |ǫ0|(χ1+α)(kℓ,3+γ1−k0,2−κ1δD+1)−χ1(kℓ,3+γ1−k0,2)
CP˜ (rQ˜,R˜D)
1
δDκ1
̟2
+
M3∑
ℓ=s3+1
3|aℓ,3a0,1|
|a0,2|
C4C
′
3
Γ
(
kℓ,3+γ1−k0,2
κ1
) |ǫ0|mℓ,3+3β−αkℓ,3+(χ1+α)(kℓ,3+γ1−k0,2−κ1δD+1)−χ1(kℓ,3+γ1−k0,2)
CP˜ (rQ˜,R˜D)
1
δDκ1
̟2
+
s3∑
ℓ=0
3|aℓ,3a0,1|
|a0,2|
∑
j≥1
|Jj | |ǫ0|
(χ1+α)(kℓ,3+γ1−k0,2+j−κ1δD+1)−χ1(kℓ,3+γ1−k0,2+j)
Γ
(
kℓ,3+γ1−k0,2
κ1
) C4Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟2
+
s3∑
ℓ=0
3|aℓ,3a0,1|
|a0,2|
∑
j≥1
|Jj | |ǫ0|
mℓ,3+3β−αkℓ,3+(χ1+α)(kℓ,3+γ1−k0,2+j−κ1δD+1)−χ1(kℓ,3+γ1−k0,2+j)
Γ
(
kℓ,3+γ1−k0,2
κ1
) C4Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
̟2
≤ ̟
4
The choice in (143) allows to guarantee from (137), (138), (139), (140), (141), together with
(142), that
(144)
∥∥H2ǫ (ω1)∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ ̟4 .
We now give upper estimates for H3ǫ (ω1(τ,m)).
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Proposition 2.1) yields
(145)
∥∥∥∥∥ǫ−χ1(dD−k0,1−δD) R˜D(im)P˜m(τ)
[
τdD,δD,0 ⋆κ1 ω1
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)ddD,δD,0−χ1(dD−k0,1−δD) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ)
=
C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|α(dD−k0,1−δD) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for some C3 > 0, depending on ν, κ1, k0,1, δD, dD.
We also apply Proposition 2.2) to guarantee the existence of C ′3 > 0, depending on ν, κ1, k0,1, δD, dD
with
(146)
∥∥∥∥∥ǫ−χ1(dD−k0,1−δD) R˜D(im)P˜m(τ)
[
τdD,q1,q2 ⋆κ1 (τ
κ1q2ω1)
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|
(χ1+α)κ1
(
ddD,q1,q2
κ1
+q2−δD
)
−χ1(dD−k0,1−δD) ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for every q1 ≥ 1 and q2 ≥ 1 with q1 + q2 = δD. In addition to that, it holds
(147)∥∥∥∥∥R˜D(im)P˜m(τ)
[
τκ1(δD−p) ⋆κ1 (τ
κ1pω1)
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|χ1+α ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for all 1 ≤ p ≤ δD − 1.
We choose rQ˜,R˜D and ̟ such that
(148) |ǫ0|∆D+α(δD−dD)+β

δD−1∏
d=0
|γ1 − d| C3
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dD,δD,0
κ1
) |ǫ0|α(dD−k0,1−δD)̟
+
∑
q1+q2=δD ,q1≥1,q2≥1
δD!
q1!q2!
q1−1∏
d=0
|γ1 − d|

 C ′3κq21
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dD,q1,q2
κ1
)
×|ǫ0|
(χ1+α)κ1
(
ddD,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dD−k0,1−δD)
̟+
∑
1≤p≤q2−1
|Aq2,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dD,q1,q2
κ1
+ q2 − p
)
×|ǫ0|
(χ1+α)κ1
(
ddD,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dD−k0,1−δD)
̟
)]
+
∑
1≤p≤δD−1
|AδD ,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ (δD − p)
|ǫ0|χ1+α̟ ≤ ̟
4
.
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The choice in (148) allows to guarantee from (145), (146) and (147) that
(149)
∥∥H3ǫ (ω1)∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ ̟4 .
We finally give upper bounds for the elements involved in H4ǫ (ω1).
Let
h2(τ,m) = τ
κ1−1
∫ τκ1
0
∫ ∞
−∞
ω1((τ
κ1−s′)1/κ1 ,m−m1)(ω1⋆Eκ1ω1)((s′)1/κ1 ,m1)
1
(τκ1 − s′)s′ds
′dm1.
Regarding Proposition 3, one has
(150) ‖h2(τ,m)‖(ν,β,µ,χ1,α,κ1,ǫ) ≤
C4
|ǫ|χ1+α ‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ)
∥∥ω1 ⋆Eκ1 ω1∥∥(ν,β,µ,χ1,α,κ1,ǫ) .
Moreover, in view of Corollary 1, we get
(151)
∥∥ω1 ⋆Eκ1 ω1∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ C4 ‖ω1‖2(ν,β,µ,χ1,α,κ1,ǫ)
Following the same argument as in (139), in view of (150), (151), and from Proposition 2.2,
we have that
(152)
∥∥∥∥∥ǫ−χ1(kℓ,3+2γ1−k0,1) Q˜(im)P˜m(τ)
[
τkℓ,3+2γ1−k0,1 ⋆κ1 (τh2(τ,m))
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)κ1
(
kℓ,3+2γ1−k0,1
κ1
+ 1
κ1
)
−χ1(kℓ,3+2γ1−k0,1)−(χ1+α)κ1(δD−
1
κ1
) ‖h2(τ,m)‖(ν,β,µ,χ1,α,κ1,ǫ)
≤ (C4)
2C ′3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)(kℓ,3+2γ1−k0,1−κ1δD+1)−χ1(kℓ,3+2γ1−k0,1) ‖ω1‖3(ν,β,µ,χ1,α,κ1,ǫ)
We recall that Lemma 3 holds, and hypothesis (52). We choose rQ˜,R˜D and ̟ such that
(153)
s3∑
ℓ=0
|aℓ,3|
Γ
(
kℓ,3+2γ1−k0,1
κ1
) (C4)2C ′3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)(kℓ,3+2γ1−k0,1−κ1δD+1)−χ1(kℓ,3+2γ1−k0,1)̟3
+
M3∑
ℓ=s3+1
|aℓ,3|
Γ
(
kℓ,3+2γ1−k0,1
κ1
) (C4)2C ′3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|mℓ,3+3β−αkℓ,3+(χ1+α)(kℓ,3+2γ1−k0,1−κ1δD+1)−χ1(kℓ,3+2γ1−k0,1)̟3
≤ ̟
4
The choice in (153) allows to guarantee from (152) that
(154)
∥∥H4ǫ (ω1)∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ ̟4 .
Observe that (52) and (30) imply
(χ1 + α)(kℓ,3 + 2γ1 − k0,1 − κ1δD + 1)− χ1(kℓ,3 + 2γ1 − k0,1) ≥ 0,
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for every ℓ ∈ {0, . . . ,M3}.
In view of (134), (144), (149) and (153) we conclude the first part of the proof of Lemma 4,
namely, the existence of ̟ > 0 such that Hǫ sends B¯(0,̟) ⊆ F d(ν,β,µ,χ1,α,κ1,ǫ) into itself.
We proceed to give proof for (55). For ǫ ∈ D(0, ǫ0) \ {0} fixed above, we take ω1, ω2 ∈
B¯(0,̟) ⊆ F d(ν,β,µ,χ1,α,κ1,ǫ).
We start with H1ǫ . Analogous arguments as in the first part of the proof leading to the upper
bounds for H1ǫ , we get that
(155)
∥∥∥∥∥ǫ−χ1(kℓ,1−k0,1) Q˜(im)P˜m(τ) (τkℓ,1−k0,1 ⋆κ1 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,1−k0,1) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
(156)
∥∥∥∥∥ǫ−χ1(kℓ,2−k0,2) Q˜(im)P˜m(τ) (τkℓ,2−k0,2 ⋆κ1 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,2−k0,2) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
(157)
∥∥∥∥∥ǫ−χ1(kℓ,3+k0,1−2k0,2) Q˜(im)P˜m(τ) (τkℓ,3+k0,1−2k0,2 ⋆κ1 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,3+k0,1−2k0,2) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
and for every j ≥ 1,
(158)
∥∥∥∥∥ǫ−χ1(kℓ,2−k0,2+j) Q˜(im)P˜m(τ) (τkℓ,2−k0,2+j ⋆κ1 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤
Cˆ3A
j
3Γ
(
kℓ,2−k0,2+j
κ1
)
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,2−k0,2+j) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
and
(159)
∥∥∥∥∥ǫ−χ1(kℓ,3+k0,1−2k0,2+j) Q˜(im)P˜m(τ) (τkℓ,3+k0,1−2k0,2+j ⋆κ1 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤
Cˆ3A
j
3Γ
(
kℓ,3+k0,1−2k0,2+j
κ1
)
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,3+k0,1−2k0,2+j) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) .
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We also have
(160)∥∥∥∥∥ǫ−χ1(kℓ,3+k0,1−2k0,2) Q˜(im)P˜m(τ)
[
τkℓ,3+k0,1−2k0,2+j ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 Bκ1J1(τ, ǫ) ⋆κ1 (ω1 − ω2)
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤
Cˆ3A
j
3Γ
(
kℓ,3+k0,1−2k0,2+j
κ1
)
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|α(kℓ,3+k0,1−2k0,2+j) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) .
We choose large enough rQ˜,R˜D > 0 and ̟ > 0 such that
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(161)
s1∑
ℓ=1
|aℓ,1|
Γ
(
kℓ,1−k0,1
κ1
) |ǫ0|α(kℓ,1−k0,1) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
M1∑
ℓ=s1+1
|aℓ,1|
Γ
(
kℓ,1−k0,1
κ1
) |ǫ0|mℓ,1+β−αkℓ,1+α(kℓ,1−k0,1) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
s2∑
ℓ=1
2|aℓ,2a0,1|
|a0,2|
|ǫ0|α(kℓ,2−k0,2)
Γ
(
kℓ,2−k0,2
κ1
) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
M2∑
ℓ=s2+1
2|aℓ,2a0,1|
|a0,2|
|ǫ0|mℓ,2+2β−αkℓ,2+α(kℓ,2−k0,2)
Γ
(
kℓ,2−k0,2
κ1
) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
s2∑
ℓ=0
2|aℓ,2a0,1|
|a0,2|
∑
j≥1
|Jj | |ǫ0|
α(kℓ,2−k0,2+j)
Γ
(
kℓ,2−k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
M2∑
ℓ=s2+1
2|aℓ,2a0,1|
|a0,2|
∑
j≥1
|Jj | |ǫ0|
mℓ,2+2β−αkℓ,2+α(kℓ,2−k0,2+j)
Γ
(
kℓ,2−k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
s3∑
ℓ=0
3|a0,1|2|aℓ,3|
|a0,2|2
|ǫ0|α(kℓ,3+k0,1−2k0,2)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
s3∑
ℓ=0
6|a0,1|2|aℓ,3|
|a0,2|2
∑
j≥1
|Jj | |ǫ0|
α(kℓ,3+k0,1−2k0,2+j)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
s3∑
ℓ=0
3|a0,1|2|aℓ,3|
|a0,2|2
∑
j≥1
|J˜j | |ǫ0|
α(kℓ,3+k0,1−2k0,2+j)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
M3∑
ℓ=s3+1
3|a0,1|2|aℓ,3|
|a0,2|2
|ǫ0|mℓ,3+3β−αkℓ,3+α(kℓ,3+k0,1−2k0,2)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) C3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
M3∑
ℓ=s3+1
6|a0,1|2|aℓ,3|
|a0,2|2
∑
j≥1
|Jj | |ǫ0|
mℓ,3+3β−αkℓ,3+α(kℓ,3+k0,1−2k0,2+j)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
+
M3∑
ℓ=s3+1
3|a0,1|2|aℓ,3|
|a0,2|2
∑
j≥1
|J˜j | |ǫ0|
mℓ,3+3β−αkℓ,3+α(kℓ,3+k0,1−2k0,2+j)
Γ
(
kℓ,3+k0,1−2k0,2
κ1
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
≤ 1
8
.
As a result, we can affirm that
(162)
∥∥H1ǫ (ω1)−H1ǫ (ω1)∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ 18 ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) .
We proceed with the upper bounds associated to H2ǫ . For this purpose, we observe that
(163) ω1((τ
κ1 − s′)1/κ1 ,m−m1)ω1((s′)1/κ1 ,m1)− ω2((τκ1 − s′)1/κ1 ,m−m1)ω2((s′)1/κ1 ,m1)
=
(
ω1((τ
κ1 − s′)1/κ1 ,m−m1)− ω2((τκ1 − s′)1/κ1 ,m−m1)
)
ω1((s
′)1/κ1 ,m1)
+ ω2((τ
κ1 − s′)1/κ1 ,m−m1)
(
ω1((s
′)1/κ1 ,m1)− ω2((s′)1/κ1 ,m1)
)
.
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For j = 1, 2, we define
h1j(τ,m) = τ
κ1−1
∫ τκ1
0
∫ ∞
−∞
ωj((τ
κ1 − s′)1/κ1 ,m−m1)ωj((s′)1/κ1 ,m1) 1
(τκ1 − s′)s′ds
′dm1.
The expression in (163) and Proposition 3 yield
(164) ‖h11(τ,m)− h12(τ,m)‖(ν,β,µ,χ1,α,κ1,ǫ) ≤
C4
|ǫ|χ1+α (‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) + ‖ω2‖(ν,β,µ,χ1,α,κ1,ǫ))
× ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
The estimates in (137), (138), (139), (140) and (141) together with (164) provide the following
bounds.
(165)
∥∥∥∥∥ǫ−χ1(dℓ−k0,1−δℓ) R˜ℓ(im)P˜m(τ)
[
τdℓ,q1,q2 ⋆κ1 (τ
κ1q2(ω1 − ω2))
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)κ1
(
dℓ,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dℓ−k0,1−δℓ) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δℓ, and also
(166)
∥∥∥∥∥ǫ−χ1(dℓ−k0,1−δℓ) R˜ℓ(im)P˜m(τ)
[
τdℓ,q1,q2+κ1(q2−p) ⋆κ1 (τ
κ1p(ω1 − ω2))
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)κ1
(
dℓ,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dℓ−k0,1−δℓ) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for every 1 ≤ p ≤ q2 − 1, and
(167)
∥∥∥∥∥ǫ−χ1(kℓ,2+γ1−k0,1) Q˜(im)P˜m(τ)
[
τkℓ,2+γ1−k0,1 ⋆κ1 (τ [h11(τ,m)− h12(τ,m)])
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)κ1
(
kℓ,2+γ1−k0,1
κ1
+ 1
κ1
)
−χ1(kℓ,2+γ1−k0,1)−(χ1+α)κ1(δD−
1
κ1
) ‖h11 − h12‖(ν,β,µ,χ1,α,κ1,ǫ)
≤ C4C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)(kℓ,2+γ1−k0,1−κ1δD+1)−χ1(kℓ,2+γ1−k0,1)
× (‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) + ‖ω2‖(ν,β,µ,χ1,α,κ1,ǫ)) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
(168)
∥∥∥∥∥ǫ−χ1(kℓ,3+γ1−k0,2) Q˜(im)P˜m(τ)
[
τkℓ,3+γ1−k0,2 ⋆κ1 (τ [h11(τ,m)− h12(τ,m)])
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C4C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)(kℓ,3+γ1−k0,2−κ1δD+1)−χ1(kℓ,3+γ1−k0,2)
× (‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) + ‖ω2‖(ν,β,µ,χ1,α,κ1,ǫ)) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
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, and
(169)
∥∥∥∥∥ǫ−χ1(kℓ,3+γ1−k0,2+j) Q˜(im)P˜m(τ)
[
τkℓ,3+γ1−k0,2+j ⋆κ1 (τ [h11(τ,m)− h12(τ,m)])
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤
C4Cˆ3A
j
3Γ
(
kℓ,3+γ1−k0,2
κ1
)
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ|(χ1+α)(kℓ,3+γ1−k0,2+j−κ1δD+1)−χ1(kℓ,3+γ1−k0,2+j)
× (‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) + ‖ω2‖(ν,β,µ,χ1,α,κ1,ǫ)) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for every j ≥ 1.
One can choose rQ˜,R˜D > 0 and ̟ > 0 such that the following condition holds:
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(170)
D−1∑
ℓ=1
|ǫ0|∆ℓ+α(δℓ−dℓ)+β

δℓ−1∏
d=0
|γ1 − d| C3
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dℓ,δℓ,0
κ1
) |ǫ0|α(dℓ−k0,1−δℓ)
+
∑
q1+q2=δℓ,q2≥1
δℓ!
q1!q2!
q1−1∏
d=0
|γ1 − d|

 C ′3κq21
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dℓ,q1,q2
κ1
)
× |ǫ0|
(χ1+α)κ1
(
dℓ,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dℓ−k0,1−δℓ)
+
∑
1≤p≤q2−1
|Aq2,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dℓ,q1,q2
κ1
+ q2 − p
)
×|ǫ0|
(χ1+α)κ1
(
dℓ,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dℓ−k0,1−δℓ)
)]
+
s2∑
ℓ=0
|aℓ,2|
Γ
(
kℓ,2+γ1−k0,1
κ1
) C4C ′3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)(kℓ,2+γ1−k0,1−κ1δD+1)−χ1(kℓ,2+γ1−k0,1)2̟
+
M2∑
ℓ=s2+1
|aℓ,2|
Γ
(
kℓ,2+γ1−k0,1
κ1
) C4C ′3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|mℓ,2+2β−αkℓ,2+(χ1+α)(kℓ,2+γ1−k0,1−κ1δD+1)−χ1(kℓ,2+γ1−k0,1)2̟
+
s3∑
ℓ=0
3|aℓ,3a0,1|
|a0,2|
C4C
′
3
Γ
(
kℓ,3+γ1−k0,2
κ1
) |ǫ0|(χ1+α)(kℓ,3+γ1−k0,2−κ1δD+1)−χ1(kℓ,3+γ1−k0,2)
CP˜ (rQ˜,R˜D)
1
δDκ1
2̟
+
M3∑
ℓ=s3+1
3|aℓ,3a0,1|
|a0,2|
C4C
′
3
Γ
(
kℓ,3+γ1−k0,2
κ1
) |ǫ0|mℓ,3+3β−αkℓ,3+(χ1+α)(kℓ,3+γ1−k0,2−κ1δD+1)−χ1(kℓ,3+γ1−k0,2)
CP˜ (rQ˜,R˜D)
1
δDκ1
2̟
+
s3∑
ℓ=0
3|aℓ,3a0,1|
|a0,2|
∑
j≥1
|Jj | |ǫ0|
(χ1+α)(kℓ,3+γ1−k0,2+j−κ1δD+1)−χ1(kℓ,3+γ1−k0,2+j)
Γ
(
kℓ,3+γ1−k0,2
κ1
) C4Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
2̟
+
s3∑
ℓ=0
3|aℓ,3a0,1|
|a0,2|
∑
j≥1
|Jj | |ǫ0|
mℓ,3+3β−αkℓ,3+(χ1+α)(kℓ,3+γ1−k0,2+j−κ1δD+1)−χ1(kℓ,3+γ1−k0,2+j)
Γ
(
kℓ,3+γ1−k0,2
κ1
) C4Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ1
2̟
≤ 1
8
. .
We obtain
(171)
∥∥H2ǫ (ω1)−H2ǫ (ω1)∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ 18 ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) .
We now study the term H3. Analogous estimates as those stated in the first statement of
this part of the proof lead to
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(172)
∥∥∥∥∥ǫ−χ1(dD−k0,1−δD) R˜D(im)P˜m(τ)
[
τdD,δD,0 ⋆κ1 (ω1 − ω2)
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)ddD,δD,0−χ1(dD−k0,1−δD) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
=
C3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|α(dD−k0,1−δD) ‖(ω1 − ω2)‖(ν,β,µ,χ1,α,κ1,ǫ) ,
(173)
∥∥∥∥∥ǫ−χ1(dD−k0,1−δD) R˜D(im)P˜m(τ)
[
τdD,q1,q2 ⋆κ1 [τ
κ1q2(ω1 − ω2)]
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|
(χ1+α)κ1
(
ddD,q1,q2
κ1
+q2−δD
)
−χ1(dD−k0,1−δD) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for every q1 ≥ 1 and q2 ≥ 1 with q1 + q2 = δD, and
(174)
∥∥∥∥∥ R˜D(im)P˜m(τ)
[
τκ1(δD−p) ⋆κ1 (τ
κ1p(ω1 − ω2))
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|χ1+α ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) ,
for all 1 ≤ p ≤ δD − 1.
We choose rQ˜,R˜D and ̟ such that
(175) |ǫ0|∆D+α(δD−dD)+β

δD−1∏
d=0
|γ1 − d| C3
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dD,δD,0
κ1
) |ǫ0|α(dD−k0,1−δD)
+
∑
q1+q2=δD ,q1≥1,q2≥1
δD!
q1!q2!
q1−1∏
d=0
|γ1 − d|

 C ′3κq21
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dD,q1,q2
κ1
)
×|ǫ0|
(χ1+α)κ1
(
ddD,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dD−k0,1−δD)
+
∑
1≤p≤q2−1
|Aq2,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ
(
dD,q1,q2
κ1
+ q2 − p
)
×|ǫ0|
(χ1+α)κ1
(
ddD,q1,q2
κ1
+q2−δD+
1
κ1
)
−χ1(dD−k0,1−δD)
)]
+
∑
1≤p≤δD−1
|AδD ,p|
C ′3κ
p
1
CP˜ (rQ˜,R˜D)
1
δDκ1 Γ (δD − p)
|ǫ0|χ1+α ≤ 1
8
.
Then, we get
(176)
∥∥H3ǫ (ω1)−H3ǫ (ω1)∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ 18 ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) .
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We conclude with the estimation associated to the last term, H4ǫ .
We have
(177) ω1((τ
κ1 − s′)1/κ1 ,m−m1)[ω1 ⋆Eκ1 ω1]((s′)1/κ1 ,m1)
− ω2((τκ1 − s′)1/κ1 ,m−m1)[ω2 ⋆Eκ1 ω2]((s′)1/κ1 ,m1)
=
(
ω1((τ
κ1 − s′)1/κ1 ,m−m1)− ω2((τκ1 − s′)1/κ1 ,m−m1)
)
[ω1 ⋆
E
κ1 ω1]((s
′)1/κ1 ,m1)
+ ω2((τ
κ1 − s′)1/κ1 ,m−m1)
(
[ω1 ⋆
E
κ1 ω1]((s
′)1/κ1 ,m1)− [ω2 ⋆Eκ1 ω2]((s′)1/κ1 ,m1)
)
.
For j = 1, 2, we define
h2j(τ,m) = τ
κ1−1
∫ τκ1
0
∫ ∞
−∞
ωj((τ
κ1−s′)1/κ1 ,m−m1)[ωj ⋆Eκ1ωj]((s′)1/κ1 ,m1)
1
(τκ1 − s′)s′ds
′dm1.
In view of (163) and Corollary 1, it is straight to check that
(178)
∥∥[ω1 ⋆Eκ1 ω1]− [ω2 ⋆Eκ1 ω2]∥∥(ν,β,µ,χ1,α,κ1,ǫ)
≤ C4 ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
(
‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) + ‖ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
)
Regarding Proposition 3, (151), (178) and by (177) we have
(179) ‖h21(τ,m)− h22(τ,m)‖(ν,β,µ,χ1,α,κ1,ǫ) ≤
C4
|ǫ|χ1+α
×
[
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
∥∥ω1 ⋆Eκ1 ω1∥∥(ν,β,µ,χ1,α,κ1,ǫ)
+ ‖ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
(∥∥[ω1 ⋆Eκ1 ω1]− [ω2 ⋆Eκ1 ω2]∥∥(ν,β,µ,χ1,α,κ1,ǫ)
)]
≤ C4|ǫ|χ1+α
[
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ)C4 ‖ω1‖2(ν,β,µ,χ1,α,κ1,ǫ)
+ ‖ω2‖(ν,β,µ,χ1,α,κ1,ǫ)C4 ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
(
‖ω1‖(ν,β,µ,χ1,α,κ1,ǫ) + ‖ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
)]
≤ 3C
2
4̟
2
|ǫ|χ1+α ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
In view of (179), and analogous arguments as for the corresponding part of the first statement
we have
(180)
∥∥∥∥∥ǫ−χ1(kℓ,3+2γ1−k0,1) Q˜(im)P˜m(τ)
[
τkℓ,3+2γ1−k0,1 ⋆κ1 [τ(h21(τ,m) − h22(τ,m)]
]∥∥∥∥∥
(ν,β,µ,χ1,α,κ1,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)κ1
(
kℓ,3+2γ1−k0,1
κ1
+ 1
κ1
)
−χ1(kℓ,3+2γ1−k0,1)−(χ1+α)κ1(δD−
1
κ1
) ‖h21 − h22‖(ν,β,µ,χ1,α,κ1,ǫ)
≤ 3(C4)
2C ′3̟
2
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)(kℓ,3+2γ1−k0,1−κ1δD+1)−χ1(kℓ,3+2γ1−k0,1) ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ)
We choose rQ˜,R˜D and ̟ such that
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(181)
s3∑
ℓ=0
|aℓ,3|
Γ
(
kℓ,3+2γ1−k0,1
κ1
) (C4)2C ′3̟2
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|(χ1+α)(kℓ,3+2γ1−k0,1−κ1δD+1)−χ1(kℓ,3+2γ1−k0,1)
+
M3∑
ℓ=s3+1
|aℓ,3|
Γ
(
kℓ,3+2γ1−k0,1
κ1
) (C4)2C ′3̟2
CP˜ (rQ˜,R˜D)
1
δDκ1
|ǫ0|mℓ,3+3β−αkℓ,3+(χ1+α)(kℓ,3+2γ1−k0,1−κ1δD+1)−χ1(kℓ,3+2γ1−k0,1)
≤ 1
8
The choice in (181) allows to guarantee from (180) that
(182)
∥∥H4ǫ (ω1)−H4ǫ (ω2)∥∥(ν,β,µ,χ1,α,κ1,ǫ) ≤ 18 ‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) .
Finally, from (162), (171), (176) and (182), we conclude that
(183) ‖Hǫ(ω1)−Hǫ(ω2)‖(ν,β,µ,χ1,α,κ1,ǫ) ≤
1
2
‖ω1 − ω2‖(ν,β,µ,χ1,α,κ1,ǫ) .
✷
9 Proof of Lemma 7
Proof The proof is analogous to that of Lemma 4, adapted to the elements involved within the
second auxiliary equation.
We first study the terms in H˜1ǫ .
By Lemma 1, we have
(184)
∥∥∥∥∥B˜j(m)ǫ−χ2(bj−k0,2+k0,3−γ2) τ
bj−k0,2+k0,3−γ2
P˜2,m(τ)
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C2
CP˜ (rQ˜,R˜D)
1
δDκ2
∥∥∥B˜j(m)∥∥∥
(β,µ)
infm∈R |R˜D(im)|
|ǫ|(bj−k0,2+k0,3−γ2)α,
for some C2 > 0, depending on κ2, γ2, k0,2, k0,3 and bj, 0 ≤ j ≤ Q.
We also make use of the first part of Proposition 2. There exists a constant C3 > 0 depending
on ν, κ2, kℓ,1 for 0 ≤ ℓ ≤ M1 , kℓ,2 for 0 ≤ ℓ ≤ M2, kℓ,3 for 0 ≤ ℓ ≤ M3, Q˜(X) and R˜D(X) such
that
(185)
∥∥∥∥∥ǫ−χ2(kℓ,1−2k0,2+k0,3) Q˜(im)P˜2,m(τ) (τkℓ,1−2k0,2+k0,3 ⋆κ2 ω2)
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,1−2k0,2+k0,3) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
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(186)
∥∥∥∥∥ǫ−χ2(kℓ,2−k0,2) Q˜(im)P˜2,m(τ) (τkℓ,2−k0,2 ⋆κ2 ω2)
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,2−k0,2) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
(187)
∥∥∥∥∥ǫ−χ2(kℓ,3−k0,3) Q˜(im)P˜2,m(τ) (τkℓ,3−k0,3 ⋆κ2 ω2)
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,3−k0,3) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
Let j ≥ 1. A constant C3(j) > 0, depending on ν, κ2, kℓ,2 for 0 ≤ ℓ ≤ M2, Q˜(X), R˜D(X),
exists such that
(188)
∥∥∥∥∥ǫ−χ2(kℓ,2−k0,2+j) Q˜(im)P˜2,m(τ)(τkℓ,2−k0,2+j ⋆κ2 ω2)
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3.1(j)
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,2−k0,2+j) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
and
(189)
∥∥∥∥∥ǫ−χ2(kℓ,3−k0,3+j) Q˜(im)P˜2,m(τ)(τkℓ,3−k0,3+j ⋆κ2 ω2)
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3.2(j)
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,3−k0,3+j) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
The constants C3.1(j), C3.2(j) > 0 are such that
(190) C3.1(j) ≤ Cˆ3Aj3Γ
(
kℓ,2 − k0,2 + j
κ2
)
, j ≥ 1,
(191) C3.2(j) ≤ Cˆ3Aj3Γ
(
kℓ,3 − k0,3 + j
κ2
)
, j ≥ 1.
The proof of both estimates is analogous to that of (124), so we omit them.
In view of Lemma 2 and again Proposition 2, we have
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(192)
∥∥∥∥∥ǫ−χ2(kℓ,3−k0,3) Q˜(im)P˜2,m(τ)
[
τkℓ,3−k0,3+j ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω2
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
=
∥∥∥∥∥ǫ−χ2(kℓ,3−k0,3) Q˜(im)P˜2,m(τ)
[
τkℓ,3−k0,3+j ⋆κ2 Bκ2 J˜2(τ, ǫ) ⋆κ2 ω2
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3.3(j)
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,3−k0,3+j) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
where
(193) C3.3(j) ≤ Cˆ3Aj3Γ
(
kℓ,3 − k0,3 + j
κ2
)
, j ≥ 1.
This last estimates for C3.3 are obtained in the same manner as those in (124).
We choose large enough rQ˜,R˜D > 0 and ̟ > 0 such that
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(194)
Q∑
j=0
|ǫ0|nj−αbj+α(bj−k0,2+k0,3−γ2) C2
CP˜ (rQ˜,R˜D)
1
δDκ2
∥∥∥B˜j(m)∥∥∥
(β,µ)
infm∈R |R˜D(im)|
+
s1∑
ℓ=0
|aℓ,1|
Γ
(
kℓ,1−2k0,2+k0,3
κ2
) |ǫ0|α(kℓ,1−2k0,2+k0,3) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
M1∑
ℓ=s1+1
|aℓ,1|
Γ
(
kℓ,1−k0,2+k0,3
κ2
) |ǫ0|mℓ,1+β−αkℓ,1+α(kℓ,1−2k0,1+k0,3) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
s2∑
ℓ=1
2|aℓ,2a0,2|
|a0,3|
|ǫ0|α(kℓ,2−k0,2)
Γ
(
kℓ,2−k0,2
κ2
) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
M2∑
ℓ=s2+1
2|aℓ,2a0,2|
|a0,3|
|ǫ0|mℓ,2+2β−αkℓ,2+α(kℓ,2−k0,2)
Γ
(
kℓ,2−k0,2
κ2
) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
s2∑
ℓ=0
2|aℓ,2a0,2|
|a0,3|
∑
j≥1
|J2,j | |ǫ0|
α(kℓ,2−k0,2+j)
Γ
(
kℓ,2−k0,2
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
M2∑
ℓ=s2+1
2|aℓ,2a0,2|
|a0,3|
∑
j≥1
|J2,j | |ǫ0|
mℓ,2+2β−αkℓ,2+α(kℓ,2−k0,2+j)
Γ
(
kℓ,2−k0,2
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
s3∑
ℓ=1
3|a0,2|2|aℓ,3|
|a0,3|2
|ǫ0|α(kℓ,3−k0,3)
Γ
(
kℓ,3−k0,3
κ2
) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
s3∑
ℓ=0
6|a0,2|2|aℓ,3|
|a0,3|2
∑
j≥1
|J2,j | |ǫ0|
α(kℓ,3−k0,3+j)
Γ
(
kℓ,3−k0,3
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
s3∑
ℓ=0
3|a0,2|2|aℓ,3|
|a0,3|2
∑
j≥1
|J˜2,j | |ǫ0|
α(kℓ,3−k0,3+j)
Γ
(
kℓ,3−k0,3
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
M3∑
ℓ=s3+1
3|a0,2|2|aℓ,3|
|a0,3|2
|ǫ0|mℓ,3+3β−αkℓ,3+α(kℓ,3−k0,3)
Γ
(
kℓ,3−k0,3
κ2
) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
M3∑
ℓ=s3+1
6|a0,2|2|aℓ,3|
|a0,3|2
∑
j≥1
|J2,j | |ǫ0|
α(kℓ,3−k0,3+j)
Γ
(
kℓ,3−k0,3
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟
+
M3∑
ℓ=s3+1
3|a0,2|2|aℓ,3|
|a0,3|2
∑
j≥1
|J˜2,j | |ǫ0|
α(kℓ,3−k0,3+j)
Γ
(
kℓ,3−k0,3
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟ ≤ ̟
4
.
This choice allows us to deduce that
(195)
∥∥∥H˜1ǫ (ω1)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ ̟
4
.
We now give upper bounds associated to H˜2ǫ .
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We define
(196) h˜1(τ,m) = τ
κ2−1
∫ τκ2
0
∫ ∞
−∞
ω2((τ
κ1−s′)1/κ2 ,m−m1)ω2((s′)1/κ2 ,m1) 1
(τκ2 − s′)s′ds
′dm1.
Observe that
ω2(τ,m) ⋆
E
κ2 ω2(τ,m) = τ h˜1(τ,m).
In view of Proposition 3, there exists C4 > 0, depending on µ and κ2, such that
(197)
∥∥∥h˜1(τ, ǫ)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4|ǫ|χ2+α ‖ω2‖
2
(ν,β,µ,χ2,α,κ2,ǫ)
.
We proceed as in the previous proof on the upper bounds for H2ǫ to get that
(198)
∥∥∥∥∥ǫ−χ2(dℓ−k0,2+k0,3−δℓ) R˜ℓ(im)P˜2,m(τ)
[
τ d˜ℓ,q1,q2 ⋆κ2 (τ
κ2q2ω2)
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)κ2
(
d˜ℓ,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(d˜ℓ−k0,2+k0,3−δℓ) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δℓ, and also
(199)
∥∥∥∥∥ǫ−χ1(dℓ−k0,2+k0,3−δℓ) R˜ℓ(im)P˜2,m(τ)
[
τ d˜ℓ,q1,q2+κ2(q2−p) ⋆κ2 (τ
κ2pω2)
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)κ2
(
d˜ℓ,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dℓ−k0,2+k0,3−δℓ) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for every 1 ≤ p ≤ q2 − 1. Also,
(200)
∥∥∥∥∥ǫ−χ2(kℓ,2+γ2−2k0,2+k0,3) Q˜(im)P˜2,m(τ)
[
τkℓ,2+γ2−2k0,2+k0,3 ⋆κ2 (τ h˜1(τ,m))
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)(kℓ,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,2+γ2−2k0,2+k0,3) ‖ω2(τ, ǫ)‖2(ν,β,µ,χ2,α,κ2,ǫ) .
The same arguments as above follow to get
(201)
∥∥∥∥∥ǫ−χ2kℓ,3 Q˜(im)P˜2,m(τ)
[
τkℓ,3 ⋆κ2 (τ h˜1(τ,m))
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)(kℓ,3−κ2δD+1)−χ2kℓ,3 ‖ω2(τ, ǫ)‖2(ν,β,µ,χ2,α,κ2,ǫ) ,
and
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(202)
∥∥∥∥∥ǫ−χ2(kℓ,3+j) Q˜(im)P˜2,m(τ)
[
τkℓ,3+j ⋆κ2 (τ h˜1(τ,m))
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4C
′
3(j)
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)(kℓ,3+j−κ2δD+1)−χ2(kℓ,3+j) ‖ω2(τ, ǫ)‖2(ν,β,µ,χ2,α,κ2,ǫ) ,
for every j ≥ 1, where
(203) C ′3(j) ≤ Cˆ3Aj3Γ
(
kℓ,3
κ2
)
j ≥ 1.
The proof of such dependence on j is proved in an analogous way as for that of (124).
One can choose rQ˜,R˜D > 0 and ̟ > 0 such that the following condition holds:
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(204)
D−1∑
ℓ=1
|ǫ0|∆ℓ+α(δℓ−dℓ)+β


δℓ−1∏
d=0
|γ2 − d| C3
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜ℓ,δℓ,0
κ2
) |ǫ0|α(dℓ−k0,2+k0,3−δℓ)̟
+
∑
q1+q2=δℓ,q2≥1
δℓ!
q1!q2!
q1−1∏
d=0
|γ2 − d|

 C ′3κ
q2
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜ℓ,q1,q2
κ2
)
× |ǫ0|
(χ2+α)κ2
(
d˜ℓ,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dℓ−k0,2+k0,3−δℓ)
̟
+
∑
1≤p≤q2−1
|A˜q2,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜ℓ,q1,q2
κ2
+ q2 − p
)
×|ǫ0|
(χ2+α)κ2
(
d˜ℓ,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dℓ−k0,2+k0,3−δℓ)
̟
)]
+
s2∑
ℓ=0
|aℓ,2|
Γ
(
kℓ,2+γ2−2k0,2+k0,3
κ2
) C4C ′3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|(χ2+α)(kℓ,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,2+γ2−2k0,2+k0,3)̟2
+
M2∑
ℓ=s2+1
|aℓ,2|C4C ′3
Γ
(
kℓ,2+γ2−2k0,2+k0,3
κ2
) |ǫ0|mℓ,2+2β−αkℓ,2+(χ2+α)(kℓ,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,2+γ2−2k0,2+k0,3)
CP˜ (rQ˜,R˜D)
1
δDκ2
̟2
+
s3∑
ℓ=0
|aℓ,3| C4C
′
3
Γ
(
kℓ,3
κ2
) |ǫ0|(χ2+α)(kℓ,3−κ2δD+1)−χ2kℓ,3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟2
+
M3∑
ℓ=s3+1
|aℓ,3| C4C
′
3
Γ
(
kℓ,3
κ2
) |ǫ0|mℓ,3+3β−αkℓ,3+(χ2+α)(kℓ,3−κ2δD+1)−χ2kℓ,3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟2
+
s3∑
ℓ=0
|aℓ,3|
∑
j≥1
|J2,j | |ǫ0|
(χ2+α)(kℓ,3+j−κ2δD+1)−χ2(kℓ,3+j)
Γ
(
kℓ,3
κ2
) C4Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟2
+
M3∑
ℓ=s3+1
|aℓ,3|
∑
j≥1
|J2,j | |ǫ0|
mℓ,3+3β−αkℓ,3+(χ2+α)(kℓ,3+j−κ2δD+1)−χ2(kℓ,3+j)
Γ
(
kℓ,3
κ2
) C4Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
̟2
≤ ̟
4
We have that
(205)
∥∥∥H˜3ǫ (ω2)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ ̟
4
.
We now give upper estimates for H˜3ǫ (ω2(τ,m)).
It holds that
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(206)
∥∥∥∥∥ǫ−χ2(dD−2k0,2+k0,3−δD) R˜D(im)P˜2,m(τ)
[
τ d˜D,δD,0 ⋆κ2 ω2
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|(χ2+α)d˜dD,δD,0−χ2(dD−2k0,2+k0,3−δD) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ)
=
C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|α(dD−2k0,2+k0,3−δD) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
(207)
∥∥∥∥∥ǫ−χ2(dD−2k0,2+k0,3−δD) R˜D(im)P˜2,m(τ)
[
τ d˜D,q1,q2 ⋆κ2 (τ
κ2q2ω2)
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|
(χ2+α)κ2
(
d˜dD,q1,q2
κ2
+q2−δD
)
−χ2(dD−2k0,2+k0,3−δD) ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for every q1 ≥ 1 and q2 ≥ 1 with q1 + q2 = δD. In addition to that, it holds
(208)∥∥∥∥∥R˜D(im)P˜2,m(τ)
[
τκ2(δD−p) ⋆κ2 (τ
κ2pω2)
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|χ2+α ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for all 1 ≤ p ≤ δD − 1.
We choose rQ˜,R˜D and ̟ such that
(209) |ǫ0|∆D+α(δD−dD)+β


δD−1∏
d=0
|γ2 − d| C3
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜D,δD,0
κ2
) |ǫ0|α(dD−2k0,2+k0,3−δD)̟
+
∑
q1+q2=δD ,q1≥1,q2≥1
δD!
q1!q2!
q1−1∏
d=0
|γ2 − d|

 C ′3κ
q2
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜D,q1,q2
κ2
)
× |ǫ0|
(χ2+α)κ2
(
d˜dD,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dD−2k0,2+k0,3−δD)
̟
+
∑
1≤p≤q2−1
|A˜q2,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜D,q1,q2
κ2
+ q2 − p
)
×|ǫ0|
(χ2+α)κ2
(
d˜dD,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dD−2k0,2+k0,3−δD)
̟




+
∑
1≤p≤δD−1
|A˜δD ,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ (δD − p)
|ǫ0|χ2+α̟ ≤ ̟
4
.
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This choice guarantees that
(210)
∥∥∥H˜3ǫ (ω2)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ ̟
4
.
We finally give upper bounds for the elements involved in H˜4ǫ (ω2).
Let h˜1 be defined in (196), and let
h˜2(τ,m) = τ
κ2−1
∫ τκ2
0
∫ ∞
−∞
ω2((τ
κ2−s′)1/κ2 ,m−m1)(ω2⋆Eκ2ω2)((s′)1/κ2 ,m1)
1
(τκ2 − s′)s′ds
′dm1.
Regarding Proposition 3, one has
(211)
∥∥∥h˜2(τ,m)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4|ǫ|χ2+α ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ)
∥∥ω2 ⋆Eκ2 ω2∥∥(ν,β,µ,χ2,α,κ2,ǫ) .
Moreover, in view of Corollary 1, we get
(212)
∥∥ω2 ⋆Eκ2 ω2∥∥(ν,β,µ,χ2,α,κ2,ǫ) ≤ C4 ‖ω2‖2(ν,β,µ,χ2,α,κ2,ǫ)
Analogous arguments as in the proof of upper bounds for H4ǫ we have that
(213)
∥∥∥∥∥ǫ−χ2(kℓ,3+2γ2−2k0,2+k0,3) Q˜(im)P˜2,m(τ)
[
τkℓ,3+2γ2−2k0,2+k0,3 ⋆κ2 (τ h˜2(τ,m))
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|(χ2+α)κ2
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
+ 1
κ2
)
−χ2(kℓ,3+2γ2−2k0,2+k0,3)−(χ2+α)κ2(δD−
1
κ2
)
∥∥∥h˜2(τ,m)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ (C4)
2C ′3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|(χ2+α)(kℓ,3+2γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,3+2γ2−2k0,2+k0,3) ‖ω2‖3(ν,β,µ,χ2,α,κ2,ǫ)
We choose rQ˜,R˜D and ̟ such that
(214)
s3∑
ℓ=0
|aℓ,3|
Γ
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
) (C4)2C ′3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|(χ2+α)(kℓ,3+2γ2−2k0,2+k0,2−κ2δD+1)−χ2(kℓ,3+2γ2−2k0,2+k0,3)̟3
+
M3∑
ℓ=s3+1
|aℓ,3|
Γ
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
) (C4)2C ′3
CP˜ (rQ˜,R˜D)
1
δDκ2
× |ǫ0|mℓ,3+3β−αkℓ,3+(χ2+α)(kℓ,3+2γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,3+2γ2−2k0,2+k0,3)̟3
≤ ̟
4
This choice allows to guarantee that
(215)
∥∥∥H˜4ǫ (ω2)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ ̟
4
.
In view of (195), (205), (210) and (214) we conclude the first part of the proof of Lemma 7,
namely, the existence of ̟ > 0 such that H˜ǫ sends B¯(0,̟) ⊆ F d(ν,β,µ,χ2,α,κ2,ǫ) into itself.
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In order to prove the second part of Lemma 7, we split the proof into four parts, which
correspond to the terms associated to H˜ǫ. Let ω1, ω2 ∈ B¯(0,̟) ⊆ F d(ν,β,µ,χ2,α,κ2,ǫ).
We state upper bounds concerning the term H˜1ǫ . We have
(216)
∥∥∥∥∥ǫ−χ2(kℓ,1−2k0,2+k0,3) Q˜(im)P˜2,m(τ) (τkℓ,1−2k0,2+k0,3 ⋆κ2 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,1−2k0,2+k0,3) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
(217)
∥∥∥∥∥ǫ−χ2(kℓ,2−k0,2) Q˜(im)P˜2,m(τ) (τkℓ,2−k0,2 ⋆κ2 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,2−k0,2) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
(218)
∥∥∥∥∥ǫ−χ2(kℓ,3−k0,3) Q˜(im)P˜2,m(τ) (τkℓ,3−k0,3 ⋆κ2 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,3−k0,3) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
Let j ≥ 1. A constant C3(j) > 0, depending on ν, κ2, kℓ,2 for 0 ≤ ℓ ≤ M2, Q˜(X), R˜D(X),
exists such that
(219)
∥∥∥∥∥ǫ−χ2(kℓ,2−k0,2+j) Q˜(im)P˜2,m(τ)(τkℓ,2−k0,2+j ⋆κ2 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3.1(j)
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,2−k0,2+j) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
and
(220)
∥∥∥∥∥ǫ−χ2(kℓ,3−k0,3+j) Q˜(im)P˜2,m(τ)(τkℓ,3−k0,3+j ⋆κ2 (ω1 − ω2))
∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3.2(j)
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,3−k0,3+j) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
The constants C3.1(j), C3.2(j) > 0 are as in (190) and (191), respectively.
We also have
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(221)∥∥∥∥∥ǫ−χ2(kℓ,3−k0,3) Q˜(im)P˜2,m(τ)
[
τkℓ,3−k0,3+j ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 Bκ2J2(τ, ǫ) ⋆κ2 ω1 − ω2
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3.3(j)
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|α(kℓ,3−k0,3+j) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
where C3.3(j) is as in (193).
We choose large enough rQ˜,R˜D > 0 and ̟ > 0 such that
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(222)
s1∑
ℓ=0
|aℓ,1|
Γ
(
kℓ,1−2k0,2+k0,3
κ2
) |ǫ0|α(kℓ,1−2k0,2+k0,3) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
M1∑
ℓ=s1+1
|aℓ,1|
Γ
(
kℓ,1−k0,2+k0,3
κ2
) |ǫ0|mℓ,1+β−αkℓ,1+α(kℓ,1−2k0,1+k0,3) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
s2∑
ℓ=1
2|aℓ,2a0,2|
|a0,3|
|ǫ0|α(kℓ,2−k0,2)
Γ
(
kℓ,2−k0,2
κ2
) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
M2∑
ℓ=s2+1
2|aℓ,2a0,2|
|a0,3|
|ǫ0|mℓ,2+2β−αkℓ,2+α(kℓ,2−k0,2)
Γ
(
kℓ,2−k0,2
κ2
) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
s2∑
ℓ=0
2|aℓ,2a0,2|
|a0,3|
∑
j≥1
|J2,j | |ǫ0|
α(kℓ,2−k0,2+j)
Γ
(
kℓ,2−k0,2
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
M2∑
ℓ=s2+1
2|aℓ,2a0,2|
|a0,3|
∑
j≥1
|J2,j | |ǫ0|
mℓ,2+2β−αkℓ,2+α(kℓ,2−k0,2+j)
Γ
(
kℓ,2−k0,2
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
s3∑
ℓ=1
3|a0,2|2|aℓ,3|
|a0,3|2
|ǫ0|α(kℓ,3−k0,3)
Γ
(
kℓ,3−k0,3
κ2
) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
s3∑
ℓ=0
6|a0,2|2|aℓ,3|
|a0,3|2
∑
j≥1
|J2,j | |ǫ0|
α(kℓ,3−k0,3+j)
Γ
(
kℓ,3−k0,3
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
s3∑
ℓ=0
3|a0,2|2|aℓ,3|
|a0,3|2
∑
j≥1
|J˜2,j | |ǫ0|
α(kℓ,3−k0,3+j)
Γ
(
kℓ,3−k0,3
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
M3∑
ℓ=s3+1
3|a0,2|2|aℓ,3|
|a0,3|2
|ǫ0|mℓ,3+3β−αkℓ,3+α(kℓ,3−k0,3)
Γ
(
kℓ,3−k0,3
κ2
) C3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
M3∑
ℓ=s3+1
6|a0,2|2|aℓ,3|
|a0,3|2
∑
j≥1
|J2,j | |ǫ0|
α(kℓ,3−k0,3+j)
Γ
(
kℓ,3−k0,3
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
+
M3∑
ℓ=s3+1
3|a0,2|2|aℓ,3|
|a0,3|2
∑
j≥1
|J˜2,j | |ǫ0|
α(kℓ,3−k0,3+j)
Γ
(
kℓ,3−k0,3
κ2
) Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
≤ 1
8
.
This choice allows us to deduce that
(223)
∥∥∥H˜1ǫ (ω1)− H˜1ǫ (ω2)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ 1
8
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
We now give upper bounds associated to H˜2ǫ .
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We have
(224) ω1((τ
κ2 − s′)1/κ2 ,m−m1)ω1((s′)1/κ2 ,m1)− ω2((τκ2 − s′)1/κ2 ,m−m1)ω2((s′)1/κ2 ,m1)
=
(
ω1((τ
κ2 − s′)1/κ2 ,m−m1)− ω2((τκ2 − s′)1/κ2 ,m−m1)
)
ω1((s
′)1/κ2 ,m1)
+ ω2((τ
κ2 − s′)1/κ2 ,m−m1)
(
ω1((s
′)1/κ2 ,m1)− ω2((s′)1/κ2 ,m1)
)
.
For j = 1, 2, we define
h˜1j(τ,m) = τ
κ2−1
∫ τκ2
0
∫ ∞
−∞
ωj((τ
κ2 − s′)1/κ2 ,m−m1)ωj((s′)1/κ2 ,m1) 1
(τκ2 − s′)s′ds
′dm1.
We get
(225)∥∥∥h˜11(τ,m)− h˜12(τ,m)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4|ǫ|χ2+α (‖ω1‖(ν,β,µ,χ2,α,κ2,ǫ) + ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ))
× ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
which leads to
(226)
∥∥∥∥∥ǫ−χ2(dℓ−k0,2+k0,3−δℓ) R˜ℓ(im)P˜2,m(τ)
[
τ d˜ℓ,q1,q2 ⋆κ2 (τ
κ2q2(ω1 − ω2))
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)κ2
(
d˜ℓ,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(d˜ℓ−k0,2+k0,3−δℓ) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for every q1 ≥ 0, q2 ≥ 1 such that q1 + q2 = δℓ, and also
(227)
∥∥∥∥∥ǫ−χ1(dℓ−k0,2+k0,3−δℓ) R˜ℓ(im)P˜2,m(τ)
[
τ d˜ℓ,q1,q2+κ2(q2−p) ⋆κ2 (τ
κ2pω1 − ω2)
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)κ2
(
d˜ℓ,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dℓ−k0,2+k0,3−δℓ) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for every 1 ≤ p ≤ q2 − 1. Also,
(228)∥∥∥∥∥ǫ−χ2(kℓ,2+γ2−2k0,2+k0,3) Q˜(im)P˜2,m(τ)
[
τkℓ,2+γ2−2k0,2+k0,3 ⋆κ2 (τ [h˜11(τ,m)− h˜12(τ,m)])
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)(kℓ,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,2+γ2−2k0,2+k0,3)
× (‖ω1‖(ν,β,µ,χ2,α,κ2,ǫ) + ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ)) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
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The same arguments as above follow to get
(229)
∥∥∥∥∥ǫ−χ2kℓ,3 Q˜(im)P˜2,m(τ)
[
τkℓ,3 ⋆κ2 (τ [h˜11(τ,m)− h˜12(τ,m)])
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)(kℓ,3−κ2δD+1)−χ2kℓ,3
× (‖ω1‖(ν,β,µ,χ2,α,κ2,ǫ) + ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ)) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
and
(230)
∥∥∥∥∥ǫ−χ2(kℓ,3+j) Q˜(im)P˜2,m(τ)
[
τkℓ,3+j ⋆κ2 (τ [h˜11(τ,m) − h˜12(τ,m)])
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4C
′
3(j)
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ|(χ2+α)(kℓ,3+j−κ2δD+1)−χ2(kℓ,3+j)
× (‖ω1‖(ν,β,µ,χ2,α,κ2,ǫ) + ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ)) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for every j ≥ 1, where C ′3(j) is determined in (142).
One can choose rQ˜,R˜D > 0 and ̟ > 0 such that the following condition holds:
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(231)
D−1∑
ℓ=1
|ǫ0|∆ℓ+α(δℓ−dℓ)+β


δℓ−1∏
d=0
|γ2 − d| C3
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜ℓ,δℓ,0
κ2
) |ǫ0|α(dℓ−k0,2+k0,3−δℓ)
+
∑
q1+q2=δℓ,q2≥1
δℓ!
q1!q2!
q1−1∏
d=0
|γ2 − d|

 C ′3κ
q2
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜ℓ,q1,q2
κ2
)
× |ǫ0|
(χ2+α)κ2
(
d˜ℓ,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dℓ−k0,2+k0,3−δℓ)
+
∑
1≤p≤q2−1
|A˜q2,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜ℓ,q1,q2
κ2
+ q2 − p
)
×|ǫ0|
(χ2+α)κ2
(
d˜ℓ,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dℓ−k0,2+k0,3−δℓ)
)]
+
s2∑
ℓ=0
|aℓ,2|
Γ
(
kℓ,2+γ2−2k0,2+k0,3
κ2
) C4C ′3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|(χ2+α)(kℓ,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,2+γ2−2k0,2+k0,3)2̟
+
M2∑
ℓ=s2+1
|aℓ,2|C4C ′3
Γ
(
kℓ,2+γ2−2k0,2+k0,3
κ2
) |ǫ0|mℓ,2+2β−αkℓ,2+(χ2+α)(kℓ,2+γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,2+γ2−2k0,2+k0,3)
CP˜ (rQ˜,R˜D)
1
δDκ2
2̟
+
s3∑
ℓ=0
|aℓ,3| C4C
′
3
Γ
(
kℓ,3
κ2
) |ǫ0|(χ2+α)(kℓ,3−κ2δD+1)−χ2kℓ,3
CP˜ (rQ˜,R˜D)
1
δDκ2
2̟
+
M3∑
ℓ=s3+1
|aℓ,3| C4C
′
3
Γ
(
kℓ,3
κ2
) |ǫ0|mℓ,3+3β−αkℓ,3+(χ2+α)(kℓ,3−κ2δD+1)−χ2kℓ,3
CP˜ (rQ˜,R˜D)
1
δDκ2
2̟
+
s3∑
ℓ=0
|aℓ,3|
∑
j≥1
|J2,j | |ǫ0|
(χ2+α)(kℓ,3+j−κ2δD+1)−χ2(kℓ,3+j)
Γ
(
kℓ,3
κ2
) C4Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
2̟
+
M3∑
ℓ=s3+1
|aℓ,3|
∑
j≥1
|J2,j | |ǫ0|
mℓ,3+3β−αkℓ,3+(χ2+α)(kℓ,3+j−κ2δD+1)−χ2(kℓ,3+j)
Γ
(
kℓ,3
κ2
) C4Cˆ3Aj3
CP˜ (rQ˜,R˜D)
1
δDκ2
2̟
≤ 1
8
.
We get
(232)
∥∥∥H˜2ǫ (ω1)− H˜2ǫ (ω1)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ 1
8
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
We now give upper estimates for the difference associated to H˜3ǫ .
It holds that
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(233)
∥∥∥∥∥ǫ−χ2(dD−2k0,2+k0,3−δD) R˜D(im)P˜2,m(τ)
[
τ d˜D,δD,0 ⋆κ2 (ω1 − ω2)
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|α(dD−2k0,2+k0,3−δD) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
(234)
∥∥∥∥∥ǫ−χ2(dD−2k0,2+k0,3−δD) R˜D(im)P˜2,m(τ)
[
τ d˜D,q1,q2 ⋆κ2 (τ
κ2q2(ω1 − ω2))
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|
(χ2+α)κ2
(
d˜dD,q1,q2
κ2
+q2−δD
)
−χ2(dD−2k0,2+k0,3−δD) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for every q1 ≥ 1 and q2 ≥ 1 with q1 + q2 = δD. In addition to that, it holds
(235)
∥∥∥∥∥ R˜D(im)P˜2,m(τ)
[
τκ2(δD−p) ⋆κ2 (τ
κ2p(ω1 − ω2))
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C
′
3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|χ2+α ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
for all 1 ≤ p ≤ δD − 1.
We choose rQ˜,R˜D and ̟ such that
(236) |ǫ0|∆D+α(δD−dD)+β


δD−1∏
d=0
|γ2 − d| C3
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜D,δD,0
κ2
) |ǫ0|α(dD−2k0,2+k0,3−δD)
+
∑
q1+q2=δD ,q1≥1,q2≥1
δD!
q1!q2!
q1−1∏
d=0
|γ2 − d|

 C ′3κ
q2
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜D,q1,q2
κ2
)
× |ǫ0|
(χ2+α)κ2
(
d˜dD,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dD−2k0,2+k0,3−δD)
+
∑
1≤p≤q2−1
|A˜q2,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ
(
d˜D,q1,q2
κ2
+ q2 − p
)
×|ǫ0|
(χ2+α)κ2
(
d˜dD,q1,q2
κ2
+q2−δD+
1
κ2
)
−χ2(dD−2k0,2+k0,3−δD)




+
∑
1≤p≤δD−1
|A˜δD ,p|
C ′3κ
p
2
CP˜ (rQ˜,R˜D)
1
δDκ2 Γ (δD − p)
|ǫ0|χ2+α ≤ 1
8
.
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This choice guarantees that
(237)
∥∥∥H˜3ǫ (ω1)− H˜3ǫ (ω2)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ 1
8
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
We finally give upper bounds for the elements involved in H˜4ǫ .
We have
(238) ω1((τ
κ2 − s′)1/κ2 ,m−m1)[ω1 ⋆Eκ2 ω1]((s′)1/κ2 ,m1)
− ω2((τκ2 − s′)1/κ2 ,m−m1)[ω2 ⋆Eκ2 ω2]((s′)1/κ2 ,m1)
=
(
ω1((τ
κ2 − s′)1/κ2 ,m−m1)− ω2((τκ2 − s′)1/κ2 ,m−m1)
)
[ω1 ⋆
E
κ2 ω1]((s
′)1/κ2 ,m1)
+ ω2((τ
κ2 − s′)1/κ2 ,m−m1)
(
[ω1 ⋆
E
κ2 ω1]((s
′)1/κ2 ,m1)− [ω2 ⋆Eκ2 ω2]((s′)1/κ2 ,m1)
)
.
For j = 1, 2, we define
h˜2j(τ,m) = τ
κ2−1
∫ τκ2
0
∫ ∞
−∞
ωj((τ
κ2−s′)1/κ2 ,m−m1)[ωj ⋆Eκ2ωj]((s′)1/κ2 ,m1)
1
(τκ2 − s′)s′ds
′dm1.
It is straight to check that
(239)
∥∥[ω1 ⋆Eκ2 ω1]− [ω2 ⋆Eκ2 ω2]∥∥(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4 ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ)
(
‖ω1‖(ν,β,µ,χ2,α,κ2,ǫ) + ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ)
)
Followig the same steps as in the proof of (179), we derive
∥∥∥h˜21(τ,m)− h˜22(τ,m)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ 3C
2
4̟
2
|ǫ|χ2+α ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
It also holds that
∥∥∥h˜2(τ,m)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ C4|ǫ|χ2+α ‖ω2‖(ν,β,µ,χ2,α,κ2,ǫ)
∥∥ω2 ⋆Eκ2 ω2∥∥(ν,β,µ,χ2,α,κ2,ǫ) .
Both, together with (212), yield
(240)∥∥∥∥∥ǫ−χ2(kℓ,3+2γ2−2k0,2+k0,3) Q˜(im)P˜2,m(τ)
[
τkℓ,3+2γ2−2k0,2+k0,3 ⋆κ2 [τ(h˜21(τ,m)− h˜22(τ,m))]
]∥∥∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ 3̟
2(C4)
2C ′3
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|(χ2+α)(kℓ,3+2γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,3+2γ2−2k0,2+k0,3) ‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
We choose rQ˜,R˜D and ̟ such that
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(241)
s3∑
ℓ=0
|aℓ,3|
Γ
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
) (C4)2C ′3̟2
CP˜ (rQ˜,R˜D)
1
δDκ2
|ǫ0|(χ2+α)(kℓ,3+2γ2−2k0,2+k0,2−κ2δD+1)−χ2(kℓ,3+2γ2−2k0,2+k0,3)
+
M3∑
ℓ=s3+1
|aℓ,3|
Γ
(
kℓ,3+2γ2−2k0,2+k0,3
κ2
) (C4)2C ′3̟2
CP˜ (rQ˜,R˜D)
1
δDκ2
× |ǫ0|mℓ,3+3β−αkℓ,3+(χ2+α)(kℓ,3+2γ2−2k0,2+k0,3−κ2δD+1)−χ2(kℓ,3+2γ2−2k0,2+k0,3)
≤ 1
8
.
This choice allows to guarantee that
(242)
∥∥∥H˜4ǫ (ω1)− H˜4ǫ (ω2)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ 1
8
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) .
In view of (223), (232), (237) and (242) we conclude that
(243)
∥∥∥H˜ǫ(ω1)− H˜ǫ(ω2)∥∥∥
(ν,β,µ,χ2,α,κ2,ǫ)
≤ 1
2
‖ω1 − ω2‖(ν,β,µ,χ2,α,κ2,ǫ) ,
which completes the proof. ✷
10 Proof of Theorem 1
Proof We proceed with the construction of the two families of actual solutions of the main
problem through the steps taken in Section 4. We start with the first family of solutions.
Let (Ep)0≤p≤ς1−1 be a good covering in C∗ associated to the Gevrey order (χ1 + α)κ1, and
let {(Sdp,θ1,ǫ0rT )0≤p≤ς1−1,T1} be a family of sectors associated to this good covering. From
Proposition 6, we see that for each direction dp, one can get a solution ω
dp
κ1(τ,m, ǫ) of the
convolution equation (40) that belongs to the space F
dp
(ν,β,µ,χ1,α,κ1,ǫ)
and thus satisfies the next
bounds
(244) |ωdpκ1(τ,m, ǫ)| ≤ ̟(1 + |m|)−µe−β|m|
| τ
ǫχ1+α
|
1 + | τ
ǫχ1+α
|2κ1 exp(ν|
τ
ǫχ1+α
|κ1)
for all τ ∈ D¯(0, ρ) ∪ Sdp , all m ∈ R, all ǫ ∈ D(0, ǫ0) \ {0}, for some well chosen ̟ > 0. Besides,
these functions ω
dp
κ1(τ,m, ǫ) are analytic continuations w.r.t τ of a common convergent series
ωκ1(τ,m, ǫ) =
∑
n≥1
ωn,1(m, ǫ)
Γ( nκ1 )
τn
with coefficients in the Banach space E(β,µ) solution of (40) for all τ ∈ D(0, ρ). In particular,
we see that the formal power series
Ωκ1(T,m, ǫ) =
∑
n≥1
ωn,1(m, ǫ)T
n
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is mκ1−summable in direction dp as a series with coefficients in the Banach space E(β,µ) for all
ǫ ∈ D(0, ǫ0) \ {0}, in the sense of Definition 3. We denote
(245) Ω
dp
κ1(T,m, ǫ) = κ1
∫
Lγ
ω
dp
κ1(u,m, ǫ) exp(−(
u
T
)κ1)
du
u
its mκ1−sum along direction dp, where Lγ = R+eiγ ⊂ Sdp , which defines an E(β,µ)−valued
analytic function with respect to T on a sector
S
dp,θ1,h′|ǫ|χ1+α = {T ∈ C∗ : |T| < h′|ǫ|χ1+α , |dp − arg(T)| < θ/2}
for πκ1 < θ1 <
π
κ1
+ Ap(Sdp) (where Ap(Sdp) denotes the aperture of the sector Sdp) and some
h′ > 0 (independent of ǫ), for all ǫ ∈ D(0, ǫ0) \ {0}.
Bearing in mind the identities of Proposition 4 and using the properties for the mκ1−sum
with respect to derivatives and products (within the Banach algebra E = E(β,µ) equipped with
the convolution product ⋆ as described in Proposition 1), we check that the functions Ω
dp
κ1(T,m, ǫ)
solves the problem
(246) L1T,m,ǫ(Ωdpκ1(T,m, ǫ)) = R1T,m,ǫ(Ωdpκ1(T,m, ǫ)),
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where
(247)
Q˜(im)Ω
dp
κ1(T,m, ǫ)

−a0,1 + s1∑
ℓ=1
aℓ,1ǫ
−χ1(kℓ,1−k0,1)Tkℓ,1−k0,1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1−χ1(kℓ,1−k0,1)Tkℓ,1−k0,1
+

 s2∑
ℓ=1
aℓ,2ǫ
−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2

(−2a0,1
a0,2
)
+

 s2∑
ℓ=0
aℓ,2ǫ
−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2

(−2a0,1
a0,2
J1(ǫ−χ1T)
)
+

 s3∑
ℓ=0
aℓ,3ǫ
−χ1(kℓ,3−k0,1)Tkℓ,3−k0,1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1(kℓ,3−k0,1)Tkℓ,3−k0,1


×3
(
a01
a02
ǫ−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(ǫ−χ1T))
)2]
+ Q˜(im)
(∫ +∞
−∞
Ω
dp
κ1(T,m−m1, ǫ)Ωdpκ1(T,m1, ǫ)dm1
)
×



 s2∑
ℓ=0
aℓ,2ǫ
−χ1kℓ,2Tkℓ,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1kℓ,2Tkℓ,2

 ǫ−χ1(γ1−k0,1)Tγ1−k0,1
+

 s3∑
ℓ=0
aℓ,3ǫ
−χ1kℓ,3Tkℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1kℓ,3Tkℓ,3


×
(−3a01
a02
ǫ−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(ǫ−χ1T))
)
ǫ−χ1(γ1−k0,1)Tγ1−k0,1
]
+ Q˜(im)
(∫ +∞
−∞
∫ +∞
−∞
Ω
dp
κ1(T,m−m1, ǫ)Ωdpκ1(T,m1 −m2, ǫ)Ωdpκ1(T,m2, ǫ)dm2dm1
)
×



 s3∑
ℓ=0
aℓ,3ǫ
−χ1kℓ,3Tkℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1kℓ,3Tkℓ,3

 ǫ−χ1(2γ1−k0,1)T2γ1−k0,1


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and
(248) RT,m,ǫ(Ωdpκ1(T,m, ǫ)) =
Q∑
j=0
B˜j(m)ǫ
nj−αbj−χ1(bj−k0,1−γ1)Tbj−k0,1−γ1
+
D−1∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β ×
∑
q1+q2=δℓ
δℓ!
q1!q2!
Πq1−1d=0 (γ1 − d)ǫ−χ1(dℓ−k0,1−q1−q2)R˜ℓ(im)
× Tdℓ,q1,q2{(Tκ1+1∂T)q2 +
∑
1≤p≤q2−1
Aq2,pT
κ1(q2−p)(Tκ1+1∂T)
p}Ωdpκ1(T,m, ǫ)
+ ǫ∆D+α(δD−dD)+β ×
∑
q1+q2=δD,q1≥1
δD!
q1!q2!
Πq1−1d=0 (γ1 − d)ǫ−χ1(dD−k0,1−q1−q2)R˜D(im)
× TdD,q1,q2{(Tκ1+1∂T)q2 +
∑
1≤p≤q2−1
Aq2,pT
κ1(q2−p)(Tκ1+1∂T)
p}Ωdpκ1(T,m, ǫ)
+ R˜D(im){(Tκ1+1∂T)δD +
∑
1≤p≤δD−1
AδD ,pT
κ1(δD−p)(Tκ1+1∂T)
p}Ωdpκ1(T,m, ǫ).
We consider the function
(249) V
dp
1 (T, z, ǫ) = F−1(m 7→ Ωdpκ1(T,m, ǫ))(z),
which defines a bounded holomorphic function w.r.t T on S
dp,θ1,h′|ǫ|χ1+α , w.r.t z on Hβ′ for any
0 < β′ < β and for all ǫ on D(0, ǫ0) \ {0}. Using the properties of the Fourier inverse transform
described in Proposition 5 and the expression in (38), we derive from (246) the next equation
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satisfied by V
dp
1 (T, z, ǫ):
(250)
Q˜(∂z)V
dp
1 (T, z, ǫ)

−a0,1 + s1∑
ℓ=1
aℓ,1ǫ
−χ1(kℓ,1−k0,1)Tkℓ,1−k0,1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1−χ1(kℓ,1−k0,1)Tkℓ,1−k0,1
+

 s2∑
ℓ=1
aℓ,2ǫ
−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2

(−2a0,1
a0,2
)
+

 s2∑
ℓ=0
aℓ,2ǫ
−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1(kℓ,2−k0,2)Tkℓ,2−k0,2

(−2a0,1
a0,2
J1(ǫ−χ1T)
)
+

 s3∑
ℓ=0
aℓ,3ǫ
−χ1(kℓ,3−k0,1)Tkℓ,3−k0,1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1(kℓ,3−k0,1)Tkℓ,3−k0,1


×3
(
a01
a02
ǫ−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(ǫ−χ1T))
)2]
+Q˜(∂z)(V
dp
1 (T, z, ǫ))
2×



 s2∑
ℓ=0
aℓ,2ǫ
−χ1kℓ,2Tkℓ,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2−χ1kℓ,2Tkℓ,2

 ǫ−χ1(γ1−k0,1)Tγ1−k0,1
+

 s3∑
ℓ=0
aℓ,3ǫ
−χ1kℓ,3Tkℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1kℓ,3Tkℓ,3


×
(−3a01
a02
ǫ−χ1(k0,1−k0,2)Tk0,1−k0,2(1 + J1(ǫ−χ1T))
)
ǫ−χ1(γ1−k0,1)Tγ1−k0,1
]
+Q˜(∂z)(V
dp
1 (T, z, ǫ))
3



 s3∑
ℓ=0
aℓ,3ǫ
−χ1kℓ,3Tkℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3−χ1kℓ,3Tkℓ,3

 ǫ−χ1(2γ1−k0,1)T2γ1−k0,1


=
Q∑
j=0
b˜j(z)ǫ
nj−αbj−χ1(bj−k0,1−γ1)Tbj−k0,1−γ1 +
D−1∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β
×
∑
q1+q2=δℓ
δℓ!
q1!q2!
Πq1−1d=0 (γ1 − d)ǫ−χ1(dℓ−k0,1−q1)Tdℓ−k0,1−q1R˜ℓ(∂z)ǫχ1q2∂q2T Vdp1 (T, z, ǫ)
+ ǫ∆D+α(δD−dD)+β
∑
q1+q2=δD ,q1≥1
δD!
q1!q2!
Πq1−1d=0 (γ1 − d)ǫ−χ1(dD−k0,1−q1)TdD−k0,1−q1
× R˜D(∂z)ǫχ1q2∂q2T Vdp1 (T, z, ǫ) + TdD−k0,1R˜D(∂z)∂δDT Vdp1 (T, z, ǫ).
The function V
dp
1 (T, z, ǫ) = V
dp
1 (ǫ
χ1T, z, ǫ) defines a bounded holomorphic function w.r.t T such
that T ∈ ǫ−χ1S
dp,θ1,h′|ǫ|χ1+α and w.r.t z on Hβ′ for any 0 < β
′ < β, for all ǫ ∈ D(0, ǫ0) \ {0}. It
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holds that V
dp
1 (T, z, ǫ) solves the equation
(251) Q˜(∂z)V
dp
1 (T, z, ǫ)

−a0,1T k0,1+γ1 + s1∑
ℓ=1
aℓ,1T
kℓ,1+γ1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1+γ1
+

 s2∑
ℓ=1
aℓ,2T
kℓ,2−k0,2+k0,1+γ1 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2−k0,2+k0,1+γ1

(−2a0,1
a0,2
)
+

 s2∑
ℓ=0
aℓ,2T
kℓ,2−k0,2+k0,1+γ +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2−k0,2 + k0,1 + γ1

(−2a0,1
a0,2
J1(T )
)
+

 s3∑
ℓ=0
aℓ,3T
kℓ,3+γ1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+γ1


×3
(
a01
a02
T 2k0,1−k0,2+γ1(1 + J1(T ))
)2]
+ Q˜(∂z)(V
dp
1 (T, z, ǫ))
2 ×



 s2∑
ℓ=0
aℓ,2T
kℓ,2+k0,1+γ1 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2+k0,1+γ1

T 2γ1
+

 s3∑
ℓ=0
aℓ,3T
kℓ,3+k0,1+γ1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+k0,1+γ1


×
(−3a01
a02
T 2k0,1−k0,2+γ1(1 + J1(T ))
)
T 2γ1
]
+ Q˜(∂z)(V
dp
1 (T, z, ǫ))
3



 s3∑
ℓ=0
aℓ,3T
kℓ,3+k0,1+γ1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+k0,1+γ1

T 3γ1


=
Q∑
j=0
b˜j(z)ǫ
nj−αbjT bj +
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β
×
∑
q1+q2=δℓ
δℓ!
q1!q2!
Πq1−1d=0 (γ1 − d)T dℓ+γ1−q1R˜ℓ(∂z)∂q2T V
dp
1 (T, z, ǫ).
We now consider the function
(252) U
dp
1 (T, z, ǫ) = −
a0,1
a0,2
T k0,1−k0,2 − a0,1
a0,2
T k0,1−k0,2J1(T ) + T γ1V dp1 (T, z, ǫ).
which defines a bounded holomorphic function w.r.t T on ǫ−χ1S
dp,θ1,h′|ǫ|χ1+α , w.r.t z on Hβ′
for any 0 < β′ < β and for all ǫ on D(0, ǫ0) \ {0}. Notice that this function might exhibit a pole
at T = 0 in the case that k0,1 < k0,2. Regarding (251), we derive that U
dp(T, z, ǫ) is a solution
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of the PDE
(253)
Q˜(∂z)
((
M1∑
ℓ=0
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1
)
U
dp
1 (T, z, ǫ) +
(
M2∑
ℓ=0
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2
)
(U
dp
1 (T, z, ǫ))
2
+
(
M3∑
ℓ=0
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3
)
(U
dp
1 (T, z, ǫ))
3
)
=
Q∑
j=0
b˜j(z)ǫ
nj−αbjT bj + F1(T, ǫ) +
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓR˜ℓ(∂z)∂
δℓ
T U
dp
1 (T, z, ǫ),
where F1(T, ǫ) contributes to the forcing term and is given by
(254) F1(T, ǫ) = −Q˜(0)
(
a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)
×

−a0,1T k0,1 + s1∑
ℓ=1
aℓ,1T
kℓ,1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1
+

 s2∑
ℓ=1
aℓ,2T
kℓ,2−k0,2+k0,1 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2−k0,2+k0,1

(−2a0,1
a0,2
)
+

 s2∑
ℓ=0
aℓ,2T
kℓ,2−k0,2+k0,1 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2−k0,2 + k0,1

(−2a0,1
a0,2
J1(T )
)
+3

 s3∑
ℓ=0
aℓ,3T
kℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3

 s(a01
a02
T 2k0,1−k0,2(1 + J1(T ))
)2
−Q˜(0)
(
a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)2 

 s2∑
ℓ=0
aℓ,2T
kℓ,2+k0,1 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2+k0,1


+

 s3∑
ℓ=0
aℓ,3T
kℓ,3+k0,1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+k0,1

(−3a01
a02
T 2k0,1−k0,2(1 + J1(T ))
)
−Q˜(0)
(
a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)3 

 s3∑
ℓ=0
aℓ,3T
kℓ,3+k0,1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+k0,1




+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓR˜ℓ(0)∂
δℓ
T
(
a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)
.
Taking into account that U01(T ) is a solution of (25), we derive the following expression of
F1(T, ǫ):
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(255)
F1(T, ǫ) = Q˜(0)U01(T )

 M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1 +

 M2∑
ℓ=s2+1
−2a0,1aℓ,2
a0,2
ǫmℓ,2+2β−αkℓ,2T kℓ,2−k0,2+k0,1


+

 M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2−k0,2 + k0,1

(−2a0,1
a0,2
J1(T )
)
+3

 M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3

(a01
a02
T 2k0,1−k0,2(1 + J1(T ))
)2
− Q˜(0)U01(T )2



 s2∑
ℓ=0
aℓ,2T
kℓ,2+k0,1 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2+k0,1


+

 s3∑
ℓ=0
aℓ,3T
kℓ,3+k0,1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+k0,1

(−3a01
a02
T 2k0,1−k0,2(1 + J1(T ))
)
− Q˜(0)U01(T )3



 s3∑
ℓ=0
aℓ,3T
kℓ,3+k0,1 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+k0,1




+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓR˜ℓ(0)∂
δℓ
T
(
a0,1
a0,2
T k0,1−k0,2 +
a0,1
a0,2
T k0,1−k0,2J1(T )
)
.
The function F1(T, ǫ) turns out to be bounded holomorphic with respect to ǫ and it is analytic
with respect to T in some neighborhood of the origin in the case that
(256) kℓ1,1 + k0,1 − k0,2 ≥ 0, kℓ2,2 + 2(k0,1 − 2k0,2) ≥ 0
kℓ3,3 + 5k0,1 − 3k0,2 ≥ 0, 2(k0,1 − k0,2) + kℓ2,2 + k0,1 ≥ 0, kℓ3,3 + 4k0,1 − 3k0,2 ≥ 0,
dℓ + k0,1 − k0,2 − δℓ ≥ 0
holds for every s1+1 ≤ ℓ1 ≤M1, s2+1 ≤ ℓ2 ≤M2, s3+1 ≤ ℓ2 ≤M3 and 1 ≤ ℓ ≤ D. In view of
the assumptions made on these parameters, and (10), the next conditions are sufficient so that
(256) hold:
(257) 2k0,1 − k0,2 ≥ 0 dℓ + k0,1 − k0,2 − δℓ ≥ 0.
We conclude by writing
(258) u
dp
1 (t, z, ǫ) = ǫ
βU
dp
1 (ǫ
αt, z, ǫ) = ǫβ
(
U01(ǫ
αt) + (ǫαt)γ1V
dp
1 (ǫ
χ1+αt, z, ǫ)
)
,
which defines a holomorphic function w.r.t t on T1, w.r.t z ∈ Hβ′ for any 0 < β′ < β, w.r.t
ǫ ∈ Ep, where T1 and Ep are sectors described in Definition 5. As a result, udp1 (t, z, ǫ) admits the
decomposition (98) with v
dp
1 (t, z, ǫ) = V
dp
1 (ǫ
χ1+αt, z, ǫ) which determines a bounded holomorphic
function on T1 × Hβ′ × Ep for any given 0 < β′ < β with the property vdp1 (0, z, ǫ) ≡ 0 for all
(z, ǫ) ∈ Hβ′ × Ep. Again, the function udp1 (t, z, ǫ) may be meromorphic in both t and ǫ in the
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vicinity of the origin. From (253) and (254) we deduce that u
dp
1 (t, z, ǫ) solves the next main
problem
Q˜(∂z)
((
M1∑
ℓ=0
aℓ,1ǫ
mℓ,1tkℓ,1
)
u
dp
1 (t, z, ǫ) +
(
M2∑
ℓ=0
aℓ,2ǫ
mℓ,2tkℓ,2
)
(u
dp
1 (t, z, ǫ))
2
+
(
M3∑
ℓ=0
aℓ,3ǫ
mℓ,3tkℓ,3
)
(u
dp
1 (t, z, ǫ))
3
)
=
Q∑
j=0
b˜j(z)ǫ
nj tbj + F1(ǫ
αt, ǫ) +
D∑
ℓ=1
ǫ∆ℓtdℓR˜ℓ(∂z)u
dp
1 (t, z, ǫ),
with additional forcing term F1(ǫ
αt, ǫ). We apply the operator ∂υz on the left and right handside
of this last equation, to get that u
dp
1 (t, z, ǫ) is an actual solution of the main problem (16).
We proceed with the proof of (99). The steps followed are analogous to those taken in
the proof of Theorem 1 in [18]. We give the details for the sake of completeness. Let p ∈
{0, . . . , ς1−1}. The function vdp1 (t, z, ǫ) can be written as a mκ1−Laplace and Fourier transform
(259) v
dp
1 (t, z, ǫ) =
κ1
(2π)1/2
∫ +∞
−∞
∫
Lγp
ω
dp
κ1(u,m, ǫ) exp(−(
u
ǫχ1+αt
)κ1)eizm
du
u
dm
where Lγp = R+e
iγp ⊂ Sdp . Using the fact that the function u 7→ ωκ1(u,m, ǫ) exp(−( uǫχ1+αt)κ1)/u
is holomorphic on D(0, ρ) for all (m, ǫ) ∈ R × (D(0, ǫ0) \ {0}), its integral along the union of a
segment starting from 0 to (ρ/2)eiγp+1 , an arc of circle with radius ρ/2 which connects (ρ/2)eiγp+1
and (ρ/2)eiγp and a segment starting from (ρ/2)eiγp to 0, is vanishing. Therefore, we can write
the difference v
dp+1
1 − vdp1 as a sum of three integrals,
(260) v
dp+1
1 (t, z, ǫ) − vdp1 (t, z, ǫ) =
κ1
(2π)1/2
∫ +∞
−∞
∫
Lρ/2,γp+1
ω
dp+1
κ1 (u,m, ǫ)e
−( u
ǫχ1+αt
)κ1
eizm
du
u
dm
− κ1
(2π)1/2
∫ +∞
−∞
∫
Lρ/2,γp
ω
dp
κ1(u,m, ǫ)e
−( u
ǫχ1+αt
)κ1
eizm
du
u
dm
+
κ1
(2π)1/2
∫ +∞
−∞
∫
Cρ/2,γp,γp+1
ωκ1(u,m, ǫ)e
−( u
ǫχ1+αt
)κ1
eizm
du
u
dm
where Lρ/2,γp+1 = [ρ/2,+∞)eiγp+1 , Lρ/2,γp = [ρ/2,+∞)eiγp and Cρ/2,γp,γp+1 is an arc of circle
with radius connecting (ρ/2)eiγp and (ρ/2)eiγp+1 with a well chosen orientation.
We give estimates for the quantity
I1 =
∣∣∣∣∣ κ1(2π)1/2
∫ +∞
−∞
∫
Lρ/2,γp+1
ω
dp+1
κ1 (u,m, ǫ)e
−( u
ǫχ1+αt
)κ1
eizm
du
u
dm
∣∣∣∣∣ .
By construction, the direction γp+1 (which depends on ǫ
χ1+αt) is chosen in such a way that
cos(κ1(γp+1 − arg(ǫχ1+αt))) ≥ δ1, for all ǫ ∈ Ep ∩ Ep+1, all t ∈ T1, for some fixed δ1 > 0. From
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the estimates (244), we get that
(261) I1 ≤ κ1
(2π)1/2
∫ +∞
−∞
∫ +∞
ρ/2
̟(1 + |m|)−µe−β|m|
r
|ǫ|χ1+α
1 + ( r
|ǫ|χ1+α
)2κ1
× exp(ν( r|ǫ|χ1+α )
κ1) exp(−cos(κ1(γp+1 − arg(ǫ
χ1+αt)))
|ǫχ1+αt|κ1 r
κ1)e−mIm(z)
dr
r
dm
≤ κ1̟
(2π)1/2
∫ +∞
−∞
e−(β−β
′)|m|dm
∫ +∞
ρ/2
1
|ǫ|χ1+α exp(−(
δ1
|t|κ1 − ν)(
r
|ǫ|χ1+α )
κ1)dr
≤ 2κ1̟
(2π)1/2
∫ +∞
0
e−(β−β
′)mdm
∫ +∞
ρ/2
|ǫ|(χ1+α)(κ1−1)
( δ1|t|κ1 − ν)κ1(ρ2 )κ1−1
×
( δ1|t|κ1 − ν)κ1rκ1−1
|ǫ|(χ1+α)κ1 exp(−(
δ1
|t|κ1−ν)(
r
|ǫ|χ1+α )
κ1)dr
≤ 2κ1̟
(2π)1/2
|ǫ|(χ1+α)(κ1−1)
(β − β′)( δ1|t|κ1 − ν)κ1(ρ2 )κ1−1
exp(−( δ1|t|κ1 − ν)
(ρ/2)κ1
|ǫ|(χ1+α)κ1 )
≤ 2κ1̟
(2π)1/2
|ǫ|(χ1+α)(κ1−1)
(β − β′)δ2κ1(ρ2 )κ1−1
exp(−δ2 (ρ/2)
κ1
|ǫ|(χ1+α)κ1 )
for all t ∈ T1 and |Im(z)| ≤ β′ with |t| < ( δ1δ2+ν )1/κ1 , for some δ2 > 0, for all ǫ ∈ Ep ∩ Ep+1.
In the same way, we also give estimates for the integral
I2 =
∣∣∣∣∣ κ1(2π)1/2
∫ +∞
−∞
∫
Lρ/2,γp
ω
dp
κ1(u,m, ǫ)e
−( u
ǫχ1+αt
)κ1
eizm
du
u
dm
∣∣∣∣∣ .
Namely, the direction γp (which depends on ǫ
χ1+αt) is chosen in such a way that cos(κ1(γp −
arg(ǫχ1+αt))) ≥ δ1, for all ǫ ∈ Ep ∩ Ep+1, all t ∈ T1, for some fixed δ1 > 0. Again from the
estimates (244) and following the same steps as in (261), we deduce that
(262) I2 ≤ 2κ1̟
(2π)1/2
|ǫ|(χ1+α)(κ1−1)
(β − β′)δ2κ1(ρ2 )κ1−1
exp(−δ2 (ρ/2)
κ1
|ǫ|(χ1+α)κ1 )
for all t ∈ T and |Im(z)| ≤ β′ with |t| < ( δ1δ2+ν )1/κ1 , for some δ2 > 0, for all ǫ ∈ Ep ∩ Ep+1.
Finally, we give upper bound estimates for the integral
I3 =
∣∣∣∣∣ κ1(2π)1/2
∫ +∞
−∞
∫
Cρ/2,γp,γp+1
ωκ1(u,m, ǫ)e
−( u
ǫχ1+αt
)κ1
eizm
du
u
dm
∣∣∣∣∣ .
By construction, the arc of circle Cρ/2,γp,γp+1 is chosen in such a way that cos(κ1(θ−arg(ǫχ1+αt))) ≥
δ1, for all θ ∈ [γp, γp+1] (if γp < γp+1), θ ∈ [γp+1, γp] (if γp+1 < γp), for all t ∈ T1, all ǫ ∈ Ep∩Ep+1,
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for some fixed δ1 > 0. Bearing in mind (244) and (126), we get that
(263) I3 ≤ κ1
(2π)1/2
∫ +∞
−∞
∣∣∣∣∣
∫ γp+1
γp
̟(1 + |m|)−µe−β|m|
ρ/2
|ǫ|χ1+α
1 + ( ρ/2
|ǫ|χ1+α
)2κ1
× exp(ν( ρ/2|ǫ|χ1+α )
κ1) exp(−cos(κ1(θ − arg(ǫ
χ1+αt)))
|ǫχ1+αt|κ1 (
ρ
2
)κ1) e−mIm(z)dθ
∣∣∣ dm
≤ κ1̟
(2π)1/2
∫ +∞
−∞
e−(β−β
′)|m|dm× |γp − γp+1| ρ/2|ǫ|χ1+α exp(−
( δ1|t|κ1 − ν)
2
(
ρ/2
|ǫ|χ1+α )
κ1)
× exp(−
( δ1|t|κ1 − ν)
2
(
ρ/2
|ǫ|χ1+α )
κ1)
≤ 2κ1̟|γp − γp+1|
(2π)1/2(β − β′) supx≥0 x
1/κ1e
−(
δ1
|t|κ1
−ν)x × exp(−
( δ1|t|κ1 − ν)
2
(
ρ/2
|ǫ|χ1+α )
κ1)
≤ 2κ1̟|γp − γp+1|
(2π)1/2(β − β′) (
1/κ1
δ2
)1/κ1e−1/κ1 exp(−δ2
2
(
ρ/2
|ǫ|χ1+α )
κ1)
for all t ∈ T1 and |Im(z)| ≤ β′ with |t| < ( δ1δ2+ν )1/κ1 , for some δ2 > 0, for all ǫ ∈ Ep ∩ Ep+1.
Finally, gathering the three above inequalities (261), (262) and (263), we deduce from the
decomposition (260) that
|vdp+11 (t, z, ǫ) − vdp1 (t, z, ǫ)| ≤
4κ1̟
(2π)1/2
|ǫ|(χ1+α)(κ1−1)
(β − β′)δ2κ1(ρ2 )κ1−1
exp(−δ2 (ρ/2)
κ1
|ǫ|(χ1+α)κ1 )
+
2κ1̟|γp − γp+1|
(2π)1/2(β − β′) (
1/κ1
δ2
)1/κ1e−1/κ1 exp(−δ2
2
(
ρ/2
|ǫ|χ1+α )
κ1)
for all t ∈ T1 and |Im(z)| ≤ β′ with |t| < ( δ1δ2+ν )1/k, for some δ2 > 0, for all ǫ ∈ Ep ∩ Ep+1.
Therefore, the inequality (99) holds.
For the proof of (100) and (101) we can follow the same arguments as in the first part of the
proof. We only give some details on the procedure which differ from the previous ones.
The construction leads us to V
d˜p
2 (T, z, ǫ) = V
d˜p
2 (ǫ
χ2T, z, ǫ), defining a bounded holomorphic
function with respect to T on those T such that such that T ∈ ǫ−χ2S
d˜p,θ2,h′|ǫ|χ2+α
and w.r.t z on
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Hβ′ for any 0 < β
′ < β, for all ǫ ∈ D(0, ǫ0) \ {0}. It holds that V d˜p2 (T, z, ǫ) solves the equation
(264) Q˜(∂z)V
d˜p
2 (T, z, ǫ)

a20,2
a0,3
T 2k0,2−k0,3+γ2 +
s1∑
ℓ=0
aℓ,1T
kℓ,1+γ2 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1+γ2
+
s2∑
ℓ=1
−2a0,2aℓ,2
a0,3
T kℓ,2+k0,2−k0,3+γ2 +
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2T kℓ,2+k0,2−k0,3+γ2
+
s2∑
ℓ=0
−2a0,2aℓ,2
a0,3
T kℓ,2+k0,2−k0,3+γ1J2(T ) +
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2T kℓ,2+k0,2−k0,3+γ1J2(T )
+
s3∑
ℓ=1
3a20,2aℓ,3
a20,3
T kℓ,3+2k0,2−2k0,3+γ2 +
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−2k0,3+γ2
+

 s3∑
ℓ=0
3a20,2aℓ,3
a20,3
T kℓ,3+2k0,2−2k0,3+γ2 +
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−2k0,3+γ2

(2J2(T ) + J 22 (T ))


+ Q˜(∂z)(V
d˜p
2 (T, z, ǫ))
2



 s2∑
ℓ=0
aℓ,2T
kℓ,2+k0,2+γ2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2+k0,2+γ2

T γ2−k0,2
+

 s3∑
ℓ=0
aℓ,3T
kℓ,3+2k0,2−k0,3+γ2 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−k0,3+γ2

 (1 + J2(T ))


+ Q˜(∂z)(V
d˜p
2 (T, z, ǫ))
3



 s3∑
ℓ=0
aℓ,3T
kℓ,3+3γ2 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+3γ2




=
Q∑
j=0
b˜j(z)ǫ
nj−αbjT bj
+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+β

 ∑
q1+q2=δℓ
δℓ!
q1!q2!
q1−1∏
d=0
(γ2 − d)T dℓ−q1+γ2R˜ℓ(∂z)∂q2T V d˜p2 (T, z, ǫ)

 .
We define the function U
d˜p
2 (T, z, ǫ) taking into account (60), which solves the equation
(265)
Q˜(∂z)
((
M1∑
ℓ=0
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1
)
U
d˜p
2 (T, z, ǫ) +
(
M2∑
ℓ=0
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2
)
(U
d˜p
2 (T, z, ǫ))
2
+
(
M3∑
ℓ=0
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3
)
(U
d˜p
2 (T, z, ǫ))
3
)
=
Q∑
j=0
b˜j(z)ǫ
nj−αbjT bj + F2(T, ǫ) +
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓR˜ℓ(∂z)∂
δℓ
T U
d˜p
1 (T, z, ǫ),
with
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(266) F2(T, ǫ) = −Q˜(0)
(
a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)
×

a20,2
a0,3
T 2k0,2−k0,3 +
s1∑
ℓ=0
aℓ,1T
kℓ,1 +
M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1
+
s2∑
ℓ=1
−2a0,2aℓ,2
a0,3
T kℓ,2+k0,2−k0,3 +
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2T kℓ,2+k0,2−k0,3
+
s2∑
ℓ=0
−2a0,2aℓ,2
a0,3
T kℓ,2+k0,2−k0,3J2(T ) +
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2T kℓ,2+k0,2−k0,3J2(T )
+
s3∑
ℓ=1
3a20,2aℓ,3
a20,3
T kℓ,3+2k0,2−2k0,3 +
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−2k0,3
+

 s3∑
ℓ=0
3a20,2aℓ,3
a20,3
T kℓ,3+2k0,2−2k0,3 +
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−2k0,3

(2J2(T ) + J 22 (T ))


− Q˜(0)
(
a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)2



 s2∑
ℓ=0
aℓ,2T
kℓ,2 +
M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2


+

 s3∑
ℓ=0
aℓ,3T
kℓ,3+2k0,2−k0,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−k0,3

 (1 + J2(T ))


− Q˜(0)
(
a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)3
×



 s3∑
ℓ=0
aℓ,3T
kℓ,3 +
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3




+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓR˜ℓ(0)∂
δℓ
T
(
a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)
,
which can be rewritten in the following form:
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(267)
F2(T, ǫ) = −Q˜(0)U02(T )

 M1∑
ℓ=s1+1
aℓ,1ǫ
mℓ,1+β−αkℓ,1T kℓ,1 +
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2T kℓ,2+k0,2−k0,3
+
M2∑
ℓ=s2+1
−2a0,2aℓ,2
a0,3
ǫmℓ,2+2β−αkℓ,2T kℓ,2+k0,2−k0,3J2(T )+
M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−2k0,3
+

 M3∑
ℓ=s3+1
3a20,2aℓ,3
a20,3
ǫmℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−2k0,3

(2J2(T ) + J 22 (T ))


− Q˜(0)(U02(T ))2



 M2∑
ℓ=s2+1
aℓ,2ǫ
mℓ,2+2β−αkℓ,2T kℓ,2


+
M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3+2k0,2−k0,3 (1 + J2(T ))


− Q˜(0)(U02(T ))3

 M3∑
ℓ=s3+1
aℓ,3ǫ
mℓ,3+3β−αkℓ,3T kℓ,3


+
D∑
ℓ=1
ǫ∆ℓ+α(δℓ−dℓ)+βT dℓR˜ℓ(0)∂
δℓ
T
(
a0,2
a0,3
T k0,2−k0,3 +
a0,2
a0,3
T k0,2−k0,3J2(T )
)
,
The function F2(T, ǫ) is holomorphic with respect to ǫ and is analytic with respect to T in
some neighborhood of the origin if it holds that
(268) 3k0,2 − 2k0,3 ≥ 0, dℓ + k0,2 − k0,3 − δℓ ≥ 0,
for every 1 ≤ ℓ ≤ D.
In view of the condition (268) and (10), we can affirm that (268) is more restrictive than
(257).
We put
(269) u
d˜p
2 (t, z, ǫ) = ǫ
βU
d˜p
2 (ǫ
αt, z, ǫ) = ǫβ
(
U02(ǫ
αt) + (ǫαt)γ2V
d˜p
2 (ǫ
χ2+αt, z, ǫ)
)
,
which defines a holomorphic function w.r.t t on T2, w.r.t z ∈ Hβ′ for any 0 < β′ < β,
w.r.t ǫ ∈ E˜p, where T2 and E˜p are sectors described in Definition 5. As a result, ud˜p2 (t, z, ǫ)
admits the decomposition (100) with v
d˜p
2 (t, z, ǫ) = V
d˜p
2 (ǫ
χ2+αt, z, ǫ) which determines a bounded
holomorphic function on T2×Hβ′×E˜p for any given 0 < β′ < β with the property vd˜p2 (0, z, ǫ) ≡ 0
for all (z, ǫ) ∈ Hβ′ × E˜p. Again, the function ud˜p2 (t, z, ǫ) may be meromorphic in both t and ǫ
in the vicinity of the origin. From (265) and (266) we deduce that u
d˜p
2 (t, z, ǫ) solves the main
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problem
Q˜(∂z)
((
M1∑
ℓ=0
aℓ,1ǫ
mℓ,1tkℓ,1
)
u
d˜p
2 (t, z, ǫ) +
(
M2∑
ℓ=0
aℓ,2ǫ
mℓ,2tkℓ,2
)
(u
d˜p
2 (t, z, ǫ))
2
+
(
M3∑
ℓ=0
aℓ,3ǫ
mℓ,3tkℓ,3
)
(u
d˜p
2 (t, z, ǫ))
3
)
=
Q∑
j=0
b˜j(z)ǫ
nj tbj + F2(ǫ
αt, ǫ) +
D∑
ℓ=1
ǫ∆ℓtdℓR˜ℓ(∂z)u
dp
1 (t, z, ǫ),
with additional forcing term F2(ǫ
αt, ǫ). We apply the operator ∂υz on the left and right handside
of this last equation, to get that u
d˜p
2 (t, z, ǫ) is an actual solution of the main problem (16).
The proof of (101) coincides with that of (99) step by step.
The proof is completed. ✷
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