The aim of this paper is to introduce a new type of multivalued operators similar to those of KikkawaSuzuki type and to present some basic problems of the fixed point and strict fixed point for them. 
Introduction
Let (X, d) be a metric space and let CB(X) (resp. CL(X)) denote the family of all nonempty closed bounded (resp. closed) subsets of X. 
H (A, B) := max ρ(A, B), ρ(B, A)
is the (generalized) Pompeiu-Hausdorff functional.
It is well-known that if (X, d) is a complete metric space, then the pair (CB(X), H ) is a complete metric space, while (CL(X), H )
is a complete generalized metric space (in the sense of Luxemburg-Jung), see for example [5, 9, 20] .
Let X, Y be two nonempty sets and T : X → P (Y ). Denote by G(T ) := {(x, y): x ∈ X, y ∈ T x} the graph of the multivalued operator T . A selection for T is a single operator t : X → Y such that tx ∈ T x for each x ∈ X. Definition 1.1. Let X be a nonempty set. If T : X → P (X) is a multivalued operator, then an element x ∈ X is called a fixed point (strict fixed point) for T if x ∈ T x ({x} = T x). We denote by Fix(T ) := {x ∈ X: x ∈ T x} the fixed point set of T and by SFix(T ) := {x ∈ X: {x} = T x} the set of all strict fixed points of T . [26] .) Let (X, d) be a metric space and T : X → CL(X) a multivalued operator. T is called a multivalued weakly Picard operator (briefly MWP operator) if for all x ∈ X and all y ∈ T x, there exists a sequence {x n } n 0 such that: (i) x 0 = x, x 1 = y, (ii) x n+1 ∈ T x n , for all n 0, (iii) the sequence {x n } n 0 is convergent and its limit is a fixed point of T .
Definition 1.2. (See Rus-Petruşel-Sîntȃmȃrian
A sequence {x n } n 0 satisfying (i) and (ii) is also called a sequence of successive approximations (briefly s.s.a.) of T starting from x 0 .
In [26] the theory of MWP operators was presented. In 2008 Suzuki [29] introduced a new type of mappings which generalize the well-known Banach contraction principle [1] . This result has lead to some important contribution in metric fixed point theory (see, for instance, [7, 8, 13, 15, 21, 22, 28, [30] [31] [32] ).
On the other hand, Nadler [16] proved multivalued extension of the Banach contraction theorem. [16] .) Let (X, d) be a complete metric space and let T be a mapping from X into CB(X). Assume that there exists r ∈ [0, 1) such that
Theorem 1.4. (See Nadler

H (T x, T y) rd(x, y)
for all x, y ∈ X. Then there exists z ∈ X such that z ∈ T z.
Many fixed point theorems have been proved by various authors as generalizations of the Nadler theorem (see [3, 6, 14, 27] ). One of the general fixed point theorems for a generalized multivalued mappings appears in [4] . 
(a)D(x, T x) d(x, y) implies H (T x, T y) ad(x, y).
The following result is a refinement of Nadler's theorem. 
Theorem 1.6. (See
) be a complete metric space and T be an a-KS multivalued operator from X into CB(X). Then there exists z ∈ X such that z ∈ T z. Theorem 1.6 has further been generalized by Dhompongsa and Yingtaweesittikul [7] , Dorić and Lazović [8] , Moţ and Petruşel [15] , and Singh and Mishra [28] . Definition 1.7. Let (X, d) be a complete metric space and let T be a mapping from X into CB(X). T is called an (s, r)-contractive multivalued operator if r ∈ [0, 1), s r and
x, y ∈ X with D(y, T x) sd(y, x) implies H (T x, T y) rM T (x, y)
where
The aim of this paper is to present some basic problems of the fixed point and strict fixed point theory for (s, r)-contractive multivalued operators. The results generalize, complement and extend some results proved byĆirić [4] , Kikkawa and Suzuki [12] , Moţ and Petruşel [15] , Nadler [16] , Reich [23] , Rus [24, 25] , Petruşel [17] . In addition, using our results, we proved the existence and uniqueness for certain class of functional equations arising in dynamic programming.
Main results
The first result of this paper is the following generalization of Nadler's Theorem 1.4 and of Cirić's theorem [4] . Proof. Let r 1 be such a real number that 0 r < r 1 < s and r 1 < 1. Let u 1 ∈ X and u 2 ∈ T u 1 . Then D(u 2 , T u 1 ) = 0 sd(u 2 , u 1 ) and by hypothesis we have
Hence, as r < 1, we have
. Thus, we can construct a sequence {u n } in X such that
for all n ∈ N. Therefore, we have
Hence, we obtain that {u n } is a Cauchy sequence. Since X is complete, there is some point z ∈ X such that lim n→∞ u n = z. Now, we will show that there exists a subsequence
Arguing by contradiction, we assume that there exists a positive inte-
Since
we have that
for all n N, p 1. Taking the limit as p → ∞ we get d(z, u n )
for all n 1, p 1. By (1) and (2) we get
for all n N, p 1. Taking the limit as p → ∞ we obtain that d(z, u n ) = 0 for all n N . This contradicts (1) . Therefore there exists a subsequence
By hypothesis we have
Letting k → ∞ we have 
Then we get D(z, T z) = 0 and since
T z ∈ CB(X), z ∈ T z. 2 Remark 2.2. If D(y, T x) sd(y, x) we get D(x, T x) − d(y, x) sd(y, x), hence 1 1+s D(x, T x) d(x, y). If 1 1+r D(x, T x) d(x, y) then D(y, T x) − d(y, x) (1 + r)d(y, x), so D(y, T x) (2 + r)d(y, x).
Proof. (a) We have H (T
Then T has a fixed point. Moreover, if s 1 then T has a unique fixed point.
Proof. The first part follows by Theorem 2.1. If s 1 we assume that there exist x, y ∈ Fix(T ),
(a) X is a complete metric space and T has a unique fixed point; (b) T is an (s, r)-contractive single-valued operator with r = 0.9 and s = 1.05; (c) T does not satisfy Suzuki's condition from Theorem 1.3.
Proof. (a) It is obvious. (b)
We have the following cases: 
(T x, T y) rM T (x, y).
The next result is a generalization of Theorem 1.6.
Theorem 2.7. Let (X, d) be a complete metric space and T be a mapping from X into CB(X).
Assume that there exist r, s ∈ [0, 1), r < s such that
Then T is an MWP operator.
Proof. Let r 1 be such a real number that 0
Hence, we obtain that {u n } is a Cauchy sequence. Since X is complete, there is some point z ∈ X such that lim n→∞ u n = z. Since
for all n 1. Now we assume that there exists a positive integer N such that d(z, u n ) < 1 1+r D(u n , T u n ) holds for every n N . Then we have:
This implies d(u n , u n+1 ) < D(u n , T u n ) which is impossible. Hence, there exists a subse-
Letting k → ∞ we get D(z, T z) r max{D(z, T z), D(z, T z)/2}. Therefore, D(z, T z)
= 0, so z ∈ T z. 2
Corollary 2.8. Let (X, d) be a complete metric space and T be a mapping from X into X.
Assume that there exists r ∈ [0, 1) such that
(x, T x) implies H (T x, T y) rM T (x, y),
where
M T (x, y) = max d(x, y), d(x, T x), d(y, T y), d(x, T y) + d(y, T x) 2 .
Then there exists z ∈ X such that T z = z.
Proof. It is easy to prove that for every u 1 ∈ X the sequence {u n } defined by u n+1 = T u n satisfies the relationship d(u n+1 , u n+2 ) rd(u n , u n+1 ). Then, the sequence {u n } is Cauchy and, there is some point z ∈ X such that lim n→∞ u n = z. As in the proof of Theorem 2.5 we can prove that d(z, u n ) 1 1−r d(u n , u n+1 ) for all n 1 and there exists a subsequence {u n(k) } of {u n } such that
Letting k → ∞ we get T z = z. 2
Data dependence
Recall first two important concepts. 
x, t ∞ (x, y) cd(x, y), for all (x, y) ∈ G(T ).
One of the main results concerning c-MWP operators is the following:
Theorem 3.3. (See [26].) Let (X, d) be a metric space and T 1 , T 2 : X → P (X) be two multivalued operators. We suppose that: (i) T i is a c i -MWP operator, for i ∈ {1, 2}, (ii) there exists λ > 0 such that H (T 1 x, T 2 x) λ, for all x ∈ X.
Then:
Moţ and Petruşel proved the following theorem:
Theorem 3.4. (See [15] .) Let (X, d) be a metric space and T 1 , T 2 : X → P (X) be two multivalued operators. We suppose that:
and T 2 are MWP operators and
Now we will prove a similar result for (1, r)-contractive multivalued operators.
Theorem 3.5. Let (X, d
) be a metric space and T 1 , T 2 : X → P (X) be two multivalued operators. We suppose that:
and T 2 are MWP operators and
Proof. (a) From Theorem 2.1 we have that Fix(T i ) is a nonempty set, i ∈ {1, 2}. Let us prove that the fixed point set of a (1, r)-contractive multivalued operator T is closed. Let x n ∈ Fix(T ), n 1, be such that x n → z as n → ∞. Since x n ∈ T x n we have D(z, T x n ) d(z, x n ) and then
Letting n → ∞ we obtain that D(z, T z) = 0. Since T z ∈ CL(X) we get z ∈ T z, so z ∈ Fix(T ).
(b) From the proof of Theorem 2.1 we immediately get that a (1, r)-contractive multivalued operator is an MWP operator. For the second conclusion, let q be a real number such that q > 1 and x 0 ∈ Fix(T 1 ) be arbitrary. Then there exists
Therefore, in a similar way, we will obtain a sequence of successive approximations for T 2 starting from x 0 , satisfying the following assertions:
for all n 1. Hence for all n N, p 1
Choosing 1 < q < min{1/r 1 , 1/r 2 } and letting n → ∞, we obtain that the sequence {x n } is Cauchy in (X, d) . Then there exists u ∈ X such that x n → u as n → ∞. We will prove that u is a fixed point for T 2 . Suppose there exists a positive integer N such that
. In a similar way, we get that for each u 0 ∈ Fix(T 2 ) there
Letting q 1 we obtain the conclusion. Moreover, we get that T i is
Strict fixed points and well-posedness
For the beginning, let us define the notions of well-posedness of a fixed point problem.
Definition 4.1. (See [18, 19] .) Let (X, d) be a metric space, Y ∈ P (X) and T : Y → CL(X) be a multivalued operator. Then the fixed point problem is well-posed for T with respect to D if: [18, 19] .) Let (X, d) be a metric space, Y ∈ P (X) and T : Y → CL(X) be a multivalued operator. Then the fixed point problem is well-posed for T with respect to H if: [15] .) Let (X, d) be a complete metric space and T : X → CL(X) be a multivalued operator. We suppose that:
Definition 4.2. (See
(a 2 ) SFix(T ) = {z}; (b 2 ) If {x n } ∈ Y , n ∈ N and H (x n , T x n ) → 0 as n → ∞, then d(x n , z) → 0 as n → ∞.
It is obvious that
Then: 
Proof. (a) We will prove that
Fix(T ) = {z}. Let u ∈ Fix(T ) with u = z. Since D(u, T z) = d(u, z) sd(u,
z), we have H (T z, T u) rd(z, u). Hence d(z, u) = D(T z, u) H (T z, T u)
rd (z, u) . This is a contradiction, so Fix(T ) = {z}.
(b) Let {x n } ∈ X, n ∈ N, be such that D(x n , T x n ) → 0 as n → ∞. We will prove that d(x n , z) → 0 as n → ∞. Arguing by contradiction, we suppose that d(x n , z) does not converge to 0. Then, there exist > 0 and a subsequence {x
and thus
as n → ∞. This is impossible, so there exists
for all k k 2 . This is impossible. Therefore, we have x n → z as n → ∞. 2
The above results give rise to the following open question:
Open question 4.5. Let (X, d) be a complete metric space and T : X → CL(X) be a multivalued operator. We suppose that:
Then the fixed point problem is well-posed for T with respect to H .
An extension of Moţ-Petruşel' theorem
Following Reich [23] , Moţ and Petruşel introduced the following concept: 
They proved the following generalization of Theorem 1.3. 
Then Fix(T ) = ∅.
Proof. Taking 
An application
The existence and uniqueness of solutions of functional equations and system of functional equations arising in dynamic programming have been studied by using various fixed point theorems (see [2, 10, 11] ). Here we prove the existence and uniqueness of a solution for a class of functional equations by using Theorem 2.4.
Throughout this section, we assume that U and V are Banach spaces, W ⊂ U , D ⊂ V and R is the field of real numbers. Let B(W ) denote the set of all bounded real-valued functions on W . It is well-known that B(W ) endowed with the metric 
k(t) − T h(t) s k(t) − h(t)
implies
G x, h, h(t) − G x, y, k(t) rM T h(t), k(t) ,
M T h(t), k(t) = max h(t) − k(t) , h(t) − T h(t) , k(t) − T k(t) , |h(t) − T k(t)| + |k(t) − T h(t)| 2 .
Then the functional equation (6) has a bounded solution. Moreover, if s 1 then the solution is unique.
Proof. It is obvious that T is selfmap of B(W ).
Let λ be an arbitrary positive real number and h 1 , h 2 ∈ B(W ). Pick x ∈ W and choose y 1 , y 2 ∈ D such that
T h 2 (x) < g(x, y 2 ) + G x, y 2 , h 2 (τ 2 ) + λ,
where τ i = τ i (x, y i ), i ∈ {1, 2}.
From the definition of T we get
T h 2 (x) g(x, y 1 ) + G x, y 1 , h 2 (τ 1 ) .
If the inequality (7) holds with h = h 1 , k = h 2 , then from (9), (12) and (8) we have
Similarly, from (10), (11) and (8) we have
Hence, from (13) and (14) we obtain that
Since the inequality (15) holds for any x ∈ W and λ > 0, we get that Hence, all conditions of Theorem 2.4 are satisfied for the mapping T and therefore we get the conclusion. 2
