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Abstract
Bones macroscopically consist of two major constituents; namely cortical and trabecular (also known as
cancellous) bone. Cortical bone is the hard and dense outer layer of bone, which holds the majority of
the load bearing capacity. Trabecular bone is the porous internal bone, which distributes loads at joints
by allowing for a larger bearing surface and acts as an energy absorber.
Trabecular bone has a complex, heterogeneous, anisotropic open cell lattice structure with a large varia-
tion in mechanical properties across anatomic site, species, sex, age, normal loading direction and disease
state. A common attempt to account for this variation is to correlate the structure of the trabecular
bone sample to the mechanical response, which requires a means of quantifying the structure.
Microstructural indices such as bone volume vs. total volume (BV/TV), trabecular thickness (Tb.Th),
trabecular separation (Tb.Sp), structural modal index (SMI) and mean intercept length (MIL) have
been widely used to find correlations between structure and properties. Early studies only considered
densitometric indices, which accounted for much of the variation however cross study correlations did not
agree, leading to an interest in capturing non-scalar valued indices to account for features such as the
anisotropy of the bone. The structural anisotropy varies from fully equiaxed to highly directional based
on where the trabecular bone is located and what the function would be. The mean intercept length
has been proposed as a measure of the structural anisotropy, specifically the interfacial anisotropy of the
sample, which is commonly used to account for the mechanical anisotropy.
This research falls within a longer term goal of investigating and understanding the mechanical anisotropy
of trabecular bone. To that end, the anisotropy of regular lattice structures was investigated, with the
particular goal that the investigated lattices were simple analogues for the more complex structures seen
in trabecular bone.
A framework for assessing the structure-property relations of trabecular bone is created, with focus on
anisotropy. The mechanical anisotropy of idealised trabecular structures is quantified using well known
microstructural indices, which are compared to the numerically determined mechanical response.
The modelling methodology initially investigated 2D lattices that have very well known responses, such
that the modelled approach could be verified. Three 2D lattices were used to do this, with the aim that
the 3D lattices would be their analogues. Specifically a 2D square, hexagonal and triangular lattice were
investigated. The square lattice is highly anisotropic as is the cubic lattice. The hexagonal lattice is
isotropic with a large constraint effect as is the Kelvin cell, and the triangular lattice is isotropic with a
small constraint effect. The octet-truss was the closest analogue to the triangular lattice, having a small
constraint effect and being less anisotropic than the cubic lattice.
The three 3D lattices were chosen to represent highly directional trabecular bone (using a cubic lat-
tice) and more equiaxed trabecular bone, with the fully isotropic Kelvin cell lattice (also known as a
tetrakaidecahedron) and the octet-truss lattice which has a lower degree of anisotropy than the cubic.
Two confinement arrangements were also investigated as analogues for the trabecular bone at the free
surface and at the cortical surface.
To assess the mean intercept length analysis as a measure of mechanical anisotropy, this research per-
formed the analysis on three 3D periodic lattice structures and compared the results to mechanical
properties which were numerically determined using finite element analysis.
The mean intercept analysis was performed by generating 3D images for the lattices, similar to the
output of µCT images, using a combination of open-source software and custom code, and performing
the analysis in BoneJ, an open-source software package. The mechanical response was determined using
two methods, namely discrete and continuum modelling approaches.
The discrete approach characterised the lattice with each strut modelled as a Timoshenko beam element
solved in LS-DYNA. To capture the anisotropy, the lattice had to be loaded at arbitrary angles, which
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was achieved by a rotating the whole lattice and cropping it to a specified test region using custom code.
The continuum modelling approach used a homogenisation approach by treating the lattice as a solid
material with effective properties. This was solved in a custom implicit solver written in MATLAB using
solid elements. The anisotropy was modelled by transforming the elasticity tensor to arbitrary coordinate
systems to load the model in arbitrary directions.
The discrete modelling approach suffered from high computational costs and difficulty in removing the
boundary effects, all of which would be worsened for models of real trabecular bone. However the dis-
crete approach did accurately captured the mechanical behaviour of the lattices tested. The continuum
approach accurately captured some of the responses but failed to capture all behaviour caused by con-
finement. The continuum model could not capture the switch in predominant deformation mode of the
2D hexagonal lattice caused by lateral confinement, and failed to accurately capture the symmetry of the
highly anisotropic 3D cubic lattice.
The mean intercept length analysis failed to capture the anisotropic response of simple periodic lattices,
showing no significant difference between the octet-truss and cubic lattices, despite them having a very
large difference in mechanical anisotropy. It also showed that the Kelvin cell lattice had the highest
degree of geometric anisotropy, which is compared to having the lowest mechanical anisotropy being the
only fully isotropic 3D lattice investigated.
The mechanical investigation showed that the lateral confinement has a large effect, significantly scaling
the response of isotropic lattices whilst distinctly changing the anisotropic behaviour of the cubic and
octet-truss lattice. The mean intercept length analysis can not capture the mechanical confinement effect
from geometry alone, and thus fails to capture the mechanical response due to confinement
Overall, the continuum modelling approach showed difficulty in capturing the confinement effect in all
lattices and thus a more robust method is required. The mean intercept analysis proved unsuccessful in
capturing the mechanical response of three periodic idealised trabecular structures. A new microstructural
index that can capture the mechanical anisotropy is required, with the ability to consider the effects of
confinement on the structure.
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6.5 Validation of effective properties using Lamé parameter relations for isotropic lattices. . . 53
6.6 Relative densities of 2D square, triangular and hexagonal lattices. . . . . . . . . . . . . . . 61
6.7 Minimum and maximum effective elastic modulus for cubic lattice. . . . . . . . . . . . . . 65
6.8 Minimum and maximum effective elastic modulus for octet-truss lattice. . . . . . . . . . . 67
6.9 Comparison between analytical and numerically determined effective elastic modulus for
octet-truss lattice. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.10 Minimum and maximum effective elastic modulus for Kelvin cell lattice. . . . . . . . . . . 70
6.11 The density normalised effective elastic modulus with unconstrained (UC) and fully con-
strained (FC) boundary conditions for the cubic, octet-truss and Kelvin cell lattices. . . . 72
7.1 Number of nodes and elements in simulations shown in Figure 7.4. . . . . . . . . . . . . . 74
7.2 Effective mechanical properties for cubic lattice. . . . . . . . . . . . . . . . . . . . . . . . . 79
7.3 Effective mechanical properties for cubic lattice. . . . . . . . . . . . . . . . . . . . . . . . . 79
7.4 Effective mechanical properties for Kelvin cell lattice. . . . . . . . . . . . . . . . . . . . . 80
7.5 Minimum and maximum effective elastic moduli for octet-truss lattice using continuum
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.6 Comparison between analytical and numerically determined effective elastic moduli for
octet-truss lattice using a continuum model. . . . . . . . . . . . . . . . . . . . . . . . . . . 83
List of Tables ix
University of Cape Town Department of Mechanical Engineering
7.7 Minimum and maximum effective elastic moduli for Kelvin cell lattice using continuum
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
8.1 Size of lattices, and resulting voxel resolution, used in determining microstructural indices. 86
8.2 Full output of Analyse Skeleton BoneJ tool. . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8.3 Difference between the results from Analyse Skeleton and the information captured directly
from the finite element meshes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8.4 Degree of Anisotropy for cubic lattice. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8.5 Degree of Anisotropy for octet-truss lattice. . . . . . . . . . . . . . . . . . . . . . . . . . . 90
8.6 Degree of Anisotropy for Kelvin cell lattice. . . . . . . . . . . . . . . . . . . . . . . . . . . 91
8.7 Analysis of variance for the degree of anisotropy for cubic, octet-truss and Kelvin cell lattices. 92
8.8 Analysis of variance for the degree of anisotropy for cubic and octet-truss lattices. . . . . 92
8.9 Results of connectivity analysis of cubic, octet truss and Kelvin cell lattices performed in
BoneJ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.10 Exact calculation of connectivity density. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.11 Results of trabecular thickness and separation analysis of cubic, octet truss and Kelvin
cell lattices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
8.12 Volume fraction analysis performed in BoneJ for cubic, octet-truss and Kelvin cell lattices. 95
8.13 Analytical solutions of relative density for cubic, octet-truss and Kelvin cell lattices. . . . 95
9.1 Summary of the success of the continuum modelling approach . . . . . . . . . . . . . . . . 100
9.2 Comparison between degree of anisotropy calculated from finite element modelling and via
microstructural analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.1 Software used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
D.1 Cubic lattice anisotropy analysis performed in BoneJ; all trials (1/3). . . . . . . . . . . . . 113
D.2 Cubic lattice anisotropy analysis performed in BoneJ; all trials (2/3). . . . . . . . . . . . . 114
D.3 Cubic lattice anisotropy analysis performed in BoneJ; all trials (3/3). . . . . . . . . . . . . 115
D.4 Octet-truss anisotropy analysis performed in BoneJ; all trials (1/3). . . . . . . . . . . . . 116
D.5 Octet-truss anisotropy analysis performed in BoneJ; all trials (2/3). . . . . . . . . . . . . 117
D.6 Octet-truss anisotropy analysis performed in BoneJ; all trials (3/3). . . . . . . . . . . . . 118
D.7 Kelvin cell lattice anisotropy analysis performed in BoneJ; all trials (1/3). . . . . . . . . . 118
D.8 Kelvin cell lattice anisotropy analysis performed in BoneJ; all trials (2/3). . . . . . . . . . 119
D.9 Kelvin cell lattice anisotropy analysis performed in BoneJ; all trials (3/3). . . . . . . . . . 120
List of Tables x





List of Figures v
List of Tables vii
1 Introduction 1
1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Report Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Literature Review 6
2.1 Bone Anatomy and Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Microstructural Indices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Correlation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Critique of Microstructural Indices . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.4 Summary of Correlation Studies and Discussion of General Trends . . . . . . . . . 13
2.3 Numerical Modelling of Trabecular Bone . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Cellular Solids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Properties of Cellular Solids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.2 Cellular Solid Idealisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Homogenisation and Elasticity Transformation . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Discrete Modelling Methodology 26
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Mesh Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.1 Previous Mesh Generation Approach . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Mesh Cropping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.1 Spatial Hashing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Rotations and Angle Series Definition . . . . . . . . . . . . . . . . . . . . . . . . . 29
Contents xi
University of Cape Town Department of Mechanical Engineering
3.3.3 Boundary Element Deletion Cropping Procedure . . . . . . . . . . . . . . . . . . . 32
3.3.4 Boundary Element Intersection Cropping . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Finite Element Model Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.1 Compression Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4.2 Shear Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Effective Property Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5.1 Boundary Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.2 Effective Young’s Modulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.3 Effective Shear Modulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.4 Effective Poisson’s Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4 Continuum Modelling Methodology 42
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Determining Elasticity Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Transforming the Elasticity Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 Finite Element Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5 Microstructural Indices Methodology 45
5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Solidify Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.3 Slice Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6 Discrete Modelling Results 48
6.1 Effective Elastic Properties of 2D lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.1.1 2D Square Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.1.2 2D Triangular Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.1.3 2D Hexagonal Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.1.4 Isotropic Validation via Lamé Parameter Relations . . . . . . . . . . . . . . . . . . 53
6.2 2D Boundary Cropping Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.3 2D Lattice Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.3.1 Relative Density Normalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.4 Effective Elastic Properties of 3D lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.4.1 Cubic Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.4.2 Octet-Truss Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.4.3 Kelvin Cell Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.5 3D Lattice Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.5.1 Relative Density Normalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Contents xii
University of Cape Town Department of Mechanical Engineering
7 Continuum Modelling Results 73
7.1 2D Continuum Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.2 3D Continuum Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.2.1 Cubic Lattice Elasticity Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.2.2 Octet-truss Lattice Elasticity Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.2.3 Kelvin Cell Lattice Elasticity Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.2.4 Cubic Continuum Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.2.5 Octet-Truss Continuum Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.2.6 Kelvin cell Continuum Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
8 Microstructural Indices Results 86
8.1 Analyse Skeleton Tool . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8.2 Anisotropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8.2.1 Mean Intercept Length of Cubic Lattice . . . . . . . . . . . . . . . . . . . . . . . . 88
8.2.2 Mean Intercept Length of Octet-Truss Lattice . . . . . . . . . . . . . . . . . . . . . 90
8.2.3 Mean Intercept Length of Kelvin Cell Lattice . . . . . . . . . . . . . . . . . . . . . 91
8.2.4 Comparison of Mean Intercept Length . . . . . . . . . . . . . . . . . . . . . . . . . 92
8.3 Connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.4 Thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
8.5 Volume Fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
9 Discussion 96
9.1 Mesh Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
9.2 Modelling Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
9.2.1 Discrete Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
9.2.2 Continuum Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
9.3 Microstructural Analysis Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
9.3.1 Generating Image Stacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
9.3.2 Results of Microstructural Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
9.4 Comparison Between Mechanical Anisotropy and Geometric Anisotropy . . . . . . . . . . 102
10 Conclusions 103
11 Recommendations 104
11.1 Numerical Investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
11.2 Direct Lattice Voxelization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104




University of Cape Town Department of Mechanical Engineering
B LS-DYNA Cards 108
B.1 Control Card . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
B.2 Material Property Card . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
B.3 Geometry Card . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
C Derivation of Cubic Effective Modulus 111
C.1 Bulk Property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
D Mean Intercept Length Data 113
D.1 Cubic Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
D.2 Octet-Truss lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
D.3 Kelvin cell lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
References 121
Contents xiv
University of Cape Town Department of Mechanical Engineering
Chapter 1
Introduction
This research involves the creation of a framework for comparing the mechanical behaviour of lattices
with reference to their microstructure. A framework was developed to generate lattice structures and
determine the mechanical properties using finite element analysis in two approaches, and to determine
the microstructural parameters conventionally used to quantify trabecular bone. This chapter outlines
background and motivation for the work, as well as a breakdown of objectives followed by an overview
of the structure of the report.
1.1 Background and Motivation
Accurate human musculoskeletal modelling can provide insights into how the human body reacts to
different environments and how risk of injury can be mitigated without requiring expensive experimental
anthropomorphic test devices. Human musculoskeletal modelling can macroscopically be separated into
modelling of soft tissues (skin, muscles, tendons, etc) or muscles and hard tissues (bone). The modelling of
bone is further separated into modelling the two macroscopic constituents of bone; cortical and trabecular
(also known as cancellous) bone (see Figure 1.1).
Trabecular bone has a complex, irregular, anisotropic, open cell lattice structure with a variation in
mechanical properties based on anatomic site, species, sex, age, loading direction and disease state [1].
Figure 1.1: Cross section of femur showing cortical and trabecular bone.
Understanding the mechanics of trabecular bone could have substantial effects, for example osteoporosis
is a condition characterised by a decrease in bone mineral density and a degradation of bone microar-
chitecture [2], which particularly affects trabecular bone. There were estimated 9 million osteoporotic
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fractures globally in 2000 [3]. Kurtz et al. found an upwards global increase in total hip arthroplasties [4],
with a large and unexplained discrepancy in the number per country. Oden et al. predict the number of
individuals at risk of osteoporotic fractures to double from 2010 to 2040 [5].
A thorough understanding of mechanical properties of trabecular bone could have applications in frac-
ture risk prediction which could mitigate the increasing number of osteoporotic fractures, aid in the
development of internal and external prosthesis and/or development of protective structures to prevent
injury from impact loading events. The development of internal prosthesis could be specifically aided by
a thorough understanding of the properties of trabecular bone at the implantation site, as the difference
in mechanical properties of the implant versus the surrounding bone tissue is thought to be a reason that
the implant loosens, causing discomfort and pain in the patient [6].
A common approach to account for the variation in mechanical properties found in trabecular bone
samples is to use microstructural indices [7–15]. These indices quantify geometric features or structural
properties such as bone volume vs. total volume (BV/TV), trabecular thickness (Tb.th), trabecular
separation (Tb.Sp), structural model index (SMI) and mean intercept length (MIL).
Microstructural indices are calculated from images taken of trabecular bone samples; these micro-
tomography images (µCT) represent cross sectional slices through the sample which are used in a 3D
reconstruction (see Figure 1.2). The indices can be calculated from each image in the stack (for example
BV/TV is calculated by the summation of bone pixels vs. non-bone pixels), whilst other indices require
the reconstruction of a 3D surface to calculate such as trabecular thickness and separation.
Many of the indices that are used to account for variation in mechanical properties are scalar valued prop-
erties, such as BV/TV. Therefore these indices are incapable of accounting for any potential anisotropy
present. Mean intercept length is a commonly proposed index to capture the microstructural geometric
anisotropy in the specimen [9, 15,16].
There is no agreement in literature as to which, or which combination of indices produce the best correla-
tion with effective stiffness. This could be in part due to the variance in microstructure seen in trabecular
bone. Figure 1.3, adapted from Hildebrand et al [7], shows typical microstructure of trabecular bone at
various anatomical sites. If the sample size used in the correlation study is too small, or does not capture
a particular microstructural feature in the population, erroneous conclusions may be drawn.
(a) (b)
Figure 1.2: Micro-CT scan of trabecular bone sample: (a) Montage of image slices (b) 3D
reconstruction.
Figure 1.3: Typical trabecular bone structure of lumbar spine, femoral head, iliac crest [7].
Chapter 1: Introduction 2
University of Cape Town Department of Mechanical Engineering
This research attempts to mitigate the problems associated with the variation in trabecular bone by
investigating correlations between the mean intercept length index and idealised trabecular structures in
the form of regular periodic lattices.
The particular lattices where chosen as to capture a wide range of anisotropic behaviours, such that
the mean intercept length could be assessed against purely isotropic and highly anisotropic mechanical
responses.
The chosen lattices are also required to exhibit a similar range in geometric isotropy as seen in trabecular
bone, for example Figure 1.4a shows a highly equiaxed microstructure and Figure 1.4b shows a more
aligned microstructure.
The loading of the lattices was also performed with two types of confinement. Figure 1.4 demonstrates
the trabecular bone at the free surface (Figure 1.4c) and built into the cortical surface (Figure 1.4d) .
The different confinements were important to consider as lateral confinement can have a large effect on
both the overall compliance of the structure and the degree of mechanical anisotropy [17].
(a) (b)
(c) (d)
Figure 1.4: Examples of different microstructure taken from the same cross section of
femur shown in Figure 1.1: (a) Equiaxed microstructure (b) Highly aligned microstructure
(c) Trabecular bone at free edge (b) Trabecular bone built in at cortical surface.
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A total of 6 lattices were investigated, with three 2D and three 3D. The three 2D lattices were chosen
as they have a range of anisotropic behaviours; with square lattices being highly anisotropic, triangular
and hexagonal lattices being isotropic.
The Poisson’s ratio of the lattice provides an indication of the effect that the lateral confinement would
have, however it is not the only contributing factor. For example, 2D hexagonal lattices shift predominant
deformation modes from bending to axial when lateral confinement is added [17]. The 2D hexagonal lattice
also has a high Poisson’s ratio, and in combination with the shift in predominant deformation mode, has
a large confinement effect; whereas the 2D triangular lattice has a relatively low Poisson’s ratio and has
a smaller confinement effect. The 2D square, and 3D cubic, have a Poisson’s effect of 0 in the principal
directions, which changes as the loading angle changes and therefore the confinement not only changes
the compliance but the degree of anisotropy.
The 3D lattices were investigated as they have a range of behaviours similar to the 2D set, and could act
as the 3D analogues to the 2D behaviour. The three 3D lattices are: a cubic lattice, 3D octet-truss lattice
which is a lattice based on 8 tetrahedra and 6 octahedra around each vertex and the tetrakaidecahedron
(for brevity sake referred to as a Kelvin cell lattice) lattice which is a polyhedron of 6 quadrilateral and
8 hexagonal faces. The original Kelvin cell had slightly curved faces, as it was originally proposed as
the optimal shape for packing equal sized objects whilst minimising surface area [18]. The 6 lattices
investigated are shown in Figure 1.5.
The 2D square and 3D cubic lattices are analogues for the highly aligned microstructure seen in Figure
1.4b, where longer trabeculae are present and aligned with the common loading direction in the bone.
The 2D triangular and hexagonal lattices, and the octet-truss and Kelvin cell lattice are akin to the
equiaxed trabecular bone found closer to the femoral head as shown in Figure 1.4a.
Figure 1.5: Lattices investigated: (a) 2D Square (b) 2D Triangular (c) 2D Hexagonal (d)
Cubic unit cell (e) Octet truss unit cell (f) Kelvin cell unit cell.
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1.2 Research Objectives
The aim of the research is the assessment of microstructural indices for anisotropic behaviour using ide-
alised trabecular structures. To achieve this, a framework for calculating mechanical properties of periodic
lattices at arbitrary angles and determining the corresponding microstructural indices was developed. The
objectives of the research are listed:
1. To develop a robust method for generating periodic lattice structures for use in finite element
models.
2. To develop a method for simulating the response of lattice structures under arbitrary loading
directions.
3. Investigate the anisotropic mechanical behaviour of three 2D periodic lattices and three 3D periodic
lattices.
4. To develop a method for determining microstructural indices associated with investigated periodic
lattices.
5. Assess the correlation between the anisotropic behaviour of lattice structures and mean intercept
length (MIL).
1.3 Report Outline
Following this introduction, a review of relevant literature is presented in Chapter 2. A brief overview
of the bone anatomy and structure is presented, which is followed by common approaches used in the
numerical modelling of trabecular bone. Microstructural indices are explained, including their methods
of calculation; this is followed by an overview of correlation studies present in literature. Finally, the
previous work performed analysing the mechanical properties of the particular lattices investigated in
this research is presented, including numerical and analytical modelling techniques.
Chapter 3 details the methodology used in modelling the lattice structure directly. The method for
generating lattices is described, followed by the approach used to load the lattice at arbitrary angles. A
description of the finite element model used is presented, along with the applied boundary conditions. The
method of calculating the effective mechanical properties from the output of the finite element modelling
is described.
Chapter 4 details the modelling of the lattices as a continuum. This is to increase the number of
loading directions used in assessing the anisotropy, as continuum models require fewer elements than the
discrete modelling approach to achieve the same accuracy. A description of the method for transforming
the elasticity matrix to assess anisotropy is presented along with details of the finite element model
employed. The method used to compare the continuum modelling results to the discrete modelling
results is presented.
Chapter 5 details the methodology used in determining the microstructural indices from the lattice
geometry. The method for preparing models of the lattice geometry for software used to calculate mi-
crostructural indices is presented; this includes creating a solid model of the lattice geometry and slicing
said model to create the image stacks to mimic output of micro-tomography scans.
Chapter 6 provides discrete modelling results and verifies the numerically determined results against
analytical values where possible. Chapter 7 shows a mesh convergence study and investigation into the
performance of the continuum model’s ability to capture the anisotropic behaviour; followed by the results
of the continuum modelling. Chapter 8 shows the results of the microstructural index analysis of the
three 3D lattices.
Chapter 9 includes a discussion of the three previous chapters, collating the mechanical behaviour with the
microstructural indices results. The main conclusions are presented in Chapter 10 and recommendations
for future work are presented in Chapter 11.
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Chapter 2
Literature Review
This chapter outlines the relevant literature, starting with a brief overview of the anatomy of structure of
bone, with attention paid to the microstructure of trabecular bone. A review of the microstructural indices
used to quantify trabecular bone microstructure, along with the methods of calculation and mechanical
property correlation studies performed is presented, followed by an overview of the numerical modelling
techniques used for trabecular bone. Analytical solutions for the lattices investigated are presented and
finally, the method of cellular solid homogenisation.
2.1 Bone Anatomy and Structure
Bone is a complex hierarchical material with varied structure and material viewed at different scales. This
hierarchical structure is used to achieve a wide range of mechanical, chemical and biological properties.
Bone is, macroscopically, comprised of two major constituents, hard outer cortical bone and the spongy
internal trabecular bone. The majority of the load bearing capacity is ascribed to the cortical bone,
whereas trabecular bone distributes the load to the cortical bone at the joints and acts as an energy
absorber [19].
Trabecular bone is found at the heads of long bones such as the femur where the trabecular bone hosts
the bone marrow whilst minimising weight for an increased surface area, providing a large bearing surface
which decreases stresses at the joints (see Figure 2.1a). It is also present in flat bones such as the iliac
crest (pelvis) and calvaria (skull) which have thin layers of cortical bone supported by a trabecular bone




Figure 2.1: Examples of macroscopic difference between cortical and trabecular bone: (a)
Cross section of bovine femur (b) Diagram of calvaria adapted from Anatomy & Physiology
[21].
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The differentiation between the two major bone types is most readily performed by comparing density or
porosity of different specimens as trabecular bone is less dense than cortical, however the microstructure
of bone makes for a clearer distinction.
At the microstructural level, bone is comprised of arrangements of mineralised collagen fibres called
lamellae [19–21]. Cortical bone is composed of multiple concentrically wrapped cylinders of lamellae
called osteons. The lamellae can also be unordered which is called woven bone or are tangential to the
bone around the circumference which is called lamellar bone. Trabecular bone, consists of a network of
trabeculae which are individual beams or plates. Trabecular bone can be categorised in terms of basic
structures; rod-rod, rod-plate and plate-plate [19,20]. Figure 2.2 shows examples of these three trabecular
structures.
Rod-rod Rod-plate Plate-plate
Figure 2.2: Examples of different trabecular bone structures [7].
The structure of trabecular bone can vary dramatically inter-subject and even inter-bone. The structure
and mechanical properties also vary with anatomic site, species, sex, age, loading direction and disease
state [1].
Due to the nature of trabecular bone a distinction must be made between the structural properties of
the entire bone and the material properties of the individual trabeculae which make up the structure.
The large and unpredictable variation in structure, in concert with the fact that there is little agreement
in the material properties of the individual trabeculae (values for the elastic modulus ranging from 1 to
20 GPa in literature [20]), makes the accurate modelling of bone an incredibly complex task.
2.2 Microstructural Indices
The microstructure of trabecular bone is a highly heterogeneous, anisotropic open cell lattice struc-
ture which makes categorising features of the microstructure difficult. Microstructural indices attempt
to quantify different structural properties such that microstructural features can be categorised which
leads to the ability to do correlation studies between structural features and behaviours. A number of
microstructural indices have been proposed in literature; this section gives an overview of the indices
proposed, method of calculation and correlation studies performed.
2.2.1 Overview
Microstructural indices are calculated for bone specimens that have been imaged with a micro-computed
tomographic or X-ray microtomographic systems. These 3D images are in the form of a stack of 2D
images, each representing slices through the specimen; the calculation of the microstructural indices are
either based directly on the image stack or are calculated once the image stack has been reconstructed
as a 3D model.
The microstructural indices are calculated using a free and open source plugin for ImageJ called BoneJ
[16]. Table 2.1 shows the list of indices calculable using BoneJ, along with the name of the option in the
software used.
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Table 2.1: Microstructural indices, showing common abbreviations when applicable and the
option in BoneJ used.
Microstructural Index Abbreviation BoneJ Option
Branch Length
Analyse SkeletonNumber of Branches Tb.NNumber of Junctions
Mean intercept length ellipsiod MIL
AnisotropyDegree of anisotropy DA
Connectivity Density Conn.D Connectivity
Bone Surface BS Isosurface
Plateness Ellipsoid Factor




Volume FractionTotal Volume TV
The following subsections go into detail on the method of calculation for the microstructural indices
shown in Table 2.1.
2.2.1.1 Analyse skeleton
The analyse skeleton tool calculates information regarding branches and junctions by taking in a skele-
tonised representation of the bone image and classifying each voxel as an end-point, junction or slab
based on whether the neighbouring 26 voxels are part of the skeleton.
The skeletonised representation of the bone image is created using a 3D thinning algorithm implemented
in ImageJ [22]. The 3D thinning algorithm finds the centerlines of the object by iteratively eroding the
surface of the object until only the skeletal information remains [22].
Further, the analysis uses the classified voxels to count the length of each branch (a number of connected
slab voxels) and gives the average branch length with the number of branches. The number of junctions
is similarly calculated by counting the number of separate clusters of junction voxels [16].
2.2.1.2 Anisotropy
The anisotropy analysis calculates the mean intercept length ellipsoid, which is proposed as a fabric tensor
representing the anisotropy of trabecular bone, and a scalar measure of anisotropy called the degree of
anisotropy (DA), which is calculated from the mean intercept length ellipsoid [16].
The mean intercept length method is implemented in BoneJ as follows. A random point within the
sample is chosen and a large number of vectors with the same length are drawn from that point, through
the sample. An intercept is defined as when a vector crosses between the bone and marrow (foreground
and background). The number of intercepts are counted for each vector, and the mean intercept length is
defined as the length divided by the number of intercepts counted. This process is repeated for different
random points until a tolerance of the coefficient of variation or a maximum number of points is met [16].
This is a variant on the method described by Hildebrand et al. [7] where parallel vectors are superimposed
on the sample and the intercepts are counted. The mean intercept length in that direction is defined as
the total length of the test vectors divided by the total number of intercepts.
The mean intercept length for all directions is fitted with an ellipsoid using a least squares fit. This
is defined as the mean intercept length ellipsoid, which is also the basis for the material anisotropy, or
fabric, tensor. Eigendecomposition is used to find the lengths of the ellipsoids axis, which is used to
define the degree of anisotropy as a scalar from 0 to 1; where 0 represents fully isotropic structure and 1
represents fully anisotropic structure. The degree of anisotropy is calculated as:
DA = 1− λlong
λshort
, (2.1)
where λlong is the eigenvalue of the long axis and λshort is the eigenvalue of the short axis.
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2.2.1.3 Connectivity
The connectivity analysis estimates the number of connections in the trabecular bone sample by cal-
culating the Euler characteristic. The Euler characteristic or number is a topological invariant that
describes an object’s structure [6, 23]. The method of calculating the Euler characteristic uses volume
neighbourhoods and connectivity between voxels, which makes no assumptions about the structure of
the trabecular bone [23].
The method calculates the Euler characteristic for each voxel, which is summed for all voxels to find
the Euler characteristic of the whole sample. The contribution of the structure that the sample was
removed from is calculated and corrected for, by considering the voxels at the edges of the 3D image.





where Cest is the estimated connectivity and Vt is the volume of the whole 3D image.
2.2.1.4 Isosurface
The surface area of the sample is calculated by creating a 3D reconstruction of the sample as a triangulated
surface mesh, using the marching cubes algorithm. The total surface area is calculated by the summation
of the area of all surface triangles [16].
The marching cubes algorithm creates a surface triangle representation of a binarised 3D image by
placing triangles based on the surrounding voxels. The algorithm places a cubic with 8 voxels at each
of the corners and determines how the surface intercepts the cube by a lookup table. This is repeated
for every voxel in the image. Without utilising symmetries, the lookup table would contain 28 entries,
however this is reduced to only 14 possible intersections by using the rotational and reflective symmetry
of the problem [24]. Figure 2.3 shows these fourteen possible intersections.
Figure 2.3: Fourteen possible intersections used in the 3D marching cubes algorithm [24].
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2.2.1.5 Ellipsoid factor
The ellipsoid factor is a method for determining how plate-like or rod-like the trabecular bone sample
is locally. The method works by first skeletonising the 3D image to find the medial axes for the object
(see Section 2.2.1.1). Ellipsoids are seeded along the medial axes of the object and iteratively dilates,
rotates and translates the ellipsoids to find the maximum volume whilst being fully encapsulated by the
bone. The ratio of the axes lengths is calculated to determine if the ellipsoid is more oblate (disc-like) or
prolate (spear-like) [25].
The ellipsoid factor is calculated from the three semi-axis lengths (a, b, c) of the maximal ellipsiod as
follows:





where a, b, c are the lengths of the semi-axis of the ellipsoids in order of size and EF is the ellipsoid factor.
2.2.1.6 Structural model index
The structural model index (SMI) is a commonly used quantification to determine whether the trabecular
bone sample resembles a more rod- or plate-like structure [26]. Despite the wide usage, there is reasonable
doubt as to whether the index does indeed capture the structure of the bone, see Section 2.2.2 for more
detail.
The methodology is based on a differential analysis of the bone surface, which requires a triangulated
surface mesh (see Section 2.2.1.4). The SMI is calculated as:
SMI = 12 ε+ ε
2
1 + 4(ε+ ε2) , (2.4)
where ε is defined as the rod-plate volume ratio. This ratio is calculated as:
ε = V − rS
rS + 2V , (2.5)
where V is the structure volume, S is the derivative of the volume with respect to the surface normal
and r is half the thickness of the structural element. r is assumed constant over the whole structure [27].
The volume derivative with respect to the surface normal is calculated numerically by calculating the
volume of the structure V (r), displacing all the vertices along the surface normal by a small amount δr
and recalculating the volume V (r+ δr); the approximate derivative is defined as S = V (r+δr)−V (r)δr . The
value of δr can be chosen between 1/10 and 1/1000 [27].
For an ideal plate structure the SMI is 0, and an ideal rod structure the SMI is 3; for bone samples with
varied volume fraction of plates and rods the SMI will range between the two ideal limits [27].
2.2.1.7 Thickness
The thickness calculation is based on a local thickness algorithm developed by Dougherty and Kunzelmann
[28]. The local thickness at a point is defined as the diameter of the largest sphere that is fully encapsulated
by the structure and that contains the point. The point does not need to be at the centre of the sphere.
The local spacing information is calculated using an inverted image.
The trabecular thickness (Tb.Th) and spacing (Tb.Sp) are calculated as the mean of all the local thickness
and spacing information. This is presented with the standard deviation [16].
2.2.1.8 Volume fraction
The volume fraction is calculated using two methods in BoneJ [16]. The simplest method is the number
of foreground pixels divided by the number of background pixels. The more complex method calculates
the volume enclosed by a closed triangulated surface mesh, created using the marching cubes algorithm
(see Section 2.2.1.4), and dividing by the total volume.
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2.2.2 Correlation studies
The variation in properties of trabecular bone, along with the variation in microstructure has lead to
multiple attempts to correlate various microstructural indices to physical properties. There is no widely
agreed upon index or set of indices that provide the strongest correlations with mechanical properties.
Early attempts to account for the variation in mechancial properties considered purely densitometric
measures. Galante et al. [14] considered two measures of density, the apparent density as the weight
divided by the sample volume and the actual or real density as the weight divided by the volume of
the bone (determined by displacement of water). A strong linear relationship was found between the
apparent density and elastic modulus of the samples tested.
Lotz et al. [29] considered the apparent density and the mineral density measured using CT imaging.
They found a strong power correlation between the elastic modulus and densitometric measures. The
apparent density, raised to the power 1.4 showed a correlation of 91% and the mineral density, raised
to the power 1.2 showed a correlation of 90%. Keller [13] considered the apparent ash density, or dry
density, and found that both linear and power models produced high correlations. However the highest
correlations where found with power models. Correlation of 96.5% with E = 10.5ρ2.57±0.04α was found.
Hodgkinson and Currey [30] found a correlation of 91% using a close to quadratic power relation between
Young’s modulus and the apparent density. Despite high correlations being found using densitometric
measures in individual studies, there is a large variation in the nature of the correlations [12]. Helgason
et al. [12] performed a literature review of correlations using only densitometric measures and found
little agreement between studies, demonstrating that densitometric measures are insufficient. Figure
/reffig:densitometricCorrelationStudies visually demonstrates the lack of agreement.
Figure 2.4: Young’s modulus vs. apparent density from multiple sources [12].
Goldstein et al. [9] suggested that scalar densitometric measures were not sufficient due to the hetero-
geneity of the structure leading to anisotropic behaviour. A wide range of microstructural indices were
considered, including measures of anisotropy using the mean intercept length method. They performed
multiple regression analysis and found the correlation could be improved by combining the bone vol-
ume fraction with anisotropy, quoting 90% of variance accounted for; however the manner in which they
used the mean intercept length ellipsoid was not specified. Strong correlations between independent
indices were also found, with a highly significant relationship between the trabecular plate number and
connectivity with bone volume fraction quoted [9].
Ulrich et al. [11] similarly suggested that more than merely densitometric measures must be used to
account for the still unexplained variance. It was found that the correlation improved from 53% to 82%
when relative density (BV/TV) and mean intercept length ratio were used as opposed to only using
relative density. A further increase to 92% correlation was quoted when relative density, mean intercept
length ratio and trabecular spacing was considered. The set of indices that lead to the best correlations
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varied based on anatomical site. Moesen et al. [15] quotes between 75-90% correlation with Young’s
modulus using a fabric tensor based on mean intercept length method.
Ding et al. [8] correlated how plate-like or rod-like the structure is using structural model index (SMI)
with the mechanical properties, finding a correlation of 42% using a linear regression analysis. They found
an increase in correlation by separating the data into three age groups, using a different index or set of
indices for each. It was demonstrated that a correlation of 57% was present using connectivity density
alone for the young cohort, 52% was present using trabecular thickness for the middle-aged cohort and
58% was present using apparent density and degree of anisotropy for the old-aged cohort. This suggests
that different mechanisms are present in the structure-property relation during ageing. The correlations
found in the study by Ding et al. [8] were substantially lower than found by other studies.
Cui et al. [10] similarly found the structural model index to be important, showing the second highest
correlation with Young’s modulus (51%) with the highest being relative density (76%). The degree of
anisotropy and trabecular thickness alone showed no significant correlation with mechanical properties,
in contrast to previous investigations [9, 11, 15]. It was shown that a combination of indices produced
higher correlations, similar to Ulrich et al [11]. Combining structural model index, trabecular number
and trabecular thickness resulted in a correlation of 80%. The mechanical properties were not experi-
mentally determined, but determined using finite element analysis assuming a constant material property
throughout which could have lead to erroneous results.
2.2.3 Critique of Microstructural Indices
There have been, in recent years, an analysis of certain microstructural indices that have noted theoretical
flaws in the definition of the index. This section outlines flaws in the structural model index (noted by
Salmon et al. [26]) and the mean intercept length (Kalttx et al. [31]).
Salmon et al. [26] bring to light a problem with the definition of the structural model index and assert
that it does not measure the plate- or rod-likeness of the structure. The methodology makes assumptions
regarding the convexity of the structure, assuming constant positive curvature of the surface. This is in
contrast to actual trabecular structures which are highly concave. The structural model index is negative
when evaluated on concave surfaces, which imparts error into the presumed positive SMI. Salmon et
al. [26] demonstrated that the SMI failed to capture the plate to rod transition when simulating the
erosion of trabecular bone, noting that SMI is strongly correlated to relative density. They propose
the ellipsoid factor as a more accurate measure of structure and demonstrate that the ellipsoid factor
accurately detects the rod-like trabecular bone in avian samples and is not confounded by the relationship
with relative density and percentage convexity like the structural model index.
The strong relationship between the structural model index and relative density is likely the reason it
provides false positive correlations with elastic modulus, as the relative or apparent density has well
known correlations with the elastic modulus.
Klattx et al. [31] investigated the assumption that the polar plot of the directional mean intercept length
is, in general, an ellipse. To do this, they developed an analytical solution for the mean intercept length
for overlapping grain models of porous media, supplemented by numerical simulations. The findings
demonstrate that the polar plot of the mean intercept length is not an ellipse in general for simple
boolean models of porous media. This has implications in how the mean intercept length is used to
create a fabric tensor to define the structure-property relation, as the fabric tensor is created by a least
squares fitted ellipsoid and can not in general be represented by a second rank tensor.
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2.2.4 Summary of Correlation Studies and Discussion of General Trends
Table 2.2 shows a summary of the correlation studies reviewed. The summary of indices used demonstrates
that no conclusions has been met regarding which combination of indices produce the highest correlations.
However, it does show that the BV/TV, which is a measure of apparent density, is common throughout.
In more recent studies the SMI seems to overtake BV/TV. This is due to the strong correlation between
the SMI and BV/TV. The apparent density alone does not account for all of the variation, noted in
the literature review by Helgason et al. [12], and other indices that capture the determining features
of the structure that define the structure-property relation are required. The mean intercept length is
an attempt to capture the inherent anisotropy present in trabecular bone, as pure scalar values are not
sufficient.
Table 2.2: Overview of the results from a series of correlation studies.
Authors Microstructural Index Correlation Year
Galante el al. [14] Apparent Density High Correlation 1970
Lotz et al. [29] Apprent Density 91% 1990
Keller et al. [13] Ash density 96.5% 1991
Hodgkinson & Currey [30] Apprent Density 91% 1992
Goldstein et al. [9] BV/TV and MIL 90% 1993
Ulrich et al. [11] BV/TV, MIL, Tb.Sp 92% 1999
Ding et al. [32] SMI 42% 2002
Cui et al. [10] SMI, Tb.N, Tb.Th 80% 2006
Moesen et al. [15] MIL 75-90% 2012
2.3 Numerical Modelling of Trabecular Bone
This section gives an overview of the common methods for finite element modelling of trabecular bone.
Finite element analysis of trabecular bone has been used widely in research, for example the approach
has been used to determine material properties by correlation with experimental results [33], determine
structural response [10,34–36], predict and understand fracture mechanics [37] and attempt to accurately
predict behaviour from in-situ trabecular bone scans [38].
Finite element analysis is well posed to model trabecular bone due to the complex structure of the bone;
and with the very high resolution µCT available, the finite element meshes can accurately model the
geometry. There are two conventionally used methods using continuum elements to build FE meshes
from µCT scans; one using axis aligned hexahedral elements and other using tetrahedral elements [35].
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Figure 2.5: Finite element meshes of trabecular bone using two different resolutions (84
µm and 168 µm) with two element types: axis aligned hexahedral elements (top) and
tetrahedral elements (bottom) [35].
Both methods require a thresholded µCT image, where each voxel is classified as either bone or back-
ground. The output from a µCT scan is a greyscale image, where the grey value of each voxel represents
the density.
The hexahedral meshing method loops over each voxel of the thresholded µCT image and places an axis
aligned hexahedral element when a bone voxel is found. The tetrahedral meshing method relies on the
marching cubes algorithm outlined in Section 2.2.1.4, which creates a triangulated surface mesh. Each
surface triangle is used as a face of a tetrahedral element, and the internal volume is filled with uniformly
sized tetrahedral elements. This results in a much smoother representation of the surface than when
hexahedral elements are used, which is demonstrated in Figure 2.5.
Recently another method for meshing the µCT images have been used, where shell and beam elements are
used instead of continuum elements based on volumetric decomposition of the µCT images into the plates
and rods that make up the trabecular bone structure [39–42]. The individual trabecular rods are modelled
using 2 node-beam elements and the trabecular plates are modelled using multiple shell elements. The
thickness of the elements are determined using a local thickness approximation as described in Section
2.2.1.7. Figure 2.6 shows an example of the plate and rod decomposition as performed by Van Lenthe et
al. [39].
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Figure 2.6: Example showing decomposition of µCT image into plate and rod model. (a)
µCT image topological reconstruction, (b) skeletonisation and point-classification, (c) multi-
colour dilation (d) plate and rod model of µCT with correctly specified element thicknesses
[39].
The method has the clear advantage of lower computational costs as fewer elements are required, however
there are more important clinical advantages. The lowered computational cost means the method is
more applicable to clinical environments that may not have large computational resources. The other
clinical advantage has to do with analysis of the micromechanics, as the stress and strain states of
individual trabeculae are trivially accessible whereas in approaches using continuum elements the response
of individual trabeculae could only be assessed by navigating through several (up to millions) of elements
[42].
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Importantly the structural response and overall behaviour plate and rod method shows high correlation
with continuum element modelling methods. Wang et al. [42] investigated the accuracy of the plate and
rod method by comparing the response of idealised microstructural models (see Figure 2.7) with a wide
range of trabecular thicknesses. They quote a 762 times reduction in computational time for the largest
model and high correlation (R2 ≥ 0.99) between conventional continuum element models and the plate
and rod model.
Figure 2.7: Idealised trabecular structures showing both voxel based mesh and plate and
rod mesh [42].
It was demonstrated that the plate and rod model of the idealised plate-plate and plate-rod structures
showed high correlation with structural response (effective Young’ modulus) and yield strength; R2 ≥ 0.99
for any voxel size investigated [42]. However, the plate and rod model did under-predict the effective
Young’s modulus for the idealised rod-rod structure for trabecular thicknesses of 240 µm and 320 µm; this
deviation is ascribed to a limitation of beam theory with shear deflection of thick beams [42] and thus the
deviation could be overcome by using a different beam formulation. However, the deviation is acceptable
as the average trabecular thickness is 100 µm in rod-predominant structures [42]. This demonstrates that
beam and shell modelling is a sound research avenue for trabecular bone and trabecular-like structures.
Regardless of meshing methodology, without an accurate measure of the mechanical properties of the
trabecular material the model will not accurately capture the structural response. It is important to
clearly distinguish between the properties of the structure and the properties of the material (individual
trabeculae). It was assumed that the elastic modulus of individual trabeculae would be the same as for
thin cortical bone samples, however several investigations show considerably lower elastic moduli than
whole bone [20].
There is a very large discrepancy in literature for the material properties of trabecular bone; ranging
from 1 to 20 GPa [20]. Rho et al. [43] performed nano-indentation experiments to determine properties
of trabecular bone; and quoted a statistically significant variance in elastic modulus for the tested samples.
The possible causes for the variance that were considered were the influences of microstructural defects
such as cement lines and voids, uncertainty in the geometry of the specimens due to their small size
and the difficulty in correctly aligning small specimens in fixtures for testing [43]. Choi et al. [44] states
that, even though individual trabeculae are at the microstructural scale, the response of trabecular bone
specimens should potentially still be considered a structural response rather than a material property [44].
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Table 2.3 shows experimentally determined elastic moduli for trabecular bone, using a wide range of
testing procedures. This demonstrates the lack of agreement on the exact material properties of trabecular
bone.
Table 2.3: Overview of values of elastic modulus for trabecular bone and how there were
determined. Adapted form [20].
Author Year Method Estimate of elastic
modulus (GPa)
Runkle and Pugh [45] 1975 Buckling 8.96 ± 3.17
Townsend et al. [46] 1975 Inelastic buckling 11.38
Williams and Lewis [33] 1982 Back-calculating from FEM 1.3
Ashman and Rho [33] 1988 Ultrasound test method 12.7 ± 2.0
Ryan and Williams [47] 1989 Tensile testing 0.76 ± 0.39
Hodgskinson et al. [48] 1989 Microhardness 15
Kugn et al. [49] 1989 Three-point bending 3.81
Mente and Lewis [50] 1989 Cantilever bending with FE analysis 7.8 ± 5.4
Choi et al. [44] 1990 Four-point bending 5.35 ± 1.36
Rho et al. [51] 1993
Tensile testing 10.4 ± 3.5
Ultrasound test method 14.8 ± 1.4
Rho et al. [43] 1997
Nanoindentation (longitudinal) 19.6 ± 3.5
Nanoindentation (transverse) 15.0 ± 3
Table 2.4 shows an overview of the elastic moduli used in various finite element analyses of trabecular
bone [10, 34–36, 39, 40, 52–56]. There is a clear discrepancy noted when comparing the elastic moduli
used as material properties commonly in finite element analysis of trabecular bone to the attempts
to experimentally determine the mechanical properties. Commonly a value of 10 GPa is used as the
element properties, and very commonly simple isotropic material models are used for the trabecular
bone. Further investigation into the material properties of trabecular bone is required as incorrect values
used in modelling could lead to erroneous descriptions of the mechanical behaviour and misunderstanding
of the functions that different microstructures offer.
Table 2.4: Summary of elastic moduli used for the trabecular material properties in various
finite element analyses of trabecular bone.
Author Year Element Type Tissue Elastic modulus (GPa)
Muller [52] 1995 Hexahedral 12.72 (average)
Lengsfeld et al. [34] 1998 Hexahedral and Tetrahedral 11
Ulrich et al. [35] 1998 Hexahedral and Tetrahedral 10
Niebur et al. [53] 2000 Hexahedral Iteratively calculated using
ratio of effective modulus
to element modulus with
experimental results (value
not stated)
Cui et al. [10] 2006 Hexahedral 10
Van Lenthe et al. [39] 2006 Plate and Rod method 10
Liu et al. [40] 2008 Hexahedral 15
Bevill et al. [36] 2009 Hexahedral 10
Bevill and Keaveny [54] 2009 Hexahedral 10
Guillen et al. [55] 2011 Hexahedral 18
Wang et al. [42] 2013 Hexahedral and Plate and Rod
method
15
Chapter 2: Literature Review 17
University of Cape Town Department of Mechanical Engineering
2.4 Cellular Solids
This section gives an overview of the analytical solutions to macroscopic properties of the lattices inves-
tigated in this research, as well as the work on cellular solids and the applicability to trabecular bone
modelling. Gibson and Ashby note the similarity of trabecular bone to open-cell lattice structures in ap-
pearance and behaviour [6], which in part motivated this research to investigate methods used to account
for variation in trabecular bone using idealised open-cell lattice structures with differing properties.
2.4.1 Properties of Cellular Solids
This section gives an overview of the work done on the mechanical properties of cellular solids; paying
particular attention to the analytical solutions for the lattices investigated as part of this research that
will be used to validate the numerically determined responses in certain directions. Care must be taken
in the interpretation of analytical results as they often make assumptions and ignore certain modes of
deformation.
The mechanical properties of lattices are influenced by three predominant factors; namely the mechanical
properties of the base material (properties of trabecular tissue, properties of aluminium in aluminium
foams, etc.), the topology of the lattice and the relative density (ρ∗/ρs) where ρ∗ is the density of the
lattice and ρs is the density of the solid [57].
The topology of the lattice importantly determines the dominant deformation mode, which can be either
bending-dominant or stretch-dominant. Most lattices are bending dominant, which causes their stiffness
to be well below that of stretch-dominant lattices [57]. Ashby gives an example of a bending-dominant,
low-connectivity lattice with a relative density of 0.1 being 10 times less stiff than a stretch-dominant
triangular lattice [57].
When mechanically loaded, lattices initially deform elastically until plastically yielding, buckling or brittle
fracture of the cell plates or rods occurs. The structure will continue to deform at near constant stress
(called the plateau stress) until the cell plates or rods start to impinge against each other. Once the cell
walls impinge, the lattice starts to densify and the stress rises sharply [6,57]. Figure 2.8 shows an example
stress versus strain curve for cellular solids. This research only deals with the initial elastic region, where
the effective Young’s modulus is present.
Figure 2.8: Example stress-strain curve for cellular solid [57].
Chapter 2: Literature Review 18
University of Cape Town Department of Mechanical Engineering
Gibson and Ashby describe properties used to characterise the topology and structure of lattices, similar
to how microstructural indices are used to characterise structure in trabecular bone research. Table 2.5
shows an overview of the parameters described.





Largest principal cell dimension L1
Smallest principal cell dimension L2
Shape anisotropy ratio R = L1/L2
Cell wall thickness t
2.4.1.1 2D Lattices
The elastic properties of many 2D lattices are well understood, in particular the lattices investigated
in this research [6, 57, 58]. Gibson and Ashby present analytical solutions for the square, triangular
and hexagonal lattices using a unit cell modelling technique, and assuming deformation only by the
predominant deformation mode. However, they present the results only for square cross sections [6] and
leave out portions of the derivation such that solutions can not be modified for different cross sections.
Lawrence [17] derived the relative elastic moduli generally, and provided solutions with circular cross
sections. The elastic moduli of these lattices were also derived with lateral confinement [17].









The response of the square lattice is unchanged with lateral confinement.


















































where, E∗ and Es are the elastic modulus of the structure and base material respectively, and d and l
are the diameter and lengths of the circular beam making up the lattice [17].
It is interesting to note that stretch or axially dominant deformation modes have a linear dependence on
the beam aspect ratio (which is proportional to relative density) while the bending-dominant structure,
such as the hexagonal lattice, have a cubic dependence on beam aspect ratio.
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The triangular and hexagonal lattices are fully isotropic, whereas the square lattice is highly anisotropic
having the same properties in the principal directions but a massive reduction in stiffness at off angles
[6, 17, 58]. Gibson and Ashby present a polar diagram showing the response of the three lattices loaded
at various angles, with the same beam aspect ratio (see Figure 2.9).
Figure 2.9: Polar plot showing the macroscopic Young’s modulus for square, triangular and
hexagonal lattices comprised of beams with the same aspect ratio [6].
Lawrence [17] showed the effect of lateral confinement on elastic moduli, which depending on structure
can have a simple scaling effect whilst maintaining similar isotropy (see Figure 2.10b) or have a dramatic
effect changing the degree of anisotropy (see Figure 2.10a).
Figure 2.10: Effect of lateral confinement on elastic moduli for; (a) square and (b) triangular
lattices. [17]
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2.4.1.2 3D Lattices
Deshpande et al. [59] investigated the effective mechanical properties of the octet-truss lattice. They
provide analytical solutions for the octet-truss lattice relative density and elastic moduli, assuming only
axial deformation as the contribution from the bending of struts is negligible.









where a and l are the radius and lengths of the beams respectively. The elastic moduli of the principal













The structure is anisotropic, with the octet-truss structure having the highest elastic modulus in the p4













Figure 2.11: Octet-truss unit cell [59].
Zhu et al. [60] analytically derived the effective mechanical properties of the Kelvin cell (tetrakaidecahe-
dron), without considering non-dominant deformation modes negligible. The effective Young’s modulus





2(1 + 3r2) . (2.14)
They also found that the Poisson’s ratio approaches 0.5 for low relative densities and that the lattice
model is isotropic, unlike the majority of 3D lattices [60].
See Appendix C for the derivation of the cubic lattice in the principal directions.
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2.4.2 Cellular Solid Idealisation
Gibson and Ashby attempt to account for the variation that relative density alone cannot account for,
using idealised unit cells for two distinct classes of trabecular bone. The classes of bone they considered
were highly equiaxed, separated into low and high densities (see Figure 2.12a,b) and stress-orientated,
separated into prismatic and parallel plate models (see Figure 2.12c,d).
Figure 2.12: Idealised trabecular model for trabecular bone: (a) low density equiaxed
structure, (b) high density equiaxed structure, (c) stress orientated prismatic structure,
and (d) stress oriented parallel plate structure [6].
The low density equiaxed model was used such that the linear-elastic behaviour is dominated by the










where E∗ and Es are the Young’s moduli of the structure and material respectively, C1 is a constant
near unity related to the exact cell geometry, ρ∗ and ρs are the density of the structure and the material
respectively [6].
The perforated plate model used to represent the high density equiaxed model which similarly responded
in bending. As the perforation is variable, the model can represent everything between a closed cell to a









where a varies between 1 and 2 based on the relative diameter of the perforation.
The stress oriented models for trabecular bone differ in that they have distinct Young’s moduli based on
direction of loading. The Young’s modulus for both the prismatic and parallel plate models vary linearly
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or cubically depending on loading direction. The Young’s moduli for the prismatic model loaded across


















This model predicts that the Young’s moduli of trabecular bone samples should lie between a line with
gradient 1 and 3 passing through the point corresponding to the density of whole bone, corresponding
to linear and cubic dependence respectively (see Figure 2.13a) when plotted against density. Figure 2.13
demonstrates that the model captures much of the data, however a significant portion lie outside of this
region [61]. Gibson and Ashby [6] account for the deviation in Figure 2.13a by considering the effects of
strain-rate. The stress-oriented model, which predicts the Young’s moduli plotted against data should
vary linearly for longitudinal moduli and cubically for transverse moduli [6].
Figure 2.13: Young’s moduli of trabecular bone plotted against density; (a) of unspecified
orientation, (b) transverse and longitudinal directions [6].
Gibson and Ashby assume that the material properties of trabecular bone (not the structural property)
is the same as cortical bone and thus their models can be extrapolated to the behaviour of cortical
bone. This is shown in the line of best fit drawn through the point corresponding to whole bone. This
is a common assumption however it does not fit with more recent experimental data in attempts to
capture the mechancial properties of individual trabeculae [20, 44, 51, 62]. This is more likely the reason
that a significant portion of the data falls outside the predicted region. It is also interesting to note
that the constants C1−4 which are used to describe the geometry of the models could be thought of as
microstructural indices used in particular combinations.
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2.5 Homogenisation and Elasticity Transformation
The lattice response is linear elastic until plastic yielding, buckling or brittle fracture of the cell walls
(see Figure 2.8) if the base material is linear elastic [6], which is the region of interest for this research.
As the response is linear elastic, effective properties for Young’s modulus, shear modulus and Poisson’s
ratio could be used in an the elasticity tensor for a model using solid elements [63].
Ptochos et al. [63] used a homogenised model on a body centered cubic lattice, based of effective material
properties which were analytically calculated, finding very high correlation with their discrete model
with dramatic decrease in computational cost. Their discrete model had 40,960 element while their
homogenised model only used 512 elements.
Their investigation did not consider the anisotropy of the effective properties and therefore the approach
needs to be extended for use in this research. The anisotropy can be determined by taking advantage of
inherent symmetries in the elasticty tensor, and transforming the elasticity tensor to different coordinate
systems such that it would respond correctly to loading in the new coordinate system [64].
Stress and strain are both symmetric second rank tensors, as they are defined by two distinct properties;
stress is defined by a traction vector and the normal of the surface on which the traction acts and strain
is defined by a change in length in a given direction and the original reference direction [65]. Stress and
strain are field tensors, distinct from property tensors, as arbitrary stresses (and resulting strains) can
be applied that do not have to conform to crystal symmetries [64].
The elasticity tensor is defined as the relationship between the stress and strain, and for linear elastic
materials the elasticity tensor is defined by Hooke’s Law [65]. As stress and strain are both second rank
tensors, the elasticity tensor is therefore a fourth rank tensor. The transformation of the elasticity tensor
is done by transforming the stress and strain to different coordinate systems.
The transformation of stress and strain is complicated by the conventional use of Voigt notation, which
is a condensed notation of stress and strain that take advantage of symmetries due to equilibrium. The
stress tensor can be equated to a stress vector as follows:











The transformation matrix for the 6x1 stress vector is derived by comparing the coefficients of stress
tensor transformed by αij to the stress vector multiplied by a 6x6 transformation matrix a.
The transformation of the stress tensor is:
σ′ij = αilαjkσkl, (2.20)
where σ′ij is the stress in the new coordinate system, α is the transformation matrix and σij is the stress
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The coefficients aij can be determined by comparing expanded out transformed coefficients of the stress
vector and tensor, equating the terms using Equation 2.19. For the first stress component, σ′11 = σ′1, it
follows that:
σ′1 = a11σ1 + a12σ1 + · · ·+ a16σ6
σ′11 = α211σ11 + α11α12σ12 + α12α11σ21 + · · ·+ α212σ22 + . . .
, (2.22)
By grouping terms it shows that a11 = α211, a12 = α212, a16 = 2α11α12. Following the same procedure the
rest of the coefficients of the transformation of the stress vector can be determined.
The strain vector in Voigt notation is:











The transformation of the strain vector could be achieved in the same fashion as the stress vector, however
by utilising the fact that strain energy density, W is a scalar quantity it is invariant to changes in basis
W ′ = W .
W = W ′
W = εTσ = εT (a−1a)σ = εTa−1(aσ)
W = εTa−1σ′
W ′ = ε′σ′
(2.24)
Therefore ε′ = εTa−1 = (a−1)T ε. The transformation of the elasticity tensor can be achieved using the
transformations of the stress and strain vectors (see Chapter 4).
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The macroscopic stiffnesses of arbitrary lattices with arbitrary loading and boundary conditions were
determined using finite element analysis, solved in LS-DYNA using beam elements. The approach used
was to generate an oversized lattice, which is rotated and cropped to a specified test region. The lattice
was rotated, in lieu of the loading angle, such that the lattice could be loaded in varying directions
whilst maintaining an easily definable boundary. The lattices are subjected to a prescribed displacement,
ensuring constant macroscopic strain, and the summation of forces result in a volume averaged stress





where εprescribed is the prescribed macroscopic strain, σavg is the volume averaged stress and Eeff is the
effective stiffness of the lattice.
3.2 Mesh Generation
A unit cell approach was used to generate the periodic lattices. The smallest repeating structure (unit
cell) is manually defined, along with the required number of unit cells to make up the full lattice in
X,Y,Z. The unit cell is copied into the prescribed positions and neighbouring cells have elements and





















Figure 3.1: Tetrakaidecahedron Unit Cell: (a) beam representation (b) solidified represen-
tation.
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To ensure that the time taken to add a new cell to the lattice did not increase as the size of the lattice
increased, any data reading of the whole lattice was limited. This was achieved by storing node and
element data in cell objects. Whenever a new cell is added to the lattice only the neighbouring cell object
data is required.
The cells are all stored in a dictionary, or associative array, where the list of cells is indexed by the
position of the cell rather than a range of numbers as in a conventional array. This makes the time to
find a cell at a given position plateau, regardless of number of cells in the list. Algorithm 1 shows the
process of adding a new cell to the lattice.
Algorithm 1 Mesh Generation - Add New Cell
procedure NewCell(newPosition)
[nodesToAdd, elementsToAdd]← UnitCell.T ransform(newPosition)
for position in adjacentPositions do . Finding all neighbouring cells




for node in nodesToAdd do . Adding new nodes
if node in nodesToCheck then . Node exists, don’t add
nodeID ← nodesToCheck.ID where nodeToCheck == node
elementToAdd.nodeID ← nodeID where elementToAdd.nodeID == nodeID
else
addNode(node)
for element in elementsToAdd do . Adding new Cell
if element not in elementsToCheck then
addElement(element)
addCell() . Adding this cell to dictionary
The geometry of each unit cell dictates which neighbouring cells can be attached. For example the unit
cell shown in Figure 3.1 can only attach to the 6 cells sharing faces, as there are no corner or edge nodes.
Figure 3.2 shows the average time to add a cell to a lattice as a function of total number of cells for two
unit cells.





























Figure 3.2: Average time to add a new cell to a lattice, for two different unit cells
Figure 3.2 demonstrates that the average time to add a new cell is consistently higher for the unit cell
that has only 14 nodes and 26 potential neighbouring cells than the more complex unit cell (14 nodes)
with fewer potential neighbouring cells. This indicates that speed of mesh generation has a greater
dependency on the number of potential neighbours than the complexity of the unit cell. Given that
certain macroscopic topologies can be described by more than one unit cell. Care must be taken in
defining a unit cell such that the number of potential neighbouring cells is minimised. It can also be seen
that for both the unit cells shown, the average time taken to add a new cell plateaus.
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3.2.1 Previous Mesh Generation Approach
The first mesh generation approach was to use recursive generation rule-sets. The approach required all
the nodes of the lattice to be placed first, then a set of recursive rules would connect all the nodes to form
the required lattice. This worked well for 2D lattices, however as the process was inherently abstracted
from the actual geometry it became increasingly difficult for 3D lattices.
The current method was found to be more intuitive and could be used for any periodic lattice structures
more readily than the generation rule-set approach.
3.3 Mesh Cropping
The oversized lattices need to be cropped to a specified test region. Efficiency of the cropping procedure
was a concern as the number of nodes and elements become very large in the larger lattices, which is
compounded by the large number of rotations required. For example a 35 × 35 × 35 cell Kelvin cell
lattice has 529616 nodes and 1044116 elements, and 331 rotations where required to achieve a reasonable
resolution in 3D. It was important to find a method to structure the nodal coordinate data such that it
could be efficiently searched.
3.3.1 Spatial Hashing
There are many options for ordering spatial data however as the structure would need to be created for
each rotation, the efficiency of building the structure was the limiting factor. A spatial hash was decided
on as rebuilding the hash is only O(N)1, with N data points, where a conventional tree-like structure like
a binary space partition is at best O(Nlog(N)) to rebuild the tree [66].
Spatial Hashing is a method to project 2D or 3D data into a 1D dictionary (also known as an associative
array or hash table). The domain of the positional data is subdivided into a uniform grid, and the
positional data is labelled with a unique key corresponding to the grid space it falls in [66].
The hash table is an indexed list of data points that fall within a grid space for each grid space in the
domain, which is indexed by the unique key. This effectively sorts the data into ‘buckets’ of neighbouring
data, which are efficiently recalled by the key. Figure 3.3 is an example of 14 points (illustrated as
encircled letters) being hashed over a 5x5 grid (left) into a hash table (right), illustrating how positional
data is stored by a spatial hash.
0 1 2 3 4
5 6 7 8 9
10 11 12 13 14
15 16 17 18 19


































Spatial Hash - 14 Objects, 5x5 Grid
Figure 3.3: Example of Spatial Hash.
1Big O notation is a measure of computational efficiency, representing the worst case scenario
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The benefit is, that once you have created the spatial hash, queries to find positional data become very
fast. For example, Table 3.1 shows the difference in computational time between using a spatial hash to
decrease search space (including time to generate the spatial hash) and a brute force search to find all
points a specified distance away from a line.
Table 3.1: Spatial Hash Efficiency Example.




Table 3.1 demonstrates that the spatial hash creation is O(N), or increases linearly in time with increased
number of points and shows that for simple tasks the efficiency increase using a spatial hash is considerable,
within the expected range of nodes.
3.3.2 Rotations and Angle Series Definition







where R(θ) is the rotation matrix and θ is the angle of rotation; however a convention must be chosen
and adhered to in defining 3D rotations.
Euler angles rotations define any arbitrary rotation in 3D space as a series of rotations around each axis.
Any orientation is then a function of 3 Euler angles R(ψ, θ, φ). Further, the order in which the axis
rotation matrices are multiplied must be chosen and adhered to as RxRyRz 6= RzRxRy. The generalised
3D rotation convention used is:
R(ψ, θ, φ) = Rz(φ)Ry′(θ)Rx′(ψ)
R(ψ, θ, φ) =
cos(φ) − sin(φ) 0sin(φ) cos(φ) 0
0 0 1
cos(θ) 0 − sin(θ)0 1 0
sin(θ) 0 cos(θ)
1 0 00 cos(ψ) − sin(ψ)
0 sin(ψ) cos(ψ)
, (3.3)
where R(ψ, θ, φ) and (ψ, θ, φ) are the angles of rotation about (z, y′, x′) respectively; (y′, x′) are the




















Figure 3.4: 3D rotation by Euler angle rotations. Showing effect of each subsequent rotation
matrix.
The following is the method in which the series of angles to fully describe the anisotropy over a region are
defined. The definition of the angle series in 2D is trivial with only one angle to increment. The series is
incremented with between a defined start and end angle with a constant step size. As with the rotation
matrix, the definition of series of angles becomes more complex in 3D.
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To capture the mechanical response in 3D, the angle series needed to fully cover the positive octant; the
lattices investigated have reflective symmetry and therefore the positive octant alone is sufficient. As
generalised Euler angles are used, a simple incrementing scheme would not easily work to fully cover the
positive octant with near equispaced points.
To achieve this, the set of Euler angles that rotate the loading direction onto a set of vectors corresponding
to points linearly spaced across the surface of a cube (see Figure 3.5a) are calculated. The Euler angles


























Figure 3.5: Scheme for generating 3D angle series: (a) cube with linearly spaced vertices
(b) points generated via rotating direction.
The following procedure is used to calculate the rotation matrix that rotates a vector A, to another
vector B. Given two arbitrary unit vectors A and B, the rotation from A to B can trivially be defined
on the plane with the normal A×B as:
U =
cos(β) − sin(β) 0sin(β) cos(β) 0
0 0 1
 =
 A ·B −||A×B|| 0||A×B|| A ·B 0
0 0 1
 , (3.4)
where β is the planar angle between vectors B and B. The method of calculating U relies on linear algebra
rather than evaluating trigonometric functions as linear algebra is more computationally efficient.
U is the rotation on the plane with the normal B×B, and not in respect to the normal basis x, y, z, thus
U has to be transformed into the normal basis.
U is in the basis defined by A, the orthographic projection of B onto A and A×B. Thus the change of






Therefore, the rotation from A to B in the normal basis is:
R(ψ, θ, φ) = DUD−1 (3.6)
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The rotation matrix calculated in Equation 3.6 is equated to normal rotation matrix (Equation 3.3). The
Euler angles are calculated from components of the expanded rotation matrix in 3D (Equation 3.7).
R(ψ, θ, φ) =
cos(φ) cos(θ) − sin(φ) cos(ψ) + cos(φ) sin(θ) sin(ψ) sin(φ) sin(ψ) + cos(φ) sin(θ) cos(ψ)sin(φ) cos(θ) cos(φ) cos(ψ) + cos(φ) sin(θ) sin(ψ) − cos(φ) sin(ψ) + sin(φ) sin(θ) cos(ψ)
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3.3.3 Boundary Element Deletion Cropping Procedure
The cropping procedure requires an oversized lattice, and an axis aligned bounding box that will become
the test region (see Figure 3.6a). It is important that the size of the bounding box is defined such that









where l2Db and l3Db are the side lengths of the bounding box for 2D and 3D respectively, and ll is the
shortest dimension of the lattice. This ensures that the length of the diagonal of the bounding box must
be smaller than the shortest edge of the lattice.
The lattice is rotated by multiplying each nodal position vector with a rotation matrix (see Figure 3.6b).
The lattice is rotated as the mechanical anisotropy is of particular interest, however any transformation
can be applied. The same method can be used to investigate other effects, such as imparting stretch to
investigate the effects of geometric anisotropy on mechanical response.
Once the mesh has been rotated, the spatial hash is created and used to quickly cull nodes (see Figure
3.6c). The bounding box is used with the spatial hash to classify all the external nodes as nodes that
are one grid space away from the edges of the bounding box. The grid size of the spatial hash is set to
1 element length, such that it is ensured that no classified external nodes are connected to a node inside
the bounding box. These external nodes are deleted (see Figure 3.6d).
The identification numbers associated with each node that is referenced by the list of elements and used in
the construction of the stiffness matrix, are kept static during the cropping process. By using static node
ID numbers, as opposed to numbering the nodes based on their position in the nodal list; the element




Figure 3.6: Cropping Procedure: (a) Original lattice and bounding box (b) Rotated lat-
tice (c) External nodes classified (d) External nodes deleted (e) Potential boundary nodes
identified (f) External nodes deleleted and boundary correctly classified
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Once the external nodes are deleted, potential boundary nodes are identified to minimise the number of
nodes that need further processing (see Figure 3.6e). The potential boundary nodes are found by finding
the difference between the set of all nodes and the sets of external nodes and internal nodes (see equation
3.10). The internal node set is found in a similar method to the external nodes.
Nboundary = Nall − (Next
⋃
Nint) (3.10)
The set of potential boundaries are processed to remove all nodes outside of the bounding box, whilst
characterising the nodes into sets corresponding to the closest edge/surface of the boundary box. The
boundaries are characterised by finding the closest boundary to an external node in the potential boundary
set, then tagging all nodes connected and finally deleting the external node (see Algorithm 2). This
effectively tracks the boundary inwards as the external nodes are deleted.
After Algorithm 2, the mesh has a fully classified boundary and is fully within the bounding box (see
Figure 3.6f). The last processing step ensures that all boundary nodes are part of a closed unit cell. This
is to ensure that the predominant deformation mode for the given lattice is maintained at the boundary.
To do this, all boundary nodes connected to too few nodes are removed.




boundaryNodes ← [[[],[]] for x in range(dim)] . Creates sized array 2D/3D
for i in potentialBoundarySet do
if not bounds.IsPointWithin(nodes[i]) then
for d in dim do
if bounds.extents[1][d] <nodes[i][d] then
boundaryNodes[d][1].append(i)
break
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3.3.4 Boundary Element Intersection Cropping
Another approach to cropping is to cut the elements that cross the defined bounding box, placing a new
node on the boundary. This has the benefit of having nodes placed directly along the boundary, which
are easier to search for and result in an easily definable bounding size. Figure 3.7 shows the result of a
2D triangular mesh cropped using exact cropping.
Figure 3.7: Rotated 2D triangular lattice cropped using exact cropping.
This method follows the same procedure as described previously until the set of potential boundary nodes
are identified (Figure 3.6). The set of potential boundary nodes are searched to find elements with one
internal and one external node to find elements which cross the boundary. All elements crossing the
boundary are cropped using the Liang-Barsky algorithm [67].
This method potentially results in extremely small elements that could cause numerical instabilities. To
overcome this a tolerance was specified and all boundary elements were searched and collapsed into a
single node if their length was under the tolerance. This does result in slightly irregular geometry at the
boundary, but the effect of the irregularities was smaller than the numerical instabilities.
A comparison of the two boundary cropping techniques are shown in Section 6.2. It was decided that the
comparison of boundary cropping methods would not include stitching the edge elements to ’repair’ the
boundary of the element intersection cropping method. The concern was that the repair would stiffen
the boundary and the structure would not take all of the load, causing an overall stiffer response.
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3.4 Finite Element Model Definition
This section outlines the particulars of the finite element model used in LS-DYNA. The mesh data was
formatted into the required .k files for LS-DYNA using code written in Python. As each calculation of
effective properties required potentially hundreds of FE simulations, manually setting up and running
each was not feasible. To this end, code was written to set up all the FE simulations, saving them in a
hierarchical file structure. Finally a batch file is created that automatically steps through the file tree
and runs every simulation.
As the effects of the lattice geometry on global properties were of interest, the model was kept as simple
as possible. To this end, an orthotropic elastic material model was used and as time dependant effects
were not of interest it was solved as a static problem using the implicit solver in LS-DYNA. A linear
Timoshenko beam with exact stiffness was used as the element type (ELFORM 13 in LS-DYNA). Figure
3.8 shows an overview of the cards used in the model and which cards are used in the definition of others.























Figure 3.8: LS-DYNA implementation overview.
The beam properties were similarly defined as simply as possible with a unit length, a circular cross
section and a 1:10 aspect ratio. Analytical derivations of macroscopic properties show the aspect ratio
of the lattice beams are an important determining factor [6]. Thus it is kept constant at dl = 0.1 for all
lattices and simulations.
The beam element definition in LS-DYNA requires a 3rd node that defines the local coordinates (orienta-
tion of cross section). The 3rd nodes position is defined globally. As perpendicular circular cross sections
are to be used, the 3rd node is calculated by finding a vector perpendicular to the element which is then
added to the first node.
The material properties use the Young’s Modulus, Poisson’s ratio and density of steel, chosen to ensure
that no numerical instabilities where caused by over or understiff material. Table 3.2 shows the values
used in the model.
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Table 3.2: FE model properties.
Material Properties







Second Moment of Area 4.909× 10−6m4
The area and second moment of area were calculated using the beam diameter with a circular cross
section. The model was set up in LS-DYNA with the material properties and solver preferences defined
and stored in a separate file to the geometry definitions. This was such that unnecessary data is not
copied and more importantly, that the simulations could be rerun with different properties with only one
file having to be changed (opposed to the hundreds of geometry files needing to be recreated).
The beams did not have internal rotational constraints (pin-jointed), however the boundary did have
rotational constrains. This was due to the symmetry of the structure cancelling out moments, causing
zero rotation internally. The boundary was constrained such that it acted as if it was within a larger
structure.
3.4.1 Compression Constraint
The model is subjected to two compression constraint types, namely unconstrained and fully constrained
(see Figures 3.9 and 3.10 respectively). The two constraint types were used to investigate the range of
lattice behaviour in trabecular bone, with unconstrained and fully constrained responses approximating
the trabecular bone at the marrows ‘free’ surface and at the cortical bone surface respectively. The two
constraint types were considered also as the behaviour of open cell lattice structures more sensitive to
lateral confinement than simple elastic solids. For example, adding a lateral confinement can change
the predominant deformation mode of the lattice and by investigating these two constraint types that
behaviour is captured.
Unconstrained behaviour allows free lateral motion by only having two prescribed boundaries, and one
fully constrained node to prevent rigid body motion. This constraint is used in determining effective
Young’s modulus, being used in closed form analytical definitions [6, 63] as no additional stiffness is
added via a lateral constraint. Therefore the stiffness calculated in using this constraint type is used in
homogenisation (see Section 2.5). Poisson’s ratio is determined using this constraint type.
Figure 3.9: (a) Unconstrained compression type (b) example deformation solved in LS-
DYNA.
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The second compression constraint is referred to as fully constrained (see Figure 3.10). This constraint
type disallows any macroscopic lateral deformation, caused by the Poisson’s effect, by forcing a zero
displacement perpendicular to the loading direction on side boundaries. This is not the same as uniaxial
strain where all displacement is in one direction, as the fully constrained boundary type only constrains
the surfaces of the lattice. This means that, depending on the lattice geometry, irregular internal strain
states could potentially be induced. See Section 7.1 for discussion on internal strain states.
Figure 3.10: (a) Fully constrained compression type (b) with example deformation solved
in LS-DYNA.
3.4.2 Shear Constraint
Figure 3.11: (a) Shear constraint type (b) with example deformation solved in LS-DYNA.
The lattice was loaded in shear with the boundary conditions shown in Figure 3.11. By only allowing
deformation on the faces along the normals (i.e in 2D, bottom face has zero prescribed displacement in
the e1 direction), the lattice is put into macroscopic simple shear. This ensures that the calculation of
the effective shear modulus is only capturing shear deformation.
By defining the boundaries as such the reaction forces act as surface tractions. In Figure 3.11, the bottom
and top surfaces have only a horizontal reaction force (in opposite directions), the left and right surfaces
have only vertical reaction forces which are opposing the moment caused by the top and bottom surfaces.
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3.5 Effective Property Calculations
This section outlines the manner in which the macroscopic or effective mechanical properties of the lattice
structures are determined. The lattices were loaded using a prescribed displacement, which enforces a
constant strain. The force on each boundary is the summation of all the resulting nodal forces on each
boundary. Using the total boundary force and prescribed deflection, the effective properties are calculated
treating the lattice as a solid material with a linear elastic material.
For each rotation the structural response is calculated with the prescribed displacement in the local
e′2 direction. The structural response of the lattice at any orientation can be inferred from the result
corresponding to the orientation which aligns the direction of interest with the e′2 direction. For example,






















Figure 3.12: Example showing a lattice tested at varying orientations: (a) 0 degrees (b) 45
degrees (c) 90 degrees.
A distinction must be made between effective properties, used in homogenisation and continuum mod-
elling (see Chapter 4), and structural response. The strain states need to be correct such that reasonable
effective properties are inferred. That is not to say the results are not valid for orientations and con-
straints that do not capture the effective properties; the structural response is still found as the modelling
method directly simulates the structure.
For anisotropic lattice structures, such as cubic lattices, orientation effects the validity of the effective
properties for usage in continuum modelling. This is due to complex strain states being induced by the
geometry (see Section 7.1). Constraints can also artificially stiffen the structural response, as is the case
with fully constrained compression tests.
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3.5.1 Boundary Definition
Macroscopic stress and strain states are required for calculation of effective properties. To correctly
define the stress and strain states of the lattice, the projected area is required. Thus the dimensions of
the boundary have to be clearly defined.
Figure 3.13 shows two possible boundary definitions for an example lattice. The first attempt was to
use the smallest boundary which can fully encapsulate the lattice (fitted boundary), however it produced
spurious results being sensitive to orientation. Using the average position of the boundary nodes to
define the lattice boundary was found to produce more consistent results. The variance of numerically
calculated effective stiffness for a 2D triangular mesh (isotropic) are 1.25×10−5 and 1.68×10−6 for fitted
and average boundary definitions respectively.
Boundary Definition
Figure 3.13: Example lattice showing two potential boundary definitions.
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Figure 3.14: Loading conditions for the calculation of the effective properties. (a) Uniaxial
compression (b) Simple shear.
3.5.2 Effective Young’s Modulus
Effective Young’s Modulus is calculated using compressive loading conditions (see Figure 3.14a) as follows.




where ε is the effective strain, δpres is the prescribed displacement and L2 is the original length in the





where σavg is the volume averaged stress, Ftotal is the summation of all the nodal forces on the surface
with the prescribed displacement and Aproj is the projected area of the lattice.
The projected area has to be defined for 2D and 3D respectively:
For 2D, in accordance with theory as the 2D models do not have an L3 dimension, the beam diameter is
used [6]:
Aproj = L1dbeam (3.13)
For 3D:
Aproj = L1L3 (3.14)
The effective elastic modulus is defined from the definitions of effective stress and strain (Equations







where Eeff is the effective elastic modulus of the lattice.
3.5.3 Effective Shear Modulus
Effective shear modulus is calculated using a transverse shear loading condition. The top surface is




where γ is the effective shear strain, δpres is the prescribed displacement and L2 is the original length in
the direction perpendicular to the shearing displacement.
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where τavg is the volume averaged shear stress, Ftotal is the summation of all the nodal forces in the
direction of loading on the loaded surface, Aproj is the projected area as calculated using Equation
3.13,3.14.







where Geff is the effective shear modulus.
3.5.4 Effective Poisson’s Ratio
The effective Poisson’s ratio is calculated using unconstrained boundary conditions under compressive
loading conditions with a prescribed displacement. The transverse strains are calculated using the average












where ε1,2,3 are the strains in the e1, e2, e3 directions, δpress is the prescribed displacement, δ1 and δ3 are
the average displacement of the surfaces with e1 and e3 normals and L1,2,3 are the original lengths of the
lattice.








This loading direction was demonstrative and the calculation can be done with loading in any direction
to find the Poisson’s ratio in all directions.
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Continuum modelling requires substantially fewer elements than discrete modelling, and can be used to
generate much higher resolution views of mechanical anisotropy as the computational load is lower.
The elastic macroscopic behaviour of lattices was modelled as a continuum by representing the lattice as
a regular linear elastic solid. The macroscopic properties (Young’s modulus, shear modulus and Poisson’s
ratio) are determined by modelling the structure directly (see Chapter 3) and used in an elasticity tensor.
The properties are determined using the discrete modelling approach shown in Chapter 3 using a single
orientation.
The anisotropy is modelled by transforming the elasticity tensor to arbitrary orientations. This is in
contrast to the discrete modelling method where the actual structure of the lattice is rotated. The trans-
formed elasticity tensors are used with isoparametric bilinear quadrilateral elements and isoparametric
trilinear hexahedron elements in 2D and 3D respectively.
The continuum modelling approach is inherently an abstraction from the physical deformation of the
lattice and as such is compared to the discrete model where the structure is directly modelled to ensure
that the full range of mechanical behaviours are accurately reproduced with a lower computational load.
4.2 Determining Elasticity Tensor
The lattices are treated as an orthotropic material to account for the possibility of differing properties in
the principal directions. This simplifies the 36 coefficients in the compliance tensor to 9 (see Equation



















0 0 0 1G23 0 0
0 0 0 0 1G13 0
0 0 0 0 0 1G12

(4.1)
The 12 coefficients are calculated using 6 loading conditions; compression along each of the axes and 3
shear loading conditions. The coefficients are calculated as described in Section 3.5 without rotating the
geometry.
As an orthotropic compliance tensor is assumed; it is important to ensure the orientation of the lattices
do not induce irregular strain states. This is achievable with the lattices investigated given the geometric
symmetries. If irregular lattices are investigated, a method of estimating the entire strain state would
be required such that the whole elasticity tensor can be estimated. See Figure 4.1 for an example of
irregular strain induced by orientation of lattice.
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(a) (b)
prescribed
Figure 4.1: Square lattice under uniaxial compression (×50 displacement factor) showing
two orientations: (a) 30◦ with induced shear strain (b) 0◦ degrees with no shear strains.
4.3 Transforming the Elasticity Tensor
The stress and strain tensors are 2nd order field tensors as they both require two directions to be specified.
Stress is defined by the force direction and normal of the face the force acts upon and the strain is defined
by a change of length in a given direction and the original reference direction. This implies that the
elasticity tensor is 4th order. Due to symmetries inherent in the tensors, Voigt notation is a commonly
used reduced order representation such that standard matrix-vector multiplication can be used. Using

















 , E =

E11 E12 E13 E14 E15 E16
E21 E22 E23 E24 E25 E26
E31 E32 E33 E34 E35 E36
E41 E42 E43 E44 E45 E46
E51 E52 E53 E54 E55 E56
E61 E62 E63 E64 E65 E66
 (4.2)
The elasticity tensor rotated by transforming both the stress and strain states to another orthogonal set
of axis. The transformation matrices are assembled from the same Euler angle rotation matrices used in
Chapter 3; given a 3 3 rotation matrix R, the transformation matrix A is defined as follows [64]:
A =

(R11)2 (R12)2 (R13)2 2R12R13 2R13R11 2R11R12
(R21)2 (R22)2 (R23)2 2R22R23 2R23R21 2R21R22
(R31)2 (R32)2 (R33)2 2R32R33 2R33R31 2R31R32
R21R31 R22R32 R23R33 R22R33 +R23R32 R21R33 +R23R31 R22R31 +R21R32
R31R11 R32R12 R33R13 R12R33 +R13R32 R13R31 +R11R33 R11R32 +R12R31
R11R21 R12R22 R13R23 R12R23 +R13R22 R13R21 +R11R23 R11R22 +R12R21
 (4.3)
This transforms from old to new (primed) coordinate systems as follows [64]:
σ = A−1σ′
ε = AT ε′
(4.4)
The transformation of elasticity can be obtained using the transformation in Equation 4.4 and Hooke’s
Law. Writing the stress-strain relation in the new (primed) coordinate system, and substituting Equation
4.4:
σ = Eε
A−1σ′ = E(AT ε′)
σ′ = (AEAT )ε′
(4.5)
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Equation 4.5 shows that the elasticity matrix in a rotated coordinate system is E′ = (AEAT ).
The transformation matrix is defined by Newnham [64] for 3D elasticity, and needs to be modified to
model 2D lattices. An assumption regarding the out of plane behaviour is required to simplify the
elasticity tensor from 3D to 2D. Either plane stress or plane strain must be chosen; intuitively the 2D
lattices are in a plane stress state as the lattice beams are free to deform out of plane.
The ability to choose plane strain or plain stress was included in the 2D continuum. Plane stress elasticity
matrix is assembled from the transformed compliance tensor (inverse of E′) and the plane strain elasticity
matrix is assembled from the transformed elasticity tensor E′, shown in Equation 4.6.
Eplanestress =






−1 , Eplanestrain =







4.4 Finite Element Modelling
The anisotropy is investigated by using the rotated elasticity matrix in a linear elastic finite element
model with the same loading conditions as used in Chapter 3. The finite element model is solved using
a static implicit solver written in MATLAB. Continuum element meshes are generated in 2D and 3D to
investigate effects of mesh resolution on global response.
The overview of the continuum modelling algorithm can be seen in Algorithm 3. The stiffness matrix is
calculated once per angle in the series using the transformed elasticity tensor. Multiple boundary condi-
tions are applied such that multiple loading conditions can be investigated without having to unnecessarily
recalculate the stiffness matrix.
Algorithm 3 Continuum Modelling




for angle in angleSeries do
transformedElasticity = transformE(Elasticity,angle)
K = generateStiffness(mesh, transformedElasticity)
[Dlist, Flist] = applyBCandSolve(K,boundaryConditions)
results = processOutput(Dlist,Flist)
plotOutput(results)
The continuum results are compared to the discrete modelling method using two approaches; the macro-
scopic behaviour is calculated for the continuum modelling and directly compared and the displacement
fields are visually compared (see Figure 4.2) to ensure continuum model is capturing the internal response
(see Chapter 4).
(a) (b)
Figure 4.2: Comparison between y-displacement field of discrete stiffness modelling and
continuum modelling of square lattices at 30◦: (a) Discrete modelling (b) Continuum model
(19×19 bilinear quadrilateral elements).
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The mean intercept length (MIL), and its associated fitted ellipsiod is calculated using BoneJ [16].
BoneJ is an open source plug-in for ImageJ, developed to analyse computed tomography (CT) and
X-ray microtomographic (µCT) images of bone samples [16].
Using pre-existing software to generate the MIL and fitted ellipsoid, in lieu of writing code to calculate the
microstructural indices, means the MIL does not require validation. A secondary benefit of using BoneJ
is it creates the potential for using the current mesh generation and mechanical modelling framework to
investigate other microstructural indices. For example branch length and junction count, connectivity
density, structural model index (SMI), trabecular thickness (Tb.Th) and spacing (Tb.Sp) and volume
fraction (BV/TV) are all indices available in BoneJ [16].
The software was developed for the analysis of CT and µCT images, which are conventionally represented
as a sequence of images representing slices through the sample (commonly referred to as an image stack).
Thus the lattices need to be represented as an image stack; whereas for modelling the lattice geometry
defined as a list of nodal coordinates and element connectivity (see Figure 5.1a).
The process to generate an image stack representation of the lattice has two steps; firstly a skinned 3D
model representation (see Figure 5.1b) of the lattice was created, using a python library from a free and
open-source 3D modelling software called Blender. The 3D skinned model is saved as a .STL and sliced
to create the image stack for BoneJ. See Appendix A for list of software versions used, as open-source
software is subject to change.
5.2 Solidify Lattice
The lattice is solidified using a mesh modifier in Blender called ‘Skin’. Modifiers are non-destructive real-
time operations that are applied to a mesh. The nodal coordinate and element connectivity definitions
for the FE model are saved in a text file which are processed by a python script running in Blender’s
internal python module (see Algorithm 4). The nodal coordinate and element connectivity definitions
are stored as Blender mesh object. The skin modifier is applied to the mesh, and the radii of the lattice
trabeculae are set. A final surface subdivision modifier is applied to create the circular cross section.
The solified mesh is exported as a .STL file for further processing.
5.3 Slice Lattice
The solidified representation of the lattice is saved in an .STL as a collection of surface triangles repre-
sented as a unit normal and three vertices. The STL coordinates are unitless, contain no scale information
and are all in the positive octant.
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Figure 5.1: Representations of the octet-truss lattice: (a) FE model (b) skinned 3D model
generated using this methodology.
Algorithm 4 Solidify Lattice
procedure SolidfyLattice(filename, radius)
[nodes,elements] = processF ile(filename)
mesh = createMesh(nodes,elements)
mesh.addModifier(type = ’SKIN’)
for vertex in mesh.skinVertices do
vertex.radius = radius
mesh.addModifier(type = ’SUBSURF’)
The STL vertices need to be shifted such that the mesh is centred around the (0, 0, 0) position. The STL
coordinates are scaled based on the resolution, such that each pixel represents a unit cube. The slicing
procedure (see Figure 5)iterates over the layers to find the lines of intersection with the layer height and
surface triangles. The lines of intersection are used to create the individual images (see Figure 5.2).
Algorithm 5 Slice STL
procedure SliceSTL(filename, resolution)
mesh = readSTLV ertices(filename)




for layer in voxels.Layers do
lines = findTriangleIntersections(mesh,layer)
pixels = linesToP ixels(lines, resolution)
voxels[layer] = pixels
outputImageStack(voxels)
Figure 5.2: Portion of image stack generated from the octet-truss lattice.
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The image stack is then imported to BoneJ for analysis. However it does need further cropping to remove
the effect of the external radii (see Figure 5.3) such that the stack represents a repeatable unit. This
cropping is done in two steps, firstly create a sub-stack to crop the layer axis and then use the ImageJ
cropping tool to crop each image in the stack.
(a) (b)
Figure 5.3: Octet-truss lattice as: (a) Loaded directly from slicing and (b) after cropping.
Once the image stack has been cropped the MIL analysis is performed. BoneJ outputs the MIL vector
cloud, degree of anistropy (DA) and an anisotropy (or fabric) tensor. The MIL vector cloud (see Figure
5.4) is a visualisation of the raw data, where each point represents the mean intercept length multiplied
by its associated direction vector. An ellipsoid is fitted to the MIL vector cloud to create the fabric
tensor, which is the second rank tensor of eigenvectors associated with the ellipsoids axes. The degree
of anisotropy (DA) is a scalar measure calculated from the maximum and minimum eigenvalues, being
the length of the ellipsoids axes (see Equation 5.1). Degree of anisotropy ranges from 0 to 1, relating to
isotropic and anisotropic microstructure respectively.





















Figure 5.4: MIL Analyses: (a) vector cloud (b) fitted ellipsoid.
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Chapter 6
Discrete Modelling Results
6.1 Effective Elastic Properties of 2D lattices
The following section outlines the results of the 2D discrete lattice models. The effective properties are
quoted as relative to the parent material (ElatticeEmatl ); the properties are presented on polar plots to show
how the properties change with angle.
6.1.1 2D Square Lattice
The relative stiffness of the square lattice along the x and y axis (0◦ and 90◦) are analytically calculated




= Acs(n)(n− 1)t , (6.1)
where Acs is the cross sectional area of the beam, AT is the total projected area and n is the number of
columns. Table 6.1 shows the analytical solution for effective stiffness compared to the numerical value
taken from Figure 6.1 for a 2D square lattice with 137 columns. The percentage difference is calculated
as e = abs(valanalytical−valnumerical)valanalytical .
Table 6.1: Comparison of the numerical and analytical solution for the relative effective
stiffness of a 2D square lattice at 0◦ and 90◦ for 18496 cells.
Analytical Numerical Difference (%)
Effective Elastic Modulus 7.910×10−2 7.909×10−2 0.025
The analytical solution for the 2D square lattice is a function of the total lattice geometry (function
of number of columns), unlike the other analytical solutions that use a unit cell approach. The bulk
behaviour, or behaviour assuming infinite lattice size, is calculated by finding the asymptote of Equation




Using Equation 6.2, the bulk 2D square relative stiffness is 7.850×10−2, which equates to a percentage
difference of 0.7% in the numerically determined results.
Figure 6.1 shows the effective properties of a 2D square lattice. Effective unconstrained stiffness, fully
constrained stiffness and shear modulus are shown.
The fully constrained and unconstrained behaviour is exactly the same at 0◦ and 90◦; as Poisson’s ratio is
zero at those angles the lateral confinement has no effect (see Figure 6.2). The largest difference is between
the fully constrained and unconstrained at 45◦, which is coincident with the angle where Poisson’s ratio
is highest (ν45 = 0.989).
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Figure 6.1: Polar plot of effective properties for 2D square lattice. Showing macroscopic
stiffness with and without lateral constraint (unconstrained and fully constrained respec-














Figure 6.2: Polar plot of effective Poisson’s Ratio for 2D Square lattice.
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6.1.2 2D Triangular Lattice
Figure 6.3 shows the effective properties of the 2D triangular lattice. Effective unconstrained stiffness,
fully constrained stiffness and shear modulus are shown.
The response is fully isotropic in both compression and shear loading. The effective properties are
compared to closed form analytical solutions in Table 6.2. The table is left blank for analytical solutions
that do not exist readily in literature.
Table 6.2: Effective properties of 2D triangular lattice, with comparison between numerical
and analytical results.
Numerical Analytical Difference (%)
Unconstrained 9.150×10−2 9.096×10−2 0.891
















Figure 6.3: Polar plot of effective properties for 2D triangular lattice. Showing macro-
scopic stiffness with and without lateral constraint (unconstrained and fully constrained
respectively) and shear modulus.
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6.1.3 2D Hexagonal Lattice
Figure 6.4 shows the effective properties of the 2D hexagonal lattice. Effective unconstrained stiffness,
fully constrained stiffness and shear modulus are shown.
Local maxima occur near 0◦ and 30◦ in the fully constrained behaviour. See annotations on Figure 6.4
to see orientation of lattice at spikes. Figure 6.5 shows the unconstrained and fully constrained effective













Figure 6.4: Polar plot of effective properties for 2D hexagonal lattice. Showing macro-
scopic stiffness with and without lateral constraint (Unconstrained and fully constrained
respectively) and shear modulus.
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Figure 6.5 demonstrates that the numerical response oscillates between two values from 0◦ to 30◦. The
difference between the maximum and minimum is 1.4% and 3.5% for unconstrained and fully constrained
respectively. The fully constrained response oscillates between overestimating and underestimating (when
compared to the analytical solution), whilst the unconstrained response constantly overestimates the an-
alytical solution. This deviation from theoretical isotropy is likely due to boundary effects. Figure 6.6
shows the polar plot of effective mechanical properties with various element densities; this demonstrates
the local behaviour diminishes as element density increases. The effect is most prominent when consid-
ering the fully constrained case.






























Change in effective elastic modulus vs angle for unconstrained 2D hexagonal lattice
Numerical
Analytical























































Relative Error in Elastic Modulus for unconstrained 2D hexagonal lattice



























Change in effective elastic modulus vs angle for fully constrained 2D hexagonal lattice
Numerical
Analytical








Relative Error in Elastic Modulus for fully constrained 2D hexagonal lattice
Figure 6.5: Comparison between analytical and numerical effective elastic modulus, with












































Figure 6.6: Polar plot of effective properties for 2D hexagonal lattice with increasing element
densities. (a) Unconstrained elastic modulus (b) Fully constrained elastic modulus (c) Shear
modulus.
Table 6.3 shows the numerically determined effective properties compared to the analytically calculated
effective properties at 0◦. The hexagonal lattice has overall larger differences when compared to square
and triangular lattices. The largest discrepancy is in Poisson’s ratio, with a difference of 2.64%. The
analytical solutions used are derived by assuming a predominant deformation mode (bending for hexag-
onal lattices) and calculating the response by that alone. The discrepancy could be explained by the fact
that Timoshenko beams were used in the numerical model, which accounts for axial, bending and shear
deformation.
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Table 6.3: Effective properties of 2D Hexagonal lattice, with comparison between numerical
and analytical results at 0◦.
Numerical Analytical Difference (%)
Unconstrained 1.390×10−3 1.360×10−3 2.185
Fully Constrained 2.277×10−2 2.267×10−2 0.425
Shear 3.570×10−4
Poisson’s Ratio 9.736×10−1 1 2.639
6.1.4 Isotropic Validation via Lamé Parameter Relations
As the triangular and hexagonal lattices are isotropic, their mechanical properties calculated numerically
can be validated using the Lamé parameter relations as any Lamé parameter can be calculated given 2
others. Table 6.4 shows the Lamé parameter relations of interest.
Table 6.4: Lamé parameter relations.
E = ν = G =
(E,G) E E2G − 1 G
(E, ν) E ν E2(1+ν)
(G, ν) 2G(1+ν)3(1−2ν) ν G
Table 6.5 shows each mechanical property calculated via Lamé parameter relations, using the other two
properties. The percentage difference is calculated between the calculated value and the numerically
determined value. The percentage difference for all parameters, for both the triangular and hexagonal
lattice, is under 0.1%, demonstrating that the parameters determined numerically for the triangular and
hexagonal lattices do represent isotropic behaviour.
Table 6.5: Validation of effective properties using Lamé parameter relations for isotropic
lattices.
Triangular Hexagonal
Lamé Numerical Difference (%) Lamé Numerical Difference(%)
E 9.148×10−2 9.150×10−2 0.0139 1.410×10−3 1.390×10−3 0.0142
G 3.443×10−2 3.443×10−2 0.0139 3.572×10−4 3.57×10−4 0.0432
ν 3.287×10−1 3.286×10−1 0.0562 9.736×10−1 9.736×10−1 0.0875
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6.2 2D Boundary Cropping Comparison
Figure 6.7 shows the difference in mechanical response for the two cropping methods. The element
intersection cropping leads to spurious results that underpredict the effective elastic moduli and shear
modulus and are not isotropic. This cropping technique causes a shift in predominant deformation mode,
as demonstrated in Figure 6.8 which shows a close up of the boundary behaviour.














Figure 6.7: Polar plot showing the effective elastic moduli and shear modulus for using (a)
whole element cropping (b) element intersection cropping .
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(a) (b)
Figure 6.8: Zoomed in view of the boundary behaviour of triangular lattice for two different
cropping schemes. Displacement factor of 20x is used to clearly show deformation. (a)
Whole element cropping (b) element intersection cropping.
Figure 6.8b shows high levels of displacement on the bottom edge boundary, whilst the elements in
Figure 6.8a don’t show much displacement. The elements on the lower edge are hanging, which causes
large amounts of bending deformation whereas the triangular lattice should have axial deformation as
its primary deformation mode. This explains the element intersection cropping having lower predicted
effective properties as beams axial stiffness is greater than its bending stiffness. Figure 6.8a shows the
expected uniform displacement of all cells in the lattice.
Figure 6.9 shows the same mechanism causing spurious results in the 2D hexagonal and square lattices.
The boundary elements deforming in bending with boundary nodes having high deformation relative to
the lattice nodes.
(a) (b)
Figure 6.9: Zoomed in view of the boundary behaviour of square and hexagonal lattice for
element intersection cropping. (a) Square lattice with 50x displacement factor at 45◦ (b)
Hexagonal lattice with 20x displacement factor and 0◦.
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Figure 6.10 shows the polar plot for a square lattice using two different cropping schemes. The element
intersection cropping leads to spurious results, however agreement is high between the two schemes near
0◦ and 90◦. This is due to the arrangement of the lattice at those angles not inducing bending deformation
as the beams are aligned with the loading direction. The difference is most prominent at 45◦ for shear
and fully constrained cases. This is due to the boundary beams being at the largest angle at 45◦ and




















Figure 6.10: Polar plot showing the effective elastic moduli and shear modulus of the square
lattice for using (a) whole element cropping (b) element intersection cropping .
Figure 6.11 shows the polar plot for a hexagonal lattice using two different cropping schemes. The element
intersection cropping still causes spurious results, however the difference between element intersection
cropping and whole beam cropping is more substantial in the fully constrained case. This is due to
bending being the predominant deformation mode for the unconstrained case, while the fully constrained
case has a higher degree of axial deformation and is therefore more sensitive to the boundary deforming in
bending (see Figure 6.9 for view of deformation at the boundary for fully constrained hexagonal lattices).
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Figure 6.11: Polar plot showing the effective elastic moduli and shear modulus of the
hexagonal lattice for using (a) whole element cropping (b) element intersection cropping.
The investigation of cropping schemes for the three 3D cases show that the element intersection cropping
scheme leads to spurious results, however the degree of error is a function of the predominant deformation
mode of the lattice. For example, the triangular lattice shows similar error when using the element inter-
section cropping for both unconstrained and fully constrained cases as both these boundary conditions
result in a axially dominant deformation whilst the hexagonal lattice shows differing degree of error for
the two compression constraints as the constraint type affects the dominant deformation mode.
The element intersection cropping method is akin to cutting out a sample from a larger specimen, and
the error seen is akin to the take-up seen as the boundary collapses before the structure is loaded. As
a static, small strain model is used to determine the effective elastic properties, the model does not go
past the boundary collapse region.
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6.3 2D Lattice Comparisons
This section shows comparisons between effective mechanical properties of the three 2D lattices investi-
gated.
Figure 6.12 shows the effective elastic modulus in the unconstrained case for square, triangular and
hexagonal lattices. The triangular lattice has the highest relative elastic modulus which is followed by
the square lattice at 0◦ and 90◦. The relative elastic modulus of the hexagonal lattice is overall the lowest,













Figure 6.12: Polar plot showing the effective elastic modulus with no lateral constraint
(unconstrained) for 2D square, triangular and hexagonal lattices.
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Figure 6.13 shows the effective elastic modulus in the fully constrained case for square, triangular and
hexagonal lattices. The effective elastic moduli can be listed in order of magnitude as there is no overlap
between square and hexagonal lattices, as seen in the unconstrained case. The lattices can be easily
ordered from highest to lowest effective elastic modulus as triangle, square and hexagonal. The local














Figure 6.13: Polar plot showing the effective elastic modulus with lateral constraint (fully
constrained) for 2D square, triangular and hexagonal lattices.
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Figure 6.14 shows the effective shear modulus for square, triangular and hexagonal lattices. The square
lattice has the lowest effective shear modulus at 30◦, and the highest at 45◦. The effective shear modulus
of the square lattice is greater than that of the hexagonal lattice between 5◦ and 85◦ ±90◦n; and greater
than that of the triangular lattice between 44◦ to 46◦ ±90◦n. The effective shear modulus of the triangular

















Figure 6.14: Polar plot showing the effective shear modulus with with lateral constraint
(fully constrained) for 2D square, triangular and hexagonal lattices.
Overall, for the same beam geometry, the hexagonal lattice is the most compliant. It only exceeds the
mechanical properties of the square lattice under certain angular regions. The triangular lattice has the
greatest effective mechanical properties overall, only being exceeded by the shear modulus of the square
lattice in a very small angular band (44◦ to 46◦ ±90◦n).
Chapter 6: Discrete Modelling Results 60
University of Cape Town Department of Mechanical Engineering
6.3.1 Relative Density Normalisation
The lattices have varying relative densities (the amount of material vs. free space in a unit volume),
which has a large effect on the mechanical properties [6]. Table 6.6 shows the relative densities of the
three 2D lattices and the formula used [6].
Table 6.6: Relative densities of 2D square, triangular and hexagonal lattices.
Lattice Formulae Relative Density ρrel






















Figure 6.15 shows the density normalised response of the 2D lattices. Normalising by density is a measure
of the efficiency of the structure as a function of material used, or weight of the final structure.
If the whole lattice has no lateral confinement (unconstrained boundary condition), the triangular is con-
sistently stiffer than the hexagonal lattice as expected. However, the triangular lattice is more compliant
than the square lattice between −3◦ to 3◦ ±90◦n. The hexagonal lattice is stiffer than the square at
certain angles. Normalising by density increases this band by 5◦ where the new region is only 25◦ to
65◦±90◦n.
The lattice with lateral confinement (fully constrained) demonstrates that, like the unconstrained case, the
triangular is least compliant overall. The square lattice is only stiffer over the angles −10◦ to 10◦ ±90◦n.
Interestingly, the hexagonal lattice response is the most compliant at all angles even after normalising by
density, unlike the unconstrained case.
The shear response shows that, similar to the previous, the triangular response is overall the least com-
pliant with the square lattice response only becoming stiffer over a small angle band; namely 42◦ to 48◦
±90◦n. The hexagonal lattice has a greater shear modulus over the angles −15◦ to 15◦ ±90◦n.
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Figure 6.15: Polar plot showing the effective elastic modulus, normalised by relative density
for 2D square, triangular and hexagonal. (a) Unconstrained (b) Fully constrained (c) Shear.
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6.4 Effective Elastic Properties of 3D lattices
The following section outlines the effective mechanical properties of the 3D discrete lattice models inves-
tigated in this research. The effective properties are quoted as relative to the parent material, as in the
2D lattice response. The properties are presented as polar plot surfaces, where each point on the surface
represents the effective property in that direction.
6.4.1 Cubic Lattice
The elastic modulus in the unconstrained and fully constrained boundaries along the principal direction
(x, y, z) can be calculated as the ratio between the summation of cross sectional areas for each strut and
the projected or total area. For a unit cell side length l and a number of struts n, the effective stiffness







Like the 2D square, the analytical solution of the cubic lattice is a function of the number of vertical
columns in the whole lattice. The asymptote of Equation 6.3 represents the bulk behaviour. Equation








Figure 6.16 shows the relative effective elastic modulus converging to the analytical solution (ErelBulk =
0.007853) as the number of cells increases. The percentage difference between the numerically deter-
mined values and the theoretical values using Equation 6.3 are consistently under 0.03%, confirming the
robustness of the derivation method. The difference between the numerically determined values and the
bulk theoretical value decreases from 300% to 7% for 1 to 273 cells.
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Figure 6.16: Relative effective elastic modulus for cubic lattice with different number of
cells. Note: x-axis is the number of cells along any direction, the total number of cells in
the lattice being #cells3.
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Figure 6.17 shows the CPU time taken for varying number of unit cells. The time taken for a large
number of cells remains small and was therefore not a consideration in deciding on number of cells to
calculate the polar plot shown in Figure 6.18.















# Cells in one direction
Figure 6.17: The simulation time for different size cubic lattices. Note: x-axis is the number
of cells along any direction, the total number of cells in the lattice being cells3.
Figure 6.18 shows the polar plot of effective elastic modulus for unconstrained and fully constrained cases.
The polar plot was generated using a cubic lattice with 273 cells to approach bulk behaviour. The lattice
was simulated at 271 orientations.
The response of the cubic lattice is the 3D extension of the 2D square lattice, for both unconstrained and
fully constrained cases. The cubic lattice shows a high degree of mechanical anisotropy, with the relative
elastic modulus along the principal directions being 92 times greater than the minimum relative elastic

































E ective Elastic Modulus
Unconstrained
E ective Elastic Modulus
Fully constrained
Figure 6.18: Polar plot showing the effective elastic modulus for unconstrained and fully
constrained cases for the 3D cubic lattice.
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Figure 6.18 shows that the effective elastic modulus in the unconstrained and fully constrained bound-
aries is the same in the (x, y, z) directions, as in that orientation the Poisson’s ratio of the lattice is
0 and therefore the lateral confinement has no effect. Similarly, the Poisson’s ratio is greatest in the
(1, 1, 1) direction, which corresponds to the largest difference in effective elastic modulus, where the fully
constrained case is 28 times greater than the unconstrained case.




The values shown in Table 6.7 correspond to a difference of 5.6% compared to the bulk behaviour
(Ebulk = 7.853 × 10−3). It should be noted that this is not numerical error in the conventional sense
as the numerically determined values have a very high agreement with the analytical solution shown
in Equation 6.3. The difference is a measure of how close the response is to bulk behaviour which is
dependent on the number of cells used.
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6.4.2 Octet-Truss Lattice
Deshpande et al. [59] provides an analytical solution by assuming axial deformation dominant behaviour
(no contribution of bending and shear deformation). Equation 6.5 shows the analytical solution to the











where r and l are the radii and lengths of the beams. Figure 6.19 shows the convergence of the relative
effective elastic modulus to the bulk behaviour calculated via Equation 6.5, which has a value of 7.4×10−3.
It clearly demonstrates that the numerically determined relative effective modulus does converge to the
bulk behaviour with the percentage difference decreasing from 54% with one unit cell to 4% for 273 cells.
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Figure 6.19: Relative effective elastic modulus for octet-truss lattice with different number
of cells. (Note: x-axis is the number of cells along any direction, the total number of cells
in the lattice being #cells3).
Figure 6.20 shows the simulation time taken for a different number of cells. The time taken for 273 cells
is 11.1 minutes for a single orientation, which implies 5.1 days to generate the full polar plot with two
constraint cases. The octet-truss lattice that was used to generate the polar plot of effective stiffness
had 123 cells, which equates to roughly 6% difference compared to bulk behaviour and takes 5.5 hours
to complete (30 seconds per simulation), excluding time to generate the lattice and process and generate
the simulation jobs. The local maxima at 153 cells is likely to be due to computational load increased
elsewhere on the computer as these were performed locally.
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# Cells in one direction
Figure 6.20: The simulation time for different size octet-truss lattices. (Note: x-axis is the
number of cells along any direction, the total number of cells in the lattice being cells3).
Figure 6.21 shows the relative effective elastic modulus for octet truss lattice structure. The response
of the octet-truss was chosen as a 3D analogue for the 2D triangular lattice; which is isotropic with
lateral constrained having a small effect due to a low Poisson’s ratio. Figure 6.21 demonstrates that
there is anisotropy present in the octet-truss lattices response, however a significantly lower degree of
anisotropy than the cubic lattice. The constraint effect is small, similar to the 2D triangular lattice,




































Figure 6.21: Polar plot showing the effective elastic modulus for unconstrained and fully
constrained cases for the 3D octet-truss lattice.
Table 6.8 shows the minimum and maximum relative effective elastic modulus for unconstrained and fully
constrained boundary conditions. The maximum relative effective elastic modulus is 1.8 and 1.4 times
greater than the minimum for unconstrained and fully constrained cases respectively; demonstrating
much lower mechanical anisotropy than the cubic lattice.
The effect of constraint is similarly small, as is the case with the 2D triangular lattice. The relative
effective elastic modulus for the fully constrained case is 1.1 and 1.5 times greater than that of the
unconstrained case for the maximum and minimum values respectively.




Table 6.9 shows the differences between numerically determined and analytically calculated values for
Figure 6.21. The numerically determined values are greater than that of the analytically determined
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values; this is likely due to a combination of the analytical values ignoring bending and shear deformation
and the number of cells being constrained by computational limitations.









Table 6.9: Comparison between analytical and numerically determined effective elastic
modulus for octet-truss lattice.
Direction Numerical Analytical Difference (%)
x,y,z 7.881×10−3 7.405×10−3 6.42
(1,1,1) 1.427×10−2 1.339×10−2 6.57
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6.4.3 Kelvin Cell Lattice
Zhu et al. [68] derives an analytical solution for the effective elastic modulus in the (x, y, z) direction,
including axial, shear and bending deformation using a unit cell modelling approach. The analytical





2(1 + 3r2) . (6.7)
Figure 6.22 shows a plot of the relative effective elastic modulus with increasing number of cells in
the lattice. It demonstrates convergence with increasing number of cells, which is converging to the
analytical value of 4.13×10−5, calculated using Equation 6.7. The percentage difference, compared to
bulk behaviour, decreases from 40% for a unit cell to 5% for 273 cells.
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Figure 6.22: Relative effective elastic modulus for Kelvin cell lattice with different number
of cells. (Note: x-axis is the number of cells along any direction, the total number of cells
in the lattice being #cells3).
Figure 6.23 shows the simulation time for the Kelvin cell lattices with different number of cells. The
time taken for 273 cells is 22 minutes, double than that of the octet-truss lattice at the same number
of cells. Using that number of cells would equate to 9.8 days to generate the plot of anisotropy with
two constraints, ignoring time taken to generate the lattice and process and generate the simulations at
different orientations. This was not feasible due to computational and time constraints. The lattice used
to generate the polar plot used 163 unit cells, which was predicted to take between 5.3 and 8.9 hours
excluding lattice generation and processing and generation of simulations at different orientations. This
was chosen due to the expected error being reasonable given the computational and time constraints.
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# Cells in one direction
Figure 6.23: The simulation time for different size octet-truss lattices. Note: x-axis is the
number of cells along any direction, the total number of cells in the lattice being cells3.
Figure 6.24 shows the relative effective elastic modulus for the Kelvin cell lattice structure. The response
of the Kelvin cell was investigated as a 3D facsimile for 2D hexagonal lattice. The response is isotropic
with lateral constraint having a large effect. There is a similar behaviour to the fully constrained 2D
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Figure 6.24: Polar plot showing the effective elastic modulus for unconstrained and fully
constrained cases for the 3D kelvin cell lattice.
Table 6.10 shows the minimum and maximum relative effective elastic modulus for the unconstrained and
fully constrained boundary conditions. The maximum unconstrained value occurs along the 3 principal
directions, with the other directions having a slightly lower stiffness. The maximum unconstrained relative
effective stiffness is 1.05 times greater than the minimum, and only 1.02 times greater than the average
stiffness. The deviation from isotropy is small enough to be considered an difference associated with
convergence to bulk behaviour.
The relative effective elastic modulus along the principal directions corresponds to an percentage difference
of 5.33% compared to the bulk analytical solution [68].
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6.5 3D Lattice Comparison
Figure 6.25 shows the minimum and maximum effective elastic moduli for all three 3D lattices inves-
tigated. It demonstrates that the octet truss lattice has the highest average effective elastic moduli,
however the cubic lattice’s maximum elastic modulus (along x, y, z directions) are greater than that of
the octet truss lattice’s unconstrained minimum elastic modulus.
The Kelvin cell, like the 2D hexagonal lattice, has the lowest effective elastic moduli overall. The max-
imum and minimum unconstrained elastic moduli for the Kelvin cell are near coincident, verifying the
isotropic behaviour. The effect of the local spiking in the fully constrained case is seen as the two markers






























Figure 6.25: The effective elastic modulus for unconstrained and fully constrained cases for
the cubic, octet-truss and Kelvin cell lattices.
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6.5.1 Relative Density Normalisation
The effective elastic modulus was normalised by relative density which was calculated as the BV/TV
microstructural index calculated using BoneJ (see Chapter 8). Similar to Section 6.3.1, this shows how
efficiently each lattice uses the material. Table 6.11 shows the minimum and maximum values for the
unconstrained and fully constrained effective elastic moduli for all 3D lattices.
Table 6.11: The density normalised effective elastic modulus with unconstrained (UC)
and fully constrained (FC) boundary conditions for the cubic, octet-truss and Kelvin cell
lattices.
Cubic Octet Truss Kelvin
UC FC UC FC UC FC
Maximum 3.073×10−1 3.073×10−1 2.068×10−1 2.312×10−1 4.350×10−3 9.670×10−2
Minimum 3.480×10−3 9.941×10−2 1.142×10−1 1.696×10−1 4.170×10−3 7.321×10−2
Figure 6.26 shows a plot of the above data. This clearly demonstrates that the maximum effective elastic
modulus of the cubic lattice (which is along the principal directions) has the highest effective elastic
modulus of all lattices. With the fully constrained boundary conditions, the cubic response has a greater
elastic modulus than any of the Kelvin cell lattice. However if the unconstrained boundary is considered
the cubic lattice is more compliant in the (1, 1, 1) direction than the unconstrained Kelvin cell lattice.
Other than the cubic lattice in the principal directions, both the unconstrained and fully constrained
response of the octet-truss lattice is less compliant than the other lattices. The octet-truss lattice has
the most efficient usage of material in providing stiffness.
Similarly, the Kelvin cell has the least efficient usage of material in providing stiffness other than a small





























Figure 6.26: The effective elastic modulus, normalised by density, for unconstrained and
fully constrained cases for the cubic, octet-truss and Kelvin cell lattices.
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Chapter 7
Continuum Modelling Results
7.1 2D Continuum Model
This section outlines various tests showing the 2D continuum model converging to the discrete model
by increasing mesh resolution. The mesh convergence is shown globally by comparing the macroscopic
stiffness of the continuum model to the discrete model for the two confinement types (see Section 3.5
for more detail on how the macroscopic stiffness is calculated). The mesh convergence is also shown by
visually comparing the displacement fields to confirm that the internal response converges to the discrete
model results.
Figure 7.1 and Figure 7.2 show the effective stiffness of the discrete model and continuum models with
increasing number of elements on a polar plot and the relative error at varying angles for the 2D square
lattice. This demonstrates that the global response of the continuum model does converge to the discrete
model with increasing mesh resolution. However, both the error and the rate at which convergence occurs
does vary with the loading angle.
The unconstrained boundary condition (Figure 7.1) shows the response immediately convergences with
only one element and the maximum relative error is acceptable at 0.61% regardless of mesh resolution.
The fully constrained boundary condition (Figure 7.2) show convergence with increased mesh resolution,
with the peak relative error going from 28% to 4.5% for 1 to 121 elements respectively. The error at 0◦,
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Figure 7.1: 2D Square lattice continuum model mesh convergence with unconstrained
boundary type.
The error in continuum models are higher when non-uniform displacement fields are present. This can be
demonstrated by comparing unconstrained and fully constrained cases, along with the changes in error
with angle in the fully constrained case.
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Figure 7.2: 2D Square lattice continuum model mesh convergence with fully constrained
boundary type.
The unconstrained case results in simpler and uniform displacement fields, unlike the fully constrained
case. Figure 7.3 shows contours of y-displacement for the same loading and rotation, demonstrating the
difference between the displacement field in unconstrained and fully constrained boundaries.
The fully constrained error is zero at 0◦ and 90◦, where fully uniform displacement is present. There is a
local minima at 45◦, which also has a uniform displacement field. The error locally spikes around 10◦ to
15◦, where the highest non-uniformity can be seen in the displacement field; demonstrated by comparing














Figure 7.3: Contours of y-displacment for 2D square lattice loaded at 12◦ with two confine-
ment types: (a) Fully constrained (b) Unconstrained.
Figure 7.4 shows contours of the y-displacement for the 2D square lattice, rotated by 30◦, under a fully
constrained boundaries. This demonstrates the convergence of of the internal displacement field in the
continuum model as the number of elements is increased from 1 to 289 elements (Figure 7.4a to i) to the
displacement field in the discrete model. The number of elements and nodes are shown in Table 7.1.
Table 7.1: Number of nodes and elements in simulations shown in Figure 7.4.
a b c d e f g h i j
Nodes 4 16 36 64 100 144 196 256 324 56684
Elements 1 9 25 49 81 121 169 225 289 37664
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Figure 7.4: Contours of y-displacement for 2D square lattice rotated at 30◦: (a-i) Continuum
models (j) Discrete model solved in LS-DYNA.
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Figure 7.5 shows the global error in macroscopic stiffness for both unconstrained and fully constrained
cases for the triangular mesh. The continuum model converges with only one element as the triangular
lattices induce uniform displacement states. This is similar to the unconstrained behaviour in the 2D
square lattice in the unconfined case (see Figure 7.1). However, the error in all cases are acceptable with
peak errors of 0.39% and 0.48% for the unconstrained and fully constrained respectively. The polar plots
of effective stiffness are not shown for the triangular mesh as the error is so low that the discrete and
continuum models are visually indistinguishable.
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Figure 7.5: Relative error between discrete and continuum model of 2D triangular lattice
for 2 constraint types: (a) Unconstrained boundary (b) Fully constrained boundary.
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Figure 7.6 shows the global error in the macroscopic stiffness for both the unconstrained and fully con-
strained boundary conditions for the hexagonal lattice. Similar to the triangular lattice, increasing mesh
resolution has no effect as the model converges with only one element due to the uniform strain state
induced by the geometry. The error is acceptably low for the unconstrained case, with a peak error of
1.4% corresponding to a rotation of 30◦ and 90◦, or the points down orientation. The error approaches
zero for 0◦ and 60◦, which both correspond to an unrotated state given the 60◦ rotational symmetry of
hexagons.
The error is unacceptably high for the fully constrained boundary condition, with peak error of 20.7%.
The error is lowest at 0◦ and 60◦ rotations (flats down orientation), with a value of 16.5%. There is a
local minima in error at 30◦ and 90◦ with a value of 17.8%. Similar to the unconstrained state, the lowest
errors are associated with the unrotated lattice. See Section 9.2.2.3 for discussion.
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Figure 7.6: Relative error between discrete and continuum model of 2D hexagonal lattice
for 2 constraint types: (a) Unconstrained boundary (b) Fully constrained boundary.
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Figure 7.7 shows contour plots of the y-displacement for hexagonal and triangular lattices in the fully















Figure 7.7: Contour plot of y-displacement demonstrating the uniform displacement fields
for triangular and hexagonal lattices in arbitrary directions: (a) Triangular 19◦ (b) Trian-
gular 43◦ (c) Hexagonal 19◦ (d) Hexagonal 43◦.
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7.2 3D Continuum Model
The elasticity matrices are calculated as described in Section 4.3. The same number of cells was used for
all the lattices, namely 273.
7.2.1 Cubic Lattice Elasticity Matrix
Table 7.2 shows the effective mechanical properties for the cubic lattice. The elastic modulus and shear
modulus is the same in all 3 principal directions, which is due to the symmetries of the lattice. Poisson’s
ratio is small enough to be considered zero due to floating point error, and is treated as being 0 in the
calculation of the elasticity matrix.
Table 7.2: Effective mechanical properties for cubic lattice.
E11 E22 E33 G23 G13 G12
8.45×10−3 8.45×10−3 8.45×10−3 3.61×10−5 3.61×10−5 3.61×10−5
ν21 ν31 ν12 ν32 ν13 ν23
-1.57×10−18 -3.73×10−19 4.90×10−19 8.56×10−20 1.00×10−18 -1.39×10−18
Equation 7.1 shows the elasticity matrix for the cubic lattice.
Ecubic =

8.446× 10−3 0 0 0 0 0
0 8.446× 10−3 0 0 0 0
0 0 8.446× 10−3 0 0 0
0 0 0 3.606× 10−5 0 0
0 0 0 0 3.606× 10−5 0
0 0 0 0 0 3.606× 10−5

(7.1)
7.2.2 Octet-truss Lattice Elasticity Matrix
Table 7.3 shows the effective mechanical properties for the octet-truss lattice. The elastic modulus,
shear modulus and Poisson’s ratio is the same in all 3 principal directions. This is expected due to the
symmetries in the octet-truss structure. The Poison’s ratio of the octet-truss lattice is similar to the 2D
triangular lattice, 0.328.
Table 7.3: Effective mechanical properties for cubic lattice.
E11 E22 E33 G23 G13 G12
7.697×10−3 7.697×10−3 7.697×10−3 5.704×10−3 5.704×10−3 5.704×10−3
ν21 ν31 ν12 ν32 ν13 ν23
0.329 0.329 0.329 0.329 0.329 0.329
Equation 7.2 shows the elasticity matrix for the octet-truss lattice.
Eoctet =

1.140× 10−2 5.611× 10−3 5.611× 10−3 0 0 0
5.611× 10−3 1.140× 10−2 5.611× 10−3 0 0 0
5.611× 10−3 5.611× 10−3 1.140× 10−2 0 0 0
0 0 0 5.704× 10−3 0 0
0 0 0 0 5.704× 10−3 0
0 0 0 0 0 5.704× 10−3

(7.2)
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7.2.3 Kelvin Cell Lattice Elasticity Matrix
Table 7.4 shows the effective mechanical properties for the Kelvin cell lattice. The elastic modulus,
shear modulus and Poisson’s ratio is the same in all 3 principal directions due to the symmetries present
in the Kelvin cell structure. The Poisson’s ratio can be compared to an analytical solution derived
without assumption of predominant deformation modes [68]. Equation 7.3 shows the analytical solution
for circular cross sections. The analytical Poisson’s ratio is 0.4925, equating to a relative error of 0.08%
when compared to numerically determined values.
νKelvin = 0.5(
r2 − 3r4
r2 + 3r4 ) (7.3)
Table 7.4: Effective mechanical properties for Kelvin cell lattice.
E11 E22 E33 G23 G13 G12
4.41×10−5 4.41×10−5 4.41×10−5 1.49×10−5 1.49×10−5 1.49×10−5
ν21 ν31 ν12 ν32 ν13 ν23
0.492 0.492 0.492 0.492 0.492 0.492
Equation 7.4 shows the elasticity matrix for the Kelvin cell lattice.
EKelvin =

9.520× 10−4 9.224× 10−4 9.224× 10−4 0 0 0
9.224× 10−4 9.520× 10−4 9.224× 10−4 0 0 0
9.224× 10−4 9.224× 10−4 9.520× 10−4 0 0 0
0 0 0 1.488× 10−5 0 0
0 0 0 0 1.488× 10−5 0
0 0 0 0 0 1.488× 10−5

(7.4)
7.2.4 Cubic Continuum Results
Figure 7.8 shows the results of the 3D continuum model of the cubic lattice. Similar to the 2D square
results, the unconstrained boundary condition does converges with one element, affected by increasing
the numbers of elements. This is again due to the uniform strain field. The fully constrained boundary
condition does converge with increasing number of elements.
Figure 7.9 shows the profile views of the continuum model with 43 elements. It clearly demonstrates
that the profiles are not equal for the x− y, z − x, and z − y planes. This is erroneous behaviour as the
response should be equal due to the symmetry of the cubic structure, which can be confirmed using the
discrete modelling results (see Section 6.4.1). See Section 9.2.2.3 for discussion.
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Figure 7.8: Continuum model of cubic lattice with increasing number of elements.



























Figure 7.9: Profile views of the cubic fully constrained response with 43 elements.
Chapter 7: Continuum Modelling Results 81
University of Cape Town Department of Mechanical Engineering
7.2.5 Octet-Truss Continuum Results
Figure 7.10 shows the results of the 3D continuum model for the octet-truss lattice. The continuum model
shows a similar response to the discrete model for both the unconstrained and fully constrained boundary
conditions. The unconstrained response converges with a single element and is not affected by increasing
mesh resolution, whereas the fully constrained does show convergence. The maximum deviation between
different resolutions is 0.95% and 0.62% between 1 and 23 elements, and 23 and 43 elements.
The unconstrained behaviour of the octet-truss does not have the erroneous behaviour seen in the cubic





































































































Figure 7.10: Continuum model of octet-truss lattice with increasing number of elements.
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Table 7.5 shows the maximum and minimum relative effective elastic modulus for the octet-truss lattice
using the continuum model with 43 elements. The continuum model shows similar degrees of anisotropy
to the discrete model where the maximum stiffness is 1.77 and 1.33 times greater than the minimum for
the unconstrained and fully constrained respectively.
The effect on the stiffness for the model that is laterally constrained is similar to the discrete model,
where the fully constrained boundary condition has a relative effective elastic modulus 1.12 and 1.48
times greater than the unconstrained for the maximum and minimum values respectively.





Table 7.6 shows the difference between the continuum results for the octet-truss lattice and an analytical
solution for bulk behaviour. The difference between the analytical solution and the numerically deter-
mined value is lower than when using the discrete model. However this is only because the number of
cells in the lattice used to generate the elasticity matrix used in the continuum model was greater than
the discrete model due to computational limitations.
Table 7.6: Comparison between analytical and numerically determined effective elastic
moduli for octet-truss lattice using a continuum model.
Direction Numerical Analytical Difference (%)
x, y, z 7.672×10−3 7.405×10−3 3.94
(1,1,1) 1.361×10−2 1.333×10−2 2.83
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7.2.6 Kelvin cell Continuum Results
Figure 7.11 shows the results of the 3D continuum model of the Kelvin cell lattice with increasing number
of elements. The continuum results show near perfect isotropy with both the unconstrained and fully
constrained boundaries. Increasing the mesh resolution does not have an effect on the global properties.
This is due to the uniform strain state induced by the Kelvin cell lattice.
As the response is isotropic, it does not have the erroneous behaviour seen in the cubic lattice when







































































































Figure 7.11: Continuum model of Kelvin cell lattice with increasing number of elements.
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Table 7.7 shows the minimum and maximum values for the relative effective modulus. The error compared
to the analytical solution is 4.6%, which is lower than the discrete model due to the higher number of
cells used to generate the elasticity matrix.





The fully constrained relative effective elastic modulus is 22.5 times greater than with no lateral con-
straints; this shows high agreement with the discrete model where the ratio is 22.2.
The fully constrained response does not show the local maxima when using the continuum modelling
approach that is seen in the discrete model for the 2D hexagonal lattice and the 3D Kelvin cell lattice.
As the geometry of the lattice is ignored in the continuum model the boundary effects are mitigated.
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Chapter 8
Microstructural Indices Results
This chapter details the microstructural analysis of the three 3D lattices, performed in BoneJ [16]. The
lattices are prepared for microstructural analysis using the method outlined in Chapter 5. Figure 8.1
shows the three lattices as 3D skinned models with volume. The 2D lattices are not analysed as BoneJ
requires a volumetric test specimens. The number of unit cells were chosen per lattice to keep the overall
dimensions similar to ensure a common voxel size for all lattices. Table 8.1 shows the size of the resulting
voxel dimension for each lattice, with the number of slices and the overall lattice geometry.
Table 8.1: Size of lattices, and resulting voxel resolution, used in determining microstruc-
tural indices.
Cubic Octet-Truss Kelvin Cell
Number of cells 10 7 5
Size 10 9.90 14.14
Number of layers 500 494 707










Figure 8.1: Three skinned 3D lattices.
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8.1 Analyse Skeleton Tool
BoneJ contains a tool called Analyse Skeleton which takes a skeletonised stack of the lattice, created
using the Skeletonise 3D tool, and outputs the number of branches (trabeculae) and junctions (nodes) in
the lattice, along with information regarding the length of the branches. Table 8.2 shows the full output
of the Analyse Skeleton tool for the three 3D lattices.
Table 8.2: Full output of Analyse Skeleton BoneJ tool.
Cubic Octet - Truss Kelvin cell
Number of Branches 3097 8844 4472
Number of Junctions 998 1710 2057
Number of End-point Voxels 802 0 2070
Number of Junction Voxels 5502 17756 5040
Number of Slab Voxels 136853 284607 117874
Average Branch Length (pixels) 48.36 48.55 38.59
Number of Triple Points 8 20 1613
Number of Quadruple Points 94 12 314
Maximum Branch Length (pixels) 112.17 57.33 406.06
Longest Shortest Path (pixels) 1554.87 1053.94 4059.75
The number of branches and junctions, along with the average branch length, can be trivially found from
the finite element mesh as the number of elements, nodes and the element length. Table 8.3 shows the
comparison between the values from the finite element meshes with the calculated values from BoneJ.
Where, elements are equivalent to branches, nodes are equivalent to junctions and lenght is equivalent to
average length.x
Table 8.3: Difference between the results from Analyse Skeleton and the information cap-
tured directly from the finite element meshes.
Cubic Octet - Truss Kelvin cell
Elements Mesh 2700 8820 3300
Error (%) 14.70 0.27 35.52
Nodes Mesh 1000 1688 1800
Error (%) 0.20 1.30 14.28
Length Mesh 0.97 0.97 0.77
Error (%) 3.27 2.89 22.81
The error in results from Analyse Skeleton likely originate during the skeletonisation, where elements are
broken up into multiple pieces. Figure 8.2 shows a comparison between the skeletonised and the original
stack. The artifacting is greatest for the Kelvin cell lattice, which corresponds to the lattice with the
highest error.
Cubic Octet Truss Kelvin Cell
Original
Skeletonise 3D
Figure 8.2: Zoomed in view of Skeletonise 3D artifacting.
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8.2 Anisotropy
The mean intercept length is calculated using the default settings in BoneJ. The calculation runs a
maximum of 2000 times or until the coefficient of variation of the degree of anisotropy is under a tolerance
of 0.05. The calculation is run 10 times for each lattice to gain an understanding of the variation of the
results.
The degree of anisotropy is a scalar measure of how elongated the fitted MIL ellipsoid is; See Chapter 5
and Equation 5.1 for more detail.
See Appendix D for the full output of all anisotropy trials.
8.2.1 Mean Intercept Length of Cubic Lattice
The mean intercept length analysis of the cubic lattice resulted in the average degree of anisotropy
of 0.1315 with a standard deviation of 0.0217. Figure 8.3 and Table 8.4 show the results of the 10
calculations.































Figure 8.3: Degree of Anisotropy for cubic lattice.
Table 8.4: Degree of Anisotropy for cubic lattice.
Trial 1 2 3 4 5 6 7 8 9 10
DA 0.140 0.101 0.119 0.133 0.107 0.144 0.119 0.177 0.140 0.135
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Figure 8.4 shows the mean intercept point cloud and its associated fitted ellipsoid. The fitted ellipse
with the degree of anisotropy shown in Figure 8.3 and Table 8.4 demonstrates the mean intercept length





















Figure 8.4: Mean intercept length for cubic lattice. (a) Point cloud and (b) the associated
fitted ellipsoid for trial 4.
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8.2.2 Mean Intercept Length of Octet-Truss Lattice
The mean intercept length analysis of the octet-truss lattice showed an average degree of anisotropy of
0.1328 with a standard deviation of 0.0080. Figure 8.5 and Table 8.5 show the results of the 10 calculations.
In all of the trials the coefficient of variation tolerance was met before the maximum recalculation limit.































Figure 8.5: Degree of Anisotropy for Octet-truss lattice.
Table 8.5: Degree of Anisotropy for octet-truss lattice.
Trial 1 2 3 4 5 6 7 8 9 10
DA 0.124 0.137 0.134 0.144 0.125 0.126 0.146 0.137 0.128 0.127
Figure 8.6 shows the mean intercept length point cloud and the associated fitted ellipsoid. Figures 8.6
























Figure 8.6: Mean intercept length for Octet-truss lattice. (a) Point cloud and (b) and the
associated fitted ellipsoid for trial 7.
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8.2.3 Mean Intercept Length of Kelvin Cell Lattice
The mean intercept length analysis of the Kelvin cell lattice showed an average degree of anisotropy
of 0.1543 with a standard deviation of 0.0165. Figure 8.7 and Table 8.6 show the results of the 10
calculations.































Figure 8.7: Degree of Anisotropy for Kelvin cell lattice.
Table 8.6: Degree of Anisotropy for Kelvin cell lattice.
Trial 1 2 3 4 5 6 7 8 9 10






















Figure 8.8: Mean intercept length for Kelvin cell lattice. (a) Point cloud and (b) and the
associated fitted ellipsoid for trial 10.
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8.2.4 Comparison of Mean Intercept Length
Figure 8.9 shows all the results for degree of anisotropy for all lattices.































Figure 8.9: Degree of anisotropy for cubic, octet-truss and Kelvin cell lattices along with
the mean value shown as a line in the corresponding colour.
An analysis of variance (ANOVA) was performed on the three sets to assess the similarities with an
significance tolerance α of 0.05. Table 8.7 shows the result of the analysis of variance; there is a statistically
significant difference between the groups as F is larger than Fcrit.






Kelvin cell 0.1543 0.000271
ANOVA
Source of Variation SS df MS F P-value F crit
Between Groups 0.003279 2 0.00164 6.109423 0.006475 3.354131
The same analysis was performed between the cubic and octet-truss lattices as their means were similar.
Table 8.8 shows that there is no significant statistical variance between the cubic and octet-truss degree
of anisotropy, as the F value is less than Fcrit.
Table 8.8: Analysis of variance for the degree of anisotropy for cubic and octet-truss lattices.
Source of Variation SS df MS F P-value F crit
Between Groups 8.45E-06 1 8.45E-06 0.031647 0.860791 4.413873
Figure 8.9, along with Tables 8.7 and 8.8 demonstrate that the cubic and octet-truss lattices have the
same degree of anisotropy, while the Kelvin cell has a higher degree of anisotropy as calculated by the
mean intercept length method.
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8.3 Connectivity
Table 8.9 shows the result of the connectivity analysis performed in BoneJ on the three 3D lattices
investigated. It shows the Euler characteristic, along with the connectivity and connectivity density
which is converted from pixels to metres using the voxel size shown in Table 8.1.
Table 8.9: Results of connectivity analysis of cubic, octet truss and Kelvin cell lattices
performed in BoneJ.
Cubic Octet-Truss Kelvin Cell
Euler characteristic -1700 -7132 -1988
Connectivity 1701 7133 1989
Connectivity Density (pixel−3) 1.347×10−5 5.86×10−5 5.589×10−5
Connectivity Density (m−3) 1.68 7.29 0.69
The octet-truss lattice has the highest connectivity density of 7.29 trabeculae per unit volume, which is 4
times greater than the cubic connectivity density and 10 times greater than the Kelvin cell connectivity
density.
The connectivity density can be calculated directly, as the total number of elements and the total vol-
ume of the lattices are known from the finite element mesh. Table 8.10 shows the result of the exact
connectivity density calculation.
Table 8.10: Exact calculation of connectivity density.
Cubic Octet-Truss Kelvin cell
Elements 2700 8820 3300
Total Volume 1000 970.15 2828.43
Elements per unit volume 2.70 9.09 1.18
Table 8.10 demonstrates that the connectivity analysis in BoneJ underestimates the connectivity density
for all lattices tested. The exact values are between 1.67 to 1.25 times greater than calculated using BoneJ.
However, the general trends are still present with the octet-truss lattice having the greatest connectivity
density, followed by the cubic lattice and the Kelvin cell lattice having the smallest connectivity density.
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8.4 Thickness
Table 8.11 shows the result of the trabecular thickness and separation analysis performed in BoneJ. The
results were converted from pixels to metres using the voxel size shown in Table 8.1.
Table 8.11: Results of trabecular thickness and separation analysis of cubic, octet truss and
Kelvin cell lattices.
Cubic Octet-Truss Kelvin Cell
pixels m pixels m pixels m
Tb.Th Mean 6.47 1.295×10−1 5.72 1.145×10−1 5.527 1.106×10−1
Tb.Th Std Dev 1.87 3.732×10−2 1.89 3.792×10−2 1.361 2.722×10−2
Tb.Th Max 11.31 2.263×10−1 11.66 2.336×10−1 8.718 1.743×10−1
Tb.Sp Mean 69.39 1.387×100 38.21 7.653×10−1 141.773 2.835×100
Tb.Sp Std Dev 7.83 1.565×10−1 8.48 1.699×10−1 7.209 1.442×10−1
Tb.Sp Max 72.14 1.442×100 50.16 1.005×10−0 143.792 2.876×100
The mean thickness calculated using BoneJ overestimates the element thickness from the finite element
mesh (which is 0.1 m). This is due to the method used in generating the skinned 3D meshes in Blender,
which results in a local thickening at the nodes. Figure 8.10 demonstrates the local thickening at the
nodes of the mesh.
Increased volume at node Correct cross-sectional
area at midspan 
of element
Figure 8.10: Perspective render of 3D skinned model of cubic lattice showing the increased
volume at the nodes.
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8.5 Volume Fraction
Table 8.12 shows the results of the volume fraction analysis performed in BoneJ for cubic, octet-truss
and Kelvin cell lattices.
Table 8.12: Volume fraction analysis performed in BoneJ for cubic, octet-truss and Kelvin
cell lattices.
Cubic Octet-Truss Kelvin Cell
BV (pixels) 1528679 8081571 3471941
TV(pixels) 56622720 117124217 347194100
BV/TV 0.027 0.069 0.010
Table 8.13 shows the analytical solutions for the relative density of the cubic, octet-truss and Kelvin cell
lattice [6, 59], along with the associated errors.
The analytically solutions for the Kelvin cell and cubic lattice are for square cross sections [6], as analytical
solutions for circular cross sections are not apparent in literature.
Table 8.13: Analytical solutions of relative density for cubic, octet-truss and Kelvin cell
lattices.
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Chapter 9
Discussion
This chapter includes a discussion on the mesh generation approach, followed by the modelling method-
ology. The advantages and disadvantages of both modelling approaches used are discussed, along with
the results of the lattices investigated. The shortcomings of the continuum approach are outlined, along
with potential explanations. The framework for the microstructural analysis is assessed, with discussion
of the results and finally the comparison between the mechanical anisotropy and structural anisotropy is
made and discussed.
9.1 Mesh Generation
The mesh generation technique described in Section 3.2 successfully created sufficiently large periodic
lattice structures based on the geometry of a unit cell. This approach intuitively allowed for the creation
of the three 3D periodic lattice structures, as the geometry is directly defined in the unit cell.
All of the lattices investigated had cubic unit cells. As such the mesh generation method does assume
that the unit cells tile in a cubic manner. However, the methodology is easily extendable to account for
unit cells that tile in other ways such as triangular or hexagonal tiling. To achieve this, the way in which
the unit cells are translated to create larger structures and definition for which cells are neighbouring any
particular cell need to be defined. The rest of the methodology does not consider the geometry of the
unit cell and only looks at which nodes and elements are coincident.
By reducing the number of data reads and writes to the whole element and node list the time taken to
add each new cell was not dependent on the size of the whole lattice. As such the time taken to add new
cells plateaus as the size of the total lattice increases. This meant that the methodology performed well
in generating everything from a single unit cell to a large periodic lattice structure.
The performance of the mesh generation was more dependant on the connectivity between neighbouring
cells than the internal complexity of the unit cell. As such, care must be taken when defining the unit
cell to limit the number of potential neighbours the cell has. For example, Figure 9.1 shows two variants
of the unit cell for the octet-truss lattice. As the unit cell (b) does not have any corner nodes, it can only
attach to 22 cells whilst cell (a) does have corner nodes and therefore it can attach to 26 cells.
(a) (b)
Figure 9.1: Two variants for the unit cell of an octet-truss lattice.
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9.2 Modelling Methodology
This section outlines the discussion of the two finite element modelling techniques employed in this
research (see Chapters 3, 4). The results of each method are discussed, along with a comparison between
the advantages and disadvantages
9.2.1 Discrete Modelling
The discrete modelling approach was successful overall, showing high agreement with literature. The
methodology directly simulates the structure of the lattice which results in accurate representation of
the response however there were two major drawbacks. The computational time was extensive to both
simulate, process and generate all the jobs required to give a sufficiently high resolution view of mechanical
anisotropy with large enough lattice size to converge to infinite or bulk behaviour. The other drawback
was the difficulty in removing boundary effects with certain lattices as the geometry is directly simulated,
causing the boundaries to be jagged.
9.2.1.1 2D Discrete Modelling Discussion
The response of the three 2D lattices investigated showed high agreement with the highest difference
compared to analytical solutions being present with the hexagonal lattice. The square and triangular
lattice both had a percentage difference compared to analytical solutions of under 1%.
The hexagonal lattice had an percentage difference of 2.2% compared to analytical solutions for the
unconstrained case and showed local maxima in the fully constrained case which was due to the lattice
being more sensitive to boundary effects than the other two. The percentage difference between numerical
and analytical values for the fully constrained case was lower, with a maximum percentage difference of
0.42% (0◦±60◦n) as the numerical value oscillated higher and lower than the analytical value at different
angles.
Despite the local error due to boundary sensitivity being evident in the hexagonal lattice. All the 2D
lattices investigated show high agreement with analytical results in literature with regards to the overall
macroscopic response and anisotropy.
9.2.1.2 3D Discrete Modelling Discussion
The discrete modelling method was successful in determining the macroscopic response of the 3D lattices
investigated. The method was demonstrated to converge to bulk properties, and the convergence study
was used to weigh the computational cost versus the degree of convergence to find an acceptable level of
accuracy.
The 3D lattices were only loaded in compression with the unconstrained and fully constrained boundary
conditions as boundary conditions in shear loading were particularly problematic to define in 3D and out
of the scope of the project. However, the anisotropy of the shear response was not the focus and not an
important factor in assessing the mean intercept length. The shear response was investigated only in the
principal directions for use in the continuum modelling.
The cubic lattice was a perfect analogue for the 2D square behaviour, demonstrating a large discrepancy
between the stiffness along the principal directions and any other direction with the unconstrained bound-
ary conditions. The fully constrained boundary conditions showed no changes to the unconstrained case
along the principal directions, with differences only occurring at the off angles. The largest discrepancy
between the unconstrained and fully constrained boundary conditions was in the (1, 1, 1) direction. The
response for both loading conditions was symmetric about each of the principal directions as expected.
The octet-truss was the closest analogue to the 2D triangular lattice found in literature. The response is
not isotropic, however it is substantially less anisotropic than the cubic and thus acts as a middle ground
between the other two lattices in terms of anisotropy for the mean intercept length analysis.
The response of the octet-truss, in terms of the effect of lateral constraint was similar to the 2D triangular
lattice. Both the octet-truss and the triangular lattice have a low Poisson’s ratio (0.3298 and 0.3286
respectively) and do not have a large shift in predominant deformation (i.e axially dominant) mode when
adding lateral constraints.
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The Kelvin cell lattice was a good analogue for the 2D hexagonal lattice. The response was perfectly
isotropic and lateral confinement had a very large effect, where lateral confinement increased the effective
stiffness by 22.2 times.
The Kelvin cell also exhibited the same local maxima as the 2D hexagonal lattice when loaded using the
fully constrained boundary conditions. This is also likely due to boundary effects. However the exact
reason is unknown and could be researched further.
The Kelvin cell and 2D hexagonal lattices could be particularly sensitive to the boundary effects due to
the relative size of the cell versus the element length being the greatest of the lattices investigated. This
makes the effect of the jagged boundary caused by the boundary deletion cropping used more pronounced.
9.2.1.3 Convergence to Bulk Properties
The convergence to bulk properties was not of primary concern during the investigation of the 2D lattices;
as the relatively low number of elements required was under computational limitations. However, as the
3D lattices require substantially greater number of elements the computational limitations were more of
a concern; which lead to an investigation of how quickly the lattices converged to bulk behaviour, or
behaviour assuming an infinite lattice.
The convergence studies on the three 3D lattices show that the responses do converge, and to known
analytical solutions. The number of cells in the total lattice however are very high to only achieve
reasonable difference between analytical and numerical solutions. With 273, or 19683, total cells the
percentage difference is only 7.54%, 3.94% and 4.57% for the cubic, octet-truss and Kelvin cell lattices
respectively.
The cubic lattice can be used as a case study as both an analytical solution (see Appendix C) for the
bulk behaviour and for the behaviour of a lattice with any number of cells (assuming square lattice aspect
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where ncells is the total number of cells, e is the relative error as a percentage. Using Equation 9.1, it is
shown that to get a relative error of under 1% the number of cells in the lattice would have to be greater
than 8 060 000, or 200 cells along each side of a cubic sample.
The number of cells required to reach bulk behaviour raises concerns about the experimental testing
methodology of removing small samples of trabecular bone and using the response to infer properties
of the bone as a whole. This is has implications specifically if the inferred properties are used in a
continuum modelling approach. The number of cells in any sample must be taken into consideration
before any conclusions as to bulk properties can be drawn.
9.2.2 Continuum Modelling
The continuum modelling approach was successful in the majority of cases investigated, but suffered
unacceptable error and failure with specific cases. The methodology treats the lattice structure as a
solid material, abstracting the actual structure and calculating the response by means of an elasticity
tensor which is transformed to arbitrary orientations. This method has far greater performance than the
discrete method for two main reasons, namely as the structure is abstracted, individual elements for each
beam are not required which results in far fewer elements and that the rotation is calculated using linear
algebra vs. a rotation and complex cropping procedure. The continuum modelling approach also solves
the jagged boundary problem the discrete modelling approach suffers from as the continuum elements
can have any shape.
The discrete modelling is, however, still used in the generation of the elasticity tensor. There are a total
of 6 discrete model simulations required to populate an orthotropic material (which was assumed for the
lattices investigated). As far fewer discrete model simulations are required, a much higher resolution of
discrete model can be used which results in lower error compared to the analytical bulk properties.
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9.2.2.1 2D Continuum Modelling
The continuum modelling in 2D was successful for the square and triangular lattices. However, the hexag-
onal lattice showed erroneous results at non-zero rotations and when loaded under confined boundary
conditions . Detailed discussion of errors in Section 9.2.2.3.
The square lattice results demonstrate that the continuum model can capture complex internal strain
states induced in the square lattice when loaded with lateral confinement. Both the internal response
and the macroscopic elastic modulus converge to the behaviour seen in the discrete model. The response
of the unconstrained boundary conditions does not need to converge as the strain states are uniform,
therefore only one element is required which results in a peak relative error of 0.6% compared to the
discrete model. The fully constrained boundary conditions converge to under 5% error compared to the
discrete model when 121 elements are used (11 elements along each edge), with the highest error being
around 10◦ which corresponds to the least uniform internal displacement fields.
The continuum model of the triangular lattice performed well, with both the unconstrained and fully
constrained boundary conditions converging instantly with one element. The errors were also very sim-
ilar for both boundary conditions with a peak of 0.4% at a 30◦ orientation. This lattice is likely well
conditioned for the continuum approach as it is isotropic with uniform internal displacement fields which
can be captured by a single linear element.
The continuum model of the hexagonal lattice performed poorly. The response using the unconstrained
response instantly converged with one element with a peak error of 1.4% compared to the discrete model.
This peak error corresponded to a 90◦ rotation. This is similar to the results of the triangular lattices
continuum model, due to the uniform displacement field of the hexagonal lattice. In contrast, the fully
constrained boundary condition demonstrated that the continuum model can fail dramatically, with
unacceptable errors ranging between 16.5% and 20.8%/. However, as the internal displacement field is
also uniform, the response does converge with only one element (see Section 9.2.2.3 for discussion).
9.2.2.2 3D Continuum Modelling
The 3D continuum modelling was successful for the octet-truss and Kelvin cell lattices, however erroneous
results were present in the cubic lattice response.
The cubic response with the unconstrained boundary conditions converged instantly with one element,
similar to the 2D square unconstrained response. The fully constrained case did show convergence with
increased number of elements, however it was demonstrated that the x − z,z − y and y − z profiles did
not align. The reason for the lack of symmetry was not apparent.
The octet-truss lattice showed high agreement with both the discrete modelling results and the analytical
solutions from literature. The response with unconstrained boundary conditions with a single element,
resulted in a percentage difference of 3.94% in the principal directions and 2.83% in the (1, 1, 1) direction
compared to analytical solutions in literature. The fully constrained boundary conditions do induce
internal non-uniform displacement fields in the octet-truss lattice, and therefore show convergence with
increasing mesh resolution. The maximum deviation is 0.95% and 0.62% between 1 and 23 elements, and
23 and 43 elements respectively; the small deviation between different resolutions (that is decreasing with
greater element numbers) show the response quickly converges.
The Kelvin cell lattice similarly showed high agreement with both discrete modelling results and the
analytical solutions in literature. Unlike the discrete model which suffers from jagged boundaries, the
continuum model shows a much higher degree of isotropy with both the fully constrained and uncon-
strained boundary conditions. The fully constrained behaviour also does not have the local maxima errors
seen in the discrete model. The error compared to analytical is lower than the discrete (4.6%) which is
due to a larger discrete lattice being able to be used to generate the elasticity tensor. The constraint
effect was also similar to what was demonstrated in the discrete model with the fully constrained elastic
modulus being 22.5 times greater than the unconstrained case (compared to 22.2 in the discrete model).
9.2.2.3 Problems Associated with Continuum Modelling
The error in the fully constrained behaviour of the hexagonal lattice illuminated a larger problem asso-
ciated with using this continuum modelling approach of open cell lattice structures.
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Table 9.1: Summary of the success of the continuum modelling approach
2D 3D
Unconstrained Fully Constrained Unconstrained Fully Constrained
Square Success Success Cubic Success Failure
Triangular Success Success Octet-truss Success Success
Hexagonal Success Failure Kelvin cell Success Success
It is important to note that the error approaches zero for zero degree rotations for all of the cases
investigated, even when erroneous behaviour was present. This demonstrates that the calculation of the
elasticity tensor is not the source of the erroneous behavour. Therefore, it caused by the method of
rotating the elasticity tensor for open cell lattice structures, and applying the tensor to the simulation of
varying boundary conditions.
The problem arises from the continuum model being purely a function of the input elasticity tensor,
without regard to the structure the elasticity tensor represents. Thus, structurally determined shifts in
behaviour can not be captured with this method, and one important factor is the predominant deformation
mode of the lattice.
The 2D hexagonal lattice has bending dominant deflection [6, 17], in both effective elastic modulus and
effective shear modulus. However, this changes from bending dominant to axial deformation dominant
when lateral confinement is added [17]. As the elements of the elasticity tensor used in continuum
modelling are generated using unconstrained boundary conditions, the elasticity tensor does not consider
or contain axial stiffness components. Thus, when the lateral confinement is added in the fully constrained
case the increase in stiffness in only due to the Poisson effect and ignores the shift in predominant
deformation mode.
This problem does not arise in the triangular lattice as the axial dominant deformation mode does not
transition based on orientation or lateral confinement.
The problem is also not associated with the square lattice, which does have a shift in predominant
deformation mode based on orientation of the lattice. The square lattice is fully axially dominant in the
0◦ and 90◦ degree orientations where the upright columns take all of the load. However at 45◦ degrees the
lattice has bending dominant deformation. The continuum model manages to capture this behaviour well,
considering the error with the fully confined boundary conditions has local minima at 0◦,45◦ and 90◦.
This is captured as the elasticity tensor is defined using multiple elements; the effective direct stiffness
captures the axially dominant behaviour and the effective shear modulus captures the bending dominant
behaviour.
It is important to note that the square would fail as the hexagonal lattice did if the shift in predominant
deformation mode was caused by a change in boundary conditions, as the elasticity tensor is not impacted
by the boundary conditions applied to the finite element stiffness matrix.
Surprisingly the Kelvin cell did not fail similarly to the hexagonal lattice. It was assumed that the
predominant deformation mode is in bending in the unconstrained case however literature is not clear on
the predominant deformation mode. Similarly, as there is little to no investigation of lateral confinement
in literature the predominant deformation mode in the fully constrained case is unknown. Thorough
analytical work on 3D lattices with lateral confinement is required.
The error could be mitigated by regenerating the elasticity tensor for different boundary conditions. This
would require running computationally expensive discrete models for any investigated confinement. As
the purpose of investigating continuum models was to reduce computational cost, this would indicate a
failure of the method.
9.3 Microstructural Analysis Results
The methodology described in Chapter 3 was successful in determining a wide range of microstructural
indices. The analysis was performed on prepared image stacks for each 3D lattice using BoneJ [16].
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9.3.1 Generating Image Stacks
The generation of the image stacks from a finite element mesh was successful; the methodology involved
using the Python module of Blender (an open source and free 3D modelling software suite) to generate a
skinned model with correctly specified radii of the elements. The 3D skinned model is saved as an .STL
file, which is then sliced into images representing slices through the sample.
The disadvantages of the methodology were that the skinning of the finite element model in Blender
results in increased volume at the nodes (see Section 8.4), which would have a definite effect on the
results of the microstructural analysis. The other disadvantage was one of workflow. Generating the
images required using multiple software suites and multiple steps which could be optimised by going
directly to the image stack, forgoing the process of creating the skinned mesh in Blender (see Section
11.2 for recommendations).
The resulting image stacks were a successful representation of the input lattices, capturing the overall
features of the geometry despite the errors associated with the nodes.
9.3.2 Results of Microstructural Analysis
BoneJ was used to analyse the skeletal information, anisotropy, connectivity, thickness and volume frac-
tion of the lattices. The lattices used a different number of cells to ensure the size of each voxel was
similar such that the images had the same resolution across the lattices. An advantage of the methodology
employed in this research is that exact solutions for many of the indices can be calculated directly from
the finite element mesh. In this way the accuracy of BoneJ and the skinning process can be assessed.
The analysis of the skeleton calculates a number of indices related to the structure of the lattice. The
number of branches and junctions (elements and nodes, using nomenclature from finite element analysis),
along with the average branch length could be directly compared to the input lattice by simply counting
the number of elements and nodes. The analysis overestimated the number of branches in the sample
for all lattices and underestimated the branch length. The number of nodes showed no consistent error.
The Kelvin cell had substantially higher errors than the other two lattices, which could be attributed to
a higher degree of artifacting during the skeletonisation process.
The anisotropy analysis had no exact solution that could be calculated from the finite element mesh. The
analysis is non-deterministic and therefore was performed 10 times such that statistical conclusions could
be drawn between the results of the lattices. It was demonstrated that the cubic and octet-truss lattice
results showed no statistically significant differences, while the Kelvin cell was significantly different. The
Kelvin cell lattice had the highest degree of anisotropy, but all lattices had a low degree of anisotropy.
The connectivity analysis calculates the density of branches or elements in a sample. This can be directly
calculated from the finite element model by dividing the total number of elements with the volume of the
lattice. The connectivity density calculated by BoneJ was consistently lower than the exact calculations,
by between 1.67 to 1.25 times. Despite this error, the analysis could still be used to show relative
differences as the same trend is apparent comparing the connectivity density with BoneJ results as the
exact results; that being in order of lowest density to highest is Kelvin cell, cubic and the octet-truss
lattices.
The thickness analysis performed in BoneJ could be compared directly to the beam thickness specified
in the finite element analysis. The BoneJ results overestimate the thickness of the trabeculae between
3% to 1% for the different lattices. This is likely due to the local increase in volume at the nodes as the
trabecular thickness is quoted as an average trabecular thickness.
The volume fraction analysis calculates the BV/TV index, or the relative density. This would also suffer
error due to the increased volume at the nodes. There was an analytical solution for the octet-truss with
a circular cross section in literature [59], however the cubic and Kelvin cell lattice solutions used a square
cross section and therefore the error would naturally be higher. The BoneJ results for relative density
overestimated the octet-truss lattice, which is aligned with the error introduced by the increased volume
at the nodes.
Overall, the BoneJ analysis of the microstructure showed a small error is present with all results; however
the results can be still used to compare relative differences between lattices. The error is likely associated
with the increased nodal volume, however that would not affect certain analyses; notably the mean
intercept length.
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9.4 Comparison Between Mechanical Anisotropy and Geomet-
ric Anisotropy
The mechanical anisotropy for the cubic, octet-truss and Kelvin cell lattices is shown in Chapters 6 and
7 using two different approaches. It was demonstrated that the cubic lattice is highly anisotropic; the
octet-truss lattice has a lesser degree of anisotropy and the Kelvin cell lattice was isotropic.
Chapter 8 showed the results of the microstructural analysis of the three 3D lattices investigated. The
anisotropy analysis used the mean intercept length method to calculate the degree of anisotropy. The
mean intercept length analysis showed low degrees of anisotropy for all lattices investigated. There was no
significant statistical difference between the degree of anisotropy calculated for the cubic and octet-truss
lattices, both with a low degree of anisotropy. The degree of anisotropy calculated for the Kelvin cell was
slightly higher than the other two lattices, despite being the only purely isotropic 3D lattice investigated.
As a measure of mechanical anisotropy, a similar approach can be used such that the results of the
direct calculation of anisotropy can be compared to the degree of anisotropy calculated using the mean-
intercept analysis. Equation 9.2 defines the mechanical degree of anisotropy such that 0 corresponds to





This scalar measure is not an exact equivalent to the mean intercept length degree of anisotropy as that
is calculated using the lengths of the minor and major axes of the fitted ellipsoid, which are perpendicular
whereas the minimum and maximum relative effective stiffness can be in any orientation.
Table 9.2 shows the degree of mechanical anistropy as calculated using Equation 9.2, along with the degree
of geometric anisotropy calculated using the mean intercept length method. It clearly demonstrates that
there is a large range of mechanical anisotropic behaviours, whilst the degree of anisotropy calculated by
means of microstructural analysis shows little to no difference between the lattices investigated.
Table 9.2: Comparison between degree of anisotropy calculated from finite element mod-
elling and via microstructural analysis.
Degree of Anisotropy
Mechanical Mean intercept length
Cubic 0.989131 0.1315
Octet-truss 0.447777 0.1328
Kelvin Cell 0.043 0.1543
The mechanical degree of anisotropy for the Kelvin cell is the lowest, however it is theoretically zero.
The deviation is due to the discrete model not reaching full convergence to bulk behaviour yet. The
mechanical degree of anisotropy does however correctly order the three lattices from most anisotropic to
most isotropic (cubic, octet-truss and Kelvin cell).
Furthermore, this demonstrates that the lattice with the lowest degree of mechanical anisotropy, the
Kelvin cell, has the highest degree of microstructural anisotropy. The cubic and octet-truss lattices have
vastly different mechanical responses, with the mechanical degree of anisotropy for the cubic being more
than double that of the octet-truss; while the degree of anisotropy calculated using the mean intercept
length shows no significant statistical difference.
Even if the mean intercept length analysis could capture the anisotropy, the cubic lattice’s anisotropy
is highly irregular and could not be accurately fitted with an ellipsoid and thus a higher rank tensorial
representation would be needed.
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Chapter 10
Conclusions
A framework for generating lattices; calculating their macroscopic response using finite element analysis,
solved in LS-DYNA, with focus on anisotropy and determining the microstructural indices associated with
the lattices was developed using mainly free and open source software suites. The mechanical response
was validated using analytical solutions from literature for the mechanical response in certain directions.
The method developed for generating periodic lattice structures for use in finite element analysis was
robust and successful for a wide range of lattice sizes.
Two approaches to modelling the mechanical response of the lattices were used; a discrete model where
the geometry of the structure is directly simulated and a continuum model. The discrete model was
successful in determining the mechanical behaviours, however boundary effects were difficult to mitigate
for certain lattices and the models had a high computational cost due to high resolutions required to
reach convergence to bulk behaviour (see Chapter 6). The continuum model was not successful in reliably
capturing the response. The boundary effects were mitigated and the method was more computationally
efficient but abstracting away from the geometry introduced unacceptable errors, as it was unable to
capture certain phenomena (see Chapter 7).
The anisotropic mechanical response of the lattices investigated were determined within acceptable error,
compared to analytical solutions in literature. The effect of lateral confinement was dramatic; changing
effective stiffness globally, changing the degree of anisotropy and having an effect on the predominant
deformation modes.
The method developed for calculating microstructural indices was successful, however improvements can
be made to the method of generating the required image stack from a finite element model. The anisotropy
of the lattices were investigated using the mean intercept length method in BoneJ (see Chapter 8).
Correlations were assessed between the anisotropy calculated via microstructural analysis and simulation
of the mechanical response (see Section 9.4). It was determined that no reasonable correlations were
present between the known mechanical response of the lattices and the degree of anisotropy calculated
using the mean intercept length method. There was large variation in the anisotropy of the lattices inves-
tigated ranging from highly anisotropic to purely isotropic. However the degree of anisotropy calculated
from the microstructural analysis showed little to no variation for the three lattices, even predicting the
highest degree of anisotropy for the only isotropic 3D lattice tested. Therefore a new means of correlating
geometric anisotropy to mechanical anisotropy is required.
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One of the aims of this research was quantifying the anisotropic macroscopic response of periodic lattices.
However the framework developed could easily be used to investigate other lattices and phenomenon.
The following are recommendations on work that could be done using the framework developed:
• A full and in depth investigation into the mechanical response of lattice structures. Particularly,
an investigation into predominant deformation modes in lattices with fully constrained boundary
conditions.
• Investigate correlations between all the microstructural indices calculated in this research with the
periodic lattice responses.
• Investigate and mitigate the errors associated with continuum modelling of open cell lattice struc-
tures.
• Develop a more robust method of determining elasticity tensor for lattices that does not assume
orthotropy for use with non-periodic lattices.
• Investigate the effects of geometric anisotropy by deforming periodic lattices. The periodic lattices
can be trivially deformed by changing nodal positions by matrix transformation.
• Investigate the effects of non-periodicity in the microstructure by adding random offsets to the
nodal positions with varying intensity and/or effects of random element or nodal deletions.
• Investigate the macroscopic response of non-periodic lattices and correlation to microstructural
indices; by randomly generating lattice structures, such as Voronoi lattices.
• Extend the framework developed to beam and shell lattice models.
• Investigate the anisotropy of trabecular bone samples using the framework developed on beam and
shell models of the bone samples and compare response to microstructural analysis
11.2 Direct Lattice Voxelization
The methodology used to generate the image stacks required to calculate the microstructural indices
had disadvantages in both workflow and accuracy. Both of these disadvantages could be mitigated by
developing a method to directly go from the finite element model to the image stack, instead of creating
the skinned 3D model and processing the .STL file to create the stack.
One potential method is to use a line drawing algorithm in a 3D array, drawing lines of the correct
thickness specified by the cross sectional area of the beams. Each slice of the 3D array could then
be saved as a separate image. There are many efficient line drawing algorithms that could be used,
for example to rasterise lines with different thickness’s a modified Bresenham line algorithm could be
used [69].
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This approach should mitigate the local thickening of nodes; could trivially be used to work with lattices
that have different beam properties and could be used, in conjunction with a planar flood fill algorithm, for
models with beams and shell elements. The method could also be implemented in whatever development
framework is used for the rest of the project, improving the workflow.
11.3 Confirm Microstructural Indices
The consistent errors present in the microstructural analysis, shown in Chapter 8, could be due to the
calculation method employed in BoneJ or due to accuracy of the image stacks generated in this research,
namely the local increase in volume at the nodes.
The local increase in volume at the nodes could be mitigated using a different method of generating the
image stack representation of the lattices (see Section 11.2). Once a more robust and accurate method
of creating the stacks is developed, the microstructural indices calculated using BoneJ could be verified
by comparison with exact solutions to certain indices calculated from the finite element mesh.
Chapter 11: Recommendations 105
University of Cape Town Department of Mechanical Engineering
Appendices
106
University of Cape Town Department of Mechanical Engineering
Appendix A
Software
Table A.1 contains a list of all software used. As a large portion of the project used free and open-source
software, the version numbers used are very important in reproducing the work or further development
as the software is subject to change.
Table A.1: Software used.
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LS-DYNA keyword deck by LS-PrePost
*CONTROL_IMPLICIT_AUTO
$# iauto iteopt itewin dtmin dtmax dtexp kfail kcycle
0 11 5 0.0 0.0 0.0 0 0
*CONTROL_IMPLICIT_GENERAL
$# imflag dt0 imform nsbs igs cnstn form zero_v
1 1.0 2 1 2 0 0 0
*CONTROL_IMPLICIT_SOLUTION
$# nsolvr ilimit maxref dctol ectol rctol lstol abstol
1 11 15 0.001 0.011.00000E10 0.91.0000E-10
$# dnorm diverg istif nlprint nlnorm d3itctl cpchk
2 1 1 0 2 0 0
$# arcctl arcdir arclen arcmth arcdmp arcpsi arcalf arctim
0 0 0.0 1 2 0 0 0
$# lsmtd lsdir irad srad awgt sred
1 2 0.0 0.0 0.0 0.0
*CONTROL_IMPLICIT_SOLVER
$# lsolvr lprint negev order drcm drcprm autospc autotol




$# endtim endcyc dtmin endeng endmas
1.0 0 0.0 0.01.000000E8
*DATABASE_NODFOR
$# dt binary lcur ioopt
1.0 1 0 1
*DATABASE_NODOUT
$# dt binary lcur ioopt option1 option2
1.0 1 0 1 0.0 0
*DATABASE_NODOUT
$# dt lcdt beam npltc psetid






$# pid secid mid eosid hgid grav adpopt tmid
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$# pid secid mid eosid hgid grav adpopt tmid
2 2 1 0 0 0 0 0
*DEFINE_CURVE_TITLE
Load Curve
$# lcid sidr sfa sfo offa offo dattyp lcint










$# secid elform shrf qr/irid cst scoor nsm
1 13 1.0 2 1 0.0 0.0
$# a iss itt j sa ist
0.0078544.90900E-64.90900E-6 0.0 0.007854 0.0
*MAT_ELASTIC_TITLE
Trabecula
$# mid ro e pr da db not used
1 2500.02.00000E10 0.2 0.0 0.0 0
*SECTION_BEAM_TITLE
boundary element
$# secid elform shrf qr/irid cst scoor nsm
2 4 0.0 2 1 0.0 0.0
$# ts1 ts2 tt1 tt2
0.106066 0.106066 0.0 0.0
*END
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B.3 Geometry Card




$# nid x y z tc rc
1065 8.000000000E+00-9.000000000E+00 0.000000000E+00 0 0
ect
*ELEMENT_BEAM
$# eid pid n1 n2 n3 rt1 rr1 rt2 rr2 local




$# sid da1 da2 da3 da4 solver
1 0.0 0.0 0.0 0.0MECH
$# nid1 nid2 nid3 nid4 nid5 nid6 nid7 nid8
505 506 507 508 509 510 511 512
*SET_NODE_LIST_TITLE
Load
$# sid da1 da2 da3 da4 solver
2 0.0 0.0 0.0 0.0MECH
$# nid1 nid2 nid3 nid4 nid5 nid6 nid7 nid8




$# nsid dof vad lcid sf vid death birth











$# nsid cid dofx dofy dofz dofrx dofry dofrz
1 0 0 1 1 1 1 1
*SET_NODE_LIST_TITLE
Stablising boundary condition
$# sid da1 da2 da3 da4 solver
3 0.0 0.0 0.0 0.0MECH
$# nid1 nid2 nid3 nid4 nid5 nid6 nid7 nid8
392 0 0 0 0 0 0 0
*END
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Appendix C
Derivation of Cubic Effective
Modulus
The effective modulus can be calculated in the principal directions by considering the axial deflection of
the vertical struts.
• F1 is the force on one column
• FT is the total force
• nx,y,z is the number of struts in the respective direction
• nT is the total number of vertical struts
• lel is the length of an individual element
• lT is the length of a side of the whole lattice: lT = (n1 − 1)lel
• δ is the prescribed displacement
• Acs is the cross sectional area of the elements
• AT is the projected area of the lattice
• Es is the Young’s modulus of the element




σ1 = Esε1 =
δEs
lT



















The total strain is equal to the strain of one strut:
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Expanding out and subsituting lT = (n1 − 1)lel and nT =
√








Equation (C.7) is a function of the number of columns, or is a function of the geometry of the lattice
itself. To calculate the behaviour of an infinite lattice, the limit of the function must be calculated.
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Appendix D
Mean Intercept Length Data
D.1 Cubic Lattice
Table D.1: Cubic lattice anisotropy analysis performed in BoneJ; all trials (1/3).
Trial Point Cloud Convergence FabricTensor
1








 −0.07 0.955 −0.289−0.995 −0.047 0.087
0.07 0.294 0.953

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Table D.2: Cubic lattice anisotropy analysis performed in BoneJ; all trials (2/3).
Trial Point Cloud Convergence FabricTensor
4
















 0.027 −0.992 0.1241.0 0.027 −0.0005556
−0.003 0.124 0.992

Chapter D: Mean Intercept Length Data 114
University of Cape Town Department of Mechanical Engineering
Table D.3: Cubic lattice anisotropy analysis performed in BoneJ; all trials (3/3).
Trial Point Cloud Convergence FabricTensor
9




0.088 0.988 −0.1270.995 −0.08 0.068
0.057 −0.133 −0.99

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D.2 Octet-Truss lattice
Table D.4: Octet-truss anisotropy analysis performed in BoneJ; all trials (1/3).
Trial Point Cloud Convergence FabricTensor
1












 0.062 −0.94 0.3360.998 0.059 −0.017
−0.004 0.336 0.942

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Table D.5: Octet-truss anisotropy analysis performed in BoneJ; all trials (2/3).
Trial Point Cloud Convergence FabricTensor
5
















−0.103 0.993 0.065−0.993 −0.107 0.047
0.053 −0.06 0.997

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Table D.6: Octet-truss anisotropy analysis performed in BoneJ; all trials (3/3).
Trial Point Cloud Convergence FabricTensor
10
 0.026 −0.912 −0.41−0.996 −0.056 0.063
−0.081 0.407 −0.91

D.3 Kelvin cell lattice
Table D.7: Kelvin cell lattice anisotropy analysis performed in BoneJ; all trials (1/3).
Trial Point Cloud Convergence FabricTensor
1








−0.009 −0.795 −0.607−0.99 −0.08 0.119
−0.144 0.602 −0.786

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Table D.8: Kelvin cell lattice anisotropy analysis performed in BoneJ; all trials (2/3).
Trial Point Cloud Convergence FabricTensor
4
















0.074 −0.664 0.7440.994 0.109 −0.001
−0.08 0.74 0.668

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Table D.9: Kelvin cell lattice anisotropy analysis performed in BoneJ; all trials (3/3).
Trial Point Cloud Convergence FabricTensor
9




−0.074 −0.978 0.1930.997 −0.072 0.017
−0.003 0.194 0.981

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