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During the last few decades, the global agricultural production has risen and 
technology enhancement is still contributing to yield growth. However, population 
growth, water and energy crisis, and extreme weather, climate change, etc. threaten 
the global food security. The focus of this study is to advance the understanding 
of the associations between crops productivity and large scale and local scale cli-
matic variables, climate change, technology enhancement and assessing food-water-
energy nexus to enhance global food security in a sustainable manner considering 
current available resources. As decision-makers try to improve food security, it is 
important to identify the impact of technology enhancement and major climatic pat-
terns that impact crop yields, quantify and predict their impacts and find the trade 
strategies to minimize current and potential food shortages. Annually crop yields of 
the global countries are impacted by climatic variables deferentially in magnitude 
and sign. Some of these climate variables triggers simultaneous impacts on crops 
that can cause synergistic crops variability and volatility across the globe. Con-
sidering these climatic patterns as well as other factors such as population distri-
bution, available freshwater, cropland and energy resources, a global optimization 
model can enhance global food security through maximizing crop production. In 
this study we use historical records of crops yield, production, cropland area, inter-
national crops trade data, a broad range of climatic and non-climatic data, energy 
and freshwater resources. We implement data mining, statistical analysis, predic-
tive and optimization modeling tools to shed light on the food security topic. This 
study will be performed at the global scale to the extent that data coverage allows. A 
global exploration of food security provides a broader understanding of this issue, 
and depending on the implemented methodology, may inform us about space-time 
interconnections of the desired variables.
Diagnosing potential predictability of global crop yields in the near term is of 
utmost importance for ensuring food supply and preventing socio-economic conse-
quences. While agricultural influence of climate is well-established, a detailed ac-
count of the characteristics of synergistic multi-national variability and world-wide 
volatility of crop yields, whereby many countries undergo harmonizing influences 
of climate to thwart or facilitate crops productivity, remains largely unexplored. His-
tory indicates that such synchronous volatility-led crop yields losses can leave ma-
jor ramification for global price and food security. Previous studies suggest that 
a substantial proportion of global yields depends on local climate and larger-scale
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ocean-atmospheric patterns. It is however unclear whether synergistic variability
and volatility (major departure from the normal) of multi-national crop yields can be
potentially predicted by larger-scale climate drivers. Using observed data of yields
and climate variability from 1961-2013, we diagnose that yields of 5 staple crops,
namely maize, rice, sorghum, soybean and wheat vary synergistically across key
producing nations and can also be concurrently volatile, as a function of shared
larger-scale climate drivers. We use a statistical approach called Robust Principal
Component Analysis, to decouple and quantify the leading modes of global yield
variability. Sea surface temperature anomalies, multiple atmospheric and oceanic
indices, air temperature anomalies and Palmer Drought Severity Index are used to
study the association between yields variability/volatility and climate. Results show
that large-scale climate, especially El Niño-Southern Oscillation and North Atlantic
Oscillation are strongly correlated with persistent and anomalous yield variability.
The impact of local climate variability in both concurrent and lag phases vary among
different countries. In addition to extreme wet conditions across sorghum crop-
lands in South America, extensive significant hot or drought patterns are recognized
across maize croplands of South America and south of Asia, rice harvesting regions
of Oceania and south of Asia and sorghum and soybean growing regions of North
America, south and southeast of Asia. Results show that warmer-than-normal win-
ter time sea surface temperature anomalies in the Pacific Ocean exerts the most dom-
inating influence on global rice and sorghum yield volatility. In addition, extreme
soybean and maize volatility are associated with mutual climatic teleconnection pat-
terns. We diagnose that wheat yields can be concurrently volatile, as a function of
shared larger-scale climate drivers. Results also demonstrate that world-wide wheat
yield volatility has become more common in the current most decades, associating
with warmer northern Pacific and Atlantic oceans, negative North Atlantic Oscilla-
tion, negative Scandinavian Pattern, and positive Southern Annular Mode, leading
mostly to global wheat supply shortage. We found out not only do the same crops in
many countries co-vary significantly, but different crops co-vary in a same/different
manner.
Then we present a predictive model of the changes in the crop yields and how
they relate to different large-scale and regional climate and climate change variables
and technology in a unified framework. A new Bayesian multilevel model for yield
viii
prediction at the country level is developed and demonstrated. The structural re-
lationships between average yield and climate attributes as well as trends are esti-
mated simultaneously. All countries are modeled in a single multilevel model with
partial pooling to automatically group and reduce estimation uncertainties. El Niño-
Southern Oscillation, Palmer Drought Severity Index, geopotential height anoma-
lies, historical carbon dioxide concentration and country-based time series of Gross
Domestic Product per capita -as an approximation of technology measurement- are
used as predictors to estimate annual agricultural crop yields for each country from
1961 to 2013. We found out these variables can explain the variability in historical
crop yields for most of the countries and the model performs well under out-of-
sample verifications. While some countries were not generally affected by climatic
factors, Palmer Drought Severity Index and geopotential height anomalies acted
both positively and negatively in different regions for crop yields in many countries.
In the next step we assess approaches to maximize total production of barley,
maize, rice, sorghum, soybean and wheat across the global countries. The model
is tested based on the current available freshwater resources and croplands area as
well as a energy constraint. The results show that total production of these crops in
many countries can be increased substantially. This analysis will provide the essen-
tial scientific motivation at the national and global scale to discover feasible regions
and different crop choices that can support the sustainable area expansion and crop
production enhancement.
The results of this research try to improve three pillars of food security namely
availability, access, and stability. Our work tries to enhance the knowledge of global
food security field, which is of relevance to policy initiatives, decision makers, wa-
ter and energy managers, government and non-government organizations such as
United States Department of Agriculture, Food and Agricultural Organization of
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Introduction and literature review
1.1 Introduction
Global food security is one of the most critical issues of the 21th century and is in-
separable from human well-being. Food security, as defined by the United Nations’
Committee on World Food Security, means that all people, at all times, have physi-
cal, social and economic access to sufficient, safe and nutritious food that meets their
food preferences and dietary needs for an active and healthy life (FAO, 1996). This
definition encompasses four pillars of food security i.e. availability, access, utiliza-
tion and stability (FAO, 2009). Food availability is determined by the level of food
production, stock and trade. Concerns regarding insufficient food access have re-
sulted in focusing on incomes, expenditure and prices. Utilization is the way that
body makes the most of various nutrients in the food. People are still considered to
be food insecure if they have inadequate access to food on a periodic basis. In order
to achieve food security all four dimensions must be fulfilled simultaneously (FAO,
2008). Today, one cannot assert to having a functioning global food system when
one in seven people today still do not have access to sufficient food (Godfray et al.,
2010b). Technological advances, improved variety of seeds and fertilizers and better
farming practices are contributing to the enhancement of the crop production glob-
ally. At the same time, vagaries of climate, especially the frequency of extremes and
changing seasons and regional shortages of water and energy are inducing yield de-
pressions and undermining the food security. A burgeoning population, economic
crises, political issues such as sanctions, civil unrest and social strife add to the un-
certainties and make food security more complicated to address. For instance, the
1994 Rwandan famine brought about by the loss of 60% of the country’s harvest was
primarily due to the civil war (Sperling, 1997). Flooding and lack of trade triggered
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famine conditions in North Korea during the 1990s (Haggard and Noland, 2009).
Recently, 17 million people in Yemen are under emergency food situation due to re-
gional conflicts (Sharp, 2017). It is crucial to identify variables and quantify their
impacts on crops since the low variability of crop yields decreases income risk and
provides supplies stability (Ben-Ari and Makowski, 2014).
1.2 Literature review
Inter-annual variability of agricultural yields is well known to depend on the weather
(Troy, Kipgen, and Pal, 2015; Lobell and Field, 2007; Glotter and Elliott, 2016; Zhang
et al., 2017; Frieler et al., 2017; Ray et al., 2015; Lesk, Rowhani, and Ramankutty, 2016;
Ben-Ari et al., 2018; Zampieri et al., 2017; Ben-Ari and Makowski, 2016; Gutierrez,
2017; Tigchelaar et al., 2018; Ben-Ari and Makowski, 2014; Heino et al., 2018; Iizumi
et al., 2014; Gonsamo and Chen, 2015; Yuan and Yamagata, 2015; Nguyen-Huy et
al., 2018; Lu, Atkinson, and Newlands, 2017; Persson, Bergjord, and Höglind, 2012;
Cantelaube, Terres, and Doblas-Reyes, 2004; Kettlewell et al., 2003; Osborne and
Wheeler, 2013; Chen, McCarl, and Schimmelpfennig, 2004). Identifying the relation-
ships between climate and crop yields have always been elusive, however, studies
in this area date back to the beginning of the last century (Paltasingh, Goyari, and
Mishra, 2012). An understanding of the past global crop trends and their linkage
with climate provides the opportunity to determine recent yield progress due to
technology enhancement more precisely and project the impacts of climate change
on food availability (Lobell and Field, 2007; Lobell, Schlenker, and Costa-Roberts,
2011; Ray et al., 2015).
Some sets of studies include historical trend analyses at the global scale with or
without using essential climate variables (Ben-Ari and Makowski, 2014; Calderini
and Slafer, 1998; Grassini, Eskridge, and Cassman, 2013). Calderini and Slafer (1998)
analyzed trends in the yield and yield stability of wheat during the 20th century for
21 countries using linear and non-linear regression models. They found that most
of the 21 countries did not show any trend in the first three to five decades and a
significant increase in yields in the recent times. Ray et al. (2012) reported the trends
in crop yields for maize, rice, wheat and soybeans from 1961 to 2008. They also
showed that the returns have stagnated across 24% to 39% of the growing regions
and hence argued for new investments in under performing areas. Both of these
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studies mainly focused on detecting the trends in crop yields but did not evaluate
the explanatory factors that lead to them.
There are numerous local based efforts that have addressed and quantified ex-
planatory variables on crops. For example, Unganai and Kogan (1998) used remotely
sensed data for drought monitoring and climate impact assessment in order to corn
yield prediction in southern Africa. Cane, Eshel, and Buckland (1994) found that
El Niño-Southern Oscillation (ENSO) index can explain up to 60% of the variability
in Maize yield for Zimbabwe and with a lead time of up to a year, can provide ac-
curate predictions of the yield. Cantelaube, Terres, and Doblas-Reyes (2004) found
strong teleconnections between the first four principal components of the geopoten-
tial height anomalies (GPH) and wheat yield anomalies in Europe. Recently, Saku-
rai et al. (2014) quantified the impact of the carbon dioxide fertilization on soybean
yields in parts of the US, Brazil and China using a Markov Chain Monte Carlo pa-
rameter estimation approach. Kassie, Shiferaw, and Muricho, 2010 investigated the
impact of technological advancement (adoption of improved seeds) on crop yields
and incomes in Uganda using propensity matching score on a 927 household cross-
sectional database.
Many studies have considered the future prospect of food production and the im-
pact of climate change on it (Lobell and Field, 2007; Rosegrant and Cline, 2003; Lal,
2013; Parry et al., 1999; Lobell et al., 2008; Rosenzweig and Parry, 1994; Schmidhu-
ber and Tubiello, 2007; Krishnamurthy, Lewis, and Choularton, 2014; Fischer et al.,
2005; Lobell and Asner, 2003; Vermeulen et al., 2012; Brown and Funk, 2008; Hanjra
and Qureshi, 2010). Most of these studies have addressed this issue using Intergov-
ernmental Panel on Climate Change (IPCC) model projections. Parry, Rosenzweig,
and Livermore (2005) have evaluated the implications of climate change on food
production using the business as usual climate scenario, stabilization scenarios and
the special report on emission scenarios. They found that Africa is most at risk and
that stabilization 550 parts-per-million (ppm) would avoid most of the climate risk
on food production. Rosenzweig et al. (2014), through their study using gridded
crop models have examined how crops respond to climate in different latitudes and
time periods and changes in atmospheric CO2. They found strong negative effects of
climate change at higher levels of warming scenarios. Fischer et al. (2005) developed
an integrated ecological-economic modeling framework and used it to demonstrate
that enhanced CO2 levels in conjunction with increased temperatures and extreme
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events might depress global crop yields and increase production risk. A compre-
hensive review of the impacts of climate change on food security can be found in
Schmidhuber and Tubiello (2007). In their meta-analysis, they show that the num-
ber of people at risk by 2080 ranges from 5 million to 170 million and that it strongly
depends on the socioeconomic development conditions.
Factors like technology and economic advances, improvements in seeds, fertil-
izer application, using new crop varieties, better management, agricultural practices
and atmospheric CO2 enrichment can lead to increases in crop yields over time.
Among these, technology improvement is considered as one of the most important
factors (Lobell and Gourdji, 2012). Funds are indeed necessary to meet agricultural
growth and governments decisions to boost crop yields are highly influenced by
financial instrument availability. In the absence of these instruments, farmers and
related agencies may not utilize more advanced technologies or implement prac-
tices to enhance agricultural efficiency. During the last decades, atmospheric con-
centrations of CO2 has increased substantially. Crops generally responds positively
to increased atmospheric CO2 concentration (McGrath and Lobell, 2013). The pos-
itive effect of increasing CO2 concentration on photosynthetic rates, photorespira-
tion and water use efficiency is comprehensively discussed (Bannayan, Mansoori,
and Rezaei, 2014; Long et al., 2006; Attavanich and McCarl, 2011). Moreover, while
there is an agreement among studies that increasing CO2 will positively impact crop
production and yield (Rosenzweig and Parry, 1994; Jaggard, Qi, and Ober, 2010;
Bannayan, Mansoori, and Rezaei, 2014; Lobell and Gourdji, 2012), precise estimates
of the future fertilization effect of CO2 enrichment on crop yields is a controversial
topic (McGRATH and Lobell, 2011; McGrath and Lobell, 2013). The impact of CO2
on crops is of such great importance that a large portion of studies assessing wheat
production affected by climate change have mainly investigated the impacts of fu-
ture CO2 concentrations (Kang, Khan, and Ma, 2009). Due to the small variation
of CO2 concentration, separation of CO2 fertilization effects from the others is very
challenging (Sakurai et al., 2014). McGrath and Lobell (2013) has noted that pre-
vious studies have made simplifying assumptions about the fertilization effect of
CO2 on crop yields. Some studies utilized Free Air CO2 Enrichment (FACE) experi-
ments (Ainsworth and Long, 2005) to make a better assessment of the physiological
response of crop yields to CO2 (Tebaldi and Lobell, 2008). Most of these studies,
have explored the likely future impacts of CO2 increase on crops based on different
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CO2 enrichment scenarios. Understanding the past impact of enhanced CO2 on crop
yields is also crucial (Challinor and Wheeler, 2008). Lobell and Field (2007) have
shown that the impacts of rising temperatures on crop yields (wheat, maize and bar-
ley) are small relative to the gains from technological advances, thereby showing the
coupled nature of climate and technology in impacting global yields.
Relating trends to the explanatory factors in global scale was attempted by Lo-
bell, Schlenker, and Costa-Roberts (2011) who primarily focused on understanding
the changes of maize, wheat, rice and soybean yields after 1980 as it relates to the
recent changes in precipitation and temperature. Iizumi et al. (2014) presented the
spatial distribution of the impacts of ENSO on the yields of wheat, maize, soybean
and rice. They noted that the overall effects of ENSO on these crops was uncertain
and can be both positive and negative. Heino et al. (2018) discussed the associa-
tion between crops productivity, North Atlantic Oscillation (NAO) and Indian Ocean
Dipole (IOD). Using a high-resolution crop yield dataset from 1979 to 2008, Ray et al.
(2015) classified how yield variability of wheat, maize, rice and soybean were related
to either normal or extreme fluctuation in temperature and precipitation variability.
Climate extremes have been on the uptrend since the last century (Asadieh and
Krakauer, 2015) and global climate change projections indicate that the frequency
and severity of extremes may continue to increase, hence posing a challenge for the
future (Parry, 2007). Separate lines of evidence indicate that weather extremes across
the globe can occur concurrently, due to mutual larger-scale climate drivers (Steptoe,
Jones, and Fox, 2017; Stan et al., 2017; Brönnimann, 2007) and that such larger-scale
drivers influence global and regional crop productivity (Heino et al., 2018; Iizumi
et al., 2014; Gonsamo and Chen, 2015; Yuan and Yamagata, 2015; Nguyen-Huy et
al., 2018; Lu, Atkinson, and Newlands, 2017; Persson, Bergjord, and Höglind, 2012;
Cantelaube, Terres, and Doblas-Reyes, 2004; Kettlewell et al., 2003; Lesk, Rowhani,
and Ramankutty, 2016; Zampieri et al., 2017; Wang et al., 2014). Extreme weather
disasters such as heatwaves, droughts, floods, cold spells and the co-occurrence of
compound extremes (e.g. hot and dry spell events) can lead to yield loss (Troy,
Kipgen, and Pal, 2015; Lobell and Field, 2007; Glotter and Elliott, 2016; Zhang et al.,
2017; Frieler et al., 2017; Ray et al., 2015) and cause significant crops losses (Lesk,
Rowhani, and Ramankutty, 2016; Ben-Ari et al., 2018; Zampieri et al., 2017). Crop
yield variability and extreme climate events have big implications for food security
since they create uncertainty for farmers, limit food access for poor households in
6 Chapter 1. Introduction and literature review
developing countries during grain shortfalls and impact global market volatility and
food prices (Fuss et al., 2015; Diffenbaugh et al., 2012; Ahmed, Diffenbaugh, and
Hertel, 2009; Subervie, 2008; Tigchelaar et al., 2018). In addition, price volatility may
lead to poverty, malnutrition and internal conflicts (Prakash, 2011). For example
increase of food world prices in 2007 and 2008 led to protests and riots in 48 countries
across the globe (Brinkman and Hendrix, 2011). Crop yield volatility, however, is
directionless and can be either upward or downward (poor harvest or abnormally
good harvest) (Prakash, 2011) since pleasant weather can boost crops productivity
(Butler, Mueller, and Huybers, 2018).
Crop trade is an important human adaptation that interacts with food security
and resource scarcity. It enables the spatial decoupling of agricultural production
and consumption which facilitates global food security in the face of a changing cli-
mate (Baldos and Hertel, 2015). Furthermore, it will increase the physical availability
of food at global and local levels. Through food trade, there is a virtual flow of wa-
ter from producing and exporting countries to importing and consuming countries
(Islam et al., 2007). In a world where about 85% of countries do not have complete
food self-sufficiency (Puma et al., 2015), the import of food has enabled many coun-
tries to face food security problems by importing crops from other countries (Porkka
et al., 2013). But if the influence of climate prompts countries to reduce or suspend
crops export, as Argentina, Ukraine, Russia and Serbia did in the world food crisis
during 2007 and 2008 , countries that are largely dependent on crops import could
face crisis. Export bans in main crop producers would put about 200 million people
at risk of hunger (d’Amour et al., 2016). Countries that import crops for feeding their
population put their people at risk when they depend on a few exporters.
The challenge of feeding nine billion people at the 2050 horizon has led to many
recent studies focusing on long-term trends in productivity (Paillard et al., 2011;
Godfray et al., 2010a) e.g., by estimating average crop yields increase rates (Grassini,
Eskridge, and Cassman, 2013; Ray et al., 2013). Closing the yield gap, increasing
production limits, reducing waste, changing diets, expanding agriculture (Godfray
et al., 2010a) and an expansion of cultivated land in the most productive areas (Ben-
Ari and Makowski, 2016) are among other measures that can be taken to ensure
food security in the future. The role of energy in food security is receiving more
attention (Dubreuil et al., 2013). Irrigation is considered as a primary consumer of
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energy and government policies have supported groundwater use (that, in turn, in-
creases energy use) to improve food security (Khan and Hanjra, 2009). In addition,
farmer investments in pumps and wells have driven a rapid expansion of ground-
water irrigation (Scott and Shah, 2004). An understanding that natural resources
(such as water, land, energy, etc.) have already started to limit increasingly due
to economic improvement and human well-being goals has led to Nexus thinking
(Ringler, Bhaduri, and Lawford, 2013; Conway et al., 2015; Rasul, 2014; Nie et al.,
2019; Newell, Goldstein, and Foster, 2019; Chen et al., 2016; Ozturk, 2015; Lawford
et al., 2013). The water, energy, land and food nexus concept is a tool for enhancing
understanding of the linkages across these sectors (Ringler, Bhaduri, and Lawford,
2013). The nexus between food and water is made even more complicated due to
agriculture globalization and rapid food trade growing (D’Odorico et al., 2018).
1.3 Research plan of this study
The research plan for this study is structured as follows:
In the second chapter, long-term national-based yields of maize, rice, sorghum,
soybean and wheat from 1961 to 2013 are decomposed using Robust Principal Com-
ponent Analysis to low rank and sparse components. In this chapter leading modes
of the persistent yield anomalies of these crops are scrutinized to assess their associa-
tion with climate and to identify co-varying countries and crops. In the third chapter
sparse matrix is used to evaluate the association between synergistic yield volatility
and climate. In these chapters the relationship sea surface temperature anomalies
(SSTa), atmospheric and oceanic indices, air temperature anomalies (ATa), PDSI and
GPH are used to address the relationship between crop yield variability, volatility
and climate.
In the fourth chapter, we present a comprehensive global analysis of the changes
in the crop yields and how they relate to different large-scale and regional climate
variables, climate change variables and technology in a unified framework. For each
country, we compute the harvested area weighted average yield to ensure that the
yield for a country is representative of the major crops harvested each year while still
accounting for the minor crops. A new multilevel model for yield prediction at the
country level is developed and demonstrated. The structural relationships between
average yield and climate attributes as well as trends are estimated simultaneously.
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All countries are modeled in a single multilevel model with partial pooling to auto-
matically group and reduce estimation uncertainties. ENSO, PDSI, GPH, historical
carbon dioxide concentration and country-based time series of per capita Gross Do-
mestic Production index (GDP) as an approximation of technology measurement are
used as predictors to estimate annual agricultural crop yields for each country from
1961 to 2013.
Major advances in sustainable food production and availability can be achieved
in the future if the current hunger can be eradicated. Consequently, it is important
to investigate this issue sooner rather than later to discover strategies that enable the
food system to cope with current hunger based on available resources. In the fifth
chapter we develop a global optimization model to examine the feasibility of feed-
ing the current population based on today’s available resources such as farmlands,
freshwater resources and energy. We assess approaches to maximize total produc-
tion of barley, maize, rice, sorghum, soybean and wheat across the global countries.
The model is tested based on the current available freshwater resources and crop-
land area as well as a energy constraint. This analysis will provide the essential
scientific motivation at the national and global scale to discover feasible regions and
different crop choices that can support the sustainable area expansion and crop pro-
duction enhancement. Finally, in chapter 6, we present summary, conclusions, limi-




Patterns Drive Synergistic Global
Variability Of Staple Crops
Here, using observed yields data of maize, rice, sorghum, soybean and wheat (MRSSW)
and climate variability from 1961-2013, we diagnose that crop yields vary syner-
gistically across key producing nations, as a function of shared larger-scale climate
drivers. We use a statistical approach called robust Principal Component Analysis
(RPCA), to decouple and quantify the leading modes -or principal component (PC)-
of global MRSSW yield variability. SSTa, atmospheric and oceanic indices, ATa and
PDSI are used to study the association between the PCs and climate. Results show
that large-scale climate, especially ENSO and NAO are strongly correlated with crop
yield variability. Extensive maize harvesting regions in Europe, rice and soybean in
South America and sorghum in North America experienced the influence of local
climate variability in this period. Sorghum yield variability across the globe exhibits
significant correlations with many atmospheric and oceanic indices. For wheat, re-
sults show that previous year’s local air temperature variability being the primary
influence and the tropical Pacific Ocean being the most dominating larger-scale cli-
mate stimulus. Results indicate that not only do the same crops in many countries
co-vary significantly, but different crops, in particular maize, in different PCs also
co-vary with other crops. Identifying the association between climate and crop yield
variability and recognizing similar and dissimilar countries in terms of yield fluctu-
ations can be informative for the identified nations with regard to the periodic and
predictable nature of many large-scale climatic patterns.
This chapter is self-describing and the outcome is published/under review in:
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Najafi, E., Pal, I., Khanbilvardi, R., Climate Drives Variability and Joint Variabil-
ity Of Global Crop Yields, Science of the Total Environment, https://doi.org/10.1016
/j.scitotenv.2019.01.172, 2019 (Najafi, Pal, and Khanbilvardi, 2019a).
Najafi, E., Pal, I., Khanbilvardi, R., Data of variability and joint variability of
global crop yields and their association with climate, Data in Brief, https://doi.org/10.
1016/j.dib.2019.103745, 2019 (Najafi, Pal, and Khanbilvardi, 2019b).
Najafi, E., Pal, I., Khanbilvardi, R., Synergistic variability and volatility of global
wheat yields depends on common larger-scale ocean-atmospheric teleconnection
patterns (under review)
2.1 Introduction
Diagnosing potential predictability of global crop yields in the near term is of utmost
importance for ensuring food supply and preventing socio-economic consequences.
Previous studies suggest that a substantial proportion of global crop yields depends
on local climate such as precipitation, temperature and drought (Ray et al., 2015;
Osborne and Wheeler, 2013; Lobell, Schlenker, and Costa-Roberts, 2011; Lobell and
Field, 2007; Li et al., 2009) and larger-scale ocean-atmospheric patterns like ENSO,
NAO and IOD (Heino et al., 2018; Ray et al., 2015; Chen, McCarl, and Schimmelpfen-
nig, 2004; Osborne and Wheeler, 2013; Iizumi et al., 2014; Abdolrahimi, 2016). Ray
et al. (2015) used a sub-national yield dataset at the annual scales and examined
influence of local temperature and precipitation variability on region-specific yield
variations. They indicated that climate variability explained up to 35% of global
wheat yield variability where temperature was the leading factor for wheat yields,
in general, across the world. Knowledge of the regional connections between larger-
scale climate and food crop production existed, but the global studies were really
few (Heino et al., 2018; Iizumi et al., 2014). Among those, the methods and the time
spans were not fully consistent, which already in themselves caused differences in
many of the results. In addition, many of these studies either examined crop-specific
relationships, e.g. Iizumi et al. (2014), Podestá et al. (1999), and Liu et al. (2014) or
studied aggregated yields of the major crop types (Nguyen-Huy et al., 2018) or con-
sidered only one specific type of larger-scale driver (Lu, Atkinson, and Newlands,
2017). Heino et al. (2018) was the first global assessment, to our knowledge, which
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incorporated ENSO, IOD and NAO altogether impacting 12 major crop types glob-
ally. They however took mean crop productivity at sub-national scales, not separat-
ing out crop-specific controls.
While agricultural influence of climate is well-established, a detailed account of
the characteristics of synergistic multi-national variability of crop yields, whereby
many countries undergo harmonizing influences of climate to thwart or facilitate
crop productivity, remains largely unexplored. In other words, it is unclear whether
synergistic variability and of multi-national crop yields can be potentially predicted
by larger-scale climate drivers. It should be noted that separating the influence of
climate on crops from other variables is very complicated due to high spatial and
inter-annual variability of yields across countries. In this regard, reducing the size
of data can help to better understand and interpret its structure, while minimizing
information loss. In this study we used a machine learning approach called RPCA to
decompose yield time series of MRSSW from 1961 to 2013 to several modes or PCs to
assess the association between crop yields and climate more accurately. Moreover,
we use these modes to identify co-varying crop producers and joint dependencies
between crops.
2.2 Dataset
In this section, we explain different climatic and non-climatic variables, their impor-
tance and preprocessing steps.
2.2.1 Crop yields data and standardization methodology
Annual crop yields data from 1961 to 2013 are collected from the Food and Agri-
culture Organization of the United Nations statistical databases (FAO, 2016b). In
this study, we focused on the countries that have complete yield data in this period.
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Due to technological improvements over time, each yield time series was ex-
pected to have a monotonic trend component. We were primarily interested in per-
sistent yield variation and therefore we de-trended each time series using a stan-
dardization approach. In Equation 2.1, Yt is the detrended yield value, yt is the
original yield value, yt-3,t+3 is the mean of the original yield values for the seven-
year moving window and std(yt-3,t+3) is the standard deviation of the original yield
values for the seven-year window. The detrending approach that is used here leads
to losing the first and last three years, so the final time span of detrended yield val-
ues are from 1964-2010. The finalized dataset contains 130, 98, 73, 37 and 85 MRSSW
producer countries respectively (See Appendix B, Tables B.1 and B.2 for more infor-
mation). The production of MRSSW in these countries account for 93%, 99%, 90%,
95% and 83% of the total global MRSSW production in 2013. Limitations to include
growing season of crops is presented in the Appendix A.
2.2.2 PDSI
PDSI not only integrates precipitation and temperature, but it is also highly cor-
related with soil moisture content (Dai, Trenberth, and Qian, 2004). PDSI ranges
from about -10 (dry) to +10 (wet) and represents both dryness or wetness (depend-
ing on the region that may imply floods or moderate rainfall (Dai, Trenberth, and
Qian, 2004)). Gridded monthly self-calibrated PDSI, at 2.5-degree resolution, was
obtained from NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their web
site (NOAA-ESRL, 2017). Unlike the detrended yields data that are from 1964 to
2010, the time span of PDSI (and other climatic variables) is from 1963 to 2010, since
the association between PCs and PDSI (and other climatic variables) with one-year
lag will be considered in this study.
2.2.3 ATa
Monthly temperature anomalies data of the University of Delaware Air Temperature
& Precipitation, at 0.5-degree resolution provided by the NOAA/OAR/ESRL PSD,
Boulder, Colorado, USA, from their web site (NOAA-ESRL, 2017).
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2.2.4 SSTa
Sea surface temperature (SST) is an essential parameter in weather prediction and
atmospheric model simulations. Monthly Extended Reconstructed Sea Surface Tem-
perature (ERSST) version 4 dataset, at 2.5-degree resolution, provided by the NOAA/OAR/ESRL
PSD, Boulder, Colorado, USA, from their web site (NOAA-ESRL, 2017).
2.2.5 GPH
GPH approximates heights of the pressure level in the upper atmosphere and its
fluctuation drives the atmospheric circulation patterns. We have used GPH at 500
hPa pressure level, which is the most important variable describing the larger-scale
air flows (Weare, 1990). Detrended gridded monthly GPH data, at 2.5-degree reso-
lution, was obtained from the same source as PDSI (NOAA-ESRL, 2017).
2.2.6 Oceanic and atmospheric indices
Ocean-atmospheric indices are used to characterize aspects of geophysical systems
such as ocean-atmospheric circulation patterns that can trigger concurrent multi-
ple regional climate variability across the globe. Multiple monthly atmospheric and
ocean time series (NOAA-ESRL, 2017) are used to study the links between large-
scale climatic patterns and modes of crop yield variability. The detailed information
of these indices are provided in Table 2.1.
2.2.7 Global coverage of MRSSW croplands
In order to obtain the global spatial coverage of MRSSW croplands, we combined the
irrigated and rain fed maps for each crop (Portmann, Siebert, and Döll, 2010; ORNL,
2016) (Figure 2.1). The resulting maps are used to specify the spatial coverage of
croplands as well as croplands areas (in hectare (ha)) in the countries of this study
that are impacted by local climate variability. We re-gridded every local climate data
(PDSI and ATa) to match spatial scales of croplands coverage.
2.3 Methodology
Principal Component Analysis (PCA) is one of the most widely used statistical meth-
ods for dimensionality reduction. However, its drawback regarding the treatment
14
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TABLE 2.1: Oceanic and atmospheric indices discussed in this study
Name of index (abbreviation) Description Refernce
Eastern Tropical
Pacific SST (Nino 3)
SST in Tropical Pacific measured at
5N-5S and150W-90W.
Central Tropical
Pacific SST (Nino 4)
SST in Tropical Pacific measured at
5N-5S and 160E-150W.
East Central Tropical
Pacific SST (Nino 3.4)
SST in Tropical Pacific measured at
5N-5S and 170W-120W.
Extreme Eastern
Tropical Pacific SST (Nino 1+2)




The first seasonally varying principal
component of six atmosphere-ocean
variable fields in the Tropical Pacific
basin.
Wolter and Timlin (2011)
Oceanic Nino
Index (ONI)
Three months running mean SST
anomalies in the Nino 3.4 region,
based on changing base period.
Trenberth and Stepaniak (2001)
Pacific Decadal
Oscillation (PDO)
The first PC of monthly SST
anomalies in the North Pacific
Ocean.
Mantua and Hare (2002)
Tripole Index for the
Interdecadal Pacific
Oscillation (TPI IPO)
The difference between the SSTa
averaged over the central equatorial
Pacific and the average of the SSTa
in the Northwest and Southwest
Pacific.
Henley et al. (2015)
North Pacific
Pattern (NP)
Area-weighted sea level pressure
over 30N-65N and 160E-140W.




(usually at 700 or 500 hPa)
observed over the eastern and
western US.
Leathers, Yarnal, and Palecki (1991)
West Pacific
Index (WP)
A primary mode of low-frequency
variability over the North Pacific.
Wallace and Gutzler (1981)
Caribbean SST
Index (CAR)
The time series of SSTa averaged
over the Caribbean.




mode of low-frequency variability
over the North Atlantic.
North Atlantic
Oscillation (NAO)
Surface pressure dipole between
Iceland and the Azores.
Leathers, Yarnal, and Palecki (1991)
Tropical Southern
Atlantic (TSA)
Anomaly of the average of the
monthly SSTa at 0-20S and
10E-30W
Enfield et al. (1999)
Atlantic Multidecadal
Oscillation (AMO (unsmoothed))
Average SSTa in the North Atlantic
Ocean over 0-80N to measure the
variability occurring in the North
Atlantic Ocean.
Enfield, Mestas-Nuñez, and Trimble (2001) and Kerr (2000)
Western Hemisphere warm pool (WHWP)
Monthly anomaly of the ocean
surface area warmer than
28.5 degree Celsius in the Atlantic and
eastern North Pacific
and eastern North Pacific
Wang and Enfield (2003).
Quasi-Biennial
Oscillation (QBO)
A quasi-periodic oscillation of
the equatorial zonal wind between
easterlies and westerlies in
the tropical stratosphere.
Baldwin et al. (2001)
Southern Annular Mode (SAM)
Pressure dipole between the Antarctic
and Southern and Hemisphere mid latitudes.
Marshall (2003)
of outliers may put its validity in question (Candès et al., 2011). Basic statistical
methods often result in unreliable results in the presence of outliers (Demšar et al.,
2013). This prompted us to use the robust version of PCA. In this study we employed
RPCA as a machine learning approach. RPCA decomposes a rectangular matrix M
into a low-rank component (L matrix) and a sparse component (S matrix), by solving
a convex program called Principal Component Pursuit (Candès et al., 2011).
min(||L||∗+λ||S||1) (2.2)
L + S = M (2.3)
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||L||∗ is the nuclear norm of L. In Equation 2.2 lambda is the parameter of the
convex problem that is minimized in the Principal Components Pursuit algorithm
(Candès et al., 2011). RPCA computes the S matrix in a way that minimizes the
norms, so RPCA yields lower number of PCs than ordinary PCA. In our case, M
represent the yield anomalies matrix. One dimension of M is time (1964 to 2010)
and other dimension is countries (location) and the values are locally (country-wise)
detrended yield anomalies. The S matrix contains all the simultaneous anomalous
values and the L matrix exhibits detrended yields without outliers in the countries
from 1964 to 2010.
The schematic input and output data acquired from RPCA is presented in Figure
2.2. The S-matrix contains all the simultaneous yield outliers across all the countries
in every year and L-matrix exhibits “new” interannual standardized yield anomalies
for all the countries. The values in the S matrix may be considered poor observations
due to biased measures or true values, so the S matrix should be carefully evaluated
to see if the values are errors or valid numbers. In this chapter, the L matrix will be
scrutinized in detail ( S matrix is studied chapter 3). The error bars of the eigenvalues
by Leave-1 out cross validation bootstrap for the first 10 PCs of wheat (Figure 2.3).
2.4 Low rank matrix; persistent yield anomalies
L matrix that contains persistent yield anomalies, delivers three types of results:
loadings, eigenvalues and scores. Loadings that contain uncorrelated PCs are linear
combinations of the actual variables (Jolliffe, 2002). Each PC that is constructed from
the L matrix, explains part of global yield variability. Here, RPCA decomposed the
yield anomalies of MRSSW into 28, 28, 27, 20 and 26 components respectively. The
first PCs contain the maximum variation of the original variables and vice versa.
Eigenvalues provide a measure of the variance explained by each PC. In this study,
the first 3 PCs (except wheat that we studied the first 4 PCs (Figure 2.4)) are retained
for detailed analysis. These PCs of MRSSW explain 24%-33% of the total yields vari-
ance of the L matrix.
Each PC is associated with a score vector. Scores are normalized yield time series
and can be used to find links between PCs with other variables (such as climatic time
series) by means of correlation analysis. It should be noted that the time-span of
MRSSW yield anomalies is from 1964 to 2010, so the score vector of each PC refers to
16
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FIGURE 2.1: Global coverage of (a) irrigated, (b) rain-fed and (c) com-
bination of both irrigated and rain-fed wheat croplands.
FIGURE 2.2: Original (M), low rank (L) and sparse matrix (S) of stan-
dardized wheat yields for 85 countries from 1964 to 2010
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FIGURE 2.3: The error bars of the eigenvalues by leave-1 out cross
validation bootstrap for the first 10 PCs of wheat
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FIGURE 2.4: The cumulative variance explained (in %) by the leading
modes of global wheat yield variability.
this period. Each PC implied a specific synergistic variability pattern in global yields
wherein several producing nations contributed jointly in a variety of proportions. In
each PC, countries with positive values have a direct relationship with that PC (and
vice versa) and the magnitude defines the power of this association. So, in each
PC, the countries with a large loading value are of significant importance. These
countries not only co-vary similarly/oppositely (same loading sign value countries
co-vary similarly and vice versa), but they explain the variance of that PC the most.
Hence, large loading value countries (LLVC) will be explored in further detail. The
distribution of the loadings values of the first three PCs (Figures 2.5 and 2.6) show
that normal density, with a good approximation, fits loadings values. Therefore, we
choose the LLVC based on one standard deviation exceedance of loadings values
from the mean from both sides in each PC.
Here, spearman correlation is used to assess the association between climate and
PCs in both concurrent and one-year lag phases. It should be noted that correlation
does not show out-of-sample predictive power (Friedman and Schwartz, 1991) or
causation. We only report the correlations with significance level lower than 0.05.
However, the first few PCs easily interpreted in many climatological and meteo-
rological examples (Jolliffe, 2002), they are not always associated with meaningful
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FIGURE 2.5: The histogram of the loadings of the first 4 PCs of wheat 
acquired from the L matrix and a fitted normal density c urve. The 
vertical blue (orange) lines show mean minus (plus) one standard de-
viation for the loadings values for each PC.
FIGURE 2.6: The histogram of the loadings of the first 3 PCs of MRSS
acquired from the L matrix and a fitted normal density curve. The
vertical blue (orange) lines show mean minus (plus) one standard de-
viation for the loadings values for each PC.
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FIGURE 2.7: The concurrent (one-year-lagged) Spearman rank corre-
lations between each PC1-PC4 time series of wheat over wheat crop-
lands from 1964 to 2010 (1963–2009) and climate variability. PDSI
and ATa indicate local climate variability while SSTa indicate global
ocean-atmospheric patterns. The locations with statistically signif-
icant correlations (95%) over croplands are designated with small
black dots and only significant correlations (95%) between SSTa and
the score of each PC are depicted. The boundary of the countries
with large positive (negative) loading values are highlighted in or-
ange (blue).
physical phenomena and are not always easy to interpret (Demšar et al., 2013). Fig-
ures 2.7, 2.8, 2.9 and 2.10 present concurrent correlation (CC) and one year-lag corre-
lation (LC) between PCs and annual average of SSTa, ATa and PDSI. In these figures
we showed significant correlations (95%) with SSTa. Significant correlations over
croplands are marked with small black dots. The boundary of LLVC are highlighted
in orange (large positive loading values) and blue (large negative loadings values).
Throughout the manuscript, all the reported numbers are based on the countries that
are considered in this study. For example, global maize production/cropland area
refers to production/cropland area of maize in 130 countries of this study.
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FIGURE 2.8: The concurrent (one-year-lagged) Spearman rank corre-
lations between PC5-PC10 time series of wheat over wheat croplands 
from 1964 to 2010 (1963–2009) and climate variability. See the caption 
of Figure 2.7 for more details
FIGURE 2.9: Concurrent (one-year lag) correlation between PC1, PC2
and PC3 of MRSS and SSTa and ATa over MRSS croplands from 1964
to 2010 (1963–2009). These three PCs explain about 24%, 25%, 25%,
31% of the global MRSS yield variabilities in the low rank matrix re-
spectively from 1964 to 2010 and climate variability. See the caption
of Figure 2.7 for more details
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FIGURE 2.10: Concurrent (one-year lag) correlation between PC1,
PC2 and PC3 of MRSS and SSTa and PDSI over MRSS croplands from
1964 to 2010 (1963–2009) and climate variability. See the caption of
Figure 2.7 for more details.
2.4.1 Synergistic global variability of wheat yield and its association with
climate
Wheat is grown on more land area than any other food crops (220.11 million hectares,
according to FAOSTAT, http://www.fao.org/faostat/en/#data/QC). Only after
sugar cane and maize, wheat had the largest production recorded in 2016 ( 749.46
million tons). Wheat accounts for around 20% of the calories that humans consume
and as such is the leading source of plant protein. In this section the persistent yield
anomalies of wheat is discussed. It is well-known that wheat productivity is sen-
sitive to natural climate variability (Troy, Kipgen, and Pal, 2015; Lobell and Field,
2007; Glotter and Elliott, 2016; Zhang et al., 2017; Frieler et al., 2017; Ray et al., 2015;
Mehrabi and Ramankutty, 2019; Gaupp et al., 2017; Gaupp et al., 2019). The rela-
tionships between climate, wheat production variability and stability and socioeco-
nomic outcomes has received growing attention recently (Ben-Ari and Makowski,
2016; Gutierrez, 2017; Tigchelaar et al., 2018; Ben-Ari and Makowski, 2014). In Fig-
ures 2.7 and 2.8 the LLVC are marked by thick orange/blue borders. These countries
that have large loading values participate largely in synergistic variability in yields.
Among LLVC, countries corresponding to PC1 group (PCon1, (the number shows
the PC number)) several of which are major producing-, exporting- and importing-
nations (Appendix B, Table B.2). It is important to note that wheat yields in each
PCon group synergistically vary but in variable proportions. Major producers (MP),
major importers (MI) and major exporters (ME) are considered as the first 20 wheat
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producers in 2013 based on the countries of this study. In Figure 2.8 countries with
similar directional variability in annual yields (positively covarying nations that are
also having large loading values of the same sign) are assigned with the same color
while those co-varying but in a different manner (large loading values of opposite
signs) are indicated by the opposite colors. PCon1 group included Nepal, Syria,
DR Congo, Ecuador, Kenya, Niger, Tanzania, Tunisia, Austria, Bulgaria, Denmark,
France, Germany, Greece, Hungary, Portugal, Romania, Sweden, Switzerland, New
Caledonia, Bolivia, Paraguay and Venezuela. PCon2 group included Iran, Lebanon,
Oman, Syria, Taiwan, Turkey, Yemen, Honduras, USA, Algeria, Ecuador, Niger,
Rwanda, South Africa, Sudan, Tanzania, Cyprus, Denmark, Greece, Ireland, Italy,
Netherlands, Portugal, Romania, Australia, Bolivia and Colombia. PCon3 group
included Afghanistan, Iran, Israel, Jordan, Myanmar, North Korea, Pakistan, Syria,
Turkey, Canada, Honduras, USA, Algeria, Malawi, Burundi, DR Congo, Ecuador,
Kenya, Mauritania, Namibia, Niger, South Africa, Tunisia, Cyprus, Finland, Swe-
den, Albania, Chile, Uruguay and Venezuela. PCon4 group included India, Japan,
Myanmar, Oman, Yemen, Canada, Angola, Ecuador, Lesotho, Mauritania, Mozam-
bique, Nigeria, Zambia, Bulgaria, Finland, France, Germany, Malta, Norway, Spain,
Switzerland and Venezuela.
Spearman rank correlations between each PC and national-level yield variabil-
ity provided indication on the extent to which each PC elucidated a national yield
variance or vice versa (Appendix B, Table B.3 and Figure 2.11). We found that, while
PC1 captured only about 10.5% year-on-year variance in world-wide wheat yields,
it explained up to 86% variance in national yields (e.g. Romania was among the
highest at 86% and Syria was the lowest at 20%, Appendix B, Table B.3). Likewise,
PC2 captured nearly 8% year-on-year variability in global yields, but explaining up
to 76% variance in national yields (Australia was the highest at 76%). Similarly, PC3
captured closer to 7.5% variance in global yields, but explained up to 74% national
yield variance and PC4 captured about 7% year-to-year variability in global yields,
but explained up to 72% national yield variance. We have provided more details on
all participating countries in Appendix B, Table B.3 and Figure 2.11. Altogether, 33%
global yield variability was captured by the first four PCs but each PC explained a
much higher proportion of variance in individual national yields, providing confi-
dence in potential predictability of multiple national wheat yields at a time.
Spearman correlation analysis between each PC and climate variability indicated
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FIGURE 2.11: The spearman rank correlation patterns between (a)
PC1, (b) PC2, (c) PC3 and (d) PC4 and standardized national wheat
yield in low rank matrix. Countries that are not within the scope of
this study are highlighted by gray color.
statistically significant influence of concurrent and previous-year’s climate drivers
at the local and larger-scales. Within PC1 group of nations, Austria, Bulgaria, Den-
mark, France, Germany, Romania and Paraguay were the leading producer and/or
-exporter and/or -importers whose wheat growing croplands indicated significant
correlations with ATa in the previous year (Figures 2.12 and 2.13). Such lagged cor-
relation patterns provide fairly good indication of potential predictability of PC1
and with that multi-national crop yield variability. For the sake of convenience, we
designate these countries as hPCon1, which are marked by * in Appendix B, Table
B.2. Some croplands within hPCon1 were also influenced by concurrent-year PDSI
variability, but to a lesser degree (indicating the secondary influence of moisture
in Denmark, France, Germany and Paraguay). Altogether, nearly 3.7 million ha of
wheat growing croplands within hPCon1 indicated statistically significant influence
of local climate variability on world-wide wheat yield variability (as the synergy was
captured in PC1), which was about 22.3% of the total wheat cropland areas within
PCon1 nations, while 32.6% fell within hPCon1. In a similar manner, within hPCon2,
the total growing area indicating concurrent influence of local climate on world-
wide yield variability captured in PC2 was about 5-fold to that of PC1, which was
nearly 18.2 million ha or 32.4% and 38.5% respectively of the total wheat growing
area falling within PCon2 and hPCon2 nations. Concurrent-year-average PDSI was
the most dominating climate factor (Figures 2.12 and 2.13). The same for hPCon3
were concurrent-year-average ATa where a total of 3.9 million ha of lands showed
statistically significant correlations between concurrent local climate variability and
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FIGURE 2.12: Country-specific wheat growing area (in percentage)
influenced by local climate variability (concurrent-year ATa, lagged-
ATa, concurrent-year PDSI and lagged-PDSI variability). Only PCon
are marked here.
PC3, which was about 6.1% and 6.8% respectively of the total wheat-growing crop-
lands falling within PCon3 and hPCon3 nations. hPCon4 group, on the other hand,
indicated various degrees of influence by the different climate indicators, such as,
concurrent-year’s average ATa in France, concurrent-year average PDSI in Germany,
previous- and concurrent-year’s average PDSI in Spain and India, previous year’s
average PDSI in Canada and both lagged-ATa and concurrent-year average PDSI in
Japan. It was about 3.2 million ha of croplands within hPCon4 or 6.9% and 7.1%
respectively of the total wheat growing areas within PCon4 and hPCon4 nations in-
dicated some degree of local climate influence on PC4.
Taken all together and considering the overlapping areas, there was around 78
million ha or 47% of wheat-growing croplands globally experiencing some degree
of local climate influence on synergistic yield variability within the eighty-five pro-
ducing countries and within them, nearly 29 million ha falling within the leading
producers/exporters/importers. Statistically significant correlations between each
PC and the global SSTa indicated systematic response of global wheat yield variabil-
ity to the larger-scale climate variability. The robustness of these SST correlations,
indicating larger-scale influence, was further substantiated by a series of parallel
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FIGURE 2.13: The wheat cropland area (on logarithmic scale) influ-
enced by ATa and PDSI and their combination in hPcon.
correlation analysis using a range of standard ocean-atmospheric indices. Results al-
together indicated that, there were several clusters of regions over the global oceans
showing statistically significant correlations with the PCs. The most notable one was
the equatorial Pacific Ocean displaying a prominent ENSO-type pattern correspond-
ing to PC1, at one-year lag. For PC2 also, the SSTa cluster over the tropical western
Pacific and eastern Indian Oceans, around the Maritime continents and adjacent to
northern Australia was significant. Existing literature indicated that the tropical Pa-
cific’s ENSO is a primary driver of global climate variability (Steptoe, Jones, and
Fox, 2017; Stan et al., 2017; Brönnimann, 2007), influencing several croplands across
the world (Heino et al., 2018) ; but our analysis decouples the first evidence that
the tropical Pacific SST can explain the leading modes of world-wide wheat yield
variability. This finding was further substantiated by the other set of our findings
shown in Appendix B, Table B.4 indicating that ENSO indices, peaking mostly in
winter (December-January-February), associated best with PC1 variability and as
opposite manner with PC2. There was also minor level of associations between PC1
and NAO; PC2 with the Scandinavian Pattern (SCA); PC3 with the Western Pacific
(WP) pattern; and PC4 with the Tropical Southern Atlantic (TSA) pattern. Arguably,
other physical climate indicators exist that possibly links with individual regional
yields, such as, Indian Ocean Dipole (IOD) and Southern Annular Mode (SAM) for
Australia (Yuan and Yamagata, 2015) but country-wise diagnostic analysis was out-
side the scope of our study.
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2.4.2 Comparison with existing literature
Previous studies suggested that wheat yields depend on local climate variability
(Ray et al., 2015; Lesk, Rowhani, and Ramankutty, 2016) and influenced by larger-
scale ocean-atmospheric patterns (Heino et al., 2018; Iizumi et al., 2014). It was still
fundamentally unclear, until our study, how and to what extent multiple national
wheat yields vary synergistically where local and larger-scale climate play a cen-
tral role. Nevertheless, many of our diagnostic outcomes well corroborate with the
existing research, which we discussed below:
We found that global wheat yield variability can be decoupled into and quanti-
fied by different unique modes, where, 33% can be captured by the first four PCs
(Figure 2.7, the first 10 PCs account for 67% of the total global yield variability.
PC5 to PC10 are exhibited in Figure 2.8). Each PC indicated a synergistic variabil-
ity pattern in multiple national yields where a range of leading producers partici-
pated concurrently. These joint variability patterns in multi-national wheat yields
could be simultaneously explained by specific local as well as larger-scale climate
drivers. Previous year’s ATa recorded over the wheat croplands as well as ENSO-
type characteristics across the tropical Pacific Ocean indicated dominating influence
on PC1 and to some extent on PC2. Concurrent-year-average PDSI variability was
important for PC2, while concurrent-year air temperature for PC3 and a mixture
of air temperature and precipitation variability for PC4 depending on the country
of interest. Adding on to Ray et al. (2015) and other studies (Chloupek, Hrstkova,
and Schweigert, 2004; Portmann, Siebert, and Döll, 2010), our findings revealed that
annual wheat yields concurrently vary across many nations but by a variety of pro-
portions. One set of examples is: Nepal, Syria, DR Congo, Ecuador, Kenya, Niger,
Tanzania, Tunisia, Austria, Bulgaria, Denmark, France, Germany, Greece, Hungary,
Portugal, Romania, Sweden, Switzerland, New Caledonia, Bolivia, Paraguay and
Venezuela (Appendix B, Table B.2, Figure 2.7) where synergistic variability patterns
were captured in PC1 (others are in Appendix B, Table B.3). It was also exhibited in
Ray et al. (2015) and others (Chloupek, Hrstkova, and Schweigert, 2004; Portmann,
Siebert, and Döll, 2010) that temperature variability in Western Europe is more cru-
cial for wheat yields than precipitation variability, where the only exception revealed
was Spain where precipitation variability was mostly important. Now, referring
back to Appendix B, Table B.2, our analysis discovered that yield variability in Spain
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fell under PC4 category showing PDSI variability as the sole important factor. Broad-
ening this discussion, Ray et al. (2015) also examined Australian wheat yields, which
is mostly rain-fed (Potgieter, Hammer, and Butler, 2002; Hammer, Holzworth, and
Stone, 1996) and hence it made sense that it would be largely explained by precipita-
tion variability. We too denoted that, PC2 not only explained Australian yield vari-
ability at largest but also indicated PDSI variability being the most crucial local-scale
climate driver. The US, Turkey and Iran also indicated concurrent yield variability
with Australia within PC2, where PDSI variability (wet/dryness) during the con-
current year was also the most dominating factor. India was another good example
to mention here, where our study corroborated well with Ray et al. (2015), indicat-
ing previous- and concurrent-year’s precipitation variability being important within
PC4 category.
Globally, 67% of the croplands are located in the areas where one or more cli-
mate oscillations show statistically significant alterations in crop productivity dur-
ing their strong phases (Heino et al., 2018). Adding to that knowledge, we pre-
sented that there were around 47% of wheat-growing croplands experiencing some
degree of climate influence within the eighty-five producing nations, falling espe-
cially within PC1-4 category. Our diagnostic results also provided indications that
previous year’s tropical Pacific Ocean SSTa was the most dominating stimulus for
world-wide wheat yields (PC1 and PC2), indicating that potential predictability in
multi-national yields is possible and can be higher for PC1. We also found minor
level of associations between PC1 and NAO; PC2 with the SCA; PC3 with the WP
pattern; and PC4 with the TSA pattern. Heino et al. (2018) indicated that 27% of
global mean crop production is sensitive to ENSO variability, while 5% to IOD and
20% to NAO, showcasing the dominance of ENSO on world-wide croplands. Along
that line, we discovered that it is 11% of world-wide variability in wheat yields, as
captured within PC1, those could be largely explained by ENSO variability alone.
We also found minor levels of associations between PC1 and NAO; PC2 with the
Scandinavian Pattern (SCA); PC3 with the Western Pacific (WP) pattern; and PC4
with the TSA pattern.
Heino et al. (2018) demonstrated that aggregated crop productivity (12 types)
was majorly insensitive to ENSO/IOD/NAO in Eastern Europe, Central Asia, North
America, Western Europe and Central America. This was where our study partic-
ularly found some differences, because PC1 and PC2 of world-wide wheat yield
2.5. Synergistic global variability of maize, rice, sorghum and soybean and their
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variability included countries in Europe, Asia and North America showing signif-
icant associations with ENSO cycles, in various degrees. Our study also corrobo-
rated well with Iizumi et al. (2014) that was an earlier global assessment to Heino
et al. (2018) but solely included ENSO in their study. Iizumi et al. (2014) showed that
ENSO phases influence wheat yields in many parts of South Asia, Latin America and
Southern Africa, both positively and negatively. FAO (2016a) specified observed
impacts of 2015/16 El-Nino on Latin America, Africa and Asia. There were also
other local case studies identifying ENSO’s impacts on crop production in China,
the US, Zimbabwe, Argentina and Indonesia Izaurraldenew, Canenew, Podestanew,
Liunew. Among them, Yuan and Yamagata (2015) indicated stronger influence of
the IOD than ENSO on Australian winter wheat yields and also specifying the pos-
sible influence of SAM, for the first time, on Australia’s climate and yields. Whereas,
our findings provided a different level of evidence indicating that Australia’s annual
wheat yield variability, the fraction of which was largely explained by PC2, is pri-
marily influenced by ENSO and to some extent by SAM (Appendix B, Table B.3),
indicating no significant influence of IOD. This was perhaps because IOD influence
is more “localized”, as Yuan and Yamagata (2015) pointed out.
2.5 Synergistic global variability of maize, rice, sorghum and
soybean and their association with climate
In this section the association between persistent yield anomalies of maize, rice,
sorghum and soybean (MRSS) and local and large scale climate is dicussed. Fig-
ure 2.14 depicts the countries that have large loadings values in many PCs (at least
12, 11, 8 and 10 times across all PCs of MRSS respectively). These countries explain a
large part of variability in the corresponding PCs and yield anomalies in these coun-
tries are more volatile than other countries. Among the identified countries in Figure
2.14, Brazil and Peru (sorghum, soybean), South Korea (maize, sorghum, soybean),
Argentina (soybean), Bolivia (rice), Gambia and Sri Lanka (maize, sorghum) have
many large loading values across PCs for more than one crop. Four out of seven of
these countries are located in South America. There is considerably large variability
of soybean in North and South America and Middle and Southern African countries.
Most of the identified sorghum producing countries are located in the mid latitude.
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FIGURE 2.14: The countries with large loadings values in at least 12,
12, 11 and 8 PCs (40% of PCs) acquired from L matrix of MRSS re-
spectively.
LLVC in PC1-PC2-PC3 (Appendix B, Table B.5) account for 16%-14%-13%, 4%-
8%-10%, 52%-32%-49%, 72%-41%-35% of the global MRSS production. As it can
be seen a great deal of global yields variability of sorghum and soybean anomalies
happen in a limited number of co-varying countries with large production. Here,
we computed the area of some regions that are impacted by AT or PDSI, in either
concurrent or lag phase (from now on we call it the regions that are impacted by lo-
cal climate). Globally, in PC1-PC2-PC3, 21%-26%-10% of maize harvesting regions,
6%-30%-23% of rice croplands, 8%-6%-16% of sorghum harvesting regions and 46%-
17%-15% of soybean harvesting regions of major producer countries were influenced
by local climate. Many of these croplands are located within LLVC. Like wheat pro-
ducing countries, MP are the first 20 MRSS producers in 2013 based on the countries
of this study (See Appendix B, Table B.6 for more information).
In total, PC2-rice (45 million hectare (mha)), PC2-maize (38 mha) and PC3-rice (36
mha) represent the largest impacted croplands by local climate. Table 2.2 presents
the percentages of croplands with significant local climate variability (SLC). PC2-
maize (25 mha), PC1-soybean (13 mha), PC2-rice (18 mha) and again PC2-rice (24
mha) exhibit the largest percentages of impacted croplands by AT, AT-lag, PDSI and
PDSI-lag respectively. On average, SLC in sorghum croplands is smaller than the
other three crops. 41 maize producers (most of them are located in Africa, Cen-
tral America and Southeast Asia), 9 rice producers (Comoros, Belize, Honduras, Ja-
maica, Nicaragua, Trinidad and Tobago, Sri Lanka, Timor-Leste,Taiwan), 9 sorghum
producers (Central African Republic, Guinea-Bissau, Rwanda, Uganda, Dominican
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TABLE 2.2: The percentages of MRSS croplands that experienced local
climate variability in PC1 to PC3
AT AT (one-year lag) PDSI PDSI (one-year lag)
PC1 PC2 PC3 PC1 PC2 PC3 PC1 PC2 PC3 PC1 PC2 PC3
maize 7.3 18.8 4.1 0.3 3.0 1.5 10.5 3.4 2.7 12.1 4.7 3.9
rice 0.2 1.4 6.1 0.7 2.1 6.5 2.5 12.6 6.5 4.0 16.0 8.6
sorghum 5.2 0.9 9.9 4.2 0.9 7.9 1.3 3.6 8.1 1.7 2.6 4.8
soybean 18.4 5.4 1.2 18.2 0.2 0.4 4.4 1.5 11.1 12.0 12.9 2.7
Republic, Haiti, Iraq, Lebanon, South Korea) and 3 soybean producers (Liberia, Suri-
name, Taiwan) did not show any SLC in PC1-PC3. However, many of these countries
exhibit SLC in other PCs.
Figure 2.9 and Figure 2.10 show that the impact of ATa and PDSI in both concur-
rent and lag phases vary among countries/regions in different PCs (See Appendix
B, Table B.7 for more information). The ratio of impacted cropland areas by local
climate in Figure 2.9 and Figure 2.10 for 10 regions are shown in Figure 2.15. In
PC1 56% of maize harvesting regions in Europe, 40% of sorghum harvesting regions
in North America and 49% of soybean harvesting regions in South America expe-
rienced the influence of ATa. 30% and 43% of sorghum and soybean harvesting
regions in PC1 in North America were impacted by ATa-lag. PDSI and PDSI-lag
extensively impacted soybean croplands in Oceania (47%) and maize croplands in
East Asia (30%). In PC2 CC with ATa is more prominent than AT-lag especially
for maize croplands in North America (42%) and soybean in Europe (29%). PDSI-
lag was crucial over 47% soybean harvesting regions in South Asia. In PC3, rice
and sorghum yield variabilities were impacted by ATa in both phases mostly in rice
harvesting regions of Oceania (ATa, 37%), sorghum in West Asia (AT-lag, 49%) and
South Asia (AT-lag, 25%). PC3 is indicative of a strong association with PDSI in some
regions including rice croplands in South America (PDSI, 39%), sorghum croplands
in North America (PDSI, 41%), South America (PDSI, 38%), southeast Asia (PDSI,
46%), Caribbean (PDSI-lag, 45%) and soybean croplands in South America (PDSI,
31%) (See Appendix B, Tables B.8 and B.9 for more information).
Figure 2.16 demonstrates the croplands area in 10 MP that experienced local cli-
mate variability. In this figure, the overlappings of the impacted croplands area by
ATa, ATa-lag, PDSI and PDSI-lag are not considered. A large extent of maize harvest-
ing regions in China and US, rice in China, India and Thailand, sorghum in US, Mex-
ico, India and Argentina and soybean in US, Brazil and Argentina experienced the
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FIGURE 2.15: The percentages of SLC over MRSS croplands in 10
global regions in PC1 to PC3.
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influence of local climate variability. More than half of Maize croplands in France,
Hungary, Romania, South Africa, US and Pakistan, rice in Brazil, Bangladesh, South
Korea, sorghum in South Africa, Canada, US, Indonesia and Viet Nam and soybean
in Italy, Romania, Turkey, Canada, Mexico, US, Argentina, Viet Nam and Japan im-
pacted by local climate in at least one PC.
Crop yield variability in ME is crucial since many of importers, particularly
major importers MI are dependent to these countries. Among maize producers,
Brazil, France, Germany, Poland, Romania, Hungary, Bulgaria, Canada, Argentina
(ME) and Morocco, Egypt, Taiwan, Iran, Peru, Venezuela, Chile, Colombia (MI) co-
vary conversely in different PCs. Within rice producers, Spain, Paraguay, Romania,
Hungary, Bulgaria, Uruguay, Argentina, Cambodia, Australia, Thailand (ME) and
Cameroon, Ghana, Venezuela, Iran, Angola, Iraq (MI) are ME and MI that co-vary
in an opposite manner across different PCs. Among sorghum producers, Hungary,
Paraguay, Australia, Thailand, US, South Africa (ME) and Papua New Guine, Chad,
Kenya, Sudan, Egypt, Colombia, Somalia (MI) and among soybean producers Brazil,
Uganda, India, Romania, Canada, US, Indonesia (ME) and South Korea, Taiwan,
Colombia and Vietnam (MI) are examples of LLVC that co-vary conversely in dif-
ferent PCs (See Appendix B, Table B.6 for the import and export ranks of countries
in 2013). However, not all of the identified countries here trade with each other, but
free trade between countries not only can be one part of the solution to global food
security but it improves sustainable use of natural resources (Heisey, 2015).
2.6 PCs’ links of MRSS with large-scale climate
Global drivers of atmospheric variability such as ENSO or NAO influence local cli-
mate across the globe (Steptoe, Jones, and Fox, 2017; Pournasiri Poshtiri and Pal,
2014) and subsequently can trigger simultaneous impacts on croplands. The re-
lationship between crop yield variations and large-scale climate can be justified if
those local climate variables are consequences of large-scale climate variabilities. In
this section, we examine significant SSTa (sSSTa) in Figure 2.9 and the relationship
between PCs and indices in Table 2.2. sSSTa are identified across many geographical
locations in the Pacific Ocean (Figure 2.9.c6.d1), Atlantic Ocean (Figure 2.9.b2.b6), In-
dian Ocean (Figure 2.9.d1), etc. Some PCs exhibit sSSTa that can be easily connected
to well known climatic patterns, such as PC3-sorghum (Figure 2.9.c6) where sSSTa
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FIGURE 2.16: Impacted MRSS croplands area by ATa, ATa-lag, PDSI
and PDSI-lag (SLC) in 10 major MRSS producers in PC1 to PC3.
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in the Tropical Pacific Ocean resembles the well known ENSO pattern. Moreover,
it is already proved that localized SST variations can impact neighboring croplands
(Shi et al., 2015; Dado and Takahashi, 2017). Figure 2.9 and Figure 2.10 present some
cases that may fall in this category. For example significant ATa (sATa) in the north
of Madagascar, Zimbabwe, South Africa and Mozambique (Figure 2.9.c5) may be
associated with sSSTa around Madagascar. Other example are sSSTa over Sea of
Okhotsk and sATa in soybean harvesting regions of Japan (Figure 2.9.d5) and sSSTa
in the Gulf of Mexico and sATa over soybean croplands of US (Figure 2.9.d3).
Identifying the most impactful SSTa demands correlation analyses with various
lead times. So, in Figure 2.9 (where SSTa features are based on annual average of
climatic variables) all sSSTa may not be reflective of impactful patterns. Here, cor-
relation between indices and PCs have been computed considering both annual av-
erages of the indices and the December-January-February (DJF) seasonal average,
both in concurrent and lag phases. This may give us more insight into identifying
the most prominent oceanic and atmospheric mechanism behind these features. If
a PC is largely correlated with both seasonal and annual average of an index, the
one with larger correlation will be presented. There are several SST indices to char-
acterize the nature of ENSO which are based on SSTa averaged across a given re-
gion in the Pacific Ocean (Trenberth and Stepaniak, 2001). These Nino indices, as
well as Multivariate ENSO Index (MEI) and Oceanic Nino Index (ONI) are all used
to describe ENSO (we call them ENSO indices). Among all the significant correla-
tions with ENSO indices, the index with the largest correlation magnitude will be
reported.
ENSO is the major mode of coupled atmosphere-ocean in the Tropical Pacific
Ocean. At a first glance to sSSTa (Figure 2.9), we recognize an extensive sSSTa in
the Tropical Pacific Ocean in different PCs that among them the lag map of PC3-
sorghum (Figure 2.9.c6) and concurrent map of PC3-soybean (Figure 2.9.d1) are
more prominent. The patterns in these two cases increase the likelihood of a link
between ENSO and climate variability over croplands such as sorghum harvesting
regions of US and South Africa and soybean harvesting regions of China and Brazil.
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All the crops are significantly correlated with at least one of the ENSO indices. PC3-
rice, PC3-sorghum and PC1-soybean in both lag and concurrent phases and PC1-
maize in concurrent phase are associated with ENSO. Unlike sorghum and rice, soy-
bean shows different sign correlations with ENSO in concurrent and lag phases (-
33% and 36%). PC3-sorghum, in both concurrent and lag phases, has the largest cor-
relation magnitude (about -52%) with ENSO indices. PC1-soybean in the lag phase
is only correlated with Nino 4. We found the association between PC3-rice (PC3-
sorghum) and all of the ENSO indices in concurrent (lag) phase to be significant.
ENSO’s effect on crop yields was already established in the 1980s (Handler, 1984).
A plethora of studies have been conducted on the impacts of ENSO on crops such
as maize in the US (Mourtzinis, Ortiz, and Damianidis, 2016; Legler, Bryant, and
O’brien, 1999; Hansen, Hodges, and Jones, 1998), rice in China, Myanmar, Vietnam,
US, Australia, North Korea, the Philippines, Central America and Europe (Chen,
McCarl, and Chang, 2008; Iizumi et al., 2014), sorghum in South America (Podestá
et al., 1999), etc.
PC3-rice (concurrent) and PC3-sorghum (lag and concurrent) are associated with
Tripole Index for the Interdecadal Pacific Oscillation (TPI-IPO) (Henley et al., 2015).
In these two PCs sSSTa can be seen in regions over the Pacific Ocean where TPI-IPO
index is computed (Figure 2.9.b5.c5). CC between PC3-sorghum and seasonal TPI-
IPO is the largest correlation magnitude found in this section (-0.55%). The Pacific
Decadal Oscillation (PDO) pattern is centered over the mid-latitude Pacific basin
(Mantua and Hare, 2002). PC2-soybean is well correlated with PDO in the concur-
rent phase. This climatic pattern impacts temperature in Mexico to the southeast of
the US and precipitation in Mexico to the southwest of the US, Canada, Australia
and India (Mantua and Hare, 2002; Power et al., 1998; Krishnan and Sugi, 2003).
Mexico, US, Canada and India exhibit climate variability over soybean croplands
of PC2-soybean (Figure 2.9.d3 and Figure 2.10.d3). This is more prominent in In-
dia since this country is among LLVC. Caribbean SST Index (CAR) (Penland and
Matrosova, 1998) that is based on SSTa over the Caribbean is only correlated with
the lag phase of PC1-sorghum during DJF. The most important feature of this PC is
sATa in the Great Plains of US (Figure 2.9.c2). The CC between annual average of
North Pacific pattern (NP) (Trenberth and Hurrell, 1994) and PC3-sorghum is cru-
cial. It has been reported that NP impacts temperature in west of North America
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and precipitation over Great Plains (Linkin and Nigam, 2008). We found an exten-
sive climate variability over sorghum harvesting regions of this PC (Figure 2.9.c5 and
Figure 2.10.c5). West Pacific (WP) influences precipitation over the Pacific northwest
and south central of Great Plains (Linkin and Nigam, 2008; Gershunov and Bar-
nett, 1998). PC3-sorghum exhibits the largest correlation with annual average of WP
(CC). In this case US exhibits a large extent of sPDSI (Figure 2.10.c5). Pacific/ North
American pattern (PNA) index is associated with both temperature and precipita-
tion (Leathers, Yarnal, and Palecki, 1991). PNA impacts temperature over the west,
south and southeast of US and precipitation in the Pacific Northwestern and upper
Midwestern US. Rogers and Rohli (1991) have related crop damage in Florida to in-
cidences of PNA and Garnett, Khandekar, and Babb (1998) used PNA to forecast the
weather over crop-growing regions in Canada. PC1- and PC3-sorghum are corre-
lated with annual average of PNA (CC) and extensive croplands in North America
in these two PCs were found to have a large correlation with ATa (Figure 2.9.c1.c5)
and PDSI (Figure 2.10.c1.c5). The Western Hemisphere Warm Pool (WHWP) devel-
ops in the west of Central America. It appears in spring and is active until early
Fall and it is linked with rainfall from northern South America to the southern tier
of the US (Wang and Enfield, 2001; Wang and Enfield, 2003). The CC between PC3-
sorghum and annual average of WHWP is 50% (See the sSSTa in and west of Central
America in Figure 2.9.c5). Sorghum croplands in Mexico and US present an exten-
sive SLC (Figure 2.9.c5 and Figure 2.10.c5). In this case, we computed the average of
WHWP index during different months. Results show that the average of WHWP in
March to May is highly correlated with PC1-soybean (-40%).
NAO is more apparent in the winter and is characterized by the NAO index.
Here, all the crops in one PC are significantly correlated with NAO. The most promi-
nent one is PC3-rice (-42%). NAO influences crop yields in the US, Europe (Kim
and McCarl, 2005; Gimeno et al., 2002; Tian et al., 2015; Gouveia et al., 2008), China,
southeast of Asia, the Middle East, northeastern Africa, northeast of India and north-
east of Australia (Heino et al., 2018; Wang and You, 2004). Wang and You (2004)
found a long delay response of vegetation to the NAO index in Asia. They pointed
out that it can be associated with carbon and nutrient cycling and biochemical re-
sponses to climate. PC1-rice, PC3-rice and PC3-sorghum are associated with the
annual average of Tropical Southern Atlantic Index (TSA) with a one-year lag. PC1-
rice and PC3-rice exhibit sSSTa in regions in the Atlantic Ocean where this index
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is computed (Figure 2.9.b2.b6). There is evidence of an association between rain-
fall over Central Equatorial Africa and TSA (Hirst and Hastenrath, 1983; Camberlin,
Janicot, and Poccard, 2001; Nicholson and Entekhabi, 1987). sPDSI can be seen in DR
Congo (Figure 2.10.b2), Sudan, Chad, Nigeria and Central African Republic (Figure
2.10.b6).
Gonsamo, Chen, and Lombardozzi (2016) showed the global association between
NDVI and Atlantic Multidecadal Oscillation (AMO), but its impact on crops has not
been explored yet. PC3-rice and seasonal AMO in the lag phase are correlated. Rice
harvesting regions in this PC in Brazil, Morocco, Central African countries and east
of Europe present sPDSI (Figure 2.10.b6). It has been reported that rainfall variability
in northeast of Brazil, African Sahel and climate of North America and Europe are
related to AMO (Knight, Folland, and Scaife, 2006). Indian Ocean Dipole (IOD) (Saji
et al., 1999) impacts rainfall in Pakistan and south of China and temperature and
precipitation in Europe, northeast of Asia, North and South America, South Africa,
south of Iran and southwest Australia (Saji and Yamagata, 2003). IOD’s influence
on crop productivity in Australia and North America has already been discussed
in Yuan and Yamagata (2015) and Heino et al. (2018). PC2-soybean with IOD was
found to be significant in the concurrent phase. Many of the aforementioned coun-
tries exhibit local climate variability across soybean croplands (Figure 2.9.d3 and
Figure 2.10.d3). We found a significant correlation between PC1-soybean and Quasi-
Biennial Oscillation (QBO) in concurrent phase. The impact QBO on corn in the US
and South Africa has been investigated (Malone et al., 2009; Jury, 2002). SAM is the
only index that is significantly associated with PC3-maize (in concurrent phase) and
PC2-soybean (in concurrent and lag phases). SAM has a significant correlation with
rainfall in China (Nan and Li, 2003), South Africa (Engelbrecht and Landman, 2016),
South Asia (Prabhu et al., 2017) and southern and eastern Australia (Steffen et al.,
2011). sPDSI can be seen in South Africa, Australia (Figure 2.10.a5) and India (Fig-
ure 2.10.d3.d4). In total, sorghum and maize have the highest and lowest number of
significant correlations with the indices studied here, respectively. We did not find
any links between PC2-maize, PC2-rice and PC3-soybean and the climatic indices
(See Appendix B, Table B.10 for more information).
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2.7 Joint dependencies between MRSS
We tested joint dependencies among MRSS yield anomalies. The spearman corre-
lation between all the combinations of the first 3 PCs of MRSS is computed to as-
sess any association between their variations. Results indicates that PC2-soybean
and PC2-sorghum present the largest positive (0.42%) and PC3-rice and PC1-maize
present the largest negative (-0.53%) correlations. Sorghum and rice, soybean and
rice and maize and soybean only in one PC are strongly correlated. Maize in dif-
ferent PCs co-varies with sorghum and rice. Figure 2.17 depicts the scatter plots of
the PCs with significant correlation. These results are based on the yield variations
in different number of countries. In order to have more coherent results we eval-
uated joint dependencies of MRSS in Argentina, Australia, Brazil, China, Colom-
bia, DR Congo, India, Italy, Mexico, North Korea, Pakistan, Peru, Romania, South
Korea, Tanzania, USA and Zimbabwe that have complete detrended yield data set
from 1964 to 2010. These countries account for 76%, 56%, 55% and 89% of global
MRSS production. Results show that PC3-rice and PC3-soybean within these coun-
tries present the largest positive (0.37%) and PC2-maize and PC3-soybean present
the largest negative (-0.41%) correlations (See Appendix B, Tables B.11 and B.12 for
more information).
2.8 Conclusion
The importance of climate drivers arises from the influence on communities, busi-
nesses and socio-economy (Moss et al., 2019). Diagnosing the predictability of these
effects in the observed data can help to anticipate future outcomes. We characterized
concurrent variability of wheat yields using the RPCA approach which quantified
unique variability patterns of world-wide yields into PCs and showed where and by
how much, multiple national yields concurrently varied. The top PCs demonstrated
nearly 24%-33% of the global yield variance. Total of 23 wheat producing nations
had dominating influence on PC1 (very large loading values), indicating substantial
co-variability of yields. Among them were the top producers such as Austria, Bul-
garia, Denmark, France, Germany and Romania in Europe and Paraguay in South
America where local climate influence was significant, indicating a dominance of
air temperature variability at one-year lag period and concurrent-year PDSI vari-
ability as the secondary influence. This echoed previous findings, especially of Ray
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FIGURE 2.17: Scatter plots between PC1 to PC3 of MRSS with signifi-
cant spearman correlation (95% confidence interval)
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et al. (2015) and Iizumi et al. (2014), which we discussed in the earlier section. Al-
though more wheat croplands across the globe are rain-fed than irrigated, domi-
nance of temperature influence than moisture is particularly true in irrigated areas
also where yields might be sensitive to temperature as it is a major driver of yield
variability if a crop is sufficiently irrigated, whereas the soil moisture content can
be more important under insufficient irrigation conditions Iizumi et al. (2014). The
importance of air temperature being the most important factor makes sense as it
drives a farmer’s decision on wheat planting dates, everywhere across the world
(Sacks et al., 2010). Winter wheat in the northern mid-latitudes is mostly planted in
autumn (September and October, in general) when temperature is < 4 degree Centi-
grade as winter wheat requires colder winter temperature for vernalization. Winter
wheat begins to grow before the winter sets in, becomes dormant during the winter
and then resumes growth the following spring. Therefore, farmers choose a win-
ter wheat planting date, according to temperature variability during the planting
month, to also ensure that a proper amount of growth of the crop is achieved be-
fore winter dormancy sets in. As such, growing degree day accumulation between
planting date and the onset of cold temperature is an important climatic factor no
matter how variable that is between different regions as the temperature at plant-
ing varies between regions. Austria, Bulgaria, Denmark, France, Germany, Roma-
nia and Paraguay (hPCon1) grow winter wheat. Farmers in these regions might
be choosing planting dates by favorable temperature conditions, ensuring a criti-
cal growth stage of winter wheat in the following year, such as flowering. Hence,
air temperature’s importance for PC1 for all these regions make sense as concur-
rent climate drivers inducing synergistic yield variability. As such, farmers can bet-
ter strategize in these countries to adjust their planting dates according to climate
forecast information, to maintain or increase crop yields in the face of increasing
climate variability and global climate change impacts. In addition to that, global
crop models assume relationships between climate and planting dates too to simu-
late crop yields. Therefore, our research solidifies the importance to design multi-
national strategies for climate adaptation. We also indicated the critical importance
of ENSO on PC1, whereby European growers and Paraguay are most influenced
and thereby their yield variations. This can be explained by the known influence
on the extratropical winter atmosphere by events in the tropical regions (Luo et al.,
2005). Different climate studies have indicated that temperature and precipitation
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variability across North Atlantic/European regions and South America follow pat-
terns consistent with ENSO-related larger-scale climate dynamics (Shaman, 2014;
Fraedrich, 1994; Rodó, Baert, and Comin, 1997; Lloyd-Hughes and Saunders, 2002;
Feddersen, 2003), influencing crop productivity in these regions (Heino et al., 2018;
Ramirez-Rodrigues et al., 2014). This partly explains our findings relating to persis-
tent ENSO associations with PC1 and its correlation with air temperature variability
in Europe and Paraguay. Given the incredible level of ENSO predictability already
achieved in seasonal forecasts, these climate diagnostics can offer the opportunity
of predictability for PC1 (and PC2 to some extent) and hence co-varying yields in
multiple nations during active ENSO years as well as assessing the risk of future
changes. In addition, we showed that the most important modes of persistent yield
variabilities of MRSS, with high confidence, are well correlated with local climatic
patterns. Maize croplands in Europe, south of Asia and North America, rice har-
vesting regions in Oceania and South America, sorghum croplands in North and
South America, Caribbean, west and southeast of Asia and soybean croplands in
North and South America, Oceania and Europe experienced local climate variability
to a large extent. Our results indicate that many large-scale climatic patterns and
climatic oscillations have a statistically detectable influence on different modes of
crop yield variability, even where these effects have been less studied, for example
TSA, SAM and QBO. Large-scale climate, especially the ones that are attributed to
the Central Pacific Ocean and Atlantic Ocean are strongly correlated with many PCs.
In the first three PCs of the crops, ENSO and NAO were found to be the most domi-
nant climate oscillation patterns. While country scale crop yields datasets are coarse,





Patterns Drive Synergistic Global
Volatility Of Staple Crops
Climate oscillation and local climate variability are vital to determining crop yield
volatility, which often result in changes in crop prices. In this chapter anomalous
spatial/temporal national-based yield values of MRSSW from 1961 to 2013 extracted
using RPCA are scrutinized to find their association with climate. SSTa, oceanic and
atmospheric indices, ATa and PDSI are used to examine the association between
crop yield variability in the most volatile years (MVY). The results indicated differ-
ent global patterns, implying that larger-scale drivers associating with systematic
world-wide yield variability may differ from those inducing concurrent volatility.
Since many large-scale climatic patterns are periodic and predictable seasons in ad-
vance, these findings can inform policy makers for global food security planning
and management as well as global crop markets.
This chapter is self-describing and the outcome is under review in:
Najafi, E., Khanbilvardi, R., Assessment of crop yield volatility and its association
with climate using Robust Principal Component Analysis (Under review).
Najafi, E., Pal, I., Khanbilvardi, R., Synergistic variability and volatility of global
wheat yields depends on common larger-scale ocean-atmospheric teleconnection
patterns (under review).
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3.1 Introduction
History indicates that synchronous volatility-led staple crop yields losses can leave
major ramification for global price and food security. Taken for instance, two wheat
crop-years: 1998-1999 and 2007-08 (Figures 3.1 and 3.2). 1998-1999 had lower global
yield volatility, characterized by the lower number of wheat-producing nations con-
currently experiencing much above or below normal yields. 1998-1999 was notably
accompanied by supply surpluses, fewer number of droughts, fewer incidences of
flooding events (red triangles) and closer to normal air temperature conditions over
the key wheat growing croplands. Figure 3.1.a indicates that, in 1998-1999, global
yield volatility (measured by the number of nations having standardized yields de-
parting by more than one standard deviation value from the global normal) was
relatively lower when higher number of producers recorded yield surpluses (Figure
3.2). Major importers, such as, Egypt, Italy, Spain, Iraq, Turkey and Peru, reduced
their annual wheat imports due to surplus domestic production. There were signif-
icantly fewer food-related riots all across the globe and a plunge in global market
price of wheat in 1999.
2007-08 (3.1.b), on the other hand, had higher global yield volatility, character-
ized by the higher number of wheat-producing nations concurrently experiencing
much above or below normal yields. 2007-2008 (3.1.b) experienced producers largely
reporting yield losses and supply shortages, larger number of co-occurring extreme
weather events such as droughts across Australia, eastern and southeastern Asia
and Europe, heatwaves in the USA and floods in India and a range of African na-
tions. 2007-08, as a result, was one of the most yield volatile years in recent record.
In 2007-2008 major wheat-producing countries experienced greater degree of yield
volatility and concurrent yield losses. Major exporters such as the USA, Canada,
Australia, Argentina, among others, reduced grain exports. As a result, Argentina
imposed higher tariffs on grain exports and the USA and Germany imported ad-
ditional grains to meet domestic demand. Many crucial importers such as Algeria,
Morocco, Iraq and Turkey relied heavily on imported grains to meet demand. 2007-
2008 reportedly experienced significantly higher number of food-related conflicts
across the globe and the global market price reached record higher in 2008.
Given the rising incidence of climatic extremes affecting food production (Lesk,
Rowhani, and Ramankutty, 2016; Funk and Brown, 2009; Field and Q. Dahe, 2012)
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FIGURE 3.1: Maps showing co-occurring wheat yield anomalies (high
or low) across the globe and trade situations, local climate conditions
and societal conflicts in (a) 1998-1999 and (b) 2007-2008. Major pro-
ducing countries having surplus yields (in 1998) or deficit yields (in
2007) are contoured in black colors. Countries having decreased im-
ports (exports) in 1999 (2008) are designated by purple (green) cir-
cles in a (b). Reported food-related riots and/or crisis locations are
marked by solid black squares (a and b). Croplands experiencing
extreme flooding incidence with more than 100,000 Km2 area are
marked by red triangles (a and b). Colored grid points depict annual
PDSI anomalies over croplands where negative (positive) indicating
drier (wetter) conditions (a and b). (c) Map showing the differences
in average local growing season Air Temperatures between 2007 and
1998. (d) Map showing the differences in the number of days within
the growing seasons of 2007 and 1996 experiencing higher than 30-
degree Celsius temperature.
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FIGURE 3.2: Two histograms showing statistical distributions of stan-
dardized wheat yields recorded for 85 producing nations in 1998 (red)
and 2007 (blue) respectively. Purple indicates the overlap. 1998 (2007)
had a positively (negatively) skewed global yield distribution and
globally surplus (deficit) yields/supply. 1998 had relatively lower
(higher) volatility (measured by global standard deviation estimate
marked in red (and blue) color lines. 2007 was a record yield-volatile
year with a greater negative skew and major supply deficits.
it is important to anticipate larger volatility in food productivity (Headey and Fan,
2008; Stringer et al., 2009). Yet, we agree with Gutierrez that (Gutierrez, 2017) that
existing research did not clearly diagnose and quantify systematic mechanisms by
means of which multiple crop producing nations “concurrently” encountered simi-
lar or opposite responses in yields, leaving substantial impacts on international mar-
kets. Larger-scale climate drivers have the ability to exemplify variability of multiple
regional crop productivity (Heino et al., 2018; Iizumi et al., 2014; Gonsamo and Chen,
2015; Yuan and Yamagata, 2015), as they influence the world-wide climates (Steptoe,
Jones, and Fox, 2017; Stan et al., 2017; Brönnimann, 2007). The most popular ones
include ENSO cycles, IOD, NAO and Scandinavian Pattern (SCA). Still, in what way
one or more of such drivers influence a specific mode of world-wide yield volatility
characteristics in multiple nations, remains unclear. Hence, it is crucial to investi-
gate possible climate connections to world-wide yield-volatility trends - which sets
the basis for this study. In this chapter the association between anomalous yield
values of MRSSW from 1961 to 2013 -acquired from the Chapter 2- with climate is
presented. These crops not only are heavily traded commodities in the global mar-
ket, but represent a significant source of expenditure, calories and earnings for many
people across the globe. Impactful SSTa, ATa and PDSI during the MVY are identi-
fied using bootstrap method. In addition to SSTa, extreme oceanic and atmospheric
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indices are considered to evaluate the impacts of large-scale climate.
3.2 Dataset
Refer to Chapter 2.
3.3 Methodology
A major assumption in standard statistical methods is that the data follows a known
statistical distribution, but it is crucial to recognize the impacts of outliers on the out-
puts. Annual crop yield data recorded for the global countries can be influenced by
many factors and among them climate is the chief, in general (Osborne and Wheeler,
2013). Subsequently, extreme climatic events, such as floods and droughts can re-
duce crop yields, which may not fall into a normal statistical distribution. Hence, it
is likely that some unusual yield values (both low or high with respect to the mean
within recent 7-year distribution based on our detrending method (Troy, Kipgen,
and Pal, 2015)) appearing across countries. There are many approaches for outlier
detection including graphical techniques, approaches based on medians, quartiles
and least median of squares regression (Hubert, Rousseeuw, and Vanden Branden,
2005; Jackson and Chen, 2004). Here, RPCA (Candès et al., 2011), a modified version
of PCA, is used to extract outliers across countries/years. RPCA is a popular method
for outlier detection and it has been applied in many fields such as environmental
science and ecology (Frugone-Álvarez et al., 2017; Jackson and Chen, 2004), geol-
ogy (Barceló, Pawlowsky, and Grunsky, 1996), climatology (Frugone-Álvarez et al.,
2017; Mueller et al., 2012), remote sensing (Schaaf et al., 2002) and video-surveillance
(Pokrajac, Lazarevic, and Latecki, 2007). Identifying whether the outliers are erro-
neous values or due to other variables such as climate is complicated to address (Ray
et al., 2015). Under the assumption that all yield data is correct and free of errors, we
categorize the identified outliers (either positive or negative) as true outliers. Crop
yields anomalies in some years to a great extent are positively or negatively larger
than other years. These anomalies may be attributed to unusual favorable or ex-
treme climatic patterns. Many values across the S matrix are zero since anomalous
yield values (AYV, values in the S matrix, Appendix C, Table C.1) do not frequently
occur. Despite having issues regarding outliers, to our knowledge, there has not
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been any effort to diagnose anomalous crop yield years. We examined years when
there were 10 largest (MVY, Appendix C, Tables C.2 and C.3) and 10 smallest (least
volatile years (LVY, Appendix C, Table C.4), just for wheat) co-incidence of extreme
yield departures (countries) from the global mean. To do that we used RPCA out-
puts stored in S matrix and defined the MVY as the years when there were top ten
highest co-incidence of countries having significantly greater absolute yields in S
matrix (absolute national yield greater than 1 standard deviation estimate of all the
national yields within the same year). On the other hand, a LVY was characterized as
the year when there were smallest number of nations having coinciding anomalous
yields. We eventually used these extreme years to make composite maps of PDSI,
ATa and SSTa (Figures 3.3, 3.4, 3.5 and 3.6). Composite maps have the advantage
of being able to combine the spatial climatic patterns of different years into a single
map. The statistical significance per cell of SSTa, PDSI and ATa is evaluated using
the bootstrap method (95% (90%) confidence intervals and 500 repetitions for MRSS
(wheat)). Annual (Figures 3.3 and 3.5) and seasonal (December-January-February
(DJF), see Figure 3.7) average of SSTa are used to measure the intensity of SSTa and
its association with crop yield volatility. Additionally, extreme values of annual and
DJF averages of oceanic and atmospheric indices in the period from 1964 to 2010 are
defined as being greater/lower than the 85th/15th percentiles (This method has been
applied for MRSS). Then the coincidence of these extreme values with the MVY and
the MVY with one-year lag (MVYL) are evaluated. An index is considered signif-
icant if its extreme values in at least 6 years coincide with the MVY/MVYL. These
extreme index values may reflect shocks that concur to destabilize the crop yields.
3.4 Global wheat yield volatility and its association with cli-
mate
MVY and LVY (Figure 3.8) indicate the highest and the lowest incidence of world-
wide wheat yield volatility. Five of the top ten MVY occurred in the recent most
decades while the same period of time only observed two LVY. Volatility refers
to yield spikes in both direction, that can be positive or negative, but in this case,
we discovered that, MVY, in general, are mostly associated with world-wide grain
shortages while LVY surpluses. There were about 10% reduction in wheat produc-
tion on average during MVY, from the preceding years, which almost entirely came
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FIGURE 3.3: Composite maps of local and larger-scale climate drivers
during the MVY-wheat and LVY-wheat years; (a1) SSTa and PDSI
composites in the MVY years; (a2) the same in (a1) but at one-year
lag; (a3) SSTa + PDSI composites in the LVY years; (a4) the same in
(a3) but at one-year lag; (b1) ATa in MVY years; (b2) the same in (b1)
but at one-year lag; (b3) ATa in LVY years; (b4) the same in (b3) but
at one-year lag. The statistically significant locations over the crop-
lands and oceans are marked by small black squares. Statistical signif-
icance was assessed by bootstrapping the anomalies (90% confidence
interval, 500 repetitions) at every grid cell. Countries with a greater
number of large sparse yield values (years) during the MVY/LVY, are
represented by thicker boundaries in a1 and a3; Countries that are
not in the scope of this study are highlighted as gray. Drier (wetter)
conditions are indicated by large negative (positive) PDSI and hotter
(colder) conditions by large positive (negative) ATa
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FIGURE 3.4: GPH anomaly at 500 hPa pressure level (Z500) in DJF in
the MVY-wheat over the North Hemisphere; (a2) the same in (a1) but
in LVY-wheat.
from the top yield volatile nations, leading largely to total losses of 483 million tons
of cereals. 2007 was the second highest MVY in record, only after 1977. Paraguay,
Austria, Australia, Turkey and Argentina were some of the prominent wheat pro-
ducers demonstrating highest degrees of yield volatility in the history.
During MVY, in general, there were significantly higher number of extreme events
happening all across the globe: for instance, concurrent drier and hotter conditions
in Canada, the USA, Europe and China; wetter conditions in Australia, western and
northern Europe, India and Pakistan; and colder conditions in Australia, DR Congo
and Japan, among the most notable ones. As such, these leading producers- and/or
exporters not only reported domestic wheat yield losses but also contributing to
massive world-wide grain shortages. We further found that MVY followed years
when the global oceans in the northern Hemisphere were warmer on average (Figure
3.3.a2), along with a significant see-saw-like SSTa pattern over the northern Pacific
and adjacent to Alaska (Figure 3.3.a1), a warmer blob over northwestern Atlantic
(Figure 3.3.a2) and a NAO-like feature observed over the northern Atlantic (Figure
3.4.a1). During LVY, on the other hand, we observed a horseshoe-shaped patch of
warmer water in the northern Pacific shifting its position towards the eastern side
of the basin while a cooler patch almost disappearing from the north-eastern Pa-
cific (adjacent to the western USA) from MVY to LVY (Figure 3.3.a3.a4). The global
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FIGURE 3.5: Composite maps of PDSI and SSTa during the
MVY/MVYL over MRSS croplands. Statistical significance was as-
sessed by bootstrapping the anomalies (95% confidence interval, 500
repetitions) at every grid cell. Countries with a greater number of
large sparse yield values (years) during the MVY, are represented by
thicker boundaries; Countries that are not in the scope of this study
are highlighted as gray
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FIGURE 3.6: Composite maps of ATa during the MVY/MVYL over
MRSS croplands. Statistical significance was assessed by bootstrap-
ping the anomalies (95% confidence interval, 500 repetitions) at every
grid cell. Countries that are not in the scope of this study are high-
lighted as gray
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FIGURE 3.7: Seasonal average (DJF) of SSTa during the MVY/MVYL-
MRSS (the maps are created in https://www.esrl.noaa.gov/psd/
cgi-bin/data/composites/printpage.pl)
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FIGURE 3.8: Histograms of the sparse values (S matrix) of wheat from
1964 to 2010 (without zero values) during the MVY and LVY.
FIGURE 3.9: Boxplots of the yearly sparse values (S matrix) of wheat
from 1964 to 2010 (excluding zeroes). The most and least yield volatile
years are marked in yellow and green colors respectively.
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oceans followed a much cooler trend during LVY with the most notable cooling fea-
ture occurring over the northern Atlantic (both during concurrent year and previous
year) (Figure 3.3.a3.a4). A cooler central and eastern Pacific Ocean (ENSO region)
was significant during LVY (Figure 3.3.a4), (adjacent to South America). Hence, it
was most interesting to note that while ENSO explained primary modes of variabil-
ity in world-wide wheat yields (Figure 3.3), it became of much lesser significance
for the MVY and yield losses across the world but a La-Nina type feature associ-
ated best with the least volatile years. A direct composite analysis with the same
indices confirmed just that there was no significant feature of the El-Nino cycle co-
developing within MVY. Rather, there were other ocean-atmospheric patterns indi-
cating co-occurrence over the global oceans during the MVY and LVY. Examples of
those patterns included negative winter-time NAO (-0.34), negative SCP (-0.28) and
positive SAM (0.27) co-occurring with MVY; while winter-time negative PNA and
negative Quasi-Biennial Oscillation patterns (-2.2) co-occurring during LVY.
We also studied global yield volatility characteristics. We noted that extreme
wheat yield volatile years have become common during the recent most decades
when the world has lost more on yields than gains. Five of the top ten such extreme
years have occurred between 1990-2010 as the oceans also got warmer in the north-
ern hemisphere, indicating the impacts of climate change. Previous studies have
indicated that low-yield variability potentially leads to higher food supply (Lobell,
Schlenker, and Costa-Roberts, 2011; Slingo et al., 2005; Li et al., 2013; Mottaleb et
al., 2013; Reidsma et al., 2010) and prevent price spikes that have disproportionate
adverse impacts on the globally food-insecure who are mostly farmers (Ray et al.,
2013; Ray et al., 2012). Ray et al. (2015) and Ray et al. (2012) indicated that annual
yield variability can be generally lower in the top crop producing regions due to
higher yields but the major exception can be Australian wheat belt and the Great
Plains states of the US. Therefore, our findings set a new alarm by introducing many
other prominent wheat growers along with Australia, including countries such as
Paraguay, Austria, Turkey and Argentina showing increasing volatility in yields and
inducing declining world-wide wheat productivity. Regions with higher crop yield
volatility can as such lead to disproportionate productivity failure and global food
price spikes, especially if they are the major breadbaskets of the world. Even in re-
gions with comparatively lower yields, fluctuations in crop production may impact
local food security and farmers’ livelihoods.
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3.5 Global MRSS yield volatility and its association with cli-
mate
During the MVY-maize and MVY-sorghum, more countries represent yield short-
falls (negative AYV), than yield surplus (positive AYV) and within the MVY-rice and
MVY-soybean the number of countries with deficit and surplus are nearly equal.
During these years the world-wide average of MRSS production increased about
7.4%, 1.2%, 0.9% and 3.3%, respectively, compared to the year before. Among maize
producers Argentina, Malawi, Syria, Netherlands, Switzerland, Mali and Dominica,
among rice producers US, Morocco, Tanzania, Chad, Liberia and French Guiana,
among sorghum producers Honduras, El Salvador, Lesotho and Central African Re-
public and finally among soybean producers Japan, Colombia, South Africa, Zim-
babwe, Thailand, Sri Lanka and Brazil are the countries with the greatest number
of AYV during the MVY (between 4 to 7 times). These are the countries that con-
tribute significantly to global yield volatility. Although in the past crops volatility
across important breadbasket regions would have only local impacts, today major
crop producers play an important role in global trade markets and yields volatility
across them can have wider-reaching effects. Here the first 20 MRSS producers in
2013 are considered MP (See Table B.6). Composite maps of SSTa and PDSI (ATa)
over MRSS croplands during the MVY/MVYL are illustrated in Figure 3.5 (Figure
3.6). The boundary of the countries that are not in the scope of this study are high-
lighted as gray. The boundary of the countries that exhibit more AYV during the
MVY is thicker.
Globally, during the MVY/MVYL 8.9%-9.1%, 4.8%-12.5%, 7.1%-3.9%, 1.3%-13.0%
of MRSS respectively showed sPDSI and among them MVYL-rice (18.8 million hectare
(mha)), exhibit the greatest impacted croplands (Table 3.1). 3.7%-5.1%, 4.6%-4.8%,
7.5%-0.9%, 1.2%-5.0% of MRSS represent sATa during the MVY/MVYL and again
MVYL-rice (7.2 mha), experienced the largest impacted areas by ATa. We computed
the superimposed cropland area of the regions exhibit sATa or sPDSI, within the
MVY or MVYL. Globally, about 21%, 22.3%, 14.9% and 19.5% of MRSS harvest-
ing regions show SLC (Figure 3.10). More than 80% of maize harvesting regions
of Haiti, Timor-Leste, Comoros, Cabo Verde, Puerto Rico, Papua New Guinea, Ar-
gentina, Nepal, New Zealand, Togo, Panama, Bulgaria and Ghana, rice croplands
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of Timor-Leste, Belize, Australia, Cameroon and Pakistan, sorghum harvesting re-
gions of Paraguay and Thailand and soybean croplands of Paraguay, Zimbabwe and 
Uganda experienced the influence of local climate variability. Romania and Ireland, 
Argentina and Romania, Australia and Spain and Argentina and France are among 
major MRSS producers respectively whose large portion of their croplands (between 
29% to 93%) exhibited SLC (See Appendix C, Table C.5).
Figures 3.5 and 3.6 show that the sPDSI and sATa in both concurrent and lag 
phases vary among countries/regions for each crop (See Appendix C, Table C.6) .
FIGURE 3.10: SLC area (ha) across the MRSS croplands.
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FIGURE 3.11: The percentages of SLC over MRSS croplands in 10
global regions during the MVY/MVYL.
The ratio of SLC in Figures 3.5 and 3.6 for global regions are presented in Figure
3.11. During the MVY, 16%, 15%, 31% (11%) of maize, rice and sorghum (sorghum)
croplands in South America exhibit sPDSI (sATa). In this period the most significant
local climate variability in North America (Africa) is associated with ATa (PDSI)
across its sorghum (soybean) growing regions with a total of 10% (12%) of regions
impacted. In the south of Asia 27% and 12% (17% ) of maize and sorghum (sorghum)
harvesting regions show sPDSI (sATa). In southeast of Asia 29% (16% and 74%) of
maize croplands (maize and sorghum croplands) exhibit sPDSI (sATa). 12% and 11%
of rice and soybean harvesting regions in Europe show sPDSI. 15% and 21% of maize
growing regions in Oceania demonstrate sPDSI and sATa respectively.
During the MVYL, extensive croplands of soybean in North America (23%), maize
and sorghum in South America (20% and 12%), maize and sorghum in Europe (10%
and 17%), maize, rice and soybean in Africa (15%, 11% and 11%), rice and sorghum
in the south of Asia (22% and 11%), soybean in southeast of Asia (41%) and rice in
Oceania (88%) exhibit sPDSI. In the same period, 11% and 13% of maize harvest-
ing regions in Africa and west of Asia respectively, 32% of the rice croplands in
Oceania and 14% of the soybean croplands in south of Asia demonstrate sATa. The
Caribbean and east of Asia do not show any SLC during the MVY/MVYL (See Ap-
pendix C, Table C.7). Most of the maize croplands that demonstrate sPDSI are cor-
respondent with drought conditions during the MVY/MVYL and Argentina stands
out as one of the principal countries (Figures 3.5.a1 and 3.5.a2). In the MVY-rice
(Figure 3.5.b1) (MVYL-rice (Figure 3.5.b2)) the dipole dry-wet pattern in the north
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and south of Brazil and wet condition in the west of Asia in Pakistan (drought pat-
tern in Bangladesh) are prominent. MVY-sorghum (Figure 3.5.c1) is accompanied
by wet features in North and South America where the US and Argentina are more
prominent. Sorghum croplands in the south of Africa, particularly in Zimbabwe
and Mozambique and India in Asia exhibit extensive drought patterns in this period
(Figure 3.5.c1). During the MVYL, drought patterns across the soybean croplands in
the east of US is significant (Figure 3.5.d2). With the exception of colder than nor-
mal ATa during the MVY/MVYL in the maize harvesting regions of southern parts
of Africa (Figures 3.6.a1 and 3.6.a2), rice croplands over west of Asia during the
MVY/MVYL (Figures 3.6.b1 and 3.6.b2), soybean croplands in the east of Australia,
south of the US and Mexico during the MVY (Figure 3.6.d1) and soybean croplands
in the northeast of the US during the MVYL (Figure 3.6.d2) other regions with sATa
exhibit warmer than normal conditions. Across the croplands that exhibit warmer
sATa sorghum croplands in the US and India during MVY (Figure 3.6.c1), eastern
sorghum croplands of the US during MVYL (Figure 3.6.c2), maize (Figure 3.6.a1),
rice (Figure 3.6.b1) and sorghum (Figure 3.6.c1) croplands in South America during
MVY and soybean croplands in the west of India within the MVYL (Figure 3.6.d2)
stand out as the important ones. Extreme heat is harmful for crops since it negatively
impacts plant development stages and at the same time crops grown at a higher tem-
perature need more water (Tigchelaar et al., 2018). Figure 3.12 demonstrates SLC
area in 10 MP during the MVY/MVYL. Note that in this figure the overlappings of
the impacted cropland regions that exhibit sATa or sPDSI during the MVY or MVYL
are not considered. A large extent of maize harvesting regions in Argentina and In-
donesia, rice in China, India, Indonesia and Bangladesh, sorghum in US, India, and
Argentina and soybean in the US (by far) exhibit SLC (See Appendix C, Table C.8).
Local climate variability identified and discussed so far can be explained if the
observations are consequences of large-scale climate patterns (Pournasiri Poshtiri
and Pal, 2014). There is a large body of literature regarding the connection between
large scale climatic patterns, local climate and extreme climatic events (Ropelewski
and Halpert, 1986; Bradley et al., 1987; Gershunov, 1998; Hurrell, 1995; Hurrell and
Deser, 2010; Linkin and Nigam, 2008; Ning and Bradley, 2016). One of the most
important climate phenomena that effects global atmospheric circulation is ENSO.
ENSO is a coupled oceanic and atmospheric interactions in the tropical Pacific Ocean
(PO). ENSO is a main source of climate variability that impacts precipitation (Dai
60
Chapter 3. Larger-Scale Ocean-Atmospheric Patterns Drive Synergistic Global


















































































































































































































FIGURE 3.12: sATa and sPDSI across MRSS croplands in 10 MP dur-
ing the MVY/MVYL.
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and Wigley, 2000), temperature (Bradley et al., 1987), floods and droughts (Janicot,
Moron, and Fontaine, 1996) across the globe. Climate science uses several indices to
track ENSO events including Nino 3, Nino 3.4, Nino 4, Nino 1+2, Bivariate ENSO
Timeseries (BEST) (Smith and Sardeshmukh, 2000), Multivariate ENSO index (MEI)
(Wolter and Timlin, 2011), Tripole Index for the Interdecadal Pacific Oscillation (TPI-
IPO) Henley et al. (2015), Oceanic Nino Index (ONI) (See Table 2.1 for more infor-
mation about the indices). These Indices are well correlated (See Appendix C, Ta-
ble C.9) and inspection of the data revealed a very similar overall pattern for them.
Composite maps of SSTa (Figure 3.5) display significant warmer SSTa (El Nino) in
the Central PO during the MVY-maize (Figure 3.5.a1), MVY/MVYL-rice (Figures
3.5.b1 and 3.5.b2) and MVY/MVYL-sorghum (Figures 3.5.c1 and 3.5.c2). On the
other hand, the Central PO is cooler (La Niña) during MVYL-maize (Figure 3.5.a2)
and MVY-soybean (Figure 3.5.d1). The indices that are discussed in this section be-
tween 6 and 7 years coincided with the MVY/MVYL (See Appendix C, Table C.10).
The probability of ENSO event occurrence (El Nino or La Niña) is about 50% (Tim-
mermann et al., 1999). Therefore, the extreme indices’ values selection explained is
conservative enough to capture the extreme ENSO events. Seasonal average (DJF) of
TPI (IPO), BEST, Nino 3, Nino 3.4, MEI and ONI are associated with MVY-rice and
MVY-sorghum . Although in both cases, the El Nino signal is clear, it is stronger dur-
ing the MVY-rice (Figures 3.7.b1 and 3.7.c1). MVY-maize exhibits 3 strong El Nino
years and 3 strong La Niña years (Appendix C, Table C.10). Although the annual
composite map of MVY-maize (Figure 3.5.a1) exhibits sSSTa in the PO, the seasonal
composite map (Figure 3.8.a1) does not demonstrate any impactful pattern. 6 years
of the MVYL-rice (Figure 3.5.b2) correspond with the extreme annual BEST values
(4 positive and 2 negative values). El Nino is associated with warmer temperatures
in the northeast of the US, South America, south of Africa, India and south of Asia
where rice and sorghum croplands (Figures 3.6.b1 and 3.6.c1) exhibit warmer than
normal ATa.
Figure 3.5.b2 depicts sSSTa in the North of Australia in the Coral Sea and Arafura
Sea as well as positive sPDSI pattern over the rice croplands in the southeast of Aus-
tralia. Lough (1992) reported association between SSTa in this region with rainfall
variability in Australia. Warmer sSSTa over the Sea of Japan in the MVY/MVYL-
rice (Figures 3.5.b1 and 3.5.b2) is considerable. It is worth noting that Japan in
among the most volatile rice producing nations (See thicker boundary of Japan in
62
Chapter 3. Larger-Scale Ocean-Atmospheric Patterns Drive Synergistic Global
Volatility Of Staple Crops
Figure 3.5.b1). Caspian Sea, Black Sea, east of Mediterranean Sea and Red Sea within
the MVY/MVYL-maize (Figures 3.5.a1 and 3.5.a2), MVY/MVYL-soybean (Figures
3.5.d1 and 3.5.d2) and MVYL-rice (Figure 3.5.b2) show significant warm pattern.
These patterns can be linked to a larger climatic pattern such as ENSO (Alpert et al.,
2006). In addition, SSTa in the Mediterranean Sea is associated with extreme precip-
itation in Europe (Volosciuk et al., 2016). The South China Sea within the MVY-rice,
MVY-sorghum and MVY-soybean (Figures 3.5.b1 and 3.5c1 and 5d1) and MVYL-rice
(Figure 3.5.b2) exhibit a significant warm feature. In MVY-sorghum (Figure 3.5.c1)
this pattern is accompanied with a warm feature over the Bay of Bengal. Similarly,
SSTa in these regions have influence on local climate variability (Vecchi and Harri-
son, 2002). TSA is anomalies of surface temperatures in the Gulf of Guinea (Enfield
et al., 1999). MVY-rice and MVY-soybean are associated with 3 extreme positive and
3 extreme negative TSA, hence, Figures 3.5.b1 and 3.5.d1 do not represent any sSSTa
in the eastern tropical South Arctic Ocean. Linkages between TSA and rainfall across
Central Equatorial Africa are reported (Hirst and Hastenrath, 1983; Camberlin, Jan-
icot, and Poccard, 2001; Nicholson and Entekhabi, 1987). The East Atlantic (EA)
pattern is the second prominent mode of low-frequency variability over the North
Atlantic and appears as a leading mode in all months Barnston and Livezey (1987).
EA is correlated with precipitation and temperature anomalies across the US and
Europe. However, EA is associated with MVY-maize (6 years, three large positive
and three large negative values) Figure 3.5.a1 and Figure 3.6.a1 do not show any
sPDSI or sATa patterns. MVYL-soybean is correspondent with PDO, Arctic Oscil-
lation (AO), Atlantic Multidecadal Oscillation (AMO) and QBO. Figure 3.5 exhibits
a dipole warm-cool pattern within the MVY/MVYL for all the crops in the north-
west of PO in both phases except for MVY-rice (Figure 3.5.b1) and MVY-sorghum
(Figure 3.5.c1). This feature is in the region where the PDO pattern (Mantua and
Hare, 2002) evolves. PDO is an El Nino-like pattern of Pacific climate variability that
impacts temperature and precipitation in the US, Mexico, Canada, Australia and In-
dia (Mantua and Hare, 2002; Power et al., 1998; Krishnan and Sugi, 2003). The only
SLC in MVYL-soybean (Figure 5.b1) is the significant wet regions in the southeast of
the US. But sPDSI and sATa in these countries may be linked to this dipole pattern.
MVYL-soybean in 6 years coincided with extreme AO values (4 negative years). AO
is the dominant pattern of non-seasonal sea-level pressure variations north of 20N.
The negative phase of AO is associated colder temperature in east of the US where
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soybean croplands exhibit negative sATa (Figure 3.6.d2). AMO (Enfield, Mestas-
Nuñez, and Trimble, 2001) is based on the average of SSTa in the North Atlantic
over 0-80N. Rainfall variability in northeast of Brazil, African Sahel and climate of
North America and Europe are related to AMO (Knight, Folland, and Scaife, 2006).
QBO (Baldwin et al., 2001) is a quasi-periodic oscillation of the equatorial zonal wind
between easterlies and westerlies in the tropical stratosphere. Eastward (westward)
phases of the QBO (Baldwin et al., 2001) often coincide with cold winters in Northern
Europe and eastern US (wet stormy winters in Northern Europe and mild winters
in eastern USA) (Ebdon, 1975). It should be noted that soybean is associated with
almost all of the non-ENSO indices, both annual and seasonal averages (DJF), except
EAP.
3.6 Conclusion
By the middle of the 21stst century, the global population will reach about 10 billion.
This increased demand for food will be accompanied by increasing scarcity of water
for irrigation, degradation of land and other resources, changing diets, etc. In addi-
tion, climate change could increase climate extremes (Poshtiri and Pal, 2016; Najafi,
Pal, and Khanbilvardi, 2018) and volatility, crop yields shortfalls and poverty in the
upcoming decades and create more frequent extreme events (Battisti and Naylor,
2009; Diffenbaugh et al., 2005; Ahmed et al., 2009; Tigchelaar et al., 2018). Given the
rising incidence of climatic extremes affecting food production (Lesk, Rowhani, and
Ramankutty, 2016; Funk and Brown, 2009; Field and Q. Dahe, 2012) it is important
to anticipate larger volatility in food productivity (Headey and Fan, 2008; Stringer
et al., 2009). All in all, these factors make feeding the global population very difficult
to address in the future. So it is imperative to enhance our knowledge regarding the
variables impacting global crops productivity during the last several decades.
While outliers can be worrisome for some datasets, in this chapter we realized
that, S matrix containing crop yield outliers, within multi-dimensional space, can
provide relevant information to investigate global food supply volatility because
there may be a good reason for the co-incidence of extreme yield volatility or not
within many countries. This chapter takes a meaningful step forward by identi-
fying the most volatile nations in terms of their crop yield variability, the spatial
coverage of the impacted crops growing regions by local climate during the MVY
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(in the concurrent phase and considering one-year lag) and their association with
larger-scale climate. We used oceanic and atmospheric indices beside sSSTa to ex-
amine the strengths of the larger scale climatic patterns. Among the climate indices
considered, ENSO indices, TSA, PDO, AO, AMO, QBO and EAP were found to be
significant. We demonstrated that the extreme volatility of soybean and maize was
primarily due to mutual climatic teleconnection patterns. The association between
El Nino with the MVY-rice and MVY-sorghum stand out as the strongest association
between larger scale climate and crops volatility. These findings are important as
climate projections suggest that ENSO will remain a primary mode of natural cli-
mate variability in the 21st century (Team, Pachauri, and Meyer, 2014) and El Nino
frequency will increase in force by future greenhouse warming (Timmermann et al.,
1999). MRSSW are among principal cereal crops grown worldwide. Consumers in
many countries are increasingly dependent on food imports and are thus exposed to
yield variability in the major food-producing regions. Our study is unique in aspects
by providing a global picture but keeping a local view intact of regions those could
continue to threaten the MRSSW system at different scales. National governments
and commercial entities are therefore paying particular attention to the climate risk
of MRSSW important for exporting as well as importing countries at large.
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Chapter 4
Creating a Unified Model For
Predicting Trends and Interannual
Variations of Global Yields
An understanding of the past global climate and crop trends and their linkage pro-
vides the opportunity to determine recent yield progress more precisely and project
the impacts of climate changes on food availability (Lobell, Schlenker, and Costa-
Roberts, 2011; Ray et al., 2015). During the last few decades, the global agricul-
tural production has risen and technology enhancement is still contributing to yield
growth. However, population growth, water crisis, deforestation and climate change
threaten the global food security. An understanding of the variables that caused past
changes in crop yields can help improve future crop prediction models. In this chap-
ter, we present a comprehensive global analysis of the changes in the crop yields
and how they relate to different large-scale and regional climate variables, climate
change variables and technology in a unified framework. A new multilevel model
for yield prediction at the country level is developed and demonstrated. The struc-
tural relationships between average yield and climate attributes as well as trends are
estimated simultaneously. All countries are modeled in a single multilevel model
with partial pooling to automatically group and reduce estimation uncertainties.
ENSO, PDSI, GPH, historical carbon dioxide (CO2) concentration and country-based
GDP as an approximation of technology measurement are used as predictors to es-
timate annual agricultural crop yields for each country from 1961 to 2013. Results
indicate that these variables can explain the variability in historical crop yields for
most of the countries and the model performs well under out-of-sample verifica-
tions. While some countries were not generally affected by climatic factors, PDSI
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and GPH acted both positively and negatively in different regions for crop yields in
many countries.
This chapter is self-describing and the outcome is partially published in:
Najafi, E., Devineni, N., Khanbilvardi, R., Kogan, F. 2018, Understanding the
Changes in Global Crop Yields through Changes in Climate and Technology, Earth’s
Future, DOI: 10.1002/2017EF000690 (Najafi et al., 2018).
4.1 Introduction
In this chapter, we present a unified Bayesian multilevel model for simultaneously
understanding the secular trends and interannual variations in global crop yields
due to climate change, technological advancements and large-scale and regional cli-
mate variability factors. Applications for food, water and energy management could
be developed using this predictive model as part of the adaptation to a changing
climate. A critical aspect of developing such statistical models is the ability to ac-
curately represent the parameter uncertainties. The multilevel Bayesian method we
used here provides the opportunity to explicitly quantify the parameter uncertainty
using appropriate conditional and prior distributions and allows for their reduction
through pooling of information across countries (Gelman, 2006).
In our survey, we found that the crop yield studies were vast and disparate fo-
cusing on a specific region or the impact of a particular climate variable or technol-
ogy. To our knowledge, there has not been a comprehensive global analysis of the
changes in the crop yields and how they relate to different large-scale and regional
climate variables, climate change variables and technology in a unified sense that
also provides robust model parameter uncertainties. Hence, in contrast to all these
studies, in this chapter, we explore how large-scale climate (ENSO), regional climate
(PDSI and 500 hPa GPH anomalies), global CO2 levels and technology enhance-
ments (GDP) are related to the country-level crop yields. Instead of considering just
the staple crops, for each country we aggregated the annual crop yield of all the
crops based on the associated harvested area (from now on we call it total crops) to
account for all the crops according to their importance. We formalized them into a
unified predictive model in a multilevel Bayesian framework which allows for for-
mal uncertainty reduction and modeling.
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4.2 Data
In this section, we explain the pre-processing and the importance of the observed
country-level crop yield, climate and the non-climatic variables.
4.2.1 Observed crop yield
Annual crop yield data from 1961 to 2013 and the associated area harvested for 160
countries is collected from the Food and Agriculture Organization of the United
Nations statistical databases available at http://www.fao.org/faostat/en/#data.
This data is available for most countries after 1961 with the primary exception of the
countries that formed after the dissolution of the Soviet Union and Yugoslavia. For
instance, crop yield data of Russia is limited to the years after 1992. Among the 160
countries, 133 countries have complete data and 23 countries have at least 21 years
of data. For each country, we compute the harvested area weighted average yield
to ensure that the yield for a country is representative of the major crops harvested





where t is the year (1961 - 2013), i is the country, k is the crop, Nc is the total number
of crops harvested in year t, in country i. yitk is the reported yield for a crop k in year
t in country i and aitk is the corresponding harvested area.
4.2.2 ENSO
ENSO is an inter-annual climate mode associated with anomalous SST conditions in
the central and eastern equatorial Pacific Ocean with warming and cooling phases.
ENSO has a strong influence on the inter-annual variability of global precipitation
and temperature (Ropelewski and Halpert, 1987), induces extreme events like droughts
(Rajagopalan et al., 2000) and floods (Ward et al., 2014) and has effects on the crop
production (Porter and Semenov, 2005). Here, we used the annual average NINO3.4
ENSO index obtained from Royal Netherlands Meteorological Insititute’s Climate
Explorer available at http://climexp.knmi.nl as an explanatory variable.
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4.2.3 PDSI
Droughts with varying duration, intensity and frequency have always been a threat
to food security. It is the most common cause of severe food shortages around
the world, specifically in developing countries (Dubois, 2011). Li et al. (2009) have
shown that yield decrease due to droughts for major crops (wheat, maize and rice)
will rise dramatically with future climate change. Consequently, pursuing the im-
pact of this factor on yields is of particular importance. In contrast with the past
studies which examined the effect of precipitation and temperature (Lobell, Schlenker,
and Costa-Roberts, 2011; Osborne and Wheeler, 2013; Ray et al., 2015), here we eval-
uate the impact of historical droughts on crop yields using PDSI. This index not
only integrates precipitation and temperature, but is also highly correlated with soil
moisture content (Dai, Trenberth, and Qian, 2004), an important factor impacting
both rainfed and irrigated crop yields (Holzman, Rivas, and Piccolo, 2014). PDSI
has been successfully applied to quantify the severity of droughts across different
climates (Wells, Goddard, and Hayes, 2004). It ranges from about -10 (dry) to +10
(wet) with values below -3 representing severe to extreme drought (Dai, Trenberth,
and Qian, 2004). Gridded monthly self-calibrated PDSI, at 2.5-degree resolution,
provided by the NOAA/OAR/ESRL PSD (NOAA-ESRL, 2017), Boulder, Colorado,
USA, is used here.
4.2.4 GPH
GPH approximates the height of the pressure surface above mean sea-level in the
upper atmosphere levels. Fluctuations in GPH drive the atmospheric circulation
patterns that in turn impact surface temperature or precipitation variability (Knapp
and YIN, 1996; Nazemosadat and Cordery, 1997; Xoplaki et al., 2000) and conse-
quently the crop yields. Cantelaube, Terres, and Doblas-Reyes (2004) found strong
teleconnections between regional GPH and wheat yield anomalies in Spain that were
different from the relationships they found between yield anomalies and tempera-
ture and precipitation. Lack of any studies on the global impact of GPH on crop
yields prompted us to pursue the influence of this large scale climatic pattern. De-
trended anomalies of the mean monthly GPH at 500 hPa are used here. This GPH
level is the most important variable describing large scale air flow (Weare, 1990).
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Gridded monthly GPH, at 2.5-degree resolution, was acquired from the same source
as PDSI.
4.2.5 Technology enhancement and CO2 enrichment, two crop yield growth
drivers
In this study, we assume that a combination of technology enhancement and atmo-
spheric CO2 enrichment drives crop yield increase over time. However, technology
advances are sporadic and may create some degree of uncertainty regarding their
impacts (Kruse, 1999). GDP per capita is the best measure of a countriess economic
development (Hibbs and Olsson, 2004). There are no complete time series for the
years between 1961 and 2013 for the 160 countries. Hence, we used imputed per
capita GDP time series (expressed in the 2005 US dollars) developed by the World
Bank (James et al., 2012). We assume per capita GDP involves all the industrial and
non-industrial agricultural improvement measures e.g. fertilizers, agricultural ma-
chinery, management practices, remote sensing, etc. Here we use CO2 concentration
at Mauna Loa (Hawaii) . Some characteristics at Mauna Loa such as undisturbed air,
remote location and very little impact of human activity and vegetation has made it
an ideal place for monitoring atmospheric CO2 changes. The monthly mean of the
data was acquired from https://www.esrl.noaa.gov/gmd/ccgg/trends/ and con-
verted to the annual mean.
4.2.6 Mean diurnal temperature range
The diurnal temperature range (DTR) is the difference between the daily maximum
and minimum temperature. WorldClim Global Climate Data provides the average of
the diurnal temperature range for the past, current and future conditions (Hijmans
et al., 2005) . Here the current condition, that is the average of diurnal temperature
range from 1960 to 1990 with 1 km resolution is used. This data is geospatially
averaged for each country using ArcMap and used as a country level predictor for
the parameters in the Bayesian model.
4.2.7 Precipitation variability
The annual average of precipitation at the country level was obtained from the
World Bank website at https://datahelpdesk.worldbank.org/knowledgebase/articles/
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902061-climate-data-api. We computed the coefficient of variation (CV) of precip-
itation using data from 1961 to 2012. CV describes the extent of variability (standard
deviation) relative to the mean.
4.2.8 Aridity index
Aridity index, defined as the ratio of the mean annual precipitation and mean annual
potential evapotranspiration is also used as a regional predictor. The global average
of aridity index from 1950-2000 at 1 km spatial resolution used in this chapter was
obtained from http://www.cgiar-csi.org (Zomer et al., 2008). Using this dataset,
we computed the spatial average of the aridity index for each country.
4.2.9 Irrigated fraction of croplands
The expansion of irrigation facilities is a key strategy to buffer climate variability
and increase food security. Given that several countries have significant surface wa-
ter irrigation and storage facilities, it is important to consider it while modeling crop
yields. To account for the role of the irrigation in the model, we implement the frac-
tion of the cropland in each country that is equipped for irrigation as an important
country-level predictor that constrains the response parameters. The area equipped
for irrigation is the area of the land with infrastructure to provide water for the crops.
It includes areas equipped for full control irrigation, equipped lowland areas and ar-
eas equipped for spate irrigation (Portmann, Siebert, and Döll, 2010).
4.2.10 Spatial cropland coverage and data superposition
The PDSI and GPH data that are used in this here cover global land areas and the
whole globe, respectively. However, for each country, the PDSI and GPH were av-
eraged on croplands. Annual time series of spatial cropland coverage was used for
this purpose (Ramankutty and Foley, 1999). Here, two croplands coverage data,
C3 and C4, at 0.5-degree grid spatial resolution were aggregated. The C3 pathway,
also known as the photosynthetic carbon reduction cycle, is the photosynthetic path-
way most often used by plants. A complex adaptation of the C3 pathway is the C4
pathway, which overcomes the restriction of photorespiration (Furbank and Taylor,
1995). C4 plants such as maize and sorghum possess a higher photosynthesis effi-
ciency than those of C3 plants such as rice and wheat. C3 photosynthesis only uses
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FIGURE 4.1: Spatial coverage of croplands (C3 and C4) in 2007
the Calvin cycle and takes place inside of the chloroplast in mesophyll cells. Pho-
tosynthetic activities in C4 plants are partitioned between mesophyll and bundle
sheath cells (Wang et al., 2012).
All the variables are aggregated to the annual time series. The PDSI and GPH
grids at the 2.5-degree resolution are superimposed on to the cropland grids at the
0.5-degree resolution and clipped along the cropland reference. This procedure al-
lows us to spatially aggregate PDSI and GPH over the cropland and disregard the
regions without crops. There are some small islands and territories which have his-
torical crop data, but information about their spatial coverage of croplands are un-
available. Consequently, the final results do not contain all the global countries. The
cropland coverage data is available up to 2007, assuming after 2007 the cropland
coverage has not changed, results covers the time span of 1961-2013 over 160 coun-
tries. Spatial crop coverage from 2007 is shown in Figure 4.1 where white color refers
to regions without croplands.
4.3 Methodology
Crop growth modeling is very complex and requires extensive information that
is usually incomplete and sometimes unavailable (Walker, 1989). Because of this,
mathematical modeling and statistical modeling have become popular as an alter-
native method for many crop studies (Cai et al., 2011). A general multilevel mod-
eling framework that allows structuring of information within and across countries
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was explored here using a hierarchical Bayesian model. Our goal is to estimate the
distribution of crop yields in each of the 160 countries across the globe. The time
series (1961 - 2013) of the average crop yields in each country is informed by climate
covariates (ENSO, PDSI, GPH), anthropogenic influence (global CO2 concentration)
and technology improvements (historical per capita GDP). In addition, we have cli-
matological attributes that include aridity index, mean diurnal temperature range,
precipitation variability and country-level irrigation fraction as country-level pre-
dictors for ENSO and CO2 influence coefficients. A particular climate predictor may
inform the crop yield at each of the countries. However, the response across the
countries may vary systematically due to local conditions. The multilevel model
can be used for structuring this information (within and across countries), by con-
sidering multiple levels of modeling. The individual regression coefficients for each
country on each climate predictor are estimated at the first level. The second level in-
forms these regression coefficients across countries using local features - the aridity
index, mean diurnal temperature range, variability of precipitation and irrigation
fraction. This procedure allows us to simultaneously parameterize the variations
in the response of yield to climate predictors across countries. The crop yield Y
are assumed to come from a distribution (process model) with a probability den-
sity function f (Y|θ), whereθ is the parameter vector. In the current application, we
consider that log(Y) is normally distributed. This assumption was checked using
Kolmogorov-Smirnov test on the log-transformed data. The first level of the model
considers that in each country i, log(Yit) is described by a Normal distribution with
time varying mean µit that is informed by a regression on the five chosen covariates
with intercepts αi and a [5x160] regression coefficient matrix β. The second level
of the model considers that the regression coefficients for ENSO and CO2 can be
estimated using country level predictors. This structure allows parameterizing the
response to a particular climate covariate across countries that may have a diverse
range or scale of values. The errors from the regression model are considered to be
independent and identical with a 0 mean and a variance that is estimated as part of
the model.
log(Yit)N(µit, σ2i ) (4.2)
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where Yit is the average yield in year t in country i, CVi, DTRi, γi and IFi are the
coefficient of variability of annual rainfall, average diurnal temperature range, the
aridity index and the fraction of croplands under irrigation of the country i. Since the
effect of the ENSO and CO2 are at the larger spatial scales impacting many countries,
the second level helps pool this information by constraining the response parameter
using the regional characteristics (Renard, Sun, and Lang, 2013). The errors with
variance σ2β2 and σ
2
β3
represent variation in the ENSO and CO2 coefficients between
countries beyond what is explained by the aridity index, diurnal temperature range,
variability of precipitation and irrigation fraction.
The joint posterior distribution p(θ |data), of the complete parameter vector is
derived by combining the prior distributions and the likelihood functions. We as-
sumed a uniform prior distribution for the variance terms and uninformative nor-
mal priors for the coefficients of the second level (Gelman, 2006). The parameters are
estimated using JAGS (Plummer, 2012; Denwood, 2016). JAGS (Just Another Gibbs
Sampler) is a program for the analysis of Bayesian models which employs the Gibbs
sampler, a Markov Chain Monte Carlo (MCMC) method for simulating the poste-
rior probability distribution of the parameters conditional on the current choice of
parameters and the data. Four parallel chains are simulated using random initial
values for the parameters. Each chain was run for 15000 iterations with 70% burn-in
to discard the initial estimations. As Gelman and Rubin (1992) recommended, we
monitor the convergence using a shrink factor. The ratio of variance between the
chains and variance within the chains should be lower than 1.1.
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4.4 Results
4.4.1 Model verification
Initially, we evaluated the fit of the Bayesian multilevel model using posterior pre-
dictive checks (Rubin, 1984). The accuracy of the predictions are measured using the
Deviance Information Criterion (DIC) (Spiegelhalter et al., 2002). The DIC is based
on the posterior distribution of the deviance statistic D(θ) = −2log f (y|θ) + 2pD,
where f (y|θ) is known as the "likelihood function", which is mathematically the con-
ditional density function of the predictand y given the parameters in vector θ and
pD is the effective number of parameters.
In Figure 4.2.a, we present the variance explained (Adjusted R2) from the model
for each of the 160 countries. We can see from the figure that the amount of vari-
ance explained is greater than 60% in most of the countries. A few exceptions (with
lower than 25% adjusted R2) include the former Soviet nations Slovakia, Luxem-
bourg, Lithuania, Czech Republic, Estonia and Eritrea among others. The countries
in Africa and South America that have low Adjusted R2 have had periodic civil un-
rests and geopolitical conflicts. Therefore, the data on yields and GDP may not be
indicative of the trend and variability.
Since much of the variance explained is a result of the monotonic trend in the
yield explained by the monotonic trend in the CO2 and GDP, we also present, in Fig-
ure 4.2.b, the adjusted R2 from the model after correcting for this trend. We remove
the trend causing terms (αi + βi1GDPit + β
i
2CO2t) from both observed and model pre-
dicted yields and then compute the Adjusted R2 of the residuals. This detrended ver-
sion will reflect the amount of variance in the observed yield data that is explained
by the remaining terms, ENSO, PDSI and GPH. We can see that while in most of
the countries we can explain up to 20% of the residual variance using the climate
co-variates, in some countries like Australia, Argentina, Bolivia, Peru, Myanmar, the
Russian Federation, South Africa and Spain, we can explain up to 40% of the resid-
ual variance. In a few countries (not very visible on the map due to scale) such as
Armenia, Moldova, Croatia, Serbia and Montenegro, we see adjusted R2 from 47%
to 78%. List of the countries that have at least 30% residual adjusted R2 are presented
in Table 4.1. Together, we can see that based on the choice of the explanatory vari-
ables that include both monotonic change and natural variability, we were able to
explain much of the variations in the global crop yields.
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FIGURE 4.2: Adjusted R2 from the model based on (a) all predictors
and (b) predictors after removing CO2 and GDP per capita
4.4.2 Inference based on the regression coefficients
The median of the posterior probability distribution of the regression coefficients
for GDP (βi1) and CO2 (β
i
2) for the 160 countries are shown in Figure 4.3. Countries
where p(β > 0) > 0.9 or p(β > 0) < 0.1 are shown in thick blue border. These are
the countries that have strong positive or negative relationship with the explanatory
variable (GDP in Figure 4.3.a and CO2 in Figure 4.3.b). The value of the green colors
indicates the strength of the positive relationships, i.e., the sensitivity expressed as
change in the yield (log scale) per unit change in GDP or CO2 (log scale). Similarly,
orange and red colors indicate the strength of the negative relationships. Out of the
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TABLE 4.1: List of the countries that have atleast 30% residual ad-
justed R2 after removing CO2 and GDP per capita




















160 countries, 101 (20) countries show a statistically significant positive (negative)
relationship with GDP. Similarly, 93 (23) countries show a statistically significant
positive (negative) relationship with CO2. These results also corroborate what we
find in Figure 4.2.a where much of the variance can be explained using the mono-
tonic trend coefficients βi1 and β
i
2. Among the 160 countries, 54 countries have a
significant positive relationship with both GDP and CO2. The USA, Denmark, Ger-
many, Spain, Mexico, Portugal and Philippines are among these. Furthermore, given
their high correlation, we expect some GDP (βi1) and CO2 (β
i
2) coefficients to be neg-
atively correlated, i.e., the resulting regression coefficients for each of them may not
be unique. We see this, for example, in Brazil, India, China, Uruguay, Sudan and
some European nations.
Among the second level model coefficients for βi2, i.e., the response coefficient
for CO2, we find that b11, b12 and b14 are statistically significant. This indicates that
the CO2 regression coefficients can be related to country-level CV, DTR and the irri-
gation fraction IF. In Figure 4.4, we present the pairwise relations of the CO2 median
regression coefficients that are statistically significant (countries with blue bound-
aries) with the country-level predictors. The size of the circle indicates the GDP per
capita of the country in 2013; larger circles indicate countries with a high GDP. Based
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FIGURE 4.3: The median of the posterior probability distribution of
the regression coefficients for (a) GDP per capita and (b) CO2
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on the posterior distribution of b11, we find there is a general negative trend, point-
ing out that the countries with larger coefficient of variation of precipitation have
a lower CO2 response and vice versa. From Figure 4.4.a, we can see that countries
with high GDP (larger circles) have a smaller CO2 response regardless of their coef-
ficient of variation of precipitation. Countries with low GDP (smaller circles) have
greater CO2 response factors, again across the spectrum of CV. An interesting obser-
vation one can uncover from this phenomena is that the response of CO2, i.e., the
impact of CO2 on crop yields is greater for low GDP countries. High GDP countries
typically have greater yields due to better agricultural practices and infrastructure
including the access to irrigation, better seeds and fertilizers. Hence, the impact of
CO2 enhancement is seldom seen. To the contrary, low GDP countries, have had
lower yields historically due to their poor access to technology; increases in the CO2
levels have contributed to a sustained upward trend in yields over time.
Figure 4.4.b, the pairwise relationship between DTR and the median of the CO2
regression coefficient, also reveals some interesting trends. There is a positive re-
lationship between DTR and the CO2 response coefficient. The higher the DTR, the
greater the CO2 response. DTR is an indicator of the energy available for crop growth
through the day. We find that the countries with higher DTR better respond to CO2
enhancement in the atmosphere especially for the low GDP countries. Rosenzweig
and Tubiello (1996), in their model studies on wheat, have seen that the negative
effects of temperature are reduced when the minimum temperature increases more
than the maximum temperature. They also showed that under current CO2 con-
centrations, the yields responded negatively to temperature changes, however, the
response was both positive and negative (depending on the region) under elevated
CO2 levels. Herein, we reiterate that we are only showing that countries with greater
DTR on average respond positively to CO2 enhancements. b13, the second level co-
efficient that relates the CO2 response parameter βi2 with the aridity index of the
country is not statistically significant. This can be seen from Figure 4.4.c. Finally, in
Figure 4.4.d, we present the relationship between the country-level irrigation frac-
tion with the CO2 coefficient βi2. There is a general positive trend, i.e., countries with
greater irrigation capacity have a much larger positive CO2 coefficient, indicating
that the positive impact of CO2 enhancement on the crop yields is greater for coun-
tries with greater irrigation facilities. The combined effect of enhanced atmosperic
CO2 and improved irrigation that buffers climate variability is a net positive on the
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FIGURE 4.4: (a) Relationship of median regression coefficients of CO2
for statistically significant countries versus associated precipitation
variability. Size of the circles demonstrate the GDP per capita of the
countries; A Locally Weighted Scatterplot Smoothing (LOWESS) is
used to show the negative relationship between CO2 coefficients and
precipitation variability (the gray line); (b) median regression coeffi-
cients of CO2 for statistically significant countries versus associated
diurnal temperature range. A positive relationship between CO2 co-
efficients and DTR is seen; (c) median regression coefficients of CO2
for statistically significant countries versus associated aridity; not a
strong relationship between CO2 coefficients and DTR was found;
(d) median regression coefficients of CO2 for statistically significant
countries versus associated diurnal temperature range. A positive re-
lationship between CO2 coefficients and IF is seen.
countries’ aggregate crop yields. For readers reference, we provide the maps for the
country-level CV, DTR, aridity index, irrigation fraction and per capita GDP of 2013
in Figure 4.5.
The median of the posterior probability distribution of the regression coefficients
for PDSI (βi4), GPH (β
i
5) and ENSO (β
i
3) for the 160 countries are shown in Figure
4.6. As in Figure 4.3, the countries where p(β > 0) > 0.9 or p(β > 0) < 0.1 are
shown in thick blue border and these countries have strong positive or negative re-
lationship with the predictor (PDSI in Figure 4.6.a, GPH in Figure 4.6.b and ENSO
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FIGURE 4.5: (a) global map of precipitation variability from 1961 to
2012, (b) global map of mean diurnal temperature range from 1960-
1990, (c) global map of mean aridity spanning 1950 to 2000, (d) global
map of fraction of cropland areas equipped for irrigation , (e) GDP
per capita in 2013.
in Figure 4.6.c). Out of the 160 countries, 43 (17) countries show a statistically sig-
nificant positive (negative) relationship with PDSI. 40 (25) countries show a statisti-
cally significant positive (negative) relationship with GPH. 3 out of the 160 countries
show a statistically significant positive relationship with ENSO. Much of the natural
variability signal could be captured using the PDSI and GPH co-variates, thereby
rendering ENSO’s influence insignificant.
The USA, Canada, several countries in South America, Eastern European coun-
tries, Australia, Middle East and Southeast Asian countries are the ones that have
significant PDSI coefficient. Furthermore, we find that Serbia, Croatia, Moldova,
Macedonia, and Sierra Leone are among the countries that have a statistically sig-
nificance PDSI coefficient along with having residual adjusted R2 greater than 40%.
We find a significant GPH association in the southeast Asian countries, especially
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around the equator, Eastern Europe, Russia and the southern and sub-Saharan African
countries. The historical crop yields of Croatia, Moldova and Sierra Leone have a
statistically significant connection with PDSI and GPH and their multilevel linear
model fit exhibited high residual adjusted R2. The historical yields of Montenegro
and Armenia also showed a significant connection with GPH and has high residual
adjusted R2 in the model, but did not correlate well with PDSI.
In Figure 4.7, we present the relationship between PDSI (4.7.a) and GPH (4.7.b)
median regression coefficients and the aridity index of the associated countries. As
in Figure 4.4, the size of the circle indicates the GDP per capita of 2013 of the coun-
try. Larger circles represent countries with higher GDP. Only countries that have a
statistically significant PDSI or GPH coefficient (countries with blue boundaries) are
shown. From Figure 4.7.a, we can see that there is a negative trend; countries with
larger aridity index (wetter countries on average) have a negative PDSI response and
countries with smaller aridity index (dryer countries) have a positive PDSI response.
The aridity index map (Figure 4.5.c) indicates that the wet countries are dominant
in southeast Asia, western Europe and South America. These countries exhibit a
negative PDSI response indicating that high annual PDSI leads to lower yields. A
high PDSI in wet countries is indicative of more than average rainfall years; because
high PDSI values may imply floods (Li et al., 2009), this could lead to crop damage.
Wittrock, Wheaton, and Siemens (2011) have reported this phenomenon for Canada
recently. On the contrary, the dry countries have a positive PDSI response, indicating
that high PDSI (more rainfall) leads to an enhanced crop yield. Unlike CO2, which
is a long-term effect, the influence of GDP is not apparent in PDSI. A similar pattern
was observed for GPH.
4.4.3 Out-of-sample predictive performance
Validation of the model for an out-of-sample block can reveal the true performance
of the multilevel Bayesian model. It can also serve as a test for using the model
based on future climate, CO2 and GDP per capita projections. We evaluate the model
using the split sampling technique. The first 40 years (1961 - 2000) are used to de-
velop the Bayesian model which is in turn used to predict the yields for the left
out 13 years (2001 - 2013). We evaluated the model performance using average Igno-
rance Score (IG), otherwise known as the log-likelihood score. IG is a useful measure
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FIGURE 4.6: The median of the posterior probability distribution of
the regression coefficients for (a) PDSI, (b) GPH and (c) ENSO
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FIGURE 4.7: (a) Relationship between PDSI coefficients and the arid-
ity index for statistically significant countries. (b) relationship be-
tween GPH coefficients and the aridity index for statistically signifi-
cant countries; in both scatter plots, the size of the circles demonstrate
the GDP per capita of the countries. A Locally Weighted Scatterplot
Smoothing (LOWESS) is used to show the trend.
for evaluating probabilistic forecasts since it generalizes the categorical forecasts be-
yond the binary case (Roulston and Smith, 2002) and is sensitive to both the mean
and variance of the predicted distribution. We computed the average IG for each
country for the out-of-sample predictions using the easyVerification package avail-
able in the open source software R https://cran.r-project.org/web/packages/
easyVerification/easyVerification.pdf. We use tercile categories for evaluating
the IG. The out of sample predictions are considered to be useful if IG of predic-
tions is lesser than the IG of climatology. For the tercile categories, the average IG of
climatology is 1.585 (log2(3), 3 being the number of categories).
4.4.4 Out-of-sample predictive performance
Validation of the model for an out-of-sample block can reveal the true performance
of the multilevel Bayesian model. It can also serve as a test for using the model based
on future climate, CO2 and GDP per capita projections. We evaluate the model using
the split sampling technique. The first 40 years (1961 - 2000) are used to develop the
Bayesian model which is in turn used to predict the yields for the left out 13 years
(2001 - 2013). We evaluated the model performance using average Ignorance Score
(IG), otherwise known as the log-likelihood score. IG is a useful measure for eval-
uating probabilistic forecasts since it generalizes the categorical forecasts beyond
the binary case (Roulston and Smith, 2002) and is sensitive to both the mean and
variance of the predicted distribution. We computed the average IG for each coun-
try for the out-of-sample predictions using the easyVerification package available in
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FIGURE 4.8: (a) Relationship between PDSI coefficients and the arid-
ity index for statistically significant countries. (b) Relationship be-
tween GPH coefficients and the aridity index for statistically signifi-
cant countries; in both scatter plots, the size of the circles demonstrate
the GDP per capita of the countries. A locally weighted scatterplot
smoothing (LOWESS) is used to show the trend.
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the open source software R [https://cran.r-project.org/web/packages/easy Verifi-
cation/easyVerification.pdf]. We use tercile categories for evaluating the IG. The out
of sample predictions are considered to be useful if IG of predictions is lesser than
the IG of climatology. For the tercile categories, the average IG of climatology is
1.585 (log2(3), 3 being the number of categories).
In Figure 4.8.a, we present the average IG for the 133 countries (with complete
data records) used for out of sample predictions. We also present the time series of
the observed yields and distribution of the predicted yield for four countries, the
USA, Indonesia, Afghanistan and Fiji in Figure 4.8.b, 4.8.c, 4.8.d and 4.8.e. Training
period (validation) observations are shown using the red (green) line. 85 countries
of the 133 countries used for this demonstration have an average IG less than the
climatological IG. These include the USA, China, Southeast Asian countries, Brazil
and southern African countries among others. Venezuela, Uruguay, Namibia and
Colombia are among the countries with high average IG score. The time series plots
shown as an example reveal that the interquartile range of the predicted yields cap-
tures the observations most times. The general trend, increasing in the case of the
USA and Indonesia; decreasing in the case of Fiji and jump change in the case of
Afghanistan, is also captured well. Given its ability to capture the trends in crop
yields, this model can serve as a handy supplement to the crop physiology-based
models that attempt to predict future yields under prescribed ”business as usual”
mode for changes in the values of the predictors. However, predicting future yields
may be associated with a larger uncertainty due to potential extrapolation of the
fitted data.
4.5 Discussion
There are currently over 7.3 billion people in the world, with an expected population
of over 8.5 billion by 2030 and 9.7 billion in 2050. Increased demand for food due
to population, income growth, changes in global food consumption patterns and
increasing demand for bioenergy will raise pressure for increased and more sustain-
able agricultural production. It is projected that food production has to double in
the coming decades to keep up with increasing demand (Tilman et al., 2011). Dur-
ing the recent decades, along with the fast changes in human life, the agricultural
sector has improved tremendously. Changes in the agricultural sector will continue
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to happen in the future. Hence, we should expand our knowledge regarding the
drivers of these changes to be able to propose more effective strategies for food secu-
rity. Moreover, during the last two decades, global croplands remained fairly stable
http://data.worldbank.org/indicator. It may be implied that in many countries,
the land area used for agriculture has reached its maximum limits, so any possibil-
ity for increased food production needs to consider increase of agricultural yields.
There is a clear and urgent need to unravel the factors that affect crop yields more
than the past. Understanding the change in crop yields is also important for pol-
icy makers in designing the farm programs, disaster relief legislation, research in-
vestments and climate-related adaptation/mitigations measures. It can provide a
guideline for future agricultural research planning and it can be used to evaluate
the returns on agricultural research. Accordingly, we attempted to develop an in-
ference/predictive model that enables a good understanding of the changes in crop
yields along with providing the ability to predict the yields given current or fu-
ture conditions. It captures the past impacts of climate variables and technology on
crop yields and can be used to evaluate future climate- related yield variability and
address alternate factors contributing to the spatial heterogeneity in climate-yield
response.
4.6 Conclusion
Although, irrigation substantially decreases the impact of climate variables, the model
found significant connections between yields fluctuation and climate for many coun-
tries. Climate predictors explained 20% to more than 70% of the residual variance for
most of the countries. While a negative relationship between crop yields and PDSI
existed in a few countries, the relationship was generally positive. It was shown
that across the spectrum of CV (low variation to high variation countries), countries
with high GDP per capita have a smaller CO2 response and vice versa. Furthermore,
countries with higher DTR better respond to atmospheric CO2 enrichment especially
for the low GDP countries. We realized that wetter countries have a negative PDSI
response and countries with smaller aridity index have a positive PDSI response.
Countries with better irrigation facilities have a much positive influence of CO2.The
model performs well under out-of-sample verification. The main limitation of our
study is its inability to capture crop yields’ responses to variables at sub-national
4.6. Conclusion 87
levels. However, doing this would be difficult because of the lack of high resolution
crop data for most places except at field research sites. Further, several countries
which are based on irrigated agriculture do not properly account its groundwater
usage. While we are using the country-level irrigation fraction as a proxy, it has to
be noted that it comes with certain level of uncertainty. We also acknowledge that
the model co-variates are selected based on known influences and prior correlation





To Maximize Global Crops
Production
World’s population is expected to rise to 9 billion by the year 2050. Hence, it is im-
perative to explore approaches to increase food availability across the world. In this
chapter, we assess approaches to maximize total production of barley, maize, rice,
sorghum, soybean and wheat (BMRSSW) staple crops across the global countries.
The model will be tested based on the current available freshwater resources and
cropland areas as well as energy constraint. The results found that the total produc-
tion of these crops in many countries can be improved substantially. This analysis
will provide the essential scientific motivation at the national and global scale to
discover feasible regions and different crop choices that can support the sustainable
area expansion and crop production enhancement.
5.1 Introduction
Although the Green Revolution is still making a positive contribution to increase
yields, today, close a billion people are malnourished (Godfray et al., 2010b). Con-
sidering such limitations, one must explore and consider approaches to meet the
demands of food production in the future, where by 2050 the Earth is predicted to
have a population of upwards of 9 billion. The answer to this question depends on
where the water and the energy for agriculture will come from. This assumes of
course, that our primary food source will continue to be based upon land produc-
tion and that irrigation and the use of fertilizers to improve production are needed to
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address climate shocks and deteriorating soil health. Establishing an economically,
environmentally and physically feasible pathway to achieve food, energy and water
(FEW) security in the face of a changing climate is crucial to planetary well-being.
A general lack of information on climate, soils, markets, and availability of appro-
priate genes of seeds for different crops, matched with poor government support
and policies, has hindered the appropriate consideration of crop placement. There
is an assumption that efficient producers will be exporters, and where others will
be importers, and that resource constraints are reflected in the cost and efficiency
of production. Unfortunately, the evidence, with respect to global agriculture, is
contrary to this assertion. Optimizing crops choice, accounting for a changing and
variable climate, and hence the renewable water supply, needs to be a key piece of
the strategy to address the FEW nexus. A global scale study that systematically inte-
grates crops, water, and energy resources to find optimal and sustainable solutions
to enhance food security is essential. In this chapter we develop a platform for ex-
ploring systematic solutions to FEW security challenges at the global scale. Given
the objective of maximizing global food production, and sustainable water supply,
the model identifies feasible regions and proposed crop choices that can sustainably
support productivity enhancement. The specific objective is to maximize total global
production of BMRSSW, considering available water and land resources, available
energy to pump groundwater for agriculture, and domestic crop production.
Optimizing crop choice, accounting for a changing and variable climate, and
hence the renewable water supply, needs to be a key piece of the strategy to address
the FEW nexus. So A global scale study that systematically integrates crops, wa-
ter, and energy resources to find optimal and sustainable solutions to enhance food
security is essential. In this chapter we develop a platform for exploring system-
atic solutions to FEW security challenges at the global scale. Given the objective of
maximizing the global food production, and sustainable water supply, the model
identifies feasible regions and the proposed crop choices that can sustainably sup-
port productivity enhancement. The specific objective is to maximize the total global
production of BMRSSW, considering available water and land resources, available
energy to pump groundwater for agriculture, and domestic crop production.
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FIGURE 5.1: Countries that grew at least two of BMRSSW in 2016
5.2 Dataset
5.2.1 Crop yields, area and production
In this chapter, we will assess sustainable pathways to maximize global production
of BMRSSW. Production of these crops account for over 40% of global cropland area,
55% of non-meat calories and over 70% of animal feed (Lobell and Field, 2007). The
countries that in 2016 grew at least two of these crops are considered here. In total,
91, 139, 107, 97, 85 and 109 BMRSSW countries satisfy this condition (Appendix D,
Table D.1)(FAO, 2016b). Figure 5.1 depicts these countries and the number of the
crops considered in each of them. 41, 21, 35, 33 and 19 countries produced 6,5,4,3
and 2 of these crops in 2016 respectively.
5.2.2 Population
Population of the considered countries in 2016 was obtained from the FAO of the
United Nations statistical databases (FAO, 2016b) (Table D.2). The model is restricted
to produce a fraction of BMRSSW production in 2016.
5.2.3 Water footprint of BMRSSW-green, blue and grey water (GBG)
In agriculture, the water footprint (WF) measures the amount of water used to pro-
duce crops. The green WF measures the volume of rainwater consumed during
the growing period of the crop; the blue WF measures the volume of surface and
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groundwater consumed. The grey WF is the freshwater volume required to assimi-
late the nutrients and pesticides leaching and running off from crop fields and reach-
ing surface water or groundwater, according to natural background concentrations
and standards of existing ambient water quality (Hoekstra et al., 2011; Mekonnen
and Hoekstra, 2014). The average country-based WF print of BMRSSW across the
global countries was obtained from Mekonnen and Hoekstra (2014) (Appendix D,
Tables D.3). The summation of GBG water of each country are presented in Ap-
pendix D, Table D.4. This table shows the average amount of required water to
grow 1 ton of each of these crops.
5.2.4 Global coverage of irrigated and rain-fed croplands
In order to obtain the global spatial coverage of BMRSSW croplands, we obtained
the rain-fed (Appendix D, Table D.5.a) irrigated (Appendix D, Table D.5.b) coverage
of BMRSSW croplands based on MIRCA 2000 data set (Portmann, Siebert, and Döll,
2010). According to this data set the ratio of the rain-fed and irrigated croplands
for each country is provided in Appendix D, Tables D.5.c and D.5d. Assuming this
ratio has not changed after the year 2000, these numbers are used to compute current
rain-fed and irrigated croplands area. The results are provided in Appendix D, Table
D.6.
5.2.5 Global groundwater table depth over irrigated croplands
Groundwater table depth (GWTD) is a critical factor in energy consumption. We
computed weighted average of groundwater table depth (WAGWTD) over irrigated
croplands (Equation 5.1). To do so, first spatial coverage maps of irrigated BMRSSW
croplands (Portmann, Siebert, and Döll, 2010) are superimposed over global patterns
of groundwater table depth (Fan, Li, and Miguez-Macho, 2013). The resulting maps






In Equation 5.1 , WAGWTD is the weighted average of groundwater table depth
in each country, n is the total number of grid cells in each country and h is GWTD
associated with each grid cell and C is the crop intensity (in hectare) in that grid
cell. So Equation 5.1 accounts for the importance of each grid cell according to the
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FIGURE 5.2: GWTD over BMRSSW croplands
cropland intensity. The country based WAGWTD are provided in Appendix D, Table
D.7.
5.2.6 Daily average of calorie intake
Food consumption refers to the amount of food available for human consumption, as
estimated by the FAO Food Balance Sheets. Although the actual food consumption
may be lower than the quantity shown as food availability depending on the mag-
nitude of wastage of food. The calorie intake of the global countries are provided
in Appendix D, Table D.8 (FAO-Consumption, 2008). The daily average calorie in-
take of Afghanistan, Azerbaijan, Bhutan, Republic of Congo, French Guiana, Iraq,
Oman, Micronesia, Papua New Guinea, Qatar, Reunion and Somalia are not avail-
able, therefore the global average of calorie intake (kilocalorie) are assigned to these
countries.
5.2.7 Energy provided by BMRSSW
One kilogram of BMRSSW provide 3540, 860, 1300, 3358, 4460 and 3270 kilocalorie
respectively. This information is used to assess how many calories can be provided
by switching the crops in each country after optimization.
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5.2.8 Energy consumption in agriculture sector
The total energy used in agriculture in 2012 (the last year with available data) is
collected ((FAO, 2016b)) (Appendix D, Table D.9). It includes gas-diesel oil, motor
gasoline, natural gas (including Liquefied natural gas (LNG)), liquefied petroleum
gas (LPG), fuel oil, coal, electricity and power irrigation (Terajoule). This data is
not available for Belize, Burundi, Cambodia, Central African Republic, Comoros,
Democratic Republic of the Congo, Eritrea, Fiji, Gambia, Haiti, Honduras, North
Korea, Lesotho, Liberia, Maldives, New Caledonia, Micronesia, Paraguay, Guinea-
Bissau, Timor-Leste, Reunion, Rwanda, Sierra Leone and Somalia. The global annual
average of all the countries with available data is assigned to these countries (57631
Terajoule).
5.2.9 Total water consumption (TWC) in 2016
Therein lies the question, how much water does each country consume to grow
BMRSSW? In order to answer this question the total BMRSSW production in 2016 is
considered (Appendix D, Table D.1). Based on GBG water, we can roughly compute
how much water in each country is consumed to grow these crops. TWC data is
presented in Appendix D, Table D.10.
TWC = Production× GBG (5.2)
5.2.10 Irrigated croplands classification
Irrigation is the most important water use sector accounting for about 70% of the
global freshwater withdrawals and 90% of consumptive water uses (Siebert et al.,
2010). Siebert et al. (2010) provides the extent of total irrigated and irrigated crop-
lands with groundwater in each country. Based on this information, the ratio of irri-
gated croplands with groundwater and non-groundwater resources is computed in
each country (Appendix D, Table D.11). Based on this information, Maldives, New
Caledonia, Micronesia and Papua New Guinea are the countries with no irrigation.
According to the MIRCA 2000 data ((Portmann, Siebert, and Döll, 2010), Appendix
D, Table D.5) and the ratio of irrigated croplands with groundwater (Siebert et al.,
2010) (Appendix D, Table D.11), the BMRSSW croplands area (Appendix D, Table
D.1) is classified to irrigated croplands with groundwater (ICGW), non-groundwater
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FIGURE 5.3: Schematic representation of the computation of ICGW,
ICNGW and RFC
resources (ICNGW) and rainfed croplands (RFC) (Appendix D, Table D.12 and Fig-
ure 5.3). The data in Siebert et al. (2010) is based on the whole croplands in each
country, but here we need the area of ICGW, ICNGW and RFC for BMRSSW sep-
arately, so it is assumed that the ratio of ICGW and ICNGW for BMRSSW in each
country is the same. In Appendix D, Table D.13 presents the ratios of the values in
Appendix D, Table D.12.
5.2.11 Water resources classification
Siebert et al. (2010) reported the irrigation water use and groundwater use in each
country (Appendix D, Table D.14). Based on this information the ratio of total ground-
water and non-groundwater used for irrigation in each country is computed (Ap-
pendix D, Table D.15). It should be noted that maize and sorghum in Maldives and
sorghum in New Caledonia are partly grown with surface water resources. How-
ever it is reported that in these countries little to no water is consumed for irrigation
(Siebert et al., 2010). In order to have consistent results it is assumed that all the
water in these two countries are green water.
In Appendix D, Table D.10 we came up with TWC. But can we classify these
numbers to groundwater, surface water and precipitation? For example, total bar-
ley production in the the US in 2016 was 4338850 tonns. The average GBG water to
produce barley in the the US is 1301.63 m3/ton (summation of GBG). 4338850 times
1301.63 is 5 647 577 326 m3. This is the total water consumption in the US to pro-
duce barley in 2016. How much of this water is derived from groundwater, surface
water, and precipitation? It is assumed that gray water comes from precipitation,as
such, we combined grey and green water and computed the percentage of blue and
green-grey water for each crop (Appendix D, Table D.16). In the US, 83% of the re-
quired water to produce barley come from precipitation and 17% from surface water
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FIGURE 5.4: Schematic representation of the WGW, WNGW and WP
FIGURE 5.5: Schematic representation of cropland and water classifi-
cation in a country with two crops
and groundwater. The irrigation water use with groundwater and non-groundwater
resources is 155194743948 and 88323945727 cubic meter per year respectively (Ap-
pendix D, Table D.14). So 57% of the total irrigation water use comes from ground-
water and the 43% from surface water resources. 57% times 17% and 43% times 17%
are 9.7% and 7.3%. With this procedure the ratio of the total water that comes from
groundwater resources (WGW), non-groundwater resources (WNGW) and precip-
itation (WP) for each crop and country is computed (Appendix D, Table D.17 and
Figure 5.4). Using these ratios and Table D.10 (Appendix D) the total water used in
each sector for each crop is computed (Appendix D, Table D.18). Here, it is assumed
that the ratios provided in Appendix D, Table D.15 is equal for each crop. Figure 5.5




Here the objective is maximizing BMRSSW production in each country and subse-
quently maximizing global production. In order to maximize total production, the 
model switches between crops. For example, if barley and wheat are produced in 
a country, in part/all of barley croplands barley or wheat can be grown and vice 
versa. To address this objective (Equation 5.3) a linear optimization model consider-
ing 9 constraints (Equations 5.4 to 5.12) is developed.
Constraints 1 to 3 (Equations 5.4 to 5.6), land sustainability: it is assumed that 
countries are already at their limit regarding farmland areas. In each country al-
located ICGW/ICNGW/RFC should be less than the total ICGW/ICNGW/RFC in 
that country in 2016. So without increasing croplands we aim to maximize produc-
tion.
Constraints 4 to 6 (Equations 5.7 to 5.9), water sustainability: in each country 
the total allocated WGW/WNGW/WP by the model should be less than the total 
WGW/WNGW/WP in that country in 2016.
Constraint 7, energy sustainability (Equation 5.10): the total energy consumed
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to pump the groundwater should be less than α percent of the total energy consump-
tion in the agriculture sector in that country (energy coefficients, EC).
Constraints 8 and 9 (Equations 5.11 and 5.12), food security: the total calorie
provided by these crops in each country should be sufficient to provide calories for
the β percent of the population in that country during the whole year based on
the daily calorie intake (calorie intake coefficients, CC). In addition, the total crop
production in each country should be at least γ percent of the production in 2016
(production coefficients, PC).
5.4 Results and discussion
The optimized cropland areas and production are provided in Appendix D, Tables
D.19 and D.20. Figures 5.6 and 5.7 demonstrate the EC, PC and CC across the global
countries. PC and CC are considered equal for all the countries. In Argentina, Aus-
tralia, Brazil, Bulgaria, Belarus, Canada, Croatia, Czech Republic, France, Germany,
Hungary, Ireland, Kazakhstan, Lithuania, Mali, Moldova, Niger, Paraguay, Poland,
Russia, Serbia, Slovakia, Zimbabwe, Sudan, Sweden, Ukraine, Uruguay and Zam-
bia EC, PC and CC are 0, 1 and 1 respectively. The findings suggest that the above-
mentioned countries without any groundwater use can produce enough food (calo-
rie) for all of their population. In Bolivia, Estonia, Finland and Turkmenistan with-
out any groundwater use the model proposed solutions to provide 95% of the an-
nual calorie for 95% of their population. The ratio of total global production after
optimization across barley-ICGW, barley-ICNGW, rice-RFC, maize-RFC, sorghum-
RFC and sorghum-ICNGW have increased 42.4, 28.9, 2.4, 2.0, 1.5 and 1.06 times.
The largest production decrease belong to rice-ICNGW, rice-ICGW and soybean-
ICNGW.
Figure 5.8 depicts the ratio of production before and after optimization. Total
production in 2016 is 2922 million tonns (mt) and after optimization it increased
247 mt and reached to 3169 mt. The largest increases in total production are associ-
ated with Comoros, Argentina, Uruguay, Haiti, Kenya, Qatar, Lesotho, Kazakhstan,
Oman, Benin, Canada, Swaziland, Rwanda, Iran, Mauritania, Algeria, Israel, Zam-
bia, Somalia, Niger, Sudan, Namibia, Zimbabwe, Jordan. Oppositely. After opti-
mization the production in 49/2 countries are less than/equal to production in 2016
(Otherwise known as non-optimized countries, NOC). Total production in Malta,
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FIGURE 5.6: Coefficient of energy
FIGURE 5.7: Coefficients of production and calorie intake
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Cyprus, Costa Rica, Japan, Sri Lanka, Vietnam, Cuba, Madagascar, Indonesia, Egypt
and Azerbaijan is less than the current production. The reason is the simplifying as-
sumptions that we took into account to categorize water resources and croplands. If
in NOC, the current production is considered, the total global production would be
3513 mt, i.e. 591 mt more than production in 2016. Barley production in Guatemala,
Thailand, Mauritania, Tanzania, Zimbabwe, China, Kenya, Brazil, India, Saudi Ara-
bia, North Korea, South Africa, Chile, Turkmenistan, Japan, South Korea, maize pro-
duction in Algeria, Jordan, Lebanon, Malaysia, Iran, Czech Republic, Cambodia,
Iraq, Netherlands, rice production in Swaziland, Somalia, Jamaica, Australia, Roma-
nia, Mexico, El Salvador, Central African Republic, Sudan, Bolivia, Rwanda, Burkina
Faso, Benin and Paraguay, sorghum in Peru, Philippines, Democratic Republic of the
Congo, Algeria, Fiji, Dominican Republic, France, Argentina and Micronesia, soy-
bean in Honduras, Mali, Kazakhstan, El Salvador, Nicaragua, Georgia, Venezuela
and Ecuador and wheat in Cameroon, Chad, Niger, New Caledonia, Madagascar,
Mali, Nigeria, DR Congo, Colombia, Mozambique, Swaziland, Zambia, Uganda,
Sudan, Namibia, Guatemala, Lesotho, Bhutan and Kenya have increased more than
10 times.
Figure 5.9 demonstrates the ratio of croplands area after optimization compared
to the current conditions. Barley croplands area in Thailand, Mauritania, Tanzania,
Zimbabwe, China, Kenya, Brazil, India, Saudi Arabia, North Korea, South Africa,
Chile, Turkmenistan, Japan, South Korea, maize in Algeria, Jordan, Lebanon, Malaysia,
Iran, Czech Republic, Cambodia, Iraq, Netherlands, rice in Swaziland, Somalia,
Jamaica, Australia, Romania, Mexico, El Salvador, Central African Republic, Su-
dan, Bolivia, Rwanda, Burkina Faso, Benin, Paraguay, Honduras, sorghum in Peru,
Philippines, DR Congo, Algeria, Fiji, Dominican Republic, France, Argentina and
Micronesia, soybean in Iraq, Honduras, Mali, Kazakhstan, El Salvador, Nicaragua,
Georgia, Venezuela, Ecuador and wheat in Cameroon, Chad, New Caledonia, Niger,
Madagascar, Mali, Nigeria, DR Congo, Colombia, Mozambique, Swaziland, Zambia,
Uganda, Sudan, Namibia, Guatemala, Lesotho, Bhutan and Kenya have increased
more than 10 times. Figures 5.10 and 5.11 demonstrate total global production and
croplands area of BMRSSW before and after optimization. These two figures are
very similar to each other except for sorghum-RF, however total allocated area to
sorghum has decreased, but the production has increased. This is because this crop
has been switched to locations with lower GBG.
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FIGURE 5.8: Ratio of total production after optimization compared to 
the production in 2016
FIGURE 5.9: Ratio of cropland areas after optimization compared to 
the areas in 2016
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FIGURE 5.10: Total global production (tonns) in ICGW, ICNGW and 
RFC before and after optimization




Identifying the linkages across key natural resource sectors and jointly improving
their efficiency is a win-win strategy for human well-being and environmental sus-
tainability (Struik et al., 2014). In this chapter, an optimization model is developed to
evaluate possible pathways to increase global staple crops production considering
multiple constraints. Croplands are classified to irrigated croplands with ground-
water resources , irrigated croplands with non-groundwater resources, and rain-fed
cropland. Consumed water to grow BMRSSW in 2016 is classified to groundwa-
ter, non-groundwater resources (surface water) and precipitation. Some simplifying
assumptions have been taken into account too. Our analysis showed that global
BMRSSW production by switching these crops can be increased 591 mt compared
to 2016. This systematic analysis will provide the necessary scientific impetus at the
global, national and local scales that could be used by both the public as well as
the private sector to direct production and procurement strategies that promote wa-
ter sustainability. The set of analyses as proposed here would contribute directly to




Summary, Conclusion and Future
Works
The global population is expected to reach 9.7 billion in 2050, the regions where
foods are produced and consumed are becoming more disconnected (Fader et al.,
2013a; Fader et al., 2013b), climate extremes such as floods and droughts have had
an uptrend since the last century in many countries across the globe and changing
diets and demand for meat and dairy products are rapidly increasing (Godfray et
al., 2010a). In addition to these, political issues, and expensive energy shortages are
putting a detrimental pressure on global food security. In the era of climate change
that is inducing more frequent weather extremes, crops are becoming more vulner-
able. Thus, understanding the current and past dynamics and connections across
the FEW nexus is essential, as many countries try to manage the consequences of
climatic and non-climatic variables on crops. Although big crop producers have al-
ways been the focus of research, it must be noted that the population of some coun-
tries –especially poor ones- rely on domestic crop production. Such countries may
produce crops other than major crops and make a small contribution to global crop
production. Needless to say, these poor countries can be potentially more vulnerable
to the negative impacts of climate variation.
We conducted a global overview of the concurrent variability of staple crop yields
using national-scale yield datasets from 1961-2013 and climate variability, where
ocean-atmospheric processes have often produced simultaneous global influence
and altered climates around the crucial croplands from one year to the next. In
chapters 2 and 3 we presented three major aspects for the science and broader read-
ership. First, it provided insights on the synergistic variability of and diagnostics for
multi-national yields observed across the world. Second, it revealed a statistically
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significant and physically meaningful response of multi-national yields to larger-
scale climate drivers at longer-range time scales, providing predictability potential.
Third, it presented changes in global yield volatility characteristics. As the world
warms and extreme weather events become more common, this diagnostic analysis
provides convincing evidence that concurrent variability and world-wide volatility
of crop yields can potentially be predicted, which has major socio-economic and
commercial importance at the global scale, underscoring the urgency of common
options in managing climate risk. Global crop models and yield monitoring (such
as, the Global Information and Early Warning System of the Food and Agricul-
ture Organization of the United Nations (http://www.fao.org/giews/en/) and the
Famine Early Warning Systems Network (https://fews.net)) have been developed ,
but, to our knowledge, no research yet have evaluated the common diagnostics and
predictability potential of multi-national yields, neither did they also look into the
changing characteristics of world-wide yield volatility. Our study is distinct com-
pared to previous investigations that explored yield variability (Lobell and Field,
2007; Ray et al., 2015; Ben-Ari and Makowski, 2016; Tigchelaar et al., 2018; Nguyen-
Huy et al., 2018; Lu, Atkinson, and Newlands, 2017) but without characterizing con-
current variability or volatility in crop yields. We filled that crucial gap, using RPCA
method that differs from traditional PCA as it removes existing outliers from the
standardized crop yield datasets that would otherwise impact the PC outputs and
thus is more “robust”. In addition, we argue that RPCA may also have the ability
to permit the interplay of important climatic determinants as well as other socioe-
conomic factors (Iizumi et al., 2017), such as fertilizer prices and oil prices, thereby
disentangling global climatic teleconnections from other possible sources in PCs.
While these global non-climatic drivers are not within the scope of our study, they
may appear in other PCs. Another original contribution of our work was the analysis
of outliers, which our results suggested, can be useful to characterizing global yield
volatility that may (or not) emerge from persistent yield variability patterns (Ben-Ari
and Makowski, 2014), and mainly leading to world-wide yield losses and potential
food insecurity. This strategy allows us to consider climatic inter-connections across
the worlds’ growing regions, and as such, we showed that it is not only interna-
tional yields that can co-vary, largely due to climatic reasons, but extreme volatility
can also appear in association with climatic teleconnection patterns, where the rea-
sons of volatility may not be due to the same larger-scale influence corresponding
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to persistent variability. Extreme weather can cause local crop failure and nega-
tively affect socio-economies around the world, with implications for global mar-
ket price and societal conflicts. We showed, using significant association mapping,
that, modes of international yield variability associates with larger-scale patterns. As
such, multiple lines of evidence, including correlation and composite analysis sup-
port the hypothesis that multiple crops-producing nations respond concurrently to
larger-scale climate drivers, where, the most serious impacts occur in both big and
small crops-producing nations. Our observation that such synchronous volatility-
led yield losses have become more frequent for wheat in the recent two decades
is concerning and has implications for global food security planning and manage-
ment. Given that studied staple crops are heavily traded commodity in the global
market (http://www.fao.org/faostat/en/#data) and that some of the most pro-
ductive (and/or food insecure) regions across the globe observe higher degree of
yield volatility as extremes become more extreme (Field and Q. Dahe, 2012), our
study takes a meaningful step forward by discovering the common mechanisms by
which multiple vulnerable nations can manage disastrous yield responses and min-
imize significant impacts on international crop markets, society of the food insecure
nations, and farmers at large.
Climatic drivers of crop yield variability provide a useful source for prediction
purposes as forecasting systems are gradually becoming more skilled (Mazrooei et
al., 2015) in long-range prediction of certain global drivers of climate such as ENSO,
NAO, SAM or PDO. For instance, the NOAA Earth System Research Laboratory
produces statistical forecasts to predict the PDO (Alexander et al., 2008), the pre-
dictability of this pattern alongside the PCs that are well correlated with PDO as
well as identified SLC found here can be used for food security purposes in the na-
tions whose crop yields were impacted by this pattern. Our findings in this research
have important practical implications as identified co-varying countries, especially
import-dependent ones could take advantage of the favorable impacts of the cli-
matic pattern. In other words, the negative impacts of climate on crop yields in
some countries can be modified by its positive impacts in other countries. When
import-dependent countries be informed about the potential nations to trade with,
the devastating consequences could get relieved in case of emergency and the global
food security can be improved tremendously.
Consequence management of future climate-driven factors that adversely affect
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crop yields can be optimized (Afshar and Najafi, 2014) and highlighted by under-
standing the relationships between crop yields and climate patterns. This will enable
us to evaluate alternative food policy strategies and taking precautionary economic
measures. Most of the similar global studies that addressed the effect of climate
on crops, focused on precipitation and temperature, while considering a few staple
crops such as wheat, maize and rice. In the Chapter 4, we considered the weighted
average of all the crop yields, emphasizing on the most important crops in each
country based on the associated harvested area. We used partial pooling through
hierarchical Bayesian modeling to reduce uncertainties associated with coefficient
estimation of the variables for ENSO and atmospheric CO2 enrichment. Monotonic
trend of crop yields for most of the countries were explained by the monotonic trend
in the CO2 and GDP per capita variables. We can develop optimal strategies that
are resilient to such changes across different climates. Moreover, an understanding
of which regions to target for higher productivity can show us the way to achieve
global FEW sustainability.
Furthermore, We developed a global optimization model to examine the feasi-
bility of feeding the current population based on today’s available resources such as
farmlands, freshwater resources and energy. We assessed approaches to maximize
total production of BMRSSW across the global countries. We showed that total pro-
duction of these crops in many countries can be improved substantially. This analy-
sis will provide the essential scientific motivation at the national and global scale to
discover feasible regions and different crop choices that can support the sustainable
area expansion and crop production enhancement.
A comprehensive study is indeed required to recognize the most vulnerable
crops in each country. The results of such a study would be helpful for countries that
are dependent on agricultural imports. The degree of impact of CO2 enrichment on
the agriculture and crops has always been a controversial topic of debate. Expanding
knowledge in this sector as well as using more precise data with higher resolution
like satellite based data of Orbiting Carbon Observatory-2 mission (Frankenberg et
al., 2014) can provide useful insights for this problem. There is a strong agreement
among many reports about the impact of climate change on crop yields and crop
productions in the future. Most of them unanimously agree that the future impact
of climate change on food security does not seem promising. However, most parts of
the world likely will be able to continue to feed itself in the coming decades (Parry et
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al., 2004). More research and investments in crop enhancement, and climate change
adaptation policies will help sustain crop yield growths in the future (Lobell and
Gourdji, 2012). Our study was at the global scale. Hence, it would be important to
confirm and gain a better understanding of these results by conducting similar stud-
ies on a regional scale using more detailed local data. Understanding the impact
of different aspects of climate on crops is essential in order to inform decision mak-
ing for food security purposes. Policymakers need scientific information to develop
effective management and adaptation interventions such as infrastructure, technol-
ogy and insurance measurements to protect vulnerable populations and to ensure
global food security. Although the potential predictability for some climate oscil-
lations such as PDO are not known, others such as ENSO or AO are periodic and
predictable with several seasons lead time. Improving skills for predicting these
patterns is also important to better estimate global crop yield variations and to al-
low for early warning and disaster planning. Crops trade is a crucial measurement
that may be needed to even out crop variations across the globe. Due to the lack of
a long-term detailed global crop dataset, our framework does not consider irrigated
and rain-fed crop yield variability separately. This is important because irrigation
generally decreases crop sensitivity to temperature fluctuations (Butler and Huy-
bers, 2012). The spatial coverage of the croplands used in this study is based on the
croplands coverage in the year 2000 (Portmann, Siebert, and Döll, 2010). Since the
croplands coverage has been changing through time with different intensities, the
spatial coverage of croplands and impacted areas presented in this study might not
reflect the exact coverage and impacted areas, especially in some countries with sub-
stantial cropland changes such as Brazil. In addition, we used country based yield
data (FAO, 2016b). So, the main limitation of our study is its inability to capture crop
yields’ responses to variables at sub-national levels.
It is worth noting that not all yield variability is a result of climate variability.
Seeds improvement, farming practices, political issues, social strife and civil unrest,
strategies applied for food security at regional scales, regional shortages of energy
and water, trade policies, plant breeding, fertilizers and pests also contribute to yield
and production variance. In the fourth chapter, we focused only on climate, climate
change and technology enhancement using GDP. More studies are required to un-
veil and separate the impacts of these factors. Due to climate change, global water
availability will be different across the globe, some areas will get drier and vice versa
110 Chapter 6. Summary, Conclusion and Future Works
that this issue, in turn, will impact global patterns of crops cultivation. Considering
this, the proposed optimization model in chapter 5 can be run dynamically through
time to project future conditions too based on different scenario. In addition, in the
model, some constraints may be relaxed or some more constraints may be added,
such as considering less water intensive crops, croplands expansion or diet change.
It is very crucial to assess the croplands suitability when the model tries to maximize
production.
Our work tried to enhance the knowledge of global food security field, which
is of relevance to policy initiatives, decision makers, water and energy managers,
government and non-government organizations like United States Department of
Agriculture (USDA) and Food and Agricultural Organization of United Nations
(FAO), stakeholders and scientists with similar interests to ours. Our ongoing work
in this direction is focused on creating novel ideas of modeling and optimization
techniques for ensuring global food security.
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Limitations to include growing season in climate analysis
Crops are not grown at fixed calendar dates and growing durations vary across the
world (Sacks et al., 2010). Our analysis incorporated annual average climate variabil-
ity, both at local as well as larger-scales, as opposed to locally-constrained “growing
season”, due to the following reasons:
First, the global yield dataset we considered is complete and consistent for 130,
98, 73, 37 and 85 MRSSW producer countries from 1961-2013, on the annual time
scale and national spatial scales. In addition, the same dataset did not separate
out spring and winter wheat yields at the desired time span and/or spatial con-
ditions. There was one higher (spatial) dimension yield dataset available (Troy, Kip-
gen, and Pal, 2015), but for 1961-2008 with highest spatial dimension possible only
for 17 countries in total, and so was not useful for our global assessment (Ray et
al., 2015). The data developers(Ray et al., 2015) also admitted that the frequency
of the data reporting varied among countries and there were no separations in sea-
sonal yields. Therefore, to confidently meet our research objectives, i.e. investigating
co-variability in multi-national yields (and coinciding volatility), as many climates
concurrently vary across the globe as a function of global climatic drivers, the best
yield dataset we could possibly use was the FAO data at annual and national aver-
ages, which was complete and consistent for 130, 98, 73, 37 and 85 MRSSW producer
nations over 1961-2013.
Second, we have used grids demonstrating combined irrigated and rainfed crop-
lands across the globe (Figure 1) but did not use growing season dates specific for
those grids. We obtained data on seasonal cropping calendars including spring and
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FIGURE A.1: Growing season information for spring and winter
wheat varieties (a) planting start dates for spring, (b) planting end
dates for spring, (c) planting start dates for winter, (d) planting end
dates for winter, (e) harvesting start dates for spring, (f) harvesting
end dates for spring, (g) harvesting start dates for winter, (h) har-
vesting end dates for winter, (i) combination of all of them showing
spatial coverage (Sacks et al., 2010)
winter wheat varieties from Sacks et al. (2010) but we were unable to use that infor-
mation for our climate analysis due to the below limitations:
1. SAGE (Sustainability and the Global Environment) dataset (http://www.sage.
wisc.edu) provides mean growing season information for winter and spring crop
varieties (average planting and harvesting dates), focusing mainly on rainfed crop-
lands (Sacks et al., 2010) (Figure 4). Hence, this dataset missed out on many of the
crucial croplands we have included in our study. Figure 1(c) indicates those included
in our study (combined irrigated and rainfed croplands) across the globe while Fig-
ure 4 provides growing season information from the SAGE dataset. We particularly
see that our cropland coverage in Figure 1 provides a much higher resolution and
extent for local climate analysis, where a range of crucial growing areas in south
Asia (e.g. India, China) and eastern Europe are not covered in SAGE (Figure 4).
We already faced earlier limitations due to yield data (un)availability within desired
specifications and time frames, where Russia was excluded from our analysis due to
Soviet Union breakdown issue. It was hence imperative not to lose more important
producers from our analysis due to unavailability in growing season data. Inclusion
of SAGE growing season dataset would only lead to exclusion of more countries in
the eastern Europe and India from climate analysis, countries which were important
for the PCs.
2. As evident from Figures 1 and 4, SAGE crop calendar observations generally
applied to larger geographic regions, where, most observations were specified ei-
ther for an entire country or for a fairly large sub-national units (e.g. at state-level
within the USA). Countries, such as the USA, European region, Turkey, and China
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produces both winter and spring wheat (Figure 4), but yield data for these countries
were mostly available as annual averages. In such a scenario, deciding on which
growing season to consider for local climate analysis was difficult. Furthermore, for
larger-scale climate analysis to discover the common influence, we could only con-
sider “one” consistent time scale. As a result, we ended up selecting “annual” time
scale as the one and only that would be coherent across yield and climate variability.
By incorporating both concurrent and previous year’s climate variability we could
possibly capture variable starting / harvesting dates (Figure 4) of variable growing
seasons to some extent. This, in our view, made sense, as Sacks et al. (2010) indicated
that planting dates can be highly determined by a region’s climate variability that is
variable within and across countries.
3. SAGE does not capture any seasonal timing changes/shifts or variability
within a given region. In reality, planting dates vary through space and time based
on changes in the weather and climate (e.g. north-south gradient following tem-
perature gradient), and also due to non-climatic factors such as soil properties, cul-
tivar choice, farm management, changes in technological and socio-economic fac-
tors(Sacks et al., 2010).
4. Finally, Sacks et al. (2010) also acknowledged that in tropical and subtropi-
cal regions this scheme could lead to mis-classification of spring vs winter cereals,
which could be solved if a minimum temperature threshold was included to distin-
guish between either type, as winter variety requires cold temperatures for vernal-
ization; however, the data developers(Sacks et al., 2010) were not able to identify a
robust threshold due to the reason that vernalization requirements differ between
cultivars. As a result, Sacks et al. (2010) made a strong cautionary note to the data
users that “..our data set should not be used to determine which regions actually




Supplementary tables of the Chapter 2
TABLE B.1: MRSS producer Countries of this study in 10 global re-
gions
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
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TABLE B.2: Major wheat exporter/importer/producer rank based on
the average production from 2001 to 2013, PCon and hPcon countries
and LLVC
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.3: Spearman correlation between low rank matrix of wheat
yield anomalies and scores of PC1-PC4
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.4: Spearman correlation of the climate indices with PC1-PC4
of wheat
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.5: MRSS producer nations with large positive (1) and nega-
tive (-1) loading values (co-varying countries)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.6: Major MRSS producers based on the countries of this
study in year 2013 and Ranks of MRSS import and export in 2013
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.7: The area of MRSS croplands (in hectare) across global
countries that experienced the influence of ATa, ATa-lag, PDSI, PDSI-
lag and combination of them (local climate) with 95% confidence, the
countries that are not considered in the RPCA analysis are indicated
by gray colors, other empty cells show that we did not find any im-
pact of climate on the corresponding croplands
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
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TABLE B.8: The area of impacted MRSS croplands by ATa, ATa-lag,
PDSI and PDSI-lag in 10 major producers (in hectare)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.9: The percentage of the impacted MRSS croplands by ATa,
ATa-lag, PDSI and PDSI-lag in 10 global regions
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.10: The spearman correlation between oceanic and atmo-
spheric indices and PC1-PC3 of MRSS
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.11: Spearman correlation between PC1 to PC3 acquired
from L matrix of 130, 98, 73 and 37 MRSS producer countries
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE B.12: Spearman correlation between PC1 to PC3 acquired






Supplementary tables of the Chapter 3
TABLE C.1: Sparse matrices of detrended global MRSSW yield values
from 1964 to 2010
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
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TABLE C.2: The AYV during the MVY-MRSS
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE C.3: The MVY-wheat and the number of countries with large
yield deficit or surplus
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE C.4: LVY-wheat and the number of countries with large yield
deficit or surplus
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE C.5: Significant local climate (SLC) across MRSS croplands in
hectare and percentage during the MVY and MVYL
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE C.6: sPDSI and sATa across MRSS croplands during the MVY
and MVYL in hectare
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE C.7: The area of the impacted croplands (ha) by PDSI and Ata
across 10 global regions
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE C.8: The croplands area and the percentage of croplands area
in 10 major MRSS producers that exhibit significant PDSI and signifi-
cant ATa
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
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TABLE C.9: Correlation between oceanic and atmospheric indices
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE C.10: The co-occurrence of extreme oceanic and atmospheric





Supplementary tables of the Chapter 5
TABLE D.1: Area, yield and production of BMRSSW in 2016 in 91,
139, 107, 97, 85 and 109 countries that grew at least two of these crops
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
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TABLE D.2: Population in 2017
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.3: Water footprint of BMRSSW (cubic meter per ton)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.4: The summation of GBG water of BMRSSW (cubic meter
per ton)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.5: The area/ratio of rain fed/irrigated croplands based on
MIRCA2000
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.6: Irrigated/rein fed area of croplands based on the combi-
nation of FAO and MIRCA2000
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.7: Country based average (AGWTD) and weighted average
(WAGWTD) of groundwater table depth over croplands
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.8: Average daily calorie intake in in 2006-2008 (kilo calorie)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
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TABLE D.9: The summation of energy consumption in agriculture
sector in 2012 (gas-diesel oil, motor gasoline, natural gas (including
LNG), liquefied petroleum gas (LPG), fuel oil, coal, electricity calcu-
lated, energy for power irrigation)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.10: TWC (cubic meter) based on the production in 2016 and
GBG water
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.11: The ratio of irrigated croplands in each country that are
irrigated with groundwater and non-groundwater resources
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.12: Irrigated croplands area with groundwater (ICGW) and
non-groundwater resources (ICNGW) and rain fed croplands (RFC)
area
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.13: The percentage of Irrigated croplands with groundwa-
ter (ICGW) and non-groundwater resources (ICNGW) and the per-
centage of rain fed croplands (RFC)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.14: Total irrigation water consumption and irrigation
groundwater consumption (cubic meter per year)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
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TABLE D.15: The ratio of irrigation water and groundwater used in
each country
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.16: The ratio of total available water from irrigation and
precipitation (grey+green: precipitation and blue: irrigation)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.17: The ratio of the water from groundwater resources
(WGW), non-groundwater resources (WNGW) and precipitation
(WP)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.18: The volume of the water use for Irrigation from ground-
water (WGW), non-groundwater (WNGW) and precipitation (WP)
for BMRSSW (cubic meter)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
TABLE D.19: The optimized croplands area (ha)
Refer to: https://www.dropbox.com/s/rk4pezu1l1ns34o/Supplementary%20Tables.7z?dl=0
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