theoretical analysis and educational purposes. The proposed model is based on dynamic equations with related properties as of Yount [4], Gernhardt [16] , and Gürmen [10]. It uses standard state-space representation with a nonlinear system function, state vector x ∈ R 2 n t + 1 , and an input vector u ∈ R n t + 2 , where n t = 2 is the proposed number of chosen tissues. We have suggested an explicit relationship h m (x, u) between the state space and measurable VGE. The model is derived with the goal in mind to keep the number of coefficients and model states low. This makes it suitable for parameter estimations and applicable for real-time implementation of control algorithms in dive computers. 
I. INTRODUCTION
In recent years, the use of minimally invasive surgery (MIS) has become increasingly popular due to the maturity of the technology. However, the advantages of MIS in reducing patient trauma, improving therapeutic outcome, and permitting earlier postoperative recovery are often overshadowed by a sharp increase in the technical difficulty of procedures carried out using the approach. To overcome problems such as impaired distal dexterity and an inability to directly visualize the operative site, a number of robotic devices have been introduced. Many of the instruments developed, however, are unsuitable for complex procedures that involve curved anatomical pathways. For this reason, there is increasing research effort in developing articulated robotic manipulators for MIS procedures [1] , [2] . Several robotic or self-propelling endoscope devices have also been developed for gastrointestinal explorations [3] . Such devices are designed to utilize the body's natural lumens for support and locomotion.
Clinically, there is a significant demand to enhance the capabilities of such devices through the integration of in situ, in vivo functional capabilities to provide improved tissue characterization and targeting at both macro and cellular levels. One of the recent advances in biophotonics for MIS is the introduction of fluorescence imaging for real-time tissue characterization. Combined fluorescence and white light imaging is desirable as the latter can offer navigational cues, while the former can provide additional functional information through autofluorescence Fluorescence spectroscopy has been shown to be able to endoscopically discriminate or screen for precursors of cancer [4] , [5] . In fact, some fluorescence imaging techniques have already been incorporated into existing endoscopes [6] and laparoscopes [7] . In addition, photodynamic therapy agents and certain exogenous fluorophores may be applied to increase fluorescent contrast. Such devices tend to have limited degrees of remote actuation, and utilize xenon or arc lamps to provide white light and fluorescence illumination. The size of the transmission elements for such a configuration is large, which may prohibit its use in miniaturized robotic applications.
In this paper, a dexterous robotic device capable of providing sequential white light and fluorescence imaging is developed. It uses a novel optical configuration that employs a coherent, low-power white laser light source for sample illumination. This approach allows the integration of a miniaturized fiber-optic-based imaging system into a robotically controlled 4-DOF instrument that allows three degrees of in-plane articulation, as well as axial rotation of its distal tip. This prototype differs from existing designs in that it is based on a tunable supercontinuum fiber laser as the illumination source. The articulated design permits more flexibility in exploring the abdominal cavity than traditional rigid devices. This is particularly important for diagnostic laparoscopy procedures where large area characterization is necessary. The device is capable of bending its distal tip through 90
• in any direction with independent joint actuation, thus facilitating large area coverage and imaging along curved instrument pathways for areas not accessible to existing laparoscopes.
The ability of the proposed device to perform sequential dual-mode imaging was evaluated by capturing laser-induced fluorescence intensity and reflected white light images from a fluorescein-stained silicone tissue phantom and an ex vivo ovine liver sample. The phantom tissue results are presented as a panorama of the operative site, illustrating the potential of the robotic approach to provide a larger surgical field of view. The panorama was generated by tracing overlapping trajectories through controlled joint actuation and tracking interframe feature correspondences.
This device is intended to be used as a platform to enable further research into the development of articulated in situ, in vivo multimodal imaging devices, which integrate advanced tissue analysis and mosaicing capabilities in order to provide enhanced intraoperative visualization. The device can also be adapted to work with other imaging techniques such as narrow-band imaging or time-and/or wavelengthresolved fluorescence lifetime imaging (FLIM).
II. DEVICE DEVELOPMENT
The device consists of two core components-the optical instrumentation required for illumination of the specimen and capturing of the reflected image, and the robotic instrument to provide access, support, and articulation at the target site. Both components are linked via a flexible fiber bundle and a multimode optical fiber that act as pathways for the image and illumination laser light, respectively.
A. Optical Setup for Illumination and Image Capture
A newly developed coherent white supercontinuum fiber laser (Fianium SC450-2) was utilized to provide sequential white light and fluorescence illumination instead of the traditional xenon light source. Although the application of this device in fluorescence and FLIM applications has previously been demonstrated [8] , [9] , to our knowledge, it has not been utilized for laparoscopic white light or fluorescence illu- mination. The laser is particularly important for devices that only have a small footprint available for delivery of light to the sample. Xenon lamps are incoherent sources that need a large area for efficient delivery, while the supercontinuum fiber laser is a coherent source that only needs a single multimode fiber. The laser is capable of emitting broadband (450-1800 nm) pulsed light generated in a highly nonlinear holey fiber. The output was passed through a computer-controlled spectral filter consisting of a dispersive prism (F2) and motor-controlled slit to allow different wavelength ranges to be selected automatically. The spectrally filtered light was then coupled into 2 m of high-numericalaperture polymer clad 200-µm core-diameter optical fiber (Thorlabs BFL37-200), using a 20× achromatic microscope objective, as shown in Fig. 1 . The fiber was chosen to efficiently deliver the light to the sample, and was passed down a dedicated channel in the robotic device and terminated with an optical diffuser to provide even illumination.
Reflected white light image acquisition in rigid laparoscope systems may be achieved by using either a small distal-tip-mounted camera or a series of rod lenses to form an image at the proximal end. To account for the articulated nature of the design and facilitate switching between white light and fluorescence, a flexible coherent fiber image guide (Sumitomo IGN-05/10, 10 000 fibers, length 1.5 m, outer diameter 0.59 mm) was used. A graded index (GRIN) lens (Grintech GmbH) was cemented onto the end of the image guide (diameter 0.5 mm, working distance 10 mm, numerical aperture (NA) 0.5) to image a circular area of 20 mm diameter at a working distance of 35 mm onto the distal end of the image guide. This was then passed down a second dedicated channel in the device. The proximal end of the image guide was imaged onto a charge-coupled device (CCD) camera (QImaging Retiga Exi) using an achromatic 10× microscope objective and 150-mm focal length lens, providing a resolution of 0.2 mm that is adequate for tumor margin localization. Color imaging was achieved with a tunable liquid crystal filter placed in front of the CCD camera that was switched into red, green, and blue in synchronization with the camera. The three color channels were calibrated under white light illumination, and 300 × 275 pixel images were acquired with exposure times of 20 ms for each channel at 6 Hz. For the fluorescence intensity imaging modality, the electronically controllable slit was adjusted to pass light shorter than 500 nm only. A 500 nm long-pass interferometric filter (Thorlabs FEL0500) was introduced between the microscope objective and the 150 mm lens. Images were acquired with an exposure time of 200 ms and a frame rate of 5 Hz of the fluorescein-stained tissue phantom and ex vivo liver sample. 
B. Robotic Instrument
The robotic device consists of a long, rigid shaft with an articulated tip connected to a remote actuator pack in a configuration inspired by Endowrist from Intuitive Surgical [10] . The shaft is hollow, 8.5 mm in diameter, and measures 400 mm in length, of which the distal 90 mm is articulated (see Fig. 1 ). This articulated section comprises four links serially connected via three 1-DOF joints. In a similar construction to a human finger, each joint is independently actuated by a 0.5-mm steel wire tendon acting against an embedded torsion spring routed through a central channel. Individual tendon lengths (and thus, angular displacement of the respective joints) are controlled by capstans driven by three dc-brushed motors (Futaba S3001) located in the actuator pack. The range of motion for each joint is approximately +85
• -−30
• , although in practice, these values were software-limited so as not to exceed the minimum bending radius of the fiber image guide. In addition to a central channel housing the actuating tendons, two separate channels also pass through the shaft and articulated sectionone for the illumination fiber and one for the imaging fiber bundle, as discussed in Section II-A. The base of the shaft is mounted in ball bearings, and is capable of rotating through 540
• axially. This rotation is controlled by a fourth dc motor. The combination of the three joints providing in-plane articulation and the fourth rotational joint allows device to point its tip in any direction through 90
• . Alternatively, the device can be set to image behind structures by fixing the proximal link(s) to a set angular displacement and scanning with the distal link alone. Motor control is achieved using an OOPic-R programmable IC via a computer serial port and custom user interface. The result is a lightweight, compact actuator unit, with a footprint of 120 mm × 80 mm × 70 mm. The unit can be integrated with a robotic surgical system or used as a stand-alone instrument.
To access the mechanical repeatability of the device when simulating a large-area imaging scan (i.e., tracing several concentric circle trajectories to image a larger field of view than available with a traditional laparoscope), the position of the distal tip was tracked as it rotated through 360
• at six different angular displacements. This was repeated three times at each angular displacement, as shown in Fig. 2 .
Tracking of the distal link was performed using an Optotrak Certus (Northern Digital, Inc., ON, Canada). This allowed 3-D position tracking with an accuracy of 0.1 mm. The results illustrated that the tool motion was repeatable and provided sufficient data to compensate for joint coupling using software control. The position errors over the six different angular displacements were calculated, as shown in Table I .
III. EXPERIMENTAL SETUP AND RESULTS
The efficacy of the supercontinuum laser as an illumination source for a dual-mode robotic imaging device was evaluated using a silicone tissue phantom (see Fig. 1 ) and excised ovine liver, both of which were infiltrated with fluorescein dye. The experiments served to demonstrate the ability of the device to both excite and detect fluorescence in stained biological soft tissue, and to characterize a large surgical field of view through controlled joint motion.
The experimental protocol for the silicone phantom study involved positioning the tip of the device at four different angular displacements while rotating through circular trajectories at each position under robotic control (i.e., tracing four concentric circles similar to what is illustrated in Fig. 2) . At each position, two rotations of the device through 360
• were carried out at a speed of 36 • /s. The first rotation captured reflected white light images and the device was then set to capture fluorescence images during the second rotation. By keeping the tip angular position fixed between runs, the white light and fluorescence image sequences were synchronized.
The articulation and rotation of the device during imaging effectively increases the field of view offered by the fiber bundle without requiring external manipulation of the device, as would be necessary to obtain similar results with a traditional laparoscope. To illustrate how this concept could potentially be employed to provide a clinician with enhanced visual information, a panoramic view of the phantom tissue surface was reconstructed from the individual images using the Autostitch image mosaicking software [11] . This extracts and matches scale-invariant feature transform (SIFT) key points between all overlapping images. Among all detected matches, the outliers are eliminated using the random sample consensus (RANSAC) robust estimator. The geometrically consistent matches are then subject to a bundle adjustment process to estimate all camera parameters jointly. A multiband blending algorithm is used to blend all images to a seamless panoramic image.
For this experiment, the panoramic reconstruction increased the field of view from a circle of diameter 20 to approximately 70 mm. The issue of determining what a clinically relevant size would be has not been evaluated. It is envisaged that this will be procedure-dependent, varying from the entire abdominal cavity for a diagnostic laparoscopy to a small region of tissue during gastrointestinal polyp removal/examination. In theory, a larger panorama could be generated; however, with this setup it was not possible for the robot to trace a larger concentric circle without damaging the fiber bundle. It should be noted that the information contained in the individual images captured during the acquisition (both white light and fluorescence) can be used without reconstruction, as would be the case in standard endoscopy or laparoscopy. Example panoramic and individual images from both imaging modalities when targeting the silicone tissue phantom are shown in Fig. 3 . The top-left image and the top-right image of Fig. 3 were generated from 145 individual images captured during the four different rotations. Fig. 3 (middle) shows a small sample of the input images (300 × 275 pixels) and the approximate location of one in each panorama. The total time for image acquisition and panorama reconstruction is 80 and 20 s, respectively. The fidelity of the white light reconstruction was visually validated.
A similar protocol was utilized when imaging the fluorescein-stained liver sample (i.e., four rotations for both white light and fluorescence image acquisition under controlled joint articulation). Example individual white light and fluorescence images are shown in Fig. 3 (bottom left  and right) . These results clearly demonstrate the ability of the supercontinuum laser source to provide dual-mode illumination while adhering to the miniaturization requirement of robot-assisted MIS tools.
A panoramic reconstruction of this scene is not presented as the Autostitch program is unable to identify and match sufficient features between images to estimate the camera motion. This is because a typical image of biological soft tissue contains only a limited number of features due to conditions such as free-form tissue deformation, specular highlights, and interreflecting lighting conditions [12] . An important future application of the device is to use positional information from the robot actuators to initialize and provide a priori information to the mosaicing algorithm. It is anticipated that the fusion of positional and visual data could overcome the limitations of existing computer vision techniques, and allow for robust panorama generation in future studies.
IV. DISCUSSION
The proposed dual-mode robotic imaging device has successfully demonstrated its ability to perform white light and fluorescence imaging in a simulated MIS environment using the supercontinuum source. It also illustrates the potential for effectively increasing the field of view through image mosaicing. The work is in response to the current clinical demand in bringing cellular and molecular imaging modalities to an in situ, in vivo setting to allow for real-time tissue characterization, functional assessment, and intraoperative guidance.
Future work will cover research in several areas, each of which will employ the device as a platform to advance toward systems that provide more effective in vivo surgical navigation and diagnosis. Multispectral fluorescence image data of known sample abnormalities captured with the device will be examined using image analysis techniques with the goal of improving the sensitivity and specificity of abnormality detection. Reflected white light image data will be used to build feature descriptor libraries to improve the number and quality of features detected. This will be combined with positional information of the robot end-effector to facilitate real-time panoramas. Finally, to improve the dexterity of the device and allow for future clinical experiments, the tendon-driven mechanics of the distal tip will be replaced by a more advanced mechatronic system featuring embedded micromotors. The entire unit will also need to be encapsulated in silicone tubing for sterilization purposes. It is anticipated that the fusion of advanced computer vision techniques with multimodal, articulated imaging devices will lead to real-time in vivo diagnostic and therapeutic interventional capabilities.
