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SUBMODULES OF THE HARDY MODULE OVER POLYDISC
JAYDEB SARKAR
Dedicated to Ronald G. Douglas on the occasion of his 75th birthday
Abstract. We say that a submodule S of H2(Dn) (n > 1) is co-doubly commuting if the
quotient module H2(Dn)/S is doubly commuting. We show that a co-doubly commuting
submodule of H2(Dn) is essentially doubly commuting if and only if the corresponding one
variable inner functions are finite Blaschke products or that n = 2. In particular, a co-doubly
commuting submodule S of H2(Dn) is essentially doubly commuting if and only if n = 2 or
that S is of finite co-dimension. We obtain an explicit representation of the Beurling-Lax-
Halmos inner functions for those submodules ofH2
H2(Dn−1)(D) which are co-doubly commuting
submodules of H2(Dn). Finally, we prove that a pair of co-doubly commuting submodules of
H2(Dn) are unitarily equivalent if and only if they are equal.
1. Introduction
Let {T1, . . . , Tn} be a set of n commuting bounded linear operators on a separable Hilbert
space H. Then we can turn the n-tuple (T1, . . . , Tn) on H into a Hilbert module [16] H over
C[z] := C[z1, . . . , zn], the ring of polynomials, as follows:
C[z]×H → H, (p, h) 7→ p(T1, . . . , Tn)h,
for all p ∈ C[z] and h ∈ H. The module multiplication operators by the coordinate functions
on H are defined by Mzih = zi(T1, . . . , Tn)h = Tih, for all h ∈ H and i = 1, . . . , n. Therefore,
a Hilbert module is uniquely determined by the underlying commuting operators via the
module multiplication operators by the coordinate functions and vice versa. Let S,Q ⊆ H
be closed subspaces of H. Then S (Q) is said to be a submodule (quotient module) of H if
MziS ⊆ S (M
∗
zi
Q ⊆ Q) for all i = 1, . . . , n. Note that a closed subspace Q is a quotient
module of H if and only if Q⊥ ∼= H/Q is submodule of H.
The Hardy module H2(Dn) over the polydisc is the Hardy space H2(Dn) (cf. [17] and [27]),
the closure of C[z] in L2(Tn), with the standard multiplication operators by the coordinate
functions zi (1 ≤ i ≤ n) on H
2(Dn) as the module maps.
The module multiplication operators on a submodule S and a quotient module Q of a
Hilbert moduleH are given by the restrictions (Rz1 , . . . , Rzn) and the compressions (Cz1, . . . , Czn)
of the module multiplications of H, respectively. That is,
Rzi = Mzi |S and Czi = PQMzi |Q,
2010 Mathematics Subject Classification. 47A13, 47A15, 47A20, 47A45, 47A80, 46E20, 30H10.
Key words and phrases. Hilbert modules, invariant subspaces, Beurling-Lax-Halmos theorem, essentially nor-
mal Hilbert modules, rigidity of submodules.
1
2 JAYDEB SARKAR
for all i = 1, . . . , n. Here, for a given closed subspace M of a Hilbert space K, we denote the
orthogonal projection of K onto M by PM.
A quotient module Q of a Hilbert module H over C[z] (n ≥ 2) is said to be doubly
commuting quotient module if
CziC
∗
zj
= C∗zjCzi,
for all 1 ≤ i < j ≤ n. Also a submodule S of H is said to be co-doubly commuting submodule
of H if H/S is doubly commuting quotient module of H (see [28]).
Finally, we recall that a Hilbert module H over C[z] is said to be essentially doubly com-
muting if the cross-commutators
[M∗zi ,Mzj ] ∈ K(H),
for all 1 ≤ i < j ≤ n, where K(H) is the ideal of all compact operators on H. We say that H
is essentially normal if [M∗zi ,Mzj ] ∈ K(H) for all 1 ≤ i, j ≤ n.
Natural examples of essentially normal Hilbert modules are the Drury-Arveson module
H2n, the Hardy module H
2(Bn) and the Bergman module L2a(B
n) over the unit ball Bn (cf.
[10], [4], [3]). On the other hand, the Hardy module H2(Dn) over Dn with n ≥ 2 is not
essentially normal. However, a simple calculation reveals that H2(Dn) is doubly commuting
and, in particular, essentially doubly commuting. Therefore, a natural approach to measure a
submodule (quotient module) of the Hardy module H2(Dn) from being ”small” is to consider
the cross commutators [R∗zi , Rzj ] ([C
∗
zi
, Czj ]) for all 1 ≤ i < j ≤ n instead of all possible
commutators.
Before proceeding further, let us recall the Beurling-Lax-Halmos theorem concerning sub-
modules of vector-valued Hardy modules over D (cf. [23]).
Given a separable Hilbert space E we shall denote by H2E(D) the E-valued Hardy module (see
[23]). Note that by virtue of the unitary module map U : H2E(D)→ H
2(D)⊗ E defined by
zmη 7→ zm ⊗ η, (η ∈ E , m ∈ N)
we can identify the vector-valued Hardy module H2E(D) with H
2(D)⊗ E .
Theorem 1.1. (Beurling-Lax-Halmos) Let E be a Hilbert space and S be a non-trivial closed
subspace of the Hardy module H2E(D). Then S is a submodule of H
2
E(D) if and only if
S = ΘH2F(D),
where Θ ∈ H∞L(F ,E)(D) is an inner function and F is an adequate Hilbert space with dimension
less than or equal to the dimension of E . Moreover, Θ is unique up to a unitary constant right
factor, that is, if S = Θ˜H2
F˜
(D) for some Hilbert space F˜ and inner function Θ˜ ∈ H∞
L(F˜ ,E)
(D),
then Θ = Θ˜W where W is a unitary operator in L(F , F˜).
Now we formulate some general problems concerning submodules of the Hardy module
H2(Dn) (n ≥ 2).
Question 1. (Essentially doubly commuting submodules) How to characterize essentially dou-
bly commuting submodules of the Hardy modules H2(Dn)?
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Let S 6= {0} be a closed subspace of H2H2(Dn−1)(D). By Beurling-Lax-Halmos theorem,
Theorem 1.1, that S is a submodule of H2
H2(Dn−1)(D) if and only if S = ΘH
2
E∗
(D), for some
closed subspace E∗ ⊆ H
2(Dn−1) and inner function Θ ∈ H∞
L(E∗,H2(Dn−1))
(D).
Question 2. (Beurling-Lax-Halmos representations) For which closed subspace E∗ ⊆ H
2(Dn−1)
and inner function Θ ∈ H∞
L(E∗,H2(Dn−1))
(D) the submodule ΘH2E∗(D) of H
2
H2(Dn−1)(D), realized
as a subspace of H2(Dn), is a submodule of H2(Dn)?
LetH be a Hilbert module over C[z]. Denote byR(H) the set of all non-unitarily equivalent
submodules of H, that is, if S1,S2 ∈ R(H) and that S1 ∼= S2 then S1 = S2.
Question 3. (Rigidity of submodules) Determine R(H2(Dn)).
The aim of the present paper is to analyze and answer the above questions for the class
of co-doubly commuting submodules of H2(Dn). We obtain an explicit description of the
cross commutators of co-doubly commuting submodules of H2(Dn). As an applications, we
prove that the cross commutators of a co-doubly commuting submodule S of H2(Dn) are
compact, that is, S is essentially doubly commuting, if and only if n = 2 or that S is of finite
co-dimension. We would like to point out that a submodule of finite co-dimension is neces-
sarily essentially doubly commuting. Therefore, the issue of essential doubly commutativity
of co-doubly commuting submodules of H2(Dn) yields a rigidity type result: if S is of infi-
nite co-dimension co-doubly commuting submodules of H2(Dn) and S is essentially doubly
commuting, then n = 2 (the base case). Our earlier classification results are also used to
prove a Beurling-Lax-Halmos type theorem for the class of co-doubly commuting submodules
of H2(Dn). We also discuss the rigidity phenomenon of such submodules.
Note also that most of the results of the present paper, concerning doubly commuting
quotient modules and co-doubly commuting submodules, restricted to the base case n = 2
are known. However, the proofs are new even in the case n = 2. Moreover, as we have
pointed out above, the difference between the base case n = 2 and the higher variables case
n > 2 is more curious in the study of essentially doubly commuting submodules of H2(Dn)
(see Corollaries 2.6, 2.7 and 2.9).
We now summarize the contents of this paper. In Section 2 we investigate the essential
doubly commutativity problem for the class of co-doubly commuting submodules of H2(Dn)
and conclude that for n ≥ 3, except for the finite co-dimension case, none of the co-doubly
commuting submodules of H2(Dn) are essentially doubly commuting. In Sections 3 and 4
we answer Questions 2 and 3 for the class of co-doubly commuting submodules of H2(Dn),
respectively. We conclude in Section 5 with some remarks and discussion on the problem of
essentially doubly commutativity of Hilbert modules.
2. Cross commutators of submodules
In a recent paper [28] we completely classify the class of doubly commuting quotient modules
and co-doubly commuting submodules of the Hardy module H2(Dn), where n ≥ 2 (see [20]
for the case n = 2).
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Theorem 2.1. Let Q be a quotient module of H2(Dn) and n ≥ 2. Then Q is doubly com-
muting quotient module of H2(Dn) if and only if
Q = QΘ1 ⊗ · · · ⊗ QΘn ,
where each QΘi = H
2(D)/ΘiH
2(D), a Jordan block of H2(D) for some inner function Θi ∈
H∞(D), or QΘi = H
2(D) for all i = 1, . . . , n. Moreover, there exists an integerm ∈ {1, . . . , n}
and inner functions Θij ∈ H
∞(D) such that
Q⊥ =
∑
1≤i1<...<im≤n
Θ˜ijH
2(Dn),
where Θ˜ij (z) = Θij (zij ) for all z ∈ D
n. Finally,
PQ = IH2(Dn) −
m
Π
j=1
(IH2(Dn) −MΘ˜ij
M∗
Θ˜ij
), and PQ⊥ =
m
Π
j=1
(IH2(Dn) −MΘ˜ij
M∗
Θ˜ij
).
In what follows, we realize a doubly commuting quotient module Q of H2(Dn) as QΘ1 ⊗
· · · ⊗ QΘn where each QΘi (1 ≤ i ≤ n) is either a Jordan block of H
2(D) (see [6], [8], [23])
or the Hardy module H2(D). Consequently, a co-doubly commuting submodule S of H2(Dn)
will be realized as
S =
∑
1≤i≤n
Θ˜iH
2(Dn),
where Θ˜i(z) = Θi(zi) for all z ∈ D
n and each Θi ∈ H
∞(D) is either inner or the zero function.
Note that a Jordan block QΘ ofH
2(D) is of finite dimension if and only if the inner function
Θ is a finite Blaschke products on the unit disk. Moreover, for any Jordan block QΘ of H
2(D)
we have
rank[C∗z , Cz] ≤ 1,
where Cz = PQΘMz|QΘ.
First, we record a simple observation concerning essentially normal doubly commuting
quotient modules of the Hardy module H2(Dn).
Proposition 2.2. Let Q = QΘ1 ⊗ · · · ⊗ QΘn be a doubly commuting quotient module of
H2(Dn). Then Q is essentially normal if and only if each representing function Θi of Q is a
finite Blaschke product for all i = 1, . . . , n, or, equivalently, dim Q <∞.
Proof. Suppose Q is a doubly commuting quotient module of H2(Dn), that is,
[C∗zi, Czj ] = 0,
and
Czi = IQΘ1 ⊗ · · · ⊗ PQΘiMz|QΘi ⊗ · · · ⊗ IQΘn ,
for all 1 ≤ i < j ≤ n. Then we obtain readily that
[C∗zi , Czi] = IQΘ1 ⊗ · · · ⊗ [C
∗
z , Cz]︸ ︷︷ ︸
i th
⊗ · · · ⊗ IQΘn ,
and conclude that [C∗zi, Czi] ∈ K(Q) for all 1 ≤ i ≤ n if and only if dim QΘi < ∞, or,
equivalently, if and only if Θi is a finite Blaschke product for all i = 1, . . . , n. Hence, Q
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essentially normal if and only if Θi is a finite Blaschke product for all i = 1, . . . , n. This
concludes the proof.
Hence it follows in particular that essential normality of submodules of H2(Dn) seems like
a rather strong property. Therefore, in the rest of this section we will focus only on essentially
doubly commuting submodules of H2(Dn).
Before proceeding we need to prove the following result concerning the rank of the multipli-
cation operator restricted to a submodule and projected back onto the corresponding quotient
module of the Hardy module H2(D).
Proposition 2.3. Let QΘ be a quotient module of H
2(D) for some inner function Θ ∈
H∞(D). Then CΘ := PQΘM
∗
z |ΘH2(D) ∈ L(ΘH
2(D),QΘ) is given by
CΘ = [M
∗
z ,MΘ]M
∗
Θ.
Moreover, CΘ is a rank one operator and
‖CΘ‖ = (1− |Θ(0)|
2)
1
2 .
Proof. We begin by calculating
(I −MΘM
∗
Θ)M
∗
zMΘ =M
∗
zMΘ −MΘM
∗
ΘM
∗
zMΘ
=M∗zMΘ −MΘM
∗
zMΘM
∗
Θ
=M∗zMΘ −MΘM
∗
z
= [(M∗zMΘ −MΘM
∗
z )M
∗
Θ]MΘ.
Therefore, we have
CΘ = (M
∗
zMΘ −MΘM
∗
z )M
∗
Θ = [M
∗
z ,MΘ]M
∗
Θ.
Now for all l ≥ 1
[M∗z ,MΘ]z
l = (M∗zMΘ −MΘM
∗
z )M
l
z1 = 0,
and
[M∗z ,MΘ]1 = (M
∗
zMΘ −MΘM
∗
z )1 =M
∗
zΘ.
And so,
[M∗z ,MΘ]f =M
∗
zMΘf(0) = f(0)M
∗
zΘ = 〈f, 1〉M
∗
zΘ = 〈Θf,Θ〉M
∗
zΘ,
for all f ∈ H2(D). Hence, we infer that
CΘ(Θf) = [M
∗
z ,MΘ]f = 〈Θf,Θ〉M
∗
zΘ.
Therefore, CΘ is a rank one operator and
CΘf = 〈f,Θ〉M
∗
zΘ,
for all f ∈ ΘH2(D). Finally,
‖CΘ‖
2 = ‖Θ‖2‖M∗zΘ‖
2 = ‖M∗zΘ‖
2
= 〈MzM
∗
zΘ,Θ〉 = 〈(IH2(D) − PC)Θ,Θ〉
= ‖Θ‖2 − |Θ(0)|2
= 1− |Θ(0)|2.
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This completes the proof.
In the sequel we will need the following well known fact (cf. Lemma 2.5 in [28]).
Lemma 2.4. Let {Pi}
n
i=1 be a collection of commuting orthogonal projections on a Hilbert
space H. Then
L :=
n∑
i=1
ranPi,
is closed and the orthogonal projection of H onto L is given by
PL = P1(I − P2) · · · (I − Pn) + P2(I − P3) · · · (I − Pn) + · · ·+ Pn−1(I − Pn) + Pn
= Pn(I − Pn−1) · · · (I − P1) + Pn−1(I − Pn−2) · · · (I − P1) + · · ·+ P2(I − P1) + P1.
Moreover,
PL = I −
n∏
i=1
(I − Pi).
We now are ready to compute the cross commutators of a co-doubly commuting submodule
of H2(Dn).
Theorem 2.5. Let S =
∑n
i=1 Θ˜iH
2(Dn) be a co-doubly commuting submodule of H2(Dn),
where Θ˜i(z) = Θi(zi) for all z ∈ D
n and each Θi ∈ H
∞(D) is either an inner function or the
zero function and 1 ≤ i ≤ n. Then for all 1 ≤ i < j ≤ n,
[R∗zi, Rzj ] = IQΘ1 ⊗ · · · ⊗ PQΘiM
∗
z |ΘiH2(D)︸ ︷︷ ︸
ith
⊗ · · · ⊗ PΘjH2(D)Mz|QΘj︸ ︷︷ ︸
jth
⊗ · · · ⊗ IQΘn ,
and
‖[R∗zi, Rzj ]‖ = (1− |Θi(0)|
2)
1
2 (1− |Θj(0)|
2)
1
2 .
Proof. Let S =
∑n
i=1 Θ˜iH
2(Dn), for some one variable inner functions Θi ∈ H
∞(D). Let P˜i
be the orthogonal projection in L(S) defined by
P˜i = MΘ˜iM
∗
Θ˜i
,
for all i = 1, . . . , n. Then it follows that {P˜i}
n
i=1 is a collection of commuting orthogonal
projections. By virtue of Theorem 2.1 and Lemma 2.4,
PS = IH2(Dn) −
n
Π
i=1
(IH2(Dn) − P˜i)
= P˜1(I − P˜2) · · · (I − P˜n) + P˜2(I − P˜3) · · · (I − P˜n) + · · ·+ P˜n−1(I − P˜n) + P˜n
= P˜n(I − P˜n−1) · · · (I − P˜1) + P˜n−1(I − P˜n−2) · · · (I − P˜1) + · · ·+ P˜2(I − P˜1) + P˜1,
and
PQ =
n
Π
i=1
(IH2(Dn) − P˜i).
On the other hand, for all 1 ≤ i < j ≤ n, we obtain
[R∗zi , Rzj ] = PSM
∗
zi
Mzj |S − PSMzjPSM
∗
zi
|S ,
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and that
PSM
∗
zi
MzjPS − PSMzjPSM
∗
zi
PS = PSM
∗
zi
MzjPS − PSMzj (I − PQ)M
∗
zi
PS
= PSMzjPQM
∗
zi
PS .
Furthermore we have for all 1 ≤ i < j ≤ n,
PSMzjPQM
∗
zi
PS
= [P˜n(I − P˜n−1) · · · (I − P˜1) + P˜n−1(I − P˜n−2) · · · (I − P˜1) + · · ·+ P˜2(I − P˜1) + P˜1]
Mzj [
n
Π
l=1
(IH2(Dn) − P˜l)]M
∗
zi
[P˜1(I − P˜2) · · · (I − P˜n) + P˜2(I − P˜3) · · · (I − P˜n) + · · ·+ P˜n−1(I − P˜n) + P˜n]
= [P˜n(I − P˜n−1) · · · (I − P˜1) + P˜n−1(I − P˜n−2) · · · (I − P˜1) + · · ·+ P˜2(I − P˜1) + P˜1]
[ Π
l 6=j
(IH2(Dn) − P˜l)]MzjM
∗
zi
[Π
l 6=i
(IH2(Dn) − P˜l)]
[P˜1(I − P˜2) · · · (I − P˜n) + P˜2(I − P˜3) · · · (I − P˜n) + · · ·+ P˜n−1(I − P˜n) + P˜n]
= [P˜j(I − P˜j−1) · · · (I − P˜1)]M
∗
zi
Mzj [P˜i(I − P˜i+1) · · · (I − P˜n)]
= [(I − P˜1) · · · (I − P˜j−1)P˜j ]M
∗
zi
Mzj [P˜i(I − P˜i+1) · · · (I − P˜n)].
These equalities shows that
[R∗zi , Rzj ] = [(I − P˜1) · · · (I − P˜i) · · · (I − P˜j−1)P˜j]M
∗
zi
Mzj [P˜i(I − P˜i+1) · · · (I − P˜j) · · · (I − P˜n)]
= (I − P˜1)(I − P˜2) · · · (I − P˜i−1) ((I − P˜i)M
∗
zi
P˜i) (I − P˜i+1) · · ·
· · · (I − P˜j−1) (P˜jMzj (I − P˜j)) (I − P˜j+1) · · · (I − P˜n).
Moreover,
[R∗zi , Rzj ] = [(I − P˜1) · · · (I − P˜j−1)P˜j ]M
∗
zi
Mzj [(I − P˜1) · · · (I − P˜i−1)P˜i(I − P˜i+1) · · · (I − P˜n)],
and
[R∗zi , Rzj ] = [(I − P˜1) · · · (I − P˜j−1)P˜j(I − P˜j+1) · · · (I − P˜n)]M
∗
zi
Mzj [P˜i(I − P˜i+1) · · · (I − P˜n)].
We conclude that the cross-commutator [R∗zi , Rzj ] is a bounded linear operator from
QΘ1 ⊗ · · · ⊗ QΘi−1 ⊗ΘiH
2(D)⊗QΘi+1 ⊗ · · · ⊗ QΘj ⊗ · · · ⊗ QΘn ⊆ S
to
QΘ1 ⊗ · · · ⊗ QΘi ⊗ · · · ⊗ QΘj−1 ⊗ΘjH
2(D)⊗QΘj+1 ⊗ · · · ⊗ QΘn ⊆ S,
and
[R∗zi, Rzj ] = IQΘ1 ⊗ · · · ⊗ PQΘiM
∗
z |ΘiH2(D)︸ ︷︷ ︸
ith
⊗ · · · ⊗ PΘjH2(D)Mz|QΘj︸ ︷︷ ︸
jth
⊗ · · · ⊗ IQΘn .
Further, we note that
‖[R∗zi, Rzj ]‖ = ‖IQΘ1 ⊗ · · · ⊗ PQΘiM
∗
z |ΘiH2(D) ⊗ · · · ⊗ PΘjH2(D)Mz|QΘj ⊗ · · · ⊗ IQΘn‖
= ‖PQΘiM
∗
z |ΘiH2(D)‖‖PΘjH2(D)Mz|QΘj‖,
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and consequently by Proposition 2.3 we have
‖[R∗zi, Rzj ]‖ = (1− |Θi(0)|
2)
1
2 (1− |Θj(0)|
2)
1
2 .
This completes the proof.
In the following corollary we reveal the significance of the identity operators in the cross
commutators of the co-doubly commuting submodules of H2(Dn) for n ≥ 2.
Corollary 2.6. Let S =
∑n
i=1 Θ˜iH
2(Dn) be a submodule of H2(Dn) for some one variable
inner functions {Θ˜i}
n
i=1 ⊆ H
∞(Dn). Then
(1) for n = 2: the rank of the cross commutator of S is at most one and the Hilbert-Schmidt
norm of the cross commutator is given by
‖[R∗z1, Rz2 ]‖HS = (1− |Θ1(0)|
2)
1
2 (1− |Θ2(0)|
2)
1
2 .
In particular, S is essentially doubly commuting.
(2) for n > 2: S is essentially doubly commuting (or of Hilbert-Schmidt cross-commutators)
if and only if Θ˜i is a one variable finite Blaschke product for all 1 ≤ i ≤ n, if and only if that
S is of finite co-dimension, that is,
dim [H2(Dn)/S] <∞.
Moreover, in this case, for all 1 ≤ i < j ≤ n
‖[R∗zi, Rzj ]‖HS = (1− |Θi(0)|
2)
1
2 (1− |Θj(0)|
2)
1
2 .
Part (1) of the above corollary was obtained by R. Yang (Corollary 1.1, [30]). We refer the
reader to [1] for more details on finite co-dimensional submodules of the Hardy modules over
Dn.
As another consequence of the above theorem, we have the following.
Corollary 2.7. Let n > 2 and S =
∑k
i=1 Θ˜iH
2(Dn) be a co-doubly commuting proper
submodule of H2(Dn) for some inner functions {Θi}
k
i=1 and k < n. Then S is not essentially
doubly commuting.
Combining Corollary 2.6 and Proposition 2.2 we obtain:
Corollary 2.8. Let S be a co-doubly commuting submodule of H2(Dn) and Q := H2(Dn)/S
and n > 2. Then the following are equivalent:
(i) S is essentially doubly commuting.
(ii) S is of finite co-dimension.
(iii) Q is essentially normal.
We conclude this section with a ”rigidity” result.
Corollary 2.9. Let n ≥ 2 and S =
∑n
i=1 Θ˜iH
2(Dn) be an essentially normal co-doubly
commuting submodule of H2(Dn) for some one variable inner functions {Θi}
n
i=1. If S is of
infinite co-dimensional, then n = 2.
Proof. The result follows from the implication (i) =⇒ (ii) of Corollary 2.8.
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3. Representing Inner functions of Submodules
In this section, we will obtain the explicit representations of the Beurling-Lax-Halmos inner
functions of a class of submodules of H2E(D).
Recall that a non-trivial closed subspace S of H2E(D) is a submodule of H
2
E(D) if and only
if
S = ΘH2E∗(D),
for some closed subspace E∗ of E and inner function Θ ∈ H
∞
L(E∗,E)
(D) (unique up to unitary
equivalence). This fact is known as the Beurling-Lax-Halmos theorem and that Θ as the
representing inner function of the submodule S. Given a submodule S of H2E(D), it is a
question of interest to determine the inner function Θ associated with S.
Now let S be a co-doubly commuting submodule of H2(Dn). Then by Theorem 2.1 we have
S =
n∑
i=1
Θ˜iH
2(Dn),
where Θ˜i ∈ H
∞(Dn) is either the zero function or one variable inner function and i =
1, . . . , n. We realize S as a submodule of H2E(D) where E = H
2(Dn−1). Then by the Beurling-
Lax-Halmos theorem, there exists an inner function Θ ∈ H∞
L(E∗,H2(Dn−1))
(D), for some closed
subspace E∗ of H
2(Dn−1) such that
S =
n∑
i=1
Θ˜iH
2(Dn) = ΘH2E∗(D).
Since
RzR
∗
z = MzPSM
∗
z |S =MzPSM
∗
z ,
that RzR
∗
z is an orthogonal projection onto zS and hence we have the orthogonal projection
PS −RzR
∗
z = PS⊖zS .
On the other hand
PS −RzR
∗
z = MΘM
∗
Θ −MzMΘM
∗
ΘM
∗
z = MΘ(IH2
E∗
(D) −MzM
∗
z )M
∗
Θ = MΘPE∗M
∗
Θ
= (MΘPE∗)(MΘPE∗)
∗,
and hence
S ⊖ zS = ran(PS − RzR
∗
z) = ran(MΘPE∗M
∗
Θ) = ran(MΘPE∗)
= {Θη : η ∈ E∗}.
Note also that S ⊖ zS is the wandering subspace of S, that is,
(3.1) S = span{zl(S ⊖ zS) : l ≥ 0} = ΘH2E∗(D).
After these preliminaries we can turn to the proof of the main result of this section.
Theorem 3.1. Let S be a submodule of H2
H2(Dn−1)(D) with the Beurling-Lax-Halmos repre-
sentation S = ΘH2E(D) for some closed subspace E of H
2(Dn−1) and inner function Θ ∈
H∞
B(E,H2(Dn−1))(D). Then S ⊆ H
2(Dn) is a co-doubly commuting submodule of H2(Dn) if and
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only if there exits an integer m ≤ n and orthogonal projections {P2, . . . , Pm} in L(H
2(D))
and an inner function Θ1 ∈ H
∞(D) such that E = H2(Dn−1) and
Θ(z) = Θ1(z)(I − P˜2) · · · (I − P˜m) + P˜2(I − P˜3) · · · (I − P˜m) + · · ·+ P˜m−1(I − P˜m) + P˜m,
for all z ∈ D, where
P˜i = IH2(D) ⊗ · · · ⊗ Pi
(i−1) th
⊗ · · · ⊗ IH2(D) ∈ L(H
2(Dn−1).
Proof. Let S be a co-doubly commuting submodule of H2(Dn) so that
S =
∑
1≤i1<···<im≤n
Θ˜ijH
2(Dn),
for some one variable inner function Θ˜ij ∈ H
∞(Dn) and 1 ≤ i1 < · · · < im ≤ n. Without loss
of generality, we assume that ij = j for all j = 1, . . . , m, that is,
S =
m∑
j=1
Θ˜jH
2(Dn).
Then Theorem 2.1 implies that
PS = IH2(Dn) −
m
Π
j=1
(IH2(Dn) −MΘ˜jM
∗
Θ˜j
)
= IH2(Dn) − (IH2(Dn) −MΘ˜1M
∗
Θ˜1
)
m
Π
j=2
(IH2(Dn) − IH2(D) ⊗ P˜j),
where
P˜j = IH2(D) ⊗ · · · ⊗MΘjM
∗
Θj
(j−1) th
⊗ · · · IH2(D)
︸ ︷︷ ︸
(n−1) times
∈ L(H2(Dn−1)),
for all j = 2, . . . , m. Define Θ ∈ H∞
L(H2(Dn−1))(D) by
Θ(z) = Θ1(z)(I − P˜2) · · · (I − P˜m) + P˜2(I − P˜3) · · · (I − P˜m) + · · ·+ P˜m−1(I − P˜m) + P˜m,
for all z ∈ D. First, note that
MΘ =MΘ1(I − P˜2) · · · (I − P˜m) + P˜2(I − P˜3) · · · (I − P˜m) + · · ·+ P˜m−1(I − P˜m) + P˜m.
Since the terms in the sum are orthogonal projection with orthogonal ranges, we compute
M∗ΘMΘ = M
∗
Θ1
MΘ1(I − P˜2) · · · (I − P˜m) + P˜2(I − P˜3) · · · (I − P˜m) + · · ·+ P˜m−1(I − P˜m) + P˜m
= (I − P˜2) · · · (I − P˜m) + P˜2(I − P˜3) · · · (I − P˜m) + · · ·+ P˜m−1(I − P˜m) + P˜m
=
m
Π
j=2
(IH2(Dn) − P˜j) + (IH2(Dn) −
m
Π
j=2
(IH2(Dn) − P˜j)
= IH2(Dn−1),
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and hence that Θ is an inner function. To prove that Θ is the Beurling-Lax-Halmos repre-
senting inner function of S, by virtue of (3.1), it is enough to show that
span{zlΘH2(Dn−1) : l ≥ 0} =
m∑
j=1
Θ˜jH
2(Dn).
Observe that
ΘH2(Dn−1) =Θ1(QΘ2 ⊗ · · · ⊗ QΘm ⊗H
2(D)⊗ · · · ⊗H2(D)︸ ︷︷ ︸
(n−m) times
)
⊕ (Θ2H
2(D)⊗QΘ3 ⊗ · · · ⊗ QΘm ⊗H
2(D)⊗ · · · ⊗H2(D)︸ ︷︷ ︸
(n−m) times
)
⊕ · · · ⊕ (H2(D)⊗ · · · ⊗H2(D)⊗ΘmH
2(D)⊗H2(D)⊗ · · · ⊗H2(D)︸ ︷︷ ︸
(n−m) times
),
and hence
span{zlΘH2(Dn−1) : l ≥ 0} = (Θ1H
2(D)⊗QΘ2 ⊗ · · · ⊗ QΘm ⊗H
2(D)⊗ · · · ⊗H2(D)︸ ︷︷ ︸
(n−m) times
)
⊕ (H2(D)⊗Θ2H
2(D)⊗QΘ3 ⊗ · · · ⊗ QΘm ⊗H
2(D)⊗ · · · ⊗H2(D)︸ ︷︷ ︸
(n−m) times
)⊕
· · · ⊕ (H2(D)⊗ · · · ⊗H2(D)⊗ΘmH
2(D)⊗H2(D)⊗ · · · ⊗H2(D)︸ ︷︷ ︸
(n−m) times
)
= ran [IH2(Dn) −
m
Π
j=1
(IH2(Dn) −MΘ˜jM
∗
Θ˜j
)]
=
m∑
i=1
Θ˜iH
2(Dn).
Conversely, if Θ is given as above, then we realize Θ ∈ H∞
L(H2(Dn−1))(D) by Θ˜ ∈ H
∞(Dn) where
Θ˜(z) = Θ1(z1)(I − P˜2) · · · (I − P˜m) + P˜2(I − P˜3) · · · (I − P˜m) + · · ·+ P˜m−1(I − P˜m) + P˜m,
for all z ∈ Dn. Thus
Θ˜(z) = Θ˜1(z)(I − P˜2) · · · (I − P˜m) + P˜2(I − P˜3) · · · (I − P˜m) + · · ·+ P˜m−1(I − P˜m) + P˜m,
where Θ˜1(z) = Θ1(z1) for all z ∈ D
n. We therefore have
MΘ˜M
∗
Θ˜
= P˜1(I − P˜2) · · · (I − P˜m) + P˜2(I − P˜3) · · · (I − P˜m) + · · ·+ P˜m−1(I − P˜m) + P˜m,
where P˜1 =MΘ˜1M
∗
Θ˜1
. Consequently,
MΘ˜M
∗
Θ˜
= IH2(Dn) −
m
Π
i=1
(IH2(Dn) − P˜i),
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and hence
IH2(Dn) −MΘ˜M
∗
Θ˜
=
m
Π
i=1
(IH2(Dn) − P˜i).
Therefore, we conclude that
(ranMΘ)
⊥ = (Θ1H
2(D))⊥ ⊗ (P2H
2(D))⊥ ⊗ · · · ⊗ (PmH
2(D))⊥︸ ︷︷ ︸
m times
⊗H2(D)⊗ · · · ⊗H2(D)︸ ︷︷ ︸
(n−m) times
.
Combine this with the assumption that (ranMΘ)
⊥ is a quotient module of H2(Dn) to conclude
that (ranMΘ)
⊥ is a doubly commuting quotient module. This completes the proof.
The above result is a several variables generalization (n ≥ 2) of Theorem 3.1 in [25] by Qin
and Yang.
4. Rigidity of Submodules
Let Mi ⊆ H
2(Dn), i = 1, 2, be two submodules of H2(Dn). We say that S1 and S2 are
unitarily equivalent if there exists a unitary map U : S1 → S2 such that
U(Mzi |S1) = (Mzi |S2)U,
or equivalently,
UMzi =MziU,
for all i = 1, . . . , n.
A consequence of Beurling’s theorem ensures that, any pair of non-zero submodules of
H2(D) are unitarily equivalent. The conclusion also follows directly from the unitary invari-
ance property of the index of the wandering subspaces associated with the shift operators.
This phenomenon is subtle, and in general not true for many other Hilbert modules. For
instance, a pair of submodules S1 and S2 of the Bergman modules L
2
a(B
n) are unitarily
equivalent if and only if S1 = S2 (see [26], [24]). We refer the reader to [12], [13], [14], [15],
[29] and [19] for more results on the rigidity of submodules and quotient modules of Hilbert
modules over domains in Cn.
The submodules corresponding to the doubly commuting quotient modules also holds the
rigidity property. This is essentially a particular case of a rigidity result due to Agrawal,
Clark and Douglas (Corollary 4 in [2]. See also [21]).
Theorem 4.1. (Agrawal, Clark and Douglas) Let S1 and S2 be two submodules of H
2(Dn), both
of which contain functions independent of zi for i = 1, . . . , n. Then S1 and S2 are unitarily
equivalent if and only if they are equal.
In particular, we obtain a generalization of the rigidity theorem for n = 2 (see Corollary
2.3 in [30]).
Corollary 4.2. Let SΘ =
∑n
i=1 Θ˜iH
2(D)n and SΦ =
∑n
i=1 Φ˜iH
2(D)n be a pair of submodules
of H2(D)n, where Θ˜i(z) = Θi(zi) and Φ˜i(z) = Φi(zi) for inner functions Θi,Φi ∈ H
∞(D) and
z ∈ Dn and i = 1, . . . , n. Then SΘ and SΦ are unitarily equivalent if and only if SΘ = SΦ.
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Proof. Clearly Θ˜i ∈ SΘ and Φ˜i ∈ SΦ are independent of {z1, · · · , zi−1, zi+1, . . . , zn} for all
i = 1, . . . , n. Therefore, the submodules SΘ and SΦ contains functions independent of zi for
all i = 1, . . . , n. Consequently, if SΦ and SΦ are unitarily equivalent then SΘ = SΦ.
The following result is a generalization of Corollary 4.4 in [30] and is a consequence of the
rigidity result.
Corollary 4.3. Let SΘ =
∑n
i=1 Θ˜iH
2(D)n be a submodules of H2(D)n, where Θ˜i(z) = Θi(zi)
for inner functions Θi ∈ H
∞(D) for all i = 1, . . . , n and z ∈ Dn. Then SΘ and H
2(Dn) are
not unitarily equivalent.
Proof. The result follows from the previous theorem along with the observation that S⊥Θ 6=
{0}.
We close this section by noting that the results above are not true if we drop the assumption
that all Θi are inner. For instance, if Θi = Φi = 0 for all i 6= 1 then SΘ ∼= SΦ but in general,
SΘ 6= SΦ (see [22]).
5. Concluding remarks
One of the central issues in the study of Hilbert modules is the problem of analyzing
essentially normal submodules and quotient modules of a given essentially normal Hilbert
module over C[z]. There is, however, a crucial difference between the Hilbert modules of
functions defined over the unit ball and the polydisc in Cn. For instance, a submodule S
of an essentially normal Hilbert module H is essentially normal if and only if the quotient
module H/S is so (see [4], [10]), that is, the study of essentially normal submodules and
quotient modules of essentially normal Hilbert modules amounts to the same. However, this
is not the case for the study of essentially doubly commuting Hilbert modules over Dn. In
other words, the theory of essentially doubly commuting submodules and quotient modules
of an essentially doubly commuting Hilbert modules are two different concepts.
One could, however, consider the co-doubly commuting submodules as a special class of
submodules of the Hardy module and the results of this paper indicates that the general
picture of essentially doubly commuting submodules of the Hardy module will by no means be
easy to understand (cf. Corollary 2.6). In particular, the homogenous submodules of H2(D2)
are always essentially doubly commuting [9]. Hence Question 1 has an affirmative answer for
the class of homogenous submodules of H2(D2). It is not known whether the homogeneous
submodules of H2(Dn), when n ≥ 3, are essentially doubly commuting. Corollary 2.6 gives
an indication of a possible answer to the case n ≥ 3. Results related to essentially normal
submodules of the Drury-Arveson module over the unit ball of C2 can be found in [18].
Our result concerning the Beurling-Lax-Halmos inner function, Theorem 3.1, is closely
related to the classification theory of multi-isometries (see [7] and [5]) for n = 2 case. We
hope to discuss the general case in a future paper.
We conclude with a result concerning the C0 class. Recall that a completely non-unitary
contraction T on some Hilbert space H is said to be in the class C0 if there is a non-zero
function Θ ∈ H∞(D) such that Θ(T ) = 0 [23].
14 JAYDEB SARKAR
Proposition 5.1. Let Q be a non-trivial doubly commuting quotient module of H2(Dn). Then
Rzi ∈ C0 for some 1 ≤ i ≤ n.
Proof. By virtue of Theorem 2.1, we let Q = QΘ1 ⊗ · · · ⊗ QΘn and QΘi 6= H
2(D) for some
1 ≤ i ≤ n. Consequently, Θi(Rz) = 0 and hence
Θ˜i(Rzi) = IQΘ1 ⊗ · · · ⊗Θi(Rz)︸ ︷︷ ︸
i th
⊗ · · · ⊗ IQΘn = 0.
This concludes the proof.
The above result for the case n = 2 is due to Douglas and Yang (see Proposition 4.1 in
[11]). However, our proof is more elementary.
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