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Chapter 1
Introduction
Rationale of this thesis
Working memory and (selective) attention are necessary for normal performance. When
these functions are impaired, symptoms will occur that are seen for instance in patients
suffering from attention deficit hyperactivity disorder (ADHD). They have difficulty ig-
noring some sensory input (like that it started raining outside), and concentrating on
something particular (like what the teacher says). Medications used to treat ADHD,
such as methylphenidate (Ritalin), improve attention function most likely by interfering
with dopamine signaling, but possibly also by interfering with acetylcholine signaling
(Castellanos and Tannock, 2002). However, neuronal network mechanisms underlying
working memory and attention behavior remain elusive.
Brain activity during attention and working memory tasks can be visualized by the
electric encephalogram (EEG, Figure 1). Electrical oscillations in the beta (15–30 Hz) and
gamma (30–100 Hz)-band of the human EEG are associated with cognitive processing and
increase when human subjects are performing in a working memory task (Tallon-Baudry
et al., 1998; Fries et al., 2001; Howard et al., 2003; Palva et al., 2005). People suffering
from attention disorders show abnormalities in power and phase relations in theta and
gamma frequencies (Yordanova et al., 2001; Ford et al., 2007). These abnormalities could
reflect reduced functioning of the prefrontal cortex neuronal networks that are involved in
processing information necessary for attention and working memory function. However,
how oscillations in the human EEG relate to activity in cortical neuronal networks is
poorly understood.
Oscillations exist in all shapes and sizes and can be measured by EEG
Human brain oscillations were described for the first time by Hans Berger in 1924. He
performed the measurements on his 10-year old son, who was sitting quietly in a chair
with his eyes closed. He called the ∼ 10 Hz oscillations that were dominating the signal,
the alpha rhythm. Later other rhythms were described as well: beta (15–30 Hz) and
gamma (30–100 Hz) oscillations, when subjects had their eyes open, and slower delta
(0.5–4 Hz) and theta (4–8 Hz) oscillations that are dominant during sleep. What became
apparent from these early studies is that the electrical oscillatory activity in the human
7
8a b
1 sec
50 µV
aroused
relaxed
sleepy
asleep
deep sleep
Figure 1.1: EEG reflects different behavioral states. (a) EEG set-up. (b) example EEG traces
during different states ranging from deep sleep to arousal display different oscillation frequencies.
EEG is correlated with the behavioral state of the person: either awake or asleep; relaxed
or alert (Figure 1.1); and ultimately on a more gross level: alive or (brain-) dead (Buzsaki
and Draguhn, 2004).
On a more subtle level, the occurrence of specific frequency bands in EEG record-
ings correlates with aspects of cognitive performance and brain activity. High-frequency
oscillations in the beta (14–30 Hz) and gamma range (30–80 Hz) have been linked to
cortical output, communication between remote cortical sites, attentional processing and
working memory (Figure 1.2) both in humans (Tallon-Baudry et al., 1998; Howard et al.,
2003; Kahana, 2006; Fan et al., 2007) and animals (Bouyer et al., 1987; Fries et al., 2001;
Pesaran et al., 2002; Buzsaki and Draguhn, 2004). Gamma oscillations also appear dur-
ing REM (rapid-eye-movement) sleep: the phase of the sleep cycle when people dream,
and hence “see” and “hear” things and process information, although the information
is not from the outside world. Thus, understanding how the occurrence of specific fre-
quencies in the EEG is brought about by neuronal network activity may be a first step
to understanding how neuronal network activity in the brain and cognitive behavior are
related.
What kind of activity is reflected in the EEG?
EEG electrodes measure voltage changes that are resulting from electrical currents. The
electrical currents are generated by neuronal activity: when neurotransmitters activate
post-synaptic ionotropic receptors to become permeable to positively charged ions, a
local current sink is generated (Figure 1.3). A current source is formed when positive
charge is flowing out of the cell into the extracellular space. Thus, when glutamate ac-
tivates AMPA-receptors and Na+-ions flow into the postsynaptic neuron current sink is
generated that will locally be registered as a negative potential change. When GABA-
receptors are activated and Cl−-ions are flowing into the cell, a current source is generated
that leads to a positive potential change at the extracellular electrode. Local sinks and
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Figure 1.2: High-frequency oscillations are associated with working memory. (a–b) Experi-
mental design. In the memory condition, two stimuli, S1 and S2, were presented for 400 ms separated
by a 800 ms delay. Subjects were to detect matching S2 (20% of the trials). In the dimming condition
(b), no second stimulus appeared. Instead, the fixation cross could either dim (80% of the trials) or
remain the same (20%), in which case subjects had to respond. In this control condition, S1 does not
have to be memorized and acts only as a warning stimulus. (c–d) Timefrequency (TF) representation
of the energy averaged across single trials at electrode C3, grand average across subjects, in both con-
ditions. Time is presented on the x-axis. Frequency is presented on the y-axis on a logarithmic scale.
The energy level is coded on a color scale: yellow areas show an enhancement of energy compared with
prestimulus level, and red areas show decrease. Three areas of enhanced high-frequency activity can
be observed (white boxes): (1) an ON response, peaking at 280 ms and 30 Hz, higher in the memory
than in the dimming condition; (2) an OFF response, peaking at ;680 ms (e.g., 280 ms after S1 offset),
similar in both conditions; and (3) a g-band activity during the delay, in the memory condition only.
(Adapted from Tallon-Baudry et al., 1998)
sources generated in single neurons will summate and the EEG electrodes will only reg-
ister the sum of the local sinks and sources generated in the cell bodies and dendrites
of the cortical neurons (Figure 1.3). When electrical activity in this neuronal network
becomes synchronized, local sinks and sources become synchronized and electrical oscil-
lations show up in the EEG (Steriade et al., 1990; Lopes da Silva, 1991; Steriade et al.,
1993). EEG and local field potentials are recorded outside neurons, extracellularly, and
reflect the summed (synaptic) activity of the surrounding cells.
The extracellular field potential predominantly reflects the local synaptic currents,
and not so much action potentials that are of very short duration (Olejniczak, 2006).
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Figure 1.3: Scalp recordings depend on the depth of synaptic activity in the cortex. Left:
A potential recorded from a scalp electrode following activation of thalamic inputs. The terminals of
thalamocortical neurons make excitatory connections in layer 4. Thus, the site of the inward current
flow [sink] is in layer 4 and the site of the outward current flow [source] is in the superficial layers.
Since the recording electrode on the scalp is closer to the site of outward current flow, it records a
positive potential. Right: A potential recorded from excitatory inputs from callosal neurons in the
contralateral cortex that terminate in the superficial layers. A negative potential [upward deflection]
is recorded because the electrode is closer to the site of inward current flow than that of the outward
flow. (Adapted from Kandel, 1991)
This is nicely illustrated in an recent in vivo study in cats by (Viswanathan and Freeman,
2007). Here, synaptic activity and spiking activity were separated using the visual-system
circuitry to create stimuli that elicited synaptic activity with and without associated spike
discharges. In this way, the study suggestes that both tissue oxygen levels and the field
potential reflected more synaptic than spiking activity.
Do oscillations have a function?
In human and rat brain neurons can fire phase-locked to the field oscillations, i.e. neurons
fire at a specific phase of the oscillation cycle, in the theta- and gamma-band (Csicsvari et
al., 2003; Huxter et al., 2003; Klausberger et al., 2003; Jacobs et al., 2007), but does this
show beyond doubt that brain oscillations serve a function? A long standing debate in the
oscillation field is whether field oscillations serve specific functions, or whether they only
reflect the ongoing neuronal activity, and can be considered as mere epiphenomena. One
way to solve this issue is to artificially induce field oscillations and study their effects on
single cells and network activity. When artificial sinusoidal field potentials are applied to
rat hippocampal slices this results in sinusoidal fluctuations of the membrane potential
of CA3 pyramidal cells, with a linear input-output relationship (Deans et al., 2007).
Pyramidal cells are more sensitive to low frequency alternating current fields (10 Hz)
than high frequency (50 Hz) current fields, which is inline with resonance data, in which
pyramidal neurons are stimulated with sinusoidal membrane potential changes in whole-
cell voltage-clamp experiments (Pike et al., 2000; Deans et al., 2007). Membrane potential
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Figure 1.4: Slow oscillatory stimulation enhances declarative memory performance. (a)
Time-course of experiment. Indicated are time points of learning and recall of memory tasks, psy-
chometric control tests, stimulation intervals, period of lights off (horizontal gray bar), and sleep
represented by a hypnogram. W, wake; 1-4, sleep stages 1-4. (b) Performance on the declarative
paired-associate memory task across the retention period of nocturnal sleep for stimulation and sham
stimulation. Performance is expressed as difference between the number of correct words reported at
recall testing and learning. The list contained 46 experimental word-pairs (**P, 0.01). (c) Performance
speed on the non-declarative procedural motor skill task across the retention interval expressed as the
difference in the number of correctly tapped sequences per 30 s between recall testing and learning.
Data are the means ± s.e.m. (adapted from Marshall et al., 2006)
fluctuations of 0.1 mV, which is a fraction of the ∼ 15 mV of depolarization necessary to
bring a neuron to spiking, are sufficient to influence spike timing (Radman et al., 2007).
At the network level, application of alternating current fields modulates the frequency
and power of on going pharmacologically-induced fast network oscillations (Deans et
al., 2007). Exogenously applied field oscillations also influence cognition. In a study by
Marshall et al., application of low-frequency oscillations at frontolateral electrodes during
slow-wave sleep, but not during REM sleep, increased the amount of memorized words
(Figure 1.4) (Marshall et al., 2006). Thus, field oscillations are not only the reflection of
neuronal activity, but also influence spike timing, network activity and cognition.
In vitro models of fast network oscillations
Fast network oscillations can be induced pharmacologically with several substances such
as the ionotropic glutamate receptor agonist kainate, metabotropic glutamate receptor
agonist DHPG and muscarinic acetylcholine receptor agonist carbachol in hippocampus,
somatosensory and entorhinal cortex (Whittington et al., 1995; Buhl et al., 1998; Fisahn
et al., 1998; Palhalmi et al., 2004). These agonists have in common that they increase
neuronal network activity, albeit via different routes. The fast network oscillations that
are induced via these different pathways differ in frequency and power characteristics and
underlying mechanisms (Palhalmi et al., 2004). Kainate-induced oscillations are mainly
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Figure 1.5: Different types of fast network oscillations rely on different mechanisms. Gamma
activity in the hippocampus evoked by ionotropic or metabotropic receptor agonists in vitro. Left
panel, carbachol-induced gamma oscillations in the CA3 subfield are blocked by both the AMPA (?-
amino-3-hydroxy-5-methyl-4-isoxazole propionic acid) receptor antagonist NBQX (2,3-dioxo-6-nitro-
1,2,3,4-tetrahydrobenzo[f]quinoxaline-7- sulphonamide) and the GABAA receptor antagonist bicu-
culline. Right panel, kainateinduced gamma oscillations in the CA3 region are insensitive to the
AMPA receptor antagonist GYKI 53655, but abolished by bicuculline. Gamma oscillatory activity
was investigated with extracellular field potential recording. The schemes above the panels indicate
putative mechanisms of gamma activity (IN, interneuron; PN, principal neuron). The diagram in
the center illustrates the relative dependence of oscillations on fast excitatory and inhibitory synaptic
transmission in different paradigms. (adapted from Bartos et al., 2007)
dependent on inhibitory transmission, whereas DHPG- and carbachol-induced oscillations
rely on both glutamatergic and GABAergic transmission (Figure 1.5) (Cunningham et
al., 2003; Palhalmi et al., 2004; Mann and Paulsen, 2005; Mann et al., 2005; Bartos et al.,
2007). These last two types of oscillations again differ in modulation by benzodiazepine
Zolpidem that changes GABA-receptor kinetics (Palhalmi et al., 2004). It is likely that
these different types of fast network oscillations occur during different states in vivo. As
acetylcholine levels are increased in the medial prefrontal cortex during visual attention
tasks (Figure 1.6) (Passetti et al., 2000; Kozak et al., 2006; Parikh et al., 2007), the
application of muscarinic acetylcholine agonist carbachol may mimic this state of high
vigilance.
Both power and frequency of oscillations in acute brain slices of hippocampus are
temperature-dependent. Carbachol-induced fast network oscillations recorded at 37 ◦C
can fall in the gamma frequency range, whereas they fall in the beta frequency range when
recorded at lower temperatures (Dickinson et al., 2003). The classification of oscillation
frequencies into alpha, beta and gamma bands is commonly used for EEG recordings.
However, since electrical oscillations recorded in acute brain slices can not be correlated
to behavioral states, and because mechanisms can depend on the agonist used to induce
the oscillations (Figure 1.5), oscillations recorded in acute brain slices will be referred to
as carbachol-induced fast network oscillations throughout this thesis.
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Figure 1.6: Acetylcholine concentration is increased during cue detection. (a) Trials involving
cue detection were classified as such based on cue-elicited disengagement from ongoing behavior and
monitoring of the food ports. A missed cue was defined as such based on the absence of a cue-evoked
shift in behavior. (b–c) Histograms depicting choline signal levels (using mean and s.e.m.) in trials
involving detected and missed cues. (adapted from Parikh et al., 2007)
Fast network oscillations in hippocampus
Gamma-band oscillations have been most extensively studied in the rodent hippocampus
(Buzsaki et al., 1983; Bartos et al., 2007). There are several reasons for this. The fact
that gamma-band oscillations in the hippocampus occur during specific behaviors, such
as during exploration, makes the hippocampus an attractive model (Bragin et al., 1995;
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Figure 1.7: Time relationship between field potentials and spiking activity of identified
hippocampal neurons during oscillations. (a) Time sequence of firing of different neuron types
during an oscillatory cycle. Top trace shows representative average field oscillatory wave. Pyramidal
cells (PC) fired at the negative peak of the oscillation followed by the interneurons (basket cells (BC);
axo-axonic cells (AAC); oriens lacunosum-moleculare cells (OLM); radiatum cells (RC) and interneuron
specific cells (IS). (b) Schematic diagram of the connectivity among phase-coupled neuron types in the
CA3 hippocampal circuitry taking part in the gamma oscillation. (adapted from Hajos et al., 2004)
Csicsvari et al., 2003; Montgomery and Buzsaki, 2007). Secondly, hippocampal oscilla-
tions display fast network oscillations with much higher power, than oscillations generated
by neocortical networks (Buhl et al., 1998; Chrobak and Buzsaki, 1998; Csicsvari et al.,
2003; Mann et al., 2005; Bartos et al., 2007). It is generally assumed that this results
from the one layered pyramidal cell structure of the hippocampal circuit (Bartos et al.,
2007). And finally, much is known about the different cell types and their connectivity
in the hippocampus (Somogyi and Klausberger, 2005).
Both in vivo and in vitro studies have addressed the role of the different cell types
in generating and sustaining fast network oscillations. In the hippocampus more than
fifteen different types of interneurons have been identified based on axonal and dendritic
morphology and chemical markers (Somogyi and Klausberger, 2005). Both in vivo and
in vitro studies show that different interneuron types have distinct roles in sustaining
hippocampal network oscillations (Figure 1.7) (Hajos et al., 2004; Somogyi and Klaus-
berger, 2005; Oren et al., 2006; Freund, 2007; Tukker et al., 2007). Some interneurons
are participating in theta, gamma and ripple oscillations, whereas other types do not
(Klausberger et al., 2003).
For fast network oscillations, fast spiking, palvalbumin-positive (PV) interneurons are
thought to control spike timing of pyramidal cells and network oscillations since they tar-
get the pyramidal cell soma or axon initial segment forming synapses with predominantly
GABA-receptors containing alpha1 subunits (Figure 1.7) (Hajos et al., 2004; Mann et al.,
2005; Freund, 2007). Intrinsic active membrane properties make fast spiking cells suitable
for sustaining high frequency firing (Pike et al., 2000). Non-fast spiking CCK-positive
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Figure 1.8: Synaptic feedback model for gamma oscillations in the hippocampus. A model
of network oscillations generated by the recurrent feedback through an inhibitory loop. (adapted from
Mann and Paulsen, 2005)
perisomatic interneurons with synapses dominated by alpha2 subunits (Kawaguchi and
Kondo, 2002; Bacci et al., 2003) are thought to be more involved in modulation of fast
network oscillations and in shaping the activity of subgroups and assemblies of pyrami-
dal cells (Freund, 2003; Klausberger et al., 2005). Cannabinoids that mainly affect the
non-fast spiking CCK positive interneurons by activating CB1 receptors, reduce oscilla-
tion power in kainate-induced fast network oscillations (Hajos et al., 2000). In contrast,
dendritic targeting interneurons including oriens-lacunosum moleculare (O-LM) cells and
radiatum cells show less or sometimes no significant phase coupling (Hajos et al., 2004;
Oren et al., 2006; Tukker et al., 2007), suggesting a prominent role for perisomatic in-
terneurons in fast network oscillations. An exception to this rule seem to be bistratified
interneurons, which together with glutamaterigic input from the CA3 area, target den-
dritic shafts of pyramidal cells (Tukker et al., 2007). Action potential firing by these
interneurons occurs strongly phase-locked to gamma oscillations.
Interneurons can also differ in the relative timing to the local oscillation cycle: CCK
positive cells in the CA1 region are found to fire even before pyramidal cell firing, in
contrast to all other interneuron types, including fast spiking PV positive cells, which
fire after the pyramidal cell fires (Tukker et al., 2007). This could result from feed-forward
inhibition as in the hippocampal circuitry fast network oscillations are generated in CA3
and then relayed to the CA1 area (Fisahn et al., 1998).
From the order of pyramidal cell firing and excitatory and inhibitory inputs a synaptic
feedback model has been proposed for hippocampal oscillations, in which pyramidal cells
are connected to other pyramidal cells as well as peri-somatic targeting interneurons
(Figure 1.8) (Fisahn et al., 1998; Mann and Paulsen, 2005; Mann et al., 2005; Oren et
al., 2006). In this model pyramidal cell spiking is followed shortly by excitatory inputs
from other synchronized firing pyramidal cells. The EPSPs remain subthreshold however
since inhibitory inputs through a negative feedback loop arrive after a disynaptic delay.
Only when the IPSPs are sufficiently decayed can pyramidal cells fire again, after which
the next cycle commences.
16
Fast network oscillations in neocortex
Thus far, carbachol-induced oscillations have been described in hippocampus and entorhi-
nal cortex (Fisahn et al., 1998; van Der Linden et al., 1999; Dickson et al., 2000; Mann
and Paulsen, 2005). In contrast to the hippocampus, much less is known about which in-
terneuron types are involved in generating and sustaining carbachol-induced oscillations
in the neocortex. For kainate-induced gamma oscillations, that may depend on different
mechanisms and are in vivo probably present during a different behavioral state (Figure
1.5) than carbachol-induced oscillations, some studies have been performed to study the
cellular mechanism (Cunningham et al., 2003; Cunningham et al., 2004; Roopun et al.,
2006). Fast-spiking interneurons also seem to play a role in kainate-induced network
oscillations in somatosensory cortex (Roopun et al., 2006). In addition, fast rhythmic
bursting pyramidal neurons, also described as chattering cells in layer 2/3 of the auditory
and visual cortex that are capable of high frequency firing, are suggested to be involved
in the generation of gamma band oscillations (Gray and McCormick, 1996; Cunningham
et al., 2004). However, it is not know at what phase of the oscillations cycle these neurons
are firing.
In the prefrontal cortex interneurons have been subdivided in three main cell classes
based on electrophysiological properties: fast spiking, late spiking and non-fast spiking
cells (Figure 1.9) (Kawaguchi and Kondo, 2002; Couey et al., 2007). Further subdivisions
can be made based on neurochemical markers and morphology. Like in the hippocampus,
perisomatic or basket cells can be positive for parvalbumin or cholecystokinin (CCK), the
first coinciding with a fast spiking electrophysiological profile, and the latter with a non-
fast spiking profile (Kawaguchi and Kondo, 2002). How these interneurons participate
in fast network oscillations in the prefrontal cortex is not known.
Aims of this thesis
Oscillations are highly dynamic: followed in time, their frequency and amplitude changes
continuously (Figure 1.1). Even within frequency bands oscillations fluctuate in ampli-
tude and frequency (Steriade et al., 1993; Bragin et al., 1995; Tallon-Baudry et al., 1998;
Palva et al., 2005). The frequency fluctuations most likely reflect changing states of
neuronal network activity, as brain oscillations arise from the correlated synchronized
activity of large numbers of neurons (Steriade et al., 1990; Lopes da Silva, 1991; Steriade
et al., 1993). However, the dynamic nature of brain oscillations within frequency bands
has been largely ignored, particularly with respect to frequency shifts. The research in
this thesis focuses on three aspects of neuronal mechanisms underlying the dynamic na-
ture of fast network oscillations in the neocortex. Most of the studies were performed in
the prefrontal cortex, but some of the studies were also performed in the visual cortex
to assess whether mechanisms extended to other neocortical areas as well. The following
research questions were addressed:
1. What are the neuronal mechanisms that govern the dynamic behavior of beta
oscillations? Do single pyramidal neurons participate in multiple oscillations fre-
quencies within the same frequency band, or do separate neuronal networks give
rise to different oscillation frequencies (chapter 2)?
2. Since inhibitory transmission is crucial for sustaining fast network oscillations and
likely to determine oscillation frequency (Whittington et al., 1995; Fisahn et al.,
1998; Traub et al., 1998; Palhalmi et al., 2004; Cope et al., 2005; Mann et al., 2005),
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Figure 1.9: Interneuron types in prefrontal cortex. Schematic view of known axon terminal
distributions on pyramidal cell surfaces of four GABA cell subtypes in the rat frontal cortex: parval-
bumin local/horizontal arbor basket cells; parvalbumin chandelier cells; somatostatin Martinotti cells;
and CCK large basket cells. Protrusions from dendrites from pyramidal cells represent spines, but
excitatory synapses on the spine heads are omitted. (adapted from Kawaguchi et al., 2002)
how will different types of interneurons phase-lock their firing during dynamic
frequency shifts (chapter 3)?
3. How does the connectivity of two neighboring and connected medial prefrontal
cortex areas that play distinct roles in cognition and both receive cholinergic input
(Jones et al., 2005; Hoover and Vertes, 2007; Ragozzino, 2007), translate itself in
fast network oscillations (chapter 4)?
To address these questions, we used a multi-disciplinary approach using EEG recordings
from humans as well as awake, freely moving rats, and recordings from acute brain slices
from rat brain. To address the spatial distribution of oscillations in the cortical networks,
we made use of multi-electrode arrays that enable simultaneous field potential recordings
across cortical layers, and in different medial prefrontal cortex areas, to monitor the
effects of carbachol on the whole cortical microcircuit (Figure 1.10). We combined these
recordings with single cell electrophysiology to establish the role of different cell types in
fast network oscillations.
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Figure 1.10: General set-up of experiments. (a) Picture of coronal slice containing medial pre-
frontal areas prelimbic cortex (PrL) and infralimbic cortex (IL). From The Rat Brain in Stereotaxtic
Coordinates by G. Paxinos and C. Watson, 2005. (b) Slice placed on 8 × 8 multi-electrode array. (c)
Simultaneous recorded field potentials in prelimbic (top) and infralimbic (bottom) cortex before (left)
and after (right) induction of fast network oscillations by carbachol. (d) Slice on multi-electrode array
with patch pipette. (e) Reconstructed layer 5 pyramidal neuron. (f) Simultaneous field (top) and
single cell (bottom) recordings. (g) Spike frequency distribution after carbachol application. Inset:
Response after hyper- and depolarizing step current injections of –125 pA and +175 pA (scale bar 20
mV, 200 ms).
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Two independent cortical subnetworks control spike timing in L5 neu-
rons during dynamic oscillation shifts
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Human brain oscillations occur in different frequency bands that have been
linked to different behaviors and cognitive processes. Even within specific
frequency bands oscillations fluctuate in frequency and amplitude. Such fre-
quency fluctuations most likely reflect changes in the correlated synchronized
activity of large numbers of neurons. However, the neuronal mechanisms gov-
erning the dynamic nature of amplitude and frequency fluctuations within
frequency bands have not been investigated. Here we show that frequency
fluctuations are mediated by two distinct cortical networks controlling spike
timing in pyramidal neurons of output layers 5 and 6. Layer 5, but not
layer 6, pyramidal neurons participate in both oscillations. Frequency and
phase information is encoded and relayed between these networks through
timed excitatory and inhibitory synaptic transmission. Our data indicate
that frequency fluctuations reflect synchronized activity in distinct neuronal
networks, and suggest that cortical subnetworks can process information in
a parallel fashion.
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Introduction
Brain oscillations occur in different frequency bands that have been linked to different
behaviors and cognitive processes (Gray et al., 1989; Bragin et al., 1995; Tallon-Baudry
et al., 1998; Fries et al., 2001; Pesaran et al., 2002; Buzsaki and Draguhn, 2004; Kahana,
2006; Fan et al., 2007). Even so, brain oscillations in multiple frequency bands can occur
simultaneously. Human EEG can display theta, alpha and beta oscillations within the
same session, and rats show gamma oscillations on top of theta waves during exploratory
behavior (Bragin et al., 1995; Palva et al., 2005; Kahana, 2006). Single neurons have been
reported to fire phase-locked to oscillations in multiple frequency bands, such as theta
and gamma oscillations (Bragin et al., 1995; Jacobs et al., 2007). In these cases the higher
frequency oscillation is typically some multitude of the lower frequency oscillations, and
hence is likely to show phase synchrony (Palva et al., 2005).
Followed in time, oscillations also fluctuate in frequency and amplitude even within
specific frequency bands (Steriade et al., 1993; Bragin et al., 1995; Tallon-Baudry et
al., 1998; Palva et al., 2005). These frequency fluctuations are small, and frequency
shifts occur between non-harmonic frequencies. The frequency fluctuations most likely
reflect changing states of neuronal network activity, as brain oscillations arise from the
correlated synchronized activity of large numbers of neurons (Steriade et al., 1990; Lopes
da Silva, 1991; Steriade et al., 1993). However, the dynamic nature of brain oscillations
within frequency bands has been largely ignored, particularly with respect to frequency
shifts. Whether such small frequency fluctuations are the result of variation in the same
neuronal network, or whether separate neuronal networks give rise to different oscillation
frequencies is not known.
Here, we investigate the dynamic nature of high-frequency oscillations in recordings
from rat brain slices, and address the question whether individual cortical output neurons
can synchronize their firing to these different frequencies. High-frequency oscillations in
the beta (15–30 Hz) and gamma range (30–80 Hz) have been linked to cognitive pro-
cessing and working memory in humans (Tallon-Baudry, Bertrand et al., 1998; Nikolaev,
Ivanitsky et al., 2001; Howard, Rizzuto et al., 2003; Fan, Byrne et al., 2007) and animals
(Fries, Reynolds et al., 2001; Pesaran, Pezaris et al., 2002). Studies in awake animals
show that during working memory acetylcholine levels increase in prelimbic and infralim-
bic prefrontal cortex, and that these increased cholinergic levels are necessary for accurate
performance (Passetti, Dalley et al., 2000; McGaughy, Dalley et al., 2002; Kozak, Bruno
et al., 2006; Parikh, Kozak et al., 2007). In vitro, cholinergic agonists such as carbachol,
induce fast network oscillations in acute slices of rodent cortex (Buhl, Tamas et al., 1998;
Chrobak and Buzsaki 1998; Csicsvari, Jamieson et al., 2003; Mann, Suckling et al., 2005;
Bartos, Vida et al., 2007). We find that two independent networks in superficial and deep
cortical layers generate oscillations that differ only a couple of Herz in frequency. Single
layer 5, but not layer 6 pyramidal neurons phase-lock their action potential firing to both
oscillations. Timed inhibitory and excitatory synaptic transmission received by layer 5
pyramidal neurons relays information on the phase of these oscillations and pyramidal
neurons adjust the timing of firing accordingly.
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Methods summary
Slice preparation and electrophysiology
Prefrontal coronal cortical slices (400 µm) were prepared from P14−28 Wistar rats,
in accordance with Dutch license procedures. After recovery, slices were mounted on
8 × 8 arrays of planar micro-electrodes (Tensor Biosciences, Irvine, CA). Pyramidal
cells located in L5 and L6 were selected on the basis of their morphology and firing
pattern (Table B.2). Excitatory and inhibitory postsynaptic currents (EPSCs and IPSCs)
were recorded in whole-cell voltage clamp at −70 mV and +20 mV, respectively. All
experiments were performed at 25 ◦C.
Human EEG recordings
Ongoing electrical brain activity in sessions of 20 min was measured with electroen-
cephalography (EEG) from eight normal subjects (aged 20–30 years). The study was
approved by the Ethics Committee of the Department of Radiology of the Helsinki Uni-
versity Central Hospital.
Intracranial local field recordings in the awake rat
Five adult male Wistar rats (350–450 g) were anaesthetized and mounted in a Kopf
stereotaxic frame. After skull exposure, a burr hole was drilled to allow mPFC tetrode
placement (AP: +3.2 mm; ML +0.7 mm and DV 2.5–3.5 mm with respect to bregma
and cortical surface). Recordings of the mPFC local field potentials were made in the
home cage under video surveillance. For each animal 5–6 minute periods of quiet rest
were selected for further analysis. All experiments were conducted in accordance with
Dutch license procedures.
Data analysis
Electrophysiological data was analyzed using custom-written procedures in Igor Pro
(Wavemetrics, OR, USA).
Spike, EPSC and IPSC timing relative to field
The spike, EPSC and IPSC timing in single cells was analyses relative to the ongoing
field oscillation. Spikes were detected using simple threshold detection. Synaptic events
were detected using the Mini Analysis Program (Synaptosoft Inc.). Circular statistics
were used to test whether individual cells showed phase locking to the network oscillation,
and cells not significantly coupled to the network were excluded from further analysis
(Rayleigh test, p < 0.05).
CSD
All signals were peak-to-peak averaged relative to a reference recording from super-
ficial layer 5 or layer 6. CSD plots are shown using an inverted color scale, with warm
colors corresponding to current sinks (i.e., neuronal membrane inward currents) and cool
colors corresponding to current sources.
Statistics
Data are represented as mean ± s.e.m. Statistical analysis used either the Student’s
t test (paired or unpaired) or an ANOVA with Student Newman Keuls post-hoc test,
as appropriate. Correlation analysis was performed calculating Pearson correlation co-
efficients. For nonparametric data the Mann-Whitney test was used. Circular statistics
used the Rayleigh test, and the Watson-Williams test. Asterisks represent p < 0.05.
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Results
Distinct beta oscillations in human EEG fluctuate in time
Brain oscillations observed in human EEGs are not stable over time and show fre-
quency and amplitude fluctuations, even within single frequency bands (Figure 2.1b).
EEG recordings were obtained from electrodes at frontal and occipital locations of eight
healthy human subjects who were resting with their eyes closed for 20 minutes (Figure
2.1a). Within the beta-band, distinct slow and fast frequencies appeared intermittently
at frontal electrodes of all subjects and at occipital electrodes in 5 out of 8 subjects (Fig-
ure 2.1b,c, occipital data: Table B.1). Slow beta oscillations at frontal electrodes had a
peak in the power spectrum at a frequency of 17.7 ± 0.8 Hz (mean ± s.e.m.), whereas fast
beta oscillations had a peak frequency of 22.9 ± 0.8 Hz (Figure 2.1d). Wavelet analysis
(Torrence and Compo, 1998) showed that these beta activities fluctuated in magnitude
over time, showing periods of clearly elevated or reduced magnitude (Figure 2.1e). The
power of slow and fast beta oscillations was significantly above the 1/f noise only in short
episodes. The duration of these episodes was similar for both frequencies (Figure 2.1f;
slow beta 143 ± 10 ms; fast beta 149 ± 11 ms; p = 0.63; mean of medians ± s.e.m.),
but fast beta oscillation episodes were more frequent than slow episodes (fast beta 3.6
± 1.9 Hz, slow beta 3.0 ± 0.1 Hz; p = 0.01). Slow and fast beta oscillations occurred
simultaneously for 44.7 ± 4.1% of the total recording time (Figure 2.1g), whereas only a
single frequency was present for 36.7 ± 3.2% of the total recording time. In about 20%
of the total recording time no significant beta oscillation was observed (Figure 2.1g). To
test whether the occurrence of slow and fast beta oscillation frequencies are independent
of each other or show interdependence, we tested whether the magnitude of different
frequencies within the beta band are correlated, anti-correlated or uncorrelated in time.
The magnitude of slow and fast beta oscillations showed only a weak positive correlation
(r = 0.43 ± 0.08; p < 0.01 in all subjects). The magnitude of beta oscillations was only
very weakly correlated to the magnitude of the alpha oscillation (slow beta r = 0.15 ±
0.03, fast beta r = 0.03 ± 0.02, p < 0.01 in all subjects), suggesting that the occurrence
of beta oscillations did not depend on the presence of oscillations in the alpha band.
Thus, fast and slow beta oscillations appear to be only weakly correlated and occur both
simultaneous and separate from each other, which could indicate that they are generated
by distinct neuronal networks that synchronize at different frequencies.
Fast and slow beta oscillations in the prefrontal cortex of awake rats
To investigate whether fast and slow beta frequencies are generated by distinct neuronal
networks we turned to the rodent brain. We first examined if brain oscillations in the
beta band show similar frequency fluctuations in awake, freely moving rats (Figure 2.2).
Recordings were obtained from the medial prefrontal cortex when animals were at quiet
rest in the homecage. In three out of five animals, frequency fluctuations occurred in the
beta band (Figure 2.2b). Slow beta oscillations had a peak in the power spectrum at a
frequency of 15.8 ± 0.3 Hz, whereas fast beta oscillations had a peak frequency of 22.0
± 1.7 Hz. As in the human EEG data, the power of slow and fast beta oscillations was
significantly above the 1/f noise only in short episodes (Figure 2.2c). Both the frequency
and the duration of these episodes were comparable to the human EEG data (frequency
episodes: 2.5 ± 0.1 Hz (slow), 3.7 ± 0.4 Hz (fast), n = 3, p = 0.03; duration episodes:
Figure 2.2d, 150 ± 5 ms (slow), 110 ± 9 ms (fast), n = 3, p = 0.09). Slow and fast
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Figure 2.1: Human EEG contains slow and fast β oscillations. (a) EEG scalp recording set-
up. (b) Example traces from frontal electrode. Left: 1-sec traces. Right: slow and fast β oscillation
episodes. (c) Power spectrum of recording in (b). Right: double Gaussian fit (red) on expanded trace.
(d) Frequency of β oscillations. (e) Frequency fluctuations of EEG recording (bottom) analyzed using
wavelet transform (top) with warmer colors representing increasing magnitude. Right: expanded time
scale from boxed region in left. Arrows point to slow and fast episodes. (f) Duration of episodes. (g)
Occurrence of slow and fast β oscillations.
beta oscillations occurred simultaneously for 29.9 ± 1.7% of the total recording time
(Figure 2.2e), whereas only a single frequency was present for 41.1 ± 5.0% of the total
recording time. In about 30% of the total recording time no significant beta oscillation
was observed (Figure 2.2e). As in the human EEG data, the magnitude of slow and fast
beta oscillations in the awake rat showed only a weak positive correlation (r = 0.42 ±
0.14; p < 0.01 in all rats). This shows that fast and slow beta frequency oscillations have
similar characteristics in human and rat brain, and suggests that also in rat prefrontal
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(a) Intracranial field recording set-up. (b) Band-pass (10–30 Hz) filtered field recordings. Boxes
indicate slow and fast β oscillation episodes. (c) Frequency fluctuations of field recording analyzed
using wavelet transform (top) with warmer colors representing increasing magnitude. For clarity band-
pass filtered field potential are shown at the bottom. Right: expanded time scale from boxed region
in left. Arrows point to slow and fast episodes. (d) Duration of episodes. (e) Occurrence of slow and
fast β oscillations.
cortex distinct beta frequencies may be generated by synchronization of distinct neuronal
networks.
Slow and fast oscillations are distributed over superficial and deep cor-
tical layers
To investigate whether slow and fast beta oscillations are generated by the synchroniza-
tion of neuronal activity in distinct neuronal networks, we studied the spatial distri-
bution of oscillations in rat medial prefrontal cortex (mPFC). Acute mPFC slices were
mounted on planar 8 × 8 multi-electrode arrays and oscillations were induced by appli-
cation of the cholinergic agonist carbachol (Figure 2.3a,b) (Shimono et al., 2000; Mann
et al., 2005). These oscillations were dependent on intact glutamatergic and GABAergic
synaptic transmission (Figure B.1, Appendix B). Fourier analysis revealed that two non-
harmonic frequency components were present in 20 out of 38 mPFC slices (Figure 2.3b,c).
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In 18 out of 38 mPFC slices only one oscillation peak was present, which displayed max-
imal power most often in L3/5 (prelimbic PFC (PrL): 8/11 max in L3/5, 3/11 max in
L6; infralimbic PFC (IL): 7/7 max in L3/5). The more superficial L3/5 always oscillated
at a higher frequency than the deep layer 6 (Figure 2.3d; PrL: 16.6 ± 1.0 Hz (L3/5),
11.2 ± 0.5 Hz (L6), n = 14, p < 0.01; IL: 14.7 ± 0.7 Hz (L3/5), 10.6 ± 0.5 Hz (L6), n
= 6, p < 0.01). Since both power and frequency of oscillations in acute brain slices are
temperature-dependent (Figure B.1e)(Dickinson et al., 2003), the experiments were per-
formed at 25 ◦C. Linear extrapolation suggests that at physiological temperatures, both
oscillation frequencies would fall within 25–40 Hz (Figure B.1e). Current-source-density
(CSD) analysis (Shimono et al., 2001) showed that two sink-source pairs were present
in the mPFC: one between L1/2 and L5, and the other between superficial L5 and L6
(Figure 2.3e), indicating that the two oscillation frequencies are generated by distinct
subnetworks.
As in humans and awake rats, both slow and fast oscillations appeared in short
episodes (Figure 2.3f,g). The length of the episodes was somewhat longer than the
episode lengths observed in the human and awake rat recordings. In the rat mPFC
slices the slow oscillation episodes tended to last longer than the fast oscillation episodes
(Figure 2.3g, PrL: slow 251 ± 33 ms, fast 161 ± 17 ms, p < 0.01, IL: slow 415 ± 36 ms;
fast 316 ± 31 ms; p < 0.01). Fast oscillation episodes appeared more often than slow
oscillation episodes (PrL: slow 1.4 ± 0.1 Hz, fast 2.4 ± 0.1 Hz, p < 0.01; IL: slow 1.4 ±
0.1 Hz, fast 1.9 ± 0.2 Hz, p < 0.01). Similar to the human and rat brain recordings, slow
and fast oscillations in the slice appeared simultaneously for a substantial fraction of the
total recording time (Figure 2.3h; PrL 28.7 ± 5.9%; IL 65.4 ± 4.9%), but also occurred
separate from each other (Figure 2.3h; PrL 37.42.2
The distribution of slow and fast oscillations over cortical layers was not unique to
prelimbic and infralimbic PFC. Carbachol-induced oscillations showed very similar spatial
and temporal distributions of slow and fast oscillation frequencies in visual cortex areas
V1 and V2 (Figure B.2). Thus, frequency fluctuations in brain oscillations resulting from
distributed neuronal networks may well be a general characteristic of cortical activity.
Layer 5, but not layer 6, pyramidal cells fire phase-locked to both slow
and fast oscillations
Since both slow and fast oscillations were recorded in L5, we asked whether individual
neocortical L5 pyramidal neurons fire phase-locked to both these frequencies. We made
cell-attached and whole-cell recordings from visually identified L5 pyramidal neurons in
PrL and IL PFC areas (Table B.2) while recording slow and fast oscillations with the
electrode grid (Figure 2.4). The overall firing rate of L5 pyramidal neurons during these
conditions was ∼ 3 Hz (PrL 3.19 ± 0.41 Hz, IL 3.14 ± 0.60 Hz, n = 17). In slices that
showed two distinct oscillation frequencies, 11 out of 15 pyramidal neurons fired phase-
locked to both frequencies with the highest discharge probability during the trough of the
local oscillation (Figure 2.4d,f). Of the other cells, 2 fired phase-locked only to the fast
oscillation, and 2 cells were not phase-locked. The average phase of firing was similar
for slow and fast oscillations both in PrL and IL PFC (Figure B.3a; PrL: slow 2.42
± 0.15 rad, fast 2.79 ± 0.03 rad, n.s., n = 4/6; IL slow 3.51 ± 0.14 rad, fast 3.50 ±
0.10 rad, n.s., n = 5/5; For phase of firing and phase-coupling analysis only cells that
showed significant phase-locking with both oscillations at the same reference electrode
in L3/5 were included). Due to jitter in action potential timing, phase-coupling between
spikes and the oscillations was not very tight (Figure B.3b). L6 pyramidal neurons
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Figure 2.3: Distribution of slow and fast oscillations over cortical layers in rat brain slices.
(a) Mini-slice from prelimbic (PrL) cortex (top,31) placed on a 8 × 8 multi-electrode grid (bottom). (b)
Field potentials were simultaneously recorded across cortical layers. Band-pass filtered traces shown
in dark colors. (c) Power spectra of recordings in (b). (d) Frequency of oscillations in prelimbic and
infralimbic (IL) cortex. (e) Current-Source-Density analysis (bottom) of peak-to-peak cycle averaged
field potentials (top). Two oscillation cycles are shown for clarity. The white rectangle in (a) marks
the electrodes that were used for CSD analysis. Field potentials are averaged with reference to L5
(left, red trace) or to L6 (right, red trace). Black traces autoscaled for comparison. (f) Frequency
fluctuations of field potentials (bottom) analyzed using wavelet transform (top) with warmer colors
representing increasing magnitude. Right: expanded time scale from boxed region in left. (g) Duration
of episodes. (h) Occurrence of slow and fast oscillations.
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Figure 2.5: L6 pyramidal cell firing is only controlled by slow oscillations. (a–b) Spike
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(Table B.2) fired phase-locked only with the slow oscillation when present, and not with
the fast oscillation (Figures 2.5b (n = 3) and B.4). These data suggest that action
potential discharge in mPFC L5 pyramidal neurons is controlled by both the slow and
fast oscillation, whereas L6 cells are controlled only by the slow oscillation.
28 Chapter 2
Synaptic inputs to layer 5 pyramidal cells carry phase information on
both slow and fast oscillations
Since L5 pyramidal neurons fire phase-locked to both slow and fast oscillations, they must
receive information about the oscillation phase from the surrounding network for both
frequencies. Is this information present in the synaptic input to these neurons? To answer
this question, we recorded excitatory and inhibitory postsynaptic currents (EPSCs and
IPSCs) received by L5 pyramidal neurons, and found that both EPSCs and IPSCs were
phase-locked to the oscillations (Figures 2.6–7). EPSCs had the highest probability of
occurring shortly after the trough of the local field oscillation for both the slow and fast
oscillation (Figure 2.6a–c). The average phase of the EPSC was similar for slow and fast
oscillations (Figure B.5a; slow 3.7 ± 0.2 rad, fast 3.7 ± 0.2 rad, p = 0.65, n = 6/7). The
frequency of EPSCs during fast oscillation episodes was significantly higher than during
slow oscillation episodes (Figure 2.6d; p < 0.05 in 3 out of 3 pyramidal neurons, slow
11.9 ± 1.6 Hz, fast 14.9 ± 1.3 Hz).
IPSCs were also phase-locked to both slow and fast oscillations (Figure 2.7a–c), and
occurred with the highest probability during the rising phase of the field at L5 electrodes
(Figure 2.7b,c; Figure B.6a; slow 4.9 ± 0.3 rad, fast 4.9 ± 0.2 rad, p = 0.83, n = 6/7).
Similar to the EPSC frequency, the frequency of IPSCs was higher during episodes of
fast oscillations than during episodes of slow oscillations (Figure 2.7d; p < 0.05 in 5 out
of 7 pyramidal neurons, slow 10.0 ± 1.3 Hz, fast 12.4 ± 0.7 Hz). IPSCs showed less
jitter than EPSCs relative to the phase of the oscillations (Figure 2.8a,d). For both slow
and fast oscillations, the probability distributions of action potentials and EPSCs were
similar, indicating that action potentials and EPSCs occurred almost simultaneously
(Figure 2.8a,b: combined data of slow and fast oscillations). In contrast, IPSCs occurred
18.2 ± 2.0 ms after pyramidal neuron spiking (Figure 2.8c). Taken together, these data
show that phase information on both fast and slow oscillation frequencies is relayed to
L5 output neurons through excitatory and inhibitory synaptic transmission.
Discussion
Brain oscillations in human EEGs contain many different frequencies that are contin-
uously changing over time (Steriade et al., 1993; Bragin et al., 1995; Tallon-Baudry et
al., 1998; Palva et al., 2005). Both amplitude and frequency of these oscillatory signals
fluctuate in time. Even within a single frequency band, oscillation frequencies fluctuate
(Steriade et al., 1993; Bragin et al., 1995; Tallon-Baudry et al., 1998; Palva et al., 2005).
Brain oscillations are the result of correlated synchronized activity of large numbers of
neurons (Steriade et al., 1990; Lopes da Silva, 1991; Steriade et al., 1993) and reflect the
communication between the neuronal elements involved (Salinas and Sejnowski, 2001;
Fries, 2005; Sejnowski and Paulsen, 2006). However, the neuronal mechanisms under-
lying frequency fluctuations have not investigated. In this study, we characterized the
time structure of frequency and amplitude fluctuations of oscillations in the beta band
(14–30 Hz) and addressed the neuronal mechanisms. We find that both in human EEG
and in freely moving rat EEG, non-harmonic beta frequency components appear in short
episodes of 100 to 200 ms and occur independently from each other. In brain slices,
such distinct frequency components are generated by separate cortical subnetworks in
superficial and deep layers of the cortex. Layer 5 pyramidal neurons can synchronize
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Figure 2.6: L5 pyramidal neurons receive phase information from slow and fast oscillations
through EPSCs. (a) Field potential in L5 (top) and simultaneously recorded EPSCs (bottom).
(b–c) EPSC averaged field potential (top) and cellular recording (bottom) during slow (b) or fast
(c) oscillation episodes. (b–c) EPSC probability histogram (bottom) of EPSCs in (b–c) aligned with
averaged field potential (top). (d) EPSC frequency during episodes of slow and fast oscillations.
their spiking activity to both oscillation frequencies generated in superficial and deep
networks. Layer 6 pyramidal neurons only synchronize their spiking activity to oscilla-
tions generated by deep cortical networks. Information on the phase of fast and slow beta
oscillations is received by layer 5 pyramidal neurons through the timing and frequency
of synaptic transmission.
The occurrence of two non-harmonic network oscillations within the same cortical
column was not restricted to the prelimbic and infralimbic medial prefrontal cortex ar-
eas. We observed a similar columnar distribution of non-harmonic frequencies in network
oscillations generated in superficial and deep layers of visual cortex areas V1 and V2, sug-
gesting that this is a general phenomenon in the cortex. In the somatosensory cortex,
kainite-induced oscillations show two distinct oscillation frequencies that fall into the
beta and gamma-band (Roopun et al., 2006). In this cortical area gamma frequency
oscillations were present in supragranular layers, and beta frequency oscillations were
present in subgranular layers. Granular layer 4 displayed both frequencies in the power
spectrum. It is not know what the cellular mechanisms underlying these somatosensory
network oscillations are, but since they were induced by kainite instead of cholinergic
agonists, they most likely depend on different mechanisms (Fisahn et al., 2004; Bartos
et al., 2007). For instance, the kainate-induced beta oscillations in layer 5 of the so-
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Figure 2.7: L5 pyramidal neurons receive phase information from slow and fast oscillations
through IPSCs. (a) Field potential in L5 (top) and simultaneously recorded IPSCs (bottom). (b–c)
IPSC averaged field potential (top) and cellular recording (bottom) during slow (b) or fast (c) oscillation
episodes. (b–c) IPSC probability histogram (bottom) of IPSCs in (b–c) aligned with averaged field
potential (top). (d) IPSC frequency during episodes of slow and fast oscillations.
matosensory cortex did not depend on synaptic transmission. It is not known whether
layer 4 neurons fired phase-locked to one or both oscillation frequencies (Roopun et al.,
2006). In contrast, the cholinergic agonist-induced fast network oscillations in PFC are
depended on intact GABAergic and glutamatergic transmission, and layer 5 pyramidal
neurons showed timed spiking activity correlating with the phase information provided
by GABAergic and glutamatergic inputs.
The order of pyramidal cell firing and excitatory and inhibitory inputs are in line
with the synaptic feedback model for hippocampal oscillations, in which pyramidal cells
are connected to other pyramidal cells as well as perisomatic interneurons (Fisahn et al.,
1998; Mann and Paulsen, 2005; Mann et al., 2005). In this model pyramidal cell spiking
is followed shortly by excitatory inputs from other synchronized firing pyramidal cells
and after a disynaptic delay by inhibitory inputs through a negative feedback loop. As in
the hippocampus, excitatory inputs received by PFC layer 5 pyramidal cells are phase-
locked and arrive at the trough of the local field oscillation, coincident with cell firing,
whereas inhibitory inputs are phase-locked to the rising phase of the local field oscillations
and arrive with some delay after cell firing. These data support a cellular model of
network oscillations in which an inhibitory feedback loop plays a crucial role in the timing
of the oscillation cycle. In the neocortex, distinct feedback loops exist in superficial
and deep layers. Inhibitory feedback loops in superficial layers could synchronize local
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neuronal activity to a higher frequency than inhibitory feedback loops in deep layers.
Layer 5 pyramidal neurons with their extended morphology receive phase information
from both these networks, and synchronize its firing according to which network displays
the strongest synchronized synaptic activity.
Slow and fast oscillations occurred independently, sometimes one of these frequencies
was present, other times both were present. Since layer 5 pyramidal neurons synchronized
their firing to both fast and slow oscillations, whereas layer 6 pyramidal cells synchro-
nized their firing only to slow oscillations, these output pathways may function partly
in parallel. During fast oscillation episodes cell spiking of pyramidal neurons in layer 5
and 6 is uncorrelated, but during slow oscillation episodes both layer 5 and layer 6 cells
fire phase-locked to the oscillation cycle and their synchronized output contains a similar
time structure. Possibly, differences in synchronization between the cortical output layers
may create alternative patterns in which target areas are engaged.
Labeling studies show that in the rat medial PFC layer 5 neurons primarily project
to the striatum and the lateral hypothalamus, which are involved in the organization
and guidance of complex motor functions and the control of behavioral arousal and shifts
of attention, respectively (Purves et al., 2001; Gabbott et al., 2005). Layer 6 neurons
project mainly to the mediodorsal thalamus (Gabbott et al., 2005). The mediodorsal
thalamus receives processed information from the primary sensory and motor cortices,
and in its turn provides a mayor input to the frontal cortex (Purves et al., 2001). Hence,
in a simplified theoretical scheme, activation of the PFC subnetwork that generates fast
oscillations could function to modulate levels of alertness. Whereas activation of the PFC
subnetwork that generates slow oscillation episodes could additionally alter the thalamic
32 Chapter 2
input to the prefrontal cortex. Episodes during which both oscillation frequencies are
present may reflect ongoing parallel processing of information in both these networks.
This would allow for a highly flexible neuronal code involving parallel processing in
cortical subnetworks.
Chapter 3
Participation of Interneurons
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Human brain oscillations occur in different frequency bands that have been
linked to different behaviors and cognitive processes. Even within specific
frequency bands oscillations fluctuate in frequency and amplitude. In ro-
dent brain slices such frequency fluctuations are mediated by two distinct
networks controlling spike timing in layer 5 pyramidal neurons. Frequency
information is encoded and relayed between these networks through excita-
tory and inhibitory synaptic transmission. Both theoretical and experimen-
tal studies indicate that IPSC kinetics influence oscillation frequency. How
different interneuron types are involved in the frequency fluctuations seen
in network oscillations is not known. Here we show that fast-spiking and
non-fast spiking interneurons fire phase-locked to both slow and fast oscil-
lations. This implies that when the same interneuron fires, the subsequent
oscillation cycle can either be short or long. In addition, the different IPSC
kinetics of fast spiking and non-fast spiking interneurons did not result in
a different involvement in either slow or fast oscillations. Our data indicate
that the oscillation frequency is not determined by the kinetics of inhibitory
transmission of layer 5 interneurons.
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Introduction
Human brain oscillations occur in different frequency bands that have been linked to
different behaviors and cognitive processes(Gray et al., 1989; Bragin et al., 1995; Tallon-
Baudry et al., 1998; Fries et al., 2001; Pesaran et al., 2002; Buzsaki and Draguhn, 2004;
Kahana, 2006; Fan et al., 2007). Even within specific frequency bands oscillations fluctu-
ate in frequency and amplitude (Steriade et al., 1993; Bragin et al., 1995; Tallon-Baudry
et al., 1998; Palva et al., 2005). Such frequency fluctuations most likely reflect chang-
ing states of neuronal network activity, as brain oscillations arise from the correlated
synchronized activity of large numbers of neurons (Steriade et al., 1990; Lopes da Silva,
1991; Steriade et al., 1993). Previous findings indicate that frequency fluctuations in
acute slices from rat prefrontal cortex are mediated by two distinct networks controlling
spike timing in pyramidal neurons of output layers 5 and 6 (see Chapter 2). Action
potential discharges in layer 5 pyramidal neurons are controlled by both the slow and
fast oscillations, whereas L6 pyramidal cell spiking is controlled only by the slow oscil-
lation. At the synaptic level, L5 pyramidal cells receive phase information from slow
and fast oscillations through both EPSCs and IPSCs, of which the timing of IPSCs is
more precise than the timing of EPSCs (Chapter 2). This is in line with findings in
the hippocampus where IPSCs received by pyramidal cells are also more precisely timed
than EPSCs (Oren et al., 2006). Interneuron spiking thus appears to play an important
role in sustaining fast network oscillations (Hajos et al., 2004; Mann et al., 2005; Oren
et al., 2006; Tukker et al., 2007). Both theoretical and experimental studies indicate
that IPSC kinetics influence oscillation frequency (Whittington et al., 1995; Fisahn et
al., 1998; Traub et al., 1998; Palhalmi et al., 2004; Cope et al., 2005). Increasing IPSC
duration with benzodiazepines or barbiturates reduces the oscillation frequency in hip-
pocampal slices (Fisahn et al., 1998; Palhalmi et al., 2004; Cope et al., 2005). Fast
spiking, palvalbumin-positive interneurons are thought to control spike timing of pyra-
midal cells and network oscillations since they target the pyramidal cell soma or axon
initial segment forming synapses with predominantly GABA-receptors containing alpha1
subunits (Hajos et al., 2004; Mann et al., 2005; Freund, 2007). Intrinsic properties make
fast spiking cells suitable for sustaining high frequency firing (Pike et al., 2000). Non-fast
spiking CCK-positive perisomatic interneurons with synapses dominated by alpha2 sub-
units (Kawaguchi and Kondo, 2002; Bacci et al., 2003) are thought to be more involved
in modulation of fast network oscillations and in shaping the activity of subgroups and
assemblies of pyramidal cells (Freund, 2003; Klausberger et al., 2005).
Much less is known about which interneuron types are involved in generating and
sustaining fast network oscillations in the neocortex. However fast-spiking interneurons
also seem to play a role in kainate induced network oscillations in somatosensory cortex
(Roopun et al., 2006). Prefrontal L5 pyramidal neurons connect to several interneu-
ron classes, including interneurons located in L5 and L6 (Gabbott et al., 1997). How
different interneuron types are involved in the frequency fluctuations seen in prefrontal
fast network oscillations is not known. We hypothesize that the IPSCs measured in
layer 5 pyramidal neurons during slow and fast network oscillations come from different
sources: from fast-spiking interneurons that have faster kinetics during the fast oscilla-
tion episodes, and from non-fast spiking interneurons that have slower kinetics during
slow oscillation episodes. To test this we induced network oscillations in rat prefrontal
cortex slices while recording from electrophysiologically identified layer 5 interneurons.
We found that both fast-spiking and non-fast spiking interneurons fire phase-locked to
both slow and fast oscillations.
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Method summary
Slice preparation and electrophysiology
Prefrontal (IL) coronal cortical slices (350 µm) were prepared from P14–28 Wistar rats,
in accordance with Dutch license procedures. After recovery, slices were mounted on 8 ×
8 arrays of planar microelectrodes (Tensor Biosciences, Irvine, CA). Interneurons located
in L5 were selected on the basis of their morphology and firing pattern (Table 1). All
experiments were performed at 25 ◦C.
Data analysis
Electrophysiological data was analyzed using custom-written procedures in Igor Pro
(Wavemetrics, OR, USA).
Spike timing relative to field
The spike timing in single cells was analyzed relative to the ongoing field oscillation.
Spikes were detected using simple threshold detection. Circular statistics were used to
test whether individual cells showed phase locking to the network oscillation, and cells
not significantly coupled to the network were excluded from further analysis (Rayleigh
test, p < 0.05).
Statistics
Data are represented as mean ± s.e.m. Statistical analysis used either the Student’s
t test (paired or unpaired) or an ANOVA with Student Newman Keuls post-hoc test, as
appropriate. Circular statistics used the Rayleigh test, and the Watson-Williams test.
Asterisks represent p < 0.05.
Results
In acute brain slices from rat infralimbic cortex, the acetylcholinergic agonist carbachol
(25 µm) induces fast network oscillations (Figure 3.1a). We recorded these oscillations
using a 8 × 8 multi-electrode grid (Shimono et al., 2000; Mann et al., 2005) from iso-
lated infralimbic cortex slices to avoid interference from prelimbic cortex (see Chapter 4).
Carbachol-induced oscillations were dependent on intact glutamatergic and GABAergic
transmission (Figure B.1). Slow and fast network oscillations were differentially dis-
tributed over cortical layers (Figure 3.1b–d). More superficial layer 3/5 displayed field
potential oscillations at a higher frequency than deep layer 6 (Figure 3.1d; L3/5 13.5 ±
0.8 Hz; L6 10.3 ± 0.5 Hz; n = 18; p < 0.01). Wavelet analysis (Torrence and Compo,
1998) showed that the fast network oscillations fluctuated in magnitude over time, show-
ing clear episodes of increased or reduced magnitude (Figure 3.1e). The magnitude of
the oscillations was only significantly above the 1/f noise level for short episodes (see
methods). Slow oscillation episodes lasted longer and occurred less frequent than fast
oscillation episodes (Figure 3.1f; duration episodes: slow 371.3 ± 34.6 ms; fast 301.0 ±
28.4 ms; n = 12; p < 0.01; frequency epiodes: slow 1.4 ± 0.1 Hz; fast 1.9 ± 0.1 Hz; n
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Figure 3.1: Distribution of slow and fast oscillations over cortical layers in rat brain slices.
(A) Slices were cut from infralimbic prefrontal areas (right: picture from Paxinos and Watson, 2005)
and placed on a 8 × 8 multi-electrode grid (bottom). (B) Field potentials were simultaneously recorded
across cortical layers. Bandpass-filtered signals in dark colors. (C) Power spectra of recordings in (B).
(D) Frequency of oscillations in L3/5 and L6 (n = 18). (E) Frequency fluctuations of field potentials
(right, bottom) in time as analyzed using wavelet transform (top) with warmer colors representing
increasing magnitude. Right: expanded time scale in different layers. (F) Duration of episodes of slow
and fast oscillations (n = 12). (G) Occurrence of slow and fast oscillations (n = 12).
= 12; p < 0.01). Slow and fast oscillation episodes occurred simultaneously in ∼ 50% of
the time and separate from each other in ∼ 30% time (Figure 3.1g). The magnitude of
slow and fast oscillations was only weakly correlated in time (r = 0.29 ± 0.07; p < 0.01
in 12 slices).
We previously showed that L5 pyramidal neurons in mPFC can phase-lock their firing
to both fast and slow oscillations (Chapter 2). To study whether mPFC L5 interneurons
fire phase-locked to slow or fast oscillations or both we made cell-attached recordings
from L5 interneurons, while recording slow and fast field potential oscillations. After
5–10 minutes of cell-attached recording, patches were broken through to whole-cell con-
figuration to allow electrophysiological identification for post-hoc analysis We classified
interneurons as fast spiking (FS) or non-fast spiking (non-FS) based on their spiking
pattern and action potential characteristics (Table 3.1, Figure 3.2) (Bacci et al., 2003).
Following a current step protocol, FS interneurons started spiking at a later current step
than non-FS interneurons (Figure 3.2a), but rapidly increased their spike frequency with
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Figure 3.2: Electrophysiological properties of fast-spiking (FS) and non fast-spiking (non-
FS) cells. (a–a) Example current-clamp recording of FS cell. Shown is first depolarizing step at which
the cell fired (a) and responses after –50 pA and +140 pA current injection (a). (b–b) as (a–a) for
non-FS cell. Note the difference with FS cell in action potential shape as well as firing frequencies.
(c) Plot of mean firing frequencies in response to injected currents of different amplitudes for FS cells
(gray, n = 6) and non-FS cells (black, n = 18). (d) Mean firing frequency after 140 pA current injection
for FS cells (n = 5) and non-FS cells (n = 13).
increasing current (Figure 3.2a–c; slope f-I plot between 0–140 pA: FS 0.45 ± 0.04 Hz/pA,
n = 5; non-FS 0.16 ± 0.02 Hz/pA, n = 11; p < 0.01). With 140 pA current injection fast
spiking interneurons displayed a two-fold increase in spiking frequency compared to non-
FS cells (Figure 3.2d; FS 40.6 ± 5.9 Hz, n = 5; non-FS 21.7 ± 2.7 Hz, n = 11; p < 0.01).
Fast spiking and non-fast spiking cells also differed in action potential characteristics as
half-width and afterhyperpolarzation (Table 1).
Upon carbachol application 20 out of 30 interneurons started spiking (Figure 3.3a–
d). The overall firing frequency for fast spiking and non-spiking interneurons was in the
range of ∼ 3–4 Hz (Figure 3.3e; FS 4.5 ± 2.1 Hz, n = 5; non-FS 3.3 ± 0.5 Hz, n = 11;
p = 0.46). The variation in firing frequency was considerable, especially for fast spiking
interneurons (Figure 3.3e). Surprisingly, interneurons did not fire at a higher rate than
layer 5 pyramidal cells (pyramidal cells 3.1 ± 0.6 Hz, n = 8; ANOVA p = 0.62) as has
been reported for carbachol-induced oscillations in the hippocampus (Oren et al., 2006).
In slices that showed two distinct oscillation frequencies, 8 out of 13 interneurons fired
phase-locked to both slow and fast oscillations with the highest discharge probability
during the rising phase of the local oscillation (Figures 3.4 and 3.5). Of the other cells,
two cells fired only phase-locked to the fast oscillation, and three cells did not fire phase-
locked. FS and non-FS interneurons did not differ in phase of firing (Figure B.7a; mean
phase of all phase-locked cells; FS (n = 4): 4.55 ± 0.21 rad, non-FS (n = 4) 4.71 ± 0.37
rad, p = 0.72) or amount of jitter (Figure B.7b; FS: 0.28 ± 0.06; non-FS 0.12 ± 0.04, p =
0.07). The phase of firing was similar for slow and fast oscillations (Figure B.8a; slow 4.76
± 0.44 rad, fast 5.00 ± 0.34 rad, n = 5, p = 0.19). Also the strength of phase-coupling
was similar for slow and fast oscillation (Figure B.8b; slow r = 0.21 ± 0.02, fast r = 0.30
± 0.07, n = 6, p = 0.10). These data suggest that action potential firing in fast-spiking
and non fast-spiking interneurons is controlled by both slow and fast oscillations.
38 Chapter 3
100 s
 50 pA 
+ carbachola b
c d
e
500 ms
 50 pA 
30
20
10
0Sp
ik
e 
fre
q.
 
(H
z)
6004002000
Time (s)
100
50
0S
pi
ke
s/
bi
n
20100
Spike freq. (Hz)
15
10
5
0
Sp
ik
e 
fre
q.
 
(H
z)
FS non-FS pyr
ns
Figure 3.3: Carbachol application increases spike frequencies in fast-spiking (FS) and non-
FS interneurons. (a) Example 10 min. cell-attached recording of FS cell during carbachol application
(arrow). (b) as (a) with expanded time scale. (c) Spike frequency of recording in (a) in time. (d) Spike
frequency histogram of recording in (a). (e) Median spike frequency after carbachol application for FS
(n = 5) and non-FS (n = 11) interneurons and L5 pyramidal cells (n = 8).
In previous experiments we recorded excitatory and inhibitory postsynaptic currents
(EPSCs and IPSCs) received by L5 pyramidal neurons, and found that both EPSCs and
IPSCs were phase-locked to the oscillations (Figures 2.6,, 2.7, and 3.6). Interneuron firing
and IPSC arrival at the pyramidal cell occurred at the rising phase of the local oscillation
cycle and were preceded by EPSC arrival at the pyramidal cell and pyramidal cell spiking
that both occurred at the trough of the oscillation cycle (Figure 3.6a–i; ANOVA, p <
Table 3.1: Firing properties of FS and non-FS interneurons. All values are means ± s.e.m.; ** p <
0.01; n = 6 (FS); n = 18 (non-FS). Note that for AP properties only cells with a minimum spike height
of 20 mV were included, leaving n = 5 (FS) and n = 16 (non-FS). aAHP, Afterhyperpolarization;
calculated as the difference between action potential threshold and the most negative level reached
during the repolarizing phase. bCalculated from total spikes elicited by 1-sec-long current injections of
140 pA. cf-i slope, firing frequency versus injected current slope, with current injections ranging from
0 to 140 pA. dSpike frequency adaptation was calculated as the ratio of the instantaneous frequency
at the second and eight spike intervals in an action potential train.
FS non-FS
Action potential
- threshold (mV) –38.8 ± 2.6 –36.9 ± 1.2
- height (mV) 39.1 ± 1.8 45.3 ± 2.1
- half-width (ms) 0.8 ± 0.1 1.8 ± 0.1 **
- AHP (mV)a 22.4 ± 1.7 16.0 ± 1.0 **
mean firing frequency (Hz)b 40.6 ± 5.9 21.7 ± 2.7 **
f-i slope (Hz/pA)c 0.45 ± 0.04 0.16 ± 0.02 **
adaptationd 1.00 ± 0.04 0.82 ± 0.04 **
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Figure 3.4: Fast-spiking interneurons fire phase-locked to slow and fast network oscilla-
tions. (a) Slice on multi-electrode array with patch pipette on top. (b) Simultaneously recorded field
potential in L5 (top, bandpass-filtered signal in black) and FS cell action potentials in cell-attached
mode (bottom). Boxes are drawn around a slow (left) and fast (right) episode of field oscillations. (c,
d) Spike averaged field potential (top) and cellular recording (bottom) of spikes that occurred during
slow (c) or fast (d) oscillation episodes. (e, f) Spike probability histogram (bottom) of spikes during
slow (e) or fast (f) oscillation episodes, aligned with peak-to-peak cycle average of field potential (top).
0.01; IPSCs (n = 9) 4.68 ± 0.19 rad; interneurons (n = 8) 4.46 ± 0.16 rad; p = 0.36.
EPSCs (n = 10) 3.77 ± 0.16 rad; pyramidal cells (n = 10) 3.48 ± 0.14 rad; p = 0.20). The
strength of phase-coupling of interneurons was in between pyramidal cells and EPSCs on
the one hand and IPSCs on the other hand, and did not differ significantly with any other
group. IPSCs showed stronger phase-coupling than EPSCs and pyramidal cell spiking
(Figure 3.6a–h, J; ANOVA, p < 0.05; IPSCs r = 0.37 ± 0.07; interneurons r = 0.25 ±
0.04, p = 0.07; EPSCs r = 0.21 ± 0.03, p = 0.04; pyramidal cells r = 0.21 ± 0.02, p =
0.02).
These results show that fast spiking and non-fast spiking interneurons in L5 of rat
prefrontal cortex fire phase-locked to both slow and fast oscillation episodes. Interneuron
spiking coincides with IPSC arrival on L5 pyramidal cells and occurs later at the local
oscillation cycle than pyramidal cell spiking and EPSC arrival.
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Figure 3.5: Non-FS interneurons spike phase-locked to slow and fast network oscillations.
(a) Simultaneously recorded field potential in L5 (top, bandpass-filtered signal in black) and non-FS
cell action potentials in cell-attached mode (bottom). Boxes are drawn around a slow (left) and fast
(right) episode of field oscillations. (b) Power spectrum of field recording in L5. (c, d) Spike averaged
field potential (top) and cellular recording (bottom) of spikes that occurred during slow (c) or fast (d)
oscillation episodes. (e, f) Spike probability histogram (bottom) of spikes during slow (e) or fast (f)
oscillation episodes, aligned with peak-to-peak cycle average of field potential (top).
Discussion
Frequency fluctuations in rodent brain slices are generated by distinct neocortical net-
works (Chapter 2). In line with previous work, our data shows that slow and fast os-
cillations are distrubuted over superficial and deep cotical layers. Fast oscillations were
primarily found in more superficial layer 3/5, whereas slow oscillations were dominant in
deep layer 6. In cortical layer 5 episodes of both slow and fast oscillation were present.
Pyramidal cells in layer 5 fire phase-locked to both slow and fast oscillations, and receive
IPSCs that are phase-locked to slow and fast oscillations (Chapter 2). Since IPSC kinet-
ics are thought to determine oscillation frequency (Whittington et al., 1995; Fisahn et
al., 1998; Traub et al., 1998; Palhalmi et al., 2004; Cope et al., 2005), we hypothesized
that two classes of interneurons are differentially involved in slow and fast oscillations:
fast spiking parvalbumin positive interneurons with fast kinetics in sustaining fast oscil-
lations, and non-fast spiking CCK positive interneurons with slower kinetics in sustaining
slow oscillations. To examine whether IPSCs during slow and fast oscillation episodes
originated from the same or different interneurons, we recorded L5 interneurons while in-
ducing network oscillations. We found, contrary to our hypothesis, that fast spiking and
non-fast spiking interneurons could fire phase-locked to both slow and fast oscillations.
Also, there was no difference at what phase of the oscillation cycle interneurons fired
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Figure 3.6: Interneuron spiking and IPSC arrival on pyramidal cells occur at the same
phase of the oscillation cycle. (A) Spike averaged field potential (top) and cellular recording
(bottom) of pyramidal cell spiking during field oscillations. (b) Spike probability histogram (bottom)
of spikes aligned with peak-to-peak cycle average (top) of field potential. (c–d) as (a–b) for pyramidal
EPSCs. (e–f) as (a–b) for pyramidal IPSCs. (g–h) as (a–b) for interneuron spikes. (i) Phase of
oscillation cycle of pyramidal cell firing, EPSC and IPSC arrival and interneuron firing (pyramidal
cells, n = 10; EPSCs, n = 10; IPSCs, n = 9; interneurons, n = 8). The trough of the oscillation cycle
is defined as pi radians. (j) Phase-coupling (pyramidal cells, n = 10; EPSCs, n = 10; IPSCs, n = 9;
interneurons, n = 8). Non significant comparisons are not shown for clarity.
between slow and fast oscillation episodes. This implies that when the same interneuron
fires the subsequent oscillation cycle can either be short or long.
In hippocampus, fast spiking and non-fast spiking interneurons make synapses with
different GABAA-receptor subunit composition, resulting in differences in IPSC kinetics
(Bacci et al., 2003; Freund, 2003). It is not known whether GABAergic synapses made by
fast spiking and non-fast spiking interneurons in the PFC display different IPSC kinetics.
If this would be the case, oscillation frequencies in the PFC are not determined by single
IPSCs, since we did not observe differences in action potential phase-locking between
the interneuron types. Alternatively, the oscillation frequency could be affected by the
kinetics of summated IPSCs. These summated IPSCs could show different kinetics if
different amounts of IPSCs are summated, or if there is a differential contribution of
slow and fast IPSCs. Fast spiking and non-fast spiking interneurons showed a similar
amount of phase-locking during slow and fast oscillation episodes. Although fast spiking
interneurons showed a trend towards stronger phase-locking compared to non-fast spiking
interneurons, this was the case for both slow and fast oscillations. Thus, it seems unlikely
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that fast spiking and non-fast spiking cells would contribute to a different extend to IPSC
summation.
Apart from IPSC kinetics, interneurons other than layer 5 fast spiking and non-
fast spiking interneurons could be involved in setting the oscillation frequency. The
phase-coupling of IPSCs received by the pyramidal is stronger than the phase-coupling
of interneuron action potentials, implying that IPSC arrival at pyramidal cells is more
precisely timed than layer 5 interneuron firing. This could result from the contribution
of other interneuron types to spontaneous IPSCs received by layer 5 pyramidal neurons.
These other interneuron types could be located in layer 3 or layer 6 (Gabbott et al.,
1997).
In the hippocampus more than fifteen interneuron types have been identified based on
axonal and dendritic morpholgy and chemical markers (Somogyi and Klausberger, 2005).
Both in vivo and in vitro studies show that different interneuron types have distinct
roles in sustaining hippocampal network oscillations (Hajos et al., 2004; Somogyi and
Klausberger, 2005; Oren et al., 2006; Tukker et al., 2007). Some interneurons participate
in theta, gamma and ripple oscillations, whereas other types do not (Klausberger et al.,
2003). Perisomatic interneurons show a stronger involvement in fast network oscillations
than dendritic targeting interneurons, although bistratified interneurons are an exception
to this general rule (Hajos et al., 2004; Tukker et al., 2007). Interneurons can also differ
in the relative timing to the local oscillation cycle: CCK positive cells in the CA1 region
are found to fire even before pyramidal cell firing, in contrast to all other interneuron
types that fire on the ascending phase of the oscillation cycle (Tukker et al., 2007). This
could result from feed-forward inhibition as in the hippocampal circuitry fast network
oscillations are generated in CA3 and then relayed to the CA1 area (Fisahn et al., 1998).
In the prefrontal cortex interneurons have been subdivided in three main cell classes
based on electrophysiological properties: fast spiking, late spiking and non-fast spik-
ing cells (Kawaguchi and Kondo, 2002, Couey et al., 2007). Further subdivisions can
be made based on neurochemical markers and morphology. Like in the hippocampus,
perisomatic or basket cells can be positive for parvalbumin or cholecystokinin (CCK),
the first coinciding with a fast spiking electrophysiological profile, and the latter with a
non-fast spiking profile (Kawaguchi and Kondo, 2002). In contrast to their hippocampal
counterparts layer 5 fast spiking and non-fast spiking interneurons show a similar timing
of firing to the field oscillations, and they fire phase-locked to slow and fast oscillation
episodes. This implies that the oscillation frequency does not rely on the kinetics of
inhibitory transmission of these interneurons.
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Cortical Interaction
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Prelimbic and Infralimbic Prefrontal Cortex Interact During Fast Net-
work Oscillations
Karlijn I. van Aerde, Tim S. Heistek, and Huibert D. Mansvelder
Department of Intergrative Neurophysiology, Center for Neurogenomics and Cognitive Research (CNCR), VU University Ams-
terdam, Amsterdam, the Netherlands.
The medial prefrontal cortex has been implicated in a variety of cognitive
and executive processes such as decision making and working memory. The
medial prefrontal cortex of rodents consists of several areas including the
prelimbic and infralimbic cortex that are thought to be involved in different
aspects of cognitive performance. Despite the distinct roles in cognitive be-
havior that have been attributed to prelimbic and infralimbic cortex, little
is known about neuronal network functioning of these areas, and whether
these networks show any interaction during fast network oscillations. Here
we show that fast network oscillations in rat infralimbic cortex slices oscillate
at higher frequencies and with higher power than oscillations in prelimbic
cortex. The difference in oscillation frequency disappeared when prelimbic
and infralimbic cortex were disconnected. Also, the power of oscillations in-
creased in both areas when disconnected from each other. Our data indicate
that neuronal networks of prelimbic and infralimbic cortex can sustain fast
network oscillations independent of each other, but suggest that neuronal
networks of prelimbic and infralimbic cortex are interacting during these
oscillations.
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Introduction
The medial prefrontal cortex (mPFC) of rodents consists of several areas including the
prelimbic and infralimbic cortex (Van Eden and Uylings, 1985; Uylings et al., 2003;
Hoover and Vertes, 2007). These adjacent cortical areas have a different cytoarchitecture
(Van Eden and Uylings, 1985) and partly differ in their connections with other brain
areas (Hoover and Vertes, 2007). Although many studies have addressed the role of
prelimbic and infralimbic cortex without distinguishing between the two areas, other
studies show specific involvement of prelimbic or infralimbic cortex in cognitive behavior
(Dalley et al., 2004; Marquis et al., 2007; Ragozzino, 2007). Injection and lesion studies
in the awake animal suggest that the prelimbic cortex is involved in behavioral flexibility
(Marquis et al., 2007; Ragozzino, 2007), whereas the infralimbic cortex seems to be
involved in impulsive behavior and habit formation (Chudasama et al., 2003; Killcross
and Coutureau, 2003; Murphy et al., 2005).
High-frequency oscillations in the beta (14–30 Hz) and gamma range (30–80 Hz) have
been linked to cognitive processing and working memory in humans (Tallon-Baudry et al.,
1998; Howard et al., 2003) and animals (Fries et al., 2001; Pesaran et al., 2002). Studies
in the awake animal show that during working memory acetylcholine levels increase in
prelimbic and infralimbic cortex, and that these increased cholinergic levels are necessary
for accurate performance (Passetti et al., 2000; McGaughy et al., 2002; Kozak et al.,
2006; Parikh et al., 2007). In vitro, cholinergic agonists such as carbachol, induce fast
network oscillations in acute slices of rodent cortex (Buhl et al., 1998; Chrobak and
Buzsaki, 1998; Csicsvari et al., 2003; Mann et al., 2005; Bartos et al., 2007). Despite the
distinct roles in cognitive behavior that have been attributed to prelimbic and infralimbic
cortex, little is known about neuronal network functioning of these areas, and whether
these networks show any interaction during fast network oscillations.
To address these questions, we induced carbachol-induced fast network oscillations in
acute brain slices of rat prelimbic and infralimbic cortex, while they were connected with
each other, or in isolation. We find that fast network oscillations in infralimbic cortex
oscillate at higher frequencies and with higher power than oscillations in prelimbic cor-
tex. The difference in oscillation frequency disappeared when prelimbic and infralimbic
cortex were disconnected. Thus, although neuronal networks of prelimbic and infralimbic
cortex can sustain fast network oscillations independent of each other, our data suggest
that neuronal networks of prelimbic and infralimbic cortex are interacting during these
oscillations.
Method summary
Slice preparation and electrophysiology
Prefrontal coronal cortical slices (400 µm) were prepared from P14–28 Wistar rats, in
accordance with Dutch license procedures. Slices were left to recover for 1 h. Mini slices,
containing either the prelimbic or infralimbic cortex, were cut using surgical blades. In
other slices, prelimbic and infralimbic cortex were disconnected by making a cut between
these areas. Electrical stimulation experiments confirmed the functional disconnection.
Slices were mounted on 8 × 8 arrays of planar microelectrodes (Tensor Biosciences, Irvine,
CA). All experiments were performed at 25 ◦C.
Cortical Interaction 45
Data analysis
Electrophysiological data was analyzed using custom-written procedures in Igor Pro
(Wavemetrics, OR, USA).
CSD
All signals were peak-to-peak averaged relative to a reference recording from prelimbic
or infralimbic cortex. CSD plots are shown using an inverted color scale, with warm colors
corresponding to current sinks (i.e., neuronal membrane inward currents) and cool colors
corresponding to current sources.
Statistics
Data are represented as mean ± s.e.m. Statistical analysis used either the Student’s
t test (paired or unpaired) or an ANOVA with Student Newman Keuls post-hoc test, as
appropriate. Asterisks represent p < 0.05.
Results
To record from prelimbic and infralimbic cortex simultaneously, we placed acute rat
prefrontal cortex slices on a planar 8 × 8 multi-electrode grid with an interelectrode
distance of 300 µm, covering an area of 4.4 mm2 (Shimono et al., 2000; Mann et al.,
2005) (Figure 4.1a–c). Bath application of 25 µm carbachol (CCh) induced fast network
oscillations that were dependent on glutamatergic and GABAergic transmission (Figure
B.1). Fourier analysis revealed that field oscillations in the infralimbic cortex oscillated
at a higher frequency compared to the prelimbic cortex (Figure 4.1c–e; mean ± s.e.m.;
prelimbic (PrL) 12.7 ± 0.7 Hz; infralimbic (IL) 14.7 ± 0.9 Hz; p = 0.02, n = 12).
Oscillation power in infralimbic cortex was greater than prelimbic cortex in 13 out of 15
slices, and varied greatly between experiments (Figure 4.1f; area power spectrum 5–35
Hz; PrL 1.5 ± 0.3 µV2; IL 2.1 ± 0.5 µV2; p = 0.02, n = 15). To calculate the relative
power of prelimbic to infralimbic oscillations, we normalized the power in prelimbic cortex
to the power in infralimbic cortex per experiment. On average the power in prelimbic
cortex was reduced with ∼ 25% (Figure 4.1g; PrL 73.7 ± 6.8% of IL, p < 0.01, n = 15).
Thus, fast network oscillations in prelimbic and infralimbic cortex differ in frequency and
power.
The power of the fast network oscillations strongly fluctuated in time, both in prelim-
bic and infralimbic cortex. Since fast network oscillations reflect synchronized activity of
large groups of neurons (Steriade et al., 1990; Lopes da Silva, 1991; Steriade et al., 1993),
these power fluctuations most likely reflect episodes of increased and reduced synchronic-
ity in neuronal activity, which is a property of neuronal networks (Paulsen and Sejnowski,
2006). To determine whether prelimbic and infralimbic cortex neuronal networks show
differences in power fluctuations, these fluctuations in oscillation power were quantified
using time resolved wavelet analysis (Torrence and Compo, 1998) (Figure 4.2a–d). In
both prelimbic and infralimbic cortex, the episodes during which the power of oscilla-
tions was significantly above threshold (see Materials and Methods, Figure B.2) occurred
around 2 Hz (PrL 1.9 ± 0.2 Hz, n = 5; IL 1.7 ± 0.1 Hz, n = 7; p = 0.59) and lasted about
225 ms (Figure 4.2e; mean of medians ± s.e.m.; PrL 212.9 ± 25.6 ms, n = 5; IL 237.6
± 20.4 ms, n = 7; p = 0.46). The oscillation episodes occurred both simultaneously and
separately in prelimbic and infralimbic cortex (Figure 4.2f; only PrL 18.1 ± 2.3%; only
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Figure 4.1: Fast network oscillations are bigger and faster in infralimbic cortex compared
to prelimbic cortex. (a) Picture of coronal slice containing medial prefrontal areas prelimbic cortex
(PrL) and infralimbic cortex (IL). From The Rat Brain in Stereotaxtic Coordinates by G. Paxinos
and C. Watson, 2005. (b) Slice placed on 8 × 8 multi-electrode array. (c) Simultaneous recorded field
potentials in prelimbic (top) and infralimbic (bottom) cortex before (left) and after (right) induction of
fast network oscillations by carbachol. Bandpass-filtered traces in darker colors. (d) Power spectrum
of recordings in (c). (e) Frequency of oscillations in prelimbic and infralimbic cortex (n = 12, p =
0.02). (f) Absolute oscillation power (taken as area below 5–35 Hz from power spectrum) (n = 15, p
= 0.02). (g) Oscillation power in prelimbic cortex as percentage of power in infralimbic cortex (n =
15, p < 0.01).
IL 25.2 ± 2.1%; both 33.1 ± 4.7%; neither 23.7 ± 4.3%, n = 5). These findings suggest
that fast network oscillations in prelimbic and infralimbic cortex can occur independently
from each other.
To further investigate whether separate neuronal networks generate the fast network
oscillation in prelimbic and infralimbic cortex, we analyzed the underlying current sinks
and sources that generated the field oscillations with two dimensional current-source-
density (CSD) analysis (Shimono et al., 2001) (Figure 4.3). When an electrode in layer 5
from the prelimbic cortex served as reference electrode, a sink-source pair between layer 5
and the superficial layers 1/2 was revealed (Figure 4.3c). In 6 out of 12 slices the current
sink-source pair was restricted to the prelimbic cortex and did not involve the infralimbic
cortex (Figure 4.3b). When in the same experiment an electrode in layer 5 from the
infralimbic cortex served as reference electrode, a current sink-source pair between the
deep and superficial layers of infralimbic cortex was revealed (Figure 4.3f). This sink-
source pair did not extend to the prelimbic cortex and was completely restricted to the
infralimbic cortex (Figure 4.3e). These results show that the fast network oscillations are
generated by separate neuronal networks in prelimbic and infralimbic cortex, and can be
restricted to that area.
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Figure 4.2: Oscillations in prelimbic and infralimbic cortex can be present simultaneously
or separate from each other. (a–b) Frequency fluctuations in time as analyzed with wavelet anal-
ysis from simultaneous recordings in prelimbic (a) and infralimbic (b) cortex. Warmer colors repre-
sent increasing oscillation magnitudes. (c–d) Expanded time-scale from boxed region in (a–b) with
bandpass-filtered (red) field recording (bottom). (e) Duration of oscillation episodes in prelimbic (red)
and infralimbic (blue) cortex (PrL, n = 5; IL, n = 7). (f) Relative amount of time when oscillations
were present in prelimbic and infralimbic cortex simultaneous or separate from each other, or both
absent (n = 5).
Since fast network oscillations in prelimbic and infralimbic are generated by their own
neuronal networks, this could suggest that they may exist independent from each other.
To test whether neuronal networks from prelimbic and infralimbic cortex can generate
and sustain fast network oscillations independent of each other, we cut out mini-slices
that included either the prelimbic or the infralimbic cortex (Figure 4.4a). Application of
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Figure 4.3: Current source density analysis of prelimbic and infralimbic electrodes reveals
two sink-source pairs of oscillations. (a) Brain slice with 2D-CSD plot as calculated from peak-to-
peak cycle averaged field potentials from 8 × 8 multi-electrode array. (b) Peak-to-peak cycle averaged
field potentials, using a prelimbic field recording as reference oscillation (red trace). Two oscillation
cycles are shown for clarity. The white rectangle in (a) marks the column of 8 electrodes, spanning
prelimbic and infralimbic cortex, that are displayed. (c) 2D-CSD plots of 8 × 8 electrodes at different
time points. The CSD plots display alternating sink (red) and source (blue) pairs between deep and
superficial layers of prelimbic cortex. Note that sink-source pairs are restricted to prelimbic cortex.
(d–f) as (a–c) using an infralimbic field recording (red trace in (e) as reference oscillation. Note that
sink-source pairs are restricted to infralimbic cortex.
carbachol to these isolated slice parts induced fast network oscillations in both prelimbic
slices and infralimbic slices (Figure 4.4). The power of oscillations was much larger in
both prelimbic and infralimbic isolated slices compared to the slices that contained both
areas (Figure 4.5b; PrL: isolated 4.0 ± 0.4 pV2, n = 17, connected 1.5 ± 0.3 pV2, n =
15, p < 0.01; IL: isolated 7.9 ± 1.8 pV2, n = 12, connected 2.1 ± 0.5 pV2, n = 15, p <
0.01). This was due to an increase in the median and maximum magnitude of oscillations
in isolated slices (Figure 4.5c, d; median magnitude: isolated-PrL 5.9 ± 0.2 µV2, n =
4, connected-PrL 2.5 ± 0.4 µV2, n = 5, p < 0.01; isolated-IL 9.5 ± 1.7 µV2, n = 5,
connected-IL 3.2 ± 0.6 µV2, n = 7, p < 0.01; maximum magnitude: isolated-PrL 22.1
± 2.8 µV2, n = 4, connected-PrL 10.1 ± 0.8 µV2, n = 5, p < 0.01; isolated-IL 28.8 ±
2.6 µV2, n = 5, connected-IL 13.4 ± 2.0 µV2, n = 7, p = 0.01). Also, the duration of
episodes showed a two-fold increase in isolated slices (Figure 4.5e, f; PrL: isolated 419.6 ±
29.4 ms, n = 4, connected 212.9 ± 25.6 ms, n = 5, p < 0.01; IL: isolated 576.0 ± 55.6 ms,
n = 5, connected 237.6 ± 20.4 ms, n = 7, p < 0.01). The power of the field oscillations
in the isolated infralimbic slices was larger than the power in isolated prelimbic slices
(Figure 4.4c; isolated-PrL 4.0 ± 0.4 pV2, n = 17; isolated-IL 7.9 ± 1.8 pV2, n = 12; p
= 0.02), similarly to when the areas were connected (Figure 4.1f). This suggests that
the difference in oscillation power between these areas results from properties within the
prelimbic and infralimbic neuronal networks. In contrast, the frequency of oscillations in
isolated prelimbic and isolated infralimbic slices was not different (Figure 4.4b; isolated-
PrL 13.8 ± 0.9 Hz, n = 17; isolated-IL 13.8 ± 1.0 Hz, n = 12; p = 0.97). This was
surprising since the oscillation frequencies were different in prelimbic and infralimbic
cortex when these areas were connected (Figure 4.1d). This could suggest that during
fast network oscillations, prelimbic and infralimbic cortical neuronal networks affect each
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Figure 4.4: Oscillations in infralimbic mini-slices are bigger but not faster than in prelimbic
mini-slices. (a) Mini-slices were cut from hemisphere-slices and placed on a 8 × 8 multi-electrode
array. Drawn lines indicate boundaries of prelimbic and infralimbic cortex (adapted from The Rat
Brain in Stereotaxic Coordinates, by G. Paxinos and C. Watson, 2005). (b) Oscillation frequency of
prelimbic and infralimbic mini-slices (PrL, n = 17; IL, n = 12). (c) Oscillation power of prelimbic and
infralimbic mini-slices (PrL, n = 17; IL, n = 12).
other, giving rise to differences in oscillation frequency, which disappear when these areas
are isolated from each other (Figure 4.5a; PrL: isolated 13.8 ± 0.9 Hz, n = 17; connected
12.7 ± 0.7 Hz, n = 12; p = 0.39. IL: isolated 13.8 ± Hz, n = 12; connected 14.7 ± 0.9
Hz, n = 12; p = 0.51).
To investigate whether a direct connection between prelimbic and infralimbic cortex
modulates the oscillation frequency to be different between these areas, we made a cut
in whole coronal slices between prelimbic and infralimbic cortex (Figure 4.6a). Indeed,
after the cut was made there no longer was a difference in oscillation frequency between
prelimbic and infralimbic cortex (Figure 4.6b; PrL 13.5 ± 1.3 Hz; IL 13.5 ± 1.1 Hz; n
= 7; p = 0.94). Surprisingly, there was also no difference in oscillation power between
prelimbic and infralimbic cortex (Figure 4.6c; PrL 3.1 ± 1.5 pV2; IL 3.0 ± 1.3 pV2; n =
7; p = 0.84), which could result from the large variation in oscillation power.
The above results suggest that prelimbic and infralimbic cortex are interacting during
oscillations since connected prelimbic and infralimbic cortex show differences in frequency
that disappear when the connection between these areas is cut either in whole coronal
slices or in isolated mini-slices. Indeed, prelimbic and infralimbic cortex are known to be
strongly connected with each other (Jones et al., 2005). If these areas are affecting each
other during fast network oscillations, one would expect a larger correlation between the
field potentials in these areas when they are connected than in isolation. To that end, we
cross-correlated the field potentials in connected prelimbic and infralimbic cortex slices,
in disconnected whole coronal slices and in slices from isolated prelimbic and isolated
infralimbic cortex placed on the same electrode grid (Figure 4.7). In slices of connected
prelimbic and infralimbic cortex there was a significantly higher correlation between the
field potentials than when these areas were disconnected or isolated (Figure 4.7b; cross-
correlation at 900 µm; connected: r = 0.33 ± 0.03, n = 12; disconnected: r = 0.12
± 0.01, n = 6 isolated: r = 0.12 ± 0.02, n = 5; ANOVA p < 0.01; Newman-Keuls
p < 0.01). This suggests that although infralimbic and prelimbic cortex can generate
and sustain fast network oscillations, they do interact and affect synchronization of each
others neuronal networks.
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Figure 4.6: Oscillation frequency difference disappears after disconnecting prelimbic and
infralimbic cortex. (a) A cut was made between prelimbic and infralimbic cortex. Drawn lines
indicate boundaries of prelimbic and infralimbic cortex (adapted from “The Rat Brain in Stereotaxic
Coordinates”, by G. Paxinos and C. Watson, 2005). (b) Oscillation frequency of disconnected prelimbic
and infralimbic cortex (n = 7, p = 0.94). (c) Oscillation power of disconnected prelimbic and infralimbic
cortex (n = 7, p = 0.84).
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Figure 4.7: Cross-correlation between prelimbic and infralimbic cortex.(a–c) Cross-correlation
between prelimbic and infralimbic cortex in a connected slice (a) disconnected slice (b) and between
two isolated mini-slices. Vertical dashed line at t = 0 s. (d) Maximal cross-correlation (connected n =
12; disconnected n = 6; isolated slices n = 5, p < 0.01).
Discussion
Prelimbic and infralimbic cortex are both part of the medial prefrontal cortex (Van Eden
and Uylings, 1985) and are associated with different aspects of working memory (Chu-
dasama et al., 2003; Killcross and Coutureau, 2003; Dalley et al., 2004; Murphy et al.,
2005; Marquis et al., 2007; Ragozzino, 2007). Despite the distinct roles in cognitive be-
havior little is known about neuronal network functioning of these areas, and whether
these networks show much interaction during fast network oscillations. We investigated
carbachol-induced fast network oscillations in acute rat slices of prelimbic and infral-
imbic cortex. We performed simultaneous field recordings of connected prelimbic and
infralimbic cortex, and of isolated prelimbic or infralimbic mini-slices. We found that
neuronal networks of prelimbic and infralimbic cortex can sustain fast network oscilla-
tions independent of each other in isolated mini-slices. When connected, fast network
oscillations in prelimbic and infralimbic cortex remain restricted to their own area in
50% of the slices. Fast network oscillations in the infralimbic cortex displayed a higher
power than oscillations in prelimbic cortex, in both connected and isolated slices. In
disconnected slices there was no difference in oscillation power, but this could be masked
by the large extend of variation. The difference in oscillation power suggests a difference
in internal network properties between prelimbic and infralimbic cortex. The architec-
ture of the microcircuit could play a role in this. Hippocampal oscillations display fast
network oscillations with much higher power, than oscillations generated by neocortical
networks (Buhl et al., 1998; Chrobak and Buzsaki, 1998; Csicsvari et al., 2003; Mann
et al., 2005; Bartos et al., 2007). It is generally assumed that this results from the one
layered pyramidal cell structure of the hippocampal circuit (Bartos et al., 2007). The
microcircuit layout of prelimbic and infralimbic cortex is very alike: both consisting of
a typical neocortical multi-layered structure, both lacking layer 4, which is typical of
the rodent medial prefrontal cortex (Van Eden and Uylings, 1985; Uylings et al., 2003).
However, there are two striking differences between infralimbic and prelimbic cortical
architecture: 1– the lamination in general, and especially of layer 2 and layer 3, is less
clear in infralimbic cortex (Van Eden and Uylings, 1985; Gabbott et al., 1997); 2– the
prelimbic cortex is thicker and contains a larger number of cells per column than infral-
imbic cortex (Van Eden and Uylings, 1985; Gabbott et al., 1997). Since fast network
oscillations result from the synchronized activity of large groups of neurons (Steriade
et al., 1990; Lopes da Silva, 1991; Steriade et al., 1993), the increased number of cells
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available in prelimbic cortex would seem an advantage, assuming an equal proportion
of cells that participate in fast network oscillations. On the other hand, the thinner
cortical layers in the infralimbic cortex could also lead to more alignment of the neurons
generating the fast network oscillations, and hence to a greater summation of currents.
However, the general decreased lamination of the infralimbic cortex would reduce this
effect. If it is not through differences in cell number or lamination, the infralimbic cortex
could be more tuned to generate fast network oscillations than prelimbic cortex through
other properties, such as possible differences in cell types, intralaminar connectivity or
sensitivity to carbachol.
The frequency of fast network oscillations seems to be partly dependent on the inter-
action between prelimbic and infralimbic cortices. When connected, infralimbic cortex
oscillated at a higher frequency than prelimbic cortex. This frequency difference dis-
appeared when prelimbic and infralimbic cortices were disconnected, as in the isolated
mini-slices experiments. Cross-correlation analysis of the field potential in prelimbic cor-
tex with the field potential in infralimbic cortex confirmed the interaction between the
two areas. Also the power of fast network oscillations was reduced in connected slices
compared to isolated slices for both areas, which suggest that the two oscillations could
inhibit each other. Prelimbic and infralimbic cortex are intrinsically connected (Jones et
al., 2005; Hoover and Vertes, 2007). Prelimbic layer 5/6 projects to infralimbic layer 5/6,
and infralimbic layers 1–6 project to primarily to prelimbic layers 1, 3 and 5 (Jones et al.,
2005). Thus it seems likely that pyramidal cells that fire phase-locked to the local fast
network oscillations in one area influence pyramidal cell firing in the other area. How the
interaction at the macrocircuit level influences the local fast network oscillations remains
an intriguing question. We conclude that neuronal networks of prelimbic and infralimbic
cortex can sustain fast network oscillations independent of each other, but do interact
during these oscillations and affect synchronization of each others neuronal networks.
The present results suggest that the increase in acetylcholine levels seen in the awake
animal during working memory tests and cue detection (Passetti et al., 2000; McGaughy
et al., 2002; Kozak et al., 2006; Parikh et al., 2007), have a profound and parallel effect
on the distinct network activity in prelimbic and infralimbic cortex. Although, until now,
most emphasis has been placed on the role of the prelimbic cortex in behavioral flexibility,
the greater response of the infralimbic network to carbachol application would justify
more attention for this area. In addition, the connectivity (Jones et al., 2005; Hoover
and Vertes, 2007) and interaction between prelimbic and infralimbic cortex during fast
network oscillations presented here, suggests that these areas could function in concert
with each other during high acetylcholine levels.
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Discussion
The main findings of the research presented in this thesis are:
1. Frequency fluctuations in human and rat brain oscillations reflect synchronized
activity in distinct neuronal networks in superficial and deep cortical layers, which
suggests that cortical subnetworks can process information in a parallel fashion
(Chapter 2).
2. Fast spiking and non-fast spiking interneurons participate similarly in nonharmonic
frequency fluctuations, suggesting that the oscillation frequency is not determined
by the kinetics of inhibitory transmission of layer 5 interneurons (Chapter 3).
3. Neuronal networks of prelimbic and infralimbic cortex can sustain fast network
oscillations independent of each other, but neuronal networks of prelimbic and
infralimbic prefrontal cortex are interacting during these oscillations (Chapter 4).
The goal of the research was to get better insight into the functioning of neuronal net-
works involved in working memory and attention. Fast network oscillations in the beta-
and gamma-band (15–30 Hz resp. 30–100 Hz) of the human EEG are associated with
attention and working memory (Tallon-Baudry et al., 1998; Fries et al., 2001; Howard et
al., 2003). We studied brain oscillations in human EEG recordings and recordings from
awake, freely moving rats, and characterized the timing of fast and slow oscillations in
the beta band. These fast and slow beta oscillations occurred in short episodes lasting
100 to 400 ms and occurred independent of each other. To understand what the synaptic,
cellular and network mechanisms underlying these fast and slow oscillations are and how
shifts in oscillation frequencies are generated in the neocortex, we turned to the rat brain.
Fast and slow network oscillations were induced in acute brain slices by the muscarinic
acetylcholine agonist carbachol. We found that fast and slow oscillations were distributed
over different cortical layers. Layer 5 pyramidal neurons and interneurons experienced
both fast and slow frequencies and timed their action potential firing to both frequen-
cies. In this chapter, we discuss the implications of these findings for cortical information
processing and suggest experiments that could help to understand the function of slow
and fast network oscillations during attention behavior.
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Cellular mechanisms of neocortical network oscil-
lations
In contrast to carbachol-induced oscillations in hippocampus (Fisahn et al., 1998; Mann
et al., 2005), two frequency components were present in ∼ 50% of prefrontal cortex
slices after bath application of carbachol. The more superficial layer 3/5 consistently
oscillated at a higher frequency than deep layer 6 (Figure 2.3b–d). This appears to
be a general phenomenon in the neocortex since a similar distribution of oscillation
frequencies was observed in visual cortex areas V1 and V2 (Figure B.2). Fluctuations in
amplitude and frequency of brain oscillations have been observed before, ever since the
first recordings by Hans Berger in 1924. However, thorough analyses of the dynamics
and the underlying neuronal mechanisms have not been presented before (Steriade et al.,
1993; Bragin et al., 1995; Tallon-Baudry et al., 1998; Palva et al., 2005). In Chapter
2, we showed in acute brain slices that such frequency fluctuations are mediated by two
distinct networks controlling spike timing in pyramidal neurons of output layers 5 and
6. Layer 5 pyramidal neurons participated in both oscillations, but layer 6 pyramidal
neurons fired only phase-locked to the slow oscillations (Figures 2.4, 2.5). This implies
that during slow oscillations layer 5 and layer 6 pyramidal cell firing is tuned. Layer
5 pyramidal cells received excitatory and inhibitory post synaptic currents (EPSCs and
IPSCs) that were phase-locked to the slow and fast oscillation episodes (Figures 2.6, 2.7).
The frequency of the EPSCs and IPSCs was higher during fast oscillation episodes when
compared to slow oscillation episodes (Figures 2.6d, 2.7d).
In chapter 3 we showed that both fast spiking and non-fast spiking interneurons from
layer 5 fired phase-locked to slow and fast oscillations (Figures 3.4, 3.5). This came as
a surprise, since synapses between pyramidal cells and fast spiking and non-fast spiking
interneurons most likely differ in IPSC kinetics (Bacci et al., 2003; Freund, 2003) and
experimental and model studies of hippocampus suggest that IPSC kinetics determine
the oscillation frequency (Whittington et al., 1995; Fisahn et al., 1998; Traub et al.,
1998; Palhalmi et al., 2004; Cope et al., 2005). Nonetheless, in PFC these two types of
interneurons participated in both slow and fast network oscillations.
The order of pyramidal cell firing and excitatory and inhibitory inputs we found in
PFC are in line with the synaptic feedback model for hippocampal oscillations, in which
pyramidal cells are connected to other pyramidal cells as well as perisomatic interneurons
(Fisahn et al., 1998; Mann and Paulsen, 2005; Mann et al., 2005) (see Chapter 1).
Similarly, excitatory inputs to PFC layer 5 pyramidal cells were phase-locked and arrived
at the trough of the local field oscillation, coincident with pyramidal cell firing, whereas
inhibitory inputs and interneuron firing were phase-locked to the rising phase of the local
field oscillations and arrived with some delay after cell firing. The most parsimonious
extension of the hippocampal cellular model for network oscillations to the multi-layered
neocortex, which could support two distinct oscillation frequencies, is to connect two
local feedback networks that oscillate each at their own frequency. Given the spatial
distribution of different oscillation frequencies over superficial and deep cortical layers,
with the faster oscillation frequency present in layer 3 and the slower frequency present
in layer 6 with an overlap region in layer 5, these two local feedback networks could be
located in layer 3 and layer 6. Layer 5 pyramidal neurons receive timed synaptic input
from both these networks relaying frequency and phase information.
The arrival of inhibitory IPSCs at the layer 5 pyramidal neurons is more precisely
timed than the arrival of excitatory EPSCs, both for fast and slow oscillations. Therefore,
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inhibitory transmission could be more important in determining the firing of pyramidal
neurons during oscillations. Since there are interneurons in layer 6 that extent to layer 5
and vice versa (Gabbott et al., 1997), these interneurons could innervate both layer 5 and
layer 6 pyramidal cells and determine spike timing during slow oscillation episodes. Dur-
ing fast oscillation episodes a different set of interneurons could be active that innervates
layer 3 and layer 5 pyramidal neurons.
Thus, a theoretical model for prefrontal network oscillations would constitute of layer
3 and layer 6 pyramidal cells that are innervated by local interneurons. Activation of
these subnetworks would lead to slow oscillation episodes in layer 6 and fast oscillations
in layer 3. Layer 5 pyramidal cells receive most precise phase and frequency information
through both excitatory and inhibitory transmission. Recurrent activation of layer 5
interneurons could serve to further improve the timing of firing of the layer 5 pyramidal
neuron network, depending which of the two oscillation frequencies is dominant. Future
experiments should be aimed at testing this model, and resolving the phase-locking of
layer 3 pyramidal neurons, as well as targeting interneurons in layer 3 and 6 to determine
the phase relation of their activity to the different frequencies of oscillations.
Macrocircuit modulation of network oscillations
Differences in the power and frequency of fast network oscillations between prelimbic
and infralimbic cortex were apparent despite the fact that these cortical areas have a
very similar microcircuit (Figure 4.1). In both areas pyramidal layer 5 neurons fired
phase-locked to the oscillation cycle (Figure B.3). And in both areas slow and fast
oscillations were observed (Chapter 3). When disconnected, the difference in power was
still preserved, while the difference in frequency disappeared (Figure 4.4). The latter
observation suggests that modulation at the macrocircuit level rather than differences in
the microcircuit could be responsible for determining the oscillation frequency. A similar
modulation might play a role in the hippocampal system. There, the entorhinal cortex
that provides and receives input from the hippocampal formation, oscillates at a lower
frequency than the hippocampus (van Der Linden et al., 1999).
Labeling studies show that prelimbic and infralimbic cortex are intrinsically connected
(Jones et al., 2005; Hoover and Vertes, 2007). Prelimbic layer 5/6 projects to infralimbic
layer 5/6, and infralimbic layers 1–6 project to primarily to prelimbic layers 1, 3 and 5
(Jones et al., 2005). Thus it seems likely that pyramidal cells that fire phase-locked to the
local fast network oscillations in one area influence pyramidal cell firing in the other area.
It would be interesting to know exactly which cells in prelimbic and infralimbic cortex
are connected: are for example the output pyramidal cells in layer 5 and 6 from one area
targeting pyramidal cells or interneurons in the other area? Modulation of the oscillation
frequency could result from selective activation or depression of specific interneurons,
as IPSC kinetics are thought to determine the oscillation frequency (Whittington et al.,
1995; Fisahn et al., 1998; Traub et al., 1998; Palhalmi et al., 2004; Cope et al., 2005).
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Function of slow and fast oscillations
Parallel processing
The muscarinic acetylcholine agonist carbachol induced two distinct field oscillations that
involved different subnetworks. The fact that the episodes of slow and fast oscillations
occurred both simultaneously and separately from each other suggests that these oscilla-
tions are independently generated and/or modulated. This is in conflict with a classical
view of subcortical information processing, in which information processing is serial and
begins with cortical input to the superficial layers where it is combined with thalamic
input that has been processed by layer 4, and feedback inputs from layer 5. The result-
ing activity is then relayed to output layer 5 neurons, which drive subcortical structures
involved in action, like the basal ganglia. Layer 5 neurons also innervate output layer 6
neurons that feedback to the thalamus, and thus influence the ongoing input (Douglas and
Martin, 2004; Grillner et al., 2005). Instead, I observed that slow and fast oscillations
occurred independently and determined spike timing of layer 5 and layer 6 pyramidal
cells, suggesting that these output pathways function in partly in parallel: during fast
oscillation episodes cell spiking of pyramidal neurons in layer 5 and 6 is uncorrelated,
but during slow oscillation episodes cell spiking is synchronized, when both layer 5 and
layer 6 cells fire phase-locked to the oscillation cycle.
Extensive labeling studies by Gabbott et al. show that in the rat medial prefrontal
cortex layer 5 neurons primarily project to the striatum and the lateral hypothalamus
(together ∼ 45%), and furthermore to the amygdala, spinal cord and VTA (Gabbott et
al., 1997). The striatum participates in the organization and guidance of complex motor
functions (Purves et al., 2001). The lateral hypothalamus is involved in the control of
behavioral arousal and shifts of attention (Purves et al., 2001). GABAergic cells in the
ventral lateral preoptic nucleus (VLPO) of the hypothalamus innervate thalamocortical
neurons. When these GABAergic cells hyperpolarize the thalamocortical neurons this
enhances the oscillatory state of these neurons via activation of low-threshold calcium
channels. During this oscillatory state, the neurons in the thalamus become synchronized
with cortical neurons. In this way, the cortex does not receive any information from the
outside world anymore. This is strongest during slow-wave sleep. In contrast, during the
awake state thalamocortical neurons are depolarized and in a tonically active state, in
which they do transmit information from the peripheral stimuli to the cortex (Purves et
al., 2001). Hence pyramidal cell spiking in layer 5 of the prefrontal cortex, could influence
the amount of alertness.
In contrast, ∼ 35% of layer 6 neurons project to the mediodorsal thalamus (Gabbott
et al., 1997). Of note is that for layer 6 a large proportion its efferents is still unknown.
The mediodorsal thalamus receives (processed) information from the primary sensory
and motor cortices, and in its turn provides a mayor input to the frontal cortex (Purves
et al., 2001). Thus, pyramidal cell firing in layer 6 of the prefrontal cortex could alter
the thalamic input it is receiving. Hence, in a simplified theoretical scheme, activation
of the cortical subnetwork that generates fast oscillations could function to modulate the
amount of alertness. Whereas activation of the subnetwork that generates slow oscillation
episodes could alter the thalamic input to the prefrontal cortex in addition. Episodes
during which both frequencies are present could reflect ongoing parallel processing of
information in both these networks.
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Relevance for behavior
A first step to understand the relevance of slow and fast oscillations in the prefrontal
cortex for behavior could be to simultaneously record field potentials in superficial and
deep layers during a relevant behavioral task. Since acetylcholine levels increase during
tasks that require cue detection and alertness, such as the five-choice-serial-reaction-time
task (Passetti et al., 2000; Parikh et al., 2007), this type of task could be suitable to study
the function of slow and fast oscillations. In chapter 2 we demonstrate that frequency
fluctuations can be observed in the awake, freely moving rat even during quiet rest when
delta/theta oscillations are prominent and power in the beta frequency is low (Figure 2.2).
With increased power in the beta-band and fine spatial resolution of recording electrodes,
it could be possible to elucidate the differential role of slow and fast oscillation episodes.
However, this might turn out to be not so straight forward if we take into account the
short duration (150–400 ms) of these episodes, even during constant bath application
of carbachol (Figure 2.3f,g). In vivo the duration of episodes is even shorter (100–200
ms), both in the human EEG and in the awake rats (Figures 2.1e–f, 2.2c–d), although
both these experiments were performed during quiet rest, when acetylcholine levels are
expected to be low. And since slow and fast episodes in the rat brain slice both are very
dynamic, it might be difficult to make the connection to a specific aspect of the task.
Thus, another way to investigate the function of slow and fast oscillations would be to
interfere with them.
Although layer 5 interneurons fire phase-locked to both slow and fast oscillation
episodes (Figure 3.4, 3.5), this need not be the case for interneurons in deep layer 3, or
layer 6, where the network oscillations are less mixed than in layer 5. Layer 6 pyramidal
cells showed only phase-locking to the slow oscillations when present (Figure 2.5), this
may also be true for layer 6 interneurons. If interneurons that are specific for one type
of oscillation can be found and characterized, this may open possibilities to selectively
enhance or decrease one type of oscillation using specific drugs. Or, if these interneurons
are restricted to a specific area, local infusion with synaptic transmission blockers could
also selectively decrease the activity of one type of oscillation. In this way the effect of
decreased or increased slow or fast oscillations could be studied in the behaving animal.
To study the function of slow and fast network oscillations in humans a similar
approach could be used as described by Marshall et al (Marshall et al., 2006). Applying
an electrical field of a certain frequency has been shown to increase the power and shift
the frequency of on going oscillations (Deans et al., 2007). In this way, it may be possible
to force the prefrontal cortex to display only slow or only fast oscillations. In addition,
a more detailed analysis of human EEG data during tasks where high frequencies are
enhanced may already shed some light on a possible function. A comparison with patients
suffering from attention disorders might also be insightful.
Implications for working memory and attention
To get a better understanding of the neuronal networks underlying working memory and
attention, it would be worthwhile to investigate the effect of known modulators of working
memory and attention on the generation and stability of network oscillations. Dopamine
and nicotine are known to play distinct roles in working memory and attention and can
partly diminish the symptoms of ADHD and schizophrenia patients (Lohr and Flynn,
1992; Glassman, 1993; Goldman-Rakic, 1995; Levin and Simon, 1998; Sarter et al., 1999;
Mansvelder et al., 2005). In hippocampus, high concentrations of dopamine can block
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carbachol-induced fast network oscillations (Weiss et al., 2003). Preliminary results from
prefrontal cortex slices show that nicotine also reduces oscillation power (Mansvelder
et al., 2005), which may result from increased inhibition of pyramidal cells (Couey et
al., 2007). These results are encouraging experiments where network and cellular effects
are studied simultaneously. The fact that dopamine can have opposite effects on cell
excitability depending on the used concentration and time after application (Goldman-
Rakic et al., 2000; Gulledge and Jaffe, 2001), really necessitates a systematic approach.
In addition to studying the modulation of fast network oscillations by dopamine and
nicotine in normal wild-type animals, it would be worthwhile to do the same in animals
with attention and/or working memory deficits, such as the SNAP25 knock-out mouse
or dopamine transporter (DAT) knock-out mouse (Russell, 2007; van der Kooij and
Glennon, 2007). In addition, one could look at the extremes within a normal wild-type
population or use (recombinant) inbred strains (Pattij et al., 2006).
In conclusion
Despite extensive behavioral studies in humans and animals, with or without combination
of single cell recordings, prefrontal functioning and dysfunction is still poorly understood.
Our approach has been to study the intermediate level between behavior and single cells,
namely the neuronal network level. We have made a first step towards understanding
the cellular and synaptic mechanisms that underlie slow and fast network oscillations in
the prefrontal cortex. The uncovering of two separate subnetworks that partly function
in parallel proves that this is a promising approach. Future studies of the cellular effects
of modulators such as acetylcholine, dopamine and nicotine, should also encompass the
effects at the (sub)network level by recording oscillatory field potentials. On a higher
level, network oscillations can be used to study the interaction between (related) brain
areas such as the prelimbic and infralimbic cortex. In addition, our results can contribute
to a more precise (clinical) interpretation of EEG data which can contribute to a better
understanding of prefrontal functioning under normal and pathological conditions.
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Materials and Methods
Slice Preparation and Electrophysiology
Prefrontal coronal cortical slices (Paxinos and Watson 2005) (400 µm) were prepared
from P14–28 Wistar rats, in accordance with Dutch license procedures. Brain slices were
prepared in ice-cold artificial cerebrospinal fluid (ACSF), which contained: 125 mM NaCl,
3 mM KCl, 1.25 mM NaH2PO4, 3 mM MgSO4, 1 mM CaCl2, 26 mM NaHCO3, and 10
mM glucose (300 mOsm). Slices were then transferred to holding chambers in which they
were stored in ACSF containing: 125 mM NaCl, 3 mM KCl, 1.25 mM NaH2PO4, 2 mM
MgSO4, 2 mM CaCl2, 26 mM NaHCO3, and 10 mM glucose, bubbled with carbogen gas
(95% O2/5% CO2). Slices were left to recover at room temperature for one hour.
Multi-electrode Recordings
After recovery, slices were mounted on 8 × 8 arrays of planar microelectrodes (electrode
size: 50 µm × 50 µm; interpolar distance: 150 or 300 µm; Panasonic MED-P5155;
Tensor Biosciences, Irvine, CA). To improve slice adhesion, the multi-electrode probes
were coated with 0.1% polyethylenimine (Sigma-Aldrich, St. Louis, MO) in 10 mM borate
buffer (pH 8.4) for at least 6 hr before use. The multi-electrode probe was then placed
in a chamber saturated with humidified carbogen gas for at least 1 hr. For recordings,
slices were maintained in submerged conditions at 25 ◦C, and superfused with ACSF,
bubbled with carbogen, at 4–5 ml/min. Spontaneous field potentials from all 64 recording
electrodes were acquired simultaneously at 20 kHz, using the Panasonic MED64 system
(Tensor Biosciences), and decimated off-line to 200 Hz or 2 kHz.
Single-Cell Electrophysiology
Pyramidal cells and interneurons located in layer 5 and 6 of the prelimbic and infralimbic
part of the medial PFC (Van Eden and Uylings 1985; Gabbott, Dickie et al. 1997),
visualized using infrared differential interference contrast microscopy, were selected on
the basis of their morphology and firing pattern (Tables 3.1 and B.2). All experiments
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were performed at 25 ◦C. Basic cell passive and active properties were assessed by initial
hyperpolarization, followed by stepped depolarization.
Recordings were made using a Multiclamp 700B amplifier (Axon Instruments, CA),
sampled at intervals of 50 or 100 µs, digitized by pClamp software (Axon), and later
analyzed off-line (Igor Pro software, Wavemetrics, Lake Oswego, OR). To ensure temporal
alignment between the multi-electrode and single-cell electrophysiological signals, the
current or voltage signals from the patch-clamp amplifiers were recorded on one channel
of the MED64 system, using a custom-made interface device (Tensor Biosciences).
Patch pipettes (3–5 MOhms) were pulled from standard-wall borosilicate capillaries
and were filled with one of two intracellular solutions. For whole-cell current-clamp
recordings, we used a solution containing 140 mM K-gluconate, 1 mM KCl, 10 mM
HEPES, 4 mM K-phosphocreatine, 4 mM ATP-Mg, and 0.4 mM GTP and 5 mg/ml
biocytin (pH 7.3, pH adjusted to 7.3 with KOH; osmolarity, ∼ 300 mOsm/l). For whole-
cell voltage-clamp recordings, potassium gluconate was replaced by equimolar cesium
gluconate. 2 mM QX-314 in cesium gluconate was added to the intracellular solution
prior to use to prevent cells from spiking. Series resistance was not compensated.
Human EEG Recordings
Ongoing electrical brain activity in sessions of 20 min was measured with electroen-
cephalography (EEG) from eight normal subjects (aged 20–30 years). This data set has
been used in (Linkenkaer-Hansen, Nikouline et al. 2001). The study was approved by
the Ethics Committee of the Department of Radiology of the Helsinki University Central
Hospital. The EEG cap had 60 electrodes. The subjects were seated in a magnetically
shielded room and instructed to relax and sit still with eyes closed during the recording
sessions. The data were sampled at 900 Hz and resampled off-line to 300 Hz with the
passband of 0.1–100 Hz (6th order Butterworth digital filters).
Intracranial local field recordings in the awake rat
Five adult male Wistar rats (350–450 g, Harlan, Horst, the Netherlands), kept under
reverse day/light cycle (7 AM – 7 PM: lights off), were anaesthetized with 1.75% isoflu-
rane in O2 and N2O and mounted in a Kopf stereotaxic frame. Body temperature was
maintained at 36.5 ◦C using a temperature-feedback controlled heating pad. After skull
exposure, a burr hole was drilled to allow mPFC tetrode placement (AP: +3.2 mm; ML
+0.7 mm and DV 2.5–3.5 mm with respect to bregma and cortical surface). Tetrodes
consisted of four twisted insulated nichrom wires (Kanthal, Hallstahammar, Sweden). In
addition, six titanium fixation screws and one ground screw penetrating the interpari-
etal skull bone were placed after which the tetrode driver (Neuralynx, Bozeman, USA),
holding four moveable tetrodes, was cemented in place. After implantation, the rats
were allowed to recover from surgery, on average for 10 days, before recordings started.
Recordings of the mPFC local field potentials were made in the home cage under video
surveillance at the end of the animals night phase between 5 PM and 7 PM. Local field
potentials were bandpass filtered (0.7–170 Hz), amplified (2000 times) and digitized (1000
Hz) using a Plexon system (Plexon Inc, Dallas, USA). For each animal 5–6 minute pe-
riods of quiet rest were selected for further analysis. At the end of experimentation, a
small electrolytic lesion was made through each lead of each tetrode. Lesion sites were
determined in Nissl-stained cryosections of paraformaldehyde (4% in buffered phosphate)
perfused brains. All experiments were conducted in accordance with Dutch license pro-
cedures.
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Figure A.1: Calculation of significance field oscillations in rat brain slices. (a) Global wavelet
transforms of 32 sec time windows at several time points after carbachol application. (b) Magnitude
of wavelet transform at 5 Hz (reference frequency) and 17 Hz (oscillation frequency) of field potential
(bottom). Wavelet transforms were performed on 32 sec time windows. (c) Exponential fit with 95%
confidence interval of wavelet transform. (d) Calculation of onset of oscillations for different time
window sizes (n = 3 slices, n = 6 electrodes). (e) Example 95% confidence intervals of exponential fits
for different time window sizes. (f) 95% Confidence intervals for different time window sizes (n = 3
slices, n = 6 electrodes).
Data Analysis
Electrophysiological data was analyzed using custom-written procedures in Igor Pro
(Wavemetrics, OR, USA).
Significance of oscillations
Brain Slices
After application of 25 µM muscarinic acetylcholine receptor agonist carbachol, neu-
ronal activity in the slice increases (Figures 2.1a,b and A.1a). Power spectrum analysis
shows first an increase in red noise (1/f noise) during wash-in. Then, after some ∼ 3–
5 minutes, oscillations occur that show a distinct peak in the power spectrum (Figure
A.1a,b). Wavelet analysis (Torrence and Compo 1998) showed that when the oscilla-
tions are clearly present, still the magnitude and frequency of oscillations fluctuates in
time (Figure 2.3f). To identify and quantify episodes during which field oscillations are
present, we compared the wavelet magnitude of ongoing field oscillations with the wavelet
magnitude during wash-in period, when the red (1/f) noise was elevated, but no distinct
oscillations were yet visible, i.e. just before the onset of oscillations (time point 128 sec
in Figure A.1a,b). This prevented false positive identification of oscillation episodes due
to overall increases in red (1/f) noise.
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Figure A.2: Calculation significance of oscillations for EEG data. (a) Example global wavelet
transforms of 8 sec time windows (gray) with superposed 95% confidence fit (black) from (b). (b)
Average of global wavelet transforms (gray) with exponential fit (black) from 12–15 Hz to 45–48 Hz
(dashed lines).
The onset of oscillations was determined by averaging the wavelet magnitude in a
certain time window (see below) for the whole frequency spectrum: a “global wavelet”
(Figure A.1a). When followed in time, the global wavelet power spectrum first showed
an increase in red (1/f) noise followed by the appearance of a distinct oscillation peak. In
each experiment, the increase in magnitude at the oscillation frequency was compared to
the reference frequency of 5 Hz, the magnitude of which only increased as part of the red
(1/f) noise. The time point of the onset of oscillations was determined as the intersection
of these curves (Figure A.1b). The 95% confidence interval of an exponential fit to the
global wavelet power spectrum at the time window preceding the onset of oscillations
was taken as the threshold for oscillations during the entire recording (Figure A.1c).
To determine the impact of the time window size on the threshold, we investigated
the effect of window size on the two parameters that determine the threshold. Firstly, the
threshold will depend on the time point used for constructing the global wavelet power
spectrum. Secondly, the threshold will depend on how well the power spectrum before
the onset of oscillations was fitted by a mono-exponential function. When the onset
time of oscillations was calculated for different lengths of time windows (2–4–8–16–32
s), there was a general trend towards an earlier onset for larger window sizes (Figure
A.1d). However, the variation in onset time between experiments and between different
electrodes from the same experiment by far exceeded the variation due to different window
sizes (average standard deviation of time windows within experiments: 6.7 ± 0.3 s;
average standard deviation between experiments 37.3 ± 0.6 s; p < 0.05). Thus, time
window sizes between 2 sec and 32 sec to calculate the ’global wavelet’ does not affect
the onset time point of oscillations.
In contrast, the goodness of fit of the global wavelet power spectrum was affected by
the time window size (Figure A.1e). The noise in the global wavelet power spectra ob-
tained with short time window sizes below 8 seconds gives rise to a broad 95% confidence
interval of the exponential fit. Plotting the 95% confidence interval of the fit against
different time window sizes for different experiments and different electrodes showed that
the confidence interval becomes narrower with increasing time window lengths (Figure
A.1f). Time window sizes above 8 seconds did not result in narrower confidence intervals.
To determine the onset of oscillations with sufficient time resolution, but at the same
time with sufficiently low noise levels to obtain a good exponential fit, a time window of
8 seconds was used in all experiments.
In vivo recordings
For the in vivo data, in which no acetylcholine-free period can be determined, we
fitted an exponential starting on the decay of the alpha-peak and ending at 48 Hz, but
excluding any present beta-band peaks, of the averaged wavelet power plot (Figure A.2).
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In this way we obtained an estimation of the baseline values at beta-band frequencies.
The 95% confidence interval of the exponential fit at the beta-band frequencies was taken
as the threshold value.
Frequency specificity of wavelet analysis
Due to the lower frequency resolution that is inherent to the increased time-resolution
of wavelet analysis, two frequency peaks that are clearly separated in the Fourier power
spectrum will be less clearly separated using wavelet analysis. In our quantification of
slow and fast oscillation episodes this could potentially lead to an overestimation of the
percentage of co-occurrence of oscillations. We used multi-electrode recordings in which
slow and fast oscillations were present both separate and mixed at different electrodes
(Figure 2.3b,c) to verify the capacity of the wavelet analysis to distinguish between two
oscillations. The magnitude of slow and fast oscillations that was calculated from the
electrode with both slow and fast oscillations (L5) was positively correlated with the
magnitude that was calculated from electrodes at which only the slow (L6) or only the
fast oscillation (L3/5) was present (slow: r = 0.71, p < 0.01; fast: r = 0.64, p < 0.01).
Moreover, the calculation of oscillation magnitude with wavelet analysis appeared to be
frequency-specific: there was only a very weak correlation between the magnitude of
the slow oscillation in L6 with the magnitude of the fast oscillation in L5 (r = 0.03, p
< 0.01), and no correlation between the magnitude of the fast oscillation in L3/5 and
the slow oscillation in L5 (r = −0.02, p = 1). Subsequent quantification of episode
duration and frequency, although calculated from electrodes that differed in oscillation
power, was similar (duration: slow: 499.2 ms (L6), 433.0 ms (L5); fast: 291.2 ms (L3/5),
221.2 ms (L5); frequency: slow: 1.0 Hz (L6), 1.2 Hz (L5); fast: 2.0 Hz (L3/5), 2.3 Hz
(L5)). The amount of occurrence and co-occurrence did not seem to be over-estimated
in the L5 electrode (occurrence: slow: 23.5% (L5), 18.3% (L3/5–L6); fast: 18.6% (L5),
18.3% (L3/5–L6); co-occurrence: 47.9% (L5), 58.6% (L3/5–L6); no oscillations: 10.0%
(L5), 4.8% (L3/5–L6)). Thus we conclude that although wavelet analysis has a lower
frequency resolution, this did not lead to false identification of oscillation episodes in our
studies.
Separation of oscillation episodes
To determine if single cells fired correlated to one or both field oscillations, we classified
the recorded spikes or synaptic events, as occurring during episodes when the fast or slow
oscillation was present, or during episodes when no significant oscillation was present.
We used two different approaches to achieve this. In the first approach a spike or synaptic
event was classified to oscillation A, if, firstly, oscillation A was significantly present at
that moment in time (using the maximal 1/f noise threshold, see above), and secondly,
if the magnitude of oscillation A was greater than that of oscillation B.
The second approach used an objective threshold (see below) and classified a spike or
synaptic event to oscillation A, if the magnitude of oscillation A was above that threshold
at that moment in time, and the magnitude of oscillation B was below that threshold at
that moment in time. In this way, the timing of spikes of layer 5 pyramidal neurons could
be phase related to the dominant oscillation frequency at a given time point in layer 5
with the least amount of interference from the other oscillation at that time. To find out
at which threshold value oscillation A and oscillation B would be maximally alternating,
we calculated the percentage of recording time at which the oscillations were separately
present for a range of thresholds (Figure A.3). Starting at a threshold of zero, both os-
cillations were above threshold for the entire recording (Figure A.3a), and therefore the
percentage of separate oscillations was zero (Figure A.3b). With increasing threshold,
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Figure A.3: Separating slow and fast oscillations maximally. (a) Percentage of recording time
that is above threshold shown for example experiment. (b) Percentage of recording time that slow
and fast oscillation are present simultaneously (black) or separately (gray). Vertical dashed line at
threshold value where slow and fast oscillations are maximally separate.
the differentiation between both oscillations increased, as did the percentage of alternat-
ing oscillations. Some moments in time oscillation A was above threshold, sometimes B,
sometimes both. At high threshold levels the amount of recording time above threshold
decreased, as did the percentage of alternating oscillations. The threshold value at which
alternating oscillations were maximally present was determined for each experiment in-
dividually. The threshold taken to determine whether an oscillation was above threshold
was set at the maximum value of the “alternating” curve (Figure A.3b). Spikes that
occurred when none of the oscillations was above threshold were excluded from phase
determination.
Next, we compared a large subset of data with both methods (n = 10 cells; n = 30
analyses, Figure A.4). The 1/f-thresholds were lower compared to the “max separate”-
thresholds used by the second approach (Figure A.4a; slow: 1.22 × 10−5 ± 5.15 × 10−7
vs. 2.06 × 10−5 ± 2.39 × 10−6, p < 0.05; fast: 1.07 × 10−5 ± 4.50 × 10−7 vs. 1.72 ×
10−5 ± 1.87 × 10−6, p < 0.05), and less spikes or synaptic events were included (Figure
A.4b; slow: 547.0 ± 144.4 vs. 163.0 ± 50.3, p < 0.05; fast: 848.3 ± 249.8 vs. 543.4 ±
183.7, p < 0.05). However, there were no differences in circular statistics between the
two methods: mean phase (Figure A.4c; slow: 3.74 0.18 vs 3.87 0.23, p=0.45; fast: 3.68
± 0.27 vs. 3.73 ± 0.24, p = 0.46) and phase-coupling (Figure A.4d; slow: 0.20 ± 0.03
vs. 0.23 ± 0.03, p = 0.17; fast: 0.28 ± 0.05 vs. 0.28 ± 0.04, p = 0.52) were the same for
both methods. Significance (Rayleigh test; p < 0.05) was the same for 26/30 analyses
(Figure A.4e). The different outcome in 4/30 analyses could partially (2/4) be explained
by the low number of included spikes (29 and 32), when the “max separate”-threshold
was used. We conclude therefore that both approaches yield the same result. The 1/f-
threshold method was used for final analysis, to guarantee a sufficient number of included
spikes and synaptic events.
Spike, EPSC and IPSC timing relative to field
The spike, EPSC and IPSC timing in single cells was analyzed relative to the ongoing
field oscillation. Spikes were detected using simple threshold detection. Synaptic events
were detected using the Mini Analysis Program (see below). Spike/event probability
histograms were constructed by assigning each spike or event time to a phase bin of pi/10
radians, and dividing by the total number of spikes. Circular statistics were used to
test whether individual cells showed phase locking to the network oscillation, and cells
not significantly coupled to the network were excluded from further analysis (Rayleigh
test, p < 0.05). Different conditions within the same cell were tested using the Watson-
Williams test. This, however, did not often give reliable results due to low concentration
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Figure A.4: Circular statistics of spikes and synaptic events using two different methods
to separate slow and fast oscillation episodes. (a) Threshold values to determine slow (black)
and fast (gray) oscillation episodes, using the maximal 1/f noise method (“1/f”, Figure A.1) and the
maximal separation method (“separate”, Figure A.3) (n = 10 cells, n = 30 analysis). Note that slow
and fast oscillations also have a different threshold value using the “separate” method. Thresholds are
normalized for the wavelet transform that enhances low frequencies compared to high frequencies. (b)
Number of included spikes or synaptic events when thresholds from (a) are used. (c) Phase of firing
of spikes and synaptic events. (d) Phase-coupling of spikes and synaptic events. (e) Significance as
calculated with Rayleigh’s test. Note broken y-axis at p = 0.05. Individual analyses are shown of
which the outcome did (gray, n = 4) and did not (black, n = 26) change between used methods.
values. Therefore, differences between population means of phase and phase-coupling
were tested using Student’s paired t-test. Differences in phase and phase-coupling be-
tween spikes, EPSCs, IPSCs and interneurons were tested using one-way ANOVA with
post-hoc Student Newman Keuls Test.
For comparison of spike timing and EPSC/IPSC arrival only data from IL cortex was
used, to ensure that spikes/events were referenced at the same cortical layer. As PrL
and IL have different cortical thickness (Table B.2), this results in a slight phase shift
when spikes are referenced to a fixed position from layer 2. Furthermore, as there were
no differences in timing or phase-coupling between slow and fast oscillations, cells that
were recorded when there was only one oscillation present were also included for the final
comparison of pyramidal cells, EPSC’s, IPSC’s and interneurons.
Synaptic Events
We recorded excitatory and inhibitory postsynaptic currents (EPSCs and IPSCs) in L5
pyramidal cells held in whole-cell voltage clamp at −70 mV and +20 mV, respectively.
Synaptic events were detected by amplitude, rise time, and surface area criteria using
the Mini Analysis Program software (Synaptosoft Inc.). After automated detection each
event was visually inspected. Events for which the rise time was slower than the decay
time were excluded from further analysis.
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Synaptic event frequencies
For calculation of event frequencies during slow or fast oscillation episodes (Figure 2.6d,
2.7d), cells were excluded if they had less than 100 inter-event-intervals. Event frequencies
were compared using the Mann-Whitney test.
CSD
All signals were peak-to-peak averaged relative to a reference recording from layer 3/5 or
layer 6. Signals were band-pass filtered between 5 and 35 Hz before detection of negative
signal peaks. Each peak-to-peak signal was interpolated to a 100-point wave, and these
waves were averaged to provide the peak-to-peak average. Current source density (CSD)
analysis was performed on the peak-to-peak average cycles. The one-dimensional CSD
was computed as the second spatial derivative of the voltage signals following spatial
filtering with a 3-point Gaussian filter. For two-dimensional CSD signals were passed
through a 3 × 3 Gaussian spatial filter and convolved with a 3 × 3 Laplacian kernel (0
−1 0, −1 4 −1, 0 −1 0), as previously described (Shimono, Taketani et al. 2001; Mann,
Suckling et al. 2005). CSD signals from outer electrodes are not presented, as they may
contain edge artifacts. CSD plots are shown using an inverted color scale, with warm
colors corresponding to current sinks (i.e., neuronal membrane inward currents) and cool
colors corresponding to current sources.
Statistics
Data are represented as mean ± s.e.m. Statistical analysis used either the Student’s t test
(paired or unpaired) or an ANOVA with Student Newman Keuls post-hoc test, as appro-
priate. Correlation analysis was performed calculating Pearson correlation coefficients.
For nonparametric data the Mann-Whitney test was used. Circular statistics used the
Rayleigh test, and the Watson-Williams test. All statistics were calculated in Igor except
for the Watson-Williams test that was calculated in Oriana (Kovach Computing Services,
UK) and the Mann-Whitney test that was calculated using GraphPad InStat (version
3.05, GraphPad Software, San Diego California USA, www.graphpad.com). Asterisks
represent p < 0.05.
Histological Procedures
After intracellular recording, the slices were fixed in 4% paraformaldehyde in 0.1 M or
0.2 M phosphate buffer (PB; pH 7.4) for at least 24 hr, followed by several washouts
with PB. Then slices were treated with 1% H2O2 in PB for 10 min, to reduce endoge-
nous peroxidase activity. Biocytin-filled cells were visualized using avidin-biotinylated
horseradish peroxidase complex reaction (ABC, Vector Laboratories, Burlingame, CA)
with 3,3’-diaminobenzidine (Sigma-Aldrich, St. Louis, MO) as chromogen giving a dark
reaction product. After dehydration and embedding in Entellan (Merck, Darmstadt, Ger-
many) or Durcopan resin (Fluka, Sigma-Aldrich, St. Louis, MO), representative neurons
were reconstructed with the aid of a drawing tube at 40-63 × magnification.
Drugs and Chemicals
Carbamoylcholine chloride (carbachol, CCh), bicuculline-methiodide and atropine were
from Sigma-Aldrich (St. Louis, MO); 6,7-dinitroquinoxaline-2,3(1H,4H)-dione (DNQX)
from RBI (Natrick, MA, USA); QX-314 from Alomone Labs (Jerusalem, Israel); ²-
biotinoyl-L-lysine (biocytin) from Invitrogen (Molecular Probes, Oregon, USA).
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Table B.1: EEG characteristics at occipital electrode Oz. All values are means ± s.e.m.; ** p < 0.01;
n = 5
slow β fast β
Frequency (Hz) 17.7 ± 1.2 21.5 ± 1.2 **
Duration episodes (ms) 111.2 ± 5.8 152.7 ± 16.0
Frequency episodes (Hz) 3.3 ± 0.3 3.3 ± 0.4
Correlation: - α - 0.25 ± 0.03 0.17 ± 0.03
- slow β - fast β 0.56 ± 0.11
β freq above threshold (%)
- slow β + fast β 39.0 ± 6.5
- only slow β 8.9 ± 2.8
- only fast β 26.6 ± 5.3
- none 25.7 ± 2.6
Table B.2: Location and Firing properties of L5 and L6 pyramidal cells in mPFC. All values are
means ± s.e.m.; ** p < 0.01, * p < 0.05; IL-L5: n = 5, PrL–L5: n = 11, PrL–L6: n = 5. a AHP,
Afterhyperpolarization; calculated as the difference between action potential threshold and the most
negative level reached during the repolarizing phase. b Spike frequency adaptation was calculated as
the ratio of the instantaneous frequency at the second and fourth spike interval in an action potential
train (IL–L5: n = 5, PrL–L5: n = 11, PrL–L6: n = 4).
Cortex IL PrL PrL
Layer L5 L5 L6
Distance to L2 (µm) 364.3 ± 47.5 * 504.5 ± 22.8 ** 825.0 ± 33.5
Action potential
- threshold (mV) -35.5 ± 2.3 -36.5 ± 1.4 -37.5 ± 2.0
- height (mV) 49.5 ± 6.2 47.4 ± 3.0 49.2 ± 1.8
- half-width (ms) 2.2 ± 0.2 1.9 ± 0.1 1.8 ± 0.1
- AHP (mV)a 10.5 ± 2.6 6.6 ± 1.5 ** 15.2 ± 2.3
adaptationb 0.86 ± 0.16 0.63 ± 0.05 * 0.85 ± 0.06
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Figure B.1: Carbachol (CCh) induces high-frequency network oscillations that are depen-
dent on intact glutamatergic and GABAergic synaptic transmission. (a) Field recordings
after application of 5, 25 and 100 µM carbachol. (b) Power (area power spectrum from 5–35 Hz) of
field oscillations induced by 5 µM CCh (n =3 ), 25 µM (n = 19) and 100 µM (n = 3). (c) Power
was significantly greater during carbachol conditions compared to control (n = 9). Note the variation
in power in the carbachol condition. (d) Normalized power of oscillations remained stable over a 30
min time period (n = 9). (e) The frequency of oscillations was dependent on recording temperature
(Pearson correlation test: L3/5: r = 0.63, p < 0.01, n = 15; L6: r = 0.69, p < 0.05, n = 10). (f–h)
Oscillations were blocked by 10 µM atropine (n = 4). (f) Field potentials. (g) Power spectrum. (h)
Quantification. (i–k) as (f–h) for 20 µM Kainate/AMPA-R antagonist DNQX (n = 3). (l–n) as (f–h)
for 20 µM GABA-R antagonist bicucullin (n = 2). Note the induction of low frequency seizures with
bicucullin (l, bottom left), which were excluded from the power spectrum (m).
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Figure B.2: Distribution of slow and fast oscillations over cortical layers in rat visual cortex
slices. (a) Field potentials were simultaneously recorded across cortical layers. (b) Power spectra of
recordings in (a). (c) Frequency of oscillations in superficial and deep layers (V1 (n = 4): superficial
17.8 ± 2.8 Hz, deep 12.5 ± 1.1 Hz, p < 0.05; V2 (n = 5): superficial 16.6 ± 1.1 Hz, deep 10.9 ± 1.0
Hz, p < 0.01). (d) Duration of episodes of slow and fast oscillations (V1: slow 221.8 ± 11.0 ms, fast
138.0 ± 21.0 ms, p = 0.07; V2: slow 277.0 ± 44.3 ms, fast 183.4 ± 34.7 ms, p < 0.05). (e) Slow and
fast oscillations were present simultaneously and separate from each other (V1: both 31.9 ± 6.3%, slow
22.3 ± 2.9%, fast 22.0 ± 2.4%, none 39.0 ± 16.0%; V2: both 36.9 ± 6.3% slow 22.0 ± 2.4%. fast 22.0
± 1.6%, none 32.6 ± 14.2%). (f) Correlation magnitude slow and fast oscillations (V1: r = 0.12 ±
0.08, p < 0.01 in 3/4; V2: r = 0.08 ± 0.03, p < 0.01 in 5/5).
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Figure B.3: Phase of firing and phase-coupling of L5 pyramidal cells is not different during
slow and fast oscillations. (a) Phase of firing for slow and fast oscillations. The trough of the
oscillation cycle is defined as pi radians. Note that the difference between prelimbic and infralimbic
cells is due to cortical thickness differences (Table B.2), as the reference electrode was taken at a fixed
length from L2. (b) Phase-coupling to slow and fast oscillations.
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oscillations. (a) Phase of EPSCs during slow and fast oscillations. The trough of the oscillation cycle
is defined as pi radians. (b) Phase-coupling to slow and fast oscillations.
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Figure B.7: Fast-spiking (FS) and non-FS interneurons do not differ in spike timing (phase)
or amount of phase coupling. (a) Phase of interneuron firing (FS n = 4; non-FS cells n = 4; p =
0.72). The trough of the oscillation cycle is defined as pi radians. (b) Phase coupling of interneurons
(FS n = 4; non-FS n = 4; p = 0.07).
a b
0.6
0.4
0.2
0.0
Ph
as
e-
co
u
pl
in
g
slow fast
ns
2pi
1pi
Ph
as
e 
(ra
d)
slow fast
ns
Figure B.8: Interneurons fire at rising phase of slow and fast oscillations. (a) Phase of
interneuron firing during slow and fast oscillation episodes (n = 5; p = 0.19). The trough of the oscil-
lation cycle is defined as pi radians. (b) Phase coupling of interneurons with slow and fast oscillations
(n = 6; p = 0.10).
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Summary
This thesis describes the research that was performed in the past five years concerning the
generation of fast brain waves, and the cellular mechanisms that are involved. These fast brain
waves, in the so called beta (15-30 Hz) and gamma (30-100 Hz) frequencies are mostly prominent
while people are engaged in a task that requires working memory and attention. Therefore our
rationale has been that the better understanding of the generation of these fast brain oscillations
(which cortical area, which cortical layer, which cell types are involved, etc), will eventually lead
to improved treatment of patients suffering from abnormal “attention”, such as children and
adults with AD(H)D and patients suffering from schizophrenia.
We have approached this by inducing fast brain waves in brain slices from rats. This can done
in very simple and direct way, namely via the application of the neurotransmitter acetylcholine,
or a substitute such as carbachol. This same neurotransmitter is also released in the brain during
tasks that require attention. Nicotine acts partly in a similar way. It is probably not by chance
that ADHD and schizophrenic patients are severe smokers.
In chapter 2 and 3 we have investigated whether the small amplitude and frequency variations
that can be seen in human EEG data (Figure 2.1b) are the result of the “normal” variation in
the underlying system or network, or that these variations are in fact the result from multiple
active networks. We investigated this by measuring the brain activity using multi-electrode grids
of 8 × 8 electrodes with a high spatial resolution: the distance between electrodes was only 150
µm, and the total area 1.1 mm2. Thus we could measure the activity in all layers of the cortex
(Figure 2.3a,b). From these experiments it became clear that there are in fact two subnetworks
that are active at the same time. One subnetwork gives rise to activity seen in layer 2 and
layer 3/5, and the other to activity seen in layer 5 and 6 (Figure 2.3e). These two subnetworks
give rise to oscillations that differ in frequency, layer 3/5 always being a bit faster than layer 6.
Interestingly, both oscillations were present in layer 5. We wondered therefore if the nerve cells
in layer 5 were divided in two subpopulations, one population involved in the slower and the
other population involved in the faster oscillations, or that individual cells were contributing to
both oscillations. To answer this question we recorded the activity from individual cells (Figure
2.4a,b). These measurements showed that the same cell was active and firing action potentials
during the slow and fast oscillations (Figure 2.4d, 3.4, 3.5), due to the fact that these cells received
timed synaptic input, both excitatory and inhibitory, during both oscillations (Figure 2.6, 2.7).
This was in contrast to cells in layer 6, which only fired action potentials related to the slow
oscillations (Figure 2.5). These results implicate that cells from layer 5 and 6 fire synchronously
during the slow oscillation episodes, but not during the fast episodes. Layer 5 and layer 6 project
to different brain areas: layer 5 primarily to a brain region called the hypothalamus that regulates
the level of alertness. Layer 6 contacts the mediodorsal thalamus, from which the sensory input
is send to the prefrontal cortex. Therefore, activation of the subnetwork that generates the fast
oscillations could change alertness, while activation of the subnetwork that generated the slow
oscillations could influence the input to the prefrontal cortex. The simultaneous activation of
both subnetworks (Figure 2.3f,h) may reflect parallel information processing.
In chapter 4 we studies the interaction between two brain areas, namely between the prelimbic
and the infralimbic cortex. Both brain areas are part of the prefrontal cortex and are important
during tasks that require attention and/or working memory, but each in a different way. When
prelimbic cortex functioning is disturbed, rats will make more mistakes in a test where a light
indicates which of five holes contains a reward. The difficulty of the task being that there is a
delay in time between when the light is shown and when the reward can be obtained. However,
the disturbed function of the prelimbic cortex does not affect the number of premature responses:
when the rat tries out a hole too soon after the presentation of the light, or before a light is even
shown. This is reversed when the infralimbic cortex is affected: now the rats also perform worse
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than normal but due to an increase in impulsive responses. Given the fact that these brain
regions are important in different aspects of attention behavior, we wondered whether this would
result in different characteristics of fast brain oscillations, and whether a possible interaction
between these connected areas could be revealed during these oscillations. We therefore used a
multi-electrode grid of 8 × 8 electrodes covering an area of 4.4 mm2, so that we could measure the
electrical activity in both areas simultaneously. These experiments showed that the prelimbic
and the infralimbic cortex generate their own specific oscillation in about 50% of the brain
slices. The oscillations in the infralimbic cortex are faster (14.7 ± 0.9 Hz) than those in the
prelimbic cortex (12.7 ± 0.7 Hz). The amplitude of the oscillations was also different between
the two areas (Figure 4.1). To investigate whether these areas can really generate oscillation by
themselves, we made so called mini slices: brain slices that contained only the prelimbic or only
the infralimbic area. The measurements from these mini slices are surprising: they confirmed
that both areas can generate oscillations independent from each other, but interestingly there
is no longer a difference in oscillation frequency (in contrast: the difference in amplitude is still
existing, Figure 4.4). Apparently it is the interaction between these areas that is causing the
subtle difference in oscillation frequency. Interestingly, it is these kinds of interactions between
brain areas that are abnormal in schizophrenic patients.
Samenvatting
Dit proefschrift beschrijft het onderzoek van de afgelopen vijf jaar naar de cellulaire processen
en netwerkmechanismen die betrokken zijn bij het doen ontstaan van snelle hersengolven. Deze
snelle hersengolven, in de zogenoemde be`ta- of gammafrequentie (15–30 respectievelijk 30–
100 Hz), zijn vooral prominent wanneer mensen een taak moeten uitvoeren waarbij werkge-
heugen en attentie onontbeerlijk zijn. Vandaar dat onze gedachte is dat als we beter kunnen
begrijpen hoe deze hersenoscillaties worden opgewekt (in welk hersengebied, in welke laag van
de hersenschors, welke betrokkken celtypen, etc), dit uiteindelijk zal leiden tot betere behandel-
ingsmogelijkheden bij patie¨nten die attentiestoornissen hebben, zoals kinderen of volwassenen
met AD(H)D en patie¨nten die lijden aan schizofrenie.
We hebben dit gedaan door deze snelle hersengolven te induceren in hersenplakjes van ratten.
Dit kan op een heel directe en simpele manier, namelijk door de neurotransmitter acetylcholine,
of een stof die hier op lijkt zoals carbachol, toe te voegen. Deze neurotransmitter komt ook vrij
tijdens attentietaken. Nicotine werkt deels op dezelfde manier, en het is waarschijnlijk niet voor
niets dat patie¨nten met ADHD of schizofrenie vaak roken.
In hoofdstuk 2 en 3 hebben we onderzocht, of de kleine variaties in amplitude en frequentie
van netwerkoscillaties, zoals je die bijvoorbeeld ziet in EEG-studies bij mensen (Figuur 2.1b),
het resultaat zijn van een “normale”variatie van het onderliggende systeem c.q. netwerk, of
dat deze in feite de activiteit laten zien van twee verschillende netwerken. We onderzochten dit
door de hersenactiviteit te meten met hoge resolutie multi-elektrode grids van 8 × 8 elektroden,
met slechts een afstand van 150 µm tussen de elektroden en een totaal oppervlakte van 1,1
mm2. Door deze hoge resolutie waren wij in staat om de activiteit te meten in alle lagen van
de hersenschors (Figuur 2.3a,b). Hieruit kwam naar voren dat er twee subnetwerken actief zijn:
het ene subnetwerk leidt tot activiteit in laag 2 en laag 3/5, en het andere subnetwerk genereert
oscillaties in laag 5 en laag 6 (Figuur 2.3e). Deze twee netwerkoscillaties verschilden van elkaar
in oscillatiefrequentie, waarbij laag 3/5 een hogere frequentie laat zien dan laag 6. Interessant
was dat beide oscillaties zichtbaar waren in laag 5. We vroegen ons daarom af, of de cellen in
laag 5 verdeeld waren in twee subpopulaties, waarbij de ene subpopulatie betrokken was bij de
langzame, en de andere bij de snelle oscillaties, of dat dezelfde cellen bij beide oscillaties waren
betrokken. Om deze vraag te beantwoorden, maakten we afleidingen van individuele zenuwcellen
(Figuur 2.4a,b). Het bleek dat cellen uit laag 5 zowel actiepotentialen vuurden, of te wel actief
wasren tijdens de langzame als tijdens de snelle oscillaties (Figuur 2.4d, 3.4, 3.5), mede doordat
deze cellen tijdens beide oscillaties exciterende en remmende synaptische input kregen (Figuur
2.6, 2.7). Dit was in tegenstelling tot cellen uit laag 6, die alleen gerelateerd aan de langzame
oscillaties vuurden (Figuur 2.5). De implicaties hiervan zijn dat tijdens de langzame oscillatie
episoden de cellen in laag 5 en laag 6 simultaan vuren, maar niet tijdens de snelle oscillatie
episoden. Beide hersenlagen projecteren naar verschillende hersengebieden: laag 5 primair naar
een hersengebied, de hypothalamus, waar alertheid wordt gereguleerd. Laag 6 heeft vooral
projecties naar de mediodorsale thalamus, van waaruit de sensorische input naar de prefrontale
hersenschors komt. Activering van het subnetwerk dat snelle oscillaties genereert zou dus tot
verandering kunnen leiden in de mate van alertheid, terwijl activering van het subnetwerk dat
de langzamere oscillatie episoden genereert, de input naar de prefrontale hersenschors benvloedt.
Beide subnetwerken kunnen ook tegelijk actief zijn (Figuur 2.3f,h), dit zou impliceren dat er
parallelle informatieverwerking plaatsvindt.
In hoofdstuk 4 wordt de interactie tussen twee hersengebieden bestudeerd, namelijk tussen de
prelimbische en de infralimbische hersenschors. Deze hersengebieden, die beide tot de prefrontale
hersenschors behoren, zijn belangrijk in attentietaken, maar op een andere manier. Wanneer de
functie van de prelimbische hersenschors verstoord is, maken ratten meer fouten in een test waarin
een lichtje aangeeft welke van vijf gaten een beloning bevat. De moeilijkheid van deze test schuilt
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in de tijd die tussen de presentatie van het lichtje en de beloning zit. De dysfunctie van de pre-
limbische hersenschors heeft echter geen effect op het aantal premature responsen: wanneer de
rat te snel na de presentatie van het lichtje al naar het gat gaat, of zelfs al wanneer er nog niet
eens een lichtje is geweest. Bij een verstoring van de infralimbische hersenschors is dit precies
omgekeerd: de ratten presteren ook slechter dan normaal, maar nu omdat ze meer impulsieve
acties verrichten. Deze hersengebieden hebben dus andere functies, en wij vroegen ons af, of dit
tot verschillen zou leiden in de eigenschappen van netwerk oscillaties, en of potentie¨le interacties
tussen deze twee gebieden te meten zouden zijn tijdens de snelle netwerk oscillaties. Met be-
hulp van een multi-elektrode grid van 8 × 8 elektrodes met een totale oppervlakte van 4,4 mm2
hebben we tegelijkertijd de hersenactiviteit gemeten in beide gebieden. Uit deze experimenten
blijkt dat de prelimbische hersenschors en de infralimbische hersenschors in ongeveer de helft van
de gevallen allebei een eigen oscillatie vertonen. De oscillaties in de infralimbische hersenschors
zijn iets sneller (gemiddeld 14,7 ± 0,9 Hz) dan die in de prelimbische hersenschors (gemiddeld
12,7 ± 0,7 Hz), en ook was de amplitude van de oscillaties in de infralimbische hersenschors groter
(Figuur 4.1). Om te onderzoeken of deze twee gebieden dus echt zelfstandig netwerk oscillaties
kunnen genereren, maakten we zogenoemde mini-plakjes: hersenplakjes van alleen het prelim-
bische of alleen het infralimbische gebied. De metingen van deze mini-plakjes gaven verrassende
resultaten. Ze bevestigen dat deze gebieden inderdaad zelfstandig oscillaties kunnen genereren.
Maar het interessantste gegeven is dat er nu niet langer een verschil in oscillatie frequentie was
(ter vergelijking: het verschil in oscillatie amplitude bleef wel bestaan; zie Figuur 4.4). Blijkbaar
ontstaat dat subtiele verschil in oscillatie frequentie als gevolg van de interactie tussen deze twee
gebieden. En het is juist dit soort interacties tussen hersengebieden dat verstoord lijkt te zijn in
schizofrenie patie¨nten.
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