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This paper presents methods of including coordinate transformations into the solution 
of the incompressible Navier–Stokes equations using the velocity-correction scheme, 
which is commonly used in the numerical solution of unsteady incompressible ﬂows. 
This is important when the transformation leads to symmetries that allow the use of 
more eﬃcient numerical techniques, like employing a Fourier expansion to discretize a 
homogeneous direction. Two different approaches are presented: in the ﬁrst approach all 
the inﬂuence of the mapping is treated explicitly, while in the second the mapping terms 
related to convection are treated explicitly, with the pressure and viscous terms treated 
implicitly. Through numerical results, we demonstrate how these methods maintain the 
accuracy of the underlying high-order method, and further apply the discretisation strategy 
to problems where mixed Fourier-spectral/hp element discretisations can be applied, 
thereby extending the usefulness of this discretisation technique.
© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
The velocity-correction scheme [6,4] is a widely used time-integration method for the unsteady incompressible Navier–
Stokes equations, having being applied in conjunction with ﬁnite volume [12], ﬁnite element [4], spectral-Legendre [12]
and spectral/hp [6] discretisations. This method has the advantage of allowing the pressure and the velocity to be solved 
separately, leading to an eﬃcient solution.
Although some of these spatial discretisations allow for simulations to be performed in arbitrary geometries, in some 
cases it can be useful to solve the ﬂow in a coordinate system other than the typical Cartesian frame of reference, in order 
to create symmetries which might reduce the computational cost. For example, in the context of spectral/hp methods, if 
the coordinate transformation makes the third direction of the domain homogeneous, we can employ what is called the 
Fourier-spectral/hp element method proposed by Karniadakis [5]. In this approach, the homogeneous direction is discretized 
by a Fourier expansion, leading to a more eﬃcient solution that can compensate for the extra computational costs of solving 
the Navier–Stokes in the general coordinates. This idea is illustrated in Fig. 1, which shows how we can obtain a simpler 
representation of a complex geometry by changing the coordinate system.
Although being able to employ the velocity-correction scheme in general coordinates would be desirable, this method 
has not been extended to account to general coordinate transformations. As far as the authors are aware, only specialised 
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system.
situations have been considered, like the constant-Jacobian time-dependent transformation of Newman and Karniadakis [11], 
and the constant-Jacobian time-independent mappings of Darekar and Sherwin [3]. However, no extensions have been 
proposed for cases where the Jacobian of the transformation is not constant.
Considering other approximations of the Navier–Stokes equations, Carlson et al. [2] proposed a method for account-
ing for general coordinate transformations in the context of pseudo-spectral methods, using iterative procedures to solve 
for the pressure and velocity ﬁelds. Although this method leads to the appropriate equations that can be used with the 
velocity-correction scheme, it does not provide the required high-order pressure boundary conditions that are essential to 
the accuracy of this time-integration scheme.
The paper proposes two methods for including coordinate transformations in the velocity-correction scheme. The ﬁrst 
one is a generalization of the approach of Darekar and Sherwin [3] and Newman and Karniadakis [11], with the mapping 
being treated explicitly. On the other hand, the second method is a modiﬁed version of the iterative procedure employed 
by Carlson et al. [2], with the pressure and viscous terms of the mapping being treated implicitly. Neither of these methods 
is restricted to the constant-Jacobian case, and both of them can deal with time-dependent transformations. Therefore, 
it is our belief that they represent a more general and systematic approach to include coordinate transformations to the 
velocity-correction scheme, when compared to the works available in the literature.
The paper is organized as follows. Section 2 describes the numerical methods proposed here. Then, section 3 presents 
results from some simulations employing them. Finally, 4 brieﬂy discusses some aspects of these methods and 5 presents 
the conclusions of the paper.
2. Numerical methods
In this section the numerical methods that allow the velocity-correction scheme to be applied to general coordinate sys-
tems are presented. First, section 2.1 brieﬂy discusses the original velocity-correction scheme, and then section 2.2 proposes 
modiﬁcations to introduce coordinate transformations to this method.
2.1. The standard velocity-correction scheme
We are interested in solving the unsteady Navier–Stokes equations for an incompressible ﬂuid, which assuming a unity 
density can be written as
∂u
∂t
= −(u · ∇)u− ∇p + ν∇2u,
∇ · u = 0,
(1)
where u is the velocity, p is the pressure, and ν is the kinematic viscosity. Given a reference length L and a reference 
velocity U , the Reynolds number is deﬁned as Re = LUν . Equation (1) needs to be solved in the domain  subject to a initial 
condition u0 and to the boundary conditions
u = uD on D,
∂u = uN on N,
(2)∂n
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Neumann boundary conditions are imposed. It is also convenient to denote the convective terms as
N(u) = −(u · ∇)u (3)
and the viscous terms as
νL(u) = ν∇2u, (4)
so that the momentum equation now becomes
∂u
∂t
= N(u) − ∇p + νL(u). (5)
Following the time-integration scheme of [6], the ﬁrst step to solving this problem is to discretize the momentum 
equation in time by approximating the time derivative by a backward differentiation formula (BDF) and by representing 
the convective term explicitly using a polynomial extrapolation from previous time-steps. Using these approximations, the 
momentum equation in time-step n + 1 is reduced to
γ0un+1 −∑ J i−1q=0 αqun−q
t
=
Je−1∑
q=0
βqN(u
n−q) − ∇pn+1 + νL(un+1), (6)
where Je and J i are the integration orders of the explicit and implicit terms, respectively, and α, β and γ represent the 
coeﬃcients of this time-integration scheme.
In order to simplify the notation of equation (6), we introduce the following deﬁnition of the summations:
u+ =
J i−1∑
q=0
αqu
n−q, (7)
N∗ =
Je−1∑
q=0
βqN(u
n−q). (8)
We note that the deﬁnition of the operator ∗ from equation (8) applies not only for N, but to the extrapolation of any term. 
Employing these deﬁnitions, equation (6) takes the following form:
γ0un+1 − u+
t
= N∗ − ∇pn+1 + νL(un+1). (9)
From this point, instead of following the formulation of Karniadakis et al. [6], we present the scheme using the frame-
work of Guermond and Shen [4]. Although they lead to the same scheme, the later approach leads naturally to the 
appropriate boundary conditions, while the former requires returning to the momentum equation in order to obtain them. 
This distinction makes the approach of Guermond and Shen [4] easier to be generalised to include coordinate transforma-
tions, as will be considered in the next section. The idea behind this method is to ﬁrst use a modiﬁed form of equation (9)
with the viscous terms treated explicitly, in order to calculate the pressure and obtain an approximation of u satisfying the 
incompressibility condition. The velocity is then corrected by treating the viscous terms implicitly, hence the name velocity-
correction scheme. Based on this concept, Guermond and Shen [4] show that the advance in time can be represented by 
the following two steps:⎧⎪⎨
⎪⎩
γ0u¯
n+1−u+
t + ∇pn+1 + ν(∇ × ∇ × u)∗ −N∗ = 0 in ,
∇ · u¯n+1 = 0 in ,
u¯n+1 · n = uD · n on D,
(10)
and ⎧⎪⎪⎨
⎪⎪⎩
γ0
(
un+1−u¯n+1
)
t − νL(un+1) − ν(∇ × ∇ × u)∗ = 0 in ,
un+1 = uD on D,
∂un+1
∂n = uN on N,
(11)
where we have applied the ∗ operator in a analogous manner to that deﬁned in equation (8). The term ∇ × ∇ × u comes 
from the decomposition ∇2u = ∇(∇ · u) − ∇ × ∇ × u, and therefore is a valid form for the viscous terms in the continuous 
case, since ∇ · u = 0. The motivation to use this term instead of the Laplacian is to avoid imposing an artiﬁcial pressure 
boundary condition, as was noted by both Karniadakis et al. [6] and Guermond and Shen [4]. Also, u¯n+1 is an intermediate 
velocity ﬁeld satisfying the incompressibility condition, and the solution procedure does not require an explicit evaluation 
of this term.
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with gradients of the test functions ∇φ and integrating over the domain , resulting in∫

∇pn+1 · ∇φ d =
∫

[
u+ − γ0u¯n+1
t
+N∗ − ν(∇ × ∇ × u)∗
]
· ∇φ d. (12)
Now, we can apply the divergence theorem to the right-hand-side of equation (12). Then, the equation can be simpliﬁed 
by imposing ∇ · u¯n+1 = 0 and because the divergence of the curl is zero. Introducing the deﬁnition uˆ = u+ + tN∗ , this 
leads to:∫

∇pn+1 · ∇φ d =
∫

φ∇ ·
(
− uˆ
t
)
d +
∫

φ
[
uˆ− γ0u¯n+1
t
− ν(∇ × ∇ × u)∗
]
· ndS, (13)
which is the weak form of a Poisson equation, with the ﬁrst integral on the right-hand-side representing a forcing term and 
the second integral a high-order Neumann pressure boundary condition.
The velocity-correction in the second step (equation (11)) can be performed by substituting u¯n+1 from equation (10) and 
deﬁning ˆˆu = uˆ − ∇pn+1t , resulting in
γ0un+1 − ˆˆu
t
= νL(un+1), (14)
with the term ν(∇ ×∇ ×u)∗ cancelled out in the substitution. Solving this Helmholtz equation we obtain the velocity ﬁeld, 
completing the solution for time-step n + 1.
2.2. The velocity-correction scheme in general coordinates
We now move to the problem of solving the Navier–Stokes equations in a general coordinate system. We will denote the 
usual Cartesian system by (x¯, y¯, ¯z) and the transformed system by (x, y, z), so that a general time-dependent transformation 
can be represented by:
x¯ = x¯(x, y, z, t),
y¯ = y¯(x, y, z, t),
z¯ = z¯(x, y, z, t).
(15)
In order to study the ﬂow using the transformed domain represented by the (x, y, z) coordinate system, it is necessary 
to obtain the appropriate form of the transformed Navier–Stokes equations. This can be done using tensor calculus, with 
the result for a general time-dependent transformation being [10]:
∂u
∂t
= N¯(u) − G¯(p) + νL¯(u),
D(u) = 0,
(16)
where:
N¯(u) = −u jui, j + V jui, j − u jV i, j,
G¯(p) = gij p, j,
νL¯(u) = νg jkui, jk,
D(u) = 1
J
∇ · ( J ui),
(17)
with gij representing the inverse of the metric tensor, ui the components of the vector u, J the Jacobian of the trans-
formation to the Cartesian system, and a subscript after a comma denotes the covariant derivative. The term V j = − ∂x j
∂t
represents the velocity of the coordinate system, and therefore is only relevant for time-dependent transformations. For 
the fundamentals of tensor calculus leading to the derivation of equation (16), the reader is referred to Aris [1]. To sim-
plify the notation, the ∇ operator will be assumed to correspond to the usual Cartesian operation representing the partial 
derivatives.
After obtaining the appropriate form of the transformed Navier–Stokes equations, we can consider the domain repre-
sented by the (x, y, z) coordinates and solve equation (16). Ignoring any numerical approximation errors at this point, the 
result of the transformed equation should be equivalent to solving the Navier–Stokes equations in the original system. 
However, in order to solve equation (16), the time-integration scheme of section 2.1 needs to be properly modiﬁed to this 
equation. Sections 2.2.1 and 2.2.2 propose two different approaches to achieve this.
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In this section, a method to solve equation (16) treating all the mapping terms explicitly is proposed. First, equation (16)
is restated as
∂u
∂t
= N(u) − ∇p
J
+ νL(u) + A(u, p),
D(u) = 0,
(18)
where N(u) and L(u) are the usual convective and viscous operators from equations (3) and (4), and
A(u, p) = [N¯(u) −N(u)]+ [−G¯(p) + ∇p
J
]
+ ν [L¯(u) − L(u)] (19)
is a forcing term that imposes the coordinate transformation and can clearly be interpreted as the difference between the 
Cartesian and transformed expressions. Although it is not explicit in the equations, A also depends on the particular form 
of the mapping employed. We note that at this step, the momentum equation has been restated in a form that is almost 
the same as the original Navier–Stokes equations with a forcing term, with the difference being the Jacobian dividing the 
pressure gradient. The reason for including the Jacobian here will become evident later, when it will allow the equations to 
be simpliﬁed using the incompressibility condition ∇ · ( Ju) = 0.
The next step is to modify equation (9) accordingly, with the forcing term being treated explicitly using an extrapolation 
from previous time-steps, in the same manner as the convective term, leading to:
γ0un+1 − u+
t
= N∗ + A∗ − ∇p
n+1
J
+ νL(un+1), (20)
where the meaning of u+ , N∗ and A∗ follows from the deﬁnitions of equations (7) and (8).
Another aspect that must be modiﬁed is the decomposition of the viscous term employed in the velocity-correction 
scheme. The relation ∇2u = ∇(∇ ·u) −∇ ×∇ ×u that was used in the Cartesian case is not helpful in the transformed sys-
tem, since the incompressibility condition is no longer contained in the condition ∇ ·u = 0. Therefore, it is more convenient 
to use the identity ∇2u = ∇(D(u)) − ∇( uJ · ∇ J ) − ∇ × ∇ × u, since the ﬁrst term on the right-hand-side vanishes, leading 
to a behaviour similar to the use of the divergence condition in the original Cartesian problem. Therefore, we propose the 
time-integration scheme of equations (10) and (11) can be replaced by:⎧⎪⎨
⎪⎩
γ0u¯
n+1−u+
t + ∇p
n+1
J + ν(∇( uJ · ∇ J ))∗ + ν(∇ × ∇ × u)∗ −N∗ − A∗ = 0 in ,
D(u¯n+1) = 0 in ,
u¯n+1 · n = uD · n on D,
(21)
and ⎧⎪⎪⎨
⎪⎪⎩
γ0
(
un+1−u¯n+1
)
t − νL(un+1) − ν(∇( uJ · ∇ J ))∗ − ν(∇ × ∇ × u)∗ = 0 in ,
un+1 = uD on D,
∂un+1
∂n = uN on N.
(22)
To solve the ﬁrst step, we multiply the equation by J , dot with the gradient of the test functions ∇φ and integrate in 
the transformed domain. Deﬁning uˆ = u+ + t(N∗ + A∗), results in∫

∇pn+1 · ∇φ d =
∫

J
[
uˆ− γ0u¯n+1
t
− ν
(
∇
(
u
J
· ∇ J
))∗
− ν(∇ × ∇ × u)∗
]
· ∇φ d. (23)
Applying the divergence theorem to the right-hand-side of the equation, and noting that the divergence of the curl is 
zero and that from the incompressibility condition ∇ · ( J u¯n+1) = 0 , we obtain:∫

∇pn+1 · ∇φ d =
∫

φ∇ ·
[
− J uˆ
t
+ ν
(
∇
(
u
J
· ∇ J
))∗]
+ ν∇ J · (∇ × ∇ × u)∗ d
+
∫

φ J
[
uˆ− γ0u¯n+1
t
− ν
(
∇
(
u
J
· ∇ J
))∗
− ν(∇ × ∇ × u)∗
]
· ndS.
(24)
This is still a Poisson equation in the weak form for the pressure, and can be solved using the same method as in the 
original velocity-correction scheme, with the only changes appearing in the forcing term and in the high-order boundary 
condition term in the right-hand-side of the equation.
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equation (21) in equation (22), and by changing the deﬁnition of ˆˆu to ˆˆu = uˆ − ∇pn+1J t we once again obtain equa-
tion (14). Therefore the deﬁnition of ˆˆu is the only change that needs to be performed in this step when comparing it 
to the original velocity-correction scheme. It is clear that this formulation requires only small modiﬁcations to the original 
velocity-correction scheme procedure:
• a forcing term needs to by added to the convective term,
• the forcing terms for the pressure and viscous systems need to be modiﬁed,
• the high-order pressure boundary conditions are slightly different.
This characteristic is one of the advantages of the method, since an existing solver can be easily adapted to include the 
coordinate transformation.
An interesting particular case of this method occurs when the Jacobian of the transformation is constant, usually J = 1. 
In this case, we have a divergence-free mapping, and the only modiﬁcation that is required is adding the forcing term 
A(u, p) to the convective term. The resulting method is exactly the same as the one used by Newman and Karniadakis [11]
and Darekar and Sherwin [3], and therefore we can consider their approach a particular case of the more general procedure 
presented here.
2.2.2. Semi-implicit treatment of the mapping
This section describes an approach to solve the equations where the mapping terms arising from the convective part of 
the equation are treated explicitly, while the pressure and viscous terms are treated implicitly, maintaining the characteris-
tics of the original splitting scheme. This is a modiﬁed version of the method used by Carlson et al. [2] and later restated 
by Koberg [8] with a notation similar to that original presented by Karniadakis et al. [6]. The main difference from their 
approach is that by following the framework from section 2.1, we can obtain the appropriate pressure boundary conditions 
directly, while in their method it is not clear what these conditions should be for this semi-implicit formulation.
The ﬁrst step is to note that the operator L¯ can be decomposed as:
L¯(u) = g jmui,mj = g ji(um,m), j − εimnεl jk gnl gkpup, jm, (25)
where gij is the metric tensor and εi jk = g−1/2 i jk , with  i jk being the permutation symbol, is a generalization of the per-
mutation symbol. Noting that um,m = D(u) = 0, we conclude that this is a generalised form of the decomposition employed 
in the Cartesian case. Deﬁning Q = εimnεl jk gnl gkpup, jm , we propose to restate the velocity-correction scheme of equations 
(10) and (11) as⎧⎪⎨
⎪⎩
γ0u¯
n+1−u+
t + G¯(pn+1) + νQ∗ − N¯∗ = 0 in ,
D(u¯n+1) = 0 in ,
u¯n+1 · n = uD · n on D,
(26)
and ⎧⎪⎪⎨
⎪⎪⎩
γ0
(
un+1−u¯n+1
)
t − νL¯(un+1) − νQ∗ = 0 in ,
un+1 = uD on D,
∂un+1
∂n = uN on N.
(27)
The ﬁrst step is solved using the following iteration:
∇pn+1s+1 = ∇pn+1s + J
[
u+ − γ0u¯n+1
t
− νQ∗ + N¯∗ − G¯(pn+1s )
]
, (28)
where s is the iteration counter. Instead of using this iterative procedure, it would be possible to perform this step directly, 
by following a procedure similar to the one in the original velocity-correction scheme. However, this would involve assem-
bling the matrix representing the operator D(G¯(p)), which in a 2.5D problem would couple the different Fourier modes. 
Therefore, performing this step directly would eliminate any performance gains we might obtain by using the coordinate 
transformation. Also, the direct approach would not be practical for time-dependent transformations, since the system would 
have to be updated at every time-step.
Dotting equation (28) with ∇φ and integrating to obtain the weak form, and after using the identities ∇ · ( J u¯n+1) = 0
and D(Q) = 0, the equation becomes:
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
∇pn+1s+1 · ∇φ d =
∫

φ
[
J D
(−uˆ
t
)
+ J D(G¯(pn+1s )) − ∇2pn+1s
]
d
+
∫

φ
[
J
(
uˆ− γ0u¯n+1
t
)
− ν JQ∗ − J G¯(pn+1s ) + ∇pn+1s
]
· ndS,
(29)
where uˆ = u+ + tN¯∗ . This Poisson equation needs to be solved at each iteration; however, most of the terms in the 
right-hand-side are not modiﬁed during the iterative procedure, and therefore only need to be computed once per time-step.
Similarly, the velocity system of the second step can be solved using the following iterative procedure:
γ0u
n+1
s+1
t
− νL(un+1s+1 ) =
uˆ
t
− G¯(pn+1) + νL¯(un+1s ) − νL(un+1s ), (30)
where each iteration consists of solving a Helmholtz equation for each velocity component. Also, we note that the iterative 
procedures of equations (28) and (30) can be modiﬁed to include a relaxation parameter, making them more robust.
3. Test cases
This section presents results of tests employing the previous methods in three different types of ﬂows, the ﬁrst two 
validating the formulation, with the third demonstrating how this approach is able to deal with very general problems with 
time-dependent mappings. The ﬁrst case considered is the Kovasznay ﬂow, for which there is an exact analytical solution, 
allowing for the accuracy of the methods to be evaluated. The second case is the ﬂow around an inﬁnite square cylinder 
deformed along the span direction. This is a more complex ﬂow with results at low Reynold numbers available in the 
literature [3], allowing to assess how the method performs in a more practical scenario. The last simulation presented is the 
two-dimensional ﬂow around two circular cylinders in tandem, with the upstream cylinder subject to forced oscillations, 
while the downstream cylinder is held ﬁxed.
All simulations employ the spatial discretisation of the spectral/hp method discussed in Karniadakis and Sherwin [7], 
with the three-dimensional cases using a Fourier expansion in the third direction, as presented by Karniadakis [5]. However, 
we note that the methods proposed here do not depend on this particular choice of discretisation.
3.1. Kovasznay ﬂow
The Kovasznay ﬂow, presented by Kovasznay [9], consists in a steady analytical solution for the two-dimensional Navier–
Stokes equations with a periodic direction, which can be viewed as a representation of the ﬂow behind a two-dimensional 
grid. Considering a three-dimensional domain with the ﬂow in the xz plane, with z being the periodic direction, the exact 
solution is
u = 1− ekx cos(2π z),
v = 0,
w = k
2π
ekx sin(2π z),
p = 1
2
(
1− e2kx
)
,
(31)
where the constant k is deﬁned as
k = Re
2
−
√
Re2
4
+ 4π2, (32)
with Re being the Reynolds number.
Simulations for this ﬂow were performed in four different situations. The ﬁrst did not employ any mapping, and therefore 
serves as a reference to compare the methods proposed here. The second case considered a divergence-free mapping, using 
the transformation
x¯ = x+ ξ(z) = x− 0.05cos(2π z). (33)
The third scenario considered an explicit treatment of the mapping, while the fourth dealt with the semi-implicit case, both 
using the mapping
x¯ = f (x, z) = x− 0.05tanh(1− x)
tanh(1)
cos(2π z). (34)
In all cases the y and z coordinates were not modiﬁed.
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Fig. 3. Contours of the w velocity component of the Kovasznay ﬂow in the xz plane for the simulations with no mapping and with the mapping of 
equation (34).
It is clear that the study of this simple ﬂow does not beneﬁt from the use of these transformations, and therefore the 
only motivation for using they here is for testing the accuracy of the methods.
The simulations consisted of advancing the equations in time for 15 time units using a time-step of 0.001 with a 
ﬁrst-order time integration, with Re = 40. The computational domain extends from −0.5 to 1.0 in x, from −0.5 to 1.5
in y and from 0 to 2 in z, with the xy plane represented by 12 quadrilateral elements and the z direction discretized 
using a Fourier expansion. The reference resolution considered 10 modes per direction in each element of the xy plane (9th
order polynomials) with 64 degrees of freedom for the Fourier expansion in the z direction. From this reference, either the 
polynomial order or the number of Fourier modes were reduced, in order to determine how these parameters affect the 
error.
Fig. 2 presents the results in term of the inﬁnity norm (maximum value in the quadrature points) of the error for the 
u velocity. We note that for the polynomial order, the mapping x¯ = f (x, z) has a slight loss of accuracy, but all cases still 
show a good convergence. In the case of the z direction resolution, the use of the mappings results in higher errors when 
the number of modes is small, although this is likely due to the fact that in the absence of any mapping the solution 
can be exactly represented by the Fourier expansion with just the mean mode and the second harmonic, corresponding to 
Nz = 6. As the number of modes increase, once again the errors are comparable in all cases. It is also clear that the choice 
between the explicit or semi-implicit treatment of the mappings has little effect on the accuracy of these results. In fact, 
the difference between the solution from the two methods is negligible, with the inﬁnity norm of the difference in the u
velocity usually being at least two orders of magnitude lower than the discretisation error from Fig. 2.
Fig. 3 presents contours of the w velocity for the ﬁrst case (no mapping) and the fourth case (mapping of equation (34)), 
both for the highest spatial resolution considered. We note that although the physical domain is different (since the compu-
tational domain is the same), the results are equivalent, showing how the exact solution is obtained even in the deformed 
geometry.
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Fig. 5. Comparison of results for a square cylinder with waviness of wavelength λh = 2.8 at Re = 100, with the results from [3]. Each case consists of a 
different amplitude W .
3.2. Square cylinder with waviness
The ﬂow around an inﬁnite square cylinder with spanwise sinusoidal waviness was studied numerically by Darekar and 
Sherwin [3], for a Reynolds number Re = 100. As noted previously, the method they employed is a particular case of the 
explicit method of section 2.2.1, and therefore this is a good test to check if the current implementation is consistent with 
theirs. A few cases considered by them were studied here, all of them with a waviness of wavelength λh = 2.8, where 
h is the height of the cylinder. For each case, a coordinate transformation is employed to remove the waviness from the 
cylinder, allowing for the use of a Fourier discretisation in the span direction. Fig. 4 shows contours of spanwise vorticity for 
the cylinder without any waviness and for a waviness with amplitude W
λ
= 0.2, illustrating the geometry being considered, 
and how vortex shedding is suppressed in the modiﬁed geometry. The results of mean drag and oscillating lift coeﬃcients 
for different waviness amplitudes are presented in Fig. 5, showing a good agreement with the results from Darekar and 
Sherwin [3]. Although there is a small discrepancy (approximately 3%) in the drag coeﬃcient, this is likely due to different 
resolutions and domain sizes in both sets of simulations, since their convergence studies indicate errors around 2%, while 
the simulations presented here were not preceded by any rigorous convergence studies. The fact that this systematic error 
persists even for a zero amplitude, where no mapping is employed, further supports the claim that the discrepancies are 
not caused by the treatment of the waviness.
3.3. Flow around moving cylinders
To demonstrate the possibility of using the techniques presented in this paper to time-dependent transformations, a sim-
ulation of the two-dimensional ﬂow around a pair of moving circular cylinders was performed, with Reynolds number 
Re = 100. The centre-to-centre distance is 3 diameters, the downstream cylinder is held ﬁxed, and a forced oscillation in 
the y direction with non-dimensional frequency 0.3 and amplitude of 0.75 diameter was imposed on the upstream cylinder. 
Instead of using a moving mesh to solve this problem, a ﬁxed mesh where the displacement of the cylinders is zero was 
used, with a mapping accounting for the movement of the upstream cylinder. Before each time-step, the displacements on 
the boundaries were used as boundary conditions to solve a Laplace equation, leading to a global representation of the 
mapping which was used to solve the equations with the semi-implicit method of section 2.2.2. Fig. 6 shows instantaneous 
contours of vorticity for this case, exhibiting a behaviour that is compatible with what is expected for this ﬂow. The effect 
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Fig. 7. Detail of computational mesh used in the simulation of the ﬂow around two circular cylinders, and the same mesh after applying the coordinate 
transformation at two different time instants.
of the transformation is illustrated in Fig. 7, showing the computational mesh in the region close to the cylinders, along 
with the corresponding representations in the physical domain at two different time instants.
4. Discussion
The computational cost of advancing the equations by one time-step using the semi-implicit method of section 2.2.2 is 
clearly higher than the one for the explicit approach of section 2.2.1. Therefore, it is important to address the question of 
under what circumstances the former should be employed. Although section 3.1 showed that both schemes maintain the 
accuracy of the underlying discretisation, the explicit scheme becomes unstable as the coordinate transformation becomes 
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smaller coordinate changes, while the semi-implicit method with its higher computational cost is more capable of handling 
more complex or energetic deformations. In these more complex cases, the iterative procedures employed in the semi-
implicit method can also become unstable as the deformation of the mapping becomes even larger; however, this issue can 
be moderated by including a relaxation technique.
To illustrate the limitation of the explicit and semi-implicit schemes, we consider the performance of both methods for 
the square cylinder case of section 3.2. For this particular case, the maximum amplitude that could be stably handled using 
the explicit method is W = 0.25λ (where λ = 2.8h), while the semi-implicit method remained stable for a signiﬁcantly 
higher amplitude of W = 0.75λ, after which convergence becomes increasingly diﬃcult. In terms of computational cost, 
in our implementation the explicit method takes approximately 1.7 times the time required for the straight cylinder case. 
For the semi-implicit method, the computational cost depends signiﬁcantly on the number of iterations required in the 
iterative solutions, with typical cost of between 5 and 10 times that of the undeformed case. Obviously, these increases 
in cost have to be weighted against the gains obtained by being able to employ a quasi-3D discretisation instead of a full 
three-dimensional simulation.
When considering the computational costs, it is important to note that the cost is inﬂuenced by the particular problem 
being considered and by the characteristics of the numerical implementation being employed, specially by the balance 
between the costs of the implicit and explicit parts of the algorithm. In our simulations, the implicit equations were solved 
using an eﬃcient direct solver with multi-level static condensation, as described in Karniadakis and Sherwin [7]. Because 
of this, the time spent calculating the advection terms in the original solver was signiﬁcant (around 30%), emphasizing 
increases in the cost of the explicit calculations. If the implicit equations were solved using a less eﬃcient iterative solver, 
as is often the case in large massively-parallel simulations, the solution of the implicit systems would dominate the cost, 
and thus the performance of our explicit formulation compared to the straight cylinder case would improve. Therefore, for 
the explicit method the ratio between the cost of computing the mapping terms and computing the advection terms might 
be a more representative measure of the performance of the method. Determining this ratio, which is related to the number 
of derivatives that need to be calculated, we observe it to be close to 2.5.
Another important point is that the two methods can be combined, leading to a formulation where only the pressure or 
only the viscous terms are treated implicitly. This can be useful if evidence indicates that the convergence problems caused 
by the explicit treatment of mappings with high amplitude are related to only one of these terms. In this situation, only the 
term leading to stiffness of the system needs to be treated implicitly, while all the other terms remain explicit, reducing the 
computational cost.
Finally, we note that the example of section 3.3 shows how the methods proposed can lead to a general framework to 
dealing with ﬂuid-structure interaction without employing moving meshes at each time-step, which can be computationally 
expensive, due to the requirement of reassembling the pressure and velocity systems to account for the new geometry.
5. Conclusions
We have presented two methods to include generalised coordinate transformations, which can include divergent map-
pings, to the velocity-correction scheme usually employed in the solution of the unsteady Navier–Stokes equations for 
incompressible ﬂuids. In one of the methods, all of the terms coming from the mapping are treated explicitly, leading to 
a lower computational cost. The other method treats the convective terms explicitly, and the pressure and viscous terms 
implicitly. This requires the use of iterative procedures, making the method more computationally expensive, although it is 
more robust. Numerical examples demonstrated how these formulations maintain the accuracy of the high-order discreti-
sation employed. These methods are useful when the coordinate transformation leads to a simpliﬁcation of the geometry, 
allowing for more eﬃcient numerical techniques such as a Fourier expansion to be employed, compensating for the extra 
computational cost from computing the mapping terms. Also, by using time-dependent transformations it is possible to 
solve ﬂuid-structure interaction problems without resorting to moving meshes at each time-step.
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