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ON PRIMENESS OF THE SELBERG ZETA-FUNCTION
RAMU¯NAS GARUNKSˇTIS AND JO¨RN STEUDING
Abstract. In this note we prove that the Selberg zeta-function associated to
a compact Riemann surface is pseudo-prime and right-prime in the sense of a
decomposition.
1. Introduction
Let s = σ+it be a complex variable and X a compact Riemann surface of genus
g ≥ 2. The surface X can be regarded as a quotient Γ\H , where Γ ⊂ PSL(2,R)
is a strictly hyperbolic Fuchsian group and H is the upper half-plane of C. Then
the Selberg zeta-function associated with X = Γ\H is defined by (see Hejhal [8,
§2.4, Definition 4.1])
(1) Z(s) =
∏
{P0}
∞∏
k=0
(1−N(P0)−s−k).
Here {P0} is the conjugacy class of a primitive hyperbolic element P0 of Γ and
N(P0) = α
2 if the eigenvalues of P0 are α and α
−1 with |α| > 1. Equation (1)
defines the Selberg zeta-function in the half-plane σ > 1. The function Z(s) can
be extended to an entire function of order 2 (see [8, §2.4, Theorem 4.25]).
The Selberg zeta-function Z(s) has so-called trivial zeros at integers s = −n,
n ≥ 1, of multiplicity (2g − 2)(2n + 1); at s = 0 with multiplicity 2g − 1; and
at s = 1 with multiplicity 1. There are further, so-called nontrivial zeros on the
critical line σ = 1/2 with at most finitely many exceptions of zeros on the real
segment 0 < s < 1 (see [8, §2.4, Theorem 4.11] and Randol [12]). The nontrivial
zeros sj = 1/2± itj correspond to eigenvalues
λj = sj(1− sj) = 1/4 + t2j > 0(2)
of the hyperbolic Laplacian ∆ on X = Γ\H (see [8, §2.4, Theorem 4.11]. The
imaginary parts of nontrivial zeros (and, more generally, imaginary parts of a-
points for any given complex number a) of Z(s) are uniformly distributed modulo
one (see [6]).
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Moreover, the Selberg zeta-function satisfies the following functional equation
([8, §2.4, Theorem 4.12])
(3) Z(s) = X(s)Z(1− s),
where
X(s) = exp
(
4π(g − 1)
∫ s−1/2
0
v tan(πv) dv
)
.
We consider the compositions F (z) = f(h(z)), where F , f , and h are mero-
morphic functions on C. We always can achieve that f is meromorphic and h is
an entire function. However, if F has infinitely many poles and f is a rational
function, then h is meromorphic. We arrive at the following definition.
Definition (Gross [7] or Chuang and Yang [2, Section 3.2]). Let F be a mero-
morphic function. Then an expression
F (z) = f(h(z))(4)
where f is meromorphic and h is entire (h may be meromorphic when f is a
rational function) is called a decomposition of F with f and h as its left and right
components respectively. F is said to be prime in the sense of a decomposition if
for every representation of F of the form (4) we have that either f or h is linear.
If every representation of F of the form (4) implies that f is rational or h is a
polynomial (f is linear whenever g is transcendental, g is linear whenever f is
transcendental), we say that F is pseudo-prime (left-prime, right-prime) in the
sense of a decomposition. Note that here the terminology is slightly changed.
In [7] and [2] the notions factorization and factor instead of the corresponding
notions decomposition and component were used. Further we use the shorter
wording ‘function is prime (pseudo-prime)’ instead of ‘function is prime (pseudo-
prime) in the sense of a decomposition’.
The first example of a prime function in the literature is F (z) = ez + z (see
Rosenbloom [14] and Gross [7]). Liao and Yang [10] proved that both, the Gamma
function and the Riemann zeta-function are prime functions. Here we are con-
cerned with another type of zeta-function, namely the Selberg zeta-function. We
expect that it is a prime function. Our attempts led to the following
Theorem 1. The Selberg zeta-function Z associated with a compact Riemann
surface of genus g is pseudo-prime and right-prime.
Moreover, if Z(s) = f(h(s)), where f is rational and h is meromorphic, then
f is a polynomial of degree k, where k divides 2g−2, and h is an entire function.
Indeed, the polynomial f in this theorem cannot be of the form f(z) = czk, k ≥ 2,
since Z(s) has a simple zero at s = 1. In the proof of Theorem 1 the difference
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of the growth of Z(s) in right and left half-planes of C is used (a topic for which
we refer to [4]).
The following consequence of our theorem might be of independent interest.
Corollary 2. Let Z1 and Z2 be the Selberg zeta-functions associated with compact
Riemann surfaces X1 and X2, respectively. For j = 1, 2, denote by Sj the set of
nontrivial zeros of Zj(s). Assume that h is an entire function satisfying h
−1(S2) =
S1. Then h is the identity and S1 = S2.
Theorem 1 and Corollary 2 are proved in the next section. In Section 3 we
discuss a hypothetical decomposition of Z with a quadratic polynomial and an
entire function.
2. Proofs
We begin with a
Definition. Let E ⊂ C. If θ ∈ [0, 2π] is an accumulation point of S = {arg z :
z ∈ E}, then we call {z : arg z = θ} an accumulation line of E.
Liao and Yang [10] used the following lemma to prove the pseudo-primeness of
ζ . From this lemma we shall derive that Z is also pseudo-prime.
Lemma 3. Let a1, a2 be arbitrary distinct complex numbers or ∞ and let f be a
meromorphic function of finite order. Assume that the number of the accumula-
tion lines of E = {z : f(z) = aj ∈ C, j = 1, 2} is finite. Then f is pseudo-prime.
Proof. Lemma 3 is proved in [1, p. 141]. 
The following lemma describes the asymptotic behavior of the factor X(s) in
the functional equation (3).
Lemma 4. For t ≥ 1,
X(s) = exp
(
2πi(g − 1)
(
s− 1
2
)2
+
πi(g − 1)
6
+O
(
t
e2pit
+
(σ − 1/2)2
e2pit
+
(σ − 1/2)t
e2pit
))
(t→∞)
uniformly in σ.
Proof. This is Lemma 1 in [5]. 
Proposition 5. The Selberg zeta-function associated to a compact Riemann sur-
face is pseudo-prime and right-prime.
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Proof. By Lemma 3 (applied with a1 = 0 and a2 =∞) the Selberg zeta-function
Z(s) is pseudo-prime.
Next we show that Z is a right-prime function. Assume that
Z(s) = f(h(s))
where f is entire and h is a polynomial. We need to prove that then h is a linear
function. For this we shall use growth properties of the Selberg zeta-function.
Let N(P00) = minP0{N(P0)}. By definition of the norm we have N(P00) > 1. In
[8, Proposition 4.13] it is proved that
Z(s) = 1 +O(N(P00)
−σ) (σ →∞),(5)
uniformly in σ ≥ 2. Combining this with the functional equation (3) and Lemma
11, we observe that, for any ε > 0,
lim
|s|→∞
Z(s) =∞(6)
uniformly in
A := {s : π/2 + ε ≤ arg s ≤ π − ε or π + ε ≤ arg s ≤ 3π/2− ε}.
Let h(s) = ads
d+ ad−1sd−1+ . . .+ a1s+ a0 with ad 6= 0. For the polynomial h we
consider the preimages ℓ1, . . . , ℓd of the half-line
ℓ =
{
s : arg s =
π
2
− arg ad
}
.
We number the preimages such that near to infinity the curve ℓj is close to the
half-line
Lj :=
{
s : arg s =
π
2d
− arg ad
d
+
2jπ
d
}
,
where j ∈ {1, . . . , d}. Note that argLj 6= π, j ∈ {1, . . . , d}. Thus, if d ≥ 2, then
there are indices p, q ∈ {1, . . . , d} such that Lp lies in the half-plane σ > 2 (except
for a finite part of Lp) and Lq lies in the set A. Therefore, by formulas (5) and
(6), we have
lim
|s|→∞
s∈ℓp
Z(s) = 1 and lim
|s|→∞
s∈ℓq
Z(s) =∞.(7)
¿From other side, by Z(s) = f(h(s)) and h(ℓp) = ℓ = h(ℓq) we see that Z(ℓp) =
Z(ℓq). The last equality contradicts equation (7). Thus d = 1. This proves
Proposition 5. 
Lemma 6. If F is entire right-prime, F (z) = f(h(z)) with rational f and entire
h, then f is a polynomial or h(z) = exp(az + b) − w for some complex numbers
a 6= 0, b, and w.
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Proof. By Picard’s theorem f has at most one pole. Suppose f(z) has one pole
at z = w. Then h(z) omits the value w. Hence, there is an entire function p, such
that h(z) = exp(p(z)) − w. Then p is a linear function since F is a right-prime
function. 
Let
F (s) = area(X)
∫ s
0
z tan(πz)dz,(8)
where the integration is along the straight line segment joining the origin to s if
s is not on the real line; otherwise, when s is on the real line, and not one of the
points ±1/2, ±3/2, ±5/2,. . . , we define F (s) by the requirement of continuity
as s is approached from the upper half-plane (compare to the definition of the
function Φ(s) in Randol [13, proof of Lemma 2]).
We shall find an antiderivative of z tan(πz) in (8). The dilogarithm function is
the function defined by the power series
Li2(s) =
∞∑
n=1
sn
n2
for |s| ≤ 1.(9)
Analytic continuation of the dilogarithm is given by
Li2(s) = −
∫ s
0
log(1− z)dz
z
for s ∈ C \ [1,∞).(10)
For t > 0, let
P (s) = area(X)
(
is2
2
− s
π
log
(
1 + e2ipis
)
+
i
2π2
Li2(−e2ipis) + i
24
)
,
where the principal branch of the logarithm is chosen. In view of Li2(−1) =
−π2/12 (see formulas (1.8) and (1.9) in Lewin [9]) it follows that lims→0 P (s) =
0 = F (0). Taking into account the expressions (8) and (10) we obtain that
P ′ = F ′. Thus, for t > 0,
F (s) = area(X)
(
is2
2
− s
π
log
(
1 + e2ipis
)
+
i
2π2
Li2(−e2ipis) + i
24
)
.(11)
Lemma 7. For s satisfying |s − n| = 1/2 with a negative integer n, we have
Z(s)→∞ as n→ −∞.
Proof. In view of the functional equation (3) and formula (5) we need to show
that
X(s)→∞(12)
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for |s− n| = 1/2, as n→ −∞. We have |X(s)| = exp(ℜF (s− 1/2)). Then (11)
together with expressions (9),
ℜ (i(s− 1/2)2/2) = −t(σ − 1/2),
the fact that
ℜ
(
s− 1/2
π
log(1 + e2ipi(s−1/2))
)
=
σ − 1/2
π
log |1− e2ipis|+O(1) (σ → −∞),
uniformly in 0 < t ≤ 1, yield
|X(s)| = exp
(
area(X)(1/2− σ)(t+ 1
π
log |1− e2ipis|) +O(1)
)
(σ → −∞),
uniformly in 0 < t ≤ 1. Thus, in order to prove (12), and thus the lemma, it is
sufficient to show that, for |s| = 1/2, t ≥ 0, and some positive δ,
t +
1
π
log |1− e2ipis| > δ.(13)
¿From now on we assume that |s| = 1/2.
1) Let 0 ≤ arg s ≤ π/4. Then √2/2 ≤ 2ℜs ≤ 1 or √2/4 ≤ ℜs ≤ 1/2.
Similarly, 0 ≤ ℑs ≤ √2/4. Further
−1 ≤ ℜe2ipis = e−2piℑs cos(2πℜs) ≤ e−2pi
√
2
4 cos(2π
√
2
4
) ≤ −0.026.
Thus,
t+
1
π
log |1− e2ipis| ≥ 1
π
log |1− ℜe2ipis| ≥ 1
π
log 1.026 ≥ 0.008.
2) Let π/4 ≤ arg s ≤ π/3. Then 1/4 ≤ ℜs ≤ √2/4, √2/4 ≤ ℑs ≤ √3/4, and
ℜe2ipis ≤ 0. Therefore,
t +
1
π
log |1− e2ipis| ≥ t ≥
√
2
4
.
3) Let π/3 ≤ arg s ≤ π/2. Then 0 ≤ ℜs ≤ 1/4, √3/4 ≤ ℑs ≤ 1/2, and
ℜe2ipis ≤ e2ipi
√
3/4. This gives
t +
1
π
log |1− e2ipis| ≥
√
3
4
+ log(1− e−2pi
√
3/4) ≥ 0.41.
4) Let π/2 ≤ arg s ≤ π. By a symmetry and cases 1), 2), 3) we have
t+
1
π
log |1− e2ipis| = t + 1
π
log |1− e2ipis| ≥ 0.008.
This proves (12) with δ = 0.007 and Lemma 7.

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Lemma 8. Suppose Z(s) = f(h(s)) with an entrie function h and f(s) = aks
k +
ak−1sk−1 + · · ·+ a1s+ a0, where ak 6= 0. Then k divides 2g − 2.
Proof. We consider the function
Z(s)− ak−1gk−1(s)− · · · − a0 = akgk(s).
If Z(s) is large, then
g(s)≪ Z 1k (s).
This, Lemma 7, and Rouche´’s theorem give that on the circle |s + n| = 1/2, for
large negative n, the functions Z(s) and
Z(s)− ak−1gk−1(s)− · · · − a0 = akgk(s)(14)
have the same number (= (2g − 2)(2n+ 1)) of zeros (counting multiplicities). In
view of formula (14), for any large n, there is an integer m such that
(2g − 2)(2n+ 1) = km.
Hence, k divides 2g − 2. 
Proof of Theorem 1. By Proposition 5 it follows that Z is pseudo-prime and right-
prime.
Next we consider a decomposition Z(s) = f(h(s)), where f is rational and h
is meromorphic. Since Z is entire, we can assume that h is entire. By Lemma
6 it follows from Z(s) = f(g(s)), with rational f and entire g that (i) f is a
polynomial or (ii) h(z) = exp(az + b) − w for some complex numbers a 6= 0, b,
and w.
In the case of (i) the theorem follows in view of Lemma 8.
We shall show that case (ii) is impossible. In fact, by (ii) we have Z(s) =
f(exp(az + b)− w), where f is rational. It is easy to see that in the disc |s| < R
such a function must have less than c1R zeros (counted with multiplicities). Since
Z(s) has more than c2R
2 in the disc |s| < R (as mentioned in the introduction),
we arrive at a contradiction. Theorem 1 is proved. 
For the proof of Corollary 2 we shall use the following Lemma due to Edrei [3].
Lemma 9. Let f be an entire function. Assume that there is an unbounded
sequence (aj)
∞
j=1 such that all but a finite number of the roots of the equations
f(z) = aj, j = 1, 2, . . . , lie on a straight line. Then f is a polynomial of degree
not greater than two.
Proof of Corollary 2. We consider
Ξ1(s) = ((2π)
sΓ2(s)Γ2(s+ 1))
2g−2 Z1(s),
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where the double gamma function is defined by
1
Γ2(s+ 1)
= (2π)s/2 exp
(
−γ + 1
2
s2 − s
2
) ∞∏
n=1
(
1 +
s
n
)n
exp
(
s2
2n
− s
)
,
and γ is the Euler constant (see Minamide [11]). Analogously, we define Ξ2(s).
Then, for j = 1, 2, the zeros (counting multiplicities) of Ξj(s) coincide with the
nontrivial zeros of Zj(s). By assumption, Ξ1(s) and Ξ2(g(s)) have the same zeros
and both are functions of order two. hence, by Hadamard’s theorem, there are
complex constants a, b, c, and d such that
Ξ2(g(s)) = de
as2+bs+cΞ1(s).(15)
We apply Lemma 3 to the function Ξ2(g(s)) with a1 = 0 and a2 = ∞. Clearly,
Ξ2(g(s)) has no poles. By (15) its zeros lie on the line σ = 1/2 apart from finitely
many zeros on the real line. Thus the set
E = {s : Ξ2(g(s)) = aj, j = 1, 2}
has two accumulation lines, namely arg s = π/2 and 3π/4. Then Lemma 3
implies that Ξ2(g(s)) is a pseudo prime function. Thus g must be a polynomial.
By Lemma 9 this polynomial is of degree not greater than two. The nontrivial
zeros (with only a finite number of exceptions) of both functions, Z1 and Z2 lie
on the same line σ = 1/2. Therefore g(s) = bs and b = 1. This proves Corollary
2. 
3. Concluding Remarks
If we consider a hypothetical decomposition of Z with a quadratic polynomial
and an entire function g, i.e., Z(s) = ag(s)2+ bg(s) + c with complex coefficients
a 6= 0, b and c, then it follows that the set of c-points equals the union of the sets
of zeros of g and the b/a-points of g. More precisely, writing N (c, f) for the set
of preimages of f(s) = c, we have
N (c, Z) = N (0, g) ∪ N (b/a, g).
Replacing c by an arbitrary complex number d, we arrive at
N (d, Z) = N (e, g) ∪ N (f, g),
where e, f are the solutions (−b±√b2 − 4a(c− d))/(2a) of the quadratic equation
aX2 + bX + c − d = 0. Taking into account the clustering of the zeros and d-
points in general (see [5]), it appears that g has to share quite a few patterns of Z’s
value-distibution. One could expect that g as well needs to be representable as a
Dirichlet series in some right half-plane and has to satisfy a functional equation
of Selberg-type. In view of this one could be tempted to guess that there is no
non-trivial decomposition of Z at all.
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