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Abst rac t - -A  modified Runge-Kutta method with minimal phase-lag isdeveloped for the numer- 
ical solution of Ordinary Differential Equations with oscillating solutions. The method is based on 
the accurate Runge-Kutta method of Sharp and Smart RK4SS(5) (see [1]) of order five. Numerical 
and theoretical results show that this new approach is more efficient, compared with the fifth order 
Runge-Kutta Sharp and Smart method. 
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1. INTRODUCTION 
We consider the numerical solution of systems of ODEs of the form 
y'  = f (x ,y) ,  (1) 
with an oscillating solution. 
Recently, methods [2,3] have been developed for the numerical solution of (1) characterized 
by the phase-lag property, introduced by Brusa and Nigro [4]. Multistep methods with minimal 
phase-lag dealing with the numerical integration of the initial value problem: 
y" = f(x,  y), (2) 
should be added to the above mentioned methods. The reader is referred to the pioneering works 
of [4,5], as well as to the work of [6], and the references therein. All of these papers deal with 
methods of various orders, although recent papers have been published (see for example [6]) 
dealing with the treatment of the same problem of orders up to infinity. The methods with 
phase-lag of order infinity are problem dependent. 
The purpose of this paper is to develop an explicit Runge-Kutta method with minimal phase-lag 
for periodic initial-value problems. It should be noted that this method is based on Runge-Kutta 
Sharp and Smart method RK4SS(5) (see [1]) of algebraic order five. 
*Address for correspondence: 26Menelaou Street, Amfithea-Paleon Faliron, GR 175 64 Athens, Greece. 
Typeset by .AA/cS-TEX 
61 
62 T.E. SIMOS 
2. PHASE-LAG ANALYS IS  OF  THE RUNGE-KUTTA METHODS 
To develop the new method, we use the test equation 
y' = ivy, v real. (3) 
Based on the reasons fully described in [2], we shall confine our considerations to homogeneous 
phase-lag, based on its definition given in [2], and use a test equation with an exact solution 
of the form e i~x. However, as is shown by our numerical results, inhomogeneous problems can 
successfully be dealt with by increasing the order of homogeneous phase-lag. Comparing the exact 
and the numerical solution for this equation, and requiring that these solutions are in phase with 
maximal order in the stepsize h, we derive the so-called phase-lag relation. 
For first-order equations, we write the m-stage explicit Runge-Kutta method in the matrix 
form given in Table 1. Application of the above method to (3) yields the numerical solution 
n Yn = a.yo and a. = Am (g  2) + iHSm (H2), H = vh, (4) 
where 
Am (H 2) = 1 - t2H 2 + t4 H4 -F t6H 6 +. . .  , 
(5) 
Bm (H 2) = l - t3H 2 + tSH 4 + t7H 6+. . .  
are polynomials in H 2, completely defined by Runge-Kutta parameters ai and bij, i = 0 , . . . ,  m, 
j = 1 , . . . ,  i -  1. The dissipative factor is a. = a.(H), and y,  denotes the approximation to y(xn), 
where x ,  = nh, n = 0, 1, . . . .  
Table 1. m-stage xplicit Runge-Kutta method. 
o 
al el0 
a2 C20 
: 
am On*,0 
bo.0 
C21 
Cm,1 " ' "  Cm,m- -1  
bo ,1  " " " bo ,m-  I bo ,m 
A comparison of (4) with the solution of (3), leads to the following definition of the dispersion, 
or phase error, or phase-lag, and the dissipative rror. 
DEFINITION 1. (See [2,3].) In the explicit m-stage Runge-Kutta method, presented in Table 1, 
the quantities 
t(H) = H - arg [a.(H)], a(H) = 1 - la .  (H)[ (6) 
are called the phase-lag and the dissipative rror, respectively. If t(H) = O(H r+l) and a(H) = 
0(H8+1), then the method is said to be of phase-lag order r and dissipative order s. 
REMARK 1. (See [2,3].) F~om the definition (6) it follows that, 
a(g)  = 1 - x/[A 2 (g  2) + H2B 2 (H2)]. (7) 
The interval (0, H), for which a(H) > 0 is called interval of imaginary stability. 
We also have the following theorem (for the detailed proof, see [3]). 
THEOREM 1. For the Runge-Kutta method given by Table 1 and (4), we have the following 
formula for the direct calculation of the phase-lag order r, and the phase-lag constant c
tan(H) - H ~ (H2) j = + O . (8) 
Using formulas (8) and (5), we derive the phase-lag relations for a fifth algebraic order method. 
The results are shown in Table 2. From this table, follows obviously, that we have a considerable 
extension to the table given by Houwen et al. [2]. 
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Table 2. Phase-lag conditions of the RK method of algebraic order five. 
Phase-Lag Order Phase-Lag Conditions 
1 1 
4 t2 = ~ t3 -- 6 
1 1 
6 t4 = ~-~ t5 = 120 
I0 
12 
14 
16 
18 
20 
1 
t6 -- t7 = - - -  
84O 
1 
t6 + 3t8 - 3t9 -- 
756 
2t6+5ts+15tlo-15tl l  . . . .  
221 
83160 
17t6 + 42t8 + 105tlo + 315t12 
349 
--315t13 = - - - -  
15444 
62t6 + 153t8 + 378t,o + 945t12 + 2835t14 
74251 
--2835t15 = - - -  
900900 
1382t6 + 341Ors + 8415tlo + 20790t12 +51975t14 
42631 
+155925t16 -- 155925t17 -- 
23205 
21844t6 + 53898ts + 132990t10 + 328185t12 + 810810t14 
70907569 
+2027025t16 + 6081075t18 -- 6081075t19 = 
2441880 
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3. DERIVAT ION OF MODIF IED RUNGE-KUTTA SHARP 
AND SMART METHODS WITH MIN IMAL  PHASE-LAG 
Cons ider  the  f i f th o rder  Runge-Kut ta  method of  Sharp  and  Smart  RKSS4(5)  (see [1, fo rmulae  
(2 .1) - (2 .5) ] ,  and  the  procedure  descr ibed  in Sect ion  2.1 for the  der ivat ion  of the  f i fth o rder  Runge-  
Kut ta  method) ,  and  the  va lues  for the  free parameters  c3, c4, c5, c6, and  a52 g iven  in Sect ion  3.1. 
We obta in  a seven  s tage  f i fth o rder  Runge-Kut ta  method.  Th is  is shown in Tab le  3. 
Table 3. 
order five (MERKSS58). 
0 
16 
105 
8 
35 
9 
20 
2 
7 
Modified seven stage explicit Runge-Kutta Sharp and Smart method of 
1093 60025 3200 1611 712233 3 
0 
15120 190992 20709 11960 2857960 40 
49792 
112995 
$3 a6,5 
52758 
S6 S7 
71449 
16 
105 
2 6 
35 35 
8793 5103 17577 
40960 8192 20480 
347 7 3395 
1458 20 10044 
1234787701 
S1 $2 
2523942720 
123991 
S4 S5 
287040 
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In this table we have 
S1 = 73325773073 - 339596492976a6,5 $2 
367990848576 
16(52200710849-163267544700as,s) 
$3= 891227836395 ' $4= 
$5= 35(8581835501 - 22147597368as,s), $6= 
81741902112 
12789371 - 70985889as,s 
ST= 21363251 
245(7382532456a6,5 - 2193226703) 
633762016992 
1018789478928a6,5 - 268264017899 
332241279552 
16(489802634100a6,5 - 139415417099) 
804646848915 
(9) 
If we apply the method parameterized byTable 3 to the test equation (3), we have the following 
theorem. 
THEOREM 2. The method parameterized by Table 3 with parameter a6,5 obtained below is a 
fifth order Runge-Kutta method with phase-lag of order 8. 
PROOF. Application of the MERKSS8 method to (3) leads to (4) with 
AT(H 2) = 1 - t2H 2+t4H 4+t6 Hs, 
B7 (H 2) = 1 - t3H 2 + t5 H4 + tTH 6, (10) 
where 
1 1 1 1 
t2 : ~, t3 : ~, t4 : ~-~, ts : 120' 
(11) 
6796012as,s - 16076025 3420477a6,5 
ts = 10002860000 , t7 = 6251787500" 
The solution of the system of equations produced, based on the relations given in Table 2 for 
a fifth order Runge-Kutta method, and on (11) is given by 
62517875 
as,s = 184031628" (12) 
From (8) and for the value of the parameter as,s given above, it follows that the phase-lag of the 
method is equal to 
t(H) = tan(H) HB7 (H 2) 63593H 9
A7 (H 2) = 3560079600 + O (Hi1). (13) 
4. NUMERICAL  I LLUSTRATIONS 
There are a lot of problems in the applied sciences and engineering, which are expressed 
by differential equations with periodic solutions. These equations may have highly oscillatory 
solutions, and the methods described in the previous sections can be used for their numerical 
approximation to the accuracy required. 
The methods described in this paper are used for the solution of the problem (1), for problems 
of higher order which can be analyzed on a set of first order equations. 
4.1. Mode l  P rob lem 
Consider the equation 
y [Oo o], 
with initial condition y(0) = (0, 1) T. The exact solution is given by 
[ sin(  ) ] 
Y = Lc°s(w ) J" 
Modified Runge-Kutta Method 
Table 4, Model Problem. Comparison of the absolute rrors in the approximations 
obtained by using the RKSS4(5) and the new method for various tepsizes. Max Abs 
Err. = The Maximum Absolute Error. 
RKSS4(5) MERKSS58 
h Max Abs Err. Max Abs Err. 
1 
1.3 10 -4 5.3 10 -5 
20 
1 
4.8 10 -6 2.2 10 -6 
4O 
1 
1.6 10 -7 7.4 10 - s  
80 
65 
In Table 4, we present he maximum absolute rrors in y(1) in the integration interval [0, xend], 
where xend = 20, for w = 10 using the fifth order method of the Runge-Kutta Sharp and Smart 
method RKSS4(5) of [1], and the modified Runge-Kutta Sharp and Smart method obtained in 
the previous ections, and for various stepsizes. The empty areas indicate that the error is greater 
than 1. 
4.2. An  Orb i ta l  P rob lem 
Consider the problem 
yl  = y~, yl  = y~ = 0, 
Y~ = Ya, Y2 -- 1, 
r Yl = - (2r) 1/2 , 
[ (~)  1/2 (~)  1/2] 
y~ = -4x2y l  - :~ ,  x ~ ,20 + , r 2 = y~ + y l .  
r 
(14) 
The exact solutions are y l (x )  = cos(x 2) and y2(x) = sin(x2). In Table 5, we present the 
maximum absolute errors in yl and Y2, using the methods described in the previous numerical 
example for various stepsizes. 
Table 5. Orbital Problem. Comparison of the maximum absolute errors in the 
approximations of Yl and Y2, obtained by using the RKSS4(5) and the new method 
for various stepsizes. Max Abs Err. = The Maximum Absolute Error. 
RKSS4(5) MERKSS58 
h Max Abs Err. Max Abs Err. 
1 
8.1 10 -4 1.1 10 -4 
4O 
1 
1.1 10 -4 4.5 10 -5 
80 
1 
3.9 10 -6 9.6 10 -7 
160 
4.3. Non l inear  P rob lem 
Consider the equation 
y" + 100y = sin y, y(0)  = 0, y'(0) = 1. (15) 
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Table 6. Nonlinear Problem. Comparison of the absolute rrors in the approxima- 
tions of y(4~), obtained by using the new method for various stepsizes. Max Abs 
Err. ---- The Maximum Absolute Error. 
RKSS4(5) MERKSS58 
h Max Abs Err. Max Abs Err. 
~r 3.2 10 -2 9.8 10 -3 
15 
7r 
2.3 10 -3 2.0 10 -4 
3O 
8.6 10 -6 9.9 10 -7 
6O 
7r 
2.9 10 -7 9.7 I0 -s 
120 
In Table 6, we present the absolute errors in y(41r) = -0.059137849898, using the methods 
described in Example 4.1, for various stepsizes. 
From the above theoretical  and numerical results, it follows obviously that  the new method 
is more efficient than the well-known fifth order method of the Runge-Kut ta  Sharp and Smart  
RKSS4(5) method,  which is one of the most accurate fifth order Runge-Kut ta  methods.  
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