Quantum simulation of fermionic models in superconducting circuits by García Álvarez, Laura
Quantum Simulation
of Fermionic Models
in Superconducting Circuits
Laura García-Álvarez
Supervised by
Prof. Enrique Solano
and
Prof. Íñigo Egusquiza
Departamento de Química Física
y
Departamento de Física Teórica e Historia de la Ciencia
Facultad de Ciencia y Tecnología
Universidad del País Vasco
June 2017
(cc)2017 LAURA GARCIA ALVAREZ (cc by-sa 4.0)
This document is a PhD thesis developed during the period from October 2013
to June 2017 at QUTIS (Quantum Technologies for Information Science) group, led
by Prof. Enrique Solano. This work was funded by the University of the Basque
Country with a PhD fellowship.
c•2017 by Laura García-Álvarez. All rights reserved.
An electronic version of this thesis can be found at www.qutisgroup.com
Bilbao, June 2017
This document was generated with the 2015 LATEX distribution.
The LATEX template is adapted from a template by Iagoba Apellaniz.
The bibliographic style was created by Sofía Martinez Garaot.
To my family

Ya está incorporado a una comunidad de la que, a pesar de todo,
forma parte y de la que no podrá deshacerse con facilidad. Al
entrar allí, la ciudad – con una de sus conciencias más agudas
– de él ha tomado nota: existe.
Luis Martín-Santos, Tiempo de silencio
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Abstract
One of the obstacles we encounter in our path to acquire knowledge about the uni-
verse is the computational complexity of the required mathematical models. Among
these, fermionic models constitute one of the most challenging problems, with the
intractable sign problem arising from its anticommutativity. We find fermions at
the core of the description of nature, and their study is crucial in many areas, from
condensed matter physics and high-energy physics to quantum gravity. The under-
standing of fermionic models would illuminate the principles underlying important
phenomena, such as the Mott metal-insulator transition, high-temperature supercon-
ductivity, colossal magnetoresistance, or scrambling of information in black holes.
The development of the theory of quantum mechanics one hundred years ago has
entailed a scientific and technological revolution, resulting in devices relying on quan-
tum e ects, as the laser, atomic clocks, or the transistor. With the growing control
over quantum systems, we are paving the way for a second quantum revolution, in
which we actively create quantum states and manipulate them, harnessing quantum
phenomena as entanglement and superposition. Among the new applications, quan-
tum computation and quantum simulation are candidates to overcome the limits of
classical computers.
The development of quantum technologies has not yet provided the expected
quantum supremacy, but constant advances in quantum platforms enable us to study
scientific problems. Among the variety of quantum platforms, superconducting cir-
cuits are a cutting-edge technology in terms of control, design versatility, and scala-
bility. We explore the possibilities of current and near-future technology, conceiving
superconducting circuits as computational devices with potential resources beyond
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qubits. In that regard, we propose to harness distinctive features of superconducting
circuits in order to simulate models of quantum field theory. Thus, we consider the
continuum complexity in the quantum field theory description of an open transmis-
sion line to capture the continuum complexity of bosonic modes in quantum fields
with a complexity-simulating-complexity paradigm.
This Thesis embraces di erent methods for quantum simulation of fermionic mod-
els, and a report of an implementation in superconducting circuits of one of those
quantum simulation proposals. We begin with the usual digital encoding of informa-
tion into qubits, proper to universal quantum computing, to then shift the paradigm
towards hybrid techniques in which we consider not only the qubits as the carri-
ers of information, but also other elements in the quantum platforms whose degrees
of freedom are potential resources for storage and computation. With an eye on
the complexity-simulating-complexity concept, we propose quantum digital-analog
approaches and classical-quantum protocols to enhance the possibilities of supercon-
ducting circuits in the simulation of fermions, fermionic models in condensed-matter,
quantum gravity, quantum field theory, and quantum chemistry. The narrower pur-
pose quantum simulators with analog information encoding are promising candidates
for the simulation of complex problems in realistic current devices.
ii
Resumen
En esta Tesis, aunamos diferentes paradigmas de computación para maximizar las
posibilidades de las tecnologías cuánticas actuales en el desarrollo de la ciencia. Com-
prendemos el universo a través de modelos con los que identificamos simetrías y
patrones en los fenómenos que observamos. El conocimiento humano no sólo está
limitado por nuestra capacidad de observar la naturaleza, de la que extraemos in-
formación imperfecta e incompleta, sino que también depende de nuestra capacidad
de modelización, desarrollo matemático y computación. Los procedimientos para
desarrollar modelos y obtener resultados engloban las derivaciones matemáticas y el
uso de máquinas para simulaciones artificiales y cálculos.
En 1936, Alan Turing formalizó la idea de calcular y dió la noción abstracta de
lo que es un algoritmo, revolucionando la ciencia y dando lugar al ordenador digital
actual. Su modelo matemático se conoce como máquina de Turing y nos ayuda
a investigar si los problemas son tratables y a clasificarlos según su complejidad.
La exploración teórica de los límites de la computación es un hito inevitable en el
estudio de los límites del conocimiento, tan importante como la exploración de los
límites de las representaciones matemáticas, el desarrollo de la lógica matemática
o la filosofía. El campo que estudia los problemas según su dificultad se conoce
como teoría de complejidad. Es natural estudiar los límites de la computación de
acuerdo a los recursos de que disponemos. En este sentido, es razonable considerar
como intratables aquellos problemas para los que conocemos un algoritmo, pero éste
tardaría más que la edad del universo en dar una solución. Las posibilidades de
resolver un problema de forma eficiente están limitadas por nuestra capacidad de
almacenar información, la energía y el tiempo que llevaría. De esta forma, se pueden
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diferenciar clases de complejidad de acuerdo a la tasa de crecimiento de los recuersos
necesarios respecto al tamaño del problema, es decir, los datos iniciales necesarios.
La ciencia se enfrenta a problemas computacionalmente complejos, entre los que cabe
destacar la resolución de modelos fermiónicos.
Un pilar fundamental en el entendimiento de la naturaleza es la descripción de
los constituyentes básicos de la materia. De las observaciones y experimentos a
diferentes escalas inferimos que estos constituyentes básicos, y sus composiciones,
se pueden clasificar según su espín en dos grupos: fermiones si su número de espín
es semientero, y bosones si es entero. Esta profunda restricción de la naturaleza se
recoge en el teorema de espín-estadística, y atribuye una antisimetría en la función
de onda cuántica que describe a los fermiones. Estas particulares características
conllevan una serie de dificultades en la simulación numérica de fermiones, que se
vuelve intratable incluso para modelos fermiónicos simplificados. En este sentido,
las técnicas de diagonalización exacta están limitadas por el número de estados, que
crece exponencialmente con el tamaño del sistema. En modelos de una dimensión
espacial, es posible prescindir de ciertos estados de tal forma que se pueden calcular
ciertas propiedades de estos sistemas con técnicas del grupo de renormalización de la
matriz densidad. Para modelos en más dimensiones, estas técnicas fallan debido a la
complejidad creciente de los modelos. Los técnicas de Monte Carlo cuánticas tampoco
son efectivas en la simulación de fermiones, debido al problema de signo que surge de
su antisimetría. Este problema numérico es un obstáculo en el estudio de fermiones
fuertemente correlacionados. Resolver este tipo de modelos fermiónicos es la base
para entender los principios que rigen el comportamiento de los materiales cuánticos
complejos e implicaría un avance tecnológico inmediato, relacionado con fenómenos
tan relevantes como la transición metal-aislante de Mott, la superconductividad a
altas temperaturas y la magnetorresistencia colosal.
Las simulaciones constituyen otro de los diferentes métodos que el ser humano
ha venido usando a lo largo de la historia para extraer información de modelos sobre
sistemas y fenómenos físicos. Una simulación es una reproducción de un modelo en
un sistema físico controlable, imitando sus características y fenómenos. Fue Richard
Feynman quien conjeturó en 1982 que los problemas de la mecánica cuántica no
serían tratables por un ordenador clásico, y sugirió la simulación de sistemas cuán-
ticos con otros sistemas cuánticos, lo que supondría una fuente de poder computa-
cional sin precedentes. De esta forma, las nociones de complejidad computacional
en la teoría clásica y su relación con los límites del conocimiento se enfrentan a un
nuevo paradigma de procesamiento de información basado en efectos cuánticos. La
teoría de la mecánica cuántica lleva con nosotros casi cien años, y ha traído consigo
una profunda transformación en la concepción que tenemos del universo. El desar-
rollo de esta nueva teoría y de las leyes físicas que gobiernan los comportamientos
a escala microscópica ha supuesto a su vez una revolución tecnológica, con avances
tan importantes como el láser, los relojes atómicos, la resonancia magnética nuclear,
o el transistor. La idea de simulación cuántica propuesta por Feynman se incluye
en lo que se conoce como segunda revolución cuántica, junto a otras aplicaciones
como la metrología cuántica, los sensores cuánticos, la comunicación cuántica y la
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computación cuántica. Todas ellas tienen en común el uso de efectos cuánticos no ex-
plotados hasta ahora, como la superposición cuántica, el entrelazamiento y el efecto
túnel. El ordenador cuántico aprovecha estas propiedades para codificar y procesar
la información en bits cuánticos, también llamados qubits. Con la tecnología actual
se han alcanzado procesadores cuánticos que contienen del orden de una decena de
qubits controlables individualmente, mientras que teóricamente se predice que los
ordenadores cuánticos con 50 qubits serían ya capaces de ejecutar cálculos fuera del
alcance de cualquier ordenador convencional.
Tanto la computación como la simulación cuánticas requieren un alto control de
las plataformas cuánticas. En las dos últimas décadas se han propuesto diferentes
arquitecturas físicas como candidatas a procesadores de información cuántica. Entre
ellas podemos destacar iones atrapados, átomos ultrafríos, puntos cuánticos, sistemas
fotónicos, redes ópticas y circuitos superconductores, entre otros. Las plataformas
superconductoras se encuentran entre las más desarrolladas en términos de control
coherente, la versatilidad de los diseños y su escalabilidad. Estos sistemas macroscópi-
cos se aprovechan de la superconductividad, es decir, el fenómeno de diamagnetismo
perfecto y resistividad nula que aparece en ciertos materiales a bajas temperaturas.
En la fase superconductora, el sistema se representa con una función de onda coher-
ente que describe al sistema completo colectivamente y lo caracteriza con una fase
única. Esta coherencia cuántica permite que variables macroscópicas del sistema,
como corrientes y voltajes, exhiban comportamientos cuánticos.
En esta Tesis conciliamos estos diferentes paradigmas computacionales con el ob-
jetivo de cruzar la frontera de lo que se considera calculable. Convencidos de que
el progreso científico se fundamenta en el diálogo entre teoría y experimentos, nos
subordinamos a lo implementable en la tecnología actual para nuestras propuestas de
simulaciones híbridas, clásico-cuánticas y cuánticas digital-analógicas, y analizamos
cómo se podrían extender en tecnologías futuras. Exploramos las posibilidades de
las plataformas cuánticas, y en particular de los circuitos superconductores, en la
simulación de modelos intratables clásicamente. Los métodos de cálculo propuestos
se basan inicialmente en la codificación y procesamiento de información propios de la
computación cuántica, enriqueciéndose posteriormente al aprovechar las característi-
cas de los circuitos superconductores como recursos cuánticos para el procesamiento
de información.
Proponemos un método de simulación cuántica digital eficiente para modelos de
fermiones. El protocolo se basa en la traducción de las interacciones fermiónicas a
un lenguaje de qubits a través de la transformación de Jordan-Wigner, que relaciona
grados de libertad fermiónicos con sistemas de dos niveles. La complejidad de los
modelos fermiónicos se recoge secuencialmente en la simulación, donde cada paso
digital introduce un tipo de interacción diferente a través de puertas lógicas definidas
para conjuntos de qubits. El resultado final recoge la evolución completa del sis-
tema simulado aproximada con cierto error digital. Esta propuesta, estudiada para
modelos fermiónicos de Hubbard con acoplos entre primeros y segundos vecinos, ha
sido llevada a cabo experimentalmente en una colaboración con el grupo de John
M. Martinis en Google/Universidad de California, Santa Barbara. El experimento,
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pionero en simulación cuántica digital de fermiones, incluía más de 300 puertas lóg-
icas cuánticas. Las fidelidades de los resultados sugieren que el método es escalable
eficientemente para sistemas mayores y modelos más complejos, lo que hace viables
simulaciones más elaboradas en tecnologías futuras.
Nuestro siguiente paso consiste en la combinación de estas simulaciones cuán-
ticas digitales con algoritmos clásicos para explotar las posibilidades de simulación
cuántica actual. En particular, la combinación del método anterior con algoritmos
basados en la teoría dinámica de campo medio nos permite reproducir, con el estado
del arte de las tecnologías cuánticas, sistemas fermiónicos en el límite termodinámico,
donde el número de qubits no restringe el número de fermiones simulables. Con un
procesador de tan sólo 5 qubits se puede emplear esta técnica híbrida para simu-
lar fermiones fuertemente correlacionados, y reproducir cualitativamente fenómenos
como la transición de Mott de metal a aislante.
Fermiones interaccionando entre todos ellos con acoplos aleatorios y no locales
constituyen un desafío mayor dentro de este conjunto de modelos ya intratables
clásicamente. Estas interacciones no locales aparecen en teorías de gravitación cuán-
tica, como el modelo de Sachdev-Ye-Kitaev, que conecta gravedad y teoría de campos
a través de una dualidad holográfica. Una comprensión de la física de este modelo
podría arrojar luz sobre aspectos no resueltos en el campo de la cosmología y la cuán-
tica, como la paradoja de la pérdida de información en agujeros negros. En esta tesis
desarrollamos un algoritmo que utiliza recursos polinomiales para la simulación cuán-
tica digital de este tipo de modelos. Nuestro protocolo incluye métodos para extraer
información sobre fenómenos no perturbativos y fuera del equilibrio, como la propa-
gación y mezcla de la información en un sistema. Esta propuesta abre una nueva ruta
entre teorías de materia condensada, gravedad cuántica e información cuántica. Con
ella buscamos comparar y acercar fenómenos exóticos de procesamiento de informa-
ción en la naturaleza con procesamientos de información en plataformas cuánticas
controlables.
Un paradigma distinto de computación respecto a la teoría de Turing de com-
putación clásica y la teoría de computación cuántica es aquel que considera alma-
cenamiento y procesamiento de información analógico. La diferencia fundamental
estriba en que en este tratamiento analógico de la información nos encontramos con
variables continuas en lugar de discretas. Vamos más allá de las teorías computa-
cionales clásica y cuántica actuales, y sugerimos utilizar recursos físicos descritos por
la teoría cuántica de campos abriendo un nuevo camino en el procesamiento de in-
formación. Esta teoría está en la base de la descripción de los fenómenos naturales,
ya que aúna los principios de la física cuántica, el concepto de campo y la relatividad
especial. Su formulación viene dada en términos de un número infinito y continuo de
grados de libertad, lo que otorgaría unas propiedades diferentes a los procesadores
que almacenaran y transformaran información de acuerdos a estas leyes físicas. En
los circuitos superconductores hay elementos que se describen por medio de esta
teoría cuántica de campos, y en esta tesis proponemos su uso para la simulación de
modelos de teoría cuántica de campos, que están más allá de la mecánica cuántica y
son difíciles de resolver computacionalmente. Proponemos una simulación cuántica
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digital-analógica en circuitos superconductores de dispersión fermión-fermión medi-
ada por un continuo de modos bosónicos. Esta plataforma cuántica contiene de forma
natural un acoplo fuerte entre qubits superconductores y un continuo de modos elec-
tromagnéticos de las líneas de transmisión abiertas. Conciliamos el método digital
desarrollado en la primera parte de la tesis, para la simulación eficiente de fermiones
con qubits, con la codificación analógica en las líneas de transmisión de la comple-
jidad del continuo de los modos bosónicos de la teoría de campos que buscamos
simular. Este concepto de complejidad simulando complejidad cobra protagonismo
como idea central de nuestros esfuerzos en simulaciones cuánticas eficientes y escal-
ables de teorías cuánticas de campos. Una consecuencia de este nuevo paradigma
de computación es el desarrollo tecnológico de plataformas cuánticas en otras direc-
ciones antes descartadas, no sólo persiguiendo la escalabilidad y controlabilidad de
los qubits, sino desarrollando el control de las características físicas de cada una de
ellas.
La parte final está dedicada a la combinación de las técnicas de computación ante-
riores para resolver problemas complejos de química cuántica y aspectos cuánticos de
procesos biológicos. Así, hibridamos algoritmos clásicos y protocolos de simulación
cuántica digital-analógica para reproducir fenómenos de transporte electrónico en
biomoléculas. Se propone usar la metodología eficiente en el cálculo de modelos fer-
miónicos, desarrollada en la primera parte de la tesis, junto con algoritmos clásicos,
para resolver la estructura electrónica de moléculas. Además, consideramos la re-
producción de interacciones entre sistemas biológicos y su entorno con simuladores
cuánticos digitales-analógicos, en los que proponemos usar la complejidad bosónica
de las líneas de transmisión para imitar efectos disipativos y de transporte.
En conclusión, esta tesis engloba técnicas para la simulación cuántica de mod-
elos complejos. Establecemos un diálogo entre la teoría de información cuántica y
gravedad cuántica, materia condensada, física de altas energías, y biología y química
cuánticas a través de protocolos de simulación cuántica de fermiones, holografía,
teoría cuántica de campos y química cuántica. Con nuestros esfuerzos pretende-
mos influenciar en la forma en que se utilizan las plataformas cuánticas actuales
en computación, aprovechando sus recursos más allá de la codificación discreta de
la información. La naturaleza es en sí misma un procesador de información, y es
necesario explorar experimental y teóricamente cómo los sistemas físicos almacenan
y operan con esta información para explorar los límites de la computación y superar
las posibilidades actuales.
vii

Acknowledgements
As any simulation, the task of conveying my gratitude and thoughts through few lines
is not only impossible, but also entails the continuous mutation of the information
originally contained. Because, as any written piece, it lives and changes, and di erent
interpretations of the same words at di erent times by di erent readers are not only
inevitable, but desirable. I encourage you, reader, to recognize yourself in these lines
as an active character who had played a role in the creation of this Thesis, and who
is playing a role in its posterior evolution.
I am still too close to this Thesis to have an unaltered global perspective of
these four years. Revisiting such period and my identity evolution is an exhausting,
painful and rewarding task. Looking back, I barely recognize myself while I think
that the essentials remain the same. This has been mostly a period of destruction
and reconstruction. The emptying of previous ideas and desires, the fallen purposes
and beliefs, the self-examination, the reconciliation with the contradictions, and the
consequent self-reinvention are not performed in solitude. People around me have
unconsciously leading roles in my life. I want to thank all of them, who had changed
me profoundly, and whom I wish I have influenced back.
Firstly, I want to deeply thank my supervisors, Prof. Enrique Solano and Prof.
Íñigo Egusquiza, who have always scientifically supported and encouraged me. Prof.
Enrique Solano has extended his mentoring labor beyond science, and I appreciate
that he shares not only his scientific knowledge, but also other kind of wisdom,
that embracing experiences and opinions. He is interested in basically any discipline
where the human being can be considered an artist, and from him I have learned the
importance of aesthetics in our work as artists. He has been able to conciliate my
ix
interests into the pursue for scientific knowledge, persuading me to consider us not
only physicists, but also writers. Prof. Íñigo Egusquiza is one of the most fair and
generous people I have ever met. He is always willing to help, listen, and discuss with
us the youngest students. I have enjoyed working side by side with him, which has
almost gotten me to follow his twisted sense of humor. Especially, I have enjoyed our
passionate and elaborated discussions about feminism, linguistics, literature, music,
and philosophy, and also those meandering and byzantine discussions stemming from
the first ones, which push us to document our arguments with confronting references.
I am aware that I am privileged. Throughout this PhD period, I have had the
opportunity to participate in several scientific activities, which have been crucial for
my maturation as a researcher. I have been in contact with top-level experimental
groups and scientists, and I consider those interactions and collaborations as the most
important elements for the development of this Thesis. Usually, one tends to forget
the first causes enabling that interactions, but in this case, I met Prof. Göran Wendin
in the very first workshop I attended, in Benasque, an later on in many initiatives
he organizes. I want to thank him, as coordinator of the SCALEQIT project, for
creating such enriching scientific environment which has allowed me to discuss physics
around the world. I am grateful to all scientists with whom I have discussed physics,
who have taught me more than any book. I would like to mention some of them. I
thank Prof. John M. Martinis, and all the members of the experimental group he
leads in Santa Barbara, especially Dr. Rami Barends, for all the fruitful discussions.
This collaboration was possible thanks to Prof. Michael Geller, whom I met in the
mentioned workshop in Benasque, and whom I want to thank for the interesting
scientific exchanges we shared there. I feel very grateful to the group of Prof. Rudolf
Gross at the Walther-Meissner-Institute in Munich, and especially to my closest
collaborators Dr. Alex Baust and Dr. Frank Deppe. Thanks to all of them for our
scientific interchanges in my many visits there, their warmth, and the invitations for
their Friday barbecues. I have had the pleasure to collaborate with the group of
Prof. Dieter Jaksch, at the University of Oxford, and I want to thank them, and
in particular Juha M. Kreula for our interesting discussions. I thank deeply Prof.
Julian Sonner for inviting me to Geneva, for his patience and kindness, and for being
always willing to discuss and teach about the mysteries of quantum gravity. I want
to thank as well Prof. Adolfo del Campo, for our collaboration and all our continuous
scientific interactions. With all my visits I have broadened my mind, but I want to
highlight the one to Waterloo, for the nice scientific environment I could enjoy. For
that, I want to thank Prof. Chris Wilson for his invitation and support, and Dr.
Pol Forn-Díaz for being such a nice host. My first contact with Dr. Pol Forn-Díaz
began long before I actually met him, through his PhD thesis, which was one of my
references when I had any doubt about superconducting circuits. Nowadays, I feel
grateful for counting with him among my collaborators. I want to thank Dr. Carlos
Sabín, who is one of my role models in the scientific career, for our collaborations,
for his sense of humor, and for our bar conversations, which I invoque from time to
time if I need a guide. Many thanks to Prof. William D. Oliver and his group, at
MIT, for our collaboration. In particular, warm thanks to Dr. Dan Campbell for
x
everything I have learned from him since we start our scientific discussion in Bilbao,
which continues up today via our weekly meetings.
This Thesis has been developed at the QUTIS research group in the University
of the Basque Country. I want to thank all the QUTISers, the former and present
members, who have accompanied me daily in my scientific and personal growth these
four years, for the friendly environment and the daily conversations. Inevitably, I
have to begin with Dr. Guillermo Romero, who has babysat me in my first steps into
this world, during the first years of my research activity. Warm thanks for all I have
learned from him, for his friendship, his really infinite patience, and his generosity.
Some members have contributed significantly to this Thesis, and I would like to
dedicate special words to my closest collaborators. I thank Dr. Lucas Lamata for his
support and his huge dedication to science. His immediate disposition when needed
has been indeed one of the key ingredients for our work to thrive. I would like to
thank as well Dr. Simone Felicetti, former o cemate, not only for his (my) desk, but
also for our later scientific collaboration. Next, I want to thank a present o cemate,
Dr. Enrique Rico, for our scientific collaboration, and for our everyday conversations
about society, gender, and politics. I really appreciate his sense of humor and open-
minded character. Lastly, I would like to thank Dr. Urtzi Las Heras, who started
with me this journey and has become a friend, for our collaborations.
I am fortunate, and I would like to mention every single person to whom I feel
grateful. However, I will not try this Herculean task of naming all the PhD students,
academic sta , and close friends I want to thank. It would not be the first time one
forgets a name in this important section, and I’d rather not run the risk of failing. At
the University, I have managed to be surrounded by a large growing heterogeneous
group of nice people, which I classify one way or another, depending on the day,
in overlapping sets. I would like to thank the group of students and friends in the
theoretical physics department, in my own department, in the condensed matter
department, my bio-friends, and the Basque speakers, although they are included
in the previous sets. I thank also the C group, a set almost overlapping with all
the previous ones too. Their friendship extends beyond the academic world, to
the personal life. I believe that, from this period on, I will treasure some lasting
relationships. And they could mutate, but they will remain over time. Outside the
University, I want to thank my closest friends, who always support me, although
almost all are abroad, and my flatmates, who enrich my life everyday.
I want to thank all of them, because they especially have had leading roles in my
life, and have left their marks. The transcendental conversations, the daily compan-
ionship, and the shared moments are elementary blocks in who I am today.
And above all, I would like to thank my family. For their unconditional and
inmutable love and support in this world of fluctuations. My parents and my siblings
have taught me more than anyone, not with speeches, but with their daily acts. Of
them I try to learn the empathy, the loyalty, the perseverance and the forgiveness.
xi

List of Publications
This thesis is based on the following publications and preprints:
Chapter 2: Digital Quantum Simulation of Fermions with Qubits
1. U. Las Heras, L. García-Álvarez, A. Mezzacapo, E. Solano, and L. Lamata,
Fermionic models with superconducting circuits,
EPJ Quantum Technology 2, 8 (2015).
2. R. Barends, L. Lamata, J. Kelly, L. García-Álvarez, A. G. Fowler, A. Megrant,
E. Je rey, T. C. White, D. Sank, J. Y. Mutus, B. Campbell, Y. Chen, Z. Chen,
B. Chiaro, A. Dunsworth, I.-C. Hoi, C. Neill, P. J. J. O’Malley, C. Quintana,
P. Roushan, A. Vainsencher, J. Wenner, E. Solano. and J. M. Martinis
Digital quantum simulation of fermionic models with a superconducting circuit,
Nature Communications 6, 7654 (2015).
3. J. M. Kreula, L. García-Álvarez, L. Lamata, S. R. Clark, E. Solano, and
D. Jaksch,
Few-qubit quantum-classical simulation of strongly correlated lattice fermions,
EPJ Quantum Technology 3, 11 (2016).
Chapter 3: Digital Quantum Simulation of Minimal AdS/CFT
4. L. García-Álvarez, I. L. Egusquiza, L. Lamata, A. del Campo, J. Sonner, and
E. Solano,
Digital quantum simulation of minimal AdS/CFT,
arXiv:1607.08560 (2016).
xiii
Chapter 4: Digital–Analog Quantum Simulations of QFT
5. L. García-Álvarez, J. Casanova, A. Mezzacapo, I. L. Egusquiza, L. Lamata, G.
Romero, and E. Solano,
Fermion-fermion scattering in quantum field theory with superconducting cir-
cuits,
Physical Review Letters 114, 070502 (2015).
Chapter 5: DAQS of Quantum Chemistry and Biology
6. L. García-Álvarez, U. Las Heras, A. Mezzacapo, M. Sanz, E. Solano, and L.
Lamata,
Quantum chemistry and charge transport in biomolecules with superconducting
circuits,
Scientific Reports 6, 27836 (2016).
Other publications not included in this thesis:
7. U. Las Heras, L. García-Álvarez, A. Mezzacapo, E. Solano, and L. Lamata,
Quantum simulation of spin chains coupled to bosonic modes with supercon-
ducting circuits,
Chapter in R. S. Anderssen et al. (eds.), Mathematics for Industry 11 (Springer
Japan, 2015).
8. A. Baust, E. Ho mann, M. Haeberlein, M. J. Schwarz, P. Eder, J. Goetz,
F. Wulschner, E. Xie, L. Zhong, F. Quijandría, D. Zueco, J.-J. García Ripoll,
L. García-Álvarez, G. Romero, E. Solano, K. G. Fedorov, E. P. Menzel, F. Deppe,
A. Marx, and R. Gross
Ultrastrong coupling in two-resonator circuit QED,
Physical Review B 93, 214501 (2016).
9. L. García-Álvarez, S. Felicetti, E. Rico, E. Solano, and C. Sabín,
Entanglement of superconducting qubits via acceleration radiation,
Scientific Reports 7, 657 (2017).
xiv
List of Figures
2.1 Probability P for each state |ijÍ in the Hubbard model with two
fermionic modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Fidelities for the two-mode Fermi-Hubbard model . . . . . . . . . . . . 21
2.3 Probability P for each state |ijkÍ in the Hubbard model with three
fermionic modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Sequence of qubit gates for simulating nonlocal fermionic interactions 23
2.5 Collective gates with resonators . . . . . . . . . . . . . . . . . . . . . . 24
2.6 Fermionic model with nearest and next-nearest neighbor interactions
in a grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.7 Model and device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.8 Gate construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.9 QPT of operator anticommutation . . . . . . . . . . . . . . . . . . . . 29
2.10 Simulation of two fermionic modes . . . . . . . . . . . . . . . . . . . . 30
2.11 Fermionic model with three modes . . . . . . . . . . . . . . . . . . . . 31
2.12 Fermionic model with four modes . . . . . . . . . . . . . . . . . . . . . 32
2.13 Simulations with time-varying interactions . . . . . . . . . . . . . . . . 34
2.14 DMFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.15 Nonlinear hybrid quantum-classical scheme . . . . . . . . . . . . . . . 39
2.16 Quantum gates for one Trotter step . . . . . . . . . . . . . . . . . . . 42
2.17 Reordering of quantum gates . . . . . . . . . . . . . . . . . . . . . . . 43
2.18 Time-evolution of the state fidelity . . . . . . . . . . . . . . . . . . . . 44
2.19 Impurity Green function in the time domain . . . . . . . . . . . . . . . 45
xv
2.20 The retarded impurity Green function and self-energy in the frequency
domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.21 Spectral functions in the metallic and insulating phases . . . . . . . . 48
2.22 Quasiparticle weight as a function of interaction U . . . . . . . . . . . 49
3.1 Engineering many-body interactions in trapped-ion qubits . . . . . . . 59
3.2 Engineering many-body interactions in superconducting circuits . . . . 61
3.3 Digital fidelities of the quantum simulation . . . . . . . . . . . . . . . 64
3.4 Total lower bounds of the state fidelity in trapped ions . . . . . . . . . 65
3.5 Total lower bounds of the state fidelity in superconducting circuits . . 66
4.1 Circuit QED schematic representation and operation sequence for sim-
ulating two-qubit gates coupled to the continuum of bosonic modes in
a single Trotter step . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Extension to N fermionic modes . . . . . . . . . . . . . . . . . . . . . . 76
5.1 Sequence of gates in a single Trotter step of the digital quantum sim-
ulation of the electronic Hamiltonian for the H2 molecule . . . . . . . 83
5.2 Digital quantum simulation of electronic Hamiltonian . . . . . . . . . 84
5.3 Total upper bound of errors in digital quantum simulation of electronic
Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.4 Scheme of the cQED setup and digital-analog protocol . . . . . . . . . 88
A.1 Pulse sequences in the experiment . . . . . . . . . . . . . . . . . . . . 98
A.2 Initialization gate sequence . . . . . . . . . . . . . . . . . . . . . . . . 99
A.3 Randomized benchmarking . . . . . . . . . . . . . . . . . . . . . . . . 100
A.4 Digital error for the time-independent simulation . . . . . . . . . . . . 101
A.5 Digital error for the time-dependent simulation . . . . . . . . . . . . . 102
A.6 Minimizing leakage of the CZ„ gate . . . . . . . . . . . . . . . . . . . 103
C.1 Quantum network to measure contributions to the Green function . . 111
G.1 Tunable transmon qubit coupled to resonator and transmission line . . 130
xvi
Abbreviations and
conventions
We use the following abbreviations throughout the thesis
DMRG Density Matrix Renormalization Group
DMFT Dynamical Mean-Field Theory
QMC Quantum Monte Carlo
NMR Nuclear Magnetic Resonance
AQC Adiabatic Quantum Computation
QFT Quantum Field Theory
JW Jordan–Wigner
cQED Circuit Quantum ElectroDynamics
SYK Sachdev-Ye-Kitaev
CZ  Controlled-Z„
AHM Asymmetric Hubbard Model
QPT Quantum Process Tomography
xvii
SIAM Single-Impurity Anderson Model
QCD Quantum Chromodynamics
OTO(C) Out-of-Time-Order(-Correlator)
AdS Anti-de-Sitter
CFT Conformal Field Theory
NAdS2 Near-AdS2
MS Mølmer–Sørensen
CPW CoPlanar Waveguide
DAQS Digital-Analog Quantum Simulation
CI Configuration Interaction
We set the reduced Planck constant ~ = 1 throughout the thesis. Additionally,
the speed of light c is set to 1 in chapter 4 and the corresponding appendix F.
xviii
1 INTRODUCTION
1 Introduction
Q uestions regarding the limitation of human knowledge thread through all his-tory of science and philosophy. Our understanding of nature is given in terms
of models that capture certain essentials of our restricted perception as observers of
the universe. Thus, our knowledge is limited in first place by the accessible data
that we can acquire from observations and experiments, and secondly, by our ability
to model and handle the mathematical abstract representations of the accessible na-
ture. A model is an idealization that brings together the main aspects of an actual or
devised system while disregarding secondary elements. Successful models illuminate
the principles that underlie the key observations, and predict unobserved behaviors
under new conditions. Therefore, the boundaries of knowledge are set by our ability
to produce good quality models, and the possibilities of extracting results from the
model development. Since antiquity, we have used di erent methods for exploring
the models we create. For instance, with simulations we imitate in another control-
lable system the characteristics and behaviors of a model, which represents either a
physical or abstract system or process. We can use those accessible and controllable
systems to reproduce the evolution over time of such real or invented systems in
order to gain insight into their functioning, and predict phenomena in alternative
conditions. In general, the procedures of solving the equations that resulted from
model development embrace both analytical mathematical derivations, and the use
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of physical machines for artificial reproduction and calculation. Evidences indicate
that algorithms and computing technologies exist since the beginning of History. We
could mention the abacus as an ancient representative technology for numerical com-
puting, or Babylonian methods for factorization and finding square roots as some of
the earliest mathematical recipes for calculation.
In 1936, Alan Turing developed an abstract notion of what is an algorithm and
formalized the idea of computing [1]. He represented all processes of computation
themselves in a universal mathematical model known as Turing machine, capable
of reproducing e ciently any given algorithmic process. This disgregation of the
concept of calculation and the physical computing machine itself is the seminal idea
at the foundations of the theory of computation, which predates the modern digital
computer. In the study of the limits of knowledge, exploring the limits of computabil-
ity is an inevitable stop, as important as the exploration of the limits of mathematical
representations [2], the development of mathematical logic or philosophy. The theo-
retical exploration of computability constitutes an upper boundary, which is followed
by a classification in terms of the hardness of the problems, a field known as com-
putational complexity theory [3]. It is natural to study the limits of computation
attending to the resources that we can avail ourselves of in practice in order to solve
problems. For instance, we can consider as intractable those problems for which an
algorithm exists, but take longer than the age of the universe to produce an answer.
Our possibilities of e ciently extracting results are limited by our storage, energy
and time capabilities, and we can di erentiate complexity classes according to the
rate of growth of the required resources as the input data for characterizing the prob-
lem increase. Among the plethora of complexity classes, we identify easy problems as
those belonging to the complexity class P, that is, those for which an algorithm can
be performed in a time that rises polynomially with the size of the input. However,
scientific research faces the challenge of solving more demanding problems in the de-
velopment of models describing nature. In particular, there is no e cient algorithm
hitherto to solve certain problems included in the complexity class NP, for which,
on the contrary, a proposed solution can be checked in polynomial time. One of the
largest challenges in di erent fields of research is the simulation of fermionic models,
since there one comes up against these computationally hard problems.
A fundamental pillar in the description of nature is the search of the basic con-
stituents of matter. Our many observations at di erent scales have taught us that
we can classify fundamental and composite particles according to their spin quan-
tum number in two types. Particles with integer spin are called bosons, and obey
Bose-Einstein statistics; and those with half-integer spin are called fermions, and
obey Fermi-Dirac statistics. This profound restriction of nature is condensed in the
spin-statistics theorem. It determines the description of fermions via wavefunctions
that are antisymmetric under exchange of identical particles, and results in the Pauli
exclusion principle, which states that two or more identical fermions cannot exist in
the same quantum state. These features entail challenges and di culties in classical
numerical methods, which fail to simulate even simplified toy models of many-particle
fermionic systems. In this respect, exact diagonalization techniques are severely lim-
2
1 INTRODUCTION
ited by the number of states, which grow exponentially with the system size. This
number of states can be truncated in a controlled way for computing the desired
properties of the systems via tensor network methods and the Density Matrix Renor-
malization Group (DMRG) [4, 5, 6, 7, 8]. However, these well-established approaches
face computational challenges beyond one spatial dimensional systems. Along these
lines, dynamical mean-field theory (DMFT) [9] is another powerful technique capa-
ble of capturing some features of interacting fermions, though it still deals with a
fermionic quantum many-body problem. It consists in reducing the complexity of the
initial fermionic model while imposing a self-consistency condition which guarantees
that the properties of the reduced model are those of the former one. Quantum Monte
Carlo methods (QMC) [10, 11] are ine ective for fermions due to the sign problem.
This numerical problem refers to the di culty of integrating over a highly oscilla-
tory function with a large number of variables, and has been demonstrated to be
NP-hard [12]. In general, the kind of Hamiltonians for which sign-problem free QMC
simulations cannot be applied are called nonstoquastic Hamiltonians. Strategies for
solving e ciently nonstoquastic Hamiltonians, and in particular fermionic models are
worthwhile in many areas, such as nuclear physics, particle physics, and condensed
matter physics. In fact, the understanding of strongly correlated fermions would
shed light into the principles that rule the behavior of complex quantum materials
and structures. Such theoretical advances would also imply immediate technolog-
ical development, involving phenomena as important as the Mott metal-insulator
transition [13, 14], high-temperature superconductivity [15, 16], and colossal magne-
toresistance [17].
The challenge of simulating fermions is included in the challenge of simulating
general quantum mechanical systems. In quantum physics, the mathematical de-
scription of a process requires, in principle, computational resources growing ex-
ponentially with system size, as the dimensionality of the Hilbert space increases.
This first obstacle in the storage of the input data of the quantum mechanical prob-
lem was identified by Richard Feynman, who proposed the simulation of quantum
physics with a device which itself is quantum mechanical [18], thus providing us with
an unparalleled computational resource. Hence, the notions of hardness in classical
complexity theory and their relation with the limits of achievable knowledge must be
confronted with this new view of information processing based on quantum e ects.
The theory of quantum mechanics gradually arose a century ago, and has en-
tailed a profound revision of our understanding of nature, which has resulted in turn
in ground-breaking technologies, such as the laser, the atomic clock, the nuclear mag-
netic resonance (NMR), and the transistor. The application of the physical laws of
the quantum theory with these staggering results is called the first quantum revo-
lution. Nowadays, with growing control over previously untapped quantum e ects,
which now play a key role, we are paving the way for a second quantum revolution.
This embraces applications such as quantum metrology, quantum sensing, quantum
communication, quantum simulation, and quantum computing [19]. The theoretical
and experimental development of these last two technologies are crucial to pursue
the study of nature, and to overcome the present limits of science. Theoretically,
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a quantum computer based on quantum bits, or qubits, harnessing properties like
quantum superposition, entanglement, and tunneling is able to simulate quantum
many-body systems and to perform factorization e ciently [20], which is a known
NP problem. It still remains uncertain whether we could build a quantum computer
capable of performing a computational task beyond the possibilities of any known
algorithm running on classical devices. This quantum supremacy has been predicted
for fifty-qubit computers [21].
At the same time, a parallel and partially overlapping road for solving mathe-
matical models has been followed by quantum simulations, which consists in the in-
tentional reproduction of the properties of a quantum system in another controllable
quantum system. This complementary approach o ers means to tackle intractable
models and to solve open questions in areas where progress is impeded by the comput-
ing limits. A quantum simulation protocol involves the initialization of the system,
its controlled evolution, and its final measurement. According to the processing of
information, the protocols are classified in two kinds, digital and analog. In digital
quantum simulations, the unitary evolution of quantum systems is decomposed and
mimicked sequentially in a discrete number of steps [22], which allows the implemen-
tation of unnatural dynamics for the quantum simulator at the cost of introducing
errors. On the other hand, analog quantum simulations reproduce straightforwardly
the dynamics of a given simulated model in the simulating quantum platform, repro-
ducing qualitatively the behavior of the system under study.
Both quantum computing and quantum simulation demand highly controllable
quantum platforms for the implementation of simulation protocols. Over the last two
decades, di erent physical architectures have been proposed as quantum information
processors, including trapped ions, ultracold atoms, quantum dots, photonic systems,
optical networks, and superconducting circuits, among others. The latter is one of
the most advanced, reaching a significant level of maturity in terms of coherent
control, design versatility, and scalability [23]. This macroscopic solid state system
harnesses superconductivity, i.e., the phenomenon of perfect diamagnetism and zero
resistivity that characterizes certain materials at very low temperatures. In the
superconducting phase, the system is collectively described by a coherent many-
body wavefunction with a unique phase, which enables macroscopic variables, such
as currents or voltages, to exhibit quantum behavior. The experimental progress in
superconducting circuits has made possible the demonstration of both digital and
analog quantum simulations.
In this Thesis, we merge di erent computational paradigms in order to maxi-
mize the possibilities of current technology and near-future technology in the pursue
of knowledge. With that purpose, we analyze the mathematical models describing
nature, and realize that they can be classified in discrete or continuous according
to the nature of their variables. A discrete model describes the objects of the sys-
tem as a discrete set, whereas a continuous model represents the system via con-
tinuous variables and functions. This classification is also applicable to models of
computability, and, in particular, discrete predominates in the field. After all, the
Turing machine is a universal model for all methods of algorithmic computation,
4
1 INTRODUCTION
in which both the information about the systems and the operations performed are
codified by discrete variables. Turing broadened the scope of his universal model of
computation for studying the nature of the human brain, and considered all mental
operations as computable processes. At this point, both kind of models, continuum
and discrete, became confronted, since he considered the brain as a physical machine
characterized by continuous variables. He distinguished between digital and continu-
ous machines [24], and favored discrete computation over analog simulators, arguing
that the continuity is not relevant for the function of computation. Even further,
he aimed to e ectively imitate continuous chaotic phenomena with a discrete system
and random choices.
However, most scientific problems have mathematical formulations in the contin-
uum. We consider that the relation between computability and mathematical logic
with the physical world and continuous systems needs to be explored theoretically
and practically. With the development of quantum mechanics, we have exploited new
laws of physics in order to improve computational performance, but the concept of
universal quantum computation remains with a discrete structure. The information
is encoded digitally into qubits, and its processing is performed through algorithms
in a discrete sequence of quantum gates. We contemplate nature itself as a computer,
and explore how physical systems store and process information. In principle, the
components of quantum platforms are optimized towards universal quantum com-
puting, and thus described in terms of qubits or two-level systems. Along with this
usual approach, we analyze the actual resources of quantum platforms, and consider
the natural description of the elements in order to propose distinct processors of
information. In the arena of quantum technologies, quantum simulators o er possi-
bilities to take advantage straightforwardly of other quantum-mechanical degrees of
freedom, which would encode similar degrees of freedom of the simulated quantum
system. Quantum annealers, such as the D-Wave processors, and the approach of
adiabatic quantum computation (AQC) constitute as well a di erent paradigm of
computation, closest to quantum simulators. In these kind of devices, for which the
speedup over classical processors is still unclear, the computation can be reduced to
a single gate, ruled by a time-dependent Hamiltonian. The e ciency in their per-
formance has been related with the Hamiltonian complexity, and particularly with
nonstoquastic Hamiltonians [25], like those of fermionic models.
With current approaches and their means in mind, we propose to harness device
properties beyond quantum mechanics, and we consider the quantum field theory
(QFT) description of superconducting elements in order to store and process infor-
mation. This theory is at the core of the description of nature, since it merges the
principles of quantum mechanics, the concept of field, and special relativity, and
among its distinct features we encounter the formulation in terms of an infinite and
continuum number of degrees of freedom. This continuum in QFT is a unique feature
that sets these kind of information processors apart from the Turing model of com-
putation with discrete storage and algorithmic treatment of information. We merge
two-paradigms of computation in order to solve QFT models involving fermions in
what we term digital-analog quantum simulations. On one hand, we consider discrete
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1.1 What you will find in this Thesis
storage of fermionic degrees of freedom in qubits, and continuous encoding of bosonic
degrees of freedom in superconducting transmission lines described with QFT. On
the other hand, the information is processed digitally in a sequential method, with
analog operations based on unitary evolutions described by a continuum of variables.
Both storage and processing harness the continuous description of physical systems
in order to challenge the current limits of computation.
We contemplate QFT as a general resource for computation, and thus we pursue
future mathematical and technological advances in order to encode any computa-
tional problem in an ideal device ruled by these laws. Current state-of-the-art of
superconducting circuits already provides experiments of scattering of propagating
photons in an open transmission line coupled to qubits [26], which is described by
QFT. Describing the transport of n-photon Fock states of light has been demon-
strated to be computationally hard [27], and we could consider this kind of devices
as the processors for solving similar hard problems. Advances in physics and experi-
ments influence the fundamentals of information theory, with simulations being the
first link between both worlds. In turn, nature can be deeper understood in terms of
information and computational power, and studying the resources of physical systems
could help knowledge evolve in unforeseen directions.
In this vein, the study of scrambling of information in physical systems consti-
tutes a key aspect towards the understanding of nature. This phenomenon consists
in the spreading of quantum information, initially localized in a subsystem, across
a larger system [28, 29]. This notion connects information theory with physical sys-
tems and quantum gravity, and enables us to explore computationally the bounds of
the scrambling time and whether black holes are the fastest scramblers of informa-
tion [30]. The fundamentals of physics shed light on the feasibility of simulations,
and the consideration of any system as capable of storing and processing information
induces revisions and insights into the logic of information and computation.
1.1 What you will find in this Thesis
The road to explore the limits of knowledge and push away the boundaries of com-
putability goes by the conciliation of di erent computation paradigms implementable
in current technologies. In this light, we propose hybrid quantum-classical and quan-
tum digital-analog simulations for fermionic models, which are hard to compute in
classical devices due to their description in terms of nonstoquastic Hamiltonians.
We discuss the benchmarking and scaling of the simulations in realistic quantum
platforms, in the conviction that the advance of science comes through the dialogue
between theory and experiments. This Thesis is structured in six chapters, includ-
ing this introduction and a concluding chapter, and is devoted to the description
of quantum simulation protocols which grow in sophistication as we merge di erent
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approaches of computation.
In chapter 2, we provide a method for the e cient quantum simulation of fermionic
systems with superconducting circuits. The protocol is based in the suitable use of
Jordan–Wigner (JW) mapping, digital decomposition of the evolution, and multi-
qubit gates. We study the cases of 1D and 2D Fermi-Hubbard models, involving
couplings with nearest and next-nearest neighbors, and the scalability and possible
implementation of the method in current technology. In this chapter, we will also re-
port on the consequent experimental demonstration of the proposed digital quantum
simulation, which was carried out, in collaboration with us, by the group of John M.
Martinis at Google/University of California, Santa Barbara. Finally, we study the
combination of feasible digital quantum simulation of fermions with DMFT classical
algorithms, thus extending the range of simulatable systems in few-qubit devices.
In chapter 3, we propose the digital quantum simulation of a minimal AdS/CFT
model in controllable quantum platforms. We consider the Sachdev-Ye-Kitaev (SYK)
model describing interacting Majorana fermions with randomly distributed all-to-all
couplings, encoding nonlocal fermionic operators onto qubits to e ciently implement
their dynamics via digital techniques. Moreover, we also give a method for probing
non-equilibrium dynamics and the scrambling of information. Finally, this approach
serves as a protocol for reproducing a simplified low-dimensional model of quantum
gravity in trapped ions and superconducting circuits, with the aim to address the
gap between exotic information processing in nature and controllable computations.
In chapter 4, we merge digital and analog quantum simulation paradigms, by
considering the QFT description of physical nature as a resource in a new path of
information processing. We propose a digital-analog quantum simulation of fermion-
fermion scattering mediated by a continuum of bosonic modes within a circuit quan-
tum electrodynamics (cQED) scenario. This quantum technology naturally pro-
vides strong coupling of superconducting qubits with a continuum of electromag-
netic modes in an open transmission line. In this way, we consider the previous
protocol for e ciently simulating fermions with qubits, while we consider the con-
tinuum complexity of a QFT description of the open transmission line to simulate
the continuum complexity of bosonic modes in other QFT. Here, the complexity-
simulating-complexity concept becomes a leading paradigm in our e ort towards
scalable quantum simulations of QFT.
In chapter 5, we introduce the hybridization of quantum digital-analog simula-
tions with classical algorithms for the simulation of quantum chemistry and quantum
aspects of biological processes. We propose an e cient protocol for digital quantum
simulation of quantum chemistry problems and enhanced digital-analog quantum
simulation of transport phenomena in biomolecules with superconducting circuits.
Along these lines, we optimally digitize fermionic models of molecular structure with
single-qubit and two-qubit gates, by means of the e cient techniques considered in
previous chapters. Furthermore, the simulation of the system-environment interac-
tions of biomolecules is addressed with digital-analog approach, in which we introduce
analogically bosonic degrees of freedom. Finally, we consider gate-truncated quantum
algorithms to allow the study of environmental e ects.
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2 Digital Quantum Simulationof Fermions with Qubits
S imulating quantum physics with a device which is itself quantum mechanical,a notion Richard Feynman originated [18], is one of the most promising research
fields in quantum information, allowing the possibility of solving problems exponen-
tially faster than classical computers.
The key to quantum simulation is mapping a model Hamiltonian onto a physical
system. When the physical system natively mimics the model, the mapping can be
direct and simulations can be performed using analog techniques. In those cases
in which analog quantum simulation is hard or impossible, one may decompose the
simulated quantum dynamics in terms of discrete quantum gates through a technique
known as digital quantum simulation [22, 31, 32]. It allows the construction of
arbitrary interactions, and holds the promise that it can be implemented on an
error-corrected quantum computer, but at the cost of many gates. This application of
quantum information simulating nature leads to the simulation of fermionic models,
since fermions are ubiquitous in nature, appearing in condensed matter systems,
chemistry, and high-energy physics.
The universal quantum simulation of fermionic systems is daunting due to their
particle statistics [33], and Feynman left as an open question whether it could be
done, because of the need for physically implementing nonlocal control. Quantum
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simulation of fermionic models is highly desirable, as computing the properties of
interacting particles is classically di cult. Classical numerical methods have lim-
ited ability to study even significantly simplified toy models of strongly correlated
fermions. For instance, exact diagonalization faces exponential scaling with system
size, while QMC methods [10, 11] are often crippled by the fermionic sign prob-
lem [12], arising from anticommutation. Tensor network methods [4, 5, 6, 7, 8] are
powerful in one spatial dimension where they track strong correlations accurately.
However, in higher dimensional systems, correlations tend to grow more quickly with
system size, making these methods computationally challenging.
Using highly controllable quantum devices to study other quantum systems o ers
a means to tackle strongly correlated fermion models that are intractable on classical
computers. This is vital for understanding complex quantum materials [34] with
strong electronic correlations that exhibit a plethora of exciting physical phenomena
of immediate technological interest. Examples of such e ects include the Mott metal-
insulator transition [13, 14], colossal magnetoresistance [17], and high-temperature
superconductivity [15, 16].
Thus far, quantum simulation of fermionic models has been mostly restricted to
the analogue paradigm, especially with ultracold atoms in optical lattices [35, 36, 37].
Digital simulation approaches can be regarded as a demanding task for any platform,
because they require complex sequences of logic gates, especially for nonlocal control,
which hinge on carefully constructed interactions between subsets of qubits in a larger
system.
In this chapter, we present a method for encoding the simulation of fermionic
systems for arbitrary spatial dimensions, long range or short range couplings, and
highly nonlinear interactions in qubits. Our method consists in mapping a set of
N fermionic modes to N spin operators via the JW transformation [38]. Then, we
make use of the Trotter expansion [22, 31, 32] to decompose the unitary evolution of
the simulated system in a sequence of quantum gates. For the e cient simulation of
fermions in near-future technology, we consider not only purely quantum techniques,
but also the hybrid combination of quantum and classical simulations [39, 40].
We focus on a suitable quantum platform and we propose an optimal architecture
for the implementation of the model. In particular, we consider superconducting cir-
cuits as a candidate platform, although, e.g., trapped ions [41, 42, 43, 44] could also
be considered. Superconducting circuits [23] is one of the most advanced quantum
technologies in terms of coherent control and scalability aspects. Several analog quan-
tum simulations have been proposed in this quantum platform, e.g., spin models [45],
quantum phase transitions [46], spin glasses [47], disordered systems [48], metama-
terials [49], time symmetry breaking [50], topological order [51], atomic physics [52],
open systems [53], dynamical gauge theories [54], and fermionic models in one di-
mension [55], among others. Furthermore, digital quantum simulations have been
recently proposed for superconducting circuits [56, 57] and two pioneering experi-
ments have been performed [58, 59].
For our purpose, we di erentiate two kinds of superconducting setups, those
employing pairwise capacitive qubit interactions [60], and the ones employing mi-
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crowave resonators to generate nonlocal coupling between the qubits [61]. This way,
the many-body interactions [62] of the sequenced evolution are implemented either
with a sequence of capacitive two-qubit gates or by fast multiqubit gates mediated
by resonators [63]. Our method allows the implementation of highly nonlinear and
long-range interactions employing only polynomial resources, which makes it suit-
able for simulating complex physical problems intractable for classical computers.
To this extent, we analyze the simulation of the Fermi-Hubbard model with di er-
ent superconducting architectures, considering couplings with nearest neighbors and
next-nearest neighbors in two-dimensional fermionic lattices.
This chapter is composed of four sections. In section 2.1, we explain the method
for decomposing a fermionic dynamics via digital techniques, and we give a descrip-
tion of di erent proposals for implementing quantum gates for fermions in super-
conducting circuits, either with pairwise capacitive couplings or via resonators. We
consider these tools in the next part, section 2.2, in which we introduce quantum
algorithms for the simulation of the Fermi-Hubbard model. In section 2.3, we report
on the first experimental realization of a quantum digital simulation of fermionic
models with a superconducting quantum circuit, performed by the group of John M.
Martinis at Google/University of California, Santa Barbara, in collaboration with us.
Finally, in section 2.4, we propose a possible implementation of a proof-of-principle
example of an hybrid quantum-classical simulation of strongly correlated fermion
models in the thermodynamic limit.
2.1 Encoding of fermions in qubits and quantum gates insuperconducting circuits
We consider a method for the e cient quantum simulation of fermionic systems
with superconducting circuits, which consists in the suitable use of JW mapping,
Trotter decomposition, and multiqubit gates. The JW transformation maps fermionic
creation and annihilation operators onto tensor products of spin operators. When
the fermionic lattice is two or three-dimensional, it is possible that local fermionic
interactions are mapped onto nonlocal spin ones. The JW mapping reads
b†k =‡+k ‡zk≠1‡zk≠2 · · ·‡z2‡z1 ,
bk =(b†k)†, (2.1)
in which bk(b†k) are the fermionic annihilation and creation operators and ‡–i are
the spin operators of the ith site, being ‡– for – = x, y, z the Pauli matrices and
‡+ = (‡x + i‡y)/2.
Often, the simulating system cannot provide in a simple manner the dynamical
structure of the simulated systems. Therefore, one may feel compelled to use digital
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methods for implementing unnatural interactions in the controllable system, based on
the decomposition of the exact unitary evolution into a sequence of discrete gates [22].
That is, one can use the Trotter formula [31] in order to obtain a polynomial sequence
of e ciently implementable gates. The Trotter formula is an approximation of the
unitary evolution e≠iHt, where H is the simulated Hamiltonian, consisting of M
quantum gates e≠iHit that fulfill the condition H =
qM
i Hi, with Hi the natural
interaction terms of the controllable system. The Trotter expansion can be written
as
e≠iHt ƒ
1
e≠iH1t/l · · · e≠iHM t/l
2l
+
ÿ
i<j
[Hi, Hj ]t2
2l . (2.2)
Here, e≠iHit are the gates that can be implemented in the controllable system and l
is the total number of Trotter steps. By shortening the execution times of the gates
and applying the protocol repeatedly, the digitized unitary evolution becomes more
accurate. As can be seen in Eq. (2.2), the error estimate in this approximation scales
with t2/l, in such a way that the longer the simulated time is, the more digital steps
we need to apply in order to get good fidelities.
We now consider how the JW transformed fermionic models can be implemented
in an experimental arrangement based on superconducting circuits. We present two
alternative approaches, the first with qubits, and the second with qubits and a trans-
mission line resonator. The first approach involves qubits with nearest-neighbor
pairwise couplings, and, in particular, one can obtain the Controlled-Z„ (CZ„) gate
via a capacitive coupling of nearest-neighbor transmon qubits. These CZ„ gates have
been implemented with high fidelities of above 99% for a variant of transmon qubits
called Xmon qubits [60]. The second approach couples the qubits with a transmission
line resonator, introducing multiqubit interactions in a single step. For the case of
two qubits, this method leads to the so-called XY gate.
2.1.1 CZ„ gates with capacitive couplings
To perform the CZ„ gate, one qubit is kept at a fixed frequency while the other
carries out an adiabatic trajectory near an appropriate resonance of the two-qubit
states. By varying the amplitude of this trajectory one can tune the conditional
phase „. The unitary for the CZ„ is given by
CZ„ =
Qcca
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ei„
Rddb . (2.3)
2.1.2 XY gates with resonators
The basic Hamiltonian coupling a set of qubits to the resonator has the form of a
detuned Jaynes-Cummings model. Both qubits are kept at the same frequency, and
the resonator has zero excitations. By adiabatically eliminating the resonator one
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obtains, when the resonator is in the vacuum state, the well-known XY model for a
pair of qubits l and m as
HXY =
glgm
2  (‡
x
l ‡
x
m + ‡yl ‡ym). (2.4)
Here,   is the detuning between the qubit level-spacing and the resonator mode,
gl is the coupling constant between qubit l and the resonator, and ‡x and ‡y are
Pauli operators. The XY gate is universal for quantum computation and simulation
in combination with single-qubit gates, and is the natural interaction customarily
employed in superconducting circuits.
2.1.3 Collective gates with resonators
Quantum simulations of fermionic and bosonic models, as well as quantum chem-
istry problems, have been recently proposed in trapped ions [44, 64, 65, 66]. In these
proposals, the use of nonlocal interactions via a quantum bus, together with digital
expansion techniques, which have been implemented in recent ion-trap experimental
setups [67, 68], allows us to retrieve arbitrary fermionic dynamics. Most current
superconducting circuit setups are composed of superconducting qubits and trans-
mission line resonators [23]. A resonator is a useful tool with several applications
such as single-qubit rotations, two-qubit gates between distant spins, and dispersive
qubit readout [69]. In this section, we analyze how a resonator permits the e cient
reproduction of the dynamics of 2D and 3D fermionic systems.
Recently, the engineering of fast multiqubit interactions with tunable couplings
between transmon qubit and a resonator has been proposed [63]. These many-body
interactions support the realization of multipartite entanglement [70], topological
codes [71], and as we show below, simulation of fermionic systems. Employing two
multiqubit gates and a single-qubit rotation, the unitary evolution associated with a
tensor product of spin operators can be constructed,
U = US2zU‡y („)U
†
S2z
= exp (i„‡y1‡z2‡z3 . . .‡zk) , (2.5)
where US2z = exp
!≠ iﬁ/4qi<j ‡zi ‡zj " and U‡y („) = exp Ë≠ i„Õ‡y(x)1 È for odd(even)
k. The phase „Õ also depends on the number of qubits, i.e., „Õ = „ for k = 4n + 1,
„Õ = ≠„ for k = 4n≠ 1, „Õ = ≠„ for k = 4n≠ 2, and „Õ = „ for k = 4n, where n is
a positive integer. Making use of this unitary evolution and introducing single-qubit
rotations, it is possible to generate any tensor product of Pauli matrices during a
controlled phase that is given in terms of „.
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2.2 Quantum algorithms for variations of the Fermi-Hubbardmodel
In this section, we apply our method to the paradigmatic cases of 1D and 2D Fermi-
Hubbard models, involving couplings with nearest and next-nearest neighbors. Al-
though we focus on models with a restricted number of fermionic modes, for the sake
of clarity, these techniques are straightforwardly extendable to arbitrary number of
fermionic modes in two and three spatial dimensions. These cases are in general
mapped into multiqubit gates that can be always polynomially decomposed into sets
of two-qubit gates, as shown below in Eq. (2.5). In the last part of section 2.1, we fo-
cus on another cQED platform that uses resonators instead of direct qubit couplings
to mediate the interactions.
The Fermi-Hubbard dynamics is a condensed matter model describing traveling
electrons in a lattice. The model captures the competition between the kinetic energy
of the electrons, discretized in a lattice and encoded in a hopping term, with their
Coulomb interaction that is expressed by a nonlinear term. We begin by considering a
small lattice realizable with current technology. We consider the Fermi-Hubbard-like
model for three spinless fermions with open boundary conditions,
H = ≠h
1
b†1b2 + b
†
2b1 + b
†
2b3 + b
†
3b2
2
+ U
1
b†1b1b
†
2b2 + b
†
2b2b
†
3b3
2
. (2.6)
Here, b†m and bm are fermionic creation and annihilation operators for the site m.
We will use the JW transformation in our derivation to encode the fermionic
operators into tensor products of Pauli matrices. We will show below that the latter
may be e ciently implemented in superconducting circuits. The JW mapping reads,
b†1 = ‡+1 , b
†
2 = ‡+2 ‡z1 ,
b†3 = ‡+3 ‡z2‡z1 . (2.7)
Thus, we rewrite the Hamiltonian in Eq. (2.6) in terms of spin-1/2 operators,
H = h2 (‡
x
2‡
x
1 + ‡y2‡
y
1 + ‡x3‡x2 + ‡
y
3‡
y
2 ) +
U
4 (‡
z
3‡
z
2 + ‡z2‡z1 + ‡z3 + 2‡z2 + ‡z1) . (2.8)
Here, the di erent interactions can be simulated via digital techniques using a specific
sequence of gates. We will first consider the associated Hamiltonian evolution in
terms of exp(≠i„‡z¸‡zm) interactions between pairs of qubits ¸ and m. These can be
implemented in small steps of CZ„ gates, where an average single-qubit gate and
two-qubit gate fidelities of 99.92% and up to 99.4%, respectively, have been recently
achieved [60]. One can then use the following relations,
‡x¸ ‡
x
m = R(¸)y
!
ﬁ
2
"
R(m)y
!
ﬁ
2
"
‡z¸‡
z
mR
(¸)
y
!≠ﬁ2 "R(m)y !≠ﬁ2 " ,
‡y¸ ‡
y
m = R(¸)x
!≠ﬁ2 "R(m)x !≠ﬁ2 "‡z¸‡zmR(¸)x !ﬁ2 "R(m)x !ﬁ2 " , (2.9)
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in which R(s)j (◊) = exp(≠i ◊2‡js) denote local rotations along the jth axis of the Bloch
sphere acting on qubit s. We also consider the compact notation R(¸m...s)– („) =
R(¸)– („)R(m)– („) . . . R(s)– („) for local rotations in di erent qubits.
The evolution operator associated with the Hamiltonian in Eq. (2.8) can be ex-
pressed in terms of exp(≠i„‡z¸‡zm) interactions. Moreover, the operators may be
rearranged in a more suitable way in order to optimize the number of gates and
eliminate global phases,
e≠iHt ¥
Ë
R(23)y
!
ﬁ
2
"
e≠i
h
2 ‡
z
2‡
z
3
t
nR(23)y
!≠ﬁ2 "R(12)y !ﬁ2 " e≠ih2 ‡z1‡z2 tnR(12)y !≠ﬁ2 "
◊R(23)x
!≠ﬁ2 " e≠ih2 ‡z2‡z3 tnR(23)x !ﬁ2 "R(12)x !≠ﬁ2 " e≠ih2 ‡z1‡z2 tnR(12)x !ﬁ2 "
◊ e≠iU4 ‡z2‡z3 tn e≠iU2 ‡z2 tn e≠iU4 ‡z3 tn e≠iU4 ‡z1‡z2 tn e≠iU4 ‡z1 tn
Èn
. (2.10)
If we consider that rotations applied on qubit s follow R(s)j (–)R
(s)
j (—) = R
(s)
j (–+
—), the sequence of gates for one Trotter step in the digital simulation of the Hubbard
model with three qubits is shown in Table 2.1. There, gates A and B are two-qubit
gates written in terms of exp(≠i„‡z¸‡zm) interactions, A = exp(≠ih2‡z¸‡zm tn ) and
B = exp(≠iU4 ‡z¸‡zm tn ). Z1 and Z2 are single-qubit phases, Z1 = exp(≠iU4 ‡z¸ tn )
and Z2 = exp(≠iU2 ‡z¸ tn ), while X– and Y– are rotations along the x and y axis,
respectively.
The exp(≠i„‡z¸‡zm) interaction can be implemented in small steps with optimized
CZ„ gates, since
exp
3
≠i„2‡
z
¸‡
z
m
4
=
Qcca
1 0 0 0
0 ei„ 0 0
0 0 ei„ 0
0 0 0 1
Rddb , (2.11)
where we have dropped constant terms. Quantum circuits for simulating these gates
are shown in Tables 2.2 and 2.3. In the Tables, X and Y are ﬁ pulses.
Table 2.1: Sequence of gates for one Trotter step of Hamiltonian in Eq. (2.6).
Yﬁ/2
A
Y≠ﬁ/2 X≠ﬁ/2
A
Xﬁ/2
B
Z1
Yﬁ/2
A
Y≠ﬁ/2 X≠ﬁ/2
A
Xﬁ/2
B
Z2
Yﬁ/2 Y≠ﬁ/2 X≠ﬁ/2 Xﬁ/2 Z1
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Table 2.2: Two-qubit gates in terms of the optimized CZ„ gate and X ﬁ pulses.
e≠i
„
2 ‡
z
¸ ‡
z
m
X
CZ„
X
CZ„=
X X
Table 2.3: Two-qubit gates in terms of the optimized CZ„ gate and Y ﬁ pulses.
e≠i
ﬁ+„
2 ‡
z
¸ ‡
z
m
X
CZ„
Y
CZ„=
Y X
2.2.1 Asymmetric Hubbard model
Here, we include the analysis of the fermionic asymmetric Hubbard model (AHM)
for 4 qubits employed in section 2.3.4. Firstly, we present the model in terms of spin
operators via the JW transformation, and describe di erent limits of the model. Sec-
ondly, we analyze the digital quantum simulation in terms of Trotter steps involving
the optimized gates CZ„.
The AHM is a variation of the Hubbard model that describes anisotropic fermionic
systems. Here, we are going to consider this model for two di erent fermionic species,
that could represent spins, interacting with each other by the Coulomb term, and
two lattice sites. The operators for this model have two indices, Aij , where i and j
indicate the site position and kind of particle, respectively. Since the fermions might
have di erent masses, we have no reason to assume that the hopping terms will be
the same. We can write the Hamiltonian for two sites, x and y, and two kinds of
fermions, 1 and 2, as
H =≠ V1
1
b†x1by1 + b
†
y1bx1
2
≠ V2
1
b†x2by2 + b
†
y2bx2
2
+ Uxb†x1bx1b
†
x2bx2 + Uyb
†
y1by1b
†
y2by2, (2.12)
in which b†mi and bmi are fermionic creation and annihilation operators of the kind of
particle i for the site m. For the sake of simplicity, in section 2.3.4 we use b†1,b
†
2,b
†
3,b
†
4,
for b†x1,b
†
y1,b
†
y2,b
†
x2.
The JW transformation will be used in our derivation to relate the fermionic and
antifermionic operators with tensor products of Pauli matrices, which are operators
that we can simulate in the superconducting circuit setup. In this case, we consider
16
2 DIGITAL QUANTUM SIMULATION OF FERMIONS WITH QUBITS
the relations
b†x1 = ‡+1 , b
†
y1 = ‡+2 ‡z1 ,
b†y2 = ‡+3 ‡z2‡z1 , b
†
x2 = ‡+4 ‡z3‡z2‡z1 . (2.13)
Then, Hamiltonian in Eq. (2.12) is rewritten in terms of spin-1/2 operators as
H =V12 (‡
x
2‡
x
1 + ‡y2‡
y
1 ) +
V2
2 (‡
x
4‡
x
3 + ‡y4‡
y
3 )
+ Ux4
!
‡z4‡
z
1 + ‡z1 + ‡z4
"
+ Uy4
!
‡z3‡
z
2 + ‡z2 + ‡z3
"
, (2.14)
where the di erent interactions can be simulated via digital techniques in terms of
single-qubit and CZ„ gates.
We consider the digital quantum simulation of the dynamics of Hamiltonian in
Eq. (2.14). As explained previously in section 2.1, the Trotter expansion consists
of dividing the time t into n time intervals of length t/n, and applying sequentially
the evolution operator of each term of the Hamiltonian for each time interval. In
this case the evolution operators are associated with the di erent summands of the
Hamiltonian.
In order to describe the digital simulation in terms of Trotter steps involv-
ing the optimized gates CZ„, we will first consider the Hamiltonian in terms of
exp(≠i„‡z¸‡zm/2) interactions. We take into account the relations in Eq. (2.9).
The evolution operator associated with Hamiltonian in Eq. (2.14) in terms of
exp(≠i„‡z¸‡zm/2) interactions is
e≠iHt ¥
Ÿ
k
1
e≠iHk
t
n
2n
¥
Ë
R(12)y
!
ﬁ
2
"
e≠i
V1
2 ‡
z
2‡
z
1
t
nR(12)y
!≠ﬁ2 "R(12)x !≠ﬁ2 " e≠iV12 ‡z2‡z1 tnR(12)x !ﬁ2 "
◊R(34)y
!
ﬁ
2
"
e≠i
V2
2 ‡
z
4‡
z
3
t
nR(34)y
!≠ﬁ2 "R(34)x !≠ﬁ2 " e≠iV22 ‡z4‡z3 tnR(34)x !ﬁ2 "
◊ e≠iUx4 ‡z4‡z1 tn e≠iUx4 ‡z1 tn e≠iUx4 ‡z4 tn e≠iUy4 ‡z3‡z2 tn e≠iUy4 ‡z2 tn e≠iUy4 ‡z3 tn
Èn
. (2.15)
Note that, in principle, the ordering of the gates inside a Trotter step does not
have a sizable e ect as far as there are enough Trotter steps. Here, the number
of Trotter steps is limited, n approximately Æ 10, and di erent orderings will have
di erent results. The di erent values in the orderings di er in a O(1) constant,
while the global digital error depends on the number of Trotter steps n as 1/n. The
di erence in errors due to di erent orderings does not depend on n.
If we consider the Trotter error, the fidelity could increase with an optimal or-
dering where we group terms of the Hamiltonian that commute with each other.
Nevertheless, from the experimental point of view, the operators can be rearranged
in a more suitable way in order to optimize the number of gates and eliminate global
phases. Hence, we must look for the optimal ordering by considering both aspects.
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Here, we simply rearrange the operators in order to optimize the number of gates.
If we consider that R(s)j (–) +R
(s)
j (—) = R
(s)
j (–+ —) for a qubit s, then
e≠iHt ¥
n/2Ÿ
i=1
Ë
R(1234)y
!
ﬁ
2
"
e≠i
V1
2 ‡
z
2‡
z
1
t
n e≠i
V2
2 ‡
z
4‡
z
3
t
nR(1234)y
!≠ﬁ2 "
◊ e≠iUx4 ‡z4‡z1 tn e≠iUx4 ‡z1 tn e≠iUx4 ‡z4 tn e≠iUy4 ‡z3‡z2 tn e≠iUy4 ‡z2 tn e≠iUy4 ‡z3 tn
◊ R(1234)x
!≠ﬁ2 " e≠iV12 ‡z2‡z1 tn e≠iV22 ‡z4‡z3 tnR(1234)x !ﬁ2 " È2i≠1
◊
Ë
R(1234)x
!≠ﬁ2 " e≠iV12 ‡z2‡z1 tn e≠iV22 ‡z4‡z3 tnR(1234)x !ﬁ2 "
◊ e≠iUx4 ‡z4‡z1 tn e≠iUx4 ‡z1 tn e≠iUx4 ‡z4 tn e≠iUy4 ‡z3‡z2 tn e≠iUy4 ‡z2 tn e≠iUy4 ‡z3 tn
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This decomposition between even and odd Trotter steps is suitable in order to
simplify rotations in x and y, and, therefore, avoid higher number of gates.
The sequence of gates for one odd Trotter step in the digital simulation of the
Hubbard model with four qubits is
Yﬁ/2
A1
Y≠ﬁ/2
Bx
Zx Xﬁ/2
A1
X≠ﬁ/2
Yﬁ/2 Y≠ﬁ/2
By
Zy Xﬁ/2 X≠ﬁ/2
Yﬁ/2
A2
Y≠ﬁ/2 Zy Xﬁ/2
A2
X≠ﬁ/2
Yﬁ/2 Y≠ﬁ/2 Zx Xﬁ/2 X≠ﬁ/2
And for one even Trotter step,
Xﬁ/2
A1
X≠ﬁ/2
Bx
Zx Yﬁ/2
A1
Y≠ﬁ/2
Xﬁ/2 X≠ﬁ/2
By
Zy Yﬁ/2 Y≠ﬁ/2
Xﬁ/2
A2
X≠ﬁ/2 Zy Yﬁ/2
A2
Y≠ﬁ/2
Xﬁ/2 X≠ﬁ/2 Zx Yﬁ/2 Y≠ﬁ/2
The gates Ai and Bj are two-qubit gates in terms of the exp[≠i(„/2)‡z¸‡zm] interac-
tions, Ai = exp(iVi2 ‡z¸‡zm tn ) and Bj = exp(≠iUj4 ‡z¸‡zm tn ). The Zi gates are single-
qubit rotations Zi = exp(≠iUi4 ‡z tn ), and X– and Y– are rotations along the x and y
axis, respectively.
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In order to avoid the gate Bx between the first and the fourth qubit, we can
consider a particular case of the AHM, with Ux = 0. In this case, the circuit is the
same but without the Bx and the Zx gates. That is, for one odd Trotter step,
Yﬁ/2
A1
Y≠ﬁ/2 Xﬁ/2
A1
X≠ﬁ/2
Yﬁ/2 Y≠ﬁ/2
By
Zy Xﬁ/2 X≠ﬁ/2
Yﬁ/2
A2
Y≠ﬁ/2 Zy Xﬁ/2
A2
X≠ﬁ/2
Yﬁ/2 Y≠ﬁ/2 Xﬁ/2 X≠ﬁ/2
And for one even Trotter step,
Xﬁ/2
A1
X≠ﬁ/2 Yﬁ/2
A1
Y≠ﬁ/2
Xﬁ/2 X≠ﬁ/2
By
Zy Yﬁ/2 Y≠ﬁ/2
Xﬁ/2
A2
X≠ﬁ/2 Zy Yﬁ/2
A2
Y≠ﬁ/2
Xﬁ/2 X≠ﬁ/2 Yﬁ/2 Y≠ﬁ/2
It is important to note that, for n = 2 Trotter steps, the red gates cancel each
other, and we reduce the number of gates that should be applied. For n > 2,
the blue gates also cancel each other except in the beginning and in the end of
the quantum simulation. The relation among the values of the parameters in the
numerical simulations and the values of the phases in the gates is the following
A1 = exp(≠iV12 ‡z¸‡zm tn ) æ  A1 = V12 tn
A2 = exp(≠iV22 ‡z¸‡zm tn ) æ  A2 = V22 tn
By = exp(≠iUy4 ‡z¸‡zm tn ) æ  By = Uy4 tn
Zy = exp(≠iUy4 ‡z tn ) æ  2 = Uy4 tn .
In summary, the fermionic AHM with two excitations, one for each kind of
fermion, has been analysed and expressed in terms of simulatable spin operators.
We have considered the digital quantum simulation in terms of Trotter steps involv-
ing the optimized gates CZ„. This is the four-mode system experimentally simulated
in section 2.3.4.
2.2.2 Numerical analysis of the errors
Here, we present numerical simulations for specific values of model parameters, that
is, the time t, the hopping coe cient h, and nonlinear coupling U . We compute
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numerically the results for the proposed model with three fermionic modes, as well
as the equivalent one with two fermionic modes, for the sake of completeness. In
Figs. 2.1 and 2.3, we show the results of the Fermi-Hubbard model with two and
three fermionic modes, respectively, for n = 4 and n = 10 Trotter steps. As shown
below, the achieved fidelities can be large at the end of each digital protocol.
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Figure 2.1: Probability P for each state |ijÍ in the Hubbard model with two
fermionic modes. We obtain the same dynamics for hopping h = 1, and values of the
potential U = 1 and U = 0.5. We also consider in both cases di erent number of Trotter
steps, n = 4 and n = 10, and observe the same result with no Trotter error. The initial state
is in all cases (|00Í + |10Í)/Ô2. Dashed lines refer to numerical solutions without Trotter
approximation, and solid lines to numerical solutions with Trotter approximation. The
absence of Trotter error comes from the fact that the second term in the Trotter expansion
in Eq. (2.2), i.e., the term proportional to the sum of commutators, is zero for this specific
model, allowing us to perform the simulation in a single Trotter step.
In Fig. 2.2, we plot the fidelities of the digitally-evolved state with respect to the
ideal dynamics associated with Eq. (2.6), where ◊ © Ut, for n = 4 Trotter steps. The
fidelities are defined as F = |È T | Í|2, with | Í and | T Í the states evolved under
the exact unitary evolution and the digital one, respectively. Fidelities well above
90% can be achieved for a large fraction of the considered period.
Summarizing, we have analyzed the digital quantum simulation of the Fermi-
Hubbard model with three fermionic modes in terms of simulatable spin operators
with nearest neighbor interactions. Furthermore, we have considered the digital steps
involving optimized gates CZ„.
In Fig. 2.4, we show how to implement the ith-site hopping terms of a system
made of N fermionic sites onto N superconducting qubits coupled to a quantum
bus. Notice that local interactions between nearest and next-nearest neighbors in
the square lattice involve several qubits in the experimental setup.
In order to benchmark our protocol with a specific example, we consider the
Hamiltonian of the Fermi-Hubbard model with both nearest and next-nearest neigh-
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Figure 2.2: Fidelities for the two-mode Fermi-Hubbard model. We show the fidelities
obtained for the dynamics of Eq. (2.6), where ◊ © Ut, for n = 4 Trotter steps. The physical
parameters used are hopping h = 1, together with (a) U = 1, and (b) U = 0.5. The initial
state is in both cases (|011Í+ |101Í)/Ô2.
bor couplings,
H =
ÿ
Èi,jÍ
5
≠ h(b†i bj + b†jbi) + U
3
ni ≠ 12
43
nj ≠ 12
46
+
ÿ
ÈÈi,jÍÍ
5
≠ hÕ(b†i bj + b†jbi) + U Õ
3
ni ≠ 12
43
nj ≠ 12
46
. (2.17)
where Èi, jÍ(ÈÈi, jÍÍ) denote sum extended to nearest(next-nearest) neighbors, h(hÕ) is
the hopping parameter and U(U Õ) is the interaction for nearest(next-nearest) neigh-
bors. Here, bi(b†i ) is the fermionic annihilation(creation) operator for site i, that
satisfies the anticommutation relation {bi, b†j} = ”i,j , and ni = b†i bi is the fermionic
number operator.
Employing the method introduced before, it is possible to simulate any fermionic
dynamics. Let us analyze the interactions we need to simulate in a superconducting
qubit platform considering a two-dimensional lattice of 4 ◊ 4 sites. Taking as an
example the 6th site in Fig. 2.5, the simulation of hopping terms with sites 5 and 7
requires only two-qubit gates, since they are nearest neighbors in the order chosen
for the mapping. However, the simulation of hopping terms between sites 2 and 6
involves 5 superconducting qubits, b†6b2+b
†
2b6 = ≠(‡x2‡z3‡z4‡z5‡x6 + ‡y2‡z3‡z4‡z5‡y6 )/2.
The same thing happens for next-nearest neighbor interactions, which are simulated
employing multiqubit gates consisting of either 4 or 6 spin operators. On the other
hand, interaction terms between qubits i and j can be implemented by evolving the
system with a global interaction involving all the qubits with labels between i and j,
decoupling the rest of the qubits from the resonator.
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Figure 2.3: Probability P for each state |ijkÍ in the Hubbard model with three
fermionic modes. The physical parameters used are hopping h = 1, together with (a)
U = 1 and number of Trotter steps n = 4, (b) U = 1 and n = 10, (c) U = 0.5 and n = 4, and
(d) U = 0.5 and n = 10. The initial state is in all cases (|011Í + |101Í)/Ô2. Dashed lines
refer to numerical solutions without Trotter approximation, and solid lines to numerical
solutions with Trotter approximation.
The number of gates needed for realizing this simulation depends linearly on the
number of qubits. Assuming that N is the number of fermionic sites in a 2D square
lattice, the number of hopping and interaction terms that we need to simulate is
2
Ô
N(
Ô
N ≠ 1) for nearest neighbors and 2(ÔN ≠ 1)2 for next-nearest neighbors.
As can be seen in Fig. 2.4, every hopping term involving qubits with distant labels
is made of 8 single-qubit rotations and 4 multiqubit gates. On the other hand,
interaction terms can be simulated by applying just one multiqubit gate.
The superconducting setup that we are considering for this quantum simulation
is composed of N transmon qubits coupled to a single resonator. In order to perform
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gi
gi+1, ..., gj 1
gj
t
Figure 2.4: Sequence of qubit gates for simulating nonlocal fermionic interac-
tions. We indicate the scheme of the magnitude of the couplings, gl, of the superconducting
qubits i, ..., j with the transmission line resonator as a function of time for the simulation
of fermionic hopping terms. This sketch shows how sequences of rotations and nonlocal
multiqubit gates gives place to interactions of the form b†i bj + b
†
jbi, which can be writ-
ten in terms of spin operators as ≠(‡xi ‡zi+1 . . .‡zj≠1‡xj + ‡yi ‡zi+1 . . .‡zj≠1‡yj )/2. Multiqubit
gates are marked with red color where all the couplings su er a frequency modulation [63].
Single-qubit rotations are implemented by coupling a single qubit to the resonator. They are
marked with green color for a phase of ﬁ/4 and with blue for a phase-dependent single-qubit
rotation, U‡y („), where the phase „ is proportional to the simulated time evolution of the
hopping term. Note that all the qubits between sites i and j play a role in this interaction
in order to fulfill the JW mapping.
highly nonlocal interactions between two distant qubits, every qubit with label in-
side the interval spanned by them should interact with the same resonator. Coupling
several qubits to just one resonator can be a di cult task wherever the number of
simulated sites is large enough. Therefore, we propose an optimized architecture for
the simulation of Fermi-Hubbard model with up to next-nearest neighbors in 2D. As
shown in Fig. 2.5, we propose a setup with N superconducting circuits distributed
in a square lattice [72]. Sequentially coupling two rows by a single transmission line
resonator, one can reduce the number of qubits coupled to a single resonator. Never-
theless, all the interactions needed for satisfying the JW mapping can be simulated
with this architecture. Furthermore, one can achieve a speedup of the protocol by
performing interactions that involve di erent qubits in a parallel way, e.g., the inter-
action between qubits 2 and 3 and the one between qubits 5 and 9 can be performed
simultaneously using resonators 1 and 2, respectively.
In order to benchmark our protocol, we study its e ciency by computing the error
associated with a digital decomposition. To this extent, we analyze the occupation
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Figure 2.5: Collective gates with resonators. Architecture of superconducting qubits
coupled to microwave resonators optimized for the simulation of a square lattice of 4 ◊ 4
fermionic sites with Fermi-Hubbard interactions between nearest and next-nearest neigh-
bors. By the use of resonators as quantum buses in the dispersive regime, several qubits
are coupled allowing the implementation of single-qubit and multiqubit gates, which are
necessary for the simulation of fermionic operators. Coupling two subsequent rows of su-
perconducting qubits via a resonator provides all the interactions required for the simulation.
In order to scale the system, one needs to couple two more qubits to every resonator for
simulating one more column of sites, or make use of one more resonator for connecting
another row. This scheme shows an optimized architecture for the simulation of fermionic
models, and further resonators would be required for the read-out and single-control of the
qubits.
of the fermionic sites in a 3◊ 3 lattice. In Fig. 2.6, we show a plot of these popula-
tions considering a perfect unitary evolution of the Fermi-Hubbard model versus the
evolution associated with the digital decomposition, where l is the number of Trotter
steps. As l increases, the fidelity F = |È T | Í|2 improves, with | Í and | T Í the
states evolved under the exact unitary evolution and the digital one, respectively.
The application of our method for the digital quantum simulation of many-body
fermionic systems requires polynomial resources, and can be implemented in realistic
cQED setups, as the proposed architectures. Moreover, in this section, we have
analyzed the e ciency of this method for the simulation of the Fermi-Hubbard model
in 1D and 2D with di erent superconducting platforms. This work paves the way for
the quantum simulation of complex fermionic dynamics in superconducting circuits.
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Figure 2.6: Fermionic model with nearest and next-nearest neighbor interactions
in a grid. Simulation of a 2D lattice of 3◊ 3 sites where the coupling ratios are: U/t = 2,
U/tÕ = 10 and U/U Õ = 5. The principal plot shows the fidelity of the evolved state with
digital methods for a phase of ◊ © Ut = 4 applying di erent numbers of Trotter steps, l.
The inset shows the population of sites 2 and 4 with the initial state | IÍ = b†2|0Í. The
markers denote the digital evolution with 10 Trotter steps while the lines show the exact
evolution.
2.3 An implementation in superconducting circuits
Here, we explore fermionic interactions with digital techniques [22] in a supercon-
ducting circuit. Focusing on the Hubbard model [73, 74] studied before, we perform
time evolutions with constant interactions as well as a dynamic phase transition
with up to four fermionic modes encoded in four qubits, using the JW transforma-
tion presented previously. The digital approach we implement here is universal and
simulates fermions e ciently. The required number of gates scales only polynomially
with the number of modes [74], even with physical nearest-neighbor qubit coupling
only. Moreover, the model system is not limited to the dimensionality of the physical
system, expanding our range of simulations of fermionic models to two and three
spatial dimensions [74, 44]. We use in excess of 300 single-qubit and two-qubit gates,
to implement fermionic models which require fully, yet separately tunable XX, Y Y ,
and ZZ interactions. We reach global fidelities which are limited by gate errors in an
intuitive error model. These results are made possible by recent advances in architec-
ture and control of superconducting qubits [60, 75, 76]. Our experiment is a critical
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step on the path to creating an analog-digital quantum simulator – we foresee one
using discrete fermionic modes combined with discrete [65] or continuous [77] bosonic
modes, highlights the digital approach, and is a demonstration of digital quantum
simulation in the solid state.
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Figure 2.7: Model and device. (a) Hubbard model picture with two sites and four modes,
with hopping strength V and on-site interactions U . The creation of one excitation from
the ground state is shown for each mode. (b) Optical micrograph of the device. The scale
bar (bottom left) denotes 200 µm. The colored cross-shaped structures are the used Xmon
transmon qubits. The construction of the fermionic operators for four modes is shown on
the right. Colors highlight the corresponding sites, qubits, and operators.
2.3.1 Implementing the Hubbard model with gates
At low temperatures, whole classes of fermionic systems can be accurately described
y the Hu bard model. Here, hopping strength V and repulsion strength U compete,
see Fig. 2.7a, capturing the rich physics of many-body interactions such as insulating
and conducting phases in metals [78, 79]. The generic Hubbard Hamiltonian is given
by: H = ≠V qÈi,jÍ 1b†i bj + b†jbi2+ UqNi=1 niøni¿, with b the fermionic annihilation
operator, and i, j running over all adjacent lattice sites. The first term describes the
hopping between sites and the last term the on-site repulsion. It is insightful to look
at a fermionic two-mode example,
H = ≠V
1
b†1b2 + b
†
2b1
2
+ Ub†1b1b
†
2b2. (2.18)
We can express the fermionic operators in terms of Pauli and ladder operators using
the JW transformation [38]: b†1 = ‡+1 and b
†
2 = ‡+2 ‡z1 , where the ‡z term ensures
anticommutation. In essence, we use nonlocal control and map a local fermionic
Hamiltonian to a local spin Hamiltonian. The qubits act as spins, and carry the
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fermionic modes, see Fig. 2.7a-b. A fermionic mode is either occupied or unoccupied,
and spinless – the spin degree of freedom is implemented here by using four modes
to simulate two sites with two spins. We note that for higher spatial dimensions this
approach is still viable, the only di erence being that the local fermionic Hamiltonian
now maps to a nonlocal spin Hamiltonian, which can be e ciently implemented as
recently shown [74, 44]. Using the above transformation, the Hamiltonian becomes
H = V2 (‡
x
2‡
x
1 + ‡y2‡
y
1 ) +
U
4 (‡
z
2‡
z
1 + ‡z1 + ‡z2), (2.19)
which can be implemented with separately tunable XX, Y Y , and ZZ interactions.
Here, we use the convention of mapping an excited fermionic mode |1Í (excited logical
qubit) onto a qubit’s physical ground state |gÍ, and a vacuum fermionic mode |0Í
(ground logical qubit) onto a qubit’s physical excited state |eÍ.
The experiment uses a superconducting nine-qubit multipurpose processor, see
Fig. 2.7b. Device details can be found in Ref. [80]. The qubits are cross-shaped
structures [81] patterned out of an aluminium film on a sapphire substrate. They are
arranged in a linear chain with nearest-neighbor coupling. Qubits are individually
controlled, using microwave and frequency-detuning pulses (top), and readout is done
through dispersive measurement (bottom) [52]. By frequency tuning of the qubits,
interactions between adjacent pairs can be separately turned on and o . This system
allows the implementation of nonlocal gates, as it has a high level of controllability,
and is capable of performing high fidelity gates [60, 82]. Importantly, single- and
two-qubit gate fidelities are maintained when scaling the system to larger numbers
of qubits, as shown by the consistency of errors with the five qubit device [60].
The basic element used to generate all the interactions is a simple generalization of
the CZ entangling gate, see Fig. 2.8a-b. We implement a state-dependent frequency
pull by holding one qubit steady in frequency and bringing a second qubit close to
the avoided level crossing of |eeÍ and |gfÍ using an adiabatic trajectory [83]. By
tuning this trajectory, we can implement a tunable CZ„ gate. During this operation,
adjacent qubits are detuned away in frequency to minimize parasitic interactions.
The practical range for „ is 0.5-4.0 rads; below this range parasitic ZZ interactions
with other qubits become relevant, and above this range population starts to leak
into higher energy levels1. Using single-qubit gates and two-qubit entangling gates,
we can implement the tunable ZZ interactions, as shown in Fig. 2.8c. In this gate
construction, the ﬁ-pulses naturally suppress dephasing [84].
2.3.2 Verifying operator anticommutativity
First, we have experimentally verified that the encoded fermionic operators an-
ticommute, see Fig. 2.9, by implementing the following anticommutation relation
{b1, b†2} + {b2, b†1} = 0. The latter can be separated into two non-trivial Hermitian
terms: b1b†2 + b2b
†
1 (Fig. 2.9a) and b
†
1b2 + b
†
2b1 (Fig. 2.9b). Their associated unitary
evolution, U = exp(≠i„2 (b1b†2 + b2b†1)) for the first one, has been implemented using
1See appendix A.6 and Refs. [60, 80] for further details.
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Figure 2.8: Gate construction. (a) Construction of the gate U = exp(≠i„2 ‡z¸‡zm) from
single-qubit rotations and the tunable CZ„ entangling gate. To enable small and negative
angles we include ﬁ pulses around the X-axis (A=X) or Y-axis (A=Y). The unitary diagonals
are (1 ei„ ei„ 1). (b) Tunable CZ„ gate, implemented by moving |eeÍ (red) close to |gfÍ
(blue). Coupling strength is g/2ﬁ = 14 MHz, pulse length is 55 ns, and typically  /2ﬁ =
0.7 GHz when idling. (c) Measured versus desired phase of the full sequence, determined
using quantum state tomography.
gates with strength „ = ﬁ. We consider the standard representation of quantum pro-
cess tomography (QPT) results via the process matrix ‰ [19]. The measured process
matrices, ‰, for these terms are determined using QPT, and constrained to be phys-
ical1. We find that the processes are close to the ideal, with fidelities Tr(‰ideal‰) =
0.95, 0.96. As the Hermitian terms sum up to zero, their unitary evolutions combine
to the identity (Fig. 2.9c). We find that the sequence of both processes yields in fact
the identity, as expected for anticommutation, with a fidelity of 0.91.
2.3.3 Simulations with two fermionic modes
We now discuss the simulation of fermionic models. We use the Trotter approxima-
tion described in section 2.1 to digitize the evolution of Hamiltonian H =
q
kHk:
U = exp(≠iHt) ƒ [exp(≠iH1t/n) exp(≠iH2t/n) . . . ]n, with each part implemented
using single- and two-qubit gates. We benchmark the simulation by comparing the
experimental results to the exact digital outcome. Discretization unavoidably leads
to deviations, and the digital errors can be quantified2.
We start by visualizing the kinetic interactions between two fermionic modes.
The construction of the Trotter step is shown in Fig. 2.10a, and directly follows from
the Hamiltonian in Eq. (2.19). The step consists of the XX, Y Y , and ZZ terms,
1See appendix A.3.
2For details on the estimated digital error see appendix A.5.
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Figure 2.9: QPT of operator anticommutation. The process matrices are shown for
the non-trivial Hermitian terms of the anticommutation relations. (a) Process matrix of the
unitary U = exp(≠iﬁ2 [b1b†2 + b2b†1]). (b) Process matrix of the unitary U = exp(≠iﬁ2 [b†1b2 +
b†2b1]). (c) The sequence of both processes, U = exp(≠iﬁ2 [b1b†2 + b2b†1 + b†1b2 + b†2b1]), yields
the identity. The significant matrix elements, red for the real and blue for the imaginary
elements, are close to the ideal (transparent).
constructed from ZZ terms and single-qubit rotations1. We simulate the evolution
during time  t by setting „xx = „yy = V t and „z = „zz = U t/2, and using
V = U = 1. We evolve the system to a time of T = 5.0, and increase the number of
steps,  t = T/n, with n = 1, ..., 8. The data show hallmark oscillations (Fig. 2.10b)
indicating that the modes interact and exchange excitations. We find that the end
state fidelity, taken at the same simulated time, decreases approximately linearly by
0.054 per step (Fig. 2.10c).
The above example shows that fermionic simulations, clearly capturing the dy-
namics arising from interactions, can be performed digitally using single-qubit gates
and the tunable CZ„ gate. Moreover, increasing the number of steps improves the
time resolution, but at the price of increasing errors. A crucial result is that the
per-step decrease in the end state fidelity is consistent with the gate fidelities. Using
the typical values of 7.4 · 10≠3 entangling gate error and 8 · 10≠4 single-qubit gate
error as previously determined for this platform [60], we arrive at an expected Trotter
step process error of 0.07, considering the step consists of six entangling gates and
28 single-qubit gates, including X, Y rotations as well as idles. In addition, we have
determined the Trotter step gate error in a separate interleaved randomized bench-
marking experiment2, and found a process error of 0.074, which is consistent with
the observed per-step state error. We find that the process fidelity is thus a useful
estimate, even though the simulation fidelity depends on the state and implemented
model.
1See appendix A.2 for the pulse sequence and gate count.
2See appendix A.4.
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Figure 2.10: Simulation of two fermionic modes. (a) Construction of the two-mode
Trotter step, showing the separate terms of the Hamiltonian in Eq. (2.19). (b) Occupation
of the modes versus simulated time for n = 1, . . . , 8 steps. Color coding denotes the state
probabilities. Input state is (|01Í + |11Í)/Ô2, and V = U = 1. The ideal dependence is
shown in the bottom right. The final simulation time is T = 5. (c) The end-state fidelity
decreases with step by 0.054, following a linear trend.
2.3.4 Simulations with three and four fermionic modes
Simulations of fermionic models with three and four modes are shown in Figs. 2.11
and 2.12. The three-mode Trotter step and its pulse-sequence are shown in Figs. 2.11a-
b. An implementation of the Y Y gate is highlighted: the top qubit (red) is passive
and detuned away, the middle qubit (blue) is tuned to an optimal frequency for the
interaction, and the bottom qubit (green) performs the adiabatic trajectory. ﬁ-pulses
on the passive qubit suppress dephasing and parasitic interactions. Fig. 2.11c shows
the simulation results for V = 1, U = 0, hopping only, and V = 1, U = 1, with on-site
repulsion. After initialiting the system1, the simulation data (closed symbols) follows
the exact digital outcome (open symbols), accumulating a per-step error of 0.15, see
Fig. 2.12c, and gradually populating other states (black symbols). The fidelity is
1Input state generation is shown in appendix A.2.
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Figure 2.11: Fermionic model with three modes. (a) Three-mode Trotter step, with
the Trotter step pulse-sequence in (b). The Trotter step consists of 12 entangling gates and
87 single-qubit gates. The Y Y interaction is highlighted (dashed). The amplitudes of the
rotations are controlled by the values of V and U : „xx2 =
„yy
2 =
V
2  t, and
„z
2 =
„zz
2 =
U
4 t.
(c) Simulation results for three modes with and without on-site interaction. Full symbols:
experiment. Open symbols: ideal digitized. Black symbols: population of other states.
Input state is (|101Í+ |110Í)/Ô2, and V = 1.
the relevant figure of merit; the per-step error being the same for di erent model
parameters indicates that the simulation outcomes are distinct.
For the four-mode experiment, we simulate an asymmetric variation on the Hub-
bard model. Here, the repulsive interaction is between the middle modes only (right
well in Fig. 2.7a), while the hopping terms are kept equal. Asymmetric models are
used in describing anisotropic fermionic systems [85]. In addition, the simulation can
be optimized: gate count is reduced by the removal of interaction between the top
and bottom modes, and the Trotter expansion can be rewritten in term of odd and
even steps such that the starting and ending single-qubit gates cancel, as discussed
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Figure 2.12: Fermionic model with four modes. (a) Construction of the four mode
Trotter step. The amplitudes of the rotations are: „V 12 =
V1
2  t,
„V 2
2 =
V2
2  t, and
„U
2 =
U
4 t. (b) Four mode simulation results for V1 = V2 = 1, U23 = 1, and U14 = 0. Input
state is (|0101Í+ |1001Í+ |0110Í+ |1010Í)/2. (c) Fidelities versus Trotter step for the three
mode simulation (dots) and the four mode simulation (triangles). Full symbols: experiment.
Open symbols: ideal digitized. Black symbols: population of other states.
in section 2.2.1. The Trotter step is shown in Fig. 2.12a. The results are plotted
in Fig. 2.12b. We find that the state fidelity decreases by 0.17 for the four mode
simulation, see Fig. 2.12c.
The three- and four-mode experiments underline that fermionic models can be
simulated digitally with large numbers of gates. The three-mode simulation uses
in excess of 300 gates. We perform three Trotter steps, and per step we use 12
entangling gates, 53 microwave ﬁ and ﬁ/2 gates, 19 idle gates, and 3 single-qubit
phase gates. For the non-participating qubit during the entangling operation, we use
12 frequency detuning gates where phases need to be accurately tracked. Using the
above typical errors for gates, we arrive at an estimated process error of 0.16 for the
three mode simulation, and an error of 0.15 for the four-mode simulation (per four-
mode Trotter step, we use 10 entangling gates and 98 single-qubit gates). The process
errors are close to the observed drop in state fidelity. The data are summarized in
Table 2.4. Importantly, these results strongly suggest that the simulation errors
scale with the number of gates, not qubits (modes), which is a crucial aspect of
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scalably implementing models on our platform. Therefore, the appreciable drop
in total fidelity is currently the optimal for any quantum platform considering the
large number of gates that we have implemented in this experiment. Moreover, the
precision achieved in our experiment allows us to observe the expected fermionic
behavior at every Trotter step of the implemented protocol.
two-mode three-mode four-mode
entangling CZ„ gates 6 12 10
single-qubit gates 28 87 98
microwave ﬁ and ﬁ/2 20 53 56
idle 6 19 22
detuning 0 12 18
virtual phase 2 3 2
estimated Trotter step error 0.067 0.16 0.15
experimental Trotter step error 0.054 0.15 0.17
Table 2.4: Gate counts for the two-, three-, and four-mode Trotter step. We count
idles as having the same duration as the microwave ﬁ and ﬁ/2 gates; this is the relevant
approach for estimating total process fidelities. The gate counts are for a single Trotter step
only, and exclude input state preparation. Estimated and experimental errors per Trotter
step are tabulated at the bottom.
2.3.5 Time-varying interactions
We now address the simulation of fermionic systems with time-dependent interac-
tions. In Fig. 2.13a, we show an experiment where we ramp the hopping term V from
0 to 1 while keeping the on-site repulsion U at 1; essentially changing the system
from an insulating to a metallic phase. This transition is simulated for two modes
using two Trotter steps, see inset, and with one step for three modes. For the latter
case, we take the average of V over the relevant time domain. The data are shown in
Figs. 2.13b-c, and clearly mirror the dynamics of the hopping term. At time smaller
than 1.0, the system is frozen and the mode occupations are virtually unchanged,
reflecting the insulating state. Interactions become visible when hopping is turned
on, e ectively melting the system, and follow the generic features of the exact digital
outcome (dashed). The simulation fidelities lie around 0.9-0.95 for two modes and
0.7-0.8 for three modes, see Fig. 2.13d. These fidelities are around or somewhat be-
low those for time evolution with constant interactions, presumably due to control
errors related to parasitic qubit interactions, which also lead to the populating of
other states (black symbols). The dynamic simulation highlights the possibilities of
exploring parameter spaces and transitions with few steps.
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Figure 2.13: Simulations with time-varying interactions. (a) The system is changed
from an insulating state (blue background) to a conducting phase (red background), by
ramping the hopping term V from zero to one. Solid line: U , dashed line: V . Inset shows
the choice of digitization on the ramp for the two-mode simulation. (b) Two-mode simulation
showing dynamic behavior starting at the onset of the V ramp. Dashed lines denote the
ideal digitized evolution. (c) Three mode simulation, showing non-trivial dynamics when the
hopping term is nonzero. Dashed lines denote the ideal digitized evolution. Black symbols
indicate the population of other states. (d) Simulation fidelities.
In this section, we have demonstrated the digital quantum simulation of fermionic
models. Simulation fidelities are close to the expected values, and with improvements
in gates and architecture, the construction of larger testbeds for fermionic systems
appears viable. Moreover, a future implementation of quantum error correction in
combination with these techniques will enable the e cient and scalable digital quan-
tum simulation of fermionic models. Bosonic modes can be elegantly introduced by
34
2 DIGITAL QUANTUM SIMULATION OF FERMIONS WITH QUBITS
adding linear resonators to the circuit, establishing a fermion-boson analog-digital
system [65, 77] as a distinct paradigm for quantum simulation.
2.4 Hybrid digital quantum-classical simulation of fermions
In this section, we consider hybrid quantum-classical simulation of strongly corre-
lated fermion models in the thermodynamic limit, and study a proof-of-principle
example feasible with near-future technology. In a “two-site” DMFT approach we
reduce the Hubbard model to an e ective impurity model subject to self-consistency
conditions. The resulting minimal two-site representation of the nonlinear hybrid
setup involves four qubits implementing the impurity problem, plus an ancilla qubit
on which all measurements are performed. We outline a possible implementation
with superconducting circuits feasible with near-future technology.
A well-established approach to the study of strongly correlated fermionic lattice
systems is DMFT [9]. It reduces the complexity of the original problem, e.g., the
Hubbard model [73] in the thermodynamic limit, by mapping it onto a simpler im-
purity problem that is subject to a self-consistency condition relating its properties
to those of the original model. Since an impurity problem is local, the mapping cor-
responds to neglecting spatial fluctuations. In the limit of infinite spatial dimensions
this mapping is exact, but for finite dimensions it is an approximation. Nonetheless
for lattice geometries with a large coordination number, self-consistently solving the
impurity problem can yield an accurate approximate solution to the original Hubbard
problem.
The ‘impurity’ itself consists of a single lattice site taken from the original prob-
lem, and so inherits on-site interactions from the Hubbard model. This impurity
site is then immersed into a time-dependent, self-consistent mean-field with which it
can dynamically exchange fermions. The mean-field thus attempts to model the rest
of the lattice and by being dynamical can describe retardation phenomena. Overall
the impurity problem can be represented by a Hamiltonian in which the interact-
ing impurity site is coupled to a discrete set of non-interacting ‘bath’ sites. The
bath sites represent the mean-field and if there is an infinite number of them then
the self-consistency condition is guaranteed to be satisfied. However, in practical
implementations only a finite number of bath sites are used, which restricts the
frequency resolution of the bath so self-consistency condition can only be fulfilled
approximately. Nevertheless, many strongly-correlated features, e.g., the Mott tran-
sition, are still be captured correctly [9]. For a study of di erent bath discretization
strategies in DMFT, see [86].
Although DMFT maps a Hubbard model to an impurity model this is still a
non-trivial quantum many-body problem to solve because of the interactions at the
impurity site. It is usually solved by classical numerical methods, e.g., specialized
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versions of those used to tackle the original problem, which attempt to keep track
of the quantum correlations between impurity and bath sites. Again this limits the
number of bath sites that can be treated accurately. Here, we consider an alternative
approach in which the impurity problem is solved with a quantum simulator, thus
avoiding many issues that are inherent to the classical methods for fermions.
We consider a digital quantum simulator with a restricted number of qubits to
describe fermionic models directly in the thermodynamic limit when the DMFT ap-
proach is adopted. We thus avoid direct implementation of the Hubbard model,
which would su er from severe finite size e ects in quantum simulators with small
number of qubits. This is the case for the experiments reported in quantum proces-
sors, in which the number of qubits is presently rather small. The constant e ort to
reach quantum supremacy boosts the improvement of the technology, and both ap-
proaches, the direct scalable implementation and the DMFT approach, complement
each other.
To demonstrate this method we focus on the minimal incarnation of DMFT, the
so-called “two-site” DMFT [87], where the impurity model consists of one impurity
site and only one bath site, both with local Hilbert space dimension four, subjected
to two specially chosen self-consistency conditions. Since two-site DMFT considers
only the smallest possible impurity model, the approach cannot match the accuracy
of full DMFT, but it can still give a qualitatively correct description of the infinite-
dimensional Hubbard model, and its simplicity makes it a good starting point before
advancing to more accurate schemes. For explicit details of two-site DMFT and its
features compared to full DMFT we refer to Ref. [87].
The two-site system corresponds to four qubits, two for the impurity site and
two for the bath site, while a fifth, ancillary qubit is used for measurements. This
number of qubits is readily available in current digital quantum simulator platforms,
with IBM having made a five-qubit quantum processor available to the public [88]. A
nine-qubit processor has already been demonstrated in superconducting circuits [80,
58, 89], as reported in section 2.3. Trapped-ion technologies also provide us with
digital quantum simulations involving up to six qubits [42, 90]. Being commensurate
with current state-of-the-art technology is a further justification for studying this
minimal model. Our scheme is readily generalizable to a larger number of qubits
supporting more accurate simulations and potentially o ering an exponential speed-
up over classical Hamiltonian-based DMFT methods [40]. As presented in section 2.1,
the number of multiqubit Mølmer–Sørensen (MS) gates scales only linearly with the
number of bath sites, enabling e cient simulations [44, 65, 74, 40].
The self-consistency conditions are taken care of iteratively in a classical feedback
loop, which thus completes the nonlinear, hybrid quantum-classical device we intro-
duce. Dynamical mean-field simulations have already been proposed for such hybrid
devices [39, 40]. Quantum gates similar to the ones needed in the two-site scheme
have been used in demonstrating digital quantum simulation of fermionic models
with superconducting circuits [74, 58]. We thus focus on superconducting circuits
as a candidate platform, although, e.g., trapped ions [41, 42, 43, 44] could also be
considered.
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2.4.1 Quantum simulator based on two-site DMFT
In terms of the single-impurity Anderson model (SIAM), the smallest impurity prob-
lem involves one fermionic site corresponding to the impurity and only one fermionic
site corresponding to the entire mean-field  (Ê)1. Since two qubits are needed to en-
code the local Hilbert space of a fermionic site, we only require four physical qubits
to implement this representation in the lab. The SIAM Hamiltonian for only one
bath site reads
HSIAM = Un1¿n1ø ≠ µ
ÿ
‡
n1‡ +
ÿ
‡
‘cc
†
2‡c2‡ +
ÿ
‡
V
1
c†1‡c2‡ + c
†
2‡c1‡
2
. (2.20)
Here, U is the Hubbard interaction at the impurity site 1, and µ is the chemical
potential that controls the electron filling in the grand canonical ensemble. Fur-
thermore, ‘c and V describe the on-site energy of the non-interacting bath site 2
and hybridization between the impurity and the bath site, respectively, and give the
mean-field as
 (Ê) = V
2
Ê ≠ ‘c . (2.21)
See Fig. 2.14c for illustration of the two-site SIAM. The parameters ‘c and V
are initially unknown and they need to be determined iteratively such that two self-
consistency conditions are satisfied. For details of the derivation and motivation of
these conditions we refer to Ref. [87].
The first condition is that the electron filling nimp of the impurity site and the
filling n = Ènj¿Í+ ÈnjøÍ of the lattice model match, i.e.,
nimp © n. (2.22)
The second self-consistency condition is given by
V 2 = ZM (0)2 = Z
⁄ Œ
≠Œ
d‘ ‘2ﬂ0(‘) = Ztú2, (2.23)
where quasiparticle weight reads
Z =
5
1≠ dRe[ imp(Ê + i÷)]
dÊ
---
Ê=0
6≠1
. (2.24)
In Eq. (2.23), M (0)2 is the second moment of the non-interacting density of states,
and the final equality follows from the semicircular density of states of the Bethe
lattice under consideration [91].
1We elucidate the framework of DMFT applied to the Hubbard model in infinite dimensions in
B.
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(a)
(b)
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Figure 2.14: DMFT. (a) DMFT neglects spatial fluctuations around a single lattice site
j and replaces the rest of the lattice with an e ective mean-field  (· ≠ · Õ) with which
the isolated site dynamically exchanges fermions, subject to the self-consistency condition
GRimp(Ê) = GRlatt,jj(Ê). Here, GRimp(Ê) is the impurity Green function and GRlatt,jj(Ê) is the
local part of the lattice Green function. (b) In Hamiltonian-based DMFT methods, one
considers an impurity model which describes the local part of the Hubbard model directly
and represents the mean-field as a set of non-interacting bath sites that are connected to
the central, interacting impurity site. (c) The minimal representation of DMFT involves
the impurity site, with on-site interaction U and chemical potential µ, coupled via the hy-
bridization energy V to only one bath site. The bath has on-site energy ‘c that corresponds
to the mean-field  (· ≠ · Õ) and is subject to two self-consistency conditions.
2.4.2 Two-site DMFT protocol
The hybrid quantum-classical device implementing two-site DMFT consists of a few-
qubit digital quantum simulator in which the impurity Green function is measured
and of a classical feedback loop in which the parameters of the two-site SIAM are
updated. The two-site DMFT protocol is summarized in Fig. 2.15, and proceeds as
follows [87].
1. First fix U and µ to the desired values in the SIAM and set the unknown
parameters ‘c and V equal to an initial guess.
2. Measure the interacting Green function iGRimp(·). This can be done using, e.g.,
single-qubit interferometry1.
3. After Fourier-transforming the impurity Green function, the impurity self-
1For a detailed description see appendix C.
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energy is obtained classically from the Dyson equation
 imp(Ê) = GR(0)imp (Ê)≠1 ≠GRimp(Ê)≠1. (2.25)
Here, the non-interacting impurity Green function is given by
GR(0)imp (Ê)≠1 = Ê + µ≠ (Ê). (2.26)
From the derivative of the self-energy one obtains the quasiparticle weight Z
which directly yields the updated hopping parameter V via Eq. (2.23). The
update for ‘c is found by minimizing the di erence |nimp ≠ n| [87].
4. Steps 2 and 3 need to be repeated until V and ‘c are self-consistent, and
nimp = n.
The self-consistent Green function GRimp(Ê) and self-energy  imp(Ê) thus obtained are
used to calculate approximations to local single-particle properties of the Hubbard
model1.
1
V, ✏c
Quantum     !
gates
Uˆ(⌧ )
min |nimp   n|! ✏c
Classical computer
V
,✏
c
G
Rim
p (⌧
)
Digital quantum simulator
GRimp(⌧ )
FT ! GRimp(!)
Dyson   ! ⌃imp(!)! V
Figure 2.15: Nonlinear hybrid quantum-classical scheme. A digital quantum sim-
ulator works in conjunction with a classical feedback loop to perform a proof-of-principle
demonstration of a two-site DMFT calculation.
1Note that for larger systems the two-site DMFT steps need to be replaced with the general
DMFT self-consistency loop outlined in appendix B.
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2.4.3 Quantum algorithm for the SIAM model with superconducting
circuits
Here, we consider the quantum gates of the digital quantum simulator part in
Fig. 2.15, with special focus on superconducting circuits as the platform of choice [74,
58, 89].
To implement the two-site SIAM with qubits, the fermionic creation and anni-
hilation operators need to be mapped onto tensor products of spin operators which
then act on the qubits via quantum gates. In order to obtain as simple quantum
gates as possible in section 2.4.4 and in the general DMFT self-consistency loop, we
consider an ordering of the qubits where the first two qubits encode the spin ¿ for
both fermionic sites while the last two correspond to spin ø. This is achieved via the
JW transformation given explicitly as
c†1¿ = ‡≠1 =
1
2 (‡
x
1 ≠ i‡y1 ) , c†2¿ = ‡z1‡≠2 =
1
2‡
z
1 (‡x2 ≠ i‡y2 ) ,
c†1ø = ‡z1‡z2‡≠3 =
1
2‡
z
1‡
z
2 (‡x3 ≠ i‡y3 ) , c†2ø = ‡z1‡z2‡z3‡≠4 =
1
2‡
z
1‡
z
2‡
z
3 (‡x4 ≠ i‡y4 ) ,
(2.27)
and cj‡ =
1
c†j‡
2†
. For larger systems the use of the JW transformation, e.g., c†j¿ =1r
p<2j≠1 ‡
z
p
2
‡≠2j≠1, c
†
jø =
1r
p<2j ‡
z
p
2
‡≠2j , cj‡ =
1
c†j‡
2†
, becomes important, as
considered in Refs. [65, 40]. The hybridization terms in the SIAM, which now involve
many spins, can be implemented e ciently and scalably with multiqubit MS gates,
the number of which scales only linearly with the number of bath sites [44, 65, 74, 40].
With the mappings in Eq. (2.27), the hybridization terms in the SIAM described
in Eq. (2.20) transform into
V
1
c†1¿c2¿ + c
†
2¿c1¿
2
= V2 (‡
x
1‡
x
2 + ‡y1‡
y
2 ) , (2.28)
and
V
1
c†1øc2ø + c
†
2øc1ø
2
= V2 (‡
x
3‡
x
4 + ‡y3‡
y
4 ) . (2.29)
The number operators become
n1¿ =
1
2 (1≠ ‡
z
1) , n2¿ =
1
2 (1≠ ‡
z
2) ,
n1ø =
1
2 (1≠ ‡
z
3) , n2ø =
1
2 (1≠ ‡
z
4) , (2.30)
and thus the interaction term can be written as
Un1¿n1ø =
U
4 (‡
z
1‡
z
3 ≠ ‡z1 ≠ ‡z3), (2.31)
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up to a constant. The total Hamiltonian then reads
HSIAM =
U
4 (‡
z
1‡
z
3 ≠ ‡z1 ≠ ‡z3) +
µ
2 (‡
z
1 + ‡z3)≠
‘c
2 (‡
z
2 + ‡z4)
+V2 (‡
x
1‡
x
2 + ‡y1‡
y
2 + ‡x3‡x4 + ‡
y
3‡
y
4 ) , (2.32)
where we have dropped constant terms.
The JW transformed SIAM in Eq. (2.32) can be implemented in an experimental
arrangement based on superconducting circuits by considering the entangling gates
presented in section 2.1.
2.4.4 Quantum gate decomposition of the time-evolution operator
In order to use quantum gates for time-evolution, we utilize a Trotter decomposition
of the time-evolution operator corresponding to HSIAM in Eq. (2.32). The first order
Trotter expansion is given by
U(·) = e≠iHSIAM· ¥
3
e≠i
V
2 (‡
x
1‡
x
2+‡
y
1‡
y
2 ) ·N e≠i
V
2 (‡
x
3‡
x
4+‡
y
3‡
y
4 ) ·N e≠i
U
4 ‡
z
1‡
z
3
·
N
◊ ei
!
U
4 ≠µ2
"
‡z1
·
N ei
!
U
4 ≠µ2
"
‡z3
·
N ei
‘c
2 ‡
z
2
·
N ei
‘c
2 ‡
z
4
·
N
4N
. (2.33)
Here, N is the number of Trotter (i.e., time) steps and ·N is the size of the time
step. In what follows, we use the two alternative approaches for quantum gates
outlined in section 2.1 to implement Eq. (2.33). The first one is based on collective
XY gates, and the second relies in the optimized CZ„ gate.
As shown in section 2.1, the XY gate, given by the expression
XY = exp
5
≠iV2 (‡
x
l ‡
x
m + ‡yl ‡ym)
·
n
6
,
naturally appears when considering the use of a superconducting resonator [56]. The
quantum circuit for a single Trotter step with these gates is shown in Fig. 2.16a.
To be able to utilize the CZ„ gates, we write the time-evolution operator in
Eq. (2.33) in terms of ‡z¸‡zm (ZZ) interactions, taking into account Eq. (2.9).
The ZZ interaction in the computational basis appears in Eq. (2.11), and thus
we have the decomposition
exp
3
≠i „2‡
z
1‡
z
2
4
= R(1)x (ﬁ)CZ„R(1)x (ﬁ)R(2)x (ﬁ)CZ„R(2)x (ﬁ), (2.34)
where the tunable CZ„ gate is given by Eq. (2.3).
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2
The number operators transforms into
n1  =
1
2
(I +  z1) , n2  =
1
2
(I +  z2) ,
n1  =
1
2
(I +  z3) , n2  =
1
2
(I +  z4) . (4)
Then, the SIAM Hamiltonian in Eq. (1) may be rewritten as
HSIAM =
U
4
( z1 
z
3 +  
z
1 +  
z
3) 
µ
2
( z1 +  
z
3) +
 c
2
( z2 +  
z
4)
  V
2
( x1 
x
2 +  
y
1 
y
2 +  
x
3 
x
4 +  
y
3 
y
4 ) , (5)
where the different interactions can be simulated via a digital techniques and certain sequence of gates.
2. Gate decomposition
We consider the digital simulation of the Hamiltonian in Eq. (5), based on a Trotter decomposition
of the evolution operator. The Trotter expansion consists of dividing the time t into n time intervals of
length t/n, and applying sequentially the evolution operator of each term of the Hamiltonian for each
time interval. In this case the evolution operators are associated with the different summands of the
Hamiltonian, that in principle we arrange in the following way
e iHSIAMt  
 
k
 
e iHk
t
n
 n
 
 
ei
V
2 ( 
x
1 
x
2+ 
y
1 
y
2 )
t
n ei
V
2 ( 
x
3 
x
4+ 
y
3 
y
4 )
t
n e i
U
4  
z
1 
z
3
t
n
· e i
 
U
4  µ2
 
 z1
t
n e i
 
U
4  µ2
 
 z3
t
n e i
 c
2  
z
2
t
n e i
 c
2  
z
4
t
n
 n
. (6)
a. Method XY and quantum bus We consider a quantum algorithm based on the XY interaction or
exchange gate, which natur lly appears in cQED when considering the use of a quantum bus [1]. The
quantum circuit for a single Trotter step is
1
XY
B
C
2 D
3
XY
C
4 D
Here, XY is the exchange gate XY = exp
 
iV2 ( 
x
i  
x
j +  
y
i  
y
j )
t
n
 
, and B is the entangling gate B =
exp
   iU4  zi  zj tn . The quantum gates C andD are single qubit  z-gates, C = exp    i U4   µ2   zi tn ,
and D = exp
   i  c2  zi tn .
b. Method CZ-  gate Moreover, it is also possible to describe the digital simulation in terms of
Trotter steps involving the optimised gates (CZ- ) [2]. We first consider the Hamiltonian in terms of
 z- z interactions. We take into account that
 xi  
x
j = R
i
y(
 
2 ) 
z
iR
i
y(  2 )Rjy( 2 ) zjRjy(  2 )
 yi  
y
j = R
i
x(  2 ) ziRix( 2 )Rjx(  2 ) zjRjx( 2 ), (7)
3
where Ri ( ) = exp( i  2  ) is the rotation along the  -axis of the ith qubit.
The evolution operator of the Hamiltonian in Eq. (5) in terms of  z- z interactions is
e iHSIAMt  
 
k
 
e iHk
t
n
 n
 
 
R1y(
 
2 )R
2
y(
 
2 )R
3
y(
 
2 )R
4
y(
 
2 )e
iV2  
z
1 
z
2
t
n ei
V
2  
z
3 
z
4
t
nR1y(  2 )R2y(  2 )R3y(  2 )R4y(  2 )
·R1x(  2 )R2x(  2 )R3x(  2 )R4x(  2 )ei
V
2  
z
1 
z
2
t
n ei
V
2  
z
3 
z
4
t
nR1x(
 
2 )R
2
x(
 
2 )R
3
x(
 
2 )R
4
x(
 
2 )
· e iU4  z1 z3 tn e i
 
U
4  µ2
 
 z1
t
n e i
 
U
4  µ2
 
 z3
t
n e i
 c
2  
z
2
t
n e i
 c
2  
z
4
t
n
 n
. (8)
The sequence of gates for one Trotter step in the digital simulation of the SIAMmodel with four qubits
is
1 Y 2
A
Y  2 X  2
A
X 
2
B
C
2 Y 2 Y  2 X  2 X 2 D
3 Y 2
A
Y  2 X  2
A
X 
2 C
4 Y 2 Y  2 X  2 X 2 D
The gates A and B are two qubit gates in terms of  z- z interactions, A = exp
 
iV2  
z
i  
z
j
t
n
 
and B =
exp
   iU4  zi  zj tn . The quantum gates C andD are single qubit  z-gates, C = exp    i U4   µ2   zi tn ,
andD = exp
   i  c2  zi tn , as in the previous algorithm. AndX  and Y  are  -rotations along the x and
y axis, respectively.
A single Trotter step contains 5 ZZ two-qubit gates between nearest-neighbour qubits, 2 SWAP gates,
and 20 single-qubit rotations. We note that a SWAP-gate amounts to three CZ-  gates, and a ZZ-gate
amounts to two CZ-  gates, in general. This number can optimised further if we consider different order-
ings for odd and even Trotter steps, in which subsequent gates may be suppressed. This reorganisation of
interactions do not affect in principle the digital theoretical error. That way, an odd Trotter step reads
1 X  2
A
X 
2
B
C Y 2
A
Y  2
2 X  2 X 2 D Y 2 Y  2
3 X  2
A
X 
2 C Y 2
A
Y  2
4 X  2 X 2 D Y 2 Y  2
and one even Trotter step is
1 Y 2
A
Y  2 X  2
A
X 
2
B
C
2 Y 2 Y  2 X  2 X 2 D
3 Y 2
A
Y  2 X  2
A
X 
2 C
4 Y 2 Y  2 X  2 X 2 D
(a)
(b)
Figure 2.16: Quantum gates for one Trotter step. A single Trotter step is shown
for (a) the XY method and (b) the CZ method. Here, B is the entangling gate B =
exp
! ≠ iU4 ‡z1‡z3 ·N ", A is a two-qubit gate given by A = exp !≠ iV2 ‡zl ‡zm ·N ", acting on
qubits l and m, and the quan um gates C and D are single-qubit ‡z-gates, given by C =
exp
#
i
!
U
4 ≠ µ2
"
‡zl
·
N
$
and D = exp
!
i ‘c2 ‡
z
l
·
N
"
, acting on qubit l. Finally, X„ and Y„ are
„-rotations alo g the x and y axis, respectively.
The time-evolution operator in Eq. (2.33) in terms of ZZ interactions is given by
U(·) = e≠iHSIAM· ¥
3
R(1234)y (ﬁ2 )e
≠iV2 ‡z1‡z2 ·N e≠i
V
2 ‡
z
3‡
z
4
·
NR(1234)y (≠ﬁ2 )
◊R(1234)x (≠ﬁ2 )e≠i
V
2 ‡
z
1‡
z
2
·
N e≠i
V
2 ‡
z
3‡
z
4
·
NR(1234)x (ﬁ2 )
◊ e≠iU4 ‡z1‡z3 ·N ei
!
U
4 ≠µ2
"
‡z1
·
N ei
!
U
4 ≠µ2
"
‡z3
·
N ei
‘c
2 ‡
z
2
·
N ei
‘c
2 ‡
z
4
·
N
4N
. (2.35)
The sequence of gates for one Trotter step is depicted in Fig. 2.16b.
A single Trotter step contains 5 ZZ two-qubit gates, corresponding to the A and
B gates in Fig. 2.16b, between nearest-neighbor qubits, 2 SWAP gates, for the B
gate which acts on qubits 1 and 3, and 20 single-qubit rotations. We note that a
SWAP gate amounts to three CZ„ gates, and a ZZ gate amounts to two CZ„ gates,
as shown in Eq. (2.34). This number can be optimised further if we consider di erent
orderings for odd and even Trotter steps as in Fig. 2.17, such that subsequent gates
may be suppressed. This reorganisation of interactions does not in principle a ect
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(a)
(b)
(
Figure 2.17: Reordering of quantum gates. The ordering of gates shown for (a) an odd
Trotter step and (b) an even Trotter step in the CZ method. The gates depicted in red can
be omitted as they cancel out during a sequence of time steps.
the Trotter error. Hence, for a pair of Trotter steps, the number of gates is reduced,
and we may only consider 10 ZZ two-qubit gates between nearest-neighbor qubits,
4 SWAP gates, and 32 single-qubit rotations.
2.4.5 Results
We focus on the half-filled case, i.e., µ = U2 and ‘c = 0, which requires the least
amount of quantum gates, since the C and D gates in section 2.4.3 vanish. Note that
since the value of ‘c is fixed in this case, it need not be updated in the self-consistency
loop. We use tú, the Hubbard hopping in infinite dimensions, as our unit of energy,
hence time · is measured in units of 1/tú. Note that · refers here to the time in the
evolution operator U(·), not to the actual time to run the experiment.
We show in Fig. 2.18 the state fidelities F = |È (·)| T (·)Í|2, where | (·)Í de-
notes the state obtained with exact time-evolution using the full, non-Trotterized
operator U(·) = exp(≠i·HSIAM) corresponding to the two-site SIAM in Eq. (2.20),
and | T (·)Í is the state evolved using either the XY or CZ„ quantum gates, for
various Trotter steps N up to time · = 6/tú. Note that the number of qubits corre-
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Figure 2.18: Time-evolution of the state fidelity. State fidelities F = |È (·)| T (·)Í|2
using the XY method (blue diamonds, line is to guide the eye) and CZ gates (red stars,
dashed line is to guide the eye) obtained with (a) 6, (b) 12, (c) 18, and (d) 24 Trotter steps
up to time · = 6/tú. We set U = 4tú and V = tú.
sponding to the two-site SIAM is fixed, leaving only N as the parameter to be varied
for increased accuracy. We use the initial state | (· = 0)Í = c†1¿|GSÍ/||c†1¿|GSÍ||,
where |GSÍ is the ground-state of the two-site SIAM in Eq. (2.20), which is a rele-
vant state for obtaining the impurity Green function at zero temperature defined in
Eq. (B.3). As expected, using XY gates displays superior fidelities, since CZ„ gates
require an extra factorization of the hybridization term, as explained in section 2.4.3.
For N = 24 steps, the state fidelity using XY gates remains over 99% throughout
the evolution. In what follows, we use only XY gates for the time-evolution for
concreteness.
As shown in section 2.4.1, the main object of interest is the retarded impurity
Green function. One possibility to measure iGRimp(·) is single-qubit interferometry1,
which raises the total number of qubits in the experimental arrangement to five. In
Fig. 2.19, we plot the impurity Green function obtained from evolving the state with
1See appendix C for details.
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Figure 2.19: Impurity Green function in the time domain. The retarded impurity
Green function iGRimp(·) obtained with (a) 6, (b) 12, (c) 18, and (d) 24 Trotter steps up to
time · = 6/tú using the XY method (blue diamonds). Comparison is given to the exact
Green function (red dashed line). We set U = 4tú and V = tú.
XY gates compared to exact evolution of the two-site SIAM for di erent N . We
see that the Green function from the XY approach starts to follow the curve of the
exact Green function better for increasing N . In our subsequent analysis, we use
N = 24 up to · = 6/tú to study what two-site DMFT physics can be captured with
the digital approach.
To obtain the impurity Green function in the frequency domain, we first con-
sider some known and general analytic properties of the retarded Green function in
Eq. (B.3). This Green function can be written as a sum of the particle and hole
contributions as
iGRimp(·) = ◊(·)
ÿ
j
1--Èj|c†1‡|GSÍ--2e≠iÊjt + --Èj|c1‡|GSÍ--2eiÊjt2 , (2.36)
where |jÍ is an eigenstate of HSIAM with eigenenergy Ej , and Êj = Ej≠EGS . In two-
site DMFT, the interacting Green function is a four-pole function [87], which limits
the number of terms in the above summation to four. Moreover, in the presence of
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Figure 2.20: The retarded impurity Green function and self-energy in the fre-
quency domain. (a) The residues and poles of the Green function can be obtained from
a fit of the form in Eq. (2.37) (red dashed line) to the GRimp(·) data from the XY method
with 24 Trotter steps (blue diamonds). (b) The real part of the impurity Green func-
tion, Re
#
GRimp(Ê + i÷)
$
(blue line), with residues and poles obtained from the fit from (a),
compared to the exact Green function (red dashed line). (c) Same as in (b), but for the self-
energy Re [ imp(Ê + i÷)]. We set U = 4tú and V = tú. In (b) and (c), we have broadened
the peaks with ÷ = 0.01 for clarity.
particle-hole symmetry, we have
--Èj|c†1‡|GSÍ--2 = --Èj|c1‡|GSÍ--2, and Eq. (2.36) can
be written as
iGRimp(·) = 2 [–1 cos(Ê1·) + –2 cos(Ê2·)] ◊(·), (2.37)
where –j =
---Èj|c†1‡|GSÍ---2. Thus, to obtain the impurity Green function in the
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frequency domain as
GRimp(Ê + i÷) =–1
3 1
Ê + i÷ ≠ Ê1 +
1
Ê + i÷ + Ê1
4
+ –2
3 1
Ê + i÷ ≠ Ê2 +
1
Ê + i÷ + Ê2
4
, (2.38)
we need to extract the unknown residues –j and poles Êj by fitting an expression of
the form in Eq. (2.37) to the measurement data of iGRimp(·), as shown in Fig. 2.20a.
This method to determine –j and Êj is far more reliable and requires fewer time
steps than numerically Fourier-transforming the iGRimp(·) data. It can also be read-
ily generalised to larger systems by including more terms in the sum in Eq. (2.36).
Figure 2.20b shows the real part of the impurity Green function in the frequency do-
main, Re
#
GRimp(Ê + i÷)
$
, with residues and poles obtained from the fit in Fig. 2.20a,
while in Fig. 2.20c we plot the real part of the impurity self-energy, Re [ imp(Ê + i÷)],
obtained utilizing the Dyson equation (2.25). We clearly see the four-pole structure
of the Green function, while the self-energy has two poles. The results are in excel-
lent agreement with the exact solution of the two-site SIAM, with the poles of the
self-energy using fitted –j and Êj di ering from the exact solution by 2%.
Once we have obtained the impurity Green function, and thus the impurity self-
energy, we proceed according to the two-site DMFT protocol in section 2.4.1 until
self-consistency has been reached. In DMFT we are interested in the local lattice
spectral function Alatt,jj(Ê) which, at self-consistency, is given by the impurity spec-
tral function Aimp(Ê). In the paramagnetic phase of the infinite-dimensional Hubbard
model, the spectral function has a three peak structure with an upper and a lower
Hubbard band, corresponding to empty and doubly occupied sites, respectively, and
a quasiparticle peak with integrated spectral weight Z between the bands [9]. In
two-site DMFT, since the self-energy has two poles, this three peak structure can be
qualitatively reproduced with the spectral function [87]
A(Ê) = ﬂ0 [Ê + µ≠  imp(Ê)] , (2.39)
where ﬂ0 is the non-interacting density of states of the Bethe lattice. Figure 2.21
shows the spectral function in Eq. (2.39) where the impurity self-energy has been
obtained both from the XY method and from exact numerics of the two-site SIAM
using the interactions U = 5tú and U = 8tú. We notice that for U = 5tú, the Hubbard
bands from the XY method are slightly dislocated and the quasiparticle peak is
slightly narrower compared with the exact solution of the two-site SIAM, but the
agreement is still very good. The overall shape of the spectral function from the XY
method is unchanged compared to the exact case. This underestimation of the width
of the quasiparticle peak stems from the fact that the fitting procedure in Fig. 2.20a
causes the negative of the derivative of the self-energy in the XY method to be a
bit larger than the exact value from the two-site SIAM, i.e., ≠dRe[ 
XY
imp(Ê+i÷)]
dÊ
---
Ê=0
&
≠dRe[ 
exact
imp (Ê+i÷)]
dÊ
---
Ê=0
, which leads to Z in Eq. (2.24) from the XY method to be
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Figure 2.21: Spectral functions in the metallic and insulating phases. Spectral
functions obtained with the XY method with 24 Trotter steps (blue line) and exact solution
of the two-site SIAM (red dashed line). The parameters of the two-site SIAM are iterated
to self-consistency with (a) U = 5tú and (b) U = 8tú.
slightly smaller than in the exact solution of the two-site SIAM, i.e., ZXY . Zexact.
For U = 8tú, the two spectral functions agree with maximum relative error of 10≠8,
since in this case V = 0 is found to be the self-consistent solution, whence the
Trotterized evolution operator in Eq. (2.33) matches full evolution operator of the
two-site SIAM, and thus there is no Trotter error. We observe that in Fig. 2.21 the
central quasiparticle peak vanishes, which is characteristic of insulating behavior. See
Ref. [87] for a discussion of the artifacts of the spectral functions in two-site DMFT
compared to full DMFT.
To study the transition between the two types of spectral functions in Fig. 2.21,
we plot in Fig. 2.22 the self-consistent quasiparticle weight Z obtained from the
XY method as a function of the interaction U for di erent Trotter steps N . We
also show Z from the exact solution of the two-site SIAM for comparison. We
see that the digital approach captures the correct trend of the curve, but in the
metallic side underestimates to a small degree the values of Z for interactions close to
U = Uc = 6tú, which is the critical interaction for Mott transition in two-site DMFT
at half-filling [87]. These results are consistent with the spectral functions in Fig. 2.21.
The underestimation of Z can be diminished by increasing N , as shown in Fig. 2.22.
It is noteworthy to mention that two-site DMFT overestimates the quasiparticle
weight compared to full DMFT for interactions U < Uc, as demonstrated in Ref. [87].
Above Uc, we find Z = 0 to be the self-consistent solution, corresponding to the
insulating phase.
On the whole, this section contains a proposal of a quantum algorithm for two-
site DMFT to be run on a small digital quantum simulator with a classical feedback
loop, thus providing us with the qualitative description of the infinite-dimensional
Hubbard model in the thermodynamic limit. We have considered two alternative
quantum gate decompositions consistent with state-of-the-art technology in super-
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Figure 2.22: Quasiparticle weight as a function of interaction U . Self-consistent
quasiparticle weight Z obtained from the XY method with 24 (blue diamonds), 36 (red
circles), and 48 Trotter steps (yellow squares), compared to the exact solution of the two-
site SIAM (purple stars). Inset: Same plot zoomed into the region around the critical
interaction, Uc = 6tú.
conducting circuits for the time-evolution operator. We found that an increasing
number of Trotter steps improves the fidelity of our digital scheme to qualitatively
describe the Mott transition. Our work therefore suggests an interesting application
for small-scale quantum devices. It also paves the way for more accurate quantum
simulations of strongly correlated fermions in various lattice geometries, which are
relevant to novel quantum materials, when the general self-consistency condition and
larger number of qubits are used.
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3 Digital Quantum Simulationof Minimal AdS/CFT
H olographic duality [92] posits the equivalence, subject to conditions, of quan-tum gravity and ordinary QFTs. The most celebrated such correspondence is
conjectured to exist between N = 4 supersymmetric Yang-Mills theory in four di-
mensions and type IIB string theory on AdS5 ◊ S5. Such dualities o er the exciting
prospect of probing quantum gravity e ects by studying the well-defined equivalent
QFT. This is still hard: the semiclassical gravity regime is located at strong cou-
pling and for large number of local degrees of freedom N ∫ 1. Furthermore, a fully
non-perturbative understanding of the dual field theory is likely necessary to resolve
the most puzzling aspects of quantum black holes, such as the famous information
loss paradox [93]. We may therefore opt for studying the dual field theory on the
lattice, by rewriting the problem in terms of a quantum many-body system suit-
able for simulation on a classical computer [94, 95]. Even this powerful technique
faces important challenges and limitations, such as the sign problem [12], and the
inapplicability of Euclidean lattice methods for intrinsically Lorentzian physics. It
is precisely the latter kind of problem one needs to understand in order to describe
black hole formation [96] and evaporation.
It is essential to develop alternative avenues of dealing with strongly coupled
quantum many-body systems; both for themselves, as well as with an eye on quantum
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gravity. As pointed out throughout this Thesis, and in chapter 2, quantum systems
are vastly more computationally e cient at solving many-body Hamiltonians than
classical computer simulations. With the recent advent of quantum technologies [43,
97, 98, 35, 99], it is then natural to consider multiqubit systems that encode a dual
gravity theory via quantum simulation. Currently, four-dimensional gauge theories
such as the aforementionedN = 4 theory appear out of reach (see, however, Ref. [100]
for work on QCD in this context). Instead, we start by looking elsewhere for simpler
models which nevertheless have a holographic interpretation.
Another reason to look for these holographically useful models is that analog
gravity simulation faces severe challenges [101, 102]: any nonlinear gravity theory
emerging from some local non-gravitational “substrate” will necessarily have its bulk
dynamics entirely frozen. As a result, its bulk degrees of freedom may be entirely dis-
regarded. The restrictions of Refs. [101, 102] are avoided in holographically emergent
gravity.
In this chapter, as a first step in this direction, we propose the digital quantum
simulation of a QFT with holographic dual, namely the SYK model [103, 104, 105].
We consider di erent variants of the model, two in terms of Majorana fermions,
and two with complex fermions. We then propose digital quantum algorithms for
simulating the SYK quantum dynamics, and protocols to test non-equilibrium aspects
such as scrambling. Scrambling refers to the spreading of quantum information across
a system under unitary evolution. More precisely, one defines the scrambling time tú
to be the minimum time necessary for information, initially localized to a subsystem,
to spread evenly across the entire system [28, 29]. Scrambling appears as a crucial
notion in holography, owing to the fact that black holes are particularly e cient
scramblers of information [30]. In the context of this work the scrambling time
appears as the characteristic time after which certain Out-of-Time-Order-Correlators
(OTOC) of suitable operators (denotedW (t), V (0), as defined in the main text) decay
to zero. This e ect can be traced back to the behavior of expectation values of the
form
e
[W (t), V (0)]2
f
of two initially commuting operators. For an arbitrary choice
of operators this commutator becomes appreciable once W (t) has support on the
entire system, in other words at the scrambling time tú. Subsequently, we discuss the
feasibility and implementation of our proposal in suitable quantum platforms such
as trapped ions and superconducting circuits.
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3.1 The holographic model
The SYK model, in its simplest form, is governed by the quenched-disorder Hamil-
tonian
H = 14 · 4!
Nÿ
i,j,k,l=1
Jijkl‰i‰j‰k‰l, (3.1)
where ‰i are Majorana fermions with {‰i,‰j} = 2”ij , located on a lattice of N sites
and interacting via all-to-all couplings Jijkl, sampled from a random distribution that
is usually taken to be Gaussian with variance 3!J2N3 . While similar models are common
in the study of spin glasses [106], Hamiltonian in Eq. (3.1) lacks a spin-glass phase at
low temperatures, making possible its holographic interpretation [107]. Moreover, it
has a number of striking features [103, 104, 107, 108], beginning with its solvability
in the limit of large N and at strong coupling —J ∫ 1, characterized by an ap-
proximate conformal symmetry. Here — denotes inverse temperature. Furthermore,
it exhibits maximally chaotic behavior [103], in the sense that the Lyapunov expo-
nent ⁄, as extracted from a certain OTO four-point function, saturates the bound
⁄ Æ 2ﬁ/— [109]. These features strongly suggest that the SYK model is related to
an NAdS2 (near-AdS2) theory of gravity, albeit possibly one with unconventional
features [103, 108, 110, 111, 112, 113, 114, 115].
3.1.1 SYK models
The SYKmodel described by Eq. (3.1) blends quantum gravity in a tractable fermionic
Hamiltonian. One can also consider an alternative variant model in terms of complex
spinless fermions capturing the same physics in the large N limit, but in principle
behaving di erently for finite size N . To relate both models, we take N = 2n, since
two Majorana fermions provide us with one complex spinless fermion, and consider
the Hamiltonian
Hc =
nÿ
i,j,k,¸=1
Jij;k¸ c
†
i c
†
jckc¸ ≠ µ
ÿ
i
c†i ci, (3.2)
with {ci, cj} = 0, {ci, c†j} = ”ij , and µ a chemical potential, while independent
Gaussian random couplings Jij;k¸, are complex, with zero mean and such that
Jji;k¸ = ≠Jij;k¸, Jij;¸k = ≠Jij;k¸,
Jk¸;ij = Júij;k¸, |Jij;k¸|2 =
J2
(2n)3 . (3.3)
We analyze the interaction terms appearing in both previous models for a sub-
sequent treatment in a digital quantum simulation. In the model of Eq. (3.1), with
Majorana fermions, we identify two kinds of interaction terms: (i) ‰i‰j‰k‰l if all
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indices are distinct, and (ii) ‰i‰j if two or three subindices coincide. The case of all
subindices being equal leads to a global phase in the evolution, which does not a ect
the simulation. Without loss of generality, we arrange terms such that i > j > k > l,
where we have grouped instances with the same subindices by redefining the coupling
constants1. Then, the fermionic interaction term count reads
(i) ‰i‰j‰k‰l :
2
3n
4 ≠ 2n3 + 116 n
2 ≠ 12n,
(ii) ‰i‰j : 2n2 ≠ n.
Interaction terms of type (ii) gather all Majorana fermionic terms with two or three
matching subindices2.
Because of this separation, we also consider a model with only type (i) terms,
with the same large N behavior [108]. Its implementation is straightforward given
that of Eq. (3.1), by restricting us to the simulation of the terms in case.
Secondly, the model formulated in terms of spinless complex fermions deals in
principle with (n4 ≠ 2n3 + n2)/4 summands, which are classified in di erent kinds
of interactions as follows, where the indices are all distinct in each class of term,
together with the number of terms to be simulated for each type of interaction:
(i) c†i c
†
jckc¸ :
1
4n
4 ≠ 32n
3 + 114 n
2 ≠ 32n,
(ii) c†i c
†
jcjc¸ : n3 ≠ 3n2 + 2n,
(iii) c†i c
†
jcjci :
1
2n
2 ≠ 12n,
(iv) c†i ci : n.
The indices in type (i) have been restricted to i > j and k > l, thus reducing the
number of terms to be simulated.
There is a straightforward variation of the model with the same holographic
interpretation at large N : consider couplings Jij;k¸ as purely real numbers.
3.2 Algorithm for quantum simulation of SYK models
The digital quantum simulation of the dynamics of the SYKmodels involves fermionic
operators, either Majorana or complex. In current technologies, such a quantum algo-
rithm requires encoding fermionic operators into spin-1/2 operators. This is achieved
via the JW transformation, as presented in section 2.1, from spinless complex fermion
1See a detailed derivation in appendix D.1.
2See appendix D.1.
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operators to spin-1/2 operators, c†i = (
ri≠1
j=1 ‡
z
j )‡+i . We consider the relations be-
tween n complex fermions and N = 2n Majorana fermions, cj = ‰2j≠1 + i‰2j/2
and c†j = ‰2j≠1≠ i‰2j/2. Thus, the corresponding Majorana fermionic operators are
codified as ‰2n≠1 = (
rn≠1
j=1 ‡
z
j )‡xn and ‰2n = (
rn≠1
j=1 ‡
z
j )‡yn, with {‰i,‰j} = 2”ij .
Majorana interaction terms appear in terms of spin degrees of freedom as
‰i‰j‰k‰l = ‡–ii˜
Qa i˜≠1Ÿ
m=j˜
‡zm
Rb‡–j
j˜
‡–k
k˜
Qak˜≠1Ÿ
m=l˜
‡zm
Rb‡–l
l˜
, (3.4)
and
‰i‰j = ‡–ii˜
Qa i˜≠1Ÿ
m=j˜
‡zm
Rb‡–j
j˜
, (3.5)
where i > j > k > l. Here, the tilded variables are
x˜ =
7
x+ 1
2
8
= max
Ó
m œ Z | m Æ x+ 12
Ô
, (3.6)
and the –n labels correspond to x if n is odd and y if even. Among the resulting spin
interaction terms, the most general and complex form corresponds to that shown in
Eq. (3.4). In some specific cases of combination of indices the expression is simplified1.
Let us now consider the model with complex spinless fermions. The interaction
terms can be mapped as above to spin interactions via the JW transformation. Thus,
the interaction terms of type (i) of this model are expressed as
c†i c
†
jckc¸ = Ÿ
Qa ’2≠1Ÿ
›=’1+1
‡z›
RbQa ’4≠1Ÿ
›=’3+1
‡z›
Rb‡+i ‡+j ‡≠k ‡≠¸ , (3.7)
where {’1, ’2, ’3, ’4} = {i, j, k, ¸} as sets, ’1 < ’2 < ’3 < ’4, and Ÿ = sign(i ≠
j)sign(¸ ≠ k). For the sake of simplicity in the quantum simulation, we have only
taken into account the terms such that i > j and k > l, wherefore Ÿ = ≠1.
The interaction terms of type (ii), (iii) and (iv) can also be mapped to spin
interactions as
(ii) c†injck = ≠
1
2
Qa ’2≠1Ÿ
›=’1+1
‡z›
Rb (‡zj + 1)‡+i ‡≠k , (3.8)
(iii) ninj =
1
4
!
1 + ‡zi + ‡zj + ‡zi ‡zj
"
, (3.9)
(iv) ni =
1
2(1 + ‡
z
i ), (3.10)
1See appendix E.1 for further details.
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where {’1, ’2} = {i, k}, again as sets, and ’1 < ’2. It is still possible to reduce the
number of interaction terms by considering the properties of coe cients Jij;k¸1.
These spin Hamiltonians are a sum H =
qm
i Hi, with Hi a many-body spin
interaction. A purely analog quantum simulation for the exact evolution is a di cult
problem in any quantum platform. On the other hand, each spin interaction term
can be handled individually in digital quantum simulations [22]. We recall the theory
presented in section 2.1, and decompose the evolution operator in a Trotter–Suzuki
product formula with s number of steps,
e≠iHt =
Qa mŸ
j=1
e≠iHjt/s
Rbs +ÿ
i<j
[Hi, Hj ]t2
2s +O(J
3t3/s2). (3.11)
This expression approximates the dynamics for time t to an accuracy ‘ of the order of
J2t2/s. We note that for each non-zero commutator, [Hi, Hj ] ”= 0, there is a decrease
in accuracy. In the worst case scenario, where all the commutators di er from zero,
there will be a reduction of accuracy given by the factor
!m
2
"
, with m the number of
interaction terms Hi in the Hamiltonian.
The complexity of the algorithm, i.e., the number of gates required for the dy-
namics simulation, grows polynomially with the number of fermions N . The coarsest
evaluation suggests that achieving an accuracy ‘ over an evolution time t will require
a number of gates m◊ !m2 "◊ J2t2/‘. In the case at hand, there will be m ≥ O(N4)
spin interactions. If each interaction is given by O(1) gates, the number of gates for
accuracy ‘ over a time t will be O(N12). In fact, the number of non-zero commutators
is of order O(N6), rather than m2 ≥ O(N8), thus bringing the number of gates down
to O(N10). As usual, higher order Trotter–Suzuki decompositions, as the symmetric
expansion considered later in section 5.1, will improve the accuracy of our simulation
with the cost of increasing the number of gates per step. Digitizing the evolution
and its translation to a quantum algorithm enable the application of error correction
techniques if the gates reach the fault-tolerant threshold [116, 117]. In principle, in
such an error-corrected simulation the number of gates is unlimited, and thus our
protocol gets to be scalable.
3.2.1 Protocol for correlation measurements
In order to probe the non-equilibrium behavior of the SYK, and more specifically,
the dynamics of scrambling [109] in terms of OTO functions, we consider an e -
cient protocol for determining n-time correlation functions [118]. Here, an ancillary
qubit QA encodes a correlation function by means of controlled operations. This ap-
proach is particularly e ective for analog quantum simulation of the evolution, but
it is also applicable to digitally synthesized quantum evolutions. This leads to the
desired measurement of the four-time correlation function ÈW †S(t)V †S (0)WS(t)VS(0)Í
as (È‡xÍ+ iÈ‡yÍ)A over the ancilla2. A similar approach in this context has been
1See appendix E.1 for a detailed derivation.
2See appendix E.2.
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recently proposed [119]. Note that in order to evolve the system one requires time
inversion, from t > 0 back to 0.
3.2.2 Protocols for time inversion
We need a time inversion operation for reversing the evolution of the system. Since
the models are described by time independent Hamiltonians, reversing the sign of
all the couplings gives us U(≠t), where U(t) denotes the time-evolution operator of
the system. Alternatively, time inversion can also be implemented without explicitly
engineering the algorithm for U(≠t)1. We consider an additional control qubit QC ,
whose state decides the direction of the evolution in the system S as
UCS(t)| Í = –|eÍCU(t)|ÂÍS + —|gÍCU(≠t)|ÂÍS , (3.12)
for an initial state | Í = (–|eÍC + —|gÍC)|ÂÍS . For an analogous construction, see
Ref. [121].
3.2.3 Protocol for state initialization
Scrambling depends on the Hamiltonian structure for typical initial states. It is
possible to prepare thermal states on a quantum computer following existing methods
in the literature [122, 123]. Moreover, it is also possible to analyze scrambling for
explicitly known initial states, where a state with a certain number of excitations in
localized fermionic sites can be constructed with single-qubit rotations2.
3.3 Implementation in quantum platforms
In order to simulate the interactions, we consider a generic term
Hi =
A
k≠1Ÿ
m=l
‡zm
BQa i≠1Ÿ
m=j
‡zm
Rb‡–ii ‡–jj ‡–kk ‡–ll , (3.13)
with any combination of –i–j–k–l, and two separated ‡z strings. The simulation of
the remaining interactions may be inferred from this technique, since this is the most
general kind of spin interactions appearing in the Hamiltonian.
Each of these spin interactions will appear with a di erent coupling strength jiJ ,
determined by a realization of the random couplings. The protocol will in principle
run for several instantiations of the couplings. This, however, might be not necessary
for large N , due to self-averaging.
1See appendix E.2 and Ref. [120] for further explanations.
2A discussion on the correspondence between spin and fermionic states appears in appendix E.2.
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The time evolution generated by this term is described by U(t) = exp(≠ijiJHit).
Di erent protocols for the quantum simulation of this unitary operator are platform
dependent. In particular, the coupling strength jiJ will be realized by controlling
phases in the gates in both the trapped ion and the superconducting circuits schemes.
3.3.1 Trapped ions
The platform of trapped ions has been a workhorse of quantum simulations for
some time now [42, 90]. We focus on trapped ions as a candidate platform for
our protocol due to the possibility of performing collective dynamics, the high fi-
delity of 0.999 of the two-qubit gates [124, 125], and the high number of gates, over
200, achieved in simulations [90]. The e cient implementation of exponentials of
tensor products of Pauli matrices in trapped ions relies on the MS gate, involv-
ing M qubits and local rotations [62, 67]. We consider the standard expression
UMS(◊,Ï) = exp[≠i◊(cos(Ï)Sx + sin(Ï)Sy)2/4], and Sx,y =
qM
j=0 ‡
x,y
j . In order to
make contact with the literature in trapped ions, we use in this paragraph a di erent
basis, such that |gÍz, |eÍz æ |g˜Íx, |e˜Íx, and the corresponding mapping ‡z æ ‡˜x,
‡x æ ‡˜y, ‡y æ ‡˜z. The tilded objects refer to the ion implementation, while un-
tilded ones come from our algorithms. Having made this distinction, in fact above
and in what follows we obviate the tildes.
Since our quantum algorithm requires the simulation of terms with two disjoint
JW tails, we consider gates UAMS and UBMS associated with the disjoint collective
operators Sx,yA =
ql+M
¸=l ‡
x,y
¸ and S
x,y
B =
qj+K
¸=j ‡
x,y
¸ , respectively, and the entangling
gate Ulj(„) = exp(i„‡–l ‡
—
j ). This entangling gate can in turn be achieved in a
standard way by another MS gate and individual rotations, with no impact on the
complexity studied below1. We propose then the following step shown in Fig. 3.1,
that scales with O(1) in the number of fermions N ,
U = UAMS(≠ﬁ2 , 0)UBMS(≠ﬁ2 , 0)Ulj(„)UBMS(ﬁ2 , 0)UAMS(ﬁ2 , 0). (3.14)
This results in the desired terms2, since the choice of the intermediate entangling
gate Ulj(„) allows us to modify the resulting interaction term
U =
Y_______]_______[
exp
Ë
i„
!
a(M)
rl+M
i=l+1 ‡
x
i
"!
a(K)
rj+K
k=j+1 ‡
x
k
"
‡–l ‡
—
j
È
,
exp
Ë
i„
!
b(M)
rl+M
i=l+1 ‡
x
i
"!
b(K)
rj+K
k=j+1 ‡
x
k
"
‘x—”‘x–“‡
“
l ‡
”
j
È
,
exp
Ë
i„
!
a(M)
rl+M
i=l+1 ‡
x
i
"!
b(K)
rj+K
k=j+1 ‡
x
k
"
‘x”—‡–l ‡
”
j
È
,
exp
Ë
i„
!
b(M)
rl+M
i=l+1 ‡
x
i
"!
a(K)
rj+K
k=j+1 ‡
x
k
"
‘x“–‡
“
l ‡
—
j
È
,
(3.15)
for the cases M and K even, M and K odd, M even and K odd, and M odd and K
1See appendix E.2 for an extended explanation of MS gates.
2See appendix E.2 for details on the derivation.
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Figure 3.1: Engineering many-body interactions in trapped-ion qubits. Operation
sequence of single-qubit and multiqubit gates, inside a Trotter step, acting on trapped-ion
qubits to generate a generic interaction term (3.13). The single-qubit rotations Ri and Rk
act on qubits i and k, respectively, and the phase „ of the two-qubit entangling gate, Uij(„),
must be chosen adequately in order to produce the desired combination of –i–j–k–l in the
interaction.
even, respectively, and with
a(n) =
; ≠1 for n = 4k ≠ 2, k œ N,
1 for n = 4k, k œ N;
b(n) =
;
1 for n = 4k ≠ 3, k œ N,
≠1 for n = 4k ≠ 1, k œ N. (3.16)
and ‘–—“ the Levi–Civita symbol.
We note that for the generic and most complex interaction, Eq. (3.13), the JW
‡z tails begin in sites l and j, and end in sites k and i, all corresponding to the ones
of the four-body interaction. Up to now, we have achieved a many-body interaction
involving l and j sites and two corresponding tails starting in those sites and ending
in l +M and j +K. The desired interaction can be easily achieved by considering
that l + M and j + K correspond to k and i, respectively, and by applying the
corresponding rotations in the k-th and i-th qubits to obtained the desired Pauli
matrices, as depicted in Fig. 3.1.
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3.3.2 Superconducting circuits
The general framework of superconducting quantum processors is an extremely ac-
tive area of research [126, 58, 59, 89, 88], as stated before. The number of gates
achieved in this quantum platform, bounded by system decoherence and gate fideli-
ties, is constantly improving and now reaches up to 1000 quantum logic gates [89].
Moreover, single- and two-qubit gates have been experimentally demonstrated with
fidelities at the fault-tolerant threshold for the surface code [60]. The previous proto-
col for a generic interaction can be taken directly for superconducting circuits if we
consider the application of the multiqubit MS gate via a superconducting resonator,
studied only theoretically [63], as considered in section 2.1. As they are not yet
available, we decompose the basic step in Eq. (3.14) by breaking the MS gate into,
in principle,
!n
2
"
single-qubit and two-qubit gates. These have been demonstrated
experimentally in superconducting devices with high fidelities [60]. We consider for
the sake of simplicity, and without loss of generality, a single MS gate associated with
a collective operator Sx of n qubits, and the sequence of UMS(ﬁ2 , 0)Ui(„)UMS(≠ﬁ2 , 0),
with Ui(„) = exp(i„‡–i ) an intermediate single-qubit gate. In this protocol, shown in
Fig. 3.2, by decomposing UMS(ﬁ2 , 0) and its inverse into two-qubit gates, we realize
that the only operations that do not cancel out are those involving the i-th qubit, in
which Ui(„) is applied. This implies that instead of
!n
2
"
two-qubit gates per collec-
tive gate, we reduce the number of entangling gates to n in the simulation of each
Hamiltonian Hi, i.e., we have a scaling of O(N) gates per interaction.
We may consider not only linear arrays of qubits, but also bidimensional lat-
tices [72, 127] in which the qubit connectivity increases with a qubit having four
nearest neighbors. Thus, one can implement the JW transformation as above while
reducing the number of SWAP gates needed in the protocol. Another extension,
which may be needed for the case of QFTs, is to consider digital-analog quantum
simulations [128, 77, 129]. In this manner, we can exploit the concept of complexity-
simulating-complexity while merging digital and analog techniques in a complemen-
tary fashion.
3.4 Gate count comparison per Trotter step
We compare the number of resulting spin interactions for all models. Here, we denote
as first Majorana model that with only quartic interaction terms; as second Majo-
rana model, that which also includes quadratic terms; as first complex model, that
with complex coupling constants for complex fermionic interactions; and as second
complex model, the restriction of the previous one to only real coupling constants.
The number of spin interactions after the JW mapping is directly related with
the number of gates needed for the quantum simulation. For trapped ions, one needs
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Figure 3.2: Engineering many-body interactions in superconducting circuits. We
consider sets of two-qubit gates and their inverses, which involve qubits l and j with the
rest of the qubits included in the ‡z strings of the interaction. Thus, a set of n two-qubit
gates takes on the role of the MS gate in the trapped-ion protocol. Note that two-qubit
gates between distant qubits may be performed by a set of SWAP gates and an entangling
gate between nearest-neighbor qubits.
O(1) gates per interaction term, whereas it scales with O(N) per interaction for the
decomposition of the algorithm in single- and two-qubit gates in superconducting
circuits.
In principle, we have found that the second complex model is more suitable to be
simulated with our method due to the total amount of gates required. We have not
taken into account the length of the JW strings,
r
› ‡
z
› , but only treated them as an
element of multiqubit gates.
We analyze deeper these contributions, by decomposing all kinds of multiqubit
gates into two-qubit and single-qubit gates for all the models that we have considered,
and show the counting in Tables 3.1 and 3.2.
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Table 3.1: Independent spin interactions for the Majorana models.
Gates First Majorana model Second Majorana model1r
› ‡
z
›
21r
› ‡
z
›
2
‡–ii ‡
–j
j ‡
–k
k ‡
–l
l
2
3n
4 ≠ 4n3 + 223 n2 ≠ 4n 23n4 ≠ 4n3 + 223 n2 ≠ 4n1r
› ‡
z
›
21r
› ‡
z
›
2
‡–ii ‡
–j
j ‡
z
k
2
3n
3 ≠ 2n2 + 43n 23n3 ≠ 2n2 + 43n1r
› ‡
z
›
2
‡–ii ‡
–j
j ‡
z
k
4
3n
3 ≠ 4n2 + 83n 43n3 ≠ 4n2 + 83n1r
› ‡
z
›
2
‡–ii ‡
–k
k None 2n2 ≠ 2n
‡zi ‡
z
j
1
2n
2 ≠ 12n 12n2 ≠ 12n
‡zi None n
Table 3.2: Independent spin interactions for the spinless complex fermion models.
Gates First complex model Second complex model1r
› ‡
z
›
21r
› ‡
z
›
2
‡–ii ‡
–j
j ‡
–k
k ‡
–l
l
2
3n
4 ≠ 4n3 + 223 n2 ≠ 4n 13n4 ≠ 2n3 + 113 n2 ≠ 2n1r
› ‡
z
›
21r
› ‡
z
›
2
‡–ii ‡
–j
j ‡
z
k None None1r
› ‡
z
›
2
‡–ii ‡
–j
j ‡
z
k 2n3 ≠ 6n2 + 4n n3 ≠ 3n2 + 2n1r
› ‡
z
›
2
‡–ii ‡
–k
k 2n2 ≠ 2n n2 ≠ n
‡zi ‡
z
j
1
2n
2 ≠ 12n 12n2 ≠ 12n
‡zi n n
3.5 Criteria for simulated time
We identify the suitable simulated time for which the system has followed a non-
trivial evolution by considering the survival probability of the initial state P (t) =
|È (t)| (0)Í|2, and the Bhattacharyya bound [130] given by
P (t) Ø exp (≠2 E t) (3.17)
as long as P (t) Ø 1/2.  E is the energy dispersion in the state |Â(0)Í. This quantity
describes the change of a given initial state | (0)Í for early stages of evolution. We
take this state dependent quantity as an inspiration for a general state independent
estimate for the time needed for non-trivial evolution. We notice that the largest
 E, which corresponds to the fastest evolution, would be given in a state with only
two components, one associated to the largest eigenvalue and another corresponding
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to the smallest one [131], namely with
 E2extr =
1
4ÎHÎ
2, (3.18)
where ÎHÎ denotes the spectral spread seminorm, ÎHÎ = ⁄max ≠ ⁄min. The fastest
evolution would not be typical, though, thus we propose a criterion based on a
di erent spectral invariant, namely
 H2 © 12(N ≠ 1)
5
Tr
!
H2
"≠ 1N Tr (H)2
6
, (3.19)
where N is the dimension of the Hilbert space at hand. This quantity is computed
to be
 H2 = 12N (N ≠ 1)
Nÿ
n<m
(⁄n ≠ ⁄m)2 , (3.20)
where ⁄n are the eigenvalues of H. Since the di erence square among any pair of
eigenvalues is bounded by ÎHÎ2, we obtain, as expected,
 H2 Æ 12N (N ≠ 1)
Nÿ
n<m
ÎHÎ2 = 14ÎHÎ
2 =  E2extr. (3.21)
Let us consider the SYK model with Majorana fermions, keeping only terms of
type (i), i.e., with no repeated indices,
H =
Nÿ
i<j<k<l=1
Jijkl‰i‰j‰k‰l, (3.22)
in which the statistical average with the normalization condition is given by |J2ijkl| =
3!J2/N3. In this case, we firstly note that Tr(H) = 0 since Tr (‰i‰j‰k‰l) = 0 if all
indices are distinct. Secondly, we calculate Tr(H2), which corresponds to
Tr(H2) =
Nÿ
i>j>k>l=1
Nÿ
–>—>“>”=1
JijklJ–—“” Tr(‰i‰j‰k‰l‰–‰—‰“‰”)
=
Nÿ
i>j>k>l=1
J2ijklN . (3.23)
We have used that under the conditions i > j > k > l and – > — > “ > ”,
Tr(‰i‰j‰k‰l‰–‰—‰“‰”) = ”i–”j—”k“”l”Tr (1) = N ”i–”j—”k“”l”. (3.24)
Assuming N = 2n, we have N = 2n, and
 H2 = N2(N ≠ 1)
Nÿ
i>j>k>l=1
J2ijkl. (3.25)
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Averaging these coe cients, which for type (i) interactions are real, we obtain
 H2 = N2(N ≠ 1)
3!J2
N3
Nÿ
i>j>k>l=1
1 = N2(N ≠ 1)
3!J2
N3
1
4!N(N ≠ 1)(N ≠ 2)(N ≠ 3).
(3.26)
Taking into account this expression and Eqs. (3.17) and (3.21), we consider as an
orientation for non-trivial dynamics the bound
Jt =
Ú
2(N ≠ 1)
N
Ú
N3(N ≠ 4)!
N ! ln 2, (3.27)
which scales with N≠1/2. We extend this generic expression, independent of the
initial state and computed for one of the models, as a guide for obtaining the correct
order of magnitude of Jt for the simulations of all the similar models considered.
3.6 Implementation details for n = 4 complex fermions
We consider the particular case of four qubits, and the model with complex fermions
for n = 4, extensible to N = 8 in the case of the model with Majorana fermions.
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Figure 3.3: Digital fidelities of the quantum algorithm. Fidelity Fd(◊) =
|È d(◊)| (◊)Í| of the digitized evolution as a function of ◊ = Jt, with J = 4. We consider
a digital protocol with s = 1, 2, 3, 4, 5 Trotter steps, and initial states (a) (c†1c†2 + c†3c†4)|˛0Í =
(‡+1 ‡z1‡+2 + ‡+3 ‡z3‡+4 )|˛0Í, and (b) c†1c†2c†3c†4 |˛0Í = ‡+1 ‡z1‡+2 ‡+3 ‡z3‡+4 |˛0Í.
The SYK model in terms of n = 4 complex spinless fermions is characterized by
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Figure 3.4: Total lower bound of the state fidelity F of the quantum simulation
for trapped ions as a function of the multiqubit gate error ‘. We consider cases of
s = 1, 2, 3, 4, 5 Trotter steps, and initial states (a) (c†1c†2+c†3c†4)|˛0Í = (‡+1 ‡z1‡+2 +‡+3 ‡z3‡+4 )|˛0Í
with a simulated phase of ◊ = Jt = 0.15, (b) c†1c†2c†3c†4 |˛0Í = ‡+1 ‡z1‡+2 ‡+3 ‡z3‡+4 |˛0Í with ◊ = 0.15,
(c) (c†1c†2 + c†3c†4)|˛0Í with ◊ = 0.30, (d) c†1c†2c†3c†4 |˛0Í with ◊ = 0.30, (e) (c†1c†2 + c†3c†4)|˛0Í with
◊ = 1, and (f) c†1c†2c†3c†4 |˛0Í with ◊ = 1.
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Figure 3.5: Total lower bound of the state fidelity F of the quantum simulation for
superconducting circuits as a function of the two-qubit gate error ‘. We consider cases of
s = 1, 2, 3, 4, 5 Trotter steps, and initial states (a) (c†1c†2+c†3c†4)|˛0Í = (‡+1 ‡z1‡+2 +‡+3 ‡z3‡+4 )|˛0Í
with a simulated phase of ◊ = Jt = 0.15, (b) c†1c†2c†3c†4 |˛0Í = ‡+1 ‡z1‡+2 ‡+3 ‡z3‡+4 |˛0Í with ◊ = 0.15,
(c) (c†1c†2 + c†3c†4)|˛0Í with ◊ = 0.30, (d) c†1c†2c†3c†4 |˛0Í with ◊ = 0.30, (e) (c†1c†2 + c†3c†4)|˛0Í with
◊ = 1, and (f) c†1c†2c†3c†4 |˛0Í with ◊ = 1.
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the Hamiltonian
Hc =
4ÿ
i,j,k,¸=1
Jij;k¸ c
†
i c
†
jckc¸ ≠ µ
ÿ
i
c†i ci, (3.28)
with in principle complex coe cients Jij;k¸ sampled from a Gaussian random dis-
tribution with variance 3!J2/(2n)3 . This first complex model can be simplified to
the second complex model by restricting ourselves to real coupling coe cients Jij;k¸.
Both models encapsulate holographic features in the limit of large n and strong cou-
pling, but, as shown in section 3.4, the number of gates per Trotter step is smaller
for the second model.
We consider explicitly the terms for the first complex model, which is easily
reduced to the second one. The Hamiltonian in terms of spin interactions can be
organized as
H = H1 +H2 +H3 +H4, (3.29)
with H1 involving terms of type (iii) in section 3.1.1, that is, with the form ninj ; H2
terms of type (i), with the form c†i c
†
jckc¸ and di erent indices; H3 those of type (ii),
c†injck, with i≠ k = 1; and H4 those of type (ii) with i≠ k ”= 1.
The gate decomposition of H1 in full detail is the following
H1 =(J12;12 + J13;13 + J14;14 +
µ
2 )‡
z
1 + (J12;12 + J23;23 + J24;24 +
µ
2 )‡
z
2
+ (J13;13 + J23;23 + J34;34 +
µ
2 )‡
z
3 + (J14;14 + J24;24 + J34;34 +
µ
2 )‡
z
4
+ J12;12‡z1‡z2 + J13;13‡z1‡z3 + J14;14‡z1‡z4
+ J23;23‡z2‡z3 + J24;24‡z2‡z4 + J34;34‡z3‡z4 , (3.30)
in which we have taken into account all the interaction terms with permuted indices
that can be related among them. Those can be expressed with a single coe cient of
a fixed subindex order.
The Hamiltonian terms with non coincident subindices are
≠2H2 =Re(J112;34)(‡x1‡x2‡x3‡x4 + ‡y1‡y2‡y3‡y4 ) + Re(J212;34)(‡y1‡x2‡y3‡x4 + ‡x1‡y2‡x3‡y4 )
+ Re(J312;34)(‡y1‡x2‡x3‡
y
4 + ‡x1‡
y
2‡
y
3‡
x
4 ) + Re(J412;34)(‡x1‡x2‡y3‡
y
4 + ‡
y
1‡
y
2‡
x
3‡
x
4 )
+ Im(J112;34)(‡y1‡x2‡x3‡x4 ≠ ‡x1‡y2‡y3‡y4 ) + Im(J212;34)(‡y1‡y2‡x3‡y4 ≠ ‡x1‡x2‡y3‡x4 )
+ Im(J312;34)(‡y1‡
y
2‡
y
3‡
x
4 ≠ ‡x1‡x2‡x3‡y4 ) + Im(J412;34)(‡y1‡x2‡y3‡y4 ≠ ‡x1‡y2‡x3‡x4 ),
(3.31)
with
J112;34 = Jú12;34 + Jú13;24 + J14;23,
J212;34 = Jú12;34 ≠ Jú13;24 + J14;23,
J312;34 = Jú12;34 + Jú13;24 ≠ J14;23,
J412;34 = ≠Jú12;34 + Jú13;24 + J14;23,
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linear dependent coe cients, since J112;34 = J212;34 + J312;34 + J412;34.
The spin terms grouped in H3 are inferred from Eq. (E.6). Since we consider that
i≠ k = 1, the JW tail r‡z› does not appear, yielding
≠H3 =(‡z1 + 1)
#
Re(J21;13)(‡x2‡x3 + ‡y2‡
y
3 ) + Im(J21;13)(‡x2‡
y
3 ≠ ‡y2‡x3 )
$
+ (‡z1 + 1)
#
Re(J31;14)(‡x3‡x4 + ‡y3‡
y
4 ) + Im(J31;14)(‡x3‡
y
4 ≠ ‡y3‡x4 )
$
+ (‡z3 + 1)
#
Re(J13;32)(‡x1‡x2 + ‡y1‡
y
2 ) + Im(J13;32)(‡x1‡
y
2 ≠ ‡y1‡x2 )
$
+ (‡z4 + 1)
#
Re(J14;42)(‡x1‡x2 + ‡y1‡
y
2 ) + Im(J14;42)(‡x1‡
y
2 ≠ ‡y1‡x2 )
$
+ (‡z2 + 1)
#
Re(J32;24)(‡x3‡x4 + ‡y3‡
y
4 ) + Im(J32;24)(‡x3‡
y
4 ≠ ‡y3‡x4 )
$
+ (‡z4 + 1)
#
Re(J24;43)(‡x2‡x3 + ‡y2‡
y
3 ) + Im(J24;43)(‡x2‡
y
3 ≠ ‡y2‡x3 )
$
, (3.32)
in which we have taken into account a factor 4 introduced with all the variations of
the coe cients Jij;jk with permuted indices.
In H4, we consider those spin terms described in Eq. (E.6) with i≠k ”= 1. In this
case, it is necessary to consider JW tails
r
‡z› , which results in
≠H4 =(‡z1‡z3 + ‡z3)
#
Re(J21;14)(‡x2‡x4 + ‡y2‡
y
4 ) + Im(J21;13)(‡x2‡
y
4 ≠ ‡y2‡x4 )
$
+ (‡z2 + 1)
#
Re(J12;23)(‡x1‡x3 + ‡y1‡
y
3 ) + Im(J12;23)(‡x1‡
y
3 ≠ ‡y1‡x3 )
$
+ (‡z2‡z3 + ‡z3)
#
Re(J12;24)(‡x1‡x4 + ‡y1‡
y
4 ) + Im(J12;24)(‡x1‡
y
4 ≠ ‡y1‡x4 )
$
+ (‡z2‡z3 + ‡z2)
#
Re(J13;34)(‡x1‡x4 + ‡y1‡
y
4 ) + Im(J13;34)(‡x1‡
y
4 ≠ ‡y1‡x4 )
$
+ (‡z2‡z4 + ‡z2)
#
Re(J14;43)(‡x1‡x3 + ‡y1‡
y
3 ) + Im(J14;43)(‡x1‡
y
3 ≠ ‡y1‡x3 )
$
+ (‡z3 + 1)
#
Re(J23;34)(‡x2‡x4 + ‡y2‡
y
4 ) + Im(J23;34)(‡x2‡
y
4 ≠ ‡y2‡x4 )
$
. (3.33)
We consider random values for the coe cients Jij;k¸ such that they satisfy the
constraints of the model for an arbitrary time unit. We consider several realizations of
time evolution as an example for estimating the e ciency, without finally averaging.
The protocol gives similar results for diverse samples of the couplings. The value of
the chemical potential is µ = 0.75, and the numerically random generated values for
this proof-of principle example are taken from a Gaussian distribution with mean
value 0 and variance J2/(2n)3, with J = 4 in an arbitrary unit of time. The values
for the coe cients in the simulations shown in Figs. 3.3, 3.4, and 3.5 do not influence
the outcome. Similar final results appear for several tests.
We analyze the e ciency of the quantum algorithm designed for computing the
evolved quantum state. We consider two sources of error for this quantum simulation,
the first is the digital error inherent to the proposed algorithm, and the second
involves the experimental error, such as decoherence times and gate errors. The
digital error ‘d is proportional to
‘d ¥
ÿ
i<j
[Hi, Hj ]t2
2s , (3.34)
with Hi representing each of the di erent summands in the simulated Hamiltonian
of Eq. (3.29), t the simulated final time of the evolution, and s the number of Trotter
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steps considered in the protocol. In order to take this error contribution into account,
we compute the state fidelity Fd(◊) = |È d(◊)| (◊)Í| of the digitized evolution, with
| d(◊)Í and | (◊)Í the quantum states associated with the digital evolution and the
exact unitary evolution, respectively. Here, ◊ is a dimensionless parameter defined
as ◊ = Jt, which indicates the dependence of the fidelity with t.
In Fig. 3.3, we show the state fidelity Fd of the digitized evolution for di erent
Trotter steps, ranging from s = 1 to s = 5. As expected, the higher the number of
Trotter steps in the protocol and the lower the simulated time, the higher the state
fidelity. For the few number of Trotter steps considered we appreciate fidelities above
0.95 for ◊ Æ 0.2 for di erent cases of initial states.
In order to choose a phase ◊ such that the simulated final time is associated
with non trivial dynamics, we take as a guide the state survival probability bound
estimated in section 3.5. We consider the state survival probability P (t) in terms of
◊, and consider P (◊) = 12 as the adequate limit value for nontrivial dynamics in short
times.
For n = 4, we consider Eq. (3.27), and obtain that the required running time
scaled with J is
◊ = Jt = 4 · ln 2
2 ·Ô7 = 0.6. (3.35)
Therefore, we select di erent values of ◊ of that order of magnitude. Notice that for
higher values of ◊ revivals may occur following the decay at earlier stages of evolution.
The fidelity of the gates in di erent quantum technologies is constantly improv-
ing, reaching values of 99.4% for two-qubit gates in superconducting circuits [60],
and values of 99.9% in trapped ions [124, 125]. In addition, in trapped ions it is
possible to realize MS-type gate operations with fidelities of 99.3% [41]. In this
quantum technology, experiments entangling 14 qubits with this kind of gate have
been performed [132]. Di erent experimental errors contribute to the final fidelity in
a quantum gate. For the sake of simplicity and generality, we consider a fixed fidelity
per two-qubit gate between nearest-neighbor qubits in the case of superconducting
qubits, and a fixed fidelity per MS gate in the case of trapped ions. This approach
enables us to encompass di erent sources of experimental error in the final fidelity
estimation.
In Figs. 3.4 and 3.5, we show the total lower bound of the state fidelity for the
digital quantum simulation in trapped ions and superconducting circuits, respec-
tively. This total state fidelity F is calculated as the product of the entangling gate
fidelities Fg and the fidelity Fd of the digital protocol, F = Fd(Fg)sm, with s the
number of Trotter steps, and m the number of gates per step required. In trapped
ions, m is identified with the number of MS gates in the protocol. The computations
are performed for a phase ◊ = Jt = 0.5 and for s = 1, 2, 3, 4, 5 Trotter steps. For
superconducting circuits, we identify m with the number of two-qubit gates between
nearest-neighbor qubits demanded.
The number of gates for this first complex model is computed in Table 3.2, with
2
3n
4≠2n3+ 103 n2≠2nmultiqubit gates required in the first complex model. In trapped
ions, MS gate operations provide these multiqubit gates, therefore we consider that
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m = 23n4≠2n3+ 103 n2≠2n, that is, m = 88 in our case of n = 4. In superconducting
circuits, we decompose the multiqubit interactions in two-qubit gates, which increases
the number of total gates as m = n
! 2
3n
4 ≠ 2n3 + 103 n2 ≠ 2n
"
, leading to m = 352 in
our case.
In both quantum platforms, we observe that for the range of gate error ‘ we
explore, the protocol with fewer gates, i.e., with fewer Trotter steps, shows better
performance. In general, one expects that the results improve with the number of
Trotter steps, since the digital error decreases. Nonetheless, here the digital fidelity
Fd is above 0.95 for all cases considered in Figs. 3.4 and 3.5, and does not a ect
dramatically the final result. The influence of the chosen initial state in the fidelity
of a digital quantum simulation for low n is significant, as shown in the figures. One
expects that for higher n the impact of the initial state diminishes, due to the scaling
of the number of interactions involved in the dynamics.
In this chapter, we have proposed the digital quantum simulation of SYK mod-
els. We encode the SYK nonlocal fermionic model onto a multiqubit system, and
show how to e ciently simulate its dynamics with digital techniques and polynomial
resources. We also provide a protocol for studying the non-equilibrium behavior,
including the scrambling of information. Our proposal could be implemented with
state-of-the-art trapped ions and superconducting circuits, paving the way towards
the realization in the laboratory of models that can illuminate low-dimensional the-
ories with holographic duals.
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4 Digital–Analog Quantum Simulationsof Quantum Field Theory
Q uantum field theories [133] are among the deepest descriptions of nature. There-fore, they deserve special attention, and di erent computing approaches have
been developed, as Feynman diagrams [133] or lattice gauge theories [134, 135]. In
general, the numerical simulations of QFTs are computationally hard, with the pro-
cessing time growing exponentially with system size. Nevertheless, a quantum simu-
lator [18, 22, 136] could provide an e cient way to emulate these theories [137, 138,
139, 140, 44, 141, 142] in polynomial time. Here, we propose the quantum simulation
of fermionic field modes interacting via a continuum of bosonic modes with super-
conducting circuits [69, 52, 143, 144, 145, 126, 146, 147, 148], which are among the
most advanced quantum technologies in terms of quantum control and scalability, as
presented in section 2.3. An important feature of superconducting devices is that,
unlike other quantum platforms, they o er naturally a strong coupling of qubits to a
continuum of bosonic modes. Therefore, this system is a specially suited platform to
realize quantum simulations of scattering processes involving interacting fermionic
and bosonic QFTs, where access to the continuum of modes is required.
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4.1 Quantum field theory model
Our current understanding of the most basic processes in nature is based on inter-
acting QFTs [133]. In the same vein, models involving interaction of fermions and
bosons play a key role. In this kind of systems, one is able to describe fermion-
fermion scattering mediated by bosonic fields, fermionic self-energies, and bosonic
polarization. In particular, we will consider a QFT model under the following as-
sumptions: (i) 1+1 dimensions, (ii) scalar fermions and bosons, and is described by
the Hamiltonian
H =
⁄
dp Êp(b†pbp + d†pdp) +
⁄
dk Êka
†
kak +
⁄
dx Â†(x)Â(x)A(x). (4.1)
Here, A(x) = i
s
dk ⁄k
Ô
Êk(a†ke≠ikx ≠ akeikx)/
Ô
4ﬁ is a bosonic field, with coupling
constants ⁄k, and Â(x) is the fermionic field, b†p(bp) and d†p(dp) are its corresponding
fermionic and antifermionic creation(annihilation) operators for mode frequency Êp,
while a†k(ak) is the creation(annihilation) bosonic operator associated with frequency
Êk1. In this Thesis, we introduce a method for the scalable digital-analog quantum
simulation of interacting fermions, based on Eq. (4.1), exploiting state-of-the-art
superconducting circuits. In this quantum technology, we enjoy the possibility of a
strong coupling of matter qubits with a one-dimensional continuum of bosonic field
modes.
4.2 Encoding of fermions in qubits
In order to adapt the simulated model to the simulating setup, we consider a further
simplification in Eq. (4.1): (iii) one fermionic and one antifermionic field comov-
ing modes [44] interacting via a continuum of bosons. In this case, the interaction
Hamiltonian reads2
Hint =i
⁄
dxdk⁄k
Ú
Êk
2
1
| 1(pf , x, t)|2b†inbin
+  ú1(pf , x, t) 2(pf¯ , x, t)b
†
ind
†
in +  ú2(pf¯ , x, t) 1(pf , x, t)dinbin
+ | 2(pf¯ , x, t)|2dind†in
21
a†ke
≠ikx ≠ akeikx
2
. (4.2)
1For a complete derivation of the QFT model see appendix F.
2A discussion on the field comoving modes appears in appendix F.1.
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The fermionic and antifermionic operators obey anticommutation relations {bin, b†in} =
{din, d†in} = 1, and the bosonic operators satisfy commutation relations [ak, a†kÕ ] =
”(k ≠ kÕ). Therefore, we expect that reproducing the physics of a discrete number
of fermionic field modes coupled to a continuum of bosonic field modes will boost
full-fledged quantum simulations of QFTs.
qubit 1
qubit 2
ancilla qubit
U M
S 
(-!/2,0) UC
UA
U M
S 
(!/2,0)
(b)
(a)
Figure 4.1: Circuit QED schematic representation and operation sequence for
simulating two-qubit gates coupled to the continuum of bosonic modes in a
single Trotter step. (a) Schematic representation of our proposal for simulating fermion-
fermion scattering in QFTs. An open transmission line supporting the continuum of bosonic
modes interacts with three superconducting qubits. The second one-dimensional waveguide,
forming a resonator due to the capacitors at each edge, supports a single mode of the mi-
crowave field and interacts with two superconducting qubits. Each qubit can be individually
addressed through on-chip flux lines producing fluxes  jext and  ¯jext to tune the coupling
strength and its corresponding energies. (b) Sequence of multiple and single qubit gates,
inside a Trotter step, acting on superconducting qubits to generate two-qubit interactions
coupled to the continuum.
Let us now consider again the JW transformation introduced in section 2.1. It
relates fermionic operators with tensor products of Pauli operators: b†l =
rl≠1
r=1 ‡
≠
l ‡
z
r ,
and d†m =
rm≠1
r=1 ‡
≠
m‡
z
r , where l = 1, 2, ..., N/2, m = N/2+ 1, ..., N , with N the total
number of fermionic plus antifermionic modes. In this case, the Hamiltonian in
Eq. (4.2) presents three kinds of interactions: single and two-qubit gates coupled to
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the continuum,
H1 = i‡ji
⁄
dxdk gk(a†ke≠ikx ≠ akeikx),
H2 = i(‡j1‡2¸)
⁄
dxdk gk(a†ke≠ikx ≠ akeikx),
with ‡q = {‡x,‡y,‡z} for q = 1, 2, 3, and interactions involving only bosonic modes,
H3 = i
⁄
dxdk gk(a†ke≠ikx ≠ akeikx).
Thus, the simulator should provide a mechanism for generating multiqubit gates and
coupling spin operators to a continuum of bosons in an digital-analog approach [44].
We analyze the generation of interaction terms in the general case of N fermionic
modes. In this generic case, each Hamiltonian term involves a product of fermionic
operators coupled to a continuum of bosonic modes. For example, a possible interac-
tion term reads H = i(bid†j+djb†i )
s
dkgk(a†ke≠ikx≠akeikx). The JW transformation
allows us to write the above interaction as the exponential of a tensor product of Pauli
matrices with a band of bosonic modes. To compute this exponential, we propose
the implementation of the following sequence of quantum gates [44]
U =UMS(≠ﬁ/2, 0)U‡z1 („)UMS(ﬁ/2, 0)
= exp [„(‡z1‡x2‡x3 . . . )
⁄
dkgk(a†ke≠ikx ≠ akeikx)], (4.3)
where UMS is the MS gate already presented in section 3.3. It can be parametrized
as UMS(◊,„) = exp[≠i◊(cos„Sx + sin„Sy)2/4], where Sx,y =
q
i ‡
x,y
i is extended
to as many qubits as fermionic modes are involved, and the central gate U‡z1 („) is
exp[≠„‡z1
s
dkgk(a†ke≠ikx ≠ akeikx)].
4.3 Superconducting circuit model
Circuit QED architectures including the interaction between on-chip coplanar waveg-
uides (CPWs) and transmon qubits [149, 150, 151] are an appropriate platform to
fulfill the requirements of the digital-analog simulator. We consider the setup de-
picted in Fig. 4.1a, which consists of a microwave transmission line supporting a
continuum of electromagnetic modes (open line) interacting with three transmon
qubits. In addition, there is a microwave resonator with a single bosonic mode cou-
pled only with two transmons. Notice that two superconducting qubits may interact
simultaneously with both CPWs, while the ancilla qubit interacts only with the open
line.
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In this setup, we consider tunable couplings between each qubit and the CPWs,
and also tunable superconducting qubit energies via external magnetic fluxes. In
particular, the protocol for simulating fermion-fermion scattering will require the
ability to switch on/o  each CPW-qubit interaction with control parameters. The
latter may be realized by combining tunable coupling transmon qubits, [149, 150]
and standard techniques of band-stop filters [152] applied to the open transmission
line, such that a finite bandwidth of bosonic modes plays a key role in the dynamics.
In the same way, the decoupling of a transmon qubit from the open line may be
accomplished by tuning the qubit energy out of the bandwidth. In addition, our
protocol may be extended to several fermionic modes by adding more transmon
qubits as depicted in Fig. 4.2.
In our protocol, the continuum-transmon and the resonator-transmon interactions
can be described by the Hamiltonian
Hint = i
3ÿ
j=1
‡yj
⁄
dk —( jext,  ¯jext)gk(a†ke≠ikxj ≠ akeikxj )
+ i
2ÿ
j=1
–( jext,  ¯jext)gj‡yj (b† ≠ b), (4.4)
where ‡y is the Pauli operator, a†k(ak) and Êk stand for the creation(annihilation)
operator and the frequency associated with the kth continuum mode, respectively,
whereas the operator b†(b) creates(annihilates) excitations in the microwave res-
onator. The coupling strengths gk and gj depend on intrinsic properties of the
CPW such as its impedance and the photon frequencies. In addition, xj stands
for the jth qubit position, and the coe cient —(–) can be tuned over the range
[0,—max]([0,–max]) via external magnetic fluxes  jext and  ¯jext, which act on the jth
transmon qubit. Note that the same magnetic fluxes also allow us to tune the qubit
energy.
4.4 Simulation of spatial degrees of freedom
Let us discuss how the Hamiltonian in Eq. (4.4) is able to simulate the dynamics
governed by the Hamiltonian in Eq. (4.2). The spatial dependence of the model
is given by spatial integrals
s
dx(a†ke≠ikx ≠ akeikx)f(x, t), where f(x, t) stands for
the di erent space-dependent coe cients appearing in the Hamiltonian of Eq. (4.2).
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(a)
(b)
+ +
+ +
…
…
Figure 4.2: Extension to N fermionic modes. (a) Scheme for the implementation of a
set of N fermionic modes coupled to a continuum of bosonic modes. Each fermionic mode
is encoded in a nonlocal spin operator distributed among N superconducting qubits. (b)
Feynman diagrams associated with the quantum simulation of two fermionic modes coupled
to a continuum of bosonic modes in a superconducting circuit setup, as explained in the
text.
These integrals can be rewritten as follows
I(k, t) =
⁄
dx
#
a†ke
≠ikxj (cos k(x≠ xj)≠ i sin k(x≠ xj))
≠ akeikxj (cos k(x≠ xj) + i sin k(x≠ xj))
$
f(x, t). (4.5)
If f(x, t) satisfies the condition f(x≠xj , t) = f(≠x+xj , t), then we can simplify the
integrals such that
I(k, t) = (a†ke≠ikxj ≠ akeikxj )
⁄
dx cos k(x≠ xj)f(x, t). (4.6)
We can identify the controllable quantity of the circuit —( jext,  ¯jext)gk with the
spatial-dependent terms times the k-dependent coupling of the field theory model,
i.e., ⁄k
Ô
Êk
s
dx cos k(x ≠ xj)f(x, t). If we consider an implementation that uses
transmon qubits, their capacitive coupling to the open line leads naturally to a cou-
pling gk =
Ô
Êk, allowing us to simulate models where ⁄k
s
dx cos k(x≠ xj)f(x, t) is
constant or weakly dependent on k. Other kinds of couplings may be simulated by
considering a di erent superconducting circuit such as the flux qubit, leading to the
implementation of couplings depending on 1/ÔÊk.
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4.5 Sequence of quantum operations
In Fig. 4.1b, we show the set of quantum operations for simulating two-qubit gates
coupled to the continuum in a single Trotter step [22, 44] to be realized by the pro-
posed digital-analog simulator. In this cQED framework, each gate will correspond
to the evolution under the Hamiltonian of Eq. (4.4) for specific values of parameters
 jext and  ¯jext. Specifically, the gates that act on the first two qubits are, from right
to left, one MS [62] interaction UMS(ﬁ/2, 0) which is mediated by the resonator [63],
one local gate UC = exp[≠„‡y1
s
dk gk(a†ke≠ikx ≠ akeikx)] that will couple the spin
operators to the bosonic continuum, and an inverse MS interaction UMS(≠ﬁ/2, 0).
The application of these three operations will generate the two-qubit gate coupled
with a continuous band of bosonic modes, H2 = i(‡j1‡¸2)
s
dk gk(a†ke≠ikx ≠ akeikx).
The gate Uc will be used independently on each qubit to generate single-qubit
gates coupled to the bosonic continuum. Besides, the ancilla qubit provides us with
the means to generate the gates that involve only the bosonic modes by means of
an interaction UA = exp[≠„‡zA
s
dkgk(a†ke≠ikx ≠ akeikx)], where ‡zA is the Pauli
operator. The required gate is obtained by preparing the ancilla in an eigenstate of
‡zA. The same scheme of gates can be applied on more qubits in order to scale the
system for simulating interactions that involve a larger number of fermionic modes.
The way of scaling1 this formalism to a larger number of fermionic modes is to
consider more superconducting elements coupled both to the cavity and to the open
transmission line, as depicted in Fig. 4.2. If we consider N+1 transmon qubits, then,
N fermionic modes can be also encoded. Accordingly, our proposal can implement
a large set of fermionic modes interacting with the bosonic continuum. This e ort
would represent a significant advance towards full-fledged quantum simulation of
QFTs in controllable superconducting circuits.
4.6 Encoding of information
By means of the proposed techniques, one could measure specific features of QFTs,
such as self-interaction and pair creation and annihilation of fermions mediated via
a continuum of bosonic modes.
The fermionic states will be encoded in the two levels of each qubit. This is done
via the mapping of fermionic and antifermionic creation and annihilation operators
onto nonlocal spin operators acting on the qubits.
1See appendix G.2 for further considerations regarding scalability and higher dimensions of the
model.
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We recall the JW mapping performed previously, b†in = ‡≠1 , d
†
in = ‡≠2 ‡z1 , and we
associate the fermionic operators to the following ones acting on the qubit states,
b†in = |ø¿ÍÈøø|+ |¿¿ÍÈ¿ø|, bin = |øøÍÈø¿|+ |¿øÍÈ¿¿|,
d†in = |¿øÍÈøø|≠ |¿¿ÍÈø¿|, din = |øøÍÈ¿ø|≠ |ø¿ÍÈ¿¿|, (4.7)
where the states |øÍ and |¿Í are the levels of a qubit. With this mapping, the vacuum
state corresponds to the state |0Í = |øøÍ, the state with one fermion is |fÍ = |ø¿Í,
and the state with one antifermion is |f¯Í = |¿øÍ. Fermion self-interaction may be
computed by the probability |Èf, 0, 0|U(t)|f, 0, 0Í|2 at time t, and pair creation and
annihilation may be simulated by the transition probabilities between a state with
no fermions into a state with a fermion and an antifermion. The state of the qubits
can be detected via standard quantum non demolition measurements. Additionally,
the average boson population and higher order moments may be measured in the
open transmission line via the dual-path technique [153].
The quantum computation resulting from this quantum simulation is based on
unitary evolutions associated with the Hamiltonian in Eq. (4.2). This means that, at
variance with perturbative methods in QFTs, the implementation of our protocol will
involve an infinite number of perturbative Feynman diagrams with a finite number
of fermionic modes. Consequently, this approach towards full-fledged QFTs is signif-
icantly di erent from standard procedures, since it requires adding more fermionic
modes instead of more Feynman diagrams. Nevertheless, the natural presence of the
continuum of bosonic modes in superconducting circuits approaches our proposal to
the targeted model.
Summarizing, this chapter contains our proposal of a digital-analog quantum sim-
ulation of fermion-fermion scattering in the context of QFTs with superconducting
circuits. This quantum technology provides strong coupling between superconducting
qubits with a microwave resonator and a continuum of bosonic modes. Our approach
represents a significant step towards scalable quantum simulations of QFTs in per-
turbative and nonperturbative regimes.
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5 Digital-Analog Quantum Simulationof Quantum Chemistry and Biology
T he field of quantum chemistry arises from the application of quantum mechan-ics in physical models to explain the properties of chemical and biological sys-
tems [154, 155]. The study of complex electronic structures in atoms and molecules
encounters the di culty of the exponential growth of the Hilbert space dimensions
with system size [156, 157]. This fact limits the results reachable with current com-
puters and classical algorithms, and strongly suggests that we should explore the
possibilities of new quantum-based tools [158, 159].
Quantum simulations are a powerful approach based on the imitation of the dy-
namics of a quantum system in a controllable quantum platform, as stated repeat-
edly in this Thesis. Theoretical and experimental e orts for solving problems in
physical chemistry have been performed in technologies such as NMR [160], trapped
ions [65, 66, 161], photonic systems [162, 163, 164], and superconducting circuits [165],
among others. Quantum algorithms for the simulation of electronic structures with
fermionic degrees of freedom and its optimisation have been widely studied [166,
167, 168, 169, 170, 171, 172, 173]. Environmental e ects also play a crucial role in
quantum physics, chemistry and biology [174, 175]. Fundamental phenomena such
as electronic transport and electron transfer are described through the correlated
dynamics of electrons and phonons, involving bosonic and fermionic modes.
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Circuit quantum electrodynamics is a cutting-edge technology in terms of de-
sign versatility, coherent control, and scalability, as indicated in previous chapters.
Indeed, remarkable experimental progress in cQED has enabled the realisation of
digital quantum simulations of fermions [58], spin systems [59], and AQC [89]. These
aspects, along with the possibility of encoding both fermions and bosons in this plat-
form via digital [56, 57, 74, 176] and digital-analog techniques [77], make cQED a
suitable platform for simulating electronic Hamiltonians [177] and dissipative pro-
cesses.
In this chapter, we combine e cient digital quantum simulation techniques for
electronic Hamiltonians with existing algorithms in quantum chemistry, and we an-
alyze the scalability and feasibility according to the state-of-the-art cQED [23]. In
particular, we study the gate fidelities required for the proposed tasks and the error
propagation. We extend these procedures by exploiting the possibility of mimick-
ing bosons in superconducting circuits taking full advantage of the multimode spec-
trum of superconducting transmission lines [178, 179, 180, 181, 182], and propose
digital-analog quantum simulations of electron transfer and electronic transport in
biomolecules [183, 184, 185].
5.1 Simulation of electronic Hamiltonians
The electronic structure is a quantum chemistry many-body problem that is usually
di cult to solve due to the exponential growth of the Hilbert space with the size of the
system. Typically, the aim is to compute ground-state energies and their associated
eigenvectors of these interacting electron systems in a fixed nuclear potential.
Among the variety of possible methods for simulating fermionic models with quan-
tum technologies, one of the most studied approaches considers quantum algorithms
using the second quantized formalism of electronic systems [166, 167, 169, 170, 171,
172, 173]. The associated Hamiltonian may be represented in di erent bases, lead-
ing to di erent methods of encoding and scaling improvements in the number of
qubits and gates required [169, 173]. Furthermore, other approaches related to the
Configuration Interaction (CI) matrix have been recently studied [168].
The generic Hamiltonian describing a molecular electronic structure consists of
the electron kinetic energy term, two-electron Coulomb interactions, and the electron-
nuclei potential energy representing the electronic environment [154, 155]. This
Hamiltonian in second quantization may be written as
He =
ÿ
i,j
hijc
†
i cj +
1
2
ÿ
i,j,k,l
hijklc
†
i c
†
jckcl, (5.1)
where the operators c†i and ci stand for the electrons and obey the fermionic an-
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ticommutation relations. Coe cients hij come from the single-electron integrals of
the electron kinetic terms and electron-nuclei interactions, and hijkl correspond to
the two-electron integrals associated with the electron-electron Coulomb interaction.
That is, it is expressed in atomic units as
hij ©
⁄
drÏúi (r)
A
≠12Ò
2
r ≠
ÿ
k
Zk
|r ≠Rk|
B
Ïj(r), (5.2)
hijkl ©
⁄
dr1dr2
Ïúi (r1)Ïúj (r2)Ïk(r2)Ïl(r1)
|r1 ≠ r2| , (5.3)
where Rk are nuclear coordinates, r electronic coordinates, and Z the atomic number
representing the nuclear charge. Here, {Ïi(r)} defines a set of spin orbitals, and
r = (r,‡) denotes the pair of spatial and spin parameters.
Optimal strategies of computation for quantum chemistry merge quantum simu-
lation and classical numerical techniques. We have already demonstrated the power
of this strategy in section 2.4, in the context of strongly correlated fermions. These
methods, that we name as algorithmic quantum simulation [186], employ quantum
simulators for the computationally hard tasks, such as time evolution, on top of the
classical algorithm, which provides flexibility for computing relevant observables. In
the context of quantum chemistry, we have the example of ground state finding via
a variational eigensolver [163, 66, 187, 39, 188].
The simulation of the dynamics associated with the electronic Hamiltonian in
Eq. (5.1) involves fermionic operators. Computations with fermionic degrees of free-
dom in superconducting circuits require the encoding of fermionic operators and their
anticommutative algebra in the natural variables of this quantum platform. The JW
transformation introduced in section 2.1 maps the fermionic operators into spin-1/2
operators, which gives us the qubit representation of the Hamiltonian. In the case of
a hydrogen molecule, considering four electronic orbitals, the relations can be written
as
c†1 = ‡+1 , c
†
2 = ‡z1‡+2 ,
c†3 = ‡z1‡z2‡+3 , c
†
4 = ‡z1‡z2‡z3‡+4 . (5.4)
After this mapping, the Hamiltonian of Eq. (5.1) for the H2 molecule is rewritten
in terms of spin-1/2 operators considering only the nonzero coe cients hij and hijkl,
which are computed classically with polynomial resources [167],
H =18
#
(4h11 + 2hA + 4hC ≠ hD)‡z1 + (4h22 + 2hA + 4hC ≠ hD)‡z2+
(4h33 + 2hB + 4hC ≠ hD)‡z3 + (4h44 + 2hB + 4hC ≠ hD)‡z4+
2hA‡z1‡z2 + (2hC ≠ hD)‡z1‡z3 + 2hC‡z1‡z4+
2hC‡z2‡z3 + (2hC ≠ hD)‡z2‡z4 + 2hB‡z3‡z4+
2hD(‡x1‡y2‡
y
3‡
x
4 + ‡y1‡x2‡x3‡
y
4 ≠ ‡x1‡x2‡y3‡y4 ≠ ‡y1‡y2‡x3‡x4 )
$
, (5.5)
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where
hA = h1221 = h2112,
hB = h3443 = h4334,
hC = h1331 = h3113 = h1441 = h4114 = h2332
= h3223 = h2442 = h4224,
hD = h1243 = h2134 = h1423 = h4132 = h2314
= h3241 = h3421 = h4312 = h1313 = h2424. (5.6)
In general, an analog quantum simulation of an arbitrary Hamiltonian evolution is
a di cult problem [189, 190], since one cannot straightforwardly map the dynamics
of a given simulated system onto a given quantum platform. The flexibility and
universality of digital quantum simulations allows us to reproduce models that do
not appear naturally in a quantum platform. This is done via an expansion of the
quantum evolution into discrete steps of quantum gates [31]. An additional advantage
of such digital quantum simulations, in the spirit of gate-based quantum algorithms,
is their possible improvement with quantum error correction techniques [191, 60].
We consider the digital quantum simulation of the H2 molecule via the Trotter
expansion in section 2.1, which consists in dividing the evolution time t into l time
intervals of length t/l, and applying sequentially the evolution operator of each term
of the Hamiltonian for each time interval [22, 31, 74]. The expression of this expansion
for a Hamiltonian of the form H =
q
j Hj reads
e≠iHt ¥
3Ÿ
j
e≠iHjt/l
4l
, (5.7)
for large l, where the dominating error component is
q
i>j [Hi, Hj ] t2/2l, which de-
pends on the value of the commutators and scales with t2/l.
In our case, we consider the evolution operators associated with the di erent sum-
mands of the Hamiltonian in Eq. (5.5), which corresponds to the sequence of gates in
Fig. 5.1. We propose an algorithm based on the optimized tunable CZ„ gate, which
allows one to perform e ciently ZZ interactions, or XX interactions in our basis [58].
In order to achieve this goal, we arrange the gates and the simulated interactions such
that it allows us to simplify the algorithm by eliminating some entangling gates and
their inverses, as shown in Fig. 5.1. The single Trotter step depicted in this figure
represents the approximated evolution for a time t/l of the complete Hamiltonian.
Note that the third and fourth logical qubits correspond to the fourth and third
physical qubits, respectively. We choose this notation due to the reduction of SWAP
gates needed for the performance of the protocol. The optimized Trotter step con-
tains 24 XX two-qubit gates between nearest-neighbor qubits, 24 SWAP gates and
20 single-qubit rotations. In Fig. 5.2, we show the e ciency of the digital protocol
for di erent number of Trotter steps. Here, we analyze the loss of the state fidelity
and the expected value of some operators performed in the simulation, considering
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Figure 5.1: Sequence of gates in a single Trotter step of the digital quantum
simulation of the Hamiltonian in Eq. (5.5) describing the H2 molecule. Notice that, for
the sake of optimizing the number of gates, we swap the logic label of the third and fourth
physical qubits. (a) Original protocol including MS multiqubit gates (light green), MS =
exp(iﬁ8S
2
x), ÁMS = exp(≠iﬁ8S2x), where Sx = qi ‡xi , and intermediate unitaries (yellow)
U1 = U3 = exp(≠i2hDt‡zj ), U2 = U4 = exp(i2hDt‡zj ), where the subindex j means that
it is applied to the j-th qubit. The Trotter step also contains Zﬁ/2-rotations (purple)
Z = exp(≠iﬁ4 ‡zj ) and Z˜ = exp(iﬁ4 ‡zj ), single-qubit gates (dark blue) R = exp(≠i„jt‡zj ),
with „1 = 4h11+2hA+4hC≠hD, „2 = 4h22+2hA+4hC≠hD, „3 = 4h33+2hB+4hC≠hD, and
„4 = 4h44+2hB+4hC≠hD, and two-qubit gates (dark green) ZZ = exp(≠i◊ijt‡zi ‡zj ), with
the phase ◊ij depending on the qubits involved, such that ◊12 = 2hA, ◊13 = ◊24 = 2hC≠hD,
◊14 = ◊23 = 2hC , and ◊34 = 2hB . (b) Trotter step with MS multiqubit gates decomposed
into two-qubit gates (dark green). Here, XX = exp(≠iﬁ4 ‡xi ‡xj ), and ÁXX = exp(iﬁ4 ‡xi ‡xj ).
(c) Optimized Trotter step, in which we have expressed the algorithm in terms of XX
gates via the Yﬁ/2-rotations (grey) Y = exp(≠iﬁ4 ‡yj ) and Y˜ = exp(iﬁ4 ‡yj ), and with ‰XX =
exp(≠i◊ijt‡xi ‡xj ). (d) After a complete decomposition into two-qubit gates of the MS gates
involved in the simulation of a multiqubit interaction, a simplification of two-qubit gates
(red) cancelling each other is shown.
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simulated phases up to ◊ = h11t = 2. We break down the Hamiltonian terms and
plot the energies of each of them to observe separately the Trotter error associated
with the di erent kinds of interactions appearing in the algorithm. We observe that,
for a single Trotter step, the energies related to single-qubit gates are similar to the
exact evolution, while in the case of the four body terms the deviation is higher.
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Figure 5.2: Digital quantum simulation of the H2 molecule Hamiltonian for a
phase of ◊ = h11t. Here, digital evolutions up to 3 Trotter steps are compared with the
exact evolution for initial state |ÂÍ = c†1c†2|vacÍ = |1100Í. (a) Fidelity loss of the digitally
evolved states, with F = |È (t)| l(t)Í|2. Expectation values of the separated Hamiltonians,
in atomic units, proportional to (b) ‡z1 and ‡z2 , (c) ‡z3 and ‡z4 , and (d) ‡x1‡y2‡y3‡x4 , ‡y1‡x2‡x3‡y4 ,
‡x1‡
x
2‡
y
3‡
y
4 and ‡y1‡y2‡x3‡x4 .
Symmetric Trotter expansions provide the improvement of the digital error at the
expense of more gate execution. The Hamiltonian of Eq. (5.5) can be divided in two
groups of interactions, H1, the sum of the first 10 terms that commute among them,
and H2, the sum of the last 4 terms that also commute among them. As commuting
interactions do not generate digital error, the evolution of a symmetric Trotter step
can be written as follows [31],
e≠iH1t/2le≠iH2t/le≠iH1t/2l. (5.8)
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Figure 5.3: Total upper bound of errors in digital quantum simulation of elec-
tronic Hamiltonian. Total upper bound of symmetric and regular expansions for the
digital simulation of the hydrogen molecule as a function of the error of a two-qubit gate,
considering l = 2, 3, 4 Trotter steps and a simulated phase of ◊ = h11t = 2. The total error
is calculated as the sum of the experimental error of two-qubit gates and the digital errors.
This plot shows the crossing points between the symmetric and the regular protocols for the
same number of Trotter steps. On the left hand side of the crossing points, the symmetric
protocol provides better results than the regular one. On the right hand side, however, the
considered experimental error gate is higher, and the regular protocol where a less number
of gates is executed shows better performance.
This protocol requires the implementation of the interactions of H1 one more time
than in the regular digital protocol, thereby reducing the digital error. We introduce
a fixed error for any two-qubit gate between nearest-neighbor qubits, without re-
stricting ourselves to a specific setup or experimental source of error. Single-qubit
gate errors are neglected due to their high fidelity with current technology. If the
dominating error is the experimental one, then the aim is to reduce the number of
gates and, consequently, the regular protocol gets better fidelities. In Fig. 5.3, we
analyze the errors of both the regular Trotter protocol and the symmetric protocol,
and we give an upper bound of the total error summing the digital and the exper-
imental error considering a range of values for the two-qubit gate error employed.
For fixed number of Trotter steps, l = 2, 3, 4, we observe crossing points between the
errors associated with the symmetric protocol and the regular one whilst considering
higher experimental gate error. On the left side of the crossing points, the experi-
mental error is smaller and the symmetric protocol provides better results, whereas
on the right side, as the experimental gate error grows, the regular protocol is more
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adequate. We also notice that, as the number of Trotter steps increases, the ad-
vantages of one protocol with respect to the other lessen. It is worthy to mention
that the two-qubit gate errors in current superconducting devices are on the order of
10≠2 [60].
5.2 Simulation of environmental eﬀects
In this section, we propose a quantum simulation in superconducting circuits of
generic system-environment interactions, which have long been recognized as funda-
mental in the description of electron transport in biomolecules.
Biological systems are not isolated, and one can consider minimal models for
characterizing the quantum baths and decoherence [174, 175], such as the spin-boson
model, or the Caldeira-Leggett model. The former is a widely used model that de-
scribes the interaction between a two-level system and a bosonic bath, and the latter
deals with the dynamics of a quantum particle coupled to a bosonic bath. Usually,
the coupling of the quantum system to the bath degrees of freedom is completely
specified by the spectral density J(Ê), which may be obtained from experimental
data, and allows us to explore di erent continuum models of the environment. Nev-
ertheless, in certain limits of strong coupling, the evaluations are computationally
hard, and the complete comprehension of the physics remains as an open problem.
In particular, we study a Hamiltonian describing the charge transfer in DNA
wires [183, 184, 185], where experiments show a wide range of results, from insu-
lator to conductor behaviours [192, 193, 194, 195, 196, 197, 198]. When describ-
ing the dynamics of electrons in these biomolecules, the influence of a dissipative
medium determines substantially the transfer events. We consider a bosonic bath in
which a variety of crucial factors are contained, such as the internal vibrations of the
biomolecule and the environmental e ects.
A generic e ective charge-bath model that describes an electronic system cou-
pled to a fluctuating environment, in this case a bosonic bath, is captured by the
Hamiltonian [185]
H =
ÿ
j
Ájf
†
j fj +
ÿ
j
Vj,j+1
1
f†j fj+1 +H.c.
2
+
ÿ
i
Êib
†
i bi +
ÿ
i,j
⁄ijf
†
j fj
1
b†i + bi
2
, (5.9)
with fj(f†j ), fermionic annihilation (creation) operators for electrons on di erent sites
with energies Áj . Vj,j+1 characterizes the electron hopping between nearest-neighbor
sites. The bath is represented by the bosonic annihilation (creation) operators bi(b†i ),
and the coe cients ⁄ij indicate how the system and bath are coupled.
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A minimal and particular case is the two-site model with j = A,B, which com-
prises a donor (D) and an acceptor (A) site [183, 184]. This reduced model can be
mapped onto the spin-boson model, which has been studied in cQED [199], for the
particular case of one spinless electron in the system. We provide the patterns to
treat in a cQED setup a more general situation where the spin degree-of-freedom or
more electrons enter into the description. To this end, we consider Eq. (5.9) with
j = 1, 2, 3, and Vj,j+1 = V , which cannot be mapped onto the well-studied spin-boson
model. For the sake of simplicity, we have chosen this truncation, but the techniques
can be easily extrapolated to an arbitrary case.
As previously shown, in order to simulate fermionic operators in superconducting
circuits, we replace them by Pauli matrices via the JW transformation, leading to
H =12
3ÿ
j=1
‡zj ≠
V
2
!
‡x1‡
x
2 + ‡y1‡
y
2 + ‡x2‡x3 + ‡
y
2‡
y
3
"
+
ÿ
i
Êib
†
i bi +
ÿ
i,j
⁄ij
2 (‡
z
j + 1)
1
b†i + bi
2
, (5.10)
where the first two terms correspond to the purely electronic subsystem, the third
term is the free energy of the bosons in the bath, and the last term represents the
interaction of the electrons with the environment.
The Hamiltonian is now suitable for a digital quantum simulation in supercon-
ducting circuits, in which the qubits are described by Pauli operators, and 3D cavities,
multimode CPWs, or low-Q cavities play the role of bosonic baths. A first step in
this direction, considering an open transmission line coupled to qubits in order to
simulate fermionic systems interacting with a continuum of bosons was introduced
in the context of QFT in chapter 4. While the basic protocol was already developed
in this chapter, here we apply this formalism to the di erent context of electron
transport in biomolecules, for a discrete set of coupled fermionic and bosonic modes.
Recently, experimental realizations with a transmon qubit coupled to a multimode
cavity in the strong coupling regime have been performed [181]. There, the feasibil-
ity of coupling a superconducting transmon qubit to a long coplanar resonator has
been shown, achieving in this way the coupling of a qubit to a set of several bosonic
modes at the same time. This multimode treatment is also needed to explain results
in superconducting 3D cavities or in transmission lines [180, 182], which allows us to
propose a simulation exploiting the natural complexity that superconducting circuits
reveal.
By coupling three tunable superconducting qubits [150, 200] to a multimode cavity
as in Fig. 5.4, the Hamiltonian of Eq. (5.10) can be reproduced by using digital-
analog methods, that is, introducing the fermionic interactions digitally and the
bosonic ones in analog interaction blocks. We propose the emulation of a variety of
system-environment dynamics on superconducting circuit technology. To this end,
we consider the interaction term describing the jth qubit coupled to a multimode
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cavity,
Hint =
ÿ
i
—
1
„jext, „¯
j
ext
2
gj(Êi)‡zj (b†i + bi), (5.11)
with bi (b†i ) the ith mode annihilation (creation) operator related with the cavity
frequency Êi, couplings gj(Êi) = g0
Ô
i+ 1, and g0 the coupling strength to the fun-
damental cavity mode Ê0. We profit from the tunability of the coupling between
qubits and transmission lines via external magnetic fluxes „jext and „¯jext [77, 150,
200] to address a wider range of regimes and models, since the set of couplings
—(„jext, „¯jext)gj(Êi) mimic the coe cients ⁄ij that characterize the interaction with
the environment in Eq. (5.10). Moreover, it has been shown experimentally how to
engineer di erent shapes for the bath spectral function with a transmission line and
partial reflectors [199, 201]. Additionally, it can also be proven that a simple tunable
Ohmic bath, as the one provided by a transmission line, equipped with a feedback
protocol, can produce highly non-Markovian dynamics [202]. Growing in electronic
complexity in Eq. (5.9) implies adding more qubits coupled to the transmission line
in Fig. 5.4. However, we can take full advantage of the same multimode cavity by
encoding the bath in a similar fashion. Hence, the cQED setup may be easily scaled
up by coupling more qubits to the same transmission line.
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bosonic bath
Digital: electrons
…
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Figure 5.4: Scheme of the cQED setup and digital-analog protocol needed for mim-
icking the Hamiltonian in Eq. (5.10). We consider a multimode cavity (red), that is, either a
long resonator, a 3D cavity or a transmission line, coupled to three tunable superconducting
qubits (blue). The cavity simulates analogically the bosonic bath, whereas the electrons are
encoded in the superconducting qubits. The coupling between the qubits and the cavity,
—(„jext, „¯jext)gj(Êi), must be tunable via external magnetic fluxes „jext and „¯jext to enable
the digital-analog quantum simulation, in which each qubit is coupled sequentially with the
cavity.
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Let us discuss how the Hamiltonian in Eq. (5.10) is decomposed into di erent
digital and digital-analog blocks for the quantum simulation. As in the previous
section, the purely electronic subsystem can be decomposed in Trotter steps and
reproduced by single- and two-qubit gates. Since the bosonic operators do not enter in
this part, we must decouple the tunable qubits from the transmission line to perform
the required gates. The remaining terms are encoded in digital-analog blocks, where
we divide the dynamics in di erent Trotter steps in which the multimode cavity
enters in an analog way, providing the free energy of the bosons, and simulating the
last term of Eq. (5.10). This last term is composed of purely bosonic interactions
proportional to (b†i + bi), which may be simulated through a microwave driving in
the cavity. It also involves qubit-boson interactions, ‡zj (b
†
i + bi), which emerge from
the coupling of each qubit with the multimode cavity, as in Ref. [77]. A future
analysis of the error in this protocol may include not only the error of the two-qubit
gates, but also the contribution of the imperfect decoupling of the qubits with the
transmission line in the single-qubit gates in which we introduce the coupling with
the bosonic degrees of freedom. The figure of merit in the simulation is the final
state of the fermions, which may be extracted from the final state of the qubits. The
quantum simulation may be performed for di erent final times, thereby allowing us
to reconstruct the electronic dynamics, such as transfer of excitations.
With this proposal, we have provided not only a way of extracting results illus-
trating di erent charge transport regimes in biomolecules, but also a way of testing
di erent minimal models for describing molecules embedded in a bosonic environ-
ment. Superconducting circuits are a controllable quantum platform in which we
can tune couplings between spins and bosons, and manipulate external conditions
to engineer di erent baths. We analyze models of biological systems with a certain
complexity and translate them to a controllable superconducting device that enjoys
a similar complexity.
In this chapter, we have proposed methods to perform feasible digital and digital-
analog quantum simulations of molecular structures and biomolecules with the state-
of-the-art of superconducting circuit technology. We analyze di erent quantum chem-
istry models by increasing gradually the complexity, moving from purely fermionic
models of molecular structures to descriptions of charge transport in biomolecules
embedded in a bosonic medium. We aim to profit from the unique features of cQED,
such as the strong coupling of a two-level system to bosonic modes, in order to repre-
sent controllable scenarios in which quantum chemistry and quantum biology models
may be studied. The proposal includes a purely digital quantum simulation proto-
col for fermionic models, for which we provide general methods of encoding and the
sequence of gates needed for the particular case of simulation of the H2 molecule.
The previous formalism is partially used for simulating biomolecules a ected by their
bosonic surroundings, where we also add analog blocks with a multimode cavity play-
ing the role of the bosonic bath, hence boosting the e ciency of quantum algorithms
for quantum chemistry.
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6 Conclusions
T his Thesis explores the possibilities of quantum platforms, and in particular su-perconducting circuits, for the simulation of classically intractable models. We
take into account the state-of-the-art quantum technology and analyze the resources
that it provides for solving not only quantum mechanical models, but also models of
QFT and quantum aspects in biology. The methods proposed in this Thesis involve
in a first step the usual digital encoding of information into qubits, proper to uni-
versal quantum computing, to then shift the paradigm towards hybrid techniques in
which we consider not only the qubits as the carriers of information, but also other
elements in the quantum platforms whose degrees of freedom are potential resources
for storage and computation. These mixed approaches enhance the possibilities of
quantum technologies as information processors while setting aside the universality
and complete digitalization of quantum computation. Instead, we propose narrower
purpose simulators, with analog information encoding, both for the sake of feasi-
bility in realistic current devices, and as promising forerunners in quantum analog
computation, and hybrid quantum digital-analog computation.
Many-body fermionic systems in 1D and 2D containing couplings with nearest
and next-nearest neighbors can be quantum simulated with polynomial resources
and adequate techniques. We study the specific case of the Fermi-Hubbard model in
1D and 2D with a quantum platform in which nearest-neighbor qubits can perform
91
entangling gates. Our purely digital approach has the advantage of being expressed
in the language of quantum algorithms, hence being implementable in any quan-
tum platform optimized towards quantum computation. The possibility of a future
implementation of quantum error correction in combination with these techniques
will enable the e cient and scalable digital quantum simulation of fermionic models.
Our method has been demonstrated in a quantum simulation of up to four fermionic
modes with a superconducting quantum circuit, employing in excess of 300 quantum
logic gates, which constituted the most advanced digital quantum simulation at that
moment. The fidelities we have obtained suggest that there is, in principle, scalability
to a larger number of modes, and arbitrary spatial dimensions. Consequently, the
road for the construction of larger testbeds for fermionic systems reveals itself viable
along with the further development of quantum technologies.
We conclude that the introduction of classical techniques as subroutines in the
quantum simulation of fermionic models allows computations working directly in the
thermodynamic limit, and thus unencumbered by finite-number boundary e ects.
We propose such an application for a few-qubit quantum device that allows the
simulation of strongly correlated fermions described by the Fermi-Hubbard model
and is capable of qualitatively describing the Mott metal-insulator transition. The
combination of the DMFT approach with a digital quantum simulation of the reduced
fermionic model in a five-qubit processor is in principle feasible with the state-of-
the-art technology. This classical-quantum symbiosis in the simulation of strongly
correlated fermion models constitutes a di erent approach in which the number of
fermions encoded is not limited by the number of qubits. This hybrid procedure
combines one of the best classical approaches with previous methods for the digital
simulation of fermions, enriching and broadening the scope of fermionic simulation
techniques. In particular, it is oriented to find applications for small quantum devices
in the near future.
Fermionic models with all-to-all couplings constitute a higher step in complexity
in what regards the simulation of fermionic systems. We consider the SYK model
connecting quantum gravity to ordinary QFT via a holographic duality, and originally
related to quantum spin glasses in condensed matter. This minimal AdS/CFT model
describes interacting fermions with randomly distributed all-to-all couplings for which
a non-perturbative understanding can enlighten aspects of quantum gravity, such as
bewildering features of quantum black holes, e.g., the information loss paradox. The
computation of such non-equilibrium aspects compel quantum platforms to cross
the barrier of their observable magnitudes, and demand a method for extracting
correlation functions besides simulating the non-trivial system dynamics. We give a
protocol that requires polynomial resources for a digital quantum simulation of this
model, and for probing non-equilibrium dynamics and the scrambling of information.
The combination of proposed techniques is suitable for current technology and is
posed to benefit from the rapid advances of quantum technology in the near future.
It is likely that more examples of SYK-like models of holography exist, waiting to be
uncovered in the near future. Our work therefore provides a foundational proposal
opening a route towards the simulation of a variety of theories that span the bridge
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between condensed matter and quantum gravity.
A di erent and distinct paradigm for quantum simulation implies analog stor-
age and processing of information in controllable quantum platforms. In the analog
treatment, we deal with continuous variables instead of discrete ones. This is the
case of QFT, which was created originally to reconcile quantum mechanics and spe-
cial relativity, and which is formulated in terms of infinite and continuum number
of degrees of freedom. Current e orts for the simulation of these kind of theories
consist on quantum algorithms and quantum simulations that reduce these complex
models to a large number of controllable qubits. Such realization with controllable
quantum platforms is highly demanding and has not yet been achieved in a con-
clusive manner. We conclude that our novel quantum simulation method involving
analog and digital techniques with superconducting circuits establishes a new path
to perform truly complex and e cient quantum simulations of QFT. We harness
distinctive features of superconducting circuits in order to apply the complexity-
simulating-complexity concept, and to avoid complete digital encoding into qubits.
This quantum technology provides strong and ultrastrong coupling between super-
conducting qubits with microwave resonators and open transmission lines. Thus, we
propose qubits to e ciently simulate fermionic modes via digital techniques, while
we consider the continuum complexity of an open transmission line to capture the
continuum complexity of bosonic modes in quantum fields. We consider our digital-
analog approach as the most e cient path towards the scalable quantum simulation
of full-fledged QFTs in perturbative and non-perturbative regimes. A consequence
of this computational paradigm is the technological development of quantum plat-
forms not only pursuing the qubit controllability and scalability, but also exploiting
singular characteristics of each of them.
We state that the digital-analog approach for quantum simulations boost the e -
ciency of the computations while allowing flexibility in the simulated dynamics. The
analog encoding of information in the bosonic fields of the superconducting devices
can be applied generally in other models with analogous bosonic degrees of freedom,
and particular interactions can be designed in each digital step of the discretized
evolution. We thus combine two kinds of building blocks for quantum simulations.
On one hand, we use purely quantum digital simulation for encoding interactions,
and quantum operators which do not appear naturally in the quantum platform un-
der consideration, as fermionic degrees of freedom in superconducting circuits. On
the other hand, we propose superconducting resonators and open transmission lines,
described with bosonic degrees of freedom, as analog carriers and processors of quan-
tum information. The merger of both techniques with classical feedback simulations
allows us to tackle e ciently the study of environmental e ects in quantum chem-
istry and quantum biology. Along these lines, we propose an e cient protocol for
simulating fermionic models of molecular structure with hybrid quantum-classical
digital techniques. Furthermore, we address the modeling of system-environment in-
teractions of biomolecules involving bosonic degrees of freedom with a digital-analog
approach.
On the whole, this Thesis encloses increasingly sophisticated techniques for quan-
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tum simulations of a variety of complex models. The treatment of fermionic models,
holographic models, QFTs, quantum chemistry models, and quantum biology e ects
in quantum technologies establishes a dialogue between quantum information theory
and condensed matter, quantum gravity, high energy physics, biology and chemistry.
Our e orts are meant to influence the way we harness quantum platforms, as unique
devices which posses higher capabilities as information processors beyond the purely
digital quantum computation paradigm.
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A DETAILS OF THE EXPERIMENT IN SUPERCONDUCTING CIRCUITS
A Details of the experimentin superconducting circuits
In this appendix we give more details of the experiments presented in section 2.3,
and the techniques we have used.
A.1 Experimental details and state fidelity
Experiments are performed in a wet dilution refrigerator with a base temperature of
20 mK. Qubit frequencies are chosen in a staggered pattern to minimize unwanted
interaction. Typical qubit frequencies are 5.5 and 4.8 GHz. Exact frequencies are
optimized based on the qubits’ |eÍ and |fÍ state spectra along the fully tunable
trajectory of the CZ„ gate, as well as on minimizing the interactions between next-
nearest neighboring qubits. The qubits being used are Q1-Q4 in Ref. [80]. Data are
corrected for measurement fidelity, typical measurement errors are 0.01 for qubits Q1
and Q3, and 0.04 for Q2 and Q4 [80, 203].
The state fidelity is computed using the expression |qkPk,idealPk|2, which is
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equal to |È ideal| Í|2 to first order. Here, Pk,ideal and Pk are mode occupations and k
runs over the computational basis. The consistency with measured process fidelities,
and the scaling of the simulation fidelity with simulation steps justify this approach.
A.2 Trotter step pulse sequences
A.2.1 Pulse sequences and gate counts
The two-, three- and four-mode Trotter step pulse sequences are shown in Fig. A.1.
The gate counts are determined using Fig. A.1 and can be found in Table 2.4 in
section 2.3.4.
XY gatep2
CZf
detuning
p XY gate
b
Time (ms)0.0 0.5 1.0 1.5
c
a two-mode Trotter step
three-mode Trotter step
four-mode Trotter step
XY gatep2
CZf
detuning
p XY gate
b
Time (ms)0.0 0.5 1.0 1.5
c
a two-mode Trotter step
three-mode Trotter step
four-mode Trotter step
( )
( )
( )
Figure A.1: Pulse sequences in the experiment. Pulse sequences for a single two-mode (a),
three-mode (b), and four-mode (c) Trotter step. Used gates are entangling gates as well as
single-qubit microwave, idle and detuning gates. The legend is in the bottom right.
A.2.2 Initialization
The gate sequences for the initialization of the three- and four-mode simulation are
shown in Fig. A.2. For the two-mode simulation the input state is (|01Í+ |11Í)/Ô2,
for three modes, (|101Í+ |110Í)/Ô2, and for four modes, (|0101Í+ |1001Í+ |0110Í+
|1010Í)/2.
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A.3 Quantum process tomography
We use QPT to determine the ‰ matrix. We start by initializing the qubits into the
ground state, and prepare input states by applying gates from {I,X/2, Y/2, X}¢2.
The process output is reconstructed by applying gates from the same group, essen-
tially obtaining the 16 output density matrices. The ‰ matrix is then determined
using quadratic maximum likelihood estimation, using the MATLAB packages Se-
DuMi and YALMIP, while constraining it to be Hermitian, trace-preserving, and
positive semidefinite; the estimation is overconstrained. Non-idealities in measure-
ment and state preparation are suppressed by performing tomography on a zero-time
idle.
The ‰matrices for processes U1 = exp(≠iﬁ2 (b1b†2+b2b†1)) and U2 = exp(≠iﬁ2 (b†1b2+
b†2b1)) are determined experimentally, and the matrix of process U2U1 is computed
from the experimentally obtained matrices following Ref. [204].
The used quantum circuits are
e≠i
ﬁ
2 (b1b
+
2 +b2b
+
1 )
≠Y/2 • ≠Y/2 • Y/2
æ
≠X/2 • X/2 • X/2
and
e≠i
ﬁ
2 (b
+
1 b2+b
+
2 b1)
≠Y/2 • Y/2 • Y/2
æ
≠X/2 • ≠X/2 • X/2
(a) (b)
l1>
l1>
l1>
Xp/2Xp/2
Xp/2
l1>
l1>
l1>
Xp/2Xp/2
Xp/2
l1>
Xp/2Xp/2
Xp/2
three-mode init. four-mode init.a b
l1>
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Xp/2Xp/2
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three-mode init. four-mode init.a b
Figure A.2: Initialization gate sequence. (a) Three-mode initialization. (b) Four-mode
initialization.
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A.4 Randomized benchmarking and the two-mode Trotter step
The process fidelity of the exp(≠i„2‡z¸‡zm) gate and the two-mode Trotter step are
determined using interleaved Cli ord-based randomized benchmarking [205, 206, 75].
This technique is insensitive to measurement and state preparation error, and deter-
mines the fidelity properly averaged over all input states, but it restricts the gates
to have a unitary which lies within the Cli ord group. As representative angles we
have therefore used „ = ﬁ/2, and „xx = „yy = „zz = ﬁ/2 for the Trotter step.
The data are shown in Fig. A.3. We start by measuring the decay in sequence
fidelity of sequences of random, two-qubit Cli ord elements (black symbols). When
interleaving we see an extra decrease of sequence fidelity, which can be linked to the
process fidelity of the interleaved gate. We find that the exp(≠iﬁ4‡z¸‡zm) gate and
the Trotter step have errors of 0.020 and 0.074, respectively. We note that these
values are consistent with estimation by adding individual gate errors as shown in
section 2.3.
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Figure A.3: Randomized benchmarking. Cli ord-based randomized benchmarking of
exp(≠iﬁ4 ‡z¸‡zm) and the two-mode Trotter step. Sequence fidelity versus number of Cli ord
elements. Black: reference, color: interleaved.
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A.5 Digital error
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Figure A.4: Digital error for the time-independent simulation. (a) Three mode
simulation (U = 0, U = 1, V = 1). (b) Four mode simulation (U23 = 1, U14 = 0, V = 1).
(c) Fidelity. Ideal evolution (solid lines) and exact digital solution (open symbols connected
by dashed lines).
The Trotter expansion introduces digital errors due to discretization. A full anal-
ysis of the digital error for the model being used can be found in section 2.2.2. For
the time-independent model, the two-mode simulation has zero digital error. For the
three- and four-mode simulation the full evolution (solid lines), exact digital solu-
tion (open symbols connected by dashed lines), and fidelities due to digital error are
shown in Fig. A.4.
For the time-dependent model we find a negligible digital error for two modes,
and a significant error for three, see Fig. A.5. The large error for three modes arises
from having to approximate a larger Hamiltonian, as well as using only a single step.
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Figure A.5: Digital error for the time-dependent simulation for two modes, using
two Trotter steps (a) and three modes, using one Trotter step (b). Ideal evolution (solid
lines), exact digital solution (dashed lines), and fidelity (solid black).
A.6 Minimizing leakage of the CZ„ gate
The tunable CZ„ gate works by tuning the frequency of one of the qubits to approach
the avoided level crossing of the |eeÍ and |gfÍ states, using an adiabatic trajectory [83].
For large phases we need to approach closely the avoided level crossing, inducing state
leakage.
To minimize such leakage we have chosen to increase the length of the CZ„
gate from a typical 40 ns [60] to 55 ns. However, for large phases (> 4.0 rads),
see Fig. A.6a, we still see a considerable amount of leakage, see the Fig. A.6b. By
choosing the leaked state population as a fitness metric, and using Nelder-Mead
optimization in a similar approach to Ref. [207] to tune waveform parameters, see
Figs. A.6c-d, we can significantly suppress leakage. We note that this optimization
took approximately one minute in real time.
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Figure A.6: Minimizing leakage of the CZ„ gate. (a) Tunable phase versus pulse
amplitude, determined with quantum state tomography. (b) Zoom-in of the amplitude
region for large phases, showing the |fÍ-state population before (blue) and after (red) Nelder-
Mead optimization. (c) Population of |fÍ versus Nelder-Mead function evaluation, showing a
downwards trend. (d) Optimization of the waveform parameters with Nelder-Mead function
evaluation, see Ref. [83] for the definition of these parameters.
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B Hubbard model in infinitedimensions and DMFT
A standard model to describe strongly correlated electron systems in thermodynamic
equilibrium is the Hubbard Hamiltonian
H = ≠t
ÿ
Èj,kÍ‡
1
c†j,‡ck,‡ + c
†
k,‡cj,‡
2
+ U
ÿ
j
nj,¿nj,ø. (B.1)
In this model, electrons with spin projections ‡ =¿, ø ‘hop’ between adjacent
lattice sites with tunelling energy t. This process is described in the first term, where
Èj, kÍ denotes the sum over all nearest-neighbor sites j and k, and c†j,‡ and ck,‡
denote the fermionic creation and annihilation operators, respectively. The electrons
interact with on-site Coulomb repulsion U > 0, described in the latter term by the
product of the local number operators nj,¿ = c†j,¿cj,¿ and nj,ø = c
†
j,øcj,ø.
Here, we consider the paramagnetic Hubbard model in an infinite-dimensional
Bethe lattice [91] in the thermodynamic limit at zero temperature. This setup has
very simple self-consistency relations, which makes it an ideal test-bed for a proof-
of-principle demonstration of a hybrid quantum-classical scheme.
The DMFT approach [9] to solving this model consists in neglecting spatial fluc-
tuations around a single lattice site and replacing the rest of the many-body lattice in
the thermodynamic limit by a time-translation-invariant, self-consistent mean-field
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 (·≠· Õ) (or  (Ê) in the frequency domain), as illustrated in Fig. 2.14a. The isolated
lattice site can dynamically exchange fermions with the mean-field at time instants
· Õ and · . This allows one to include retardation e ects that are important in the
presence of strong correlations. In short, the dynamical mean-field approach reduces
the complexity of the full Hubbard model to an e ective single-site system which is
a slightly more benign many-body problem to solve. In infinite dimensions, DMFT
becomes exact as the irreducible self-energy of the lattice model becomes strictly lo-
cal in space,  latt,jk(Ê) = ”jk latt,jj(Ê), and its skeleton diagrams agree with those
of a single-site, or impurity, model [9].
The solution of the e ective single-site, or impurity, problem also yields the solu-
tion of the infinite-dimensional Hubbard model due to the self-consistency condition.
This leads to the retarded single-particle impurity Green function in the frequency
domain being given by
GRimp(Ê) =
1
Ê + µ≠ (Ê)≠  imp(Ê) , (B.2)
where µ is the chemical potential, and  imp(Ê) denotes the impurity self-energy.
The impurity Green function describes the response of the many-body system after
a localized removal or addition of a particle on the impurity site and is defined in the
time domain and at zero temperature as
iGRimp(·) = ◊(·)È{c‡(·), c†‡(0)}Í, (B.3)
where i is the imaginary unit, · is real time, {·, ·} denotes the anticommutator,
◊(·) is the Heaviside step function, and the average is computed in the ground-state
|GSÍ of the impurity model. The fermionic creation and annihilation operators are
given in the Heisenberg picture. In the paramagnetic phase the Green function is spin
symmetric and we therefore only need to work out GRimp(Ê) for one spin configuration.
The initially unknown mean-field  (Ê) has to be chosen such that GRimp(Ê)
matches the local part of the retarded lattice Green function GRlatt,jj(Ê), i.e.,
GRimp(Ê) = GRlatt,jj(Ê), (B.4)
where j is the (randomly chosen) lattice site from which the removal or addition
of a particle occurs in the translationally invariant lattice model. The DMFT self-
consistency condition Eq. (B.4) implies
 imp(Ê) =  latt,jj(Ê), (B.5)
i.e., the impurity self-energy matches the local self-energy of the Hubbard model in
the infinite-dimensional Bethe lattice.
In the general case, the DMFT self-consistency loop is iterated as follows (see also
Ref. [9]). (i) First, guess the local self-energy  latt,jj(Ê). (ii) The local lattice Green
function can be computed as GRlatt,jj(Ê) =
sŒ
≠Œ d‘ ﬂ0(‘)/ [Ê + µ≠ ‘≠  latt,jj(Ê)],
where ﬂ0(‘) =
Ô
4tú2 ≠ ‘2/2ﬁtú2 is the non-interacting density of states of a Bethe
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lattice. The constant tú emerges from the requirement that the Hubbard hopping
needs to be scaled as t ≥ tú/Ôz to avoid a diverging kinetic energy per lattice site
in the limit of infinite coordination, z æ Œ [9]. (iii) With Eqs. (B.4) and (B.5), we
obtain  (Ê) from Eq. (B.2) and the impurity model is then defined. (iv) Compute
the impurity Green function and obtain the impurity self-energy  imp(Ê). There
are several means to do this [9]. (v) Set  newlatt,jj(Ê) =  imp(Ê). (vi) Check if the
self-energy has converged. If not, go to step (ii) and repeat.
Once self-consistent, the solution of the impurity problem then gives access to
local single-particle properties of the original lattice model. For example, the local
lattice spectral function is given by
Alatt,jj(Ê) = ≠Im[GRlatt,jj(Ê + i÷)]/ﬁ = ≠Im[GRimp(Ê + i÷)]/ﬁ, (B.6)
where ÷ is a positive infinitesimal.
In Hamiltonian-based impurity solvers, one parameterizes  (Ê) by a set of bath
sites (see Fig. 2.14b). For any finite number of bath sites, the self-consistency condi-
tion (B.4) can only be approximately satisfied and in the extreme “two-site” DMFT it
turns out to be more suitable to reformulate Eq. (B.4) in a manner specially focused
on this minimal representation [87] (see section 2.4.1). Note that two-site DMFT is
only able to provide a qualitatively correct description of the Hubbard model even
in infinite dimensions [87].
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C Interferometry for theimpurity Green function
In this appendix, we present in detail a measurement scheme for the retarded impurity
Green function.
C.1 Definitions
The retarded zero temperature impurity Green function in the time domain can be
written as
GRimp(·) = ◊(·)
#
G>imp(·)≠G<imp(·)
$
, (C.1)
where the “greater” and “lesser” Green functions are given by
G>imp(·) = ≠iÈc1‡(·)c†1‡(0)Í, (C.2)
G<imp(·) = iÈc†1‡(0)c1‡(·)Í, (C.3)
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respectively. The average is computed in the ground-state |GSÍ of the two-site SIAM
in Eq. (2.20). Here, ‡ can be either ¿ or ø since we are considering a spin-symmetric
case (i.e., GR¿ = GRø ), and the c operators are given in the Heisenberg picture with
respect to HSIAM, i.e.,
c1‡(·) = U†(·)c1‡U(·) = ei·HSIAMc1‡e≠i·HSIAM . (C.4)
One possibility to measure the impurity Green function GRimp(·) is to use a single-
qubit Ramsey interferometer [208] which was used in Ref. [40] in the more general
non-equilibrium case. To this end, we introduce an ancilla qubit in addition to the
‘system’ qubits, raising the total number of qubits needed to implement the two-site
DMFT scheme to five.
C.2 Jordan–Wigner transformation
The greater and lesser components, G>imp(·) and G<imp(·), must be written in terms
of spin operators by again mapping the c1‡ and c†1‡ operators onto Pauli operators
via the JW transformation. For concreteness, we focus on the case ‡ =¿. We obtain
G>imp(·) = ≠
i
4
1
ÈU†(·)‡x1U(·)‡x1 Í+ iÈU†(·)‡x1U(·)‡y1 Í ≠ iÈU†(·)‡y1U(·)‡x1 Í
+ ÈU†(·)‡y1U(·)‡y1 Í
2
, (C.5)
and
G<imp(·) =
i
4
1
È‡x1U†(·)‡x1U(·)Í ≠ iÈ‡x1U†(·)‡y1U(·)Í+ iÈ‡y1U†(·)‡x1U(·)Í
+ È‡y1U†(·)‡y1U(·)Í
2
. (C.6)
C.3 Measurement protocol
Each of the terms of the form ÈU†(·)‡–1 U(·)‡—1 Í, where –,— œ {x, y}, can be mea-
sured in the interferometer. This can be seen as follows. We denote the state of the
system qubits by ﬂsys = |GSÍÈGS|, where |GSÍ is the ground-state of the system.
We initialize the ancilla qubit in the state |0Í, yielding the total density operator
ﬂtot = |0ÍÈ0|¢ ﬂsys. The total system then undergoes the following evolution:
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1. At time t = 0, a Hadamard gate ‡H = 1Ô2 (‡
z + ‡x) is applied on the ancilla
qubit, creating the superposition |0Íancilla æ (|0Íancilla + |1Íancilla) /
Ô
2.
2. A Controlled-Pauli gate ‡–1 is applied on the impurity qubit 1 if the ancilla
qubit has state |0Í.
3. The system qubits undergo time evolution according to the unitary U(·) which
is decomposed into quantum gates.
4. Another Controlled-Pauli gate ‡—1 is applied on the impurity qubit 1 if the
ancilla qubit has state |1Í.
5. Another Hadamard gate is applied on the ancilla qubit.
1
  ˆz |0    ˆy  ˆHAncilla
Uˆ
(⌧
)
3
4
1
2
 ˆ 1 ˆ
 
1
 ˆH
Figure C.1: Quantum network to measure contributions to the Green function.
Quantum network to measure the ÈGS|U†(·)‡–1 U(·)‡—1 |GSÍ contribution to the Green func-
tion GRimp(·). The time-evolution operator U(·) is composed of a set of quantum gates
according to section 2.4.
Denoting the total unitary in steps 2-4 by T , the state of the ancilla qubit after
this evolution is given by
ﬂancilla = Trsys
#
‡HT‡Hﬂtot‡HT
†‡H
$
= 1 + Re[F (·)]2 |0ÍÈ0|≠ i
Im[F (·)]
2 |0ÍÈ1|+ i
Im[F (·)]
2 |1ÍÈ0|
+ 1≠ Re[F (·)]2 |1ÍÈ1|, (C.7)
where F (·) = Trsys
Ë
T †1 (·)T0(·)ﬂsys
È
. We have denoted the controlled unitaries as
T1(·) = ‡–1 U(·) and T0(·) = U(·)‡—1 . Note that since the same U(·) appears in
both unitaries, only the Pauli gates ‡–/—1 need to be controlled, as described above.
Note also that F (·) = ÈU†(·)‡–1 U(·)‡—1 Í. We can rewrite the state of the ancilla
qubit as
ﬂancilla =
1
2 (1 + Re[F (·)]‡z + Im[F (·)]‡y) , (C.8)
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whence Trancilla [ﬂancilla‡z] = Re[F (·)], and Trancilla [ﬂancilla‡y] = Im[F (·)]. Thus,
repeated measurements of the ‡z and ‡y components of the ancilla qubit yield the
real and imaginary parts of the term ÈU†(·)‡–1 U(·)‡—1 Í. See Fig. C.1 for the quantum
network of the scheme.
112
D DETAILS ON THE HOLOGRAPHIC MODELS
D Details on the holographicmodels
This appendix contains further details on the models and theoretical derivations we
have considered in chapter 3.
D.1 SYK models
We have optimized the number of terms to simulate in all models, i.e., with Majorana
and complex fermions, by grouping interaction terms via the anticommutation rela-
tions of fermionic operators. These simplifications lead to new coupling coe cients
resulting from linear combinations of the original coe cients of fermionic models,
Jij;k¸ and Jijkl. These new groupings of coe cients will need to be generated for
the simulation, and implemented as phases in the quantum gates. Thus, we analyze
which are independent random variables and their distribution in relation to those
of the initial models.
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D.1.1 Details on Majorana models
For the Majorana models, we start with the case i > j > k > l (type (i) interaction
terms) and group the interaction coupling constants as follows
J˜–4–3–2–1 =
ÿ
‡(–4–3–2–1)
sgn(‡)J‡(–4–3–2–1) = 4!J–4–3–2–1 , (D.1)
where we have taken into account that, in this case, Jjklm = sgn(‡)J‡(jklm). A
linear transformation of an stochastic variable, ÷ = a› + b, induces a transformation
of the probability density p÷(y) = (1/|a|)p›[(y ≠ b)/a], and this keeps us in the
Gaussian family: if › ≥ N(µ,‡), then ÷ ≥ N(aµ + b, |a|‡). In our case, since
Jjklm ≥ N(0,
Ô
6JN≠3/2), we have J˜jklm ≥ N(0, 4!
Ô
6JN≠3/2). Defining J˜ = 4!J ,
we note that the new coe cients J˜jklm present the same structure as the initial ones,
with a rescaled variance.
The purpose of this simplification is to identify independent stochastic variables;
clearly the constraints J–4–3–2–1 = sign (‡) J‡(–4–3–2–1) signify that these are not
independent. The J˜ variables are symmetrized versions, and are independent.
Our first Majorana model under consideration includes only the four-body inter-
actions above (type (i)), i.e., those with no repeated indices, that can be expressed
in terms of ‰i‰j‰k‰l with i > j > k > l.
Let us now focus on terms with repeated indices, which give rise to type (ii)
interaction terms. Taking them into account as well as the previous ones provides
us with a second Majorana model. Notice however that the physical properties in
the limit of large N would not change. Whenever present, the coe cients Jijkl with
repeated indices would no longer possess the symmetry described above. For instance,
coe cients of ‰i‰j terms (to which the four fermion operators with repeated indices
reduce) should be purely imaginary: let the two fermion terms be written as the
operator M2 = ‰TA‰, with ‰ a column vector with entries the Majorana operators.
The non-trivial elements correspond to the antisymmetric part of the matrix A, so
this is taken as antisymmetric. In order for this operator M2 to be hermitian one
additional constraint is required: A must be hermitian. It follows that A must be
purely imaginary. If we consider a model in which these terms are present, the
coe cients Aij with i > j will be taken from a Gaussian ensemble, Aij ≥ N(0,‡A).
These coe cients will be independent of the previously introduced J˜jklm. We give
the variance as ‡A = JA/(2
Ô
N). Notice however that if we were to start from the
complex fermion model, with or without chemical potential µ, and rewrite it in terms
of Majorana fermions, the coe cients of the two Majorana fermionic terms will not
be independent of the four-point ones in that translated model.
The previous presentation can be summarized as follows: we identify independent
interaction terms. Those correspond to i > j > k > l, four-point interactions, and i >
j, two point interactions. The coupling constants corresponding to these independent
interaction terms have been presented above. The number of independent terms of
each kind, four-point or two point, is given by
!N
4
"
and
!N
2
"
, respectively.
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D.1.2 Details on spinless complex fermion models
We now identify the number of independent interaction terms for the spinless complex
fermion models, and the corresponding coe cients and their probability distribution.
They are firstly rearranged as follows
J˜–2–1;—2—1 =
ÿ
‡1(–2–1);‡2(—2—1)
sgn(‡1)sgn(‡2)J‡1(–2–1);‡2(—2—1) = 4J–2–1;—2—1 , (D.2)
with –2 > –1 and —2 > —1. Otherwise the tilded coe cients are defined to be zero.
This takes into account the fermionic symmetries of the creation and annihilation
operators separately, and allows us to concentrate on the case –2 > –1 and —2 > —1,
which will be useful for the quantum simulation of interaction terms of type (i), as
we will see.
Altogether there are, for n spinless fermions,
!n
2
"2 terms of the form c†i c†jckcl that
satisfy the constraints i > j and k > l.
Now, let us connect with the four types presented in section 3.1.1. We identify
first terms of type (i), for which there is no coincidence of indices, i.e., such that the
additional constraints i ”= k, i ”= l, j ”= k and j ”= l hold, as separate from those cases
in which there is coincidence.
Interaction terms of type (ii) have a coincidence of two indices with the other two
distinct from each other and from the repeated one, that is, a generic interaction
c†injck, with no ordering of indices imposed on them. The counting of combinations
of three di erent indices taken from a set of n is n!(n≠3)! = n3 ≠ 3n2 + 2n. Let us
connect this point of view with the symmetry perspective above. We reintroduce the
restriction i > j and k > l for c†i c
†
jckcl. There are four separate cases of coincidence
of two indices with the other two distinct from each other: a) k = i, and j ”= l; b)
l = i, which implies k > i > j; c) k = j, leading to i > j > l; and d) j = l, with
i ”= k. There are !n3" cases of types b) and c), and 2◊ !n3" each for cases a) and d).
All these cases can be unified in terms of the form c†i c
†
jcjcl (type (ii)) by relaxing the
ordering condition. There are altogether, as before, 6 ◊ !n3" = n3 ≠ 3n2 + 2n terms
of this kind.
There is only one type of coincidence of two pairs, given by k = i and j = l, with
i > j (type (iii)), and there are
!n
2
"
of these terms.
Altogether we see that there are
!n
2
"2 ≠ 6!n3" ≠ !n2" = 6!n4" independent terms of
type (i). This does not yet mean that their coe cients are independent stochastic
variables. We have not imposed as yet hermiticity of the Hamiltonian.
There is a further simplification for interactions of type (i), in which the terms
are grouped as
J1ij;k¸ =J˜ij;k¸ + J˜ik;j¸ + J˜i¸;jk,
J2ij;k¸ =J˜ij;k¸ ≠ J˜ik;j¸ + J˜i¸;jk,
J3ij;k¸ =J˜ij;k¸ + J˜ik;j¸ ≠ J˜i¸;jk,
J4ij;k¸ =≠ J˜ij;k¸ + J˜ik;j¸ + J˜i¸;jk, (D.3)
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which we notice are related as J1ij;k¸ = J2ij;k¸ + J3ij;k¸ + J4ij;k¸. We consider a larger
number of dependent parameters in order to minimize spin interactions, as shown in
Eq. (E.5). The real coe cients appearing in the spin Hamiltonian are Re(Jaij;k¸) and
Im(Jaij;k¸), with a = 1, 2, 3, 4.
As we must emphasize, the fermionic symmetries of these models entail that not
all coe cients are independent. In fact, a choice of indices i > j > k > l de-
termines all the possible six orderings of those distinct numbers that maintain the
property that both the first and the second pair are ordered, i.e., for type (i). This
will give rise to the combinations above, in Eq. (D.3). The complex coe cients
Jij;k¸ in the fermionic model satisfy a Gaussian random distribution with zero mean.
If we consider that the real and imaginary parts are independently Gaussian dis-
tributed and have zero mean, then Re(Jaij;k¸) and Im(Jaij;k¸) with a = 2, 3, 4, which
are a linear combination of Gaussian stochastic variables are themselves Gaussian
distributed. Assuming that in the initial definition of the complex coe cients the
real and imaginary parts are identically distributed, so are Re(Jaij;k¸) and Im(Jaij;k¸),
more concretely ≥ N(0, 3J/n3/2). Furthermore, they are independent when we set
i > j > k > l, and identically distributed. We note that J1ij;k¸ is obtained from
the sum of J2ij;k¸, J3ij;k¸ and J4ij;k¸. Summarizing, for the case of distinct indices we
have six independent identically distributed (i.i.d.) real Gaussian random variables
for the
!n
4
"
alternatives i > j > k > l, starting from complex coe cients. If we were
to restrict ourselves to real coe cients, there would be just three i.i.d. real Gaussian
random variables for those alternatives, ≥ N(0, 3Ô2J/n3/2).
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E Details on the quantumalgorithm for SYK
E.1 Construction of spin interaction terms for the quantumalgorithm
E.1.1 Details on Majorana models
As stated in section 3.2, the JW construction for Majorana fermions is given by
‰l æ
Qa l˜≠1Ÿ
j=1
‡zj
Rb‡–l
l˜
, (E.1)
where l˜ = Â(l + 1)/2Ê and –l is x for even l and y for odd l.
The Majorana interaction terms of type (i), ‰i‰j‰k‰l with i > j > k > l, corre-
spond to spin interaction terms of the form
1rk˜≠1
m=l˜ ‡
z
m
21ri˜≠1
m=j˜ ‡
z
m
2
‡–i
i˜
‡
–j
j˜
‡–k
k˜
‡–l
l˜
.
Note that each fermionic interaction term is translated into just a single kind of spin
interaction, with a definite combination of – spin indices. This general expression
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can be reduced by the following observation: a pair of ordered indices s and t, with
s > t, give identical reduced indices s˜ = t˜ only if both a) s = t + 1 and b) t is odd
(s is even) are fulfilled. Therefore, there are four possibilities of a simplification in
the spin presentation: A) i˜ = j˜ > k˜ Ø l˜; B) i˜ Ø j˜ > k˜ = l˜; C) i˜ > j˜ = k˜ > l˜. The
possibility does exist that i˜ = j˜ > k˜ = l˜, which has been included in both A and
B. We present these cases and the number of combinations corresponding to each in
Table E.1 in terms of Majorana terms.
Table E.1: Majorana quartic fermionic interaction terms when i > j > k > l.
Set Fermionic interaction Number of terms
U ‰i‰j‰k‰l |U | =
!2n
4
"
= 23n4 ≠ 2n3 + 116 n2 ≠ 12n
A ‰i‰i≠1‰k‰l ’i even |A| =
qn
m=2
q2m≠2
k=2
qk≠1
l=1 1 = 23n3 ≠ 32n2 + 56n
B ‰i‰j‰k‰k≠1 ’k even |B| =
q2n
i=4
qi≠1
j=3
% j≠1
2
&
= 23n3 ≠ 32n2 + 56n
A ﬂB ‰i‰i≠1‰k‰k≠1 ’i, k even |A ﬂB| =
!n
2
"
= 12n2 ≠ 12n
C ‰i‰j‰j≠1‰l ’j even |C| =
q2n
i=5
qi˜≠1
m=2
q2m≠2
l=1 1 = 23n3 ≠ 2n2 + 43n
Now we state the simplifications in spin interaction terms as shown in Table E.2.
First, the cases A \ {A ﬂB} and B \ {A ﬂB} present a similar structure. As an
example, the spin interaction term for A \ {A ﬂB} becomes i
1rk˜≠1
m=l˜ ‡
z
m
2
‡z
i˜
‡–k
k˜
‡–l
l˜
.
Notice the presence of the i factor, which is in fact required for hermiticity, because
(‡z
l˜
‡–l
l˜
)† = ≠‡z
l˜
‡–l
l˜
.
The intersection set A ﬂB has representative ≠‡z
i˜
‡z
k˜
.
Finally, the central coincidence of the indices in terms belonging to set C produces
spin interaction terms of the form i
1rk˜≠1
m=l˜ ‡
z
m
21ri˜≠1
m=j˜ ‡
z
m
2
‡–i
i˜
‡z
j˜
‡–l
l˜
.
Table E.2: Spin interactions for quartic Majorana fermionic terms.
Set Spin interaction Number of terms
U \ {A ﬁB ﬁ C}
1rk˜≠1
m=l˜ ‡
z
m
21ri˜≠1
m=j˜ ‡
z
m
2
‡–i
i˜
‡
–j
j˜
‡–k
k˜
‡–l
l˜
2
3n
4 ≠ 4n3 + 223 n2 ≠ 4n
A \ {A ﬂB} i
1rk˜≠1
m=l˜ ‡
z
m
2
‡z
i˜
‡–k
k˜
‡–l
l˜
2
3n
3 ≠ 2n2 + 43n
B \ {A ﬂB} i
1ri˜≠1
m=j˜ ‡
z
m
2
‡–i
i˜
‡
–j
j˜
‡z
k˜
2
3n
3 ≠ 2n2 + 43n
A ﬂB -‡z
i˜
‡z
k˜
n2
2 ≠ n2
C i
1rk˜≠1
m=l˜ ‡
z
m
21ri˜≠1
m=j˜ ‡
z
m
2
‡–i
i˜
‡z
j˜
‡–l
l˜
2
3n
3 ≠ 2n2 + 43n
Coming now to quadratic terms ‰i‰j , with i > j, notice again that they are
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antihermitian as such. They are generically codified as
i‰i‰j æ i
Qai˜≠1Ÿ
l=j˜
‡zl
Rb‡–i
i˜
‡
–j
j˜
, (E.2)
and there are
!2n
2
"
of them. The special case is here when i is even and j = i ≠ 1.
There are n possibilities, all of which are represented by ≠‡z
i˜
.
E.1.2 Details on spinless complex fermion models
Let us now consider the model with complex spinless fermions. The interaction terms
can be mapped as above to spin interactions via the JW transformation. Thus, the
interaction terms of type (i) of this model are expressed as
c†i c
†
jckc¸ = Ÿ
Qa ’2≠1Ÿ
›=’1+1
‡z›
RbQa ’4≠1Ÿ
›=’3+1
‡z›
Rb‡+i ‡+j ‡≠k ‡≠¸ , (E.3)
where {’1, ’2, ’3, ’4} is the permutation of {i, j, k, ¸} such that ’1 < ’2 < ’3 < ’4,
and Ÿ = sign(i ≠ j)sign(¸ ≠ k). We remark that this general expression for distinct
indices holds for any ordering of them. Now, in the quantum simulation, we focus
on the terms such that i > j and k > l, for which Ÿ = ≠1 in our case for type (i).
Let us begin with the general case of complex coe cients Jij;k¸. The complex
fermionic interaction terms with all indices distinct from each other, can be rear-
ranged such that the interaction coe cients for spins are real. By means of the
coe cient relation Jk¸;ij = Júij;k¸, and the identity ‡± = (‡x ± i‡y)/2, the corre-
sponding spin interaction terms read
Jij;k¸c
†
i c
†
jckc¸ + Jk¸;ijc
†
kc
†
¸cicj =
Ÿ
8
Qa ’2≠1Ÿ
›=’1+1
‡z›
RbQa ’4≠1Ÿ
›=’3+1
‡z›
Rb
◊
C
Re(Jij;k¸)(‡xi ‡xj ‡xk‡x¸ + ‡yi ‡
y
j ‡
y
k‡
y
¸ + ‡
y
i ‡
x
j ‡
y
k‡
x
¸ + ‡xi ‡yj ‡xk‡
y
¸
+ ‡yi ‡xj ‡xk‡
y
¸ + ‡xi ‡
y
j ‡
y
k‡
x
¸ ≠ ‡xi ‡xj ‡yk‡y¸ ≠ ‡yi ‡yj ‡xk‡x¸ )
+ Im(Jij;k¸)(‡yi ‡xj ‡xk‡x¸ ≠ ‡xi ‡xj ‡yk‡x¸ + ‡xi ‡yj ‡xk‡x¸ ≠ ‡xi ‡xj ‡xk‡y¸
+ ‡yi ‡
y
j ‡
x
k‡
y
¸ ≠ ‡xi ‡yj ‡yk‡y¸ + ‡yi ‡yj ‡yk‡x¸ ≠ ‡yi ‡xj ‡yk‡y¸ )
D
. (E.4)
Notice that this relation is valid for all orderings of indices, and that for ’2 ≠ ’1 = 1
and ’4 ≠ ’3 = 1 the products are substituted by the identity operator. We will take
into account the model rewritten in terms of J˜–2–1;—2—1 for interaction terms with dis-
tinct indices. In this case, by definition, those coe cients are di erent from zero only
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for –2 > –1 and —2 > —1, for which Ÿ = ≠1. That is, it accounts for those interactions
classified as type (i) in the text. We now want to identify a minimal set of spin interac-
tion terms with real coe cients. We thus group type (i) complex fermionic terms by
making use of the previous relation of conjugated interactions. Now, we choose a set
of ordered indices i > j > k > l. This determines six orderings –1–2;—1—2 which re-
spect –2 > –1 and —2 > —1, namely, {(ij; kl), (kl; ij), (ik; jl), (jl; ik), (il; jk), (jk; il)}.
Then, keeping this choice i > j > k > l, we group
J˜ij;k¸c
†
i c
†
jckc¸ + J˜k¸;ijc
†
kc
†
¸cicj + J˜ik;j¸c
†
i c
†
kcjc¸ + J˜j¸;ikc
†
jc
†
¸cick + J˜i¸;jkc
†
i c
†
¸cjck
+ J˜jk;i¸c†jc
†
kcic¸ =
Ÿ
8
Qa ’2≠1Ÿ
›=’1+1
‡z›
RbQa ’4≠1Ÿ
›=’3+1
‡z›
Rb
◊
C
Re(J˜ij;k¸ + J˜ik;j¸ + J˜i¸;jk)(‡xi ‡xj ‡xk‡x¸ + ‡yi ‡
y
j ‡
y
k‡
y
¸ )
+ Re(J˜ij;k¸ ≠ J˜ik;j¸ + J˜i¸;jk)(‡yi ‡xj ‡yk‡x¸ + ‡xi ‡yj ‡xk‡y¸ )
+ Re(J˜ij;k¸ + J˜ik;j¸ ≠ J˜i¸;jk)(‡yi ‡xj ‡xk‡y¸ + ‡xi ‡yj ‡yk‡x¸ )
+ Re(≠J˜ij;k¸ + J˜ik;j¸ + J˜i¸;jk)(‡xi ‡xj ‡yk‡y¸ + ‡yi ‡yj ‡xk‡x¸ )
+ Im(J˜ij;k¸ + J˜ik;j¸ + J˜i¸;jk)(‡yi ‡xj ‡xk‡x¸ ≠ ‡xi ‡yj ‡yk‡y¸ )
+ Im(J˜ij;k¸ ≠ J˜ik;j¸ + J˜i¸;jk)(‡yi ‡yj ‡xk‡y¸ ≠ ‡xi ‡xj ‡yk‡x¸ )
+ Im(J˜ij;k¸ + J˜ik;j¸ ≠ J˜i¸;jk)(‡yi ‡yj ‡yk‡x¸ ≠ ‡xi ‡xj ‡xk‡y¸ )
+ Im(≠J˜ij;k¸ + J˜ik;j¸ + J˜i¸;jk)(‡yi ‡xj ‡yk‡y¸ ≠ ‡xi ‡yj ‡xk‡x¸ )
D
= Ÿ8
Qa ’2≠1Ÿ
›=’1+1
‡z›
RbQa ’4≠1Ÿ
›=’3+1
‡z›
Rb
◊
C
Re(J1ij;k¸)(‡xi ‡xj ‡xk‡x¸ + ‡yi ‡
y
j ‡
y
k‡
y
¸ ) + Re(J2ij;k¸)(‡
y
i ‡
x
j ‡
y
k‡
x
¸ + ‡xi ‡yj ‡xk‡
y
¸ )
+ Re(J3ij;k¸)(‡yi ‡xj ‡xk‡
y
¸ + ‡xi ‡
y
j ‡
y
k‡
x
¸ ) + Re(J4ij;k¸)(‡xi ‡xj ‡yk‡
y
¸ + ‡
y
i ‡
y
j ‡
x
k‡
x
¸ )
+ Im(J1ij;k¸)(‡yi ‡xj ‡xk‡x¸ ≠ ‡xi ‡yj ‡yk‡y¸ ) + Im(J2ij;k¸)(‡yi ‡yj ‡xk‡y¸ ≠ ‡xi ‡xj ‡yk‡x¸ )
+ Im(J3ij;k¸)(‡yi ‡
y
j ‡
y
k‡
x
¸ ≠ ‡xi ‡xj ‡xk‡y¸ ) + Im(J4ij;k¸)(‡yi ‡xj ‡yk‡y¸ ≠ ‡xi ‡yj ‡xk‡x¸ )
D
.
(E.5)
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In principle, we have mapped fermionic interaction terms with 6 independent
real coe cients in terms of spin interaction terms with 8 real coe cients. We have
preferred to minimize the number of spin interactions, even if it implies using the
dependent coe cients Jaij;k¸ with a = 1, 2, 3, 4 defined previously.
For interaction terms of type (ii), we do not impose the constraints i > j and
k > l, as can be seen in the classification. The complex interaction terms can be also
reordered such that the interaction coe cients for spins are real,
Jij;jkc
†
i c
†
jcjck + Jjk;ijc
†
jc
†
kcicj = ≠
1
4
Qa ’2≠1Ÿ
›=’1+1
‡z›
Rb (‡zj + 1)
◊
C
Re(Jij;jk)(‡xi ‡xk + ‡yi ‡
y
k) + Im(Jij;jk)(‡xi ‡
y
k ≠ ‡yi ‡xk)
D
. (E.6)
We note that interactions (iii) and (iv) can be grouped as follows
4Jij;jininj +
µ
n≠ 1ni +
µ
n≠ 1nj =
3
Jij;ji +
µ
2(n≠ 1)
4!
2 + ‡zi + ‡zj
"
+ Jij;ji‡zi ‡zj ,
(E.7)
so that we only take into account the interaction terms of type (iii) in the counting,
where Jij;ji must be real because of the symmetries.
We show the counting of complex fermionic interaction terms in Table E.3, and
the corresponding spin interactions in Table E.4.
Table E.3: Complex fermionic interaction terms.
Fermionic interaction Number of terms
Jij;k¸c
†
i c
†
jckc¸ + Jk¸;ijc
†
kc
†
¸cicj
1
2
!n
2
"!n≠2
2
"
= 18n4 ≠ 34n3 + 118 n2 ≠ 34n
Jij;jkc
†
injck + Jjk;ijc
†
knjci
1
2n
3 ≠ 32n2 + n
ninj
1
2n
2 ≠ 12n
Table E.4: Complex fermionic interaction terms and their corresponding spin interaction
translation.
Spin interaction Number of spin terms1r’2≠1
›=’1+1 ‡
z
›
21r’4≠1
›=’3+1 ‡
z
›
2
‡–ii ‡
–j
j ‡
–k
k ‡
–l
l
16
6
!n
2
"!n≠2
2
"
= 23n4 ≠ 4n3 + 223 n2 ≠ 4n1r’2≠1
›=’1+1 ‡
z
›
2
(‡zj + 1)‡–ii ‡–kk 42 n!(n≠3)! = 2n3 ≠ 6n2 + 4n
‡zi + ‡zj + ‡zi ‡zj
!n
2
"
= 12n2 ≠ 12n
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E.2 Details on the protocols of the quantum algorithm
E.2.1 Protocol for correlation measurements
We particularize the e cient protocol for determining n-time correlation functions
introduced in [118] for the case of the dynamics of scrambling. In this method, valid
for both analog and digital quantum simulations, an ancillary qubit QA encodes a
correlation function by means of controlled operations.
Let us consider a set of unitaries {Vi}ni=0 acting on the system. We aim at
computing the correlation function ÈVn(tn)Vn≠1(tn≠1) · · ·V1(t1)V0(0)Í. Let us assume
that we know how to implement in the laboratory the unitaries V˜i = |0ÍÈ0|AI +
|1ÍÈ1|AVi, which act on the ancilla and the system . The ancilla QA and the system
evolve with IAU(t), where U(t) is the unitary evolution operator for the system S.
We consider now the following protocol.
1. Prepare the system in the state of interest, | Í, and the ancilla in the state
(|0Í+ |1Í) /Ô2. Set counter k to 0. Define t0 = 0.
2. Apply the controlled unitary V˜k.
3. Evolve a time tk+1 ≠ tk.
4. If k < n, then advance k by 1 and go to step b). Else, measure ‡x and ‡y of
the ancilla QA, which completes the protocol.
This leads to the desired measurement of the n-time correlation function
1
2 (È‡xÍ+ iÈ‡yÍ) =
1
2 ÈVn(tn)Vn≠1(tn≠1) · · ·V1(t1)V0(0)Í. (E.8)
For the particular case of the scrambling four-point correlation function
ÈW †S(t)V †S (0)WS(t)VS(0)Í,
the set of unitaries to be considered in the protocol is {W †S , V †S ,WS , VS}, with cor-
responding times t1 = t, t2 = 0, and t3 = t. Note that in order to evolve the system
one requires time inversion, since t2 < t1, for which case the protocol introduced
previously can be used.
E.2.2 Protocol for time inversion
Time inversion for the SYK models described in section 3.2 can be engineered by
considering an additional ancilla qubit QC , without explicitly constructing a time-
evolution operator U(≠t). We consider an additional ancilla qubitQC , which controls
the direction of the SYK time evolution allowing us to implement both U(t) and
122
E DETAILS ON THE QUANTUM ALGORITHM FOR SYK
U(≠t) time-evolution operators. The evolution for the pair controlling ancilla and
system is governed by the Hamiltonian HCS = ‡zCHS , where ‡zC acts on the ancilla
qubit, and HS is the system Hamiltonian. The complete Hamiltonian consists in a
tensor that acts on the ancilla-system product state as
HCS(–|eÍ+ —|gÍ)|ÂÍ = ‡zC(–|eÍ+ —|gÍ)HS |ÂÍ
= –|eÍHS |ÂÍ ≠ —|gÍHS |ÂÍ, (E.9)
with –|eÍ+ —|gÍ and |ÂÍ the ancilla and system states, respectively. In general, one
may consider n applications of the Hamiltonian
HnCS(–|eÍ+ —|gÍ)|ÂÍ = (‡zC)n(–|eÍ+ —|gÍ)HnS |ÂÍ
= –|eÍHS |ÂÍ+ —|gÍ(≠1)nHS |ÂÍ, (E.10)
which leads to a time evolution for an initial product state | Í = (–|eÍ + —|gÍ)|ÂÍ
described by
UCS(t)| Í = exp (≠iHCSt) | Í =
ÿ
n
(≠iHCSt)n
n! | Í
= –|eÍ
ÿ
n
(≠iHSt)n
n! |ÂÍ+ —|gÍ
ÿ
n
(≠1)n(≠iHSt)n
n! |ÂÍ
= –|eÍU(t)|ÂÍ+ —|gÍU(≠t)|ÂÍ. (E.11)
Here, the controlling ancilla qubit decides the direction of the evolution. The scram-
bling four-point function for operators VSÂ  and WS is thus computable by the
sequence
‡xCUCS(t)‡xCW †SUCS(t)V
†
S‡
x
CUCS(t)‡xCWSUCS(t)VS (E.12)
and its expectation value over the state |eÍ ¢ |ÂÍ. We notice that operators labeled
by S, all of them feasible in our proposed scheme, are only applied to the system S.
E.2.3 Protocol for state initialization
The initialization of the system in explicitly known initial states relies in the ap-
plication of certain local operations. In order to do that, one uses again the JW
transformation to encode fermionic states in qubit states. Let us now give some
examples.
In the case of the spinless complex fermions, the mapping c†i = (
ri≠1
j=1 ‡
z
j )‡+i indi-
cates that the fermionic state with zero excitations, |˛0Í, corresponds to the product
state of all the qubits in their ground state, |g1, . . . , gnÍ, since
ci |˛0Í = ‡≠i
Qai≠1Ÿ
j=1
‡zj
Rb |˛0Í = 0 ’i… |˛0Í = |g1, . . . , gnÍ. (E.13)
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Once this identification is known, one may consider the action of a set of creation
fermionic operators on |˛0Í by acting with their spin correspondents on |g1, . . . , gnÍ.
This way, a state with a certain number of excitations in localized fermionic sites
can be constructed. In particular, the zero fermion excitation state above, which is
a maximal total spin one.
E.2.4 Details on Mølmer–Sørensen gates
The entangling gate Ulj(„) between two distant qubits in trapped ions can be achieved
via a global MS gate and individual operations. All qubits but qubits l and j can be
decoupled by electronic shelving [90] or AC-Stark shifts [209], so that the entangling
operation only a ects the desired qubits l and j. The first method uses suitable
laser pulses to transfer the population of the qubits to electronic states insensitive
to the entangling operation. The second consists in modifying the qubit transition
frequency with o -resonant lasers, with the same e ect.
The gate proposed in section 3.3 is developed as
U =UAMS(≠ﬁ2 , 0)UBMS(≠ﬁ2 , 0)Ulj(„)UBMS(ﬁ2 , 0)UAMS(ﬁ2 , 0)
= exp
Ë
i„
1
cos
!
ﬁ
2 s
x
A
"
cos
!
ﬁ
2 s
x
B
"
‡–l ‡
—
j
+ cos
!
ﬁ
2 s
x
A
"
sin
!
ﬁ
2 s
x
B
"
‘x”—‡
–
l ‡
”
j
+ sin
!
ﬁ
2 s
x
A
"
cos
!
ﬁ
2 s
x
B
"
‘x“–‡
“
l ‡
—
j
+ sin
!
ﬁ
2 s
x
A
"
sin
!
ﬁ
2 s
x
B
"
‘x—”‘x–“‡
“
l ‡
”
j
2È
, (E.14)
with sxA =
ql+M
i=l+1 ‡
x
i , sxB =
qj+K
i=j+1 ‡
x
i , and ‘–—“ the Levi–Civita symbol. For a
generic operator sx =
qn
i=1 ‡
x
i acting on n qubits, we now take into account the
identities
cos
!
ﬁ
2 s
x
"
=
Y][ ≠
rn
i=1 ‡
x
i for n = 4k ≠ 2, k œ N,rn
i=1 ‡
x
i for n = 4k, k œ N,
0 for n odd,
(E.15)
and
sin
!
ﬁ
2 s
x
"
=
Y][
rn
i=1 ‡
x
i for n = 4k ≠ 3, k œ N,
≠rni=1 ‡xi for n = 4k ≠ 1, k œ N,
0 for n even,
(E.16)
leading to the result presented in section 3.3.
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F Details on the QFT model
We start from the following family of interaction Hamiltonians in 1 + 1 dimensions,
Hint =
⁄
dx Â†(x)Â(x)
⁄
dkÔ
2ﬁ
⁄˜kÔ
2Êk
1
Ake
ikx +A†ke≠ikx
2
, (F.1)
where A†k(Ak) is a bosonic creation(annihilation) operator with the canonical com-
mutation relation
Ë
Ak, A
†
kÕ
È
= ”(k ≠ kÕ), and ⁄˜k is a k-dependent coupling con-
stant. Note that this could be equivalently written, using the unitary transformation
A†k æ ia†k(Ak æ ≠iak) and the redefinition ⁄˜k/
Ô
Êk æ ⁄kÔÊk, as a coupling with a
bosonic field with the following form
A(x) = iÔ
2ﬁ
⁄
dk ⁄k
Ú
Êk
2
1
a†ke
≠ikx ≠ akeikx
2
. (F.2)
In our simulation, we will use this definition for the bosonic field A, which is motivated
by the specific transmon implementation that we consider. This is not a restriction
and we may use a model with coupling constant ⁄˜k/
Ô
Êk by considering a flux qubit
instead.
In 1 + 1 dimensions, scalar fermionic fields are written as
Â(x) = 1Ô
2ﬁ
⁄
dp
2Êp
!
bpe
ipx + d†pe≠ipx
"
, (F.3)
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where the operator b†p(d†p) that creates fermionic particles(antiparticles) satisfies the
anticommutation rules {bp, b†pÕ} = ”(p≠ pÕ) and {dp, d†pÕ} = ”(p≠ pÕ).
The scalability of this simplified model will be discussed in the last section. In
particular, we will consider the possibility of including spinors in the treatment of
the fermionic fields in the simulation.
F.1 Discretization and comoving modes
For the purpose of analyzing an interacting theory that may describe fermion-fermion
scattering, pair creation, dressed states, and non-perturbative regimes, we introduce
comoving fermionic and antifermionic modes. The jth input comoving modes are
defined in the Schrödinger picture as follows [139]
b†(j)in =
⁄
dp  (j)f (p
(j)
f , p)b†pe≠iÊpt (F.4)
d†(j)in =
⁄
dp  (j)
f¯
(p(j)
f¯
, p)d†pe≠iÊpt, (F.5)
where  (j)
f,f¯
(p(j)
f,f¯
, p) are the jth fermionic and antifermionic envelopes centered in the
momenta pf and pf¯ , respectively. These modes create normalizable propagating wave
packets when applied to the vacuum which are suitable for describing physical parti-
cles, unlike the standard momentum eigenstates which are delocalized over all space.
For our purposes we restrict ourselves to orthonormal envelope functions  (j)
f,f¯
(p(j)
f,f¯
, p),
such that the comoving modes satisfy, at equal times, the anti-commutation relations
{b(i)in , b†(j)in } = ”ij .
The implementation of the Hamiltonian in Eq. (F.1) in a superconducting circuit
setup appears to be a hard problem because it contains an infinite number of both
bosonic and fermionic modes. We are able to mimic the former by using the contin-
uum of bosonic modes appearing in transmission lines or low-quality resonators. In
order to deal with the latter, we consider the field (F.3) as composed of a discrete,
truncated set of comoving modes. That is, we expand the field Â(x) in terms of two
of these new anticommuting modes as a first order approximation, neglecting the
remaining anticommuting modes. Thus, the fermionic field reads
Â(x) ƒ  1(p(1)f , x, t)b(1)in +  2(p(1)f¯ , x, t)d
†(1)
in , (F.6)
where the coe cients can be computed by considering the anticommutators {Â(x), b†(1)in }
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and {Â(x), d(1)in } as follows
 1(p(1)f , x, t) ={Â(x), b†(1)in } =
1Ô
2ﬁ
⁄
dp
2Êp
 (1)(p(1)f , p)ei(px≠Êpt), (F.7)
 2(p(1)f¯ , x, t) ={Â(x), d
(1)
in } =
1Ô
2ﬁ
⁄
dp
2Êp
 (1)(p(1)
f¯
, p)e≠i(px≠Êpt), (F.8)
where we have considered Â(x) in the Schrödinger picture. Henceforth, we shall omit
the index (1) since we only consider two creation operators.
F.2 Hamiltonian in the Schrödinger picture
The Hamiltonian associated with the proposed QFT model can be rewritten in the
light of the previous assumptions. Substituting the expressions for the bosonic and
fermionic fields of Eqs. (F.2) and (F.6), respectively, into the interaction Hamiltonian
of Eq. (F.1) yields
Hint = i
⁄
dxdk ⁄k
Ú
Êk
2
1
| 1(pf , x, t)|2b†inbin +  ú1(pf , x, t) 2(pf¯ , x, t)b†ind†in
+  ú2(pf¯ , x, t) 1(pf , x, t)dinbin + | 2(pf¯ , x, t)|2dind†in
21
a†ke
≠ikx ≠ akeikx
2
.
(F.9)
In order to connect eventually with the circuit simulator, it will prove convenient
to use now the JW transformation, that relates the four fermionic operators with
tensor products of Pauli matrices, b†in = ‡≠1 , bin = ‡+1 , d
†
in = ‡≠2 ‡z1 , din = ‡+2 ‡z1 , and
‡± = 12 (‡x± i‡y). Thus, the interaction term of the Hamiltonian in the Schrödinger
picture can be expressed as
Hint = i
⁄
dxdk ⁄k
Ú
Êk
2
1
a†ke
≠ikx ≠ akeikx
2
◊
A
| 1(pf , x, t)|2 + | 2(pf¯ , x, t)|2
2 1≠
| 1(pf , x, t)|2
2 ‡
z
1 +
| 2(pf¯ , x, t)|2
2 ‡
z
2
+ 12Re
!
 ú1(pf , x, t) 2(pf¯ , x, t)
"
(‡x2‡x1 ≠ ‡y2‡y1 )
+ 12Im
!
 ú1(pf , x, t) 2(pf¯ , x, t)
"
(‡y2‡x1 + ‡
y
2‡
x
1 )
B
. (F.10)
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This appendix contains further considerations on the superconducting circuit model,
and the scalability of the quantum simulation protocol.
G.1 Details on the superconducting circuit model
The superconducting circuit of our proposal consists of an open transmission line cou-
pled to three tunable coupling transmon qubits [149] and three resonators. One of the
resonators couples to two transmon qubits, while the other two are used for individ-
ual addressing/readout of these transmons. The Lagrangian describing the system
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of a single transmon coupled to the open transmission line and one resonator [210] is
L =Cr2 „˙
2
r ≠
1
2Lr
„2r +
⁄
dx
3
ctl
2 „˙
2
tl(x, t)≠
1
2ltl
„2tl(x, t)
4
+ Cc12 („˙r ≠ „˙+)
2 + Cg+2 („˙+ ≠ Vg+ ≠ „˙≠)
2 + Cg≠2 („˙≠ ≠ Vg≠)
2
+ CI2 „˙
2
+ +
C+
2 („˙+ ≠ „˙≠)
2 + C≠2 „˙
2
≠ +
Cc2
2 („˙tl(xj , t)≠ „˙≠)
2
+ EJ+ cos
3
„+ ≠ „≠
 0
4
+ EJ≠ cos
3
„≠
 0
4
. (G.1)
Here, „r, „tl, „+, and „≠ are the node variables depicted in Fig. G.1, associated with
the resonator, the open transmission line, the upper island, and the center island,
respectively. Additionally,  0 is the flux quantum, Cr and Lr are the capacitance
and inductance of the resonator, ctl and ltl, the capacitance and inductance per unit
length of the open transmission line. Finally, Cc1 and Cc2 represent the capacitive
coupling of the tunable qubit and the resonator and transmission line, respectively.
!r !+
!-
g
!tl(xj,t)
Cc1
Cc2
C+
C-
CI
Cg+
Cg-
Vg+
Vg-
EJ+
EJ-
Cr
Lr
ctl
ltl
Figure G.1: Tunable transmon qubit coupled to resonator and transmission line.
E ective circuit diagram of a tunable transmon qubit [149] coupled to a resonator and a
transmission line via the upper (+) and center (-) islands, respectively.
The Hamiltonian of the system is given by H = HT +Hres +Htl +Hint, where
the terms correspond to the transmon, the resonator, the transmission line and the
interaction among them, respectively. By the following choice of variables, “+ =
„+ ≠ „≠ and “≠ = „≠, the transmon is described as
HT = 4EC+(n+ ≠ ng+)2 + 4EC≠(n≠ ≠ ng≠)2 + 4EIn+n≠, (G.2)
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with charging energies
EC+ =
e2
2M [Cc2Ctl(Cc1 + Cr)≠ –≠],
EC≠ = ≠
e2
2M –+,
dimensionless gate voltages
ng+ =
1
2e
3
Cg+Vg+ + Cg≠Vg≠
–I
–≠ ≠ Cc2Ctl(Cc1 + Cr)
4
,
ng≠ =
1
2e
3
Cg≠Vg≠ + Cg≠Vg≠
–I
–+
4
,
and interaction energy
EI = ≠ e
2
M
–I ,
with
–± = (Cc2 + Ctl)(C2c1 ≠ Cc1C ± ≠ CrC ±),
–I = (Cc2 + Ctl)(Cc1CI + Cc1Cr + CICr),
M = –+
3
C2c2
Cc2 + Ctl
≠ Cc2 + Cc1 ≠ C ≠
4
≠ –I(CI + Cc1)
+ Cc1(Cc2 + Ctl)(CrC + + Cc1CI),
C ± = Cc1 + Cg± + CI + C±,
Ctl =
⁄
ctl dx.
The transmission line and resonator Hamiltonians may be written in terms of
creation and annihilation operators as
Htl =
⁄
dk Êka
†
kak,
Hres =Êrb†b, (G.3)
where a†k(ak) and Êk are the creation(annihilation) operator and the frequency as-
sociated with the kth mode of the open transmission line, respectively. In addition,
b and b† annihilate and create excitations of frequency Êr in the resonator. We use
the same notation of a†k and ak to describe the QFT model and the superconducting
circuit proposal.
The interaction Hamiltonian reads
HI = 2eCr
Ú
Êr
2Cr
i(b† ≠ b)(—+n+ + —≠n≠)
+ 2eCtl(⁄+n+ + ⁄≠n≠)i
⁄
dk
Ú
Êk
4ﬁctl
(a†ke≠ikxj ≠ akeikxj ), (G.4)
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where the coe cients are
—+ =≠ Cc1(Cc2 + Ctl)(Cc1 + CI ≠ C ≠)≠ Cc1Cc2Ctl
M
,
—≠ =≠ Cc1(Cc2 + Ctl)(Cc1 + CI ≠ C +)
M
,
⁄+ =≠ Cc2–I
M(Cc2 + Ctl)
,
⁄≠ =≠ Cc2–+
M(Cc2 + Ctl)
.
In this Hamiltonian, a coupling between the resonator and the open transmission line
has been neglected due to its small value compared to the rest of the interactions.
The coupling energy between the qubit and the resonator is given by
2eCr
Ú
Êr
2Cr
Èi|(—+n+ + —≠n≠)|jÍ, (G.5)
while the coupling with the transmission line depends on the frequency and is pro-
portional to Ô
ÊkÈi|(⁄+n+ + ⁄≠n≠)|jÍ. (G.6)
The Hamiltonian of Eq. (G.4) can be expressed in terms of Pauli matrices if we
truncate the Hilbert space of the transmon to the two lowest eigenvalues. We are able
to perform this approximation due to the anharmonicity of the energy distribution,
in which the pair of lowest states may be discriminated from the others.
Hence, the interaction Hamiltonian in Eq. (G.4) can be written in terms of Pauli
matrices in the following general form
Hint =i
3ÿ
j=1
‡yj
⁄
dk —( jext,  ¯jext)gk(a†ke≠ikxj ≠ akeikxj )
+ i
2ÿ
j=1
–( jext,  ¯jext)gj‡yj (b† ≠ b), (G.7)
where ‡0 stands for the identity operator, ‡j with j = 1, 2, 3 correspond to the Pauli
matrices, and gk =
Ô
Êk.
G.2 Higher dimensions and scalability issues
In order to access a full-fledged QFT, we need to take into account spinors in the
fermionic field, polarizations in the bosonic field, and other couplings in the QFT
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side, for instance, Â¯Â„, Â¯“µÂAµ, etc. To achieve this, we add more qubits between
the resonator and the open transmission line. In this case, an analogous mapping
between the fermionic operators and tensor products of Pauli matrices is encoded via
the N -mode JW transformation
b†l =‡≠l ‡zl≠1 . . .‡z1 ,
d†m =‡≠m‡zm≠1 . . .‡z1 , (G.8)
where l = 1, 2, . . . , N/2, m = N/2 + 1, . . . , N , with N the total number of fermion
plus antifermion modes. Since fermionic couplings will appear through bilinears, this
encoding will encompass all usual cases. The consideration of bosonic fields beyond
one single scalar field may be implemented by the use of multiple open transmission
lines.
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