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Phase-only optical elements can provide a number of important functions for high-contrast
imaging. This thesis presents analytical and numerical optical design methods for accom-
plishing specific tasks, the most significant of which is the precise suppression of light
from a distant point source. Instruments designed for this purpose are known as corona-
graphs. Here, advanced coronagraph designs are presented that offer improved theoretical
performance in comparison to the current state-of-the-art. Applications of these systems
include the direct imaging and characterization of exoplanets and circumstellar disks with
high sensitivity. Several new coronagraph designs are introduced and, in some cases,
experimental support is provided.
In addition, two novel high-contrast imaging applications are discussed: the mea-
surement of sub-resolution information using coronagraphic optics and the protection of
sensors from laser damage. The former is based on experimental measurements of the
sensitivity of a coronagraph to source displacement. The latter discussion presents the
current state of ongoing theoretical work. Beyond the mentioned applications, the main
outcome of this thesis is a generalized theory for the design of optical systems with one
of more phase masks that provide precise control of radiation over a large dynamic range,
which is relevant in various high-contrast imaging scenarios. The optimal phase masks
depend on the necessary tasks, the maximum number of optics, and application specific
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Several models may be used to describe and understand the nature of light, with varying
degrees of complexity and predictive accuracy. Imaging as a discipline is typically con-
cerned with a geometric model based on tracing light rays from a source to a detector
conserving energy in the process. Although ray tracing is a very useful engineering tool,
the geometric model of light fails to explain certain optical phenomena that are central to
imaging system design, such as the diffraction.
Diffraction fundamentally limits many performance measures of imaging systems, in-
cluding the resolution. For example, point sources do not appear as a single points on
the detectors of cameras, telescopes, or the human retina. Rather, the light from a point
source is often spread throughout the plane of the detector in a pattern known as the
point spread function (PSF). Resolution is achieved when point sources are sufficiently
separated so that their PSFs are easily distinguishable. In the case of point sources of
equal magnitude, the needed angular separation is approximately λ/D, where λ is the
1
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wavelength of light and D is the diameter of the imaging system’s entrance aperture.
A less commonly discussed side-effect of diffraction occurs in scenarios when a group
of sources have vastly different brightnesses. In such circumstances, the signal from a
faint source may be buried in the light from a nearby bright source, even if the sources
are sufficiently separated to be resolved in the conventional sense. High-contrast imaging
systems are designed to suppress the light from a particular bright source prior to detection
in order to improve sensitivity to its dim neighbors. The most common example is a
coronagraph, which was originally introduced by Bernard Lyot (1939) to image the solar
corona. Modern applications of coronagraphs include the direct imaging of exoplanets and
circumstellar disks, which pose considerable technical challenges since these objects have
small angular separations from their host stars and are extremely faint.
The majority of coronagraphs accomplish high-contrast imaging by blocking light from
a point source with a focal plane mask or diffracting it outside of a downstream aperture
stop. The latter tends to be more effective, but requires an unusual diffraction pattern at
the plane of the stop, which contains a continuous region of total destructive interference
known as a nodal area (Ruane et al., 2015d). This phenomenon is central to the cancel-
lation of a diffracting point source in an imaging system and will be explored in detail
herein.
Prior to this work, few analytical transformations that give rise to nodal areas were
known. This thesis considers a range of possible analytical and numerical mechanisms for
producing nodal areas in coherent beams for the application of high-contrast imaging. In
astronomy, destructive interference in the coherent starlight is desired so that it may be
blocked by an opaque aperture stop. General methods to achieve this, while maintaining
the light from off-axis companions, are described. Other potential applications of high-
contrast imaging are also discussed, including the control of unwanted radiation from
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lasers. Various optical designs that incorporate phase-only or complex masks to accomplish
high-contrast imaging tasks are presented.
1.2 High-contrast imaging applications
High-contrast imaging refers to specialized techniques and instrumentation used to opti-
cally suppress unwanted light from a bright source. Practical reasons for doing so is often
related to the dynamic range of detectors or noise considerations. For example, signal
from a dim secondary source may be lost in the overwhelming noise owing to a nearby
diffracted source or to underexposure/saturation of the detector. In more extreme sce-
narios, a bright source has the potential to cause damage to a detector. Sophisticated
manipulation of light is needed in these scenarios, which are central to the two main ap-
plications considered in this work: directly imaging exoplanets and reducing the risk of
laser-induced detector damage.
1.2.1 Direct imaging of exoplanets and circumstellar disks
Many different types of scientifically interesting objects can appear in the region sur-
rounding a star, including gas, dust, debris, and planets. Depending on their composition,
age, and size, as well as the measured wavelength regime, planets and disks may be
self-luminous or reflect light from their host star. In both cases, it is expected that the
secondary source is very faint in comparison to the star. Young gas giant planets are
typically ∼10−6 times dimmer than the host star, whereas terrestrial planets are likely
to appear 10−10 − 10−11 times dimmer. In this discussion, we focus on directly imaging
exoplanets though similar challenges exist for disk imaging.
The ability to directly detect light from spatially resolved exoplanets has only recently
been demonstrated around nearby stars with young, massive planetary companions (see
CHAPTER 1. INTRODUCTION 4
































Figure 1.1: Number of detected exoplanets by year and detection method. Data from
Open Exoplanet Catalogue (Apr. 2015).
e.g. Chauvin et al., 2004; Marois et al., 2008; Lafrenière et al., 2008; Lagrange et al., 2009;
Serabyn et al., 2010; Macintosh et al., 2015). However, over the past 20 years, more than
2,000 exoplanets have been discovered using indirect methods and many more candidates
are expected to be confirmed in the near future (see Fig. 1.1 and Batalha, 2014). In
fact, it is estimated that there is on average at least one exoplanet per star in our galaxy
(Cassan et al., 2012).
The necessary technologies to achieve confirmed detections were developed in the early
1990s (Campbell et al., 1988; Hatzes et al., 2003; Latham et al., 1989; Wolszczan and
Frail, 1992; Mayor and Queloz, 1995). The first discoveries used a Doppler spectroscopy
technique suggested by Otto Struve decades earlier (Struve, 1952). Struve determined
that since the planet and star orbit their combined center of mass, the stars radial motion
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due to the planet should be detectable via a Doppler shift in the stellar spectrum. A
second indirect method, transit photometry (Charbonneau et al., 2000), gained success
in the 2000s and rapidly produced many additional detections (see Fig. 1.1). The transit
technique uses the periodic reduction in the brightness of a star owing to occultation during
a transit to detect the planet as well as deduce its size and orbit. Using this technique,
the Kepler space telescope has yielded over 1000 confirmed exoplanet discoveries (Batalha,
2014). Data from Kepler and other exoplanet surveys have indicated that exoplanets are
ubiquitous as well as surprisingly diverse.
In terms of detecting new exoplanets, the direct imaging approach is complementary to
the radial velocity and transit techniques. Whereas the transit technique is biased towards
detection of planets with short orbital periods (small semi-major axis), direct imaging is
biased towards planets on long period orbits (large semi-major axis) as can be seen in
Fig. 1.2. It is also evident that direct imaging has produced the fewest detections owing
to technical challenges associated with such observations.
The information used to characterize exoplanets are its orbital parameters, mass, size,
density, as well as visible and infrared spectra. The radial velocity and transit methods
individually provide a subset of the orbit, size, and mass information. Direct imaging also
provides orbital information for planets at larger angular separations. The planet’s spec-
trum, however, is a more difficult measurement. Though it is possible to obtain spectral
information from transits and eclipses, the stellar noise inhibits high signal-to-noise ratio
(SNR) measurements at high spectral resolution. On the other hand, directly detected
reflectance and emission spectra are diagnostic of the molecular compounds that make up
the planet’s atmosphere or surface and, therefore, provide a breadth of information about
the formation and evolution of planets.
The fundamental difficulties associated with directly detecting light from exoplanets















































Figure 1.2: Confirmed exoplanets by detection method with mass (units of Jupiter
masses) and orbital information (semi-major axis in astronomical units). Data from
Open Exoplanet Catalogue (Apr. 2015).
are the extremely large contrast in brightness between the star and planet as well as
the overlap of star and planet light in the image plane due to diffraction (see Fig. 1.3).
Theoretically, the star may be subtracted from the image in a well characterized system.
However, in the presence of noise, the stellar light may inhibit detection of a faint ex-
oplanet. Generally, there are a few types of noise that must be dealt with: shot noise,
detector noise, atmospheric aberrations, and aberrations owing to imperfections in optical
surfaces. The first type requires long exposure or large apertures to improve the SNR.
Detector noise is managed by flat-fielding, dark frame subtraction, combining several ex-
posures, and engineering practical photon counting detectors. The atmosphere can be
corrected using adaptive optics or avoided entirely using space-based telescopes. The lim-
iting noise source tends to be the imperfections in optical surfaces that generate semi-static






















































































Figure 1.3: The fundamental difficulties of exoplanet imaging. (a) Approximate, peak
normalized spectral energy distribution of a solar system twin. Both Earth and Jupiter
emit in the thermal infrared yielding a planet:star brightness ratio of ∼10−6. Reflected
sunlight may also be detected in visible light at a planet:star brightness ratio of
∼10−10. (b) Line profile of simulated image with spectral bandwidth (∆λ/λ = 18%).
The diffracted light from the star is substantially brighter than the planet throughout
the image plane, regardless of the planet position.
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Figure 1.4: VLT/NACO L’-band coronagraphic image of β Pic b (left) before and
(right) after PSF subtraction (Absil et al., 2013).
speckles, or random blobs of light, in the final image. Unfortunately, the speckles appear
as image artifacts that are difficult to distinguish from dim companions. A large amount
of research focuses on observational strategies and post-processing techniques that pull
out the planet signal from a semi-static speckle field (Marois et al., 2006; Lafrenière et al.,
2007; Soummer et al., 2012; Mawet et al., 2014).
The effects of common aberrations may be seen in the VLT/NACO L’-band coron-
agraphic image of β Pic b shown in Fig. 1.4. The left panel shows the detected image
after removing the starlight with a coronagraph. The dim companion is barely visible at
a very small angular separation from the star and not easily picked out of the numerous
speckles that appear in the image (Fig. 1.4, left panel). Though the starlight isn’t per-
fectly canceled by the optical system, the coronagraph allows the star’s contribution to be
subtracted from the image in post-processing. The planet appears with much higher SNR
in the final processed image (Fig. 1.4, right panel).
The technical advances that are needed to push the boundaries of exoplanet imag-
ing are improved coronagraphs, wavefront sensing and control, low-noise photon-counting
detectors, and post-processing routines for detecting planets in the presence of imperfect
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starlight cancellation. These capabilities will revolutionize exoplanetary science by offering
an extremely powerful means for detection and characterization. This thesis provides solu-
tions for improving the performance of coronagraphs, especially on large segmented and/or
obstructed aperture telescopes. The theoretical designs presented for next-generation tele-
scopes allow planets to be imaged at smaller angular separations and larger contrast than
ever before (Ruane et al., 2015a,c).
1.2.2 Control of radiation from unwanted laser sources
A second application in high-contrast imaging is the prevention of damage owing to a
laser threat. The potential for laser radiation to disable a detector is well-known in both
civilian and military sectors. A relatively low power beam can blind an imaging system,
potentially allowing an adversary to gain a temporary advantage. Permanent damage to
an electro-optical (EO) sensor can also be achieved by use of a high power beam (Becker
et al., 1989; Manenkov, 2014). Thus, lasers may be used to disable critical imaging assets
in a surveillance system. Over the past few decades, laser technology has seen substantial
progress towards more affordable, higher output power sources. Just as troubling is the
wide availability of diode-pumped solid-state lasers that provide beams with more than
100 mW of power from a hand-held battery-operated device.
Ideally, a laser damage prevention device would reduce the peak fluence or irradiance
in the focal plane independent of laser pulse width, frequency, polarization, or direction
of incidence. However, a single approach has not yet been found to counter all types of
laser threats. For example, frequency agile lasers render useless fixed wavelength-blocking
notch filters. What is more, nonlinear optical materials provide only limited performance.
Other major challenges to this approach are to protect against a damaging source without
prior knowledge of its location and to adapt the technology to a dynamic scene where
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Figure 1.5: An image with an unwanted, incident laser beam. (left) Conven-
tional imaging systems may become damaged owing to high fluence on the detector.
(right) A phase-only pupil mask is introduced to passively protect the detector by
spreading laser light over a larger area. The remainder of the image appears blurred,
but may be recovered in post-processing (see Fig. 1.6).
the laser threat can move throughout the field of view. Thus, a conventional coronagraph
is not suitable for this application. In fact, a single approach that allows for white light
imaging and laser suppression of a few orders of magnitude over a large bandwidth and
without the need for accurate pointing has yet to be discovered (Swartzlander et al., 1993;
Tutt and Boggess, 1993; Miller et al., 1998; Sun and Riggs, 1999; Khoo et al., 2004; Ritt
et al., 2013).
Past approaches for radiation sensor protection have explored various schemes. Ta-
ble 1.1 provides a comparison between different sensor protection modalities. Static, active,
and passive filters have been developed, but each have their own shortcomings. A nar-
rowband notch filter would require knowledge of the laser wavelength, whereas broadband
neutral density (ND) filters attenuate the whole scene of interest. Shutters and tunable
filters may be too slow to prevent damage. Optical limiting materials are also not instan-
taneous and typically operate over a narrowband or are sacrificial. Coronagraphs provide
good suppression over large passbands, but require prior knowledge of the source location.
Pupil masking is the only broadband solution that operates passively, instantaneously,
















N/A ∼103 − 104 Attenuates both





































Achromatic N/A Goal: 104−106
Table 1.1: Comparison of laser damage prevention modalities. Pupil masking is the
only approach that allows for white light imaging and effectively instantaneous laser
suppression of a few orders of magnitude without the need for accurate pointing and
potentially over a large spectral bandwidth (courtesy of Dr. Abbie Watnik, NRL).
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(a) (b)
(c) (d)
Figure 1.6: Processed images for system with linear pupil phase mask with incident
laser threat at various power levels. The peak fluence of the laser is (a) 102, (b) 103,
(c) 104, and (d) 105 times the saturation fluence. Without the pupil mask in place,
the peak fluence would be 100 times greater and may potentially damage the detector.
and reduces incident laser fluence on the detector independent of the source position
(Ruane et al., 2015e). The pupil mask protects the detector by spatially redistributing
radiation in order to avoid potentially damaging fluence levels. In Ruane et al. (2015e), a
specially designed phase-only pupil mask is used to spread the laser light over the detector
area (see Fig. 1.5) and the image of the scene is recovered in post-processing. The image
quality and information loss owing to detector saturation depends on the brightness of
the source. Simulated scenes recovered in the presence of a bright laser source are shown
in Fig. 1.6 for various laser fluence levels. The bright laser source causes significant
information loss, but the peak fluence of the laser is reduced by a factor of 100 and the
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detector is therefore more likely to survive the hostile exposure. The phase mask is also
designed to minimize the loss of information from the scene.
1.3 Theoretical background
The optical techniques presented in this work rely on the wave theory of light and Fourier
optics. This section presents the necessary theoretical background.
1.3.1 A short history of wave optics
Some of the earliest evidence that light is more than just simple rays was results from
experiments performed by Francesco Maria Grimaldi in the 17th century (Grimaldi, 1665).
Grimaldi described observations of a light beam breaking up into pieces that propagate in
different directions; he observed what we now refer to as the diffraction of light. During the
same time period, Christiaan Huygens laid the theoretical foundation for a wave theory
of light (Huygens, 1690). Huygens described light propagating as spherical wavefronts,
but it wasn’t until later work by Thomas Young (Young, 1803) and Augustin-Jean Fresnel
(Fresnel, 1821) that light was understood as a transverse wave. In 1865, James Clerk
Maxwell showed that light is an electromagnetic wave governed by his famous equations
(Maxwell, 1865). Maxwell’s equations serve as the theoretical basis of the work presented
herein.
1.3.2 Coherent scalar wave fields
The advent of wave optics opened up our understanding of light from simple reflections
and refractions to a world of extraordinarily rich mathematics and optical properties. In
this section, we describe the wave field mathematically.
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For the majority of this work, we are concerned with scalar waves ψ (r, t) given by
solutions to




ψ (r, t) , (1.1)
where ψ (r, t) is a complex field, r is the position vector, t is the time, and c is the
wave speed (see Appendix A for derivation of Eq. 1.1). The scalar theory is sufficient
when all polarization components of the electric field behave identically, which occurs in
linear, isotropic, homogenous, nondispersive dielectric media. The simplest solution is the
monochromatic plane wave
ψ (r, t) = A ei(k·r−ωt), (1.2)
where A is a complex constant, ω is the frequency, and k is the wavevector. The magnitude
of the wavevector is k = ω/c = 2π/λ, where λ is the wavelength. The plane wave
propagates in the direction of k in three-dimensional space. In rectilinear coordinates,
k = kxx + kyy + kzz, where kx, ky, and kz are real valued.
The waves of interest in imaging systems are generally those that propagate along the
so-called optical axis, which is collinear with and in the direction of the positive z axis by
convention. For this reason, it is common to write the plane wave solution as
ψ (x, y, z) = A ei(kxx+kyy)eiz
√
k2−k2x−k2y . (1.3)
All linear combinations of plane waves are also solutions to Eq. 1.1 and may be written
as an integral over continuous variables:





where A(kx, ky) is the angular spectrum, a complex function associated with directional
plane waves that have wavevector components kx and ky.
In optical imaging systems, the light that eventually forms the image is made up of
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plane waves whose wavevector components are paraxial: i.e. k2x+k
2
y  k2. Therefore, Eq.
1.4 becomes the inverse Fourier transform (FT) of the angular spectrum:
ψ (x, y, z) = eikz
∫∫
A(kx, ky) ei(kxx+kyy)dkxdky. (1.5)
This expression is profoundly important and will be put to regular use throughout this
thesis.
1.3.3 Fourier optics
Fourier optics provides powerful tools for understanding imaging systems and their per-
formance (see Born and Wolf, 1983; Goodman, 2005). In this section, the basic Fourier
optics formalism of diffracting wave fields is reviewed.
Scalar diffraction
Although Maxwell’s equations provide the full description of electromagnetic waves, cer-
tain approximations lead to a much simpler formalism based on Fourier transforms, which
describes diffraction in imaging systems with good predictive accuracy. The well-known
Rayleigh-Sommerfeld diffraction theory provides the most general understanding of scalar
diffracting fields and leads to accurate predictions if both the diffracting aperture size and
the distance from the aperture is significantly larger than the wavelength. However, ignor-
ing the physics very close to the edges of a realistic aperture, the Huygens-Fresnel principle
is sufficient and allows for a more intuitive mathematical construction of diffraction.
The Huygens-Fresnel principle states that a wavefront is made up of a superposition
of spherical waves emanating from every point on a previous wavefront. Consider a single
monochromatic point emitter; the instantaneous field is of the form









z z = 0 
U(r0) U(r ) 
Figure 1.7: Diagram of the coordinate system used in diffraction calculations showing
two parallel planes where U (r0) and U (r) are defined.
The diffracted field owing to a planar wavefront at an aperture in the r0 = (x0, y0) plane









where U (r0) is the complex field in the plane of the initial wavefront (see Fig. 1.7).
The constants and inclination correction factor z/|r − r0| are owing to knowledge of the
Rayleigh-Sommerfeld theory (Born and Wolf, 1983). In addition to the approximations
inherent in scalar wave theory, Eq. 1.7 assumes that |r− r0|  λ.
Fresnel approximation
Further approximation to Eq. 1.7 leads to more intuitive and useful analytical expressions
for the approximate diffracted field. Using the truncated binomial expansion

















generally leads to acceptably small errors in practical scenarios. In addition, we take
|r− r0|2 ≈ z2. With these assumptions, Eq. 1.7 becomes









(x− x0)2 + (y − y0)2
]}
dx0dy0, (1.9)
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which is the famous Fresnel integral. Interestingly, Eq. 1.9 has the form of the convolution
integral
U (x, y) =
∫∫
U (x0, y0)h (x− x0, y − y0) dx0dy0, (1.10)
where











and (ξ, η) are generalized spatial coordinates. The Fresnel integral may also be thought
of as the FT of the initial field multiplied by a quadratic phase term:






















FT {f (ξ, η)} =
∫∫
f (ξ, η) e−ik(ξx+ηy)/zdξdη (1.14)
represents the FT operation.
Fraunhofer approximation
The Fraunhofer, or far-field, approximation assumes z  ka2/2, where a is the radial size
of the aperture. Therefore, Eq. 1.12 may be written






U (x0, y0) e
−ik(x0x+y0y)/zdx0dy0. (1.15)
or simply




2+y2)/2zFT {U (x0, y0)} . (1.16)
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Angular spectrum method
An alternate method to calculate a propagated field is to apply a phase shift to each
component in the angular spectrum and add the contributions of each plane wave to form
the final distribution. The angular spectrum is defined as the FT of the field U in the
transverse plane at z:
A (kx, ky, z) =
∫∫
U(x, y, z)e−i(kxx+kyy)dxdy. (1.17)
Propagation from the plane at z = 0 may be written as
A (kx, ky, z) = A (kx, ky, 0) exp (ikzz) , (1.18)
where kz =
√
k2 − k2x − k2y. The full diffraction integral is then






The Fresnel approximation is obtained by assuming
kz = k
√















The angular spectrum method is particularly useful in numerical wave propagation.
Collins’ integral formalism
It is often desirable to calculate the field at specific planes perpendicular to the optical
axis in an imaging system. The Collins formalism of diffraction presents the Fresnel
propagation integral in terms of a well-known linear algebraic approach to ray tracing
(Collins, 1970; Li and Li, 2008). Under the paraxial approximation, simple optical systems
may be described by a ray transfer matrix. A light ray, represented by a vector, is traced
from the input plane to the output plane when operated on by the ray transfer matrix.
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Assuming the planes are one dimensional for simplicity, the rays at each plane are described
by two quantities: the distance from the optical axis h and the ray angle α with respect













The ray transfer matrix is constructed based on the components of the optical system and
the distances between them. For our purposes we need two matrices: one for free space
propagation and one to describe an infinite thin lens. To propagate over a distance z in




















The Collins diffraction formalism expresses the Fresnel propagation integral in terms
of the ABCD matrix elements. The field at the output plane U(x, y) may be written is





















− 2 (x0x+ y0y)
]}
dx0dy0, (1.25)
where L is the total longitudinal distance (Collins, 1970; Li and Li, 2008).
Fourier transforming property of an infinite thin lens
The Collins integral may be used to show a few fundamental relationships for optical
imaging; for example, the imaging properties of a infinite thin lens. Consider an optical
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x0, y0 x, y 
f f 
Lens Output Input 
Figure 1.8: A thin lens of focal length f . The field at the output plane (x, y) is given
by the Fourier transform of the field at the input plane (x0, y0).
system that consists of a longitudinal translation d1, a lens with focal length f , and a
second translation d2. The following system matrix describes the relationship between the
















In the case where d1 = d2 = f (see Fig. 1.8), it is easy to show that L = 2f , A = 0,
















FT {U(x0, y0)} . (1.28)
This technique may be used to describe any optical system made up of refracting and
reflecting surfaces of infinite extent. The one exception is the case where B = 0 and the
output plane is the image of the input plane.
The 4-f system
The so-called 4-f optical system is of particular importance to this work (see Fig. 1.9).
The FT of the input field appears in the central plane, or so-called focal plane. Consider
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Figure 1.9: A 4-f optical system.
a focal plane mask with complex transmission function M(x1, y1). The field just after the




FT {U(x0, y0)}M(x1, y1). (1.29)
The second lens acts to perform a second FT. Thus, the field in the output plane may be
written as
U (x2, y2) =
1
iλf
FT−1 {U(x1, y1)} , (1.30)
where the orientation of the final image is ignored. By substitution,
U (x2, y2) =
−1
λ2f2
FT−1 {FT {U(x0, y0)}M (x1, y1)} , (1.31)
And by the convolution theorem,
U (x2, y2) =
−1
λ2f2
U(x0, y0) ∗ FT−1 {M (x1, y1)} . (1.32)
In other words, the 4-f optical system can be described as a linear convolution operator,
where the kernel is the FT of the focal plane mask. Also, the coordinates in the focal plane
are related the the spatial frequency content in the pupil planes via a linear mapping. This
property will be revisited extensively throughout this thesis.
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Fourier transform in polar coordinates
Many optical systems that will be considered are easily described by use of polar coordi-
nates. Thus, the FT in polar coordinates is derived here for later use. Recall the definition
of the FT in Cartesian coordinates:
f(x, y) = FT {f(ξ, η)} =
∫∫
f(ξ, η)e−ik(ξx+ηy)/zdξ dη. (1.33)
We can convert to cylindrical coordinates as follows:
x = r cos θ ξ = ρ cosφ





f(ρ, φ)e−ikρr(cos θ cosφ+sin θ sinφ)/zρ dρ dφ, (1.35)
f(r, θ) =
∫∫
f(ρ, φ)e−ikρr cos(φ−θ)/zρ dρ dφ. (1.36)










where Am(ρ) are the radial functions associated with the mth harmonic. Considering only








 ρ dρ. (1.38)
Noting that the exponential term has the form of the generating function of the Bessel
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where Jn is the nth order Bessel function of the first kind (Watson, 1922). Substituting
t = ieiβ yields the Jacobi-Anger expansion




Therefore, we can write
exp [−ikρr cos (φ− θ) /z] =
∞∑
n=−∞
(−i)nJn(kρr/z) exp[−in(θ − φ)]. (1.41)


















By orthogonality, the integral over φ yields
2π∫
0
e−i(n−m)φdφ = 2π δnm, (1.43)
where δnm is the Kronecker delta defined by
δnm =
{
1 n = m
0 n 6= m
. (1.44)









By substituting Eq. 1.45 into Eq. 1.38 the far-field distribution of the mth harmonic
becomes
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fm(r, θ) = 2π(−i)meimθ
∞∫
0
Am(ρ)Jm(kρr/z) ρ dρ. (1.46)
This is also known as the mth order Hankel transform. The final expression of the FT
in polar coordinates for an arbitrary input function is found by summing over all of the
circular harmonics:






Am(ρ)Jm(kρr/z) ρ dρ. (1.47)
1.4 Phase-only masks
This thesis explores the use of specifically designed phase-only optical elements to solve
problems in high-contrast imaging. Two types of masks are considered: scalar phase masks
and vector phase masks. Scalar phase masks either make use of spatially-variant optical
path length through a dielectric medium or computer-generated holograms. Vector phase
masks achieve the phase shift through polarization rotation and the associated geometric
phase. Each mechanism is briefly described below. Vortex phase masks are of particular
importance to this work and are also introduced below. Routes to fabricating arbitrary
phase masks are also discussed.
1.4.1 Scalar phase masks
A scalar phase mask is used to imprint a specific wavefront on an incident beam of light.
The physical basis of scalar phase masks is reviewed in this section.
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Optical path difference methods
The simplest scalar phase mask is a slab of dielectric material with varying thickness
t(x, y) and/or index of refraction n(x, y, z). The phase shift for a beam propagating along






n(x, y, z) dz. (1.48)
A mask with arbitrary phase-only transmission may be fabricated by engineering t(x, y)
or n(x, y, z). One of the main drawbacks of using a dielectric phase mask is that n(x, y, z)
is generally proportional to 1/λ and therefore this approach does easily lend itself to
broadband operation. A deformable mirror (DM) may also be thought of as a form of
scalar phase mask, which applies a controllable spatially-variant path length difference.
Holographic methods
An alternate method for creating a scalar phase mask is by use computer-generated holo-
grams. For example, binary amplitude holograms may be used to imprint an arbitrary
phase pattern on an incident beam (Brown and Lohmann, 1969; Kirk and Jones, 1971;
Chu and Goodman, 1972; Lee, 1979; Davis et al., 1999). One common approach is to use
a holographic grating with binary amplitude transmission. In that case, a phase shift of
Φ(x, y) is achieved in the first diffracted order of a mask with transmission















where sgn{ } is the sign function and Λ is the period of the grating (see e.g. Mirhosseini
et al., 2013). Other types of holographic gratings produce the desired phase pattern by
modulation of the continuous amplitude or phase transmission.
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1.4.2 Vector phase masks
A second class of phase masks take advantage of the so-called Pancharatnam–Berry phase,
which is a geometric phase associated with the polarization of light (Pancharatnam, 1956;
Berry, 1984, 1987) and is therefore not explained by scalar wave theory alone. A simple
phase element that exploits this phenomenon may be easily represented in terms of Jones
matrix M, where [
U ′x (x, y)








and Ux (x, y) and Uy (x, y) are the x and y polarized field components in the (x, y) plane.















cos 2χ sin 2χ
sin 2χ − cos 2χ
]
. (1.51)
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It is easy to show that a half-waveplate with a spatially-variant fast-axis angle χ (x, y) is
effectively a phase-only mask:[
U ′R (x, y)
U ′L (x, y)
]






where UR and UL are the right- and left-handed circular polarization field components,
respectively, and






Thus, the applied phase function is Φ = ±2χ (x, y), where the sign depends on the handed-
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ness of the incident polarization and the phase shift depends only on the local orientation
angle of the fast axis χ.
Methods to fabricate scalar and vector phase-only masks, such as the vortex phase
mask and other more general phase masks, are discussed below.
1.4.3 Vortex phase masks
Of particular interest are vortex phase masks with transmission exp(ilθ), where l is an
integer known as the topological charge and θ is the azimuthal angle. Optical fields with
point phase singularities have received considerable interest in linear and nonlinear wave
physics (Nye and Berry, 1974; Baranova and Zel’dovich, 1981; Hajnal, 1983a,b; Coullet
et al., 1989; Bazhenov et al., 1990, 1992; Swartzlander and Law, 1992; Brand, 1999).
Here, we consider imaging applications of vortex phase elements (Khonina et al., 1992;
Swartzlander, 2001; Crabtree et al., 2004; Mawet et al., 2005a; Foo et al., 2005; Ruane
et al., 2014) as well as other more complicated phase patterns (Ruane and Swartzlander,
2013; Ruane et al., 2015a,c,d,e).
Spiral phase plate
The simplest vortex phase mask is the spiral phase plate, which produces a scalar vortex
in the transmitted beam (Beijersbergen et al., 1994; Oemrawsingh et al., 2004). A spiral
phase plate may be made from a dielectric slab of azimuthally varying thickness t(θ). The









θ + t0, 0 ≤ θ < 2π (1.56)
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Figure 1.10: Example spiral phase plate fabricated in PMMA resist. (a)-(b) Surface
profile showing (a) relatively good surface quality in the central region containing the
vortex axis, and (b) significant surface roughness owing to exposure non-uniformity
near electron-beam field boundaries. Graphics reproduced from Swartzlander et al.
(2008).
and t0 is the minimum thickness. The practical use of these elements is limited by a number
of technical challenges, including manufacturing constraints and chromatic effects. The
former are mostly owing to the unavoidable step discontinuity of ∆t = lλ/n (see e.g. Fig.
1.10).
Forked diffraction gratings
A second set of elements used to produce a vortex phase transmission function are computer-
generated holograms known as forked diffraction gratings (Bazhenov et al., 1990; Heck-
enberg et al., 1992; Sacks et al., 1998; Carpentier et al., 2008). The holographic element
imprints the desired phase by having a transmission function that mimics the interference
pattern between a plane wave and a vortex wave (see Fig. 1.11). For a plane wave at
z = 0, tilted in the direction of the x-axis by angle α, the interference pattern may be
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(a) (b) 
4μm 
Figure 1.11: (a) Theoretical interference pattern between a plane wave and a charge
l = 2 vortex. (b) Zoomed-in image of the 10 mm× 10 mm binary amplitude grating
fabricated by laser lithography with 250 line pairs per mm (Λ = 4 µm pitch).
For a binary grating, the transmission function is















The transmitted light appears in diffracted orders similar to a conventional ruled grating
(assuming Λ > λ), where
mλ = Λ [sin(αi) + sin(αt)] , (1.59)
αi and αt are respectively the angle of the incident and transmitted beams, and m is
the index that corresponds to the diffracted orders. The desired phase pattern appears
in the first diffracted order (m = 1), but αt depends on wavelength and therefore a
single holographic grating is not an achromatic vortex phase mask. However, dispersion
compensation is possible by imaging the desired diffraction order onto a conventional ruled
grating, which allows for broadband generation of an optical vortex (Leach and Padgett,
2003; Bezuhanov et al., 2004; Mariyenko et al., 2005; Kanburapa, 2012; Atencia et al.,
2013; Errmann et al., 2013; Ruane et al., 2014; Lavery et al., 2014).
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Subwavelength gratings
Gratings with period Λ ≤ λ, so-called subwavelength or zero-order gratings, only allow
the zeroth (m = 0) diffraction order to propagate. One way to understand this effect is
to consider a conventional ruled grating forms a first diffracted order at angle αt ≥ π/2
for αi = 0. Using Eq. 1.59, it is easy to show this occurs if Λ ≤ λ. In this regime, the
material also becomes strongly birefringent; in other words, each polarization of component
experiences a different effective index of refraction (Born and Wolf, 1983, section 14.5.2).
This property allows for subwavelength gratings to be used as vector phase masks by





t ∆nform = π, (1.60)
where t is the optical path through the material and ∆nform = nTE − nTM is the so-
called form birefringence, and nTE and nTM are the index of refraction for the transverse-
electric and transverse-magnetic polarization components, respectively (Bomzon et al.,
2001, 2002). With ∆ΦTE−TM = π, the phase shift on each field component in the circularly
polarization basis is Φ = ±2χ(x, y), where χ(x, y) is the fast-axis angle and the sign of
the phase depends on the handedness of the incident polarization (see Eq. 1.54). A
charge l vortex phase mask is easily produced by patterning the fast axis with χ = lθ/2.
Equivalently, the grating is patterned such that the lines in the grating are oriented along
χ+ χ0, where χ0 is an offset angle.
Subwavelength surface relief gratings have the added benefit that they may be designed
such that ∆nform ∝ λ and therefore apply constant phase over a large spectral bandwidth
(Kikuta et al., 1997; Nordin and Deguzman, 1999), which is useful for broadband imaging
applications. Achromatic vortex phase masks have been fabricated using subwavelength
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surface relief gratings in various materials (Biener et al., 2002; Niv et al., 2005; Mawet et al.,
2005b; Niv et al., 2007). A particularly convenient case is the l = 2 vortex phase mask
with χ = θ, which requires a grating structure with concentric rings (Mawet et al., 2005a).
Annular groove phase masks fabricated in a diamond substrate have achieved remarkable
broadband performance in the mid-infrared (Delacroix et al., 2013). Development of higher
charge versions is underway (Delacroix et al., 2014).
Liquid and photonic crystal elements
Vortex phase masks, similar in principle to the subwavelength gratings described above,
may be fabricated using photo-aligned nematic (Yamaguchi et al., 1989; Gibbons et al.,
1991; Schadt et al., 1996) or polymeric liquid crystals (LCs) (McEldowney et al., 2008a,b).
The nematic versions have been dubbed q-plates (see Fig. 1.12), which may be electrically
tuned to the half-wave retardance condition at the desired wavelength (Marrucci et al.,
2006; Slussarenko et al., 2011). On the other hand, liquid crystal polymers are cured
such that electric tuning isn’t needed. LC phase masks may be designed to operate in
ultraviolet, visible, and infrared regimes (McEldowney et al., 2008a,b; Nersisyan et al.,
2009). Furthermore, multiple layers may be used to mitigate wavelength dependence to
obtain a constant phase shift over a large spectral bandwidth (Mawet et al., 2009; Nersisyan
et al., 2013). A recently developed alternate approach uses photonic crystals to produce
achromatic vortex phase masks (Murakami et al., 2013).
Other approaches
Several groups are exploring new mechanisms to achieve achromatic vortex phase masks.
A few particularly promising examples are noted here. The basic mechanism for the
vector vortex phase masks requires a spatially-variant polarization rotation. So far we
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500 µm
Figure 1.12: An image of a q-plate between crossed linear polarizers. In this arrange-
ment, the expected transmitted irradiance is sin2(2χ).
have discussed subwavelength gratings and liquid crystal elements that act as half-wave
plates with a patterned fast axis. However, there exists other types of polarizing optics
that allow for a spatially-variant fast axis; for example, a Fresnel rhomb is effectively
an achromatic half-wave plate (Born and Wolf, 1983). Recently, Bouchard et al. (2014)
demonstrated the use of a rotationally symmetric Fresnel rhomb as a charge l = 2 vortex
phase mask. Plasmonic metasurfaces with arrays of nano-antennas are another potential
route for fabricating achromatic vortex phase masks (Genevet et al., 2012; Karimi et al.,
2014; Wang et al., 2015).
1.4.4 Arbitrary phase masks
Although the vortex phase mask will prove important for this work, there is also significant
interest in fabricating masks with arbitrary phase-only transmission functions provided
over a large spectral bandwidth. Luckily, most of the methods used to produce the vortex
phase masks explained above may be re-purposed to produce arbitrary phase patterns for
specialized applications. The most successful approach to date is the use of multi-layer
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photo-aligned liquid crystal elements (Komanduri et al., 2013; Miskiewicz and Escuti,
2014; Otten et al., 2014).
1.5 Outline of thesis
In this thesis, analytical and numerical techniques are developed for designing phase-only
masks to perform specific tasks in high-contrast imaging. The applications considered
are direct imaging of faint exoplanets and suppression of laser threats. Chapter 2 details
the mathematics behind the formation of nodal areas in coherent beams, which are used
to filter light from a point source based on its location to high precision. Numerical
methods are introduced in analytically intractable cases (Ruane et al., 2015d). Chapter
3 presents optical designs for high-contrast astronomical imaging. A broadband version
is experimentally demonstrated (Ruane et al., 2014) and the theory of nodal areas is
applied to optimizing coronagraph optics for next-generation large-aperture telescopes
with segmented and/or obstructed apertures (Ruane and Swartzlander, 2013; Ruane et al.,
2015a,b,c). In chapter 4, we experimentally demonstrate the sensitivity to of a broadband
vortex coronagraph to extended sources (Ruane et al., 2014). Chapter 5 discusses the use
of phase-only masks for reducing the risk of damage owing to laser radiation in imaging
systems (Ruane et al., 2015e). Chapter 6 provides conclusions and future directions.
Chapter 2
Nodal areas in coherent beams
In this chapter, the concept of a nodal area is introduced (Ruane et al., 2015d). Whereas
nodal points are common in coherent fields, a nodal area (or region of total destructive
interference) is a rare phenomenon. Nodal points typically occur at the center of an optical
vortex or phase singularity in the cross-section of a beam, around which the scalar phase
varies azimuthally by a non-zero integer multiple of 2π. Nodal areas, however, have only
recently been discovered to occur in optical systems, particularly in coronagraphs where
ideal starlight cancellation is achieved by forming a nodal area in the coherent starlight
and blocking the illuminated areas with a simple aperture stop. Coronagraphs will be
discussed further in chapters 3 and 4. This chapter is concerned with the underlying
mathematics of nodal areas and their generation.
2.1 One dimensional case
Before presenting transformations for generating two-dimensional nodal areas, we first
consider a one dimensional analogy. Using a 4-f optical system (see e.g. Fig. 1.9) allows
the optical system to be described as a convolution:
34
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g(x) = f(x) ∗ h(x), (2.1)
where f(x) and g(x) are respectively the input and output functions and h(x) is a convo-




where α is a real number. In this context, the input function f(x) represents the initial







0 |x| > a/2
1 |x| < a/2
. (2.3)
We wish to determine impulse response functions h(x) that yield an output function that






∗ h (x) =
{
ĝ(x) |x| > a/2








where ĝ(x) is an arbitrary output function outside of the zero-valued region. The motiva-
tion for these requirements will be made clear in the next chapter.
The simplest solution is to create an empty kernel or an impulse response with its own
nodal region of width 2a:
h(x) =
{
ĥ(x) |x| > a








where ĥ(x) is an arbitrary function outside of the zero-valued region in the impulse re-
sponse. For an arbitrary input function, the zero-valued region in h(x) must contain the
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where f∗(x) is the complex conjugate of f(x). In a 4-f optical system, the focal plane mask
M(x′) is the FT of h(x). For example, if ĥ(x) = 1, the focal plane mask (as described in
section 1.3.3) has the form




where δ(x′) is the Dirac delta function. Obviously, a mask with transmission equal to













where ĥ0(x) is an arbitrary function defined over all x. Conceptually speaking, M(x
′) is
a high pass filtered version of FT{ĥ0(x)}, where spatial frequencies less than 2a/λf have
been removed.
Since the impulse response is only used here as a mathematical construct, it is possible
to have a physical system with







and the mask function




allowing for a more physically valid focal plane mask. Kuchner and Traub (2002) described
a similar transformation, which led to the invention of the band-limited coronagraph. It
should be noted, however, that the nodal region generated by a band-limited coronagraph
is smaller than the support of f(x), which will become a important in the next chapter.
Another interesting set of solutions have a similar impulse response as the solution
above, but with a linear phase within the autocorrelation support:
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h(x) =
{







































The result is mask that may be shifted by discrete amounts. For any arbitrary function





















and the focal plane mask is
M(x′) =














The form of the allowable focal plane masks implies that any function that only contains
spatial frequencies greater than 2a/λf may be added to the original solution and the mask
will perform the desired operation.




hout(x) |x| > a
hin(x) |x| < a
, (2.16)
where hout(x) and hin(x) are the function inside and outside of the autocorrelation support.
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hout(x) can be any function because it does not affect the nodal region of the input function
f(x). Physically, hout(x) represents a high-spatial frequency component in the focal plane
mask function M(x′). On the other hand, hin(x) must be odd, periodic, and lead to zero
values in the output function g(x) within the support of f(x). Examples include a linear

















0 x < a
1 x ≥ a
(2.19)
is the Heaviside step function. Note that all linear combinations of the aforementioned
solutions are also solutions.
Although there exists many mathematically interesting possibilities for a one-dimensional
linear operator that yields a zero-valued region over the support of the input function, the
input functions in the practical optical systems we are concerned with must be described
in two dimensions.
2.2 Empty kernels in two-dimensions
A similar approach to the one-dimensional case may be used to find two-dimensional
solutions. That is, we may use any function of the form
h(x, y) =
{
hout(x, y) (x, y) /∈ S
hin(x, y) (x, y) ∈ S
, (2.20)
where S is the set of points within the support of the autocorrelation of the input function
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(a) (b) (c)
(d) (e) (f)
Figure 2.1: Nodal area generation via an empty kernel. (a) An example input func-
tion: f(x, y). (b) The autocorrelation of (a): f(x, y)Ff(x, y). (c) The support of
the autocorrelation S. (d) An example kernel h(x, y) that is zero-valued within the
support of the autocorrelation. (e) The output function g(x, y) and (f) its support.
A nodal area appears over the support of the input function.
f(x, y). An example system is shown in Fig. 2.1 where we arbitrarily choose a starfish
shaped input function f(x, y) and an impulse response h(x, y) that is a closed loop bor-
dering the required nodal region. A starfish nodal area appears in the output function
after the convolution f(x) ∗ h(x) (see Fig. 2.1(e)-(f)). Similar transformations may occur
for any pupil function f(x, y) of compact support and kernel h(x, y) that is zero within
the support of f(x, y)Ff(x, y).
For a simple circular aperture of radius a, an example of an empty kernel is the ring
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By applying an azimuthal phase we can show that masks described by higher order Bessel












2.3 The ring of fire functions
The two-dimensional case brings additional possibilities that do not have obvious one-
dimensional analogues. For example, focal plane vortex phase masks Ml(φ) = exp(ilφ)
transform a circular input pupil into a nodal area at the output pupil plane (Khonina
et al., 1992; Mawet et al., 2005a; Foo et al., 2005). The output functions are colloquially
known as the ring of fire functions (see Fig. 2.2).
2.3.1 Derivation
We solve for the output functions shown in Fig. 2.2 by use of the convolution theorem. The
field directly after the focal plane mask due to a plane wave entering a circular entrance
aperture of radius a may be written as















Figure 2.2: The ring of fire functions. (a)-(c) Amplitude and (d)-(f) phase for various
values of l.
where (ρ, φ) are the polar coordinates in the focal plane. The output function is given by
the Fourier transform of Eq. 2.25:





J1 (kaρ/f) Jl (krρ/f) dρ, (2.26)
For l values that are nonzero and even,
gl(r, θ) =
{









eilθ r > a
, (2.27)
where R1n are the radial part of the Zernike polynomials and n = |l| − 1 (Carlotti et al.,




























Figure 2.3: Field magnitude cross-section along the beam axis in the vicinity of a
circular nodal area formed by a circular pupil and l = 2 focal plane vortex phase













The evolution of the transverse irradiance distribution along the direction of propaga-
tion in the vicinity of the nodal area is shown in Fig. 2.3. The irradiance is exactly zero in
the plane perpendicular to the page at z = 0 over the region r < R (i.e. |y/R| < 1). The
diffractive formation of a nodal area in a optical beam is a unique phenomenon in optics.
The transformation described above may also be thought of as a convolution between















Jl (krρ/f) ρ dρ. (2.31)
The integral over the Bessel function is not directly given in integral tables, but a related
integral is


































where Iν is the modified Bessel function of the first kind, Re(α) > 0, and Re(ν) > −2


















where Cl = (−i)llf/k (see e.g. Swartzlander, 2009).
A focal plane mask that is closely related to the vortex, and discovered several years
before, is the four quadrant phase mask (Rouan et al., 2000; Mawet et al., 2006):
MFQ(φ) =
{
1 0 ≤ φ < π/2 and π ≤ φ < 3π/2
−1 π/2 ≤ φ < π and 3π/2 ≤ φ < 2π
, (2.35)
which applies a π phase shift in the second and fourth quadrants. It has been shown that
the four quadrant phase mask can be written as a linear combination of vortex functions
















ei10φ + · · ·
)
, (2.36)
where each individual azimuthal mode provides a circular nodal area.
2.3.2 The elliptical ring of fire
For all of the two-dimensional analytical solutions presented above, the transformation
may be scaled along the x and y direction independently, such that























Owing to the scaling property of the FT, the focal plane mask must undergo the inverse
scaling. For a circular input function that is mapped to an ellipse, a vortex phase mask
must skewed in order to produce an elliptical nodal area. The elliptical vortex phase
mask is given by Mell = exp(ilΦ), where Φ = arctan(by/ax) with the major and minor
axes of the ellipse represented by a and b (see Fig. 2.4(a); Ruane and Swartzlander,
2013). A phase element producing the elliptical vortex function Mell may be constructed
by means of a liquid crystal q-plate, a spatially variant half-wave retarder with fast axis
orientation described by χ(x, y) = q arctan(by/ax) + χ0, where q = |l/2| and χ0 are
constants (Marrucci et al., 2006; Ruane et al., 2015d). The transmission of the q-plate
may be written in terms of Jones matrices in the circular polarization basis as[
U ′R (x, y)
U ′L (x, y)
]






where UR and UL are the right- and left-handed circular polarization field components,
respectively, and






where l = 2q and χ0 = 0.









, ρ0 < 1, (2.40)
where ρ0 = [(x/a)
2 + (y/b)2]1/2. For l = 2, the circularly polarized field components of











exp (±i2Θ) , ρ0 > 1 (2.41)
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0 
2π (a) 
l = 2, a/b = 2 
(b) 
500µm 
Figure 2.4: Transmission through an elliptical q-plate. (a) Phase of the elliptical
vortex function Φ with l = 2 and a/b = 2. Lines of constant phase (dotted) are
indicated in steps of π/4. (b) Image of the fabricated elliptical q-plate placed be-
tween orthogonal linear polarizers, showing the expected irradiance pattern given by
sin2(2χ), where χ is shown in steps of π/4.
where Θ = arctan(ay/bx) and both components are zero-valued if ρ0 < 1.
The formation of an elliptical nodal area from a uniformly illuminated elliptical aper-
ture was demonstrated in the laboratory by use of a lossless phase mask called a q-plate
(Ruane et al., 2015d). Sergei Slussarenko and Lorenzo Marrucci at University of Napoli
prepared the q-plate by aligning a nematic LC with orientation angle χ = arctan(by/ax),
i.e. q = 1 and l = 2. The desired orientation of the liquid crystals was induced using a
photoalignment technique (Chigrinov et al., 2008). A 0.1% wt. solution of Brilliant Yel-
low dye in dimethylformamide was used as the aligning surfactant and Indium-Tin-Oxide
coated glass substrates to have the possibility of applying an external electrical field to the
LC film. As part of the fabrication process (Slussarenko et al., 2011; Slussarenko et al.,
2013), a polarized ultraviolet laser beam was expanded by a set of lenses, sent through
a half-wave plate and focused on a sample with a cylindrical lens of 75 mm focal length.
Both the waveplate and the sample were attached to rotating mounts control by a com-
puter through step-motors. By varying of the relative step size of two motorized mounts
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Figure 2.5: Optical configuration for producing a ring of fire with a q-plate (QP).
Uniform laser light that is circularly polarized by polarizing optics P1 enters an aper-
ture AP. Lens L1 focuses the transmitted light onto QP. Lens L2 forms the output
pupil plane. The second set of polarizing optics P2 is circularly cross-polarized to P1.
The ring of fire function appears at the CCD.
during exposure it was possible to impress elliptical orientation patterns with angular de-
pendence. Owing to the manufacturing process, a defect 25 µm in diameter occurs at
the center of the sample, which is very small compared to the dimensions of the q-plate
(20 mm× 15 mm).
Figure 2.4(a) shows the expected phase pattern impressed on left-handed circularly po-
larized light; that is, an elliptical vortex function with topological charge l = 2 and aspect
ratio a/b = 2. When the q-plate is placed between two orthogonal linear polarizers, the
expected transmitted irradiance, sin2(2χ), agrees well with the experimental measurement
shown in Fig. 2.4(b).
An elliptical ring of fire pattern was realized for the first time in the laboratory using
the optical system illustrated in Fig. 2.5 with the elliptical vortex q-plate. An expanded,
collimated, HeNe laser beam (λ = 632.8 nm) is made circularly polarized by use of a
linear analyzer followed by a quarter wave retarder (together, P1). An elliptically shaped
beam having a uniform planar wave front was formed by transmitting the collimated
beam through an elliptical aperture (AP) with major and minor axes a = 1.50 mm and
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b = 0.75 mm as depicted in Fig. 2.6(a). This beam is expected to form a ring of fire
with the light turned inside out, as in the theoretical image of Fig. 2.6(b). The elliptical
beam was focused by lens L1 onto the q-plate. The LC was tuned to the half-wave phase-
retardation condition for wavelength λ = 632.8 nm by applying a 6.6 V, 6 kHz voltage
(Slussarenko et al., 2011). The width of the focal spot was 515 µm along the x axis and
1030 µm along the y axis; that is, the focal spot is at least 20 times larger than the ∼ 25 µm
central deformation of the q-plate. Lenses L1 and L2 both have a focal length of 1 m, but
different diameters: 25.4 mm and 50.8 mm, respectively. The field lens L2 imaged the
entrance pupil on a charge coupled device (CCD). An image of the entrance pupil forms on
the detector array when the q-plate is removed from the system, or when the center of the
q-plate is displaced from the center of the beam, as shown in Fig. 2.6(c). However when
these centers coincide, an elliptical ring of fire appears as seen in Fig. 2.6(d). A circular
polarization analyzer (P2) was used to remove light that may have been transmitted in
the wrong polarization state, owing to irregularities in the q-plate. A line profile through
the minor axis of the elliptical nodal area is shown in Fig. 2.7.
A practical measure of the quality of the experimental nodal area is the fraction of
the total beam power that is detected across the innermost half of the nodal area. We
achieved an experimental value of 2.4× 10−3, compared to the theoretical value of zero.
The quality of our experimental elliptical dark nodal area was determined as follows. A
dark frame was captured immediately before exposing the CCD (SBIG STF-8300M). The
exposure time was 0.09 seconds and the camera was cooled to 0.19◦C. The dark current
is approximately 0.2 e-/pixel/sec at 0◦C and the read noise is ∼ 9.3e- rms (see SBIG
Astronomical Instruments, 2015). The power inside the ring of fire PIN was calculated by
integrating over an elliptical synthetic aperture centered with respect to the ring of fire.
The synthetic aperture has half of the area of the entrance aperture of the optical system.















Figure 2.6: Experimental verification of an elliptical nodal area. Theoretical beam
profiles in the image plane of an elliptical aperture with (a) and without (b) the
l = 2 elliptical vortex q-plate. Corresponding measured irradiance profiles (c) and
(d), respectively. The scale bar in (c) also applies to (d).
The power bias PB was calculated by integrating over a synthetic aperture of equal size
and shape in a region of the image far from the beam. The total power PT is the integrated





















where the uncertainties are denoted by ∆ and are reported as standard deviations. The un-







The read noise component is
√
npixN2read, where npix is the number of pixels within
the synthetic aperture. The noise due to dark current is
√
idarknpixτ , where idark is
the dark current in e-/pixel/sec and τ is the exposure time. Shot noise is the square
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Figure 2.7: Line profile across the minor axis direction of the elliptical nodal area.
The irradiance data (blue) is averaged over 50 line profiles after the dark-image was
subtracted. We assume that the background signal is constant throughout the image.
root of the integrated signal in units of photo-electrons. The calculated uncertainty in
quality is ∆Q = 1.17 × 10−6. Thus, assuming only detector noise the quality value is
Q = (2.418± 0.001)× 10−3. However, the majority of the experimental noise arises from
imperfect optics and alignment.
2.4 Weber-Schafheitlin modes
The ring of fire functions are a subset of solutions of the discontinuous integral of Weber







where ν, µ, λ are integers and α and β are constants. The integral is convergent provided
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where Γ( ) is the gamma function and 2F 1( ) is a hypergeometric function (Gradshteyn
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Integrals with the form of Eqn. 2.44, namely a product of Bessel functions, appear in the
output function integral in cases where the input function is circular or may be described
by a Zernike polynomial in amplitude (Ruane et al., 2015a,b). 1 We recall that the Zernike
polynomials may be written as
Zmn (r/a, θ) =R
m
n (r/a) cos(mθ),





















(r/a)n−2k, r/a ≤ 1, (2.48)
where n−m is even. The indices n and m are integers respectively known as the degree and
azimuthal order. The first few radial polynomials are: R00 = 1, R
1




1This approach was originally suggested by Dr. Mark Dennis of U. Bristol during a discussion with
Prof. Grover Swartzlander of RIT.
CHAPTER 2. NODAL AREAS IN COHERENT BEAMS 51
R22 = (r/a)
2, R13 = 3(r/a)
3 − 2(r/a), R33 = (r/a)3.
For an input function described by a Zernike polynomial in amplitude
f(r, θ) = Zmn (r/a, θ), r ≤ a, (2.49)
and a focal plane vortex phase mask M(φ) = exp(ilθ), a circular nodal area appears in
the output functions provided certain conditions are met (see Fig. 2.8). For m ≥ 0 (i.e.
the even Zernike polynomials),
f(r, θ) = Rmn (r/a) cos(mθ). (2.50)
The field in the focal plane is given by the product of M(φ) and the Fourier transform of
Eq. 2.50:
















where Wqp(r) is a special case of the Weber-Schafheitlin integral:
















A nodal area appears in the output function if l is even valued and |l| > n + |m|. For
m = 0 and |l| ≤ n, the output function may be expressed



































Figure 2.8: Zernike amplitude input functions shown for (a) Z11 , (b) Z
0
2 , (c) Z
2
2 , (d)
Z13 , and (e) Z
3
3 . For each case, the following are shown: the input pupil amplitude
|f(r, θ)| and phase Φ{f(r, θ)}, the corresponding point spread function magnitude
|F (ρ, φ)|, the phase of the lowest charge vortex phase element that produces a nodal
area in the output pupil plane Φ{M(φ)}, and the field magnitude in the output pupil
plane |g (r, θ) |. |F (ρ, φ)| is shown over a 10× 10 λF# square, where F# = f/(2a).




ilθ r < a
0 r ≥ a
, (2.55)
On the other hand, for m = 0 and |l| ≥ n+ 2
g(r, θ) =
{









eilθ r > a
. (2.56)
More generally, analytical solutions for g = (r, θ) with m 6= 0 that contain a nodal area
in the on-axis starlight may be written
g(r, θ) =
{
0 r ≤ a
gl,n,m(r, θ) r > a
. (2.57)
Figure 2.8 shows the output functions for the first few Zernike amplitude apodizers with


























































































There is also an interesting case where
f(r, θ) = Zmm (r/a, θ)± iZ−mm (r/a, θ),
= (r/a)meimθ, r ≤ a,
(2.63)
which we refer to a vortex core mode. For m ≥ 0, it can be shown that for all even values
of l > 0, the output function becomes
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l = 0 l = 1 l = 2 l = 3 l = 4 l = -4 l =-3 l = -2 l = -1 
m = -4 
m = -3 
m = -2 
m = -1 
m = 0 
m = 1 
m = 2 
m = 3 
m = 4 
Figure 2.9: Output functions for vortex core input functions of charge m and focal
plane vortex phase masks of charge l.
CHAPTER 2. NODAL AREAS IN COHERENT BEAMS 55
l = 0 l = 2 l = 4 l = 6 l = 8 l = -8 l =-6 l = -4 l = -2 
m = -8 
m = -6 
m = -4 
m = -2 
m = 0 
m = 2 
m = 4 
m = 6 
m = 8 
Figure 2.10: Output functions for vortex core input functions of even charge m and
focal plane vortex phase masks of even charge l.
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g(r, θ) =
{
0 r ≤ a
(a/r)l+m ei(l+m)θ r > a
. (2.64)
More generally, for r < a
g(r, θ) =(−i)l+m−2ei(l+m)θ Γ(m+ l/2 + 1)










and r > a













In this interest of brevity, we report the solutions to Eqs. 2.65 and 2.66 graphically (see
Fig. 2.9). It can be seen that nodal areas only appear for even values of l. To clarify the
combinations of m and l that provide nodal areas, the solutions for only even values of
m and l are shown in Fig. 2.10. A few simple relationships becomes obvious when the
output functions are plotted in this fashion. Specifically, if m and l have the same sign,
the nodal area appears if |l| > 0 and even. However, for m ≥ 0 and l < 0, a nodal area
may be formed if l < −2m − 1 and even. Furthermore, if m < 0 and l > 0, a nodal area
appears for l > −2m+ 1 and even.
We generated Weber-Schafheitlin modes in the laboratory using the experimental set-
up illustrated in Fig. 2.11. A HeNe laser beam was spatial filtered and right-handed
circularly polarized using a linear polarizer (LP) and a quarter wave plate (QWP). The
beam was expanded such that the waist radius was 3 mm. The collimated beam entered a
polarization dependent vortex phase element (QP1) known as a q-plate. The transmission
of QP1 may be written in terms of Jones calculus in the circular polarization basis as
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Figure 2.11: Experiment for generating the Weber-Schafheitlin modes in the labora-
tory. (a) Schematic of experimental set-up with a HeNe laser source spatially filtered
by lens L1 (f = 11 mm), a 10 µm pinhole (PH), and lens L2 (f = 50 mm). The beam
was circular polarized by a linear polarizer (LP) and a quarter wave plate (QWP)
before entering the first q-plate (QP1). An optional half wave plate (HWP) following
QP1 controlled the handedness of the polarization entering the 4-f optical system.
The VC consisted of a 0.5 mm aperture (AP), a q-plate at the focus of lens L3, and
a CCD at the exit pupil plane formed by lens L4. A second QWP and LP were used
to filter light that leaked through QP1 and QP2 with unexpected transmission.
(a) (b)
500 µm
Figure 2.12: Transmission of the q-plates used in the experimental demonstration,
(a) QP1 and (b) QP2, between orthogonal linear polarizers. In this arrangement, the
expected transmitted irradiance pattern is sin2(2φ).
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m = 0, l = 2
(c)
m = 2, l = 0
(d)












l (g) (h) (i) (j)
Figure 2.13: Results of experiment for generating the Weber-Schafheitlin modes. (a)-
(e) Theoretical irradiance patterns and (f)-(j) the experimentally obtained results.












m = 2, l = 0
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m = 2, l = −2
Figure 2.14: Azimuthal average of the measured output irradiance functions. (a) The
m = 0 case is shown for l = 0 and l = 2 and (b)-(d) the m = 2 case for (b) l = 0, (c)
l = 2, and (d) l = −2. The theoretical fits (black lines) and one standard deviation
in measured radial profile (blue lines) are included for comparison.





















where [A1, A2] is the input polarization state (see Fig. 2.12). The light emerging from QP1
was left hand circularly polarized and had an l = 2 vortex in the center of the beam. A
removable half wave plate (HWP) was used to switch between circular polarization states
entering the aperture of the coronagraph (AP, 0.5 mm diameter). The distance between
QP1 and AP was 360 mm to allow the vortex beam to propagate and form a vortex core
pupil function. Lens L3 (f = 300 mm) focused the light that passed through AP on to
a second, identical q-plate (QP2). The transmission of QP2 was M = exp(±i2φ) where
the sign was controlled incident polarization state (i.e. the presence of the HWP). Lens
L4 (f = 300 mm) formed the geometric exit pupil at the CCD (5.4 µm pixel pitch). A
circular analyzer was placed before the CCD to suppress light that leaks through QP1 and
QP2 in an undesirable polarization state owing to manufacturing defects and imperfect
tuning of the q-plates. The irradiance patterns measured with the CCD are shown in
Fig. 2.13. In addition, the azimuthal averages of the measured patterns in Fig. 2.13
are shown in Fig. 2.14. The radial average is calculated using 360 angles and nearest
neighbors interpolation. The theoretical radial profiles are fit to the experimental data for
comparison. Each case obeys the expected trend; however, significant disagreement owing
to optical aberrations occurs near r = a where a high radial gradient is expected.
2.5 A numerical approach to generating nodal areas
For an arbitrarily shaped input function, a focal plane phase mask that generates the
desired nodal area in the output function is difficult to obtain analytically, especially
with the added requirement that the mask is phase-only. However, the question may
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be formulated as a phase retrieval problem. Consider a 4-f imaging system with input
function f(x, y) and focal plane mask having a transmission function M = exp(iΦ). The
field at the focal plane just before the phase mask is given by the FT of the input function
F (x, y) = FT{f(x, y)}. Similarly, the output function is the inverse FT of the focal
plane field g(x, y) = FT−1{F (x, y) exp(iΦ)}. We wish to calculate the phase function Φ
necessary so that g(x, y) = 0 over the support of FT−1{F (x, y)}. Being unsuccessful at
finding a general analytical expression for M , we instead apply a numerical phase retrieval
algorithm.
2.5.1 Modified Gerchberg-Saxton Algorithm
The phase-only focal plane phase function required to form a nodal area is calculated
by use of a point-by-point iterative phase retrieval algorithm based on Gerchberg-Saxton
style error reduction (Gerchberg and Saxton, 1972; Ruane et al., 2015d). The field at the
focal plane, Fj , is initially taken to be
F1 = DFT{f} exp(iΦ1), (2.68)
where DFT denotes the discrete Fourier transform, Φ1 is the initial phase, and j is the
iteration number. The output field at each iteration is calculated by
gj = DFT
−1{Fj}, (2.69)
which is set to zero within the desired nodal area. The updated output function is denoted
ĝj . Then, the new focal plane field is calculated by
Fj = DFT{ĝj} (2.70)
and the returned field magnitude is replaced by the magnitude of the known PSF:
Fj+1 = |F1| eiArg{Fj}. (2.71)
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This process is repeated until energy in the nodal area is minimized. The updated focal
plane mask after each iteration is given by
Mj = Fj/F1. (2.72)
2.5.2 Examples
We provide a few example solutions for the one and two dimensional cases below.
One-dimensional example











We use the algorithm described above to calculate a phase-only focal plane mask that
yields a nodal area for |x| < a/2. For our calculation, the rectangle has a width of N/100,
where N = 220 is the total number of samples and the algorithm is stopped after after 50
iterations. The initial phase was chosen to be proportional to |x′|. The resulting phase
pattern is plotted in Fig. 2.15(a) and the corresponding output function is shown in Fig.
2.15(b). As described earlier in this section, the transformation may be thought of as
a convolution with the a kernel given by h(x) = DFT{M(x′)} (see Fig. 2.15(c)-(d)).
The kernel is characterized by sharp, oscillatory spikes in the real and imaginary parts
spaced by ∼a. The central oscillation is shown in Fig. 2.15(e)-(f). Conceptually speaking,
the approximate nodal area is achieved because the integration over the anti-symmetric
oscillations computes to zero.
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Figure 2.15: Numerically calculated focal plane mask for transforming a one-
dimensional rectangular input function into a nodal area. (a) The focal plane field
and the phase of the calculated mask. (b) The output function with a nodal area over
|x| < a/2. (c) Real and (d) imaginary parts of the corresponding convolution kernel.
(e)-(f) Zoomed in versions of (c) and (d), respectively.
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Circularly symmetric example
In the case of a circularly-symmetric two-dimensional function, the FT may be computed
as a Hankel transform in one (radial) dimension as explained in Ch. 1. Figure 2.16 shows
the results for a circular input function with a circularly-symmetric focal plane phase













M(ρ)J1 (kaρ/f) J0 (krρ/f) dρ, (2.76)
which may be calculated numerically with large one-dimensional arrays. In this example,
N = 214 and a = 200 samples. Although we have presented known analytical focal plane
masks of the form M = exp(ilφ) that provide nodal areas, the numerical approach yields
circularly symmetric focal plane phase masks that also provide approximate nodal areas,
but are not well-understood analytically. The phase masks extend throughout the focal
plane (see Fig. 2.16(a)). The output function has radial ripple features and a sharp spike
at r = 3a (see Fig. 2.16(b)). Similar oscillatory spikes appear in the real and imaginary
parts of the kernel function as those seen in the 1D case (see Fig. 2.16(c)-(f)). These
solutions provide a new family of circularly-symmetric phase-only focal plane masks for
coronagraphs.
Two-dimensional examples
A full two-dimensional calculation allows us to obtain azimuthally-variant phase masks and
input functions. Let us assume a real rotationally symmetric input function. We are aware
that circular harmonic modes naturally lead to nodal areas for a circular input function.
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Figure 2.16: Numerically calculated focal plane mask for transforming a circular
input function into a nodal area using Hankel transforms. (a) The focal plane field
and the phase of the calculated mask. (b) The output function with a nodal area
over r < a. (c) Real and (d) imaginary parts of the corresponding convolution kernel.
(e)-(f) Zoomed in versions of (c) and (d), respectively.






































































Figure 2.17: Numerically calculated focal plane mask for transforming an annular
input function into a nodal area using a two-dimensional calculation and circular
harmonic forcing. (a) The input function. (b) The field magnitude in the focal plane.
(c) The calculated phase mask. (d) The output function.
Thus, it makes sense to allow the possibility of both azimuthal and radial variations in the
calculated phase mask. One possibility is to use functions of the form Φ = lφ + Mr(ρ),
where Mr(ρ) is a real valued function. The output function may be expressed in terms of
an lth order Hankel transform g(r, θ) = Hl{F (ρ) exp[iMr(ρ)]} exp(ilθ). The solution for
the Hankel transform may be written as the product of amplitude and phase functions:
Hl{F (ρ) exp(iMr(ρ))} = gr(r) exp(iψ(r)). These constraints are applied in an attempt to






































































Figure 2.18: Numerically calculated focal plane mask for transforming a starfish input
function into a nodal area. (a) The input function. (b) The field magnitude in the
focal plane. (c) The calculated phase mask. (d) The output function.
reduce the dimensionality of the problem and encourage a well-behaved solution.
Figure 2.17 shows an example for an annular aperture (see Fig. 2.17(a)) where only
l = 0 and l = 2 circular harmonics are allowed in the focal plane phase mask. The focal
plane field amplitude (see Fig. 2.17(b)) is diffracted by the phase mask (see Fig. 2.17(c))
such that a nodal area appears in the output function (see Fig. 2.17(d)) over the support
of the input function (see Fig. 2.17(a)). We note that this solution is not unique, even
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when constrained to a single circular harmonic. Many different families of phase masks
may be calculated by altering the initial phase and allowed circular harmonic modes.
To show the power of the numerical approach we provide an example with an arbitrarily
chosen starfish shaped input function (see Fig. 2.18(a)). In this case, we don’t employ
any constraints to the phase mask. The complicated focal plane field (see Fig. 2.18(b))
leads to a equally complicated phase mask (see Fig. 2.18(c)). The output function has an
approximate nodal area in the shape of the starfish (see Fig. 2.18(d)). These examples
suggest that a phase-only mask may be used for to produce an arbitrarily shaped nodal
area given an arbitrary shaped input function. For instance, the solution in Fig. 2.18 is
a phase-only version of the complex focal plane mask corresponding to the convolution
kernel in Fig. 2.1.
2.6 Summary
This chapter has laid the theoretical groundwork for the design of high-contrast imaging
systems where light from a specific point source is blocked by producing a nodal area in the
desired beam. Our analytical understanding has provided useful intuition for more realistic
scenarios. For example, in astronomy, the input function is defined by the telescope
aperture, which is rarely a simple circle. In fact, most telescope apertures have obstructions
owing to the secondary mirror and spider support structures. Moreover, the primary
mirrors of large aperture telescopes are typically segmented and are not circular. Real
telescope apertures are considered in the next chapter.
Although we have focused on the example of calculating a focal plane phase mask for
a 4-f optical system, these techniques may also be applied to calculate pupil masks, which
will also be considered in the following chapters for astronomical and other applications.
The major difference is that nodal areas have not been proved to exist in band-limited
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fields (i.e. generated in a focal plane by a pupil mask with compact support). However,
sufficiently dark holes may be generated over a given region of the PSF.
High-performance coronagraph designs may be based on using entrance pupil, focal
plane, and Lyot plane masks, which in terms of the language used in our theory correspond
to changing the input function, focal plane mask, or output function in a 4-f optical system.
We also consider pupil masks for protecting a detector from laser radiation damage in
chapter 5. All of these applications make use of optimize phase masks based on our
analytical understanding or are calculated using the numerical approach outlined above.
Chapter 3
Advanced coronagraphs
Direct imaging and characterization of exoplanets requires an optical system that can selec-
tively suppress light from a star that would otherwise inhibit detection of dim companions
and their spectroscopic signatures. Such observations have been made increasingly possi-
ble by dedicated coronagraphic high-contrast imaging instruments with extreme adaptive
optics, such as GPI (Macintosh et al., 2006), VLT/SPHERE (Beuzit et al., 2008), and
Subaru/SCExAO/HiCIAO (Martinache and Guyon, 2009; Hodapp et al., 2008).
Many elegant optical designs for coronagraphs are available, the most common of
which fall into two categories: focal-plane (Lyot, 1939; Noll, 1973; Wang and Vaughan,
1988; Malbet et al., 1995; Sivaramakrishnan et al., 2001; Roddier and Roddier, 1997;
Rouan et al., 2000; Kuchner and Traub, 2002; Soummer et al., 2003b; Mawet et al., 2005a;
Foo et al., 2005; Trauger and Traub, 2007; Serabyn et al., 2010) and pupil-plane (Kasdin
et al., 2003; Codona and Angel, 2004; Kenworthy et al., 2007) coronagraphs. The former
make use of a focal plane mask and downstream Lyot stop (LS) to block on-axis starlight
from reaching the detector. The latter have a single amplitude or phase mask in the pupil
of an imaging system which alters the PSF such that a dark hole appears in the diffracted
69
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image of the star where faint exoplanets may be detected. More advanced designs may
incorporate multiple pupil plane, focal plane, and out-of-plane pupil remapping optics
(Guyon, 2003; Guyon et al., 2005; Soummer et al., 2003a).
Many of the coronagraph architectures mentioned above function well with an unob-
structed, circular pupil. However, the performance is often severely degraded on telescopes
with non-circular pupils and/or in the presence of aperture obstructions, such as a sec-
ondary mirror, spider support structures, and gaps between mirror segments. In such
cases, advanced optical designs are required for high-performance coronagraphy. The
optical system may be optimized with several performance aspects in mind including con-
trast, throughput, chromatic dependence, and sensitivity to aberrations (Soummer, 2005;
Carlotti et al., 2011; Carlotti, 2013; Pueyo and Norman, 2013; Guyon et al., 2014).
This chapter reports two advances in coronagraph design. The first is the use of holo-
graphic elements in phase mask coronagraphs to allow operation over a large spectral
bandwidth (see section 3.3). The second introduces optical elements designed to compen-
sate for unwanted diffraction owing to pupil obstructions (see section 3.4). We consider
the example of the vortex coronagraph (VC), which in its conventional design makes use
of a focal plane phase mask and binary amplitude LS (Mawet et al., 2005a; Foo et al.,
2005). The VC has a number of advantages, including a small inner working angle (IWA)
and intrinsic achromaticity, but is very sensitive to the pupil shape. To tailor the VC for a
complicated telescope aperture, we have designed phase-only and complex field correctors
for the entrance pupil, focal plane, and/or Lyot plane. The theoretical performance gains
are discussed in section 3.4.
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Figure 3.1: A generalized coronagraph with masks at the entrance pupil, focal plane,
and Lyot plane.
3.1 Coronagraph optics
The optical designs we consider here may be described as a subset of the 4-f optical system
shown in Fig. 3.1. The three relevant planes are the entrance pupil (PP1), focal plane
(FP1), and the Lyot plane (PP2). The motivation of this work is to exploit each of these
planes by varying the amplitude and phase of the incident light in order to precisely remove
the on-axis starlight and improve sensitivity to dim off-axis companions.
Each optic in the system plays a unique role. The mask at PP1 is used to alter the
PSF at FP1. For example, pupil-plane coronagraphs have only one mask at PP1 that
forms a dark hole in the spatially invariant PSF. In the case of a focal plane coronagraph,
on the other hand, a mask at FP1 blocks the on-axis light or diffracts it outside of the
LS (binary amplitude mask) at PP2. The focal plane mask and LS are designed to reject
the light from the on-axis source, while allowing light from off-axis sources to propagate
to the final (or science) image plane FP2.
CHAPTER 3. ADVANCED CORONAGRAPHS 72
3.2 The vortex coronagraph
In this section, we briefly review the conventional VC with a circular pupil (Mawet et al.,
2005a; Foo et al., 2005; Mawet et al., 2010a,b). More general pupils will be considered
later. A phase mask is placed in focal plane FP1 with transmission exp(ilφ), where l is
a nonzero even integer known as topological charge and φ is the azimuthal angle in FP1.
The field in FP1 immediately after the vortex phase mask owing to an on-axis point source
and entrance pupil (input) function P (r, θ) = circ (r/a) may be written






where (r, θ) and (ρ, φ) are respectively the pupil and focal plane polar coordinates, a is
the pupil radius, k = 2π/λ, λ is the wavelength, f is the focal length, and J1 is the Bessel
function of the first kind. The field at PP2 is given by the Fourier transform of Eq. 3.1:





J1 (kaρ/f) Jl (krρ/f) dρ. (3.2)
Eq. 3.2 is related to the discontinuous integral of Weber and Schafheitlin (see section 3.1;
Watson, 1922). For l is nonzero and even,
E (r, θ) =
{









eilθ r > a
, (3.3)
where Rmn are the radial part of the Zernike polynomials (Carlotti et al., 2009). In the
case of l = 2, for example, E (r, θ) = (a/r)2ei2θ for r > a. Remarkably, the field is zero-
valued within the geometric image of the pupil (see Fig. 2.2). The same circular area of
destructive interference (i.e. a nodal area) appears for all even, nonzero values of l. An
LS with radius less than a, is placed in PP2 to block all of the light from a distant on-axis
point source. Off-axis sources do not form a nodal area and are partially transmitted
through the LS. Thus, the vortex phase element provides ideal suppression of a distant
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Figure 3.2: Fraction of energy transmitted through the LS of a VC due to a distant
point source displaced from the optical axis by angle α in units of the resolution
angle λ/D, where D is the aperture diameter. The angle at which half the energy is
maintained (IWA) is indicated in each case.
on-axis point source in the case of a circular pupil. However, telescope apertures are often
much more complicated, which may cause a significant amount of on-axis starlight leak
through the LS (Jenkins, 2008; Ruane and Swartzlander, 2013; Ruane et al., 2015a).
An important performance measure is the transmitted energy through the LS owing






∣∣∣Ẽ (r, θ;α)∣∣∣2 L (r, θ) dA, (3.4)
where Ẽ (r, θ;α) is the field at PP2 owing to a point source displaced from the optical axis
by angle α (i.e. Ẽ (r, θ;α = 0) = E (r, θ)), L (r, θ) in the binary LS transmission function,
dA is the differential area in PP2, and T0 is the transmitted energy due to a point source
without a focal plane mask at FP1. Figure 3.2 shows T (α) for a conventional VC with
charge l = 2 and l = 4.
CHAPTER 3. ADVANCED CORONAGRAPHS 74
(a) (b) 
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Figure 3.3: (a) Theoretical interference pattern between a plane wave and a charge
l = 2 vortex. (b) Zoomed-in image of the 10 mm× 10 mm binary amplitude grating
fabricated by laser lithography with 250 line pairs per mm (Λ = 4 µm pitch).
3.3 A broadband holographic vortex coronagraph
There is significant interest in VC designs that operate over a large spectal bandwidth.
Here, we employ a vortex hologram (VH) and dispersion compensation to provide a spec-
tral bandwidth of ∆λ/λ > 0.5 (Ruane et al., 2014). The VH is a holographic representa-
tion of the interference pattern between a vortex and a plane wave (Bazhenov et al., 1990;
Heckenberg et al., 1992; Sacks et al., 1998). An l = 2 VH (see Fig. 3.3) provides the de-
sired transmission function exp(i2φ) in the first diffracted order. Much like conventional
gratings, the beam emergence angle is wavelength dependent. Thus, a complementary
diffraction grating (DG) may be used to compensate for chromatic dispersion while main-
taining the vortex phase (Leach and Padgett, 2003; Bezuhanov et al., 2004; Mariyenko
et al., 2005). The broadband high-contrast performance of the holographic approach com-
pares well with other high-precision vortex phase elements (Errmann et al., 2013; Ruane
et al., 2014).
The operation of the holographic VC (see Fig. 3.4) is similar to that of the conventional
VC, but the entrance pupil plane is reimaged twice. The VH shown in Fig. 3.3(b) is placed






















Figure 3.4: Experimental demonstration of a broadband holographic VC. (a) White
light is launched from a fiber, collimated by an off-axis parabolic mirror OAP, and
focused by lens L0 (f0 = 30 mm) on to a small pinhole (PH). Lens L1 (f1 = 30 mm
or 100 mm) forms the Fourier transform of PH at aperture AP (D = 0.5 mm) to
simulate a distant point source. Quasi-plane waves enter the VC at AP. (b) Light
that transmits through AP is focused by lens L2 onto vortex hologram VH (see Fig.
3.3(b)), which impresses an l = 2 vortex phase profile on the first diffracted order.
Lenses L3 and L4 reimage the focal spot at diffraction grating DG. The line pair
spacing of DG is equal to that of the VH (Λ = 4 µm). Hence, light that emerges in
the first diffracted order from DG is dispersion compensated. Lens L5 forms the exit
pupil at the CCD. Lenses L2, L3, L4, and L5 have focal length f2 = 300 mm. A Lyot
Stop (LS) may be placed in front of the CCD to block light that originates on the
optical axis at the PH plane. (c)-(d) Measured irradiance at the CCD without the LS
in place (5 µm diameter pinhole and f1 = 30 mm). (c) If the pinhole is displaced from
the optical axis, an approximate image of the entrance pupil appears at the CCD.
(d) In the case where the pinhole source coincides with the optical axis, most of the
light is relocated outside of the geometric exit pupil and may be blocked by the LS.
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at the first focal plane of the VC optical system (see Fig 3.4(b)). The light that emerges
from the VH in the first diffracted order contains the desired l = 2 vortex phase pattern.
In addition, the light in the first order is dispersed in the transverse plane by an angle that
depends on the wavelength. The field at the first focal plane is reimaged onto a DG, whose
line spacing matches that of the VH. The second grating compensates for the dispersion
introduced by the VH in the first diffracted order without modifying the vortex phase.
To demonstrate the optical system illustrated in Fig. 3.4 in the laboratory, white
light (400 nm to 700 nm) from a fiber-coupled plasma source (Energetiq EQ-99FC) is
collimated by an off-axis parabolic mirror OAP and is subsequently focused onto a small
pinhole by lens L0 (f/1.1, f0 = 30 mm). The pinholes used vary from 5 µm to 25 µm.
Lens L1 (f/1.1 or f/3.9, f1 = 30 mm or 100 mm) collimates the transmitted light such
that the pinhole simulates an unresolved source. The VC entrance pupil is formed by
a circular aperture (AP) with diameter D = 0.5 mm. AP is immediately followed by
focusing lens L2 (f/11.8, f2 = 300 mm). An evenly illuminated entrance pupil forms an
Airy disk that is centered on the central dislocation of a VH with Λ = 4 µm pitch. The
VH fabricated for this demonstration approximates the forked interference pattern with
a 10 mm × 10 mm binary amplitude grating printed by a laser lithographic technique at
0.6 µm resolution on a 2 mm thick fused silica plate (see Fig. 3.3(b)). We approach a
point phase singularity by choosing a small aperture and long focal length f2 (effectively
f/600). This ensures the central feature is much smaller than the focal spot size. The
central lobe of the Airy disk covers approximately 256 and 146 line pairs for the red and
blue bands, respectively. The first diffracted order, containing an l = 2 vortex, passes
through lens L3 (f/5.9, f2 = 300 mm) to form a laterally dispersed pattern at the first
pupil plane, where the field is imaged onto a DG with Λ = 4 µm pitch by lens L4 (f/5.9,
f2 = 300 mm). The recombined beam passes through field lens L5 (f/11.8, f2 = 300 mm)
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and forms the final pupil plane at the CCD with a central detected wavelength of 550nm.
The image of the entrance aperture appears if the pinhole is displaced from the optical
axis (see Fig. 3.4(c)). However, if the center of the pinhole is aligned with the optical
axis, most of the light is relocated outside of the geometric image of AP (see Fig. 3.4(d)).
The transmission of the VC optics (from AP to the LS) is T = 0.56%. This could be
enhanced by use of a blazed or volume hologram and grating or by arranging both the VH
and dispersion compensator in the same plane (Atencia et al., 2013).






Il (r, θ) r dr dθ, (3.5)
and Il (r, θ) is the irradiance at the CCD. We note that the suppression is defined relative
to the l = 0 case and was calculated from the signal present in the central region of
the CCD image with the background signal from scattering removed. The background
is taken to be a constant, evaluated by averaging the counts in a dark region far from
the optical axis (i.e. in an annulus with inner and outer diameter 15R and 17R). The
interior power κl is integrated over the inner half of the geometric exit pupil radius to
avoid contributions from optical aberration (i.e. RLS = R/2). The value of κ0 is obtained
by measuring the power with the source substantially displaced from the optical axis. We
measure a maximum suppression of η2 = (1.9±1.2)×10−4 with an on-axis pinhole source,
whose angular extent is (0.046± 0.009) λ/D, over a ∆λ/λ ≈ 0.5 passband (300 nm band
centered at 550 nm). The nonzero value of η2 is partly attributed to the extended size of
the pinhole source.


























Figure 3.5: Example telescope apertures and Lyot stops.
3.4 Optimized coronagraphs for unfriendly apertures
In addition to a broadband design, we also present methods for improving performance on
telescopes with complicated apertures (Ruane et al., 2015a). Here, we present optimized
optical elements in PP1, FP1, and/or PP2 for VCs on telescopes with typical aperture
obstructions (see Fig. 3.5). AP1 (Fig. 3.5(a)) is a simple annulus, AP2 (Fig. 3.5(b))
is an annulus with spiders similar to the Hale Telescope at Palomar Observatory, and
AP3 (Fig. 3.5(c)) is similar to the European Extremely Large Telescope (E-ELT). The
goal is to improve contrast performance without considerable loss in off-axis planet light
or image quality. This section discusses correcting optics for FP1 designed to improve
starlight rejection and complex apodizers for PP1 and PP2. In the case of PP1, analytical
expressions are given for entrance pupil apodizers that assist in diffracting starlight outside
of the LS and potential routes to numerically optimized complex masks are proposed. Lyot
plane masks (LPMs) for PP2 are also presented, which improve contrast by relocating
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Figure 3.6: A vortex coronagraph with focal plane corrector.
leaked starlight in FP2 away from a pre-defined discovery region. The main outcome of
this work is that optics in all three planes may be jointly optimized to achieve very high
performance with complicated pupils.
3.4.1 Focal plane correctors
Phase-only focal plane correctors
The starlight suppression achieved on telescopes with non-circular or obstructed pupils
may be improved by modifying the focal plane phase transmission function (see Fig. 3.6).
For example, an elliptical aperture requires a skewed vortex phase mask and elliptical
LS (Ruane and Swartzlander, 2013). For arbitrary apertures, we determine the phase
function required to form a nodal area in the coherent starlight within the transmitting
regions of the LS using the point-by-point iterative phase retrieval algorithm explained in
Section 2.5.1 (Gerchberg and Saxton, 1972; Ruane et al., 2015a,d).
Figure 3.7 shows the PSFs associated with the pupils in Fig. 3.5 in terms of normalized
irradiance: |F1|2. We wish to diffract most of the light in the on-axis PSF outside of the LS
(see Fig. 3.5(d)-(f)), while preserving light from off-axis sources at angular separations as
small as α ≈ 2−3λ/D, where D is the outer diameter of the entrance aperture. With this
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Figure 3.7: Monochromatic point spread functions at FP1 in log irradiance for (a)
AP1, (b) AP2, and (c) AP3.
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Figure 3.8: Focal plane phase functions optimized within a 2 λF# radius for (top)
AP1, (middle) AP2, and (bottom) AP3 using (a) l = 0, (b) l = 2, and (c) l = 4 for
the initial condition. (d)-(e) The corresponding phase correctors for (d) l = 2 and (e)
l = 4.
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in mind, we chose to optimize a phase corrector that only modifies the focal plane phase
within a 2 λF# radius of the center, where F# = f/D. This constraint limits unwanted
suppression of light from sources at α & 2 λ/D. The calculated focal plane corrections are
shown in Fig. 3.8 for AP1, AP2, and AP3. Throughout this work, we perform the PSFs
using the Fast Fourier Transform algorithm with a 16, 384 × 16, 384 computational grid
of samples and with ∼16 samples per λF# in FP1. In each case, we find the optimized
phase corrector for an initial phase mask with l = 0, 2, and 4. For the l = 0 case, we force
circular symmetry every 10 iterations until about 50 iterations to encourage convergence
to a circularly symmetric mask. This constraint was also applied for all of the correctors
calculated for AP1. The more complicated apertures (AP2 and AP3) naturally lead to
more intricate solutions. The algorithm is stopped after 500 iterations.
The algorithm typically finds a local optimum close to the initial condition, which
is a beneficial property for our application where contrast improvement is desired with
minimal phase shifts and phase mask complexity. The correctors generally take the form
of concentric rings with radial phase steps of approximately π. Azimuthal variations in
the phase corrector are present in cases where it is necessary to mitigate the effect of the
spiders and/or non-circular pupil as in AP2 and AP3. We also note that non-circularly
symmetric solutions may be obtained for circularly symmetric apertures.
The magnitude of the Lyot plane field owing to a on-axis point source for each design
is shown in Fig. 3.9. In all cases, most of the light is diffracted outside of the geometric
image of the entrance pupil (equivalent to Figs. 3.9(a) in each case). This provides a
spatial separation of the light from on-axis and off-axis sources allowing the LS to block
only the on-axis source.
We compare the performance of the solutions presented above in terms of starlight
suppression, off-axis transmission, and broadband performance. For each initial condition,

























































































































Figure 3.9: Lyot plane field amplitude for (top) AP1, (middle) AP2, and (bottom)
AP3, (a)-(c) without and (d)-(f) with a focal plane phase corrector.
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the algorithm arrives at a phase corrector that provides a different starlight suppression
level T (0), which may be seen in Fig. 3.10 and are reported in Table 3.1. Generally, the
l = 0 initial condition achieves better suppression of the on-axis source. As explained
below, the advantage of using l = 2 and 4 is reduced sensitivity to low-order aberrations,
vibrations, partial resolution of the star, and chromatic effects. We also find that based
on the distribution of leaked light in Fig. 3.9, a larger LS inner radius is preferred for
l = 2 and 4 where a ring of light around the secondary mirror is present. This explains
the enhanced performance of the l = 2 solution for AP3.
One side-effect of the phase corrector is that it reduces light from off-axis sources
near to the parent star. Thus, in addition to reducing the light from the on-axis star,
we wish to maximize the signal detected from sources of interest. Figure 3.10 shows the
transmitted energy for off-axis sources T (α) as defined in Eq. 3.4. The inner working angle
(IWA) of the coronagraph is the angle at which half of the planet signal is transmitted:
T (α = IWA) = 0.5. The IWAs achieved in each case are reported in Table 3.1.
Introducing phase corrections only within 2 λF# allows for an IWA ≈ 2 − 3 λ/D
in most cases. Using a larger phase corrector leads to a smaller value for T (0), but may
increase the IWA considerably. We note that it is possible to design phase corrections in
an arbitrary region of the focal plane, including asymmetric shapes where the IWA varies
azimuthally.
One attractive property of using an l = 4 solution is that it is less sensitive to very
small displacements, which can be seen in Fig. 3.10. This is a benefit when vibration
and/or other small tip-tilt errors are present. Not only is the l = 4 case more robust to
aberrations (tip-tilt and defocus) as compared to l = 0 and 2, it is also less sensitive to
the finite angular size of the star (Mawet et al., 2010a; Delacroix et al., 2014).
A potential benefit of using vortex phase masks is that they are intrinsically achromatic.
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Figure 3.10: Transmitted energy for a distant point source at angular displacement
α with (solid lines) and without (dotted lines) the focal plane correctors for (a) AP1,
(b) AP2, and (c) AP3.
w/o corrector w/ corrector
T (0) IWA T (0) IWA
AP1
l = 0 1.0 N/A 0.0015 1.65
l = 2 0.0481 0.95 0.0136 2.27
l = 4 0.0493 2.35 0.0203 2.62
AP2
l = 0 1.0 N/A 0.0028 1.76
l = 2 0.1172 1.75 0.0093 2.40
l = 4 0.0742 2.98 0.0084 3.15
AP3
l = 0 1.0 N/A 0.0015 1.67
l = 2 0.0214 1.68 0.0034 2.33
l = 4 0.0363 2.95 0.0112 2.97
Table 3.1: The on-axis starlight suppression T (0) and inner working angle (IWA) in
units of λ/D for (top) AP1, (middle) AP2, and (bottom) AP3.
That is, assuming perfect optics, the expected field at the LS (see Fig. 3.9(a)-(c)) does not
vary with wavelength λ. The phase correctors, on the other hand, have radial variations
and are designed for a specific wavelength λ0. Figure 3.11 shows the transmitted energy
through the LS T (α) as a function of λ. As previously noted, the l = 0 solutions yield the
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Figure 3.11: Transmitted energy for an on-axis point source as a function of wave-
length λ with (solid lines) and without (dotted lines) the focal plane correctors for
(a) AP1, (b) AP2, and (c) AP3. λ0 is the design wavelength.
best starlight suppression at the design wavelength. However, the l = 2 and 4 solutions are
far less sensitive to wavelength and may provide better broadband starlight suppression,
especially in the case of more complicated pupils (AP2 and AP3).
Complex focal plane correctors
Rather than calculating phase-only corrections, it is also possible to use a similar algorithm
to optimize both the amplitude and phase. The complex solutions are shown in Fig. 3.12.
The corrections appear as concentric opaque rings in addition to radial phase steps. The
phase functions appear slightly less complicated for the complex masks as compared to the
phase-only solutions. Depending on the fabrication methods used, it may be more feasible
to apply a semi-transparent amplitude function than high frequency phase variations.
The off-axis transmission and wavelength dependence are shown in Figs. 3.13 and 3.14,
respectively. The performance is quite similar to the phase-only case (Figs. 3.10–3.11),
but with slightly reduced values for T (0).
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Figure 3.12: (a)-(c) Amplitude and (d)-(f) phase of complex focal plane correctors
optimized for (top) AP1, (middle) AP2, and (bottom) AP3 within a 2 λF# radius
using (a),(d) l = 0, (b),(e) l = 2, and (c),(f) l = 4 for the initial condition.
CHAPTER 3. ADVANCED CORONAGRAPHS 87






































Figure 3.13: Transmitted energy for a distant point source at angular displacement
α with (solid lines) and without (dotted lines) the complex focal plane correctors for
(a) AP1, (b) AP2, and (c) AP3.




































Figure 3.14: Transmitted energy for an on-axis point source as a function of λ with
complex focal plane correctors for (a) AP1, (b) AP2, and (c) AP3.
3.4.2 Optimized entrance pupil elements
An alternate way to achieve improved starlight suppression and contrast performance is
to introduce optimized optical elements in the pupil planes of the coronagraph. Here, we
discuss using masks located in the entrance pupil and Lyot plane (as depicted in Fig. 3.1).
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Zernike amplitude pupil apodizers
In this section, we present an analytical basis for complex apodizers for the VC. The pupil
amplitude functions are described by real-valued Zernike polynomials:
P (r, θ) = Zmn (r/a, θ) , r ≤ a. (3.6)
We show that under certain conditions ideal contrast is achieved (see Fig. 3.15). For
m ≥ 0 (i.e. the even Zernike polynomials),
P (r, θ) = Rmn (r/a) cos (mθ) , r ≤ a, (3.7)
where Rmn (r/a) are the radial polynomials used in Eq. 3.3. The field transmitted through
a vortex phase element of charge l in FP1, owing to an on-axis point source, is given by
the product of exp (ilφ) and the Fourier transform of Eq. 3.7:





cos (mφ) eilφ. (3.8)
The field in PP2 (just before the LS) is given by the FT of Eq. 3.1:









where Wqp(r) is a special case of the Weber-Schafheitlin integral:




Jp (kaρ/f) Jq (krρ/f) dρ.
(3.10)
Similarly, for m < 0 (i.e. the odd Zernike polynomials)









For an on-axis point source, a nodal area appears at PP2 if |l| > n + |m| and l is even
valued. Analytical solutions for g (r, θ) that contain a nodal area in the on-axis starlight
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may be written
g (r, θ) =
{
0 r ≤ a
gl,n,m (r, θ) r > a
. (3.12)
Figure 3.15 shows three example field patterns at PP2 for three relevant Zernike amplitude
apodizers. The analytical expressions of gl,n,m (r, θ) for the examples shown are

















































We also present the special case where
P (r, θ) = Zmm (r/a, θ)± iZ−mm (r/a, θ) , r ≤ a,
= (r/a)m eimθ, r ≤ a.
(3.14)
For m ≥ 0, it can be shown that for all even values of l > 0, the Lyot plane field becomes
E (r, θ) =
{




ei(l+m)θ r > a
. (3.15)
For the Lyot plane fields given by Eqns. 3.12 and 3.15, the on-axis point source is extin-
guished by a simple circular LS with radius less than a.
The three example apodizers shown in Fig. 3.15 may be particularly useful for improv-
ing the starlight suppression provided by a VC with the pupil shapes shown in Fig. 3.5.
Specifically, the Zernike amplitude pupil functions in Fig. 3.15(a)-(b) and Fig. 3.15(f)-(g)
may be matched with AP2 and AP3, respectively, with the dark regions oriented along
the radial spiders. The simple annulus (AP1) may also be apodized by Fig. 3.15(k)-(l)
(or any function P (r, θ) = (r/a)m eimθ). Figure 3.16 shows the transmitted energy with
such apodizers located in PP1 for the apertures Fig. 3.5 and a circular LS. It can be seen
that the value of T (0) is quite low, but the off-axis signal is reduced. In the case of AP1,


































Figure 3.15: Example Zernike amplitude apodizers. (a)-(b) The pupil amplitude
|P (r, θ)| and phase Arg{P (r, θ)} in PP1, respectively. (c) The corresponding point
spread function magnitude in FP1 |F (ρ, φ)|. (d) The vortex phase element in FP1.
(e) The field magnitude just before the LS in PP2 |g (r, θ) |. The example pupil
functions shown are (a)-(e) Z22 , (f)-(j) Z
3




2 . |F (ρ, φ)| is shown
over a 10× 10 λF# square.
we find that T (0) may be reduced by increasing the value of l.

















2 ρ dρ dθ, (3.17)
=
{
(n+ 1)−1 m = 0
(2n+ 2)−1 m 6= 0
. (3.18)
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Figure 3.16: Transmitted energy for a distant point source at angular displacement
α for (a) AP1, (b) AP2, and (c) AP3 with Zernike amplitude apodizers (shown in
the inset). The m = 0, l = 0 case in (a) corresponds to the performance without an
apodizer.
For the AP1 apodizer (r/a)m eimθ, the signal is reduced by a factor of (m+ 1)−1.
The discovery of an analytical basis for VC apodizers offers a route to complex en-
trance pupil function optimization. For a given value of l, a linear combination of Zernike
amplitude apodization functions of the form





n (r/a, θ) , r ≤ a, (3.19)
yield ideal starlight suppression for a circular LS provided l is even and |l| > max {N +M},
where N and M are the maximum values of n and |m|, respectively. The coefficients cn,m
may be complex constants and each Zernike polynomial may be rotated an arbitrary
amount owing to symmetry. Also, the fields inside the LS may be canceled between
higher-order opposite-parity counterparts (e.g. Zmm ± iZ−mm ). Although most current
implementations of the VC have vortex charge l = 2 or l = 4, increasing the value of l
allows for many more apodization functions to be devised, which may improve performance
with very complicated pupil obstructions. In general, the apodizers presented in Fig. 3.15
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may be further optimized for complicated apertures by introducing additional Zernike
polynomials with n + m < |l|. Furthermore, Zernike polynomials with n + m > |l| may
have a negligible effect to the contrast performance if |cn,m|2  1 or are canceled by
opposite-parity counterparts. Numerically optimized entrance pupil apodizers based on
Zernike amplitude modes will be reported elsewhere.
A potential advantage of using an entrance pupil apodizer is that the starlight suppres-
sion does not depend of wavelength. Thus, we expect very good performance over large
passbands. One drawback is that conventional semi-transparent optics introduce losses
that may inhibit detection of dim companions. However, recent developments in pupil
remapping for coronagraphy may provide a route to improved transmission performance
(Guyon, 2003; Guyon et al., 2005; Pueyo and Norman, 2013; Guyon et al., 2014).
3.4.3 Optimized Lyot plane masks
Conventional focal-plane coronagraphs only include a binary amplitude LS that has similar
shape to the entrance pupil in PP2. Here, we describe phase-only (or complex) Lyot plane
masks (LPMs) that improve image plane contrast. Contrast compares the signal from the
on-axis point source that appears at a particular location to the signal from an imaged






κ (α1, α2) =
∫
FP2
|h (x, y;α1)|2 Γ (x, y;α2) dA, (3.21)
h (x, y;α) is the PSF in FP2 for a point source at angular displacement α and Γ (x, y;α)
represents a circular hole centered at α with diameter equal to the full width at half
maximum (FWHM) of |h (x, y;α)|2. Since the FWHM may vary with α, we typically use
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the FWHM calculated for a point source in the center of the discovery region.
Phase-only Lyot plane masks
We calculate phase-only Lyot plane masks (LPMs) that form a dark hole in the on-axis
PSF using a slightly modified algorithm to the one outlined in section 3.4.1 (see also
Ruane et al., 2015c). For the LPM, the necessary phase in PP2 is calculated such that a
dark hole appears in the on-axis PSF at FP2. The goal is to reduce the contrast between
starlight and the off-axis companion in a pre-defined discovery region. Figure 3.17 shows
the phase-only LPMs for the pupils shown in Fig. 3.5(a)-(c) with charge l vortex phase
masks located in FP1. The LPMs for AP1 can be made circularly symmetric, whereas more
complicated patterns are needed to optimize the performance with AP2 and AP3. The
corresponding on-axis PSFs in each case are shown in Fig. 3.18. The LPMs suppress the
irradiance within a annulus ranging from approximately 4 to 20 λF#. Circular symmetry
is forced every 10 iterations for the first 100 iterations and the final phase corrector is
calculated using 200 total iterations. This helps encourage a well-behaved solution with
limited azimuthal variation.
The introduction of an LPM tends to negatively effect the quality of the off-axis PSF.
To take this into account, we report the contrast achieved with the LPMs (see Fig. 3.19).
The on-axis PSF is azimuthally averaged and the off-axis PSF is taken to be displaced
along the x-direction. A reduction in contrast indicates that the starlight is suppressed at
α more than the light from the off-axis source and therefore the performance is improved.
The intrinsic wavelength dependence of the LPM is fully described by the contrast
curves shown in Fig. 3.19. The curves are radially blurred in the broadband case according
to the scaling of the horizontal axis. Since the optimization region is large, we expect
improved performance over a large bandwidth.
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Figure 3.17: Phase-only LPMs optimized for (a)-(c) AP1, (d)-(f) AP2, and (g)-(i)
AP3 for various values of l. The corresponding on-axis PSFs are shown in Fig. 3.18 .
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Figure 3.18: Monochromatic, on-axis, PSF in log irradiance for (a)-(d) AP1, (e)-(h)
AP2, and (i)-(l) AP3. The PSF without masks are shown in (a),(e), and (i).
The size and shape of the LS can significantly affect the achieved contrast performance
of an LPM. Though using a larger LS allows more starlight to reach FP2, we find that a
larger LS with an LPM may lead to better contrast performance in addition to improved
transmission for off-axis sources. Figure 3.20 compares solution for the LS in Fig. 3.5(f) to
a larger LS for an l = 2 VC on AP3. In this case, the large LS leads to improved contrast
at several angular intervals, especially within 3–10 λ/D. Similar relationships are found
in the l = 0 and l = 4 case.
We note that an arbitrarily shaped dark hole may be formed in the on-axis PSF. The




















































































Figure 3.19: Contrast achieved without (dashed lines) and with (solid lines) the
LPMs shown in Fig. 3.17.
main effect is that using a smaller region (e.g. a half plane) or moving the inner boundary
of the optimization region further from the star allows for deeper contrast to be achieved.
Comparison of LPM designs for E-ELT
In the case of the E-ELT pupil, the vortex phase mask (VPM) and LS (together, the
VC) block 95.5% of the total power due to the star with l = 2 and 95.3% with l = 4.
Figure 3.21 shows the entrance pupil of the E-ELT (see Fig. 3.21(a)) and a possible LS











































LS a, w/ LPM
LS b, w/ LPM
Figure 3.20: Effect of LS size for an l = 2 VC on AP3. (a) LPM solution for
a significantly downsized LS. (b) LPM solution for an enlarged LS. (c) Contrast
achieved with the LPMs shown in (a) and (b).
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(see Fig. 3.21(b)) along with the complex fields at PP2 directly after the LS, owing to an
on-axis point source and a VC with l = 2 (VC2, see Fig. 3.21(c)-(d)) and l = 4 (VC4, see
Fig. 3.21(e)-(f)).
The residual starlight reaches FP2 where it is spread over several units of λF#, along
with its associated noise (see Fig. 3.22, left: (a)-(b)). Improved sensitivity in a given
discovery region may be achieved by designing a dark hole in the PSF of an on-axis source
(see Fig. 3.22, left, (c)-(h)). This approach has found success in the apodizing phase plate
(APP) coronagraph (Codona and Angel, 2004; Kenworthy et al., 2007). In comparison to a
focal plane coronagraph, the APP uses a pupil-plane phase mask to produce a dark hole in
the spatially invariant PSF rather than reducing the amount of on-axis starlight reaching
the image plane. Our approach combines focal plane and pupil plane coronagraphy to
suppress the star with a VC and sculpt a dark hole in the residual starlight with an LPM,
further improving the contrast locally.
To reduce unwanted starlight, we present two LPM designs for VC2 (LPM1 and LPM2;
see Fig. 3.22, right: (a)-(b)) and VC4 (LPM3 and LPM4; see Fig. 3.22, right: (c)-(d)).
The LPM1 and LPM3 designs form a semiannular dark hole in FP2 (see Fig. 3.22, left:
(c),(e)), while LPM2 and LPM4 clear the full annulus (see Fig. 3.22, left: (d),(f)). We also
present entrance pupil mask (EPM), which form semi- and full annular dark holes (EPM1
and EPM2, respectively), without the use of a VPM in FP1 (see Fig. 3.22, left: (g)-(h)
and right: (e)-(f)). The EPM is similar in principle to an APP coronagraph (Codona and
Angel, 2004).
The LPMs and EPMs are calculated using a point-by-point iterative phase retrieval
method (Gerchberg and Saxton, 1972; Ruane et al., 2015a,d), where the star is assumed
to be an infinitely distant point source and the field in PP2 is found computationally
using paraxial Fourier optics methods. The phase in PP2 is optimized such that a dark
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Figure 3.21: (a) Pupil of the E-ELT. (b) Lyot stop designed for a VC on E-ELT.
(c) Amplitude and (d) phase of the field directly after the LS for an on-axis point
source and l = 2. (e)-(f) Same as (c)-(d), but for l = 4.
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Figure 3.22: (left) Monochromatic on-axis PSFs (in log irradiance) for (a)-(b) VCs,
(c)-(f) VCs with LPMs, and (g)-(h) EPMs only. Each is normalized by the peak value
of the E-ELT PSF. Examples for phase masks that form semi-annular and full-annular
dark regions are shown. (right) Optimized pupil plane phase masks for (a)-(b) VC2,
(c)-(d) VC4, and (e)-(f) no VPM. The corresponding PSFs are shown on the left.
CHAPTER 3. ADVANCED CORONAGRAPHS 101
hole appears over a predefined region in FP2. Then, the resulting phase mask needed to
provide the necessary phase shift to match the optimized PP2 phase is calculated. For
simplicity, all of the simulated optical configurations include the LS, even when there is
no VPM or pupil plane mask present.
For exoplanet imaging, a dark hole in the on-axis PSF in FP2 is desired starting at
a few λ/D in angular separation from the star location to the edge of the field of view.
Here, we chose to create a dark hole, ranging from about 4 λ/D to 20 λ/D. The outer
boundary of the dark hole roughly corresponds to the control radius of state-of-the-art
extreme adaptive optics systems like GPI (Macintosh et al., 2014) and SPHERE (Fusco
et al., 2014).
During the phase optimization routine, the amount of light that appears in the dark
region of the on-axis PSF in FP2 decreases iteratively; however, the off-axis PSF quality is
also affected. We find the optimal phase mask by monitoring the contrast and throughput
at each iteration. The contrast is defined as the energy ratio between on-axis and off-axis
PSF, integrated over the FWHM of the off-axis PSF. The throughput is defined as the
encircled energy within the FWHM of the off-axis PSF, normalized by the encircled energy
without the VPM and LPM. In other words, the contrast compares the diffracted light
from an on-axis point source to the signal from an off-axis companion of equal magnitude,
whereas the throughput is a measure of the detected signal from the companion. Here, the
azimuthal average of the on-axis PSF is used, but only off-axis PSFs with displacements
along the x-axis are calculated for computational convenience. The algorithm is stopped
when the contrast improvement between iterations is small, while also limiting the loss in
throughput.
The performance of the VC with an LPM is shown in Fig. 3.23 in terms of contrast
and throughput of a companion imaged at an angular separation α from the star. The











































































































Figure 3.23: (a) Contrast and (b) throughput of an off-axis source as a function
of angular displacement α for the EPMs optimized to produce a semi-annular dark
region. (c)-(d) Same as (a)-(b), but for a full annulus. The contrast and throughput
afforded by the E-ELT with and without EPMs are also shown for comparison.
azimuthal average of the on-axis PSF is used in these calculations. The values achieved
with the VC alone, EPMs, and no phase mask (E-ELT) are also shown for comparison.
The mean contrasts and throughputs within 4-19 λ/D are reported in Table 3.2. The E-
ELT, without a coronagraph present, provides a mean contrast of 2.8× 10−4. This value
is reduced to 3.6× 10−5 with VC2 and 4.9× 10−5 with VC4. The introduction of an LPM
significantly reduces the contrast to the 10−7 − 10−6 range for both of the optimization
regions considered. The EPMs offer improvement over the VCs without LPMs, but yield
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Table 3.2: Mean contrast and throughput from α = 4 λ/D to α = 19 λ/D.
Design Contrast Throughput
E-ELT 2.8× 10−4 1.00
VC2 3.6× 10−5 0.85
VC4 4.9× 10−5 0.75
VC2+LPM1 4.0× 10−7 0.46
VC2+LPM2 1.2× 10−6 0.27
VC4+LPM3 4.2× 10−7 0.43
VC4+LPM4 1.2× 10−6 0.26
EPM1 2.9× 10−6 0.48
EPM2 2.1× 10−5 0.26
contrast that is approximately 7–17 times greater than the VC+LPM combination.
The LPMs and EPMs presented here were designed to yield roughly the same through-
put. Specifically, the throughputs are approximately 0.5 for the semiannular dark region
and 0.3 for the full annulus. Like many advanced coronagraphs, the VC+LPM combina-
tions offer improved contrast performance at the cost of off-axis throughput. In this case,
the throughput is mainly a function of the inner boundary of the optimization region,
which has been made as small as possible. Specifically, the inner boundaries used for
VC2 are α = 3 λ/D and α = 3.25 λ/D, for LPM1 and LPM3, respectively. For VC4,
α = 3.5 λ/D is used for both LPM2 and LPM4. In the case of the EPMs, α = 2.25 λ/D
and α = 3.5 λ/D are used for EPM1 and EPM2, respectively. Significantly better con-
trast may be achieved with the optimization region further from the star. In addition, the
resulting region of optimum contrast is typically smaller than the predefined optimization
region due to edge effects.
In general, the best design of a high-contrast imaging instrument is chosen with several
performance aspects in mind, including the contrast, size and shape of the discovery region,
off-axis throughput, and sensitivity to chromatic effects. Each of these are addressed
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in the following discussion. Sensitivity to practical errors, such as imperfect wavefront
control, alignment, vibration, and partial resolution of the star, are also important and
are considered in the next section.
The desired contrast and dark region shape depends on the observational goal; that
is, a full annulus is beneficial for disk imaging and discovering new companions, whereas
only a partial annulus is needed for characterization of a known object. A semiannulus
may be sufficient for 360◦ high-contrast imaging, using vector-phase elements and clever
polarization tricks (e.g., Otten et al., 2014).
For the methods presented here, extending the dark region within the central lobe of
the on-axis PSF does not allow the ∼10−6 contrast to be preserved with the VC+LPM
designs. In these cases, the algorithm does not converge to a solution with small contrast
and large throughput values. Thus, in addition to observational goals, the optimal size
and shape of the dark region depends on the size and shape of the central lobe of the on-
axis PSF, and ultimately the telescope aperture and the coronagraph instrument. We also
find that, in comparison to the full annular case, the inner boundary of a partial annular
dark region may be forced closer to the optical axis without significantly degrading off-axis
throughput performance.
The outer edge of the optimization region, on the other hand, is likely to be matched
to the control region of the adaptive optics system. Here, we optimize within a 20 λ/D
radius, which is representative of current state-of-the-art adaptive optics. Instruments
developed for the future E-ELT may have larger control regions thanks to next-generation
deformable mirrors. Though the outer boundary does not significantly affect the contrast
achieved, increasing the outer radius generally leads to higher spatial frequency phase
variations in the calculated phase masks. Ultimately, the allowable phase variations are
limited by the manufacturing process, which will be investigated in future work.
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An advantage of the VC+LPM over other coronagraph designs, such as those with
occulting focal plane masks, is its intrinsic achromaticity. That is, assuming the phase
masks apply perfectly achromatic phase shifts, the calculated power leaked through the
LS, throughput, and contrast do not directly depend on wavelength. Rather, the wave-
length dependence is limited to the scaling of the PSF, which causes radial blurring of
the dark hole. Polychromatic light results in degraded contrast along a narrow annular
strip at the edges of the optimization region where the affected width is given by roughly
half the bandwidth fraction (0.5 ∆λ/λ) multiplied by the inner and outer boundary an-
gle. For example, with a bandwidth of 20%, the inner and outer boundaries of the dark
hole are expanded and contracted by about 10%, respectively. Achromatic phase masks
may be fabricated by direct writing of multilayer liquid crystals (Komanduri et al., 2013;
Miskiewicz and Escuti, 2014; Otten et al., 2014).
The width and shape of the off-axis PSF are very important for imaging applications.
Figure 3.24 shows the off-axis PSF for each LPM at α = 10 λ/D. A relatively high-quality
PSF is formed in each case (see Fig. 3.23(b),(d) for corresponding throughput values) and
the shape is maintained for off-axis sources throughout the dark region of the on-axis PSF.
Moreover, the PSF is spatially invariant over the optimization region, which is desirable
for post-processing.
A primary practical concern is that aberrations may cause starlight to appear inside
the dark zone and, therefore, degrade contrast. Here, the LPMs are shown to be robust
to typical wavefront error expected for an adaptively corrected, high-contrast imaging
instrument. The contrast is often limited by imperfections in the optical surfaces, which
form quasi-static speckles in the image. Thus, we model the phase error in the pupil with
the normalized power spectral density (PSD) function
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Figure 3.24: Off-axis PSFs (in log irradiance) along the x-axis for (a) VC2+LPM1,
(b) VC2+LPM2, (c) VC4+LPM3, and (d) VC4+LPM4 at α = 10 λ/D.
PSD (ξ) =
{
1 ξ ≤ ξ0
(ξ0/ξ)
2.5 ξ > ξ0
, (3.22)
where ξ is the magnitude of the spatial frequency and ξ0 is the cut-off spatial frequency. In
the following simulations, random phase screens are generated and scaled to root-mean-
square wavefront error ω. For reference, state-of-the-art systems typically have values
ξ0 = 200 cycles/m and ω ≈ λ/100.
To simulate realistic aberrations, a random phase screen is generated at PP1 and
the resulting contrast is calculated. Figure 3.25 shows the mean contrast for a point
source displaced along the x-axis within α = 4 − 19 λ/D as a function of ω. Although
unwanted speckles appear in the dark region, the VC and LPMs offer contrast improvement
in the presence of wavefront errors potentially achieved on current and next-generation






































































Figure 3.25: Mean contrast for a point source displaced along the x-axis (without
azimuthal averaging) within α = 4− 19 λ/D as a function of root-mean-square phase
error in PP1 ω for (a) semi-annular and (b) annular dark regions.
high-contrast imaging instruments (ω < λ/100). These aberrations levels require post-
coronagraphic, low-order wavefront sensing solutions, such as those proposed in Codona
and Kenworthy (2013), Singh et al. (2014, 2015), or Huby et al. (2015).
The sensitivity to low-order aberrations may also be controlled by the choice of focal
plane mask. Specifically, the energy transmitted through the LS increases as α|l| for
α  λ/D and therefore an l = 4 VPM may be more suitable than l = 2 on a system
susceptible to pointing errors and/or vibrations. In addition, reduced sensitivity to tip-
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tilt avoids leaked light owing to partial resolution of the star (Delacroix et al., 2014). The
EPM designs are the least sensitive to these types of errors.
Imperfect alignment of the LPM also negatively affects the achieved contrast perfor-
mance. For the LPMs presented here, we expect the mean contrast to increase by a factor
of ∼1.5 for an offset of 0.1% of D. Alignment to within < 0.2% is possible in practice
(Montagnier et al., 2007).
We find that phase-only optical elements placed in the Lyot plane of a vortex coron-
agraph may improve the contrast performance on telescopes with complicated apertures.
The combination of a vortex coronagraph and Lyot-plane phase mask provides better than
10−6 contrast within α = 4− 19 λ/D on heavily obscured telescopes, such as the E-ELT,
at the expense of throughput. Moreover, we have shown that the improvement offered
by an LPM is robust to realistic aberrations. Reducing the starlight, and its associated
noise, enables sensitive high-contrast imaging of circumstellar disks and exoplanets. Phase
masks similar to those described here are expected to improve the performance of current
Lyot-style coronagraphs on ground-based telescopes, and may provide a route to terrestrial
planet imaging with future space telescopes.
Improving on the current state-of-the-art
The VLT/SPHERE and GPI instruments represent the current state-of-the-art for high-
contrast imaging of exoplanets. Here, an optical design is presented that offers perfor-
mance improvements over the current apodized pupil Lyot coronagraph (APLC) used in
the VLT/SPHERE and GPI instruments (Soummer et al., 2003a). The VLT/SPHERE
coronagraph is used here as an example (Guerri et al., 2008; Carbillet et al., 2011; Guerri
et al., 2011).
The APLC optics are illustrated in Fig. 3.26(a)-(c). The numerically-optimized pupil
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(d) (e) (f) 
Figure 3.26: Two coronagraph designs for the VLT/SPHERE instrument. (a)-(c) The
current apodized pupil Lyot coronagraph (APLC) design. (d)-(f) The proposed ring
apodized vortex coronagraph (RAVC) design with a Lyot plane mask (LPM).
apodization function (Fig. 3.26(a)) is given by








where PVLT(r, θ) is the VLT pupil function, a is the outer radius, C0 = 0.95610110, C1 =
0.99129289, C2 = 7.6010470, C3 = 26.988797, C4 = 61.164585, C5 = 70.131699, C6 =
38.251457, and C7 = 8.0134063 (Guerri et al., 2008). The focal plane mask (Fig. 3.26(b))
is an occulting disk with diameter 3 λF#. The LS (Fig. 3.26(c)) is a slightly undersized
version of PVLT(r, θ). Figure 3.27 compares the performance of the APLC to the VLT
performance without a coronagraph and charge 2 and 4 VCs.























































Figure 3.27: (a) Contrast and (b) throughput offered by several coronagraph designs
for the VLT/SPHERE instrument. In theory, the RAVC designs may provide consid-
erable improvement over the current APLC design.
The contrast performance of the VC on the VLT may be drastically improved by
introducing a ring apodizer (Fig. 3.26(d)) at the cost of throughput (Mawet et al., 2013).
However, the throughput offered by the ring apodized vortex coronagraph (RAVC) is
better than the APLC at all angular separations (see Fig. 3.27).
As usual, an LPM may be introduced to further improve the contrast (see Fig. 3.26(d)-
(f)). Figure 3.27 shows the performance offer by a combined RAVC and LPM design
(assuming a planar wavefront), which provides ∼4 orders of magnitude in contrast while
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maintaining improved throughput at all angular separations. An added benefit is that
there is considerable contrast improvement at small angular separations (α < 3 λ/D),
which is especially useful for exoplanet imaging. In addition, the RAVC+LPM is ex-
pected to be very achromatic compared to the APLC owing to the wavelength dependence
associated with the occulting focal plane mask.
Lyot plane complex masks
Just as we have shown in the case of focal plane correctors in section 3.4.1, a complex
version of the LPMs may be calculated rather than phase-only LPMs. We generally
find that similar performance is achieved with complex solutions. However, adding an
amplitude component may be useful for limiting the high-frequency phase variations in
the LPMs, but also cause an unwanted loss in signal from off-axis companions. The benefit
of using complex LPMs will be further investigated in future work.
3.5 Summary
We have described three ways to improve the performance of vortex coronagraphs on
telescopes with complicated apertures. Optical elements that vary the complex amplitude
and phase may be introduced in the entrance pupil, focal plane, and/or Lyot plane to
suppress the starlight while maintaining image quality and sensitivity to dim off-axis
companions. We have presented both analytical and numerical approaches for designing
pupil and focal plane masks. Future work will investigate using the presented methods to
jointly optimize all three optics for contrast and throughput as well as reduced chromatic
dependence and sensitivity to aberrations. Using these methods, it is possible to tailor
a three-plane coronagraph for arbitrarily complicated telescopes pupils, such as heavily
obstructed or segmented apertures.
Chapter 4
Sub-resolution detection
A few focal plane coronagraph designs have inner working angles smaller than the angular
resolution of the imaging system, such as the PIAA (Guyon, 2003; Guyon et al., 2005)
and the charge 2 vortex coronagraph (Mawet et al., 2005a; Foo et al., 2005). Here, we
demonstrate utilizing this unique property to obtain spatial information from extremely
unresolved sources using a VC (Swartzlander, 2011; Han, 2012; Ruane et al., 2014). This
application takes advantage of the VC’s steep response to source displacement and there-
fore requires high precision vortex phase masks. To achieve a large bandwidth, we use a
dispersion-compensated holographic VC as demonstrated in section 3.3.
4.1 Theoretical response for off-axis point source
Before describing the experimental demonstration, we derive the theoretical basis for our





δ(r0 −R0)δ(θ0 −Θ0), (4.1)
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Figure 4.1: Diagram of the coordinate system including the source plane and the first
pupil (PP1) and focal plane (FP1) of the imaging system.
where (r0, θ0) are the polar coordinates in the source plane. It is helpful to write the











E(r0, θ0) exp(−imθ0) dθ0. (4.3)














The field just before the entrance aperture of the coronagraph (at PP1) due to the mth
component is





Bm(r0)Jm(kr0r/z) r0 dr0, (4.5)
where














exp(−imΘ0)Jm(kr0r/z) r0 dr0. (4.7)




(−i)m exp [im(θ −Θ0)] Jm(kR0r/z). (4.8)
The field at the focal plane due to the mth component of the source field and an circular

















We now take advantage of the fact that the expression for Em(ρ, φ) is separable in ρ and
φ. After the focal plane vortex phase mask of charge l we write the field as
E(l)m (ρ, φ) = Am(ρ)e
i(m+l)φ, (4.10)
where
Am(ρ) = Em(ρ, φ)e
−imφ = E(l)m (ρ, φ)e
−i(m+l)φ. (4.11)
The field at the Lyot plane is given by the (m+ l)th order Hankel transform





Am(ρ)Jm+l(krρ/f) ρ dρ. (4.12)
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The full integral is









 Jm+l(krρ/f) ρ dρ, (4.13)


















by use of Eqn. 4.14, where















 Jm+l(krρ/f) ρ dρ. (4.16)
For small angular displacements (i.e. R0/z  λ/D), we approximate the Lyot plane field
of an l = 2 VC as












The approximate normalized irradiance pattern in the Lyot plane for small displacements
is
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Ĩ(r) =

























∣∣∣E(2)−1,0(r, θ)∣∣∣2 r dr, (4.20)






































which matches the solution derived in Huby et al. (2015).
For completeness, the analytical expressions for the VC’s small-angle off-axis response
with full Lyot stop and charge l are listed in Table 4.1 in the form: P̃l = pl(πs)l, where
pl is a constant and s = αD/λ. In addition, the approximate fractional leakage for small,
localized, on-axis source of finite extent Θ is included in the form: ηl = ql(πΘs)
l, where ql
is a constant and Θs is the angular extent in units of λ/D, i.e. Θs = ΘD/λ.
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Table 4.1: Coefficients of analytical approximation for the VC’s small-angle off-axis
response to a point source P̃l = pl(πs)l and leakage through the LS owing to small,
localized, on-axis source of finite angular extent ηl = ql(πΘs)
l, where the angular
separation s and angular size Θs are in units of λ/D.
Charge pl ql
l = 2 1/8 1/64
l = 4 1/192 1/9216
l = 6 1/9216 1/2359296
l = 8 1/737280 1/943718400
4.2 Sub-resolution measurement of extended sources
In cases where the structure of an unresolved source distribution is difficult to discern by
conventional imaging, a non-imaging vortex-phase filtering approach may be employed to
extract spatial information. An ideal VC removes the zero spatial frequency component
of a field distribution with constant irradiance across the aperture. In other words, the
VC completely cancels a distant on-axis point source. Meanwhile, point sources that
are minutely displaced from the optical axis are only partially suppressed. Since small
differences in source position yield a large transmission response, the VC is sensitive to
extended, yet unresolvable, source distributions. In the scheme employed here, the centroid
and angular extent of a spatially incoherent distribution are determined (Ruane et al.,
2014). We demonstrate the l = 2 case; however, other nonzero even values of l may be
used in principle to make similar measurements.
4.2.1 Locating the centroid
The centroid of an unresolved source distribution is accurately aligned with the optical
axis by locating the source position that corresponds to the minimum value of η2 (see
Eqn. 3.5). Using the experimental arrangement described in Fig. 3.4, we measured η2 in
the laboratory for white light pinhole sources (∆λ/λ ≈ 0.5) with various effective angular













Figure 4.2: Diagram of pinhole source PH whose centroid is (a) misaligned and (b)
aligned with the optical axis. The angles γ and Θ refer to the angular displacement
of the source centroid and angular extent of the pinhole source, respectively. Lens L1
forms the Fourier transform of the source at AP.
extents Θ as a function of the angular position of the source centroid γ (see Fig. 4.2).
For experimental convenience, we chose to displace the VH transverse to the optical axis
rather than the pinhole. Shifting the center of the VH with respect to the focal spot is
theoretically equivalent to displacing the pinhole from the optical axis. The values of η2
are calculated from the CCD images at the exit pupil with the background signal from
scattering removed. The post-processing of the CCD images is the dominant contribution
to the experimental uncertainty. The angular extent of the source Θ was set by varying
both the diameter of the pinhole DPH and the value of f1. Fig. 4.3 shows the results
for three representative sources. The results compare well with the expected values and
verify that the system has a steep power response to small angular displacements below
the diffraction limit. The centroid of the pinhole sources was located within ±0.015λ/D,
which is limited by the alignment accuracy in the laboratory. In the case where the
centroid is aligned with the optical axis (i.e. γ = 0), a nonzero signal is indicative of the
angular extent of the source.
4.2.2 Determining spatial extent
If the centroid of the source is aligned with the optical axis, the effective angular extent
of the source distribution may be deduced from the value of η2. In the laboratory, we
measure η2 for ten values of Θ (five pinhole diameters: DPH = 5, 10, 15, 20, 25 µm and two
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Θ = 0.76 λ/D
Θ = 0.30 λ/D
Θ = 0.05 λ/D
Figure 4.3: Measured power in the Lyot stop region of the CCD image due to three
representative circular sources with angular extent Θ and angular displacement γ. The
theoretical results (solid lines) and uncertainty in the effective source size (dotted
lines) are included for comparison. The experimental error bars result from post-
processing. The power is normalized to the l = 0 case and a central wavelength of
λ = 550 nm is assumed.
lens L1 focal lengths: f1 = 30 mm, 100 mm). The experimental results, shown in Fig. 4.4,
follow the expected trend obtained numerically, which in practice may serve as a look up
table for the estimated source size. The measured values for Θ have a root-mean-square
deviation of 0.026λ/D. Discrepancies are due to misalignment and aberrations in the
optical system.
4.3 Noise considerations
A potential advantage of the vortex filtering approach to sub-resolution detection is that
shorter exposure times may be required relative to conventional imaging systems. As an
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Figure 4.4: Measured power in the Lyot stop region of the CCD for ten different
effective angular extents Θ with the source centroid located on the optical axis (i.e.
γ = 0). The theoretical result (solid line) is shown for comparison. The expected
response owing to a ±10% change in LS radius (dotted lines) is also included for
reference. The experimental error bars result from post-processing. The power is
normalized to the l = 0 case and a central wavelength of λ = 550 nm is assumed.
example, we compare the ability of each system to differentiate between two point sources
of equal brightness. In other words, the task is to determine whether a source is made
up of either one or two point sources. Assuming the VC system is shot noise limited, the
signal-to-noise ratio is proportional to the square root of the average signal measured for
a specific exposure time ∆tl. With the optical axis of the VC centered on the combined
centroid of the point sources, the exposure time required to achieve a given signal-to-noise
ratio, SNRl, scales as ∆tl ∝ (SNRl)2/ηlκ0. The signal-to-noise for a detection rate of
0.99 and false alarm rate of 10−6 is approximately SNRl = 7.08, where the shot noise
distribution is taken to approach a Gaussian for a large number of photon counts. The
exposure time required for detection using a VC relative to an equivalent conventional
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T =  100%, r = 1.0
T =  100%, r = 0.5
T = 0.56%, r = 1.0
T = 0.56%, r = 0.5
Figure 4.5: The relative exposure time ∆t2/∆tc required to detect the presence of two
point sources separated by angle β with a detection rate of 0.99 and false alarm rate
of 10−6. The VC system is compared to a conventional diffraction-limited imaging
system with N = 20 samples of the measured signal as described in Shahram and
Milanfar (2003). The results are plotted for a VC with optical transmission T and
Lyot stop ratio r = aLS/a.











where ∆tc and SNRc are respectively the exposure time and signal-to-noise ratio per
sample required for detection using an equivalent conventional imaging system, T is the
transmission of the VC optics, r is the relative Lyot stop size (i.e. r = aLS/a), and N
2
is the total number of samples of the measured signal. By statistical analysis, the SNRc
required to differentiate two point sources separated by angle β with a detection rate of
0.99 and false alarm rate of 10−6 is approximately












where β is in units of λ/D and a Gaussian noise distribution is assumed (Shahram and





ηlr2T (β4 − 0.98β2 + 0.37)2
. (4.27)
Fig. 4.5 shows the relative exposure time required for detecting the source separation using
an l = 2 VC system. The vortex filtering approach requires substantially lower exposure
times for small values of β. We calculate that an ideal VC (T = 100%, r = 1.0) offers
improvement for β . 0.49λ/D. For the system demonstrated above (T = 0.56%, r = 0.5)
the expected improvement is limited to β . 0.17λ/D. For cases where β  λ/D, the VC
is expected to require significantly shorter exposure times as compared to an equivalent
conventional imaging system. In practice, further improvements are possible since a single
pixel photo detector may mitigate other noise contributions of focal plane arrays, such as
read noise and dark current.
4.4 Summary
A vortex-phase filtering technique for sub-resolution information extraction has been
demonstrated in the laboratory. This approach takes advantage of the VC’s unique sensi-
tivity to small angular displacements near the optical axis to allow for precision pinpointing
of the centroid of an unresolved source as well as to obtain quantitative measurements of
the angular extent of a white light source (∆λ/λ ≈ 0.5). Spatial information is deduced
from simple pupil plane power measurements at the output pupil of a VC. We show ex-
perimentally that the angular extent of an unresolved circular source may be measured
from 0.05λ/D to 0.8λ/D. In principle, prior knowledge of the source structure is not
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required. What is more, sub-resolution detection may be performed with considerably
lower exposure times than conventional imaging.
Chapter 5
Mitigating the risk of laser damage
It is possible to disable an imaging system by excessively illuminating the detector, even
from large distances (Becker et al., 1989; Manenkov, 2014). Lasers with sufficient power
to do so are widely available, affordable, and essentially unregulated. In scenarios where
the threat of unwanted laser radiation is high, it may be desirable to passively protect the
detector from extreme irradiance levels.
If the wavelength of the laser or the state of a highly polarized beam is known, common
optical elements, such notch filters and polarizers, may be used to reject the laser light.
However, a more desirable solution would be robust to many wavelengths, bandwidths,
and polarization states. Another approach is to optically remove the light from a source
based on its location; i.e. use a coronagraph. Although coronagraphs achieve remarkable
suppression levels (Trauger and Traub, 2007), prior knowledge of the source location and
accurate pointing are required.
Over the past few decades, a large research effort has sought nonlinear optical limiting
materials to mitigate the threat of laser damage (Swartzlander et al., 1993; Tutt and
Boggess, 1993; Sun and Riggs, 1999; Khoo et al., 2004). The goal is to fabricate an
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optical element with intensity dependent absorption to block intense laser radiation, while
allowing for high quality imaging when a laser source is not present. Nonlinear filters are
often focal plane elements that are limited by a high irradiance turn-on threshold, narrow
band, or they become permanently opaque after a hostile exposure. To our knowledge,
a reusable material that allows for white light imaging and a few orders of magnitude of
laser suppression over a large bandwidth has yet to be discovered (Miller et al., 1998; Ritt
et al., 2013).
This chapter considers pupil-plane phase masks as a way protect a focal plane ar-
ray in an imaging system from the damaging effects of intense laser radiation without
prior knowledge of the laser source location, brightness, wavelength, or polarization and
without the use of nonlinear optical elements (Ruane et al., 2015e). Rather, the risk of
laser damage is reduced by modifying the PSF of the optical system with a linear phase
element such that the peak irradiance in the image plane is reduced. The signal from
the background scene is maintained and an image is recovered by computer processing.
We calculate the peak irradiance reduction for a number of potential pupil plane phase
elements and assess the quality of the recovered background scene in terms of the Na-
tional Imagery Interpretability Rating Scale (Riehl, Jr. and Maver, 1996; Leachtenauer
et al., 1997; Irvine, 1997; Leachtenauer and Driggers, 2001; Schott, 2007). Additionally,
we numerically demonstrate the capability to protect a detector against a powerful laser
source and exemplify the strengths and limitations of using pupil phase elements for peak
irradiance suppression.
5.1 The optical system
The scenario to be considered is illustrated in Fig. 5.1. The unwanted laser source is a
bright, spatially coherent, monochromatic, quasi-point source described by the complex
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Figure 5.1: Diagram of the optical system with incident radiation from an unwanted
laser source and background scene located at the (x0, y0) plane. The object distance
z is large with respect to the Rayleigh range of the laser beam zR. A phase element
is placed adjacent to a lens with focal length f and is bounded by aperture A(x, y).
Both the laser source and the spatially incoherent background scene are imaged at
the (x′, y′) plane.
field U(x0, y0). The scene is spatially incoherent and contains targets of interests de-
scribed in terms of reflected spectral irradiance b(x0, y0;λb), where λb is the wavelength.
Monochromatic illumination is assumed for simplicity. A single lens system forms an image
of the (x0, y0) plane at the (x
′, y′) plane. The laser source is distant enough that the beam
width becomes large with respect to the aperture of the system and evenly illuminates the
lens; that is, z  zR, where z is the distance from the source to the pupil plane, zR is the
Rayleigh distance given by zR = πw
2
0/λL, w0 is the beam waist, and λL is the wavelength
of the laser light. Additionally, w0 is small with respect to the targets of interest in the
scene. The peak image plane irradiance owing to a laser source Ipeak is reduced by in-
troducing a linear optical element at the pupil plane with complex transmittance t(x, y).
The image plane irradiance is approximated by
I(x′, y′) = IL(x
′, y′) + Ib(x
′, y′), (5.1)
where the contribution of laser IL(x
′, y′) and background scene Ib(x
′, y′) are described by
the following convolutions:
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IL(x
′, y′;λL) = ε1
∣∣Ug(x′, y′) ∗ F (x′, y′;λL)∣∣2 , (5.2)
Ib(x
′, y′;λb) = ε2 bg(x
′, y′;λb) ∗
∣∣F (x′, y′;λ)∣∣2 , (5.3)
where ε1 and ε2 are constants, Ug(x
′, y′) and bg(x
′, y′;λb) are respectively the geometric
images of the laser source and background scene, F (x′, y′;λ) is the complex PSF of the
optical system given by the FT of the pupil function













and A(x, y) is the aperture function. It is assumed that the aperture is a circle of ra-
dius a. The formalism above may be easily generalized for pulsed lasers by allowing time




I(x′, y′, t;λ)dt, (5.5)
where ∆t is the exposure time. Assuming constant illumination, the radiant exposure due
to the background scene Φb(x
′, y′, λb) is proportional to Ib(x
′, y′, λb).
Laser damage thresholds for focal plane arrays depend on the architecture and ma-
terials that make up the device as well as the properties of the laser source, including
wavelength and pulse duration. In each case, there are several damage mechanisms that
occur at different exposure (fluence) levels (Becker et al., 1989; Manenkov, 2014). For the
purpose of this study, we use an estimated damage threshold based on typical morpho-
logical damage thresholds in CCDs. The damage threshold of the Itek Optical Systems
Model VLA577 E57D (Ellul et al., 1984), for example, is Φd ≈ 1 J/cm2 for a 10 ns pulse
from a Q-switched Nd:YAG laser operating at λ = 1064 nm (Zhang et al., 1993). It is
useful for our discussion to determine the ratio between the damage threshold and the
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saturation threshold of the CCD. Saturation occurs at an exposure of Φsat = 0.3 µJ/cm
2
with white light illumination (Ellul et al., 1984). Thus, Φd/Φsat ≈ 3 × 106. We assume
this value for the remainder of our discussion keeping in mind that the damage threshold
may vary significantly for different detectors and laser sources.
A scenario where a focal plane CCD can be damaged is represented by the following
example. A single 10 ns pulse from a laser at distance z = 1 km with divergence angle
θ = w0/zR = 2 mrad, w0 = 1 mm, and λ = 1064 nm incident on an f/10 imaging system
with a = 50 mm is likely to damage the detector (i.e. Φ > 1J/cm2) if the output pulse
energy exceeds 3 mJ. Here, the atmospheric extinction coefficient is taken to be 1 km−1.
However, if the optical system passively reduces the peak irradiance, and therefore the
peak fluence, by two orders of magnitude, the imaging system can withstand a pulse with
energy up to 300 mJ. Lasers with such output power levels are commercially available.
We examined several different pupil phase elements designed to mitigate the risk of
detector damage. Figures 5.2 and 5.3 show several example pupil phase patterns and
line profiles of their corresponding PSF amplitudes, respectively. Note that each of the
phase patterns shown reduces Ipeak by a factor of 100 relative to the peak image plane
irradiance without a pupil phase element I0. The phase patterns include low order Zernike
polynomials (see Fig. 5.2(a)-(d)). Also shown are a vortex phase element with complex
transmittance t(x, y) = exp(ilθ), where l is a nonzero integer known as the topological
charge (see Fig. 5.2(e)), and an axicon with transmittance t(x, y) = exp(ir/a0), where a0
is a constant (see Fig. 5.2(f)). Even though these phase elements provide the same peak
irradiance suppression, we show that the vortex and axicon allow better image quality
after post-processing than the low order Zernike polynomials.


















Figure 5.2: Several example pupil phase elements that yield two orders of magnitude
reduction in peak image plane irradiance. The phase patterns shown are (a) defocus,
(b) astigmatism, (c) coma, (d) trefoil, (e) a charge l = 18 vortex phase mask, and
(f) an axicon with a0 = a/28.3. The phase is wrapped between −π (black) and π
(white).
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Figure 5.3: Horizontal line profiles (black) of the point spread functions corresponding
to the pupil phase elements shown in Fig. 5.2. The PSF without a phase element
(gray) is also shown in each case for comparison. The line profiles pass through the
point of maximum amplitude and are normalized such that the maximum amplitude
without a phase element is unity. We note that the functions shown in (c) and (d)
are not circularly symmetric.
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5.2 Image Recovery
An optical system with any of the PSFs shown in Fig. 5.3 produces a blurred image. How-
ever, the background scene may be reconstructed by removing the effect of the phase mask
from the detected image via Wiener deconvolution. The detected image has dimensions
N ×M and may be written
Gn,m = ε3 Îb(n∆x,m∆x) + Vn,m, (5.6)
where
Îb(x
′, y′) = Ib(x
′, y′) ∗ d(x′, y′), (5.7)
ε3 is a constant, ∆x is the detector pitch, Vn,m is the noise per pixel in units of digital
counts, and d(x′, y′) is the pixel impulse response. A digital approximation of the scene is
recovered from the detected image by applying a Fourier domain Wiener filter
W (k∆ξ, p∆η) =
H̃∗(k∆ξ, p∆η)∣∣∣H̃(k∆ξ, p∆η)∣∣∣2 + 1/SNR , (5.8)
where (k, p) are the spatial frequency indices, ∆ξ = 1/(N∆x), ∆η = 1/(M∆x), H̃(ξ, η) =
H(ξ, η)D(ξ, η) is the system transfer function,
H(ξ, η) = FT
{∣∣F (x′, y′)∣∣2} (5.9)
is the optical transfer function, D(ξ, η) = FT {d(x′, y′)} is the detector transfer function,
SNR is the signal-to-noise ratio (Wiener, 1949).
5.3 Optimizing image quality
In order to assess the performance of the imaging system described above, we use the gen-
eral image quality equation (GIQE) to estimate the quality of the deconvolved background
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GIQE Version c0 c1 c2 c3 c4
3.0 11.810 -3.32 3.320 -1.000 -1.480
4.0 with RER ≥ 0.9 10.251 -3.32 1.559 -0.334 -0.656
4.0 with RER < 0.9 10.251 -3.32 2.817 -0.334 -0.656
Table 5.1: Coeffecients of the GIQE (Leachtenauer et al., 1997)
image resulting from various pupil phase elements in terms of NIIRS, a quantitative met-
ric commonly used by the strategic intelligence community (Riehl, Jr. and Maver, 1996;
Leachtenauer et al., 1997; Irvine, 1997; Leachtenauer and Driggers, 2001; Schott, 2007).
The standard form of the GIQE is given by
NIIRS = c0 + c1 log10(GSD) + c2 log10(RER) + c3G/SNR + c4H, (5.10)
where GSD = z∆x/f is the ground sample distance, RER is the relative edge response, G
is the noise gain in post-processing, H is the edge overshoot, and c0 − c4 are empirically
obtained coefficients. The values of c0−c4 have been modified through a number of GIQE
versions. Versions 1.0 and 2.0 are not publically available. The coefficients for versions
3.0 and 4.0 are given in Table 5.1.
The change in image quality caused by the introduction of the pupil phase element
may be described as a change on the NIIRS scale ∆NIIRS = NIIRS − NIIRS0, where
NIIRS and NIIRS0 represent the quality of the reconstructed image with and without the














+ c4(H −H0), (5.11)
where a constant GSD is assumed and RER0, G0, and H0 are calculated without a pupil
phase element. The GIQE 3.0 and 4.0 are designed for rating diffraction limited imagery
and are not ideal for heavily aberrated systems. Thurman and Fienup (2010) suggested
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We note that Eqn. 5.12 was obtained using defocus and mid-spatial-frequency aberrations,
where in each case the G/SNR coefficient is -2.229 and -2.574, respectively. The optimum
G/SNR coefficient is expected to vary slightly between aberration types; however, we
assume -2.3 for general application. In each case, the average RER is calculated along the
vertical and horizontal axes: RER = (RERx + RERy)/2. For each direction, the RER is
computed as
RERx,y = ERx,y(∆x/2)− ERx,y(−∆x/2), (5.13)
where ERx,y is the edge response found by convolving the Heaviside step function
Θ (u) =
{
1 u > 0
0 u < 0
(5.14)
with the impulse response of the system. We use the variable u ambiguously as x′ or y′.























The edge overshoot is also averaged between the horizontal and vertical directions: H =
(Hx+Hy)/2, where Hx,y = ERx,y(1.25∆x) if ERx,y(u) is monotonically increasing between
u = ∆x and u = 3∆x. Otherwise, Hx,y = max {ERx,y(u)} on the interval between u = ∆x
and u = 3∆x. The noise gain is defined by














where wn,m is the DFT of the Wiener filter: wn,m = DFT {W (k∆ξ, p∆η)}. Assuming





where Savg is the average detected signal per pixel and σ is the standard deviation of the
detector noise.
Figure 5.4 shows ∆NIIRS estimates for the pupil phase elements shown in Fig. 5.2
using each of the three versions described by Eqs. 5.11 and 5.12. The strength parameter
of each phase function is varied to show the performance at all relevant values of peak
irradiance reduction. We assume a 16 bit detector with average signal corresponding to
16,384 digital counts and detector noise equivalent to σ = 5 digital counts (SNR=128).
The ∆NIIRS results are plotted against the reduction in peak image plane irradiance
owing to a point source in the object plane. The calculations were performed using a
40964096 computational grid with 0.083 λF# per sample in the image plane and a detector
sampling rate Q = λF/∆x = 1.19. We find that ∆NIIRS4.0 yields the most optimistic
results, whereas ∆NIIRST−F predicts the largest loss in image quality. For reference,
∆NIIRS = −1 corresponds to approximately a factor of two loss in resolution, while
∆NIIRS = −0.1 is a barely noticeable difference (Fiete and Tantalo, 2001; Fiete et al.,
2002). In the most optimistic case, reducing Ipeak by two orders of magnitude is possible
with ∆NIIRS ≈ −1.255. Discontinuities in the ∆NIIRS curves arise from the conditional
definition of the edge overshoot.
Among the pupil phase elements we have considered, the vortex phase element offers



























































Figure 5.4: The estimated loss in image quality ∆NIIRS for the incoherent scene
as compared to an unprotected system, plotted against the relative peak image plane
irradiance owing to a bright laser point source in the object plane. The results are
shown for GIQE versions (a) 3.0 and (b) 4.0 (Leachtenauer and Driggers, 2001) as well
as (c) the modified version suggested by Thurman and Fienup (2010) for aberrated
imagery. I0 is the peak image plane irradiance without a pupil phase element. The
data for the vortex phase element are plotted at integer values of l.
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the best performance in cases where one to two orders of magnitude of peak irradiance
suppression is required. The axicon performs slightly better than the vortex phase element
near Ipeak/I0 = 10
−2 according the all of the ∆NIIRS estimates. The comparable perfor-
mance between the vortex phase and axicon pupil elements is attributed to the similarity
between their PSFs, which appear as a narrow donut. This PSF shape is desirable because
the light is spread out in the image plane while the PSF is narrow in the radial direction.
5.4 Simulated operation without laser threat
We choose a vortex phase pupil element for demonstration purposes, which yields a com-
plex PSF generally given by





′r/f) r dr, (5.19)
where l is the topological charge, Cl = 2π(−i)l, Jl(z) is the lth order Bessel function of
the first kind, f is the focal length of the lens, and (r′, θ′) are the circular coordinates in
the (x′, y′) plane. Analytical solutions to Eqn. 5.19 are given elsewhere (Kotlyar et al.,
2006, 2007).
We numerically calculate the images generated by the system described above with
an l = 18 vortex phase pupil element, which affords slightly more than two orders of
magnitude in peak suppression. The computed images (see Fig. 5.5) are obtained by
convolving a discretely sampled test scene with the PSF of the optical system and the
impulse response of the detector. The scene is then resampled from 0.25 λF# per sample
to 1.19 λF# per pixel (i.e. Q = 1.19). The diameter of the aperture is assumed to be 0.1 m
and the modeled exposure time provides an average signal corresponding to Savg = 16, 384
digital counts. Both Poisson and Gaussian distributed noise are added, where the Gaussian
noise has standard deviation σ = 5 digital counts. Kolmogorov random phase screens are




Figure 5.5: Simulated image with an l = 18 vortex phase pupil element (a) before and
(b) after Wiener filtering. The deconvolved image without the vortex phase element
(i.e. the unprotected system) is shown in (c) for comparison. The image dimensions
are 794× 1112 pixels.
CHAPTER 5. MITIGATING THE RISK OF LASER DAMAGE 138
Figure 5.6: Simulated image with an l = 18 vortex phase pupil element in the presence
of a potentially damaging laser source (before post-processing). Without the phase
pupil element, permanent damage would occur on the sensor. Image plane exposure
profiles along the dashed lines are shown in Fig. 5.7 with and without the protection
provided by the pupil phase element.
applied at the pupil plane to simulate wavefront error caused by atmospheric distortion.
The phase screens are calculated using a sub-harmonic Monte Carlo method (Lane et al.,
1992; Schmidt, 2010) assuming a coherence diameter of 0.1 m and inner and outer scales
of 20 m and 5 mm, respectively.
The detected image with the vortex pupil phase element (see Fig. 5.5(a)) appears
blurry, but is sharpened by deconvolving the PSF of the system (see Fig. 5.5(b)). How-
ever, there is an overall loss in image quality in the recovered image that corresponds to
∆NIIRS ≈ −1.63 as compared to the image obtained with an unprotected system (see
Fig. 5.5(c)). Roughly speaking, this corresponds to a factor of ∼3 loss in visual resolution.
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5.5 Simulated images with laser threat
The benefit of the pupil phase element is most obvious in the case where the peak irradiance
due to a potentially damaging laser source is reduced to a safe level by the pupil phase
element. Figure 5.6 shows a computed image of the test scene obtained with a bright
laser originating from a window of the building. In the vicinity of the laser, the image
becomes heavily saturated. As previously noted, a laser may cause damage if the image
plane exposure is 3× 106Φsat. In this scenario, the pupil element reduces the image plane
irradiance from 3× 106Φsat to < 3× 104Φsat, thereby protecting the sensor from damage.
Line profiles of the image plane irradiance along the dashed line in Fig. 5.6 are shown in
Fig. 5.7.
In cases where the laser source is not bright enough to cause permanent detector
damage, the detector may still locally saturate, leading to a loss of information. A circular
saturation region appears where the background information is completely lost, as shown
in Fig. 5.8. Moreover, the local SNR may become too low for detection due to the noise
associated with diffracted laser light. It is important to note that the saturated region will
be larger with the pupil phase element in place, since the laser light is spread out on the
detector. Figure 5.8 shows recovered images with a laser source of increasing brightness
and the l = 18 vortex phase pupil element in place. The saturation region becomes large
for brighter laser sources, which obscures a substantial region of the background scene.
Ringing artifacts also occur around the laser source after deconvolution and tend to appear
near sharp edges in the image. Other saturation artifacts such as blooming have not been
modeled.
In situations where critical targets appear near the laser source, additional post-
processing steps may be introduced to improve recovery of the background scene in the
vicinity of the saturated region. We have implemented a two-step process for removing
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l =  0
l = 18
Figure 5.7: Profiles of image plane exposure along the dashed line in Fig. 5.6. Without
the pupil phase element (l = 0), the detector may become damaged. The l = 18 vortex
phase pupil element reduces the peak exposure to a safe level by spreading out the
laser light.
the laser contribution from the image prior to deconvolution. This prevents ringing arti-
facts that may hinder detection of objects near to the laser source in the image. First,
we apply nonlinear optimization to estimate the contribution of the laser source from the
detected image. Assuming a circular laser source with constant amplitude and phase, a
Nelder-Mead simplex algorithm is used to vary the size, location, and brightness until the
expected laser contribution best matches the detected image in the region where laser light
is present (Nelder and Mead, 1965; Lagarias et al., 1998). We define the error metric as the
squared difference between the detected image Gn,m and the estimated laser contribution







, (n,m) ∈ ROI, (5.20)
where ROI is a circle centered on the estimated laser location. The location estimate
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(a) (b)
(c) (d)
Figure 5.8: Simulated images after post-processing with Wiener deconvolution for
Φpeak/Φsat = (a) 10
2, (b) 103, (c) 104, and (d) 105, where Φpeak is defined with the
l = 18 vortex phase element in the pupil plane of the optical system.
corresponds to the maximum value returned by matched filtering the image using the
PSF of the optical system as the kernel. The initial location estimate is sufficient in cases
of low levels of wavefront error and does not need to be varied further by the optimization
algorithm. For higher levels of wavefront error, varying the location improves the estimate
of the laser contribution. Two independent parameters describe the brightness of the laser
source because the appearance of a given laser source depends on the exposure time as well
as the background light level. In addition, the estimation process allows for a partially
saturated image as may be the case for operating in the presence of an unexpected laser
source. The laser subtracted image Xn,m is
Xn,m = Gn,m − Φ̂(n∆x,m∆x). (5.21)
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(a) (b)
(c) (d)
Figure 5.9: Simulated, recovered images with the l = 18 vortex phase element,
Φpeak/Φsat = 10
2, and SNR = 128. (a)-(b) Recovered images using Wiener deconvo-
lution with (a) the laser contribution subtracted and (b) after gradient-based speckle
reduction. The ringing artifacts are reduced as compared to Fig. 5.8(a). (c)-(d)
Recovered images using Lucy-Richardson iterative deconvolution. (c) The recovered
image using only the Lucy-Richardson iterative deconvolution algorithm (i.e. without
performing the laser removal process). (d) The recovered image with the laser contri-
bution removed. For this example, 10 iterations of gradient-based speckle suppression
and 20 iterations of Lucy-Richardson deconvolution are used.
The image that results from the laser subtraction routine often have residual speckle due to
wavefront error that, when significant, may also cause ringing artifacts in deconvolution.
To remedy this, we have devised a gradient-based speckle suppression algorithm that
iteratively reduces the image values in regions where the magnitude of the image gradient
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where ε is a constant. Typically, ε = 0.9 is chosen. By subtracting the expected contribu-
tion of the laser source and reducing the residual speckle prior to deconvolution, ringing
artifacts in the recovered images are avoided (see Fig. 5.9(a)-(b)).
Alternate deconvolution algorithms may also be less susceptible to certain types of
artifacts. For example, ringing artifacts are less prominent when Lucy-Richardson iterative
deconvolution is used instead of Wiener deconvolution (see Fig. 5.9(c); Richardson, 1972;
Lucy, 1974). The Lucy-Richardson results are also improved when the laser contribution
is removed as described above prior to performing the deconvolution (see Fig. 5.9(d)).
Using the additional post-processing steps outlined above, the scene information may
be recovered very close to the saturation region. However, wavefront error and noise are
the ultimate limitation for recovering the background scene. In other words, the post-
processing routines fail when the actual PSF is very different from the expected PSF.
5.6 Outlook
Although the GIQE and NIIRS rating were used in this work, image quality may also
be estimated using alternate metrics, such as mean-squared error, peak signal-to-noise, or
perception-based image quality metrics including structural similarity index (Wang et al.,
2004), edge metrics (O’Brien et al., 2007), task satisfaction confidence scale (Leachtenauer
and Driggers, 2001), as well as others (Watson, 1993). The image quality achieved using
deconvolution algorithms, other than the Wiener filter, may also be assessed (Starck et al.,
2002; Zhu and Milanfar, 2013)
A phase element that operates over a large bandwidth is needed for the application pre-
sented here. With recent advances in the fabrication, high topological charge achromatic
vortex phase elements are possible in a number of wavelength regimes, including visible,
near-, and mid-infrared. Broadband vortex phase transmittance may be achieved by use
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of holographic elements (Bazhenov et al., 1990; Heckenberg et al., 1992) with dispersion
compensation (Leach and Padgett, 2003; Bezuhanov et al., 2004; Mariyenko et al., 2005),
subwavelength gratings (Bomzon et al., 2001; Mawet et al., 2005a; Delacroix et al., 2013),
liquid crystal elements (Marrucci et al., 2006; Mawet et al., 2009; Slussarenko et al., 2011;
Nersisyan et al., 2013), and photonic crystal elements (Murakami et al., 2013). The most
promising designs for achromatic, high-order topological charge vortex elements are liquid
crystal vector vortex elements (Nersisyan et al., 2013).
5.7 Summary
We have presented a novel imaging system design that mitigates the risk of damage caused
by laser radiation. Optical elements for pre-detection processing and post-processing rou-
tines have been developed to optimize the image quality. The main advantages of the
approach presented here are that the system is compact, the optical technology is read-
ily available, and prior knowledge of the laser source location, brightness, wavelength,
or polarization is not required. This approach is particularly well suited for surveillance
scenarios with high probability of incident laser radiation, but with the added assumption
that light from the laser sources is unlikely to surpass the damage threshold by a few or-
ders of magnitude. This may be the case for imaging crowd members with handheld laser
pointers several meters from the imaging system. If more powerful sources are expected,
a pupil phase element with further reduced peak image plane irradiance may be used at
the cost of image quality. Alternatively, the technique presented here may be used in
conjunction with other approaches, such as nonlinear optical limiting materials in a focal
plane.
Chapter 6
Conclusions & future directions
This thesis has presented a theory of nodal areas in optical beams generated by phase
masks, leveraging several early discoveries in the field of astronomical coronagraphic imag-
ing. However, we believe these concepts can be applied to various areas of imaging science
in addition to high-contrast imaging and laser damage prevention. As a fundamental phys-
ical concept, beams containing nodal areas may find increasing importance in applications
involving structured light, such as radiation shielding and laser surfacing. We anticipate
that additional experimental and theoretical investigations will help uncover more general
mathematical properties of nodal areas, improve the performance of our current system
designs, as well as identify new applications of structured darkness in optics and other
coherent wave systems.
High-contrast astronomical imaging continues to be the most exciting application of
this work owing to the rapid progress in the field of exoplanet and circumstellar disk
science. Next-generation coronagraphs will likely take advantage of the design approaches
presented here. We envision further developments, such as the use of out-of-plane pupil
remapping optics to achieve our derived apodization functions without loss. Future work
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will implement more general optimization schemes that consider the apodization, focal
plane correction, and Lyot plane masks together in order to achieve the best possible
contrast, throughput, chromatic performance, and minimize the sensitivity to expected
aberrations. Constraints associated with manufacturing limitations and wavefront control
will also be included in the optimization. Ultimately, experimental and on-sky studies of
multi-plane optimized coronagraphs will be needed and the most effort should be focused
in that direction.
Appendix A
Derivation of wave equation
In this appendix, the scalar wave equation is derived from Maxwell’s equations, which
govern electric and magnetic fields E and B Maxwell (1865). The Maxwell’s equations in
a charge-free vacuum may be written
∇ ·E = 0, (A.1)








By taking the curl of Eqs. A.3 and A.4,







Using the identity ∇×∇×X = ∇ (∇ ·X)−∇2X, the following expression are obtained
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∇ (∇ ·E)−∇2E = − ∂
∂t
(∇×B) , (A.7)































Eqs. A.11 and A.12 are in the common form of wave equations with phase velocity
c = 1/
√
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N., Kane, S., Marquette, J.-B., Martin, R., Pollard, K. R., Sahu, K. C., Vinter, C.,
Warren, D., Watson, B., Zub, M., Sumi, T., Szymański, M. K., Kubiak, M., Poleski,
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