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COUNTEREXAMPLES REGARDING SYMMETRIC
TENSORS AND DIVIDED POWERS
CHRISTIAN LUNDKVIST
Abstract. We investigate the similarities and differences between
the module of symmetric tensors TSnA(M) and the module of di-
vided powers Γn
A
(M). There is a canonical map Γn
A
(M)→ TSnA(M)
which is an isomorphism in many important cases. We give exam-
ples showing that this map need neither be surjective nor injective
in general. These examples also show that the functor TSnA does
not in general commute with base change.
Introduction
Symmetric tensors and divided powers are important tools in alge-
braic geometry. They appear for instance in the study of Hilbert and
Chow schemes parametrizing zero-dimensional subschemes or cycles of
a given scheme (c.f. [Gro95], [Del73, 5.5], [Ryd07a], [Ryd07b], [RS07]).
For a flat family of schemes the symmetric tensors and divided pow-
ers coincide. However, for non-flat families they may differ, and it
is then of interest to understand the relations between the resulting
schemes.
The purpose of this article is to provide examples showing how sym-
metric tensors and divided powers may differ in the non-flat case. We
shall throughout the article stick to the case of affine schemes.
Let A be a commutative ring with unit element. The module of sym-
metric tensors TSnA(M) for an A-moduleM is defined as the submodule
of elements ofM ⊗A · · ·⊗AM invariant under the natural action of the
symmetric group Sn. When A is a field of characteristic zero these ob-
jects have been studied since the nineteenth century (see e.g. [Jun93]).
More recently a related object has been introduced, the module of
divided powers ΓnA(M) [Rob63]. This module is not defined as intu-
itively as TSnA(M), but it is functorially more well-behaved. For in-
stance ΓnA(M) satisfies a universal property regarding polynomial laws,
and commutes with arbitrary base change A → A′. The module of
symmetric tensors on the other hand commutes with flat base change
A → A′ but not any base change in general. This has been pointed
out in [Del73, 5.5.2.7] but the author does not know of any published
counterexamples.
1
2 CHRISTIAN LUNDKVIST
There is a canonical map ΓnA(M) → TS
n
A(M) comparing the two
modules. This map is an isomorphism when n! is invertible in A, or
when M is a flat A-module. The purpose of this article is to give
examples showing that the map ΓnA(M) → TS
n
A(M) is in general nei-
ther injective nor surjective (Examples 3.1, 3.2, 4.4, 4.6). These ex-
amples also show that the functor TSnA does not commute with base
change in general. Specifically, we show that the base change map
TSnA(M)⊗A A
′ → TSnA′(M ⊗A A
′) is neither injective nor surjective in
general (Examples 5.3, 5.5).
Furthermore we show in Section 6 that if the module M has the
property that the canonical map fails to be injective/surjective, then
the symmetric algebra SA(M) will also have this property. Thus the
examples are extended from modules to graded algebras.
Finally, in Section 7 we relate our examples to work of Laksov
and Thorup [LT07] who discuss the structure of the exterior prod-
uct
∧n
A(M) as a module over TS
n
A(B), where B is an A-algebra. This
module structure then gives formulas related to Schubert calculus and
intersection theory of flag schemes. We use Example 4.6 to show that∧n
A(M) does not in general admit a structure of TS
n
A(B)-module.
Acknowledgements. I would like to thank Francesco Vaccarino
and David Rydh for helpful suggestions and remarks.
1. Definitions and first properties
For the convenience of the reader we present some definitions and
results concerning symmetric tensors and divided powers. All informa-
tion in this section can be found in [Rob63] or [Fer98].
For the remainder of this section, fix a commutative ring A with unit
element, an A-moduleM and an integer n. For the rest of the paper all
rings will be assumed to be commutative with identity unless otherwise
specified.
Definition 1.1 (Symmetric tensors). Denote by TnA(M) the n-fold
tensor product
TnA(M) =M ⊗A . . .⊗A M︸ ︷︷ ︸
n
.
The tensor product TnA(M) has a canonical A-module structure and
the symmetric group Sn acts on T
n
A(M) by A-module homomorphisms
defined by
σ(m1 ⊗ . . .⊗mn) = mσ−1(1) ⊗ . . .⊗mσ−1(n)
for σ ∈ Sn. If M is free with basis {ei}i∈I , then T
n
A(M) is free with
basis {ei1 ⊗ . . .⊗ ein}(i1,...,in)∈In.
The module of invariants TnA(M)
Sn is called themodule of symmetric
tensors and is denoted TSnA(M).
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Definition 1.2 (Shuffle product). Consider the direct sum TSA(M) =⊕
k≥0TS
k
A(M). We have a product × on TSA(M) called the shuffle
product which makes TSA(M) into a commutative graded ring. The
product is defined as follows: Let z ∈ TSkA(M) and z
′ ∈ TSlA(M).
Then
z × z′ =
∑
σ∈Sk,l
σ(z ⊗ z′)
where Sk,l is the subset of elements σ ∈ Sk+l such that σ(1) < σ(2) <
. . . < σ(k) and σ(k + 1) < σ(k + 2) < . . . < σ(k + l).
Definition 1.3 (Polynomial laws). Let N be an A-module. A polyno-
mial law from M to N is defined as follows: Let FM : A-Alg → Sets
be the functor defined by FM(A
′) = M ⊗A A
′ viewed as a set. Then a
polynomial law F fromM to N is a natural transformation FM → FN .
In other words, for each morphism of A-algebras g : A′ → A′′ we
have a commutative diagram
M ⊗A A
′
FA′
//
1M⊗g

N ⊗A A
′
1N⊗g

M ⊗A A
′′
FA′′
// N ⊗A A
′′
where the horizontal maps are maps of the underlying sets, and not
homomorphisms of modules in general.
The polynomial law F is called homogeneous of degree n if FA′(ax) =
anFA′(x) for each a ∈ A
′ and each x ∈M ⊗A A
′.
If B and C are (not necessarily commutative) A-algebras, then a
polynomial law F : B → C is called multiplicative if FA′(xy) =
FA′(x)FA′(y) for each x, y ∈ B ⊗A A
′.
Definition 1.4 (Divided powers). For an A-module M there exists a
commutative graded algebra ΓA(M) =
⊕
n≥0 Γ
n
A(M) with multiplica-
tion ×, together with set maps γn : M → ΓnA(M) such that for each
a ∈ A, x, y ∈M and n,m ∈ N we have
Γ0A(M) = A and γ
0(x) = 1,
Γ1A(M) = M and γ
1(x) = x,
γn(ax) = anγn(x),
γn(x+ y) =
∑n
i=0 γ
i(x)× γn−i(y),
γn(x)× γm(x) =
(
n+m
n
)
γn+m(x).
If (xi)i∈I is a family of elements of M , and ν = (νi)i∈I is a multiindex
of finite support, then we write
γν(x) := ×
i∈I
γνi(xi).
We have that γν(x) ∈ ΓnA(M) where n = |ν| =
∑
i∈I νi.
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1.5 (Functoriality). The application M 7→ ΓA(M) is a functor from
A-modules to graded A-algebras [Rob63, Ch. III §4, p. 251].
1.6 (Base change). For each morphism A→ A′ there is a natural map
ΓA(M)⊗A A
′ −→ ΓA′(M ⊗A A
′)
defined by γn(x) ⊗ 1 7→ γn(x ⊗ 1), which is an isomorphism [Rob63,
Thm. III.3, p. 262]. Thus the maps γnA′ : M ⊗A A
′ → ΓnA′(M ⊗A A
′)
define a polynomial law γn : M → ΓnA(M). This polynomial law is
homogeneous of degree n.
1.7 (Universal property). For A-modules M , N we write PolnA(M,N)
for the set of polynomial laws M → N of degree n. Then the natural
map HomA(Γ
n
A(M), N) → Pol
n
A(M,N) given by f 7→ f ◦ γ
n is an
isomorphism. Thus ΓnA(M) represents the functor N 7→ Pol
n
A(M,N).
2. The canonical map
In this section we define the canonical map ΓnA(M) → TS
n
A(M) and
give critera for when this map is injective or surjective.
Definition 2.1. Let A be a ring, n an integer and M an A-module.
There is a homogeneous polynomial law of degree n fromM to TSnA(M)
defined by sending an element x ∈M to x⊗n ∈ TSnA(M).
By (1.7) this polynomial law gives rise to an A-module homomor-
phism
ΓnA(M) → TS
n
A(M)
that maps γn(x) to x⊗n for x ∈M .
Proposition 2.2. The morphism of Definition 2.1 is an isomorphism
in the following important cases:
(i) The element n! is invertible in the ring A [Rob63, Prop. III.3,
p. 256].
(ii) The A-module M is free [Rob63, Prop. IV.5, p. 272].
(iii) More generally, when the A-module M is flat [Del73, 5.5.2.5, p.
123].
2.3 (Factorization of the canonical morphism). Let A be a ring and M
an A-module with presentation
0 −→ P −→ F −→M −→ 0
with F a free A-module. Then the surjection F → M induces a sur-
jection ΓnA(F )→ Γ
n
A(M) with kernel K given by
K = 〈γs(p)× y : p ∈ P, y ∈ Γn−sA (F ), 1 ≤ s ≤ n〉,
by [Rob63, Prop. IV.8, p. 284]. Since ΓnA(F )
∼= TSnA(F ) by Propo-
sition 2.2 we can view K as a submodule of TSnA(F ), and with this
identification we then have ΓnA(M)
∼= TSnA(F )/K.
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Let N ⊆ TnA(F ) denote the kernel of the map pi : T
n
A(F )→ T
n
A(M).
Then N is stable under the action of Sn. Furthermore, the functor
(·)Sn is left exact so the exact sequence
0 −→ N −→ TnA(F ) −→ T
n
A(M) −→ 0
gives an exact sequence
0 −→ NSn −→ TSnA(F ) −→ TS
n
A(M).
Thus we have a canonical injection TSnA(F )/N
Sn → TSnA(M).
Also, we note thatK ⊆ NSn , and so we have a surjection TSnA(F )/K →
TSnA(F )/N
Sn. Thus, the canonical map ΓnA(M) → TS
n
A(M) factors as
(2.3.1) ΓnA(M)
∼= TSnA(F )/K −→ TS
n
A(F )/N
Sn −→ TSnA(M)
where the first map is surjective and the second is injective.
Proposition 2.4. With the notation of (2.3), we have that the map
ΓnA(M)→ TS
n
A(M) is
(a) injective if and only if K = NSn,
(b) surjective if and only if TSnA(F )→ TS
n
A(M) is surjective. More-
over, the image of TSnA(F ) in TS
n
A(M) is generated by the ele-
ments
mν := ×
i∈I
m⊗νii
where {mi}i∈I is any prescribed generating set of M , ν is a
multiindex of finite support and |ν| =
∑
i∈I νi = n. Here ×
denotes the shuffle product of Definition 1.2.
Proof. To prove (a), we note that by the factorization (2.3.1) we have
that ΓnA(M) → TS
n
A(M) is injective if and only if TS
n
A(F )/K →
TSnA(F )/N
Sn is an isomorphism. This happens if and only ifK = NSn .
For (b) we have that the factorization (2.3.1) further implies that
ΓnA(M)→ TS
n
A(M) is surjective if and only if TS
n
A(F )/N
Sn → TSnA(M)
is an isomorphism. This happens if and only if TSnA(F )→ TS
n
A(M) is
surjective.
To show the last part of (b), suppose that {ei}i∈I is a basis for F
and that F → M maps ei to mi for all i ∈ I. Then the corresponding
elements eν := ×i∈Ie
⊗νi
i with |ν| = n form a basis for TS
n
A(F ) [Bou59,
IV §5 Prop. 4]. The images of the elements eν ∈ TS
n
A(F ) are the
elements mν ∈ TS
n
A(M). 
3. Injectivity of the canonical map
Here we give two examples showing that the map ΓnA(M)→ TS
n
A(M)
need not be injective.
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Example 3.1. This short example of non-injectivity is due to David
Rydh [Ryd07b]. Recall that if p is a prime, then p |
(
p
s
)
whenever
1 ≤ s < p.
Let k be a field of prime characteristic p, and let A = k[x] and B = k,
where A → B sends x to 0. Then TpA(B)
∼= k and so TS
p
A(B)
∼= k.
However, we have ΓpA(B)
∼= TS
p
A(A)/K by (2.3) where
K = 〈x⊗s×1⊗(p−s) : 1 ≤ s ≤ p〉 = 〈xs
(
p
s
)
1⊗p : 1 ≤ s ≤ p〉 = 〈xp1⊗p〉.
Thus ΓpA(B)
∼= k[x]/(xp) and hence the map Γ
p
A(B) → TS
p
A(B) is not
injective.
Example 3.2. This example gives a morphism of rings A→ A′ and an
A-moduleM such that ΓnA(M)→ TS
n
A(M) is injective, while Γ
n
A′(M
′)→
TSnA′(M
′) is not injective, where M ′ = M ⊗A A
′.
Let k be a field of characteristic 2, and let A = k[s, t] be the poly-
nomial ring in two variables s, t. Moreover, let A′ be the algebra
A′ = k[s, t, z]/(z(s + t)). Consider the free module F = A2 with gen-
erators e1, e2 and let M = F/〈n〉, where n = se1 + te2. Let m1, m2 be
the images of e1, e2 in M and denote by M
′ the module M ⊗A A
′.
First we show that Γ2A(M) → TS
2
A(M) is injective. By Proposition
2.4 we thus need to check that K = NS2 , where K is the kernel of
TS2A(F )
∼= Γ2A(F )→ Γ
2
A(M)
and N is the kernel of the map T2A(F ) → T
2
A(M). By (2.3) we have
that
K = 〈n× e1, n× e2, n
⊗2〉 = 〈n⊗ e1 + e1 ⊗ n, n⊗ e2 + e2 ⊗ n, n⊗ n〉.
To compute NS2 we first note that N is generated by the elements
{e1 ⊗ n, n⊗ e1, e2 ⊗ n, n⊗ e2} .
Choose an element u ∈ NS2 = N∩TS2(F ) and let σ : T2A(F )→ T
2
A(F )
be the homomorphism defined by σ(ei ⊗ ej) = ej ⊗ ei for i, j = 1, 2.
We write u as
u = an⊗ e1 + be1 ⊗ n+ cn⊗ e2 + de2 ⊗ n,
where a, b, c, d ∈ A = k[s, t]. We have u+ σ(u) = u+ u = 0, and so
0 = (a+ b)(n⊗ e1 + e1 ⊗ n) + (c+ d)(n⊗ e2 + e2 ⊗ n).
Using that n = se1 + te2 and cancelling terms we obtain
0 = ((a + b)t+ (c+ d)s)(e1 ⊗ e2 + e2 ⊗ e1).
Hence
(3.2.1) (a+ b)t + (c+ d)s = 0
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and we conclude that s|(a+ b). Hence a+ b = fs for some f ∈ A, and
from (3.2.1) we obtain (c + d)s = fts and so c+ d = ft. We conclude
that b = a+ fs and d = c+ ft and so u can be written as
u = an⊗ e1 + (a+ fs)e1 ⊗ n + cn⊗ e2 + (c+ ft)e2 ⊗ n =
= a(n⊗ e1 + e1 ⊗ n) + c(n⊗ e2 + e2 ⊗ n) + fn⊗ n.
Thus NS2 is generated by the elements
{(n⊗ e1 + e1 ⊗ n), (n⊗ e2 + e2 ⊗ n), n⊗ n}
and so K = NS2 . Hence Γ2A(M) → TS
2
A(M) is injective.
Next we show that Γ2A′(M
′) → TS2A′(M
′) is not injective. Let K ′
denote the kernel of
TS2A′(F
′) ∼= Γ2A′(F
′)→ Γ2A′(M
′)
and denote by N ′ the kernel of T2A′(F
′)→ T2A′(M
′). We will show that
K ′ ⊂ (N ′)S2 is a proper subset.
The element
v = zs(e1 ⊗ e1 + e2 ⊗ e2) = zt(e1 ⊗ e1 + e2 ⊗ e2) ∈ T
2
A′(F
′)
is clearly in TS2A′(F
′). In M ′ we have zsm1 = ztm2 = zsm2 and so the
image of v under the map T2A′(F
′)→ T2A′(M
′) is
zs(m1 ⊗m1 +m2 ⊗m2) = zsm2 ⊗m2 + zsm2 ⊗m2 = 0.
Thus v ∈ (N ′)S2 . Assume, to obtain a contradiction, that v ∈ K ′. We
have by (2.3) that
K ′ = 〈n⊗ e1 + e1 ⊗ n, n⊗ e2 + e2 ⊗ n, n⊗ n〉
and we see that we can choose generators as
K ′ = 〈t(e2 ⊗ e1 + e1 ⊗ e2), s(e1 ⊗ e2 + e2 ⊗ e1), s
2e1 ⊗ e1 + t
2e2 ⊗ e2〉.
We have by [Bou59, IV §5 Prop. 4] that TS2A′(F
′) is a free A′-module
of rank 3 generated by the elements
f1 = e1 ⊗ e1, f2 = e2 ⊗ e2, f12 = e1 ⊗ e2 + e2 ⊗ e1.
With this notation we have
K ′ = 〈sf12, tf12, s
2f1 + t
2f2〉.
Now let B = k[s, t, z] be the polynomial ring and let G = B3 be a free
module with basis f1, f2, f12. Then we have v ∈ K
′ if and only if
zs(f1+f2) ∈ 〈sf12, tf12, s
2f1+ t
2f2, z(s+ t)f1, z(s+ t)f2, z(s+ t)f12〉
where the above are elements of the free B-module G.
Thus
zs(f1 + f2) = a(s
2f1 + t
2f2) + bz(s + t)f1 + cz(s+ t)f2 =
= (as2 + bz(s + t))f1 + (at
2 + cz(s+ t))f2,
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where a, b, c ∈ B. Comparing terms on each side, we conclude that
(3.2.2) zs = as2 + bz(s + t).
From this we have z | as2 and so z | a. By the same reason we have that
s | b. Hence the polynomial on the right hand side of (3.2.2) is either
zero or has degree ≥ 3, a contradiction. We conclude that v /∈ K ′, and
thus the inclusion K ′ ⊂ (N ′)S2 is strict. Hence Γ2A′(M
′) → TS2A′(M
′)
is not injective.
Remark 3.3. It is possible to extend the non-injectivity part of Example
3.2 to characteristic p ≥ 2 as follows: Let k be a field of characteristic p
and let A = k[s1, . . . , sp] be the polynomial ring in p variables. Define
A′ = k[s1, . . . , sp, z]/(zs1 − zsi : 2 ≤ i ≤ p),
with the obvious map A → A′. Let F = Ap with basis e1, . . . , ep and
let
M = F/〈s1e1 − siei : 2 ≤ i ≤ p〉.
The goal is now to show that ΓpA(M) → TS
p
A(M) is injective while
ΓpA′(M
′)→ TSpA′(M
′) is not injective, where M ′ = M ⊗A A
′. The non-
injectivity of ΓpA′(M
′) → TSpA′(M
′) is shown as follows: Denote by N ′
the kernel of TpA′(F
′)→ TpA′(M
′). Then the element
v = zs1(e
⊗p
1 + . . .+ e
⊗p
p ) ∈ T
p
A′(F
′)
is in (N ′)Sp. However, the elements ofK ′ = Ker(TSpA′(F
′)→ TSpA′(M
′))
containing terms of the form aie
⊗p
i must satisfy ai = s
p
i bi with bi ∈ A
′.
Thus v /∈ K ′ by reasons of homogeneity for p ≥ 3, while the case p = 2
is already in the Example. This shows that K ′ 6= (N ′)Sp and so we
have shown non-injectivity.
The map ΓpA(M) → TS
p
A(M) is probably injective, but it is unclear
how to extend the methods of Example 3.2 to show this.
4. Surjectivity of the canonical map
In this section we give two lemmas which give special cases where
the map ΓnA(M)→ TS
n
A(M) is surjective. We also give an algorithmic
method of checking surjectivity, and finally we provide two examples
showing that the canonical map need not be surjective in general.
Lemma 4.1. LetM be an A-module generated by two elements m1, m2.
Then the morphism
Γ2A(M) −→ TS
2
A(M)
is surjective.
Proof. By Proposition 2.4 it is enough to show that TS2A(M) is gener-
ated by the elements
(4.1.1) m1 ⊗m1, m2 ⊗m2, m1 ⊗m2 +m2 ⊗m1.
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Let u ∈ TS2A(M) be any element. This element can be written as
u = a11m1 ⊗m1 + a22m2 ⊗m2 + a12m1 ⊗m2 + a21m2 ⊗m1
with aij ∈ A. We write
u = a11m1⊗m1+a22m2⊗m2+a21(m1⊗m2+m2⊗m1)+(a12−a21)m1⊗m2.
It is clear from the above that the element (a12 − a21)m1 ⊗ m2 is in
TS2A(M), so we are done if we show that this element is a linear com-
bination of the three elements (4.1.1).
Let a = a12 − a21, and denote by F the free module A
2 generated
by the basis elements e1, e2. Then M is isomorphic to a quotient F/N
where N ⊆ F is generated by elements {fie1 − gie2}i∈I with fi, gi ∈ A.
The isomorphism is given by ei 7→ mi for i = 1, 2.
Let ni = fie1 − gie2. Then M ⊗A M ∼= (F ⊗A F )/N
′, where N ′ is
the module generated by the elements
{ni ⊗ e1, ni ⊗ e2, e1 ⊗ ni, e2 ⊗ ni}i∈I .
Since the element am1⊗m2−am2⊗m1 is zero inM⊗AM we conclude
that
ae1 ⊗ e2 − ae2 ⊗ e1 ∈ N
′
and we therefore have
(4.1.2) ae1⊗e2−ae2⊗e1 =
∑
i∈I
(xini⊗e1+yini⊗e2+zie1⊗ni+wie2⊗ni)
where the elements xi, yi, zi, wi are in A and only a finite number of
these elements are non-zero. Inserting ni = fie1 − gie2 in (4.1.2) and
comparing the coefficients of e1 ⊗ e2 we obtain
a =
∑
i∈I
(yifi − zigi).
Since fim1 = gim2 in M we have
am1 ⊗m2 =
∑
i∈I
yifim1 ⊗m2 −
∑
i∈I
zigim1 ⊗m2 =
=
∑
i∈I
yigim2 ⊗m2 −
∑
i∈I
zifim1 ⊗m1.
This shows that am1 ⊗ m2 is a linear combination of the elements
(4.1.1). 
Lemma 4.2. Let A be a UFD and let M be a module of the form
Ak/〈f〉, where f is defined as f =
∑k
i=1 fiei ∈ A
k with fi ∈ A and {ei}
is the canonical basis of Ak. Suppose further that gcd(fk, fi) = 1 for
i = 1, . . . , k − 1. Then
Γ2A(M) → TS
2
A(M)
is surjective.
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Proof. Let F = Ak, and let F → M be the canonical surjective map
sending ei tomi where {mi} is a set of generators ofM . By Proposition
2.4 we need to check that TS2A(M) is generated by the elements
(4.2.1) mi ⊗mj +mj ⊗mi, mi ⊗mi, 1 ≤ i, j ≤ k.
First we wish to show that the elements {mi ⊗mj} with 1 ≤ i, j ≤ k−1
are linearly independent. This linear independence implies that the
submodule L ⊆ T2A(M) generated by {mi ⊗mj}i,j≤k−1 is isomorphic
to T2A(A
k−1), and hence that the module of invariants LS2 ⊆ TS2A(M)
is isomorphic to TS2A(A
k−1). Thus by Proposition 2.4 and Proposition
2.2 the elements of LS2 can be generated by
(4.2.2) mi ⊗mj +mj ⊗mi, mi ⊗mi, 1 ≤ i, j ≤ k − 1.
Let N denote the kernel of the map T2A(F ) → T
2
A(M). Then N is
generated by
{ei ⊗ f, f ⊗ ei : 1 ≤ i ≤ k} .
To show the linear independence of {mi ⊗mj}i,j≤k−1 we assume that we
have an element e ∈ N that is a linear combination of {ei ⊗ ej}i,j≤k−1,
and we need to show that e = 0. We have
e =
k∑
i=1
(aiei ⊗ f + bif ⊗ ei) =
k∑
i=1
k∑
j=1
(aifj + bjfi)ei ⊗ ej ,
and ai and bi satisfy the equations
aifk + bkfi = 0, 1 ≤ i ≤ k.
When i = k we obtain akfk = −bkfk and so bk = −ak. Further, the
fact that gcd(fk, fi) = 1 for 1 ≤ i ≤ k−1 gives us fi | ai for all i. Thus
ai = cifi for all i, for some ci ∈ A and we thus have
0 = aifk + bkfi = aifk − akfi = cififk − ckfkfi
and so ci = ck for all i. Hence
e = ck
k∑
i=1
(fiei ⊗ f − fif ⊗ ei) = ck(f ⊗ f − f ⊗ f) = 0.
Next, let m ∈ TS2A(M). We need to show that m is generated by the
elements (4.2.1). We may assume that m is of the form
m =
∑
1≤i<j≤k
aijmi ⊗mj
with aij ∈ A. Since m ∈ TS
2
A(M) it follows that∑
1≤i<j≤k
aij(ei ⊗ ej − ej ⊗ ei) ∈ N
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and so ∑
1≤i<j≤k
aij(ei ⊗ ej − ej ⊗ ei) =
k∑
i=1
(xiei ⊗ f + yif ⊗ ei)
where xi, yi ∈ A. We thus obtain the equalities aij = xifj + yjfi for
1 ≤ i < j ≤ k. We can then write m as
m =
∑
1≤i<j≤k
aijmi ⊗mj =
∑
1≤i<j≤k−1
aijmi ⊗mj︸ ︷︷ ︸
m′
+
k−1∑
i=1
aikmi ⊗mk =
= m′ +
k−1∑
i=1
(xifk + ykfi)mi ⊗mk =
= m′ +
k−1∑
i=1
ximi ⊗ (fkmk) + yk
(
k−1∑
i=1
fimi
)
⊗mk =
(4.2.3) = m′ +
k−1∑
i=1
ximi ⊗
(
−
k−1∑
j=1
fjmj
)
+ yk(−fkmk)⊗mk.
Now the first two terms of (4.2.3) is in LS2 , so these are linear combina-
tions of the elements (4.2.2). This shows thatm is a linear combination
of the elements (4.2.1). 
4.3 (Determining surjectivity algorithmically). Let A be a ring and
M an A-module of finite presentation, given as the cokernel of a map
Al → Am. Denote by F the free module Am, and let e1, . . . , em be a
basis for F .
Then we can algorithmically determine whether the map TSnA(F )→
TSnA(M) is surjective. By Proposition 2.4 this is equivalent to the
canonical morphism ΓnA(M)→ TS
n
A(M) being surjective.
Consider the surjection pi : TnA(F ) → T
n
A(M) and let N ⊆ T
n
A(F )
be the kernel of pi. Choose generators σ1, . . . , σk for the symmetric
group Sn, which we may view as A-module homomorphisms
σj : T
n
A(F ) −→ T
n
A(F ), j = 1, . . . , k
by
σj(ei1 ⊗ . . .⊗ ein) = ei
σ
−1
j
(1)
⊗ . . .⊗ ei
σ
−1
j
(n)
.
For each homomorphism σj we construct the homomorphism uj =
1Tn
A
(F ) − σj , and we let Kj = Keruj ⊆ T
n
A(F ).
We now have by definition
(4.3.1) TSnA(F ) =
k⋂
j=1
Kj .
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Define maps vj : T
n
A(F )→ T
n
A(M) for j = 1, . . . , k by the composition:
TnA(F )
uj
// TnA(F )
pi
// TnA(M).
Let Lj = Ker vj, and consider the intersection L =
⋂k
j=1Lj . Then we
have that
TSnA(M) = pi(L) ⊆ T
n
A(M).
It is clear that we have an inclusion
TSnA(F ) +N =
k⋂
j=1
Kj +N ⊆ L
and the question of the surjectivity of TSnA(F ) → TS
n
A(M) is now
reduced to checking if pi(TSnA(F )) is strictly contained in pi(L). Finally
we have that
pi(TSnA(F )) = pi(L) = TS
n
A(M)
if and only if
(4.3.2) TSnA(F ) +N = L
as submodules of the free module TnA(F ).
Suppose that the ring A is a quotient ring of the form A = R/I where
R is a polynomial ring in finitely many variables over Q or Z/(p) for a
prime p ≥ 2, and I is an ideal. Then the submodules Kj , N and L as
well as the intersection (4.3.1) and the relation (4.3.2) can be explicitly
calculated with computer algebra software such as Macaulay2.
Example 4.4. Let k be a field of characteristic 3 and let A = k[s, t] be
the polynomial ring in two variables. Consider the free module F = A2
with generators e1, e2 and the module M = F/K, where K is the
submodule generated by the element se1 − te2 ∈ F .
We wish to show that the natural map TS3A(F ) → TS
3
A(M) is not
surjective. By Proposition 2.4 this implies that the canonical morphism
Γ3A(M)→ TS
3
A(M) is not surjective.
Consider the element u = se1 ⊗ e1 ⊗ e2 ∈ T
3
A(F ). Let mi denote the
image of ei inM . We wish to show that the element u¯ = sm1⊗m1⊗m2
is in TS3A(M). Since sm1 = tm2 in M , we have
u¯ = sm1 ⊗m1 ⊗m2 = tm2 ⊗m1 ⊗m2 = sm2 ⊗m1 ⊗m1.
This demonstrates that u¯ is invariant under the action of S3.
Assume now that u¯ is the image of an element v ∈ TS3A(F ). Let
N denote the kernel of the projection map T3A(F )→ T
3
A(M). Then we
have
u = v + w
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where w ∈ N . Let n = se1 − te2 ∈ F . Then N is generated by the
elements
{n⊗ ei ⊗ ej , ei ⊗ n⊗ ej , ei ⊗ ej ⊗ n}i,j=1,2
and so w is a sum of the form
w =
∑
i,j
(aijn⊗ ei ⊗ ej + bijei ⊗ n⊗ ej + cijei ⊗ ej ⊗ n) ,
where i, j = 1, 2 and aij , bij , cij ∈ A. Let f : T
3
A(F ) → T
3
A(F ) be
defined by f = 1T3
A
(F ) + σ + σ
2, where σ is the homomorphism corre-
sponding to the permutation (1 2 3) ∈ S3. Then
f(u) = f(v + w) = f(v) + f(w) = f(w)
since f(v) = 3v = 0.
Also,
(4.4.1) f(u) = s(e1 ⊗ e1 ⊗ e2 + e1 ⊗ e2 ⊗ e1 + e2 ⊗ e1 ⊗ e1)
and
(4.4.2) f(w) =
∑
i,j
dij (n⊗ ei ⊗ ej + ei ⊗ n⊗ ej + ei ⊗ ej ⊗ n) ,
where dij = aij + bij + cij. Since n = se1 − te2, the coefficient in front
of e1 ⊗ e1 ⊗ e2 in (4.4.2) is −td11 − sd12 and the coefficient in front of
e1 ⊗ e2 ⊗ e2 is td12 + sd22.
Comparing these coefficients with (4.4.1) gives
−td11 − sd12 = s,
td12 + sd22 = 0.
The first equation leads to s(d12 + 1) = −td11 and so t | (d12 + 1).
Thus d12 = th − 1 with h ∈ A. From the second equation we obtain
td12 = −sd22 and hence s | d12. This contradicts the fact that d12 =
th−1, and we thus conclude that u¯ cannot be the image of an element
of TS3A(F ).
Remark 4.5. It is possible to extend Example 4.4 to characteristic p ≥ 3
by making the following modifications: The field k is of characteristic
p, while A = k[s, t] and M = F/(se1 − te2) as before, where F is a
free module with basis e1, e2. The goal is now to show that the map
ΓpA(M)→ TS
p
A(M) is not surjective. We consider the element
u = se1 ⊗ . . .⊗ e1 ⊗ e2 ∈ T
p
A(F )
and one shows that its image u¯ ∈ TpA(M) is in TS
p
A(M). To show that u¯
is not the image of an element of TSpA(F ) one follows the method in the
example, replacing the permutation σ = (1 2 3) with the permutation
σ = (1 · · ·p) and the function f with the function
f = 1Tp
A
(F ) + σ + σ
2 + . . .+ σp−1.
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Example 4.6. Here we give an example of an A-module M and a
base extension A → A′ such that ΓnA(M) → TS
n
A(M) is surjective but
ΓnA′(M ⊗A A
′)→ TSnA′(M ⊗A A
′) is not surjective.
Let k be a field of characteristic 2 and let
A = k[x1, x2, x3, y1, y2, y3, z1, z2, z3]
be the polynomial ring in 9 variables. Consider the free module F = A3
with basis e1, e2, e3 and let n = z1e1 + z2e2 + z3e3 ∈ F . Define the A-
module M = F/〈n〉. Then the map Γ2A(M) → TS
2
A(M) is surjective
by Lemma 4.2.
Consider the ideal I ⊆ A generated by the coefficients of
3∑
i=1
(xiei ⊗ n + yin⊗ ei)− (x1z2 + y2z1)(e1 ⊗ e2 − e2 ⊗ e1) ∈ F ⊗A F.
This ideal is then generated by the elements
{x1z2 + y2z1 + x2z1 + y1z2} ∪ {xizj + yjzi : {i, j} 6= {1, 2}} .
Let A′ = A/I and let M ′ = M ⊗A A
′ and F ′ = F ⊗A A
′. We have a
surjection F ′ → M ′ mapping the basis {e1, e2, e3} to a set of generators
{m1, m2, m3} of M
′.
We wish to show that Γ2A′(M
′) → TS2A′(M
′) is not surjective, or
equivalently by Proposition 2.4 that TS2A′(F
′) → TS2A′(M
′) is not sur-
jective.
Consider the element
u = (x1z2 + y2z1)e1 ⊗ e2 ∈ T
2
A′(F
′)
and let u¯ = (x1z2 + y2z1)m1 ⊗m2 ∈ T
2
A′(M
′) be the image.
By the construction of the ideal I ⊆ A we have that
(x1z2 + y2z1)(m1 ⊗m2 −m2 ⊗m1) = 0 ∈ T
2
A′(M
′)
and hence u¯ ∈ TS2A′(M
′). Our aim is to show that u¯ is not the image
of an element in TS2A′(F
′).
Suppose therefore that u = v + w for some v ∈ TS2A′(F
′) and w in
the kernel of T2A′(F
′)→ T2A′(M
′). Thus
w =
3∑
i=1
(aiei ⊗ n+ bin⊗ ei)
where ai, bi ∈ A
′. Let f : T2A′(F
′) → T2A′(F
′) be defined by f =
1T2
A′
(F ′)+σ, where σ(ei⊗ej) = ej⊗ei. Then applying f to the equation
u = v + w and using the fact that f(v) = 0 we obtain
f(u) = (x1z2+ y2z1)(e1⊗ e2+ e2⊗ e1) =
3∑
i=1
ci(ei⊗n+n⊗ ei) = f(w),
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where ci = ai+ bi. This equation leads to three equations involving the
coefficients ci:
(4.6.1)
c1z2 + c2z1 = x1z2 + y2z1
c1z3 + c3z1 = 0
c2z3 + c3z2 = 0.
We now introduce a multigrading of the polynomial ring A by
mdeg(xi) = mdeg(yi) = mdeg(zi) = (1, i), i = 1, 2, 3.
With respect to this multigrading the ideal I ⊆ A is homogeneous, and
so the grading carries over to the quotient ring A′ = A/I.
Since the right hand side of (4.6.1) is homogeneous of multidegree
(2, 3) we have that these equations are satisfied when ci is replaced by
its homogeneous part of multidegree (1, i) for i = 1, 2, 3.
Thus we may assume that
ci = αixi + βiyi + γizi, αi, βi, γi ∈ k, i = 1, 2, 3.
We will now show that the equations (4.6.1) lead to a contradiction.
When working in the ring A′ = A/I we will make the following reduc-
tions of binomials:
y1z2 → x1z2 + x2z1 + y2z1, yizj → xjzi, {i, j} 6= {1, 2} .
Now consider an integer i ∈ {1, 2}. We work out the last two equations
of (4.6.1) as follows:
ciz3 + c3zi = αixiz3 + βiyiz3 + γiziz3 + α3x3zi + β3y3zi + γ3z3zi =
= αixiz3 + βix3zi + γiziz3 + α3x3zi + β3xiz3 + γ3z3zi = 0.
This gives
αi = β3, βi = α3, γi = γ3, i ∈ {1, 2} .
The first equation of (4.6.1) now becomes
c1z2 + c2z1 = β3x1z2 + α3y1z2 + γ3z1z2 + β3x2z1 + α3y2z1 + γ3z2z1 =
= β3x1z2 + α3(x1z2 + x2z1 + y2z1) + β3x2z1 + α3y2z1 =
= (α3 + β3)(x1z2 + x2z1) 6= x1z2 + y2z1
and this is the desired contradiction. The conclusion is that the element
u¯ = (x1z2 + y2z1)m1 ⊗m2 ∈ TS
2
A′(M
′)
is not the image of an element of TS2A′(F
′). Hence the canonical map
Γ2A′(M
′)→ TS2A′(M
′) is not surjective.
Remark 4.7. Example 4.6 works by choosing the ideal I ⊆ A to be the
ideal defining the relation that the element (x1z2 + y2z1)m1 ⊗ m2 ∈
T2A′(M
′) is symmetric.
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It might be possible to make a similar construction in characteristic
p ≥ 2 by choosing the ring A to be a large polynomial ring and con-
structing the ideal I ⊆ A to be the ideal defining the relation that an
element of the form
fm1 ⊗ . . .⊗m1 ⊗m2 ∈ T
p
A′(M
′)
is symmetric, where M = A3/(z1e1 + z2e2 + z3e3) as before, A
′ = A/I,
and f ∈ A is some polynomial. One might then be able to use methods
similar to the ones in Example 4.6 to show that ΓpA′(M
′)→ TSpA′(M
′)
is not surjective.
The map ΓpA(M)→ TS
p
A(M) is probably surjective but to show this
we would require a modification of Lemma 4.2 to deal with n > 2, and
this we do not know how to do.
5. Symmetric tensors and base change
In this section we give examples to show that the functor TS of
symmetric tensors does not commute with base change in general.
Definition 5.1. Let A→ A′ be a homomorphism of rings, and consider
an A-module M . Denote by M ′ the module M ⊗AA
′ obtained by base
extension to A′. We have a natural isomorphism
TnA(M)⊗A A
′ ∼−→ TnA′(M
′)
inducing a canonical map
(5.1.1) TSnA(M)⊗A A
′ −→ TSnA′(M
′).
Proposition 5.2. The base change morphism (5.1.1) is an isomor-
phism in the following cases:
(i) The element n! is invertible in the ring A.
(ii) The A-module M is flat.
(iii) The base extension A→ A′ is flat.
Proof. To show (i) and (ii) we consider the commutative diagram
ΓnA(M)⊗A A
′ //

ΓnA′(M
′)

TSnA(M)⊗A A
′ // TSnA′(M
′)
where the top horizontal map is the map (1.6), the bottom horizon-
tal map is the base change morphism and the vertical maps are the
canonical maps of Definition 2.1. By (1.6) the top horizontal map is
an isomorphism and by Proposition 2.2 both vertical maps are isomor-
phisms. Hence the bottom horizontal map is an isomorphism.
To show (iii), let σ1, . . . , σk be generators of Sn regarded as mor-
phisms σi : T
n
A(M) → T
n
A(M). Then TS
n
A(M) is the submodule of
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TnA(M) consisting of those x ∈ T
n
A(M) such that σi(x) = σj(x) for all
i, j. In other words, TSnA(M) is the inverse limit of the diagram
TnA(M)
σ1
++
σk
33
... T
n
A(M).
The base extension functor N 7→ N ⊗A A
′ is exact since A′ is flat, and
exact functors commute with finite inverse limits [GV72, Def. 2.4.1].
We have that TnA(M) ⊗A A
′ ∼= TnA′(M
′), so TSnA′(M
′) is the inverse
limit of the diagram
TnA(M)⊗A A
′
σ1⊗1
,,
σk⊗1
22
... T
n
A(M)⊗A A
′.
The fact that flat base extension commutes with finite inverse limits
shows that the canonical map
TSnA(M)⊗A A
′ −→ TSnA′(M
′)
is an isomorphism. 
Example 5.3. Here we give an example where the base change map is
not injective. Let the morphism of rings A→ A′ and the A-module M
be as in Example 3.2. That is, k is a field of characteristic 2, the ring
A = k[s, t] is the polynomial ring and M = A2/〈se1+ te2〉 with {e1, e2}
being the natural basis of A2. Furthermore A′ = A[z]/(z(s + t)).
We have the canonical commutative diagram
Γ2A(M)⊗A A
′ //

Γ2A′(M
′)

TS2A(M)⊗A A
′ // TS2A′(M
′)
where the top horizontal map is an isomorphism by (1.6) and the bot-
tom horizontal map is the base change morphism. By Example 3.2 the
map Γ2A(M) → TS
2
A(M) is injective, and since M is generated by 2
elements the map Γ2A(M) → TS
2
A(M) is surjective as well by Lemma
4.1. Hence the leftmost map of the diagram is an isomorphism and in
particular injective.
However, by Example 3.2 the rightmost vertical map is not injective.
Thus the bottom horizontal map cannot be injective. Specifically, Ex-
ample 3.2 shows that the element
(m1 ⊗m1 +m2 ⊗m2)⊗ zs ∈ TS
2
A(M)⊗A A
′
is nonzero and is mapped to zero in TS2A′(M
′).
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Remark 5.4. It might be possible to extend Example 5.3 to character-
istic p > 2 by using Remark 3.3. With the notation of Remark 3.3, we
have that ΓpA′(M
′)→ TSpA′(M
′) is not injective. It is probably true that
ΓpA(M)→ TS
p
A(M) is an isomorphism, but this has not been proven.
Example 5.5. Here we give an example where the base change map
is not surjective. Let the morphism of rings A→ A′ and the A-module
M be as in Example 4.6. That is, k is a field of characteristic 2,
the ring A = k[x1, x2, x3, y1, y2, y3, z1, z2, z3] is the polynomial ring and
A′ = A/I where I is the ideal generated by the elements
{x1z2 + y2z1 + x2z1 + y1z2} ∪ {xizj + yjzi : {i, j} 6= {1, 2}} .
The module M is defined as M = A3/〈z1e1 + z2e2 + z3e3〉, where
{e1, e2, e3} is the natural basis of A
3.
Then we have the canonical commutative diagram
Γ2A(M)⊗A A
′ //

Γ2A′(M
′)

TS2A(M)⊗A A
′ // TS2A′(M
′)
where the top horizontal map is an isomorphism by (1.6) and the bot-
tom horizontal map is the base change morphism. By Example 4.6 the
leftmost vertical map is surjective while the rightmost vertical map is
not surjective. Thus the bottom horizontal map cannot be surjective.
Specifically, Example 4.6 shows that the element
(x1z2 + y2z1)m1 ⊗m2 ∈ TS
2
A′(M
′)
is not the image of an element of TS2A(M)⊗A A
′.
Remark 5.6. It might be possible to extend Example 5.5 to character-
istic p > 2 by using Remark 4.7. With the notation of Remark 4.7, one
may be able to show that ΓpA′(M
′) → TSpA′(M
′) is not surjective. The
map ΓpA(M) → TS
p
A(M) is probably surjective, but this has not been
shown.
6. From modules to algebras
In the previous sections we have given examples of modules M such
that the canonical map is not an isomorphism and such that the sym-
metric tensors do not commute with base change. Here we extend the
previous examples to algebras.
Proposition 6.1. Let A and A′ be rings and let R =
⊕
k≥0Rk be a
graded A-algebra. Let F,G : A-Mod→ A′-Mod be covariant functors
and consider a natural transformation ϕ : F → G.
If the map ϕR : F (R) → G(R) is injective (resp. surjective), then
the map ϕRk : F (Rk)→ G(Rk) is injective (resp. surjective), where Rk
denotes the k:th graded piece of R.
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Proof. We have a canonical inclusion map Rk → R with a section
R → Rk given by the projection onto the k:th factor. Applying the
functors F and G to the sequence Rk → R→ Rk gives a commutative
diagram
F (Rk) //
ϕRk

F (R) //
ϕR

F (Rk)
ϕRk

G(Rk) // G(R) // G(Rk)
of A′-modules. The composition of the left and right top horizontal
arrow gives the identity, and likewise for the bottom horizontal arrows.
Thus the left horizontal arrows are injective and the right are surjective.
Suppose that ϕR is injective. Then one concludes from the leftmost
square that ϕRk is injective. Next, if ϕR is surjective we conclude from
the rightmost square that also ϕRk is surjective. 
Corollary 6.2. Let A be a ring and R =
⊕
k≥0Rk a graded A-algebra.
Suppose that the canonical map ΓnA(R) → TS
n
A(R) is injective (resp.
surjective). Then the map ΓnA(Rk) → TS
n
A(Rk) is injective (resp. sur-
jective).
Proof. In Proposition 6.1 choose A′ = A, F = ΓnA and G = TS
n
A. Let
ϕ : F → G be the canonical map. 
Corollary 6.3. Let A be a ring, A → A′ an A-algebra and R =⊕
k≥0Rk a graded A-algebra. Suppose that the canonical base change
map TSnA(R) ⊗A A
′ → TSnA′(R ⊗A A
′) is injective (resp. surjective).
Then the map TSnA(Rk) ⊗A A
′ → TSnA′(Rk ⊗A A
′) is injective (resp.
surjective).
Proof. In Proposition 6.1 choose F (·) = TSnA(·) ⊗A A
′ and G(·) =
TSnA′( · ⊗A A
′). Let ϕ : F → G be the base change morphism. 
Proposition 6.1 and its corollaries extend the examples of the previ-
ous sections to algebras, by considering the symmetric algebra SA(M)
of an A-module M .
Example 6.4. Examples of rings A and A-algebras B and A′ such
that
(a) ΓnA(B) → TS
n
A(B) is not injective. Let k be a field of charac-
teristic p > 0, and let A = k[x] and B = k, where A→ B sends
x to 0. Then by Example 3.1 we have that ΓpA(B) → TS
p
A(B)
is not injective.
(b) ΓnA(B) → TS
n
A(B) is not surjective. Here we choose k a field
of characteristic p ≥ 3, A = k[s, t] and B = A[x, y]/(sx − ty).
Then B = SA(M), the symmetric algebra of the module M
of Example 4.4. Thus ΓpA(B) → TS
p
A(B) is not surjective by
Example 4.4, Remark 4.5 and Corollary 6.2.
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(c) TSnA(B)⊗AA
′ → TSnA′(B⊗AA
′) is not injective. Choose k to be
a field of characteristic 2, A = k[s, t] the polynomial ring, and
A′ = A[z]/(z(s + t)). Furthermore, let B = A[x, y]/(sx + ty).
Then B = SA(M), the symmetric algebra of the module M of
Example 5.3. Therefore TS2A(B)⊗AA
′ → TS2A′(B⊗AA
′) is not
injective by Example 5.3 and Corollary 6.3.
(d) TSnA(B)⊗AA
′ → TSnA′(B⊗AA
′) is not surjective. Let k be a field
of characteristic 2 and let A = k[x1, x2, x3, y1, y2, y3, z1, z2, z3],
the polynomial ring in 9 variables. Choose A′ = A/I where
I ⊆ A is the ideal of Example 5.5. Furthermore, let B =
A[u, v, w]/(z1u+ z2v + z3w). Then B = SA(M), the symmetric
algebra of the module M of Example 5.5. Therefore the base
change map TS2A(B) ⊗A A
′ → TS2A′(B ⊗A A
′) is not surjective
by Example 5.5 and Corollary 6.3.
Remark 6.5. Consider the A-algebra B of Example 6.4 (b), with p = 3.
It is not hard to show that the algebra T3A(B) is reduced, and we
thus have that TS3A(B) is reduced. It follows that the homomorphism
(6.5.1) Γ3A(B)red −→ TS
3
A(B)red
is not surjective.
David Rydh [Ryd07a] has shown that for any A-algebra B, the mor-
phism
ΓnA(B)red −→ TS
n
A(B)red
is injective, and also that the morphism
(6.5.2) Spec(TSnA(B)) −→ Spec(Γ
n
A(B))
is a universal homeomorphism with trivial residue field extensions.
However, the example (6.5.1) shows that despite this, we do not have
an induced isomorphism on the reduced structures of the schemes
Spec(TSnA(B)) and Spec(Γ
n
A(B)).
7. Algebra structures on exterior powers
In this section we discuss a problem related to the work of Laksov
and Thorup in [LT07]. Let A be a ring and let B = A[x] be the
polynomial ring in one variable. In the article the authors consider a
TSnA(B)-module structure on the exterior product
∧n
A(B) and use this
to obtain formulas related to Schubert calculus for Grassmannians and
the intersection theory of flag schemes. We give here an example to
show that such a TSnA(B)-module structure does not exist in general.
7.1. Let A be a ring and B an A-algebra. Consider also a B-moduleM
viewed as an A-module by restriction of scalars. Recall that the exterior
product
∧n
A(M) is the A-module defined as the tensor product T
n
A(M)
modulo the submodule generated by elements of the formm1⊗. . .⊗mn
with mi = mj for some 0 ≤ i < j ≤ n.
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Note that TnA(B) has a structure of commutative A-algebra by the
multiplication
(x1 ⊗ . . .⊗ xn) · (y1 ⊗ . . .⊗ yn) = x1y1 ⊗ . . .⊗ xnyn.
The symmetric groupSn acts on T
n
A(B) by A-algebra homomorphisms,
and so TSnA(B) = T
n
A(B)
Sn is a subalgebra of TnA(B). Moreover, the
A-module TnA(M) is canonically a T
n
A(B)-module by the rule
(x1 ⊗ . . .⊗ xn) · (m1 ⊗ . . .⊗mn) = x1m1 ⊗ . . .⊗ xnmn.
We have a canonical surjection φ : TnA(M) →
∧n
A(M) of A-modules
and we ask for a TSnA(B)-module structure on the exterior product∧n
A(M) such that the map φ is TS
n
A(B)-linear.
Laksov and Thorup has shown that a unique such TSnA(B)-module
structure exists on
∧n
A(M) when either M or B are free as A-modules,
or 2 is invertible in B, see [LT07, Prop. 1.3]. Such a structure does not
exist in general as shown by the example below.
Lemma 7.2. Let A be a ring and B an A-algebra. Then the kernel of
the map φ : TS2A(B)→
∧2
A(B) is the image of the canonical morphism
Γ2A(B)→ TS
2
A(B).
Proof. By the definition of
∧2
A(B) we have that the kernel K = Ker(φ)
is generated by all elements of the form x⊗ x with x ∈ B. By Propo-
sition 2.4 the image I = Im(Γ2A(B) → TS
2
A(B)) is generated by all
elements of the form x ⊗ x and x ⊗ x′ + x′ ⊗ x with x, x′ ∈ B. Thus
K ⊆ I and the simple relation
x⊗ x′ + x′ ⊗ x = (x+ x′)⊗ (x+ x′)− x⊗ x− x′ ⊗ x′
shows that also I ⊆ K. 
Example 7.3. Let k be a field of characteristic 2 and let A be the
quotient ring A = k[x1, x2, x3, y1, y2, y3, z1, z2, z3]/I where I is the ideal
generated by the elements
{x1z2 + y2z1 + x2z1 + y1z2} ∪ {xizj + yjzi : {i, j} 6= {1, 2}} .
This is the ring denoted by A′ in Example 4.6. Let B be the A-algebra
defined by B = A[u, v, w]/(z1u+ z2v + z3w). Then B is a graded ring
such that B1 is the A-module denoted by M
′ in Example 4.6. The
canonical map
Γ2A(B)→ TS
2
A(B)
is therefore not surjective by Example 4.6 and Corollary 6.2. Thus
by Lemma 7.2 there is an element η ∈ TS2A(B) that does not map to
zero via the canonical map φ : T2A(B) →
∧2
A(B). Suppose there is a
TS2A(B)-module structure on
∧2
A(B) making φ into a TS
2
A(B)-module
homomorphism. Then
0 = η · φ(1⊗ 1) = φ(η · (1⊗ 1)) = φ(η) 6= 0
which is our desired contradiction.
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