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1 Introduction 
According to Bauer, the Present Perfect (HAVE + V-en; henceforth PrPf) 
“has always been a somewhat inconvenient case” (1970: 189) in research 
on English grammar. The elusiveness of the form can be deduced from 
statements such as that by Labov below, which highlights the notorious 
problems in describing its semantics: 
 
The meaning of I have lived here, as opposed to I lived here, has been ex-
plained as (a) relevant to the present, (b) past in the present, (c) perfective, 
(d) indefinite, (e) causative, and so on. It is not only that there are many 
views; it is that in any given discussion no linguist has really found a 
method by which he can reasonably hope to persuade others that he is 
right. (1978: 13) 
 
Apparently, not much has changed since the 1970s, despite persistent 
additions to the body of works on the topic. Klein observes that “[t]here is 
a very rich literature on the English perfect [...], but one cannot say that 
there is a generally accepted analysis” (2009a: 54). In a similar vein, Ve-
loudis states that “although it has been one of the most discussed prob-
lems in the theory of grammatical categories, the perfect eludes a con-
vincing analysis” (2003: 385). Others propose that such a uniform analy-
sis cannot be achieved for the English PrPf at all due to its multifaceted 
nature (McGilvray 1991: 47). This broad functional range inherent in the 
form makes it a testing ground par excellence for studying variation in 
the expression of temporality1 as one of the “essential component[s] of 
verb meaning” (Klein 1994: xi). The present study focuses on both inter-
nal variation (i.e. variation along language-internal factors) and external 
variation (i.e. variation along language-external categorizations). 
In contrast to the ample extant theoretical literature, corpus-based 
studies of the PrPf in varieties of English are comparatively scarce. As 
                                                          
1 A note on notation: capital letters are used for crosslinguistic category types (e.g. 
PERFECT), small capital letters for language-specific category types (e.g. ASPECT), initial 
capitals for language-specific categories (e.g. Present Perfect) and italicization for notional 
semantic categories (e.g. time) whenever necessary in order to discriminate different layers 
of description. 
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yet, the vast majority of these studies have restricted their focus to differ-
ences between BrE and AmE as the two “traditional” (i.e. most widely 
studied/arguably with the longest linguistic history) varieties of English, 
have merely considered variation between the PrPf and the Simple Past 
(henceforth SPst) or other alternative surface forms, or have considered 
the PrPf a “learner-hard” feature. Therefore, the present empirical inves-
tigation is an attempt to fill a gap in the description of PrPf usage in a 
number of further varieties. It takes a synchronic, contrastive perspective 
and uses a corpus-based approach. The present work demonstrates the 
very vitality of the paradigm of World Englishes, which (i) has become a 
well-established area of linguistic research and continues to expand, for 
instance in terms of the growing amount of comparable corpus material 
within the scope of the ICE project, and (ii) contributes to a sounder 
understanding of the structures and usage patterns of the English lan-
guage in general. Based on the analysis of the corpus findings, the study 
tackles the following issues: 
 
- Can the PrPf be seen as a core feature of the grammar(s) of dif-
ferent World Englishes or (and to which extent) does nativization 
emerge? Along which dimensions (e.g. geographical location, va-
riety types, and text types) can we observe variation? Are there any 
particular epicenters that determine distributional patterns? 
- Is it possible to establish register and genre effects within and 
across varieties, applying categories from Biber’s analytical 
framework (Biber 1988; Biber & Conrad 2009)? 
- Do the data contain non-standard uses of the PrPf or alternative 
perfect forms? If so, how do these forms pattern? Does this have 
any ramifications for the grammatical status of the PrPf? 
- What is the central (both language-internal and language-
external) context in which the PrPf occurs in World Englishes? 
 
The study also considers the particular role that temporal adverbials play 
in the variation between the SPst and the PrPf. In addition, it discusses 
the adequacy of current models of World Englishes for embedding the 
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findings with respect to individual structural features (as exemplified in 
the present study) in a larger theoretical context. 
This study begins with an outline of the theoretical and historical 
foundations (Chapter 2) that is necessary to establish a general frame-
work into which the study of the English PrPf can be integrated. It 
sketches issues such as the dichotomies time and temporality, tense and 
aspect, perfect and perfective as well as the typological and historical loca-
tion of the English PrPf. This is followed by a brief introduction to the 
study of World Englishes and related influential models and concepts. 
Subsequently, Chapter 3 contains a detailed review of previous research 
in order to systematize the many accounts of the PrPf and to discuss 
their implications for the present investigation. Chapter 4 is devoted to a 
description of the methodology and the data that served as the ground-
work for the findings. It comprises descriptions of the structure of the 
data, of the procedures involved in tagging, identifying and annotating 
the variables, and of the multidimensional aggregational methods used.  
Chapters 5 and 6 present the results of the empirical analysis. 
Chapter 5 considers ten varieties individually (AusE, CanE, BrE, HKE, 
IndE, IrE, JamE, NZE, PhiE, SinE), highlighting the distributions of the 
individual language-internal and influences of the language-external 
variables. Chapter 6 then provides a bird’s eye perspective of the data. 
This part abstracts from many individual observations in order to identi-
fy global trends and to assess the convergence of the varieties under 
scrutiny, again taking account of language-external categorizations and 
testing the applicability of theoretical notions such as areoversals or vario-
versals. The chapter concludes with three case studies, (i) on surface 
forms that can be used as alternatives to the PrPf and their semantic and 
pragmatic properties, (ii) on the combinability of temporal adverbials 
with the PrPf and the SPst, and (iii) on evidence in ICE for usage of the 
PrPf as a tense that claims territory from the SPst. In Chapter 7, the 
main points emerging from the corpus study are condensed and dis-
cussed. At the same time, this chapter revisits issues raised at the outset 
of the study in light of the data presented. In this way, the corpus find-
ings are further related to the research context as well as to broader theo-
retical issues. Finally, Chapter 8 sums up the main findings and con-
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tains some reflections on methodological aspects. In addition, it sketch-
es potential avenues worth further investigation. 
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2 Theoretical and historical foundations 
2.1 Time, temporality and typological aspects 
As a first step toward obtaining a picture of the Present Perfect in Eng-
lish, this section will explore the relationship between time and tense in 
general and the typology of the PERFECT in particular. This is necessary 
for a comprehensive understanding of the theoretical background, 
which underpins the analyses of theories of the semantics and pragmat-
ics of the Present Perfect as well as the corpus-based investigations pre-
sented later (chapters 3, 5 and 6). In particular, the input from language 
philosophy and language typology is considered. 
The concept of time2 has received a great deal of attention in 
scholarly disciplines as diverse as physics (e.g. as part of discussions of 
the theory of relativity), philosophy (e.g. in the context of phenomenolog-
ical studies on the relationship between space and time) and philology 
(e.g. within different narrative theories and modes of narration). Within 
this wider framework, the importance of conveying time-related mes-
sages is an elementary feature of human communication around the 
world and can therefore be seen as a true anthropologic fundamental 
(Comrie 1985: 7; Klein 2009a: 35). 
 
long 
before 
before shortly 
before 
just 
before 
partly 
before 
inclusive after 
 
     (partly before, (just after, 
     inclusive, shortly after, 
     partly after) long after) 
Figure 2.1.1. Temporal relations according to Klein (2009a) 
In general, time is seen as an independent extralinguistic entity whereas 
tense is a purely linguistic category3 (Declerck 2006: 94), and these two 
                                                          
2 I will not attempt a universally valid definition of time, as this may be impossible (Klein 
2009a: 6) and in any event of only minor interest to the present study, as this section is 
concerned with the conceptualization of time in language. An overview of various ap-
proaches toward time in the course of human history can be found in Klein (2009a). 
3 I follow Klein & Vater in their definition of grammatical category as “mapping between 
particular formal means and particular meanings (or functions)” (1998: 215). Their caveat, 
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levels should not be confused. Yet, because the conceptualization of time 
in different cultures is by no means unidimensional, Klein (2009a: 35–
36) has cautioned that uniform accounts of both time and its conceptual-
ization in language are inclined to oversimplification. In addition, he 
identifies a number of temporal relations that can potentially be ex-
pressed via tense (see Figure 2.1.1), but, with due credit for his attempt to 
include as many potential temporal relations that may be expressed in 
languages as possible, his list may be criticized for being redundant (e.g. 
“partly before” appearing twice in the model) and not particularly explicit 
about transitions from one label to another (e.g. criteria for distinguish-
ing between “before” and “long before” and the hierarchical relation-
ships between concepts; Klein 2009a: 31–32). 
Next, it is helpful to consider the ways in which languages can 
convey temporality; after all, tense is the most prominent, but not the only 
option that is available. The list below provides an overview of the prin-
cipal means of encoding time and temporal relations in language (based 
on Klein 1994: 14 and Klein 2009b: 40–41). Not all of the following are 
directly relevant to the subsequent analysis of English, but they are men-
tioned here for the sake of completeness: 
 
- Tense (e.g. the English Simple Past/Preterit) 
- Aspect (e.g. the English Progressive) 
- Temporal adverbials (e.g. adverbs) 
- Aktionsart/inherent temporal features of the verb (e.g. punctuali-
ty, durativity) 
- Temporal particles (e.g. perfectivity markers in Asian languages) 
- Principles of discourse organization (e.g. reported order corre-
sponds to chronological temporal order in reality) 
 
The above list could be further complemented by secondary devices, for 
example complex verb clusters such as to continue to smoke or to begin to 
sleep (Klein 1994: 14), or time-bound nominals with inherent temporality 
                                                                                                                           
that “unity of formal marking and of specific meaning […] is rarely found in human lan-
guage” (Klein & Vater 1998: 215) is especially true in the case of the English PrPf. 
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that is expressed lexically such as ex-mayor or the future Prime Minister 
(Binnick 1991: 448). In the following, I will discuss the main options in 
more detail, expanding on the general characteristics of tense, aspect, 
Aktionsart and temporal adverbials. 
The expression of time is obligatory in almost all natural lan-
guages (see below) and more often than not achieved via tense, usually 
involving a structural connection to the finite verb (Declerck 2006: 94; 
Vater 2007: 42).4 The view taken in many older studies is that “tense 
indicates whether the situation described by a sentence is in the past, 
present, or in the future – in other words, whether it precedes, is simul-
taneous to, or follows the speech event” (Klein 2009b: 51; see the ap-
proach taken by Pulgram 1987 for an example). This tripartite definition 
at first glance seems elegant and straightforward, and indeed it has been 
considered conventional wisdom for centuries (Jaszczolt 2009: 82). It has 
come under criticism, however, as (i) tense is not the sole option to ex-
press temporality (see the list above), (ii) although the vast majority of 
languages have ways to express tense (Comrie 1985: 9), languages with-
out tense in the classical sense (i.e. with grammatical marking) do in fact 
exist (e.g. Burmese; Comrie 1985: 50–53; cf. Dahl & Velupillai 2011d), 
(iii) this definition may be too abstract to incorporate the manifold tem-
poral relations that actually exist (Klein 1992: 536), and (iv) it does not 
include “non-canonical usages” (Klein 2009b: 48) such as narrative pre-
sents describing past events. 
In his widely accepted definition, Comrie states that tense is “the 
grammaticalized expression of location in time” and that “much of what 
has traditionally been called tense falls under that category” (1985: vii). 
More recent, but substantively similar versions are provided by Jaszczolt, 
who proposes to “draw the boundary between tense and time in a more 
intuitive way [by saying] that tense is the grammatical means of convey-
ing temporality of the situation” (2009: 84); Klein, who states that tense 
“serves to hook up the topmost verbal element of the clause-internal 
temporal structure to the clause-external temporal structure” (2009b: 77–
78); and Declerck, who builds a bridge to linguistic form in stating that 
                                                          
4 However, others see this structural view as too narrow, and claim rather that propositions 
are tensed (Vasudeva 1985: 188). 
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tense “is the pairing of a morpho-syntactic form with meaning, the 
meaning being the specification of the temporal location of a situation” 
(2006: 94). It has been argued, however, that tense is not a sufficient 
device even to encode temporality, as languages with tense often comple-
ment it with one or more of the further options, temporal adverbials in 
particular (Jaszczolt 2009: 82). Nevertheless, although “its role for the 
expression of time may be a bit overrated in the research tradition” 
(Klein 2009b: 51), tense is commonly understood as the most important 
means of expressing temporality, at least in Indo-European languages. At 
the same time, languages tend to have tense systems that are much 
more fine-grained in referring to the past than in referring to the future 
(Comrie 1985: 85–101). 
Grammatical aspect, on the other hand, can often not be distin-
guished from tense in its function of expressing temporality (Comrie 
1976: 66; Dahl & Velupillai 2011a).5 Suffice it to say here that it is usual-
ly concerned with the internal temporal structure (Comrie 1976: 3). Sim-
ilar to tense, but on a different level (see Figure 2.1.2), it is connected to 
the “time of the top-most verbal element” (Klein 2009b: 78). 
On yet another level, but comparable to and interacting with 
grammatical aspect in relation to the temporal structure within a clause, 
Aktionsart (sometimes also referred to as “lexical aspect”, “intrinsic as-
pectual character” or “inherent aspect”) can be defined as “the modes in 
which an action or activity, and generally an event, process or state pro-
ceeds” (Bartsch 1995: 128). It refers to the “inherent time-argument 
structures” (Klein 2009b: 78) of verbal expressions, which are ascribed 
values along dimensions such as qualitative change (stative vs. non-
stative), boundaries (telic vs. atelic), duration (punctual vs. non-
punctual), inner quantification (iterative vs. semelfactive) or phase (in-
                                                          
5 Cf. the alternative approach presented in Dahl & Velupillai (2011a): “An alternative to 
seeing tense, aspect and mood as grammatical categories in the traditional sense is to 
regard tense-aspect-mood systems as wholes where the building-blocks are the individual 
tenses, aspects, moods, such as the Past and the Progressive in English.” This approach is 
based on the finding that it is fairly uncommon to encounter languages that possess either 
tense or aspect instead of both or neither (Dahl & Velupillai 2011b). As a detailed discussion 
of the English PrPf with regard to its tense and aspect properties and the disputed notion of 
current relevance that underlies most typological accounts will follow in Section 3.2, no 
further comments are added at this stage.  
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choative, terminative, continuative) (Klein 1994: 79–80; for alternative 
categorizations see e.g. Meyer 1992). A more detailed account of the 
model used in the present study will be provided in Section 4.3.2 below. 
A further option used to express temporal location in many lan-
guages is that of temporal adverbials. Unlike the options mentioned 
above, it is not part of grammar. The crucial difference between tem-
poral adverbials and the grammaticalized devices is that “[w]hile tem-
poral adverbials are used only when they express information which is 
relevant to the particular intended message, the use of tenses [and as-
pects; V.W.] is guided by general principles that often make the choice of 
a certain tense [or aspect; V.W.] obligatory and that make the use of a 
tense morpheme obligatory even if the information it carries is redun-
dant” (Dahl & Velupillai 2011a). Again, as more specific information can 
be found below (Section 4.3.1), suffice it to say at this point that tem-
poral adverbials have been categorized according to their form and func-
tion within the scope of a variety of approaches (e.g. Quirk et al. 1985; 
Panzner 1995; Panitz 1998, to name but a few with respect to English). 
 
 
Figure 2.1.2. Ways of expressing temporality in languages 
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Figure 2.1.2 presents a simplified summary overview6 of the most sali-
ent ways of expressing temporality in languages, considering the various 
levels of interaction between the individual levels. 
Following this short introduction to the ways in which temporal 
relations can be expressed in languages in general, I now proceed to 
some of the typological aspects of the PERFECT. After a few remarks on 
the history and development of the PERFECT worldwide, I discuss the 
spread and types of PERFECTS, and finally address the English PrPf. At 
first sight, it may not be clear why such information is needed for a syn-
chronic account of varieties of Present Day English (PDE). However, it is 
undertaken in order to provide a wider linguistic backdrop for the find-
ings of the present study, and to determine whether developments in 
other languages influence the current patterns of usage in these varie-
ties. Independent of the specific languages involved, typological tenden-
cies also give insight into cognitive aspects, such as processability 
(Pienemann & Keßler 2012), and feature in many language contact hy-
potheses that take account of issues such as markedness (Bybee 2011; cf. 
Eckman 1977; see Section 2.5.1 below). 
The history of the PERFECT has received a considerable amount 
of scholarly attention in the field of language typology and diverse con-
trastive linguistic studies (among others Bybee et al. 1994; Dahl 1995; 
Dahl & Velupillai 2011c). A number of potential PERFECT sources 
(sometimes also referred to as “anteriors”, to use Bybee et al.’s terminol-
ogy) have been identified (after Dahl 1995: 19; cf. Bybee & Dahl 1989: 57; 
Bybee et al. 1994: 87–91): 
 
- Possessive constructions (e.g. I have the house built) 
                                                          
6 This model could be criticized as an oversimplification, especially in light of comprehen-
sive studies on temporality in language such as Klein (1994) or Thompson (2005). However, 
it is not intended to present an alternative generic model of the encoding of time in lan-
guage, as the intricacies of such a model would go far beyond the scope of the present 
study. Moreover, there is no universally agreed model of temporality. Rather, Figure 2.1.2 
and the preceding explanations suggest one way of how the different devices that are 
available can be used to express temporality. From a performative perspective, “situation” 
could be defined as “the particular time line invoked in the mental representation of a 
history – a representation which the speaker presumes is shared by the hearer” (Michaelis 
1994: 121). 
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- Participles or converbs in predicative position with or without a copu-
la 
- Constructions involving a verb with the general meaning ‘finish’ 
- Constructions involving morphemes meaning ‘already’ 
- Movement verbs 
 
Interestingly, whatever the source of the PERFECT, a common path of 
development along the cline RESULTATIVE7 > PERFECT > 
PERFECTIVE8 > PAST can be observed diachronically in a number of 
dissimilar and (geographically and genetically) unrelated languages 
(Bybee & Dahl 1989: 56, 68–77; Schwenter 1994: 996; Boogart 1999: 134; 
Engel & Ritz 2000: 124). In many languages other than English, perfects 
have reached one of the last two stages. This entails both a generaliza-
tion of their meaning and a loss of other meaning components:  
 
[T]he change of an anterior to a past or perfective is typical of grammati-
cization changes. On the semantic level, the change is clearly a generali-
zation of meaning, or the loss of a specific component of meaning: the 
anterior signals a past action that is relevant to the current moment, while 
the past and perfective signal only a past action. The specification of cur-
rent relevance is lost. The meaning generalizes in the sense that the past 
or perfective gram expresses a more general meaning that is compatible 
with more contexts. [...] The anterior conveys the sense of past or perfec-
tive but includes a special flavor of relevance or proximity to the present 
or current situation. Thus if a speaker wishes to frame his or her contri-
bution AS THOUGH it were highly relevant to current concerns, then the 
                                                          
7 Bybee et al. define the resultative as “a present state […] described as the result of past 
action” and provide several secondary readings of perfects, namely (i) “experiential, in 
which certain qualities or knowledge are attributable to the agent due to past experiences” 
and (ii) “anterior continuing, in which a past action continues into present time” (Bybee et 
al. 1994: 62; for a contrastive analysis of resultative vs. perfect see also Bybee & Dahl 1989: 
68–70). Another recognized reading is the expression of recentness (Dahl & Velupillai 
2011c). In contrast, “grammaticalized marking of time in the form of tenses is typically 
independent of considerations of relevance” (Dahl & Velupillai 2011d). 
8 Note that “perfect” and “perfective” are not the same thing, although different authors 
(wrongly) use the terms interchangeably. In typological accounts, “perfect” implies merely 
anteriority and current relevance sensu Bybee et al. (1994: 54), while “perfective” implies a 
discrete action that is completed or finished (see also Comrie 1976). Section 2.3 provides a 
more detailed discussion. 
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speaker might use the anterior more often than would strictly be neces-
sary for the communication of the propositional content of the message. 
Such overuse weakens the force of the current relevance component, and 
eventually the hearer infers only past or perfective action from the anteri-
or and no sense of current relevance. (emphasis original; Bybee et al. 
1994: 86; see also 105 (Figure 3.1)) 
 
This generalization has led to the present situation evident especially in 
European languages: What used to be PERFECT has evolved into a 
PAST that is in competition with (older) PAST forms, as is the case in 
Spanish or German, or has ousted them already, as in French (Engel & 
Ritz 2000: 122–124; Hantson 2005: 251; Ritz & Engel 2008: 138; Schaden 
2009: 138), potentially due to the early influence from classical Greek via 
Parisian French and subsequent swift expansion during the Middle Ages 
(Drinka 2003: 11; Dahl & Velupillai 2011c). 
With regard to the current spread of perfect types, observations 
from large-scale typological studies such as GRAMCATS (Dahl 1995) 
and WALS (Dryer & Haspelmath 2011), which compare grammatical 
descriptions of an extensive sample of languages, provide some insight. 
 
Table 2.1.1. Distribution of perfects in languages worldwide 
Perfect type GRAMCATS9 WALS 
HAVE-perfect 
 
2  (2.6%) 7  (3.2%) 
Perfect with ‘fin-
ish’ or ‘already’ 
6  (7.9%) 21  (9.5%) 
Other  
(e.g. BE-perfect) 
31  (40.8%) 80  (36.0%) 
No perfect 
 
37  (48.7%) 114  (51.3%) 
Total number of 
languages in the 
sample 
76  (100%) 222  (100%) 
 
                                                          
9 In detail, GRAMCATS found eleven perfects with BE, three with ‘finish’, three with 
‘already’, four involving movement verbs, and sixteen labeled “other” (Dahl 1995: 20). 
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What can be inferred from Table 2.1.1 is that (i) HAVE-perfects are rather 
infrequent globally and (ii) at least half of the world’s languages do not 
have the grammatical category PERFECT at all, which suggests that it 
represents a typologically marked category sensu Eckman (1977). Fur-
thermore, the two studies suggest that perfects are restricted geograph-
ically, being found mostly in Europe and South and Southeast Asia,10 
while ‘already’/’finish’ perfects are prominent mostly in Southeast Asia 
and West Africa.11 More precisely, HAVE- and BE-perfects are predomi-
nantly found in Europe (as constructions involving copula verbs are 
frequent in this area; Dahl 1995: 20) with the contemporary function of 
general pasts (see above). Some authors (e.g. Drinka 2003: 3–6) claim an 
east-west split with HAVE-perfects in Western Europe (with exceptions 
such as German or Italian) and BE-perfects in Eastern and Central Eu-
rope. On a related note, it remains to be tested whether the occurrence 
of ‘already’/’finish’ perfects carries implications for the usage of the PrPf 
in regional varieties of English in areas where this type is salient in the 
substrate language(s). 
As regards form and function, in addition to the points given 
above, two general statements about perfects in languages worldwide are 
relevant in relation to the English PrPf. First, with regard to form, the 
English PrPf seems rather prototypical, as perfects often involve peri-
phrastic (copula/auxiliary + past participle) constructions (Dahl 1985: 
129; Bybee & Dahl 1989: 56; Krug 2011; Dahl & Velupillai 2011c).12 Sec-
ond, with regard to function, Bybee et al. claim that perfects often occur 
in “conversational discourse” (1994: 62) and signal current relevance 
                                                          
10 Thus, within current typological versal theory, perfects of the European type seem to 
represent typical “areoversals” (Szmrecsanyi & Kortmann 2009: 33).  
11 The prominence of the latter type could be explained by the fact that morphological 
marking of tense and aspect is largely absent in general in these areas (Dahl & Velupillai 
2011c) and the expression of perfect by non-morphological, in this case lexical, means 
functionally compensates for this potential communicative need. 
12 Note that pasts (and perfectives) are usually marked inflectionally, as they are viewed as 
being more advanced on the grammaticalization path (see above), where inflectional mark-
ing is much more likely to occur (Dahl & Velupillai 2011a; 2011d). 
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(see above), while suggesting that perfects are “typically translated with 
the English Perfect” (1994: 54).13 
Aside from the findings that serve to identify the English PrPf as 
a prototypical perfect from a diachronic perspective, there are a number 
of points that establish its special status from a synchronic typological 
point of view, in particular when taking the European context into con-
sideration. As has been pointed out repeatedly, one of the unique fea-
tures of the English PrPf is that, unlike in many other European lan-
guages, its resultative meaning is persistent (Miller 2000: 343). 14 This 
persistence can be further deduced from a number of properties, such as 
indistinctive occurrence with all verb forms, unification of its formal 
outlay (HAVE + V-en), or (quasi-)mandatory use in certain temporal envi-
ronments (Pietsch 2009: 537). In addition, currently there seems to be 
no indication that the status of the English PrPf15 is likely to evolve fur-
ther along the suggested grammaticalization path toward PERFECTIVE 
or PAST. This seems to go against the general trend in other European 
languages, where, on the whole, perfects are characterized by their in-
stability (Ritz & Engel 2008: 137) and periphrastic perfects have claimed 
the territory of morphological pasts, as described above. It should be 
added that the English PrPf is also unique in its non-compatibility with 
certain temporal adverbials  (Mugler 1988: 62–63).16 Speculations on the 
                                                          
13 They recognize, however, that it may as well appear as a narrative tense in some cases 
(Bybee et al. 1994: 62). 
14 A possible reason why the English perfect has not grammaticalized further is provided 
by Drinka (2003: 21–22), who speculates that the development from PERFECT > PAST 
only occurred in the core area of Europe. This would explain why perfects in other arguably 
peripheral languages, such as Castilian, Catalan, or Swedish, have also retained the “ante-
rior” meaning. 
15 At least in what are considered “old standards” of English, such as AmE and especially 
BrE. The situation is different for other varieties of English, as will be shown repeatedly in 
this study. 
16 This statement has to be taken with a grain of salt, as combinations of the PrPf with 
temporal adverbials that would normally be considered ungrammatical or odd do in fact 
occur in restricted grammatical contexts (e.g. PrPf infinitives of the type Peter is thought to 
have called her yesterday or afterthoughts; see Anderson 1982: 230). The same is true for a 
particular group of temporal adverbials (such as recently or just) referring to the recent past 
(Comrie 1985: 84; see further Section 6.5 below). The hypothesis that combinations are 
possible in other languages due to special features of the present tense in these languages 
(Portner 2003: 497) cannot be fully rejected, as indeed it seems possible for the present 
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theoretical feasibility of the English PrPf developing into a true 
PERFECTIVE (Pulgram 1987: 390) or PAST (Sempere-Martinez 2008: 
135) and anecdotal evidence for the unrestricted combinability of the 
English PrPf with temporal adverbials (Miller 2000: 350) are repeatedly 
raised based on observations of the development of other European lan-
guages. For the time being, however, corpus-based studies of general 
corpora (e.g. Hundt & Smith 2009) have revealed no substantial changes 
within this grammatical area, at least in standard varieties. 
Therefore, the typologically special status of the English PrPf17 
seems even more surprising, as languages that are genetically and areal-
ly close are usually prone to undergo parallel or at least similar develop-
ments (Sempere-Martinez 2008: 135) and as a result to have similar 
structural features (Muysken 2010: 265). In other words, with regard to 
form and function in the wider (mainly diachronic) typological context, 
the English PrPf represents a relatively typical PERFECT (Bybee et al. 
1994: 61),18 but from a narrower (mainly synchronic and areally limited) 
contrastive view, the English PrPf is unique in its persistence as a 
grammatical category, being more marked (i.e. functionally more re-
stricted) than perfects in other European languages, which have been 
generalized to establishing past reference (Schaden 2009: 130).19 
                                                                                                                           
tense to take over functional domains of the perfect (e.g. German Er wohnt seit 20 Jahren in 
diesem Haus). However, this does not provide an account of why the situation is different 
in English, and is thus only of limited explanatory power. 
17 As other languages have constructions that are formally similar but not functionally 
congruent (Siemund 2004: 419), this also requires specific awareness and attention in 
translation. The continuing importance of the topic of the PrPf within translation studies 
and in the context of language teaching is underscored by the vast number of contrastive 
investigations that exist (e.g. Lucko 1981 for German; Pulgram 1987 for Romance and 
German; Schwenter 1994 and Downing 1996 for Spanish; Molsing 2006 for Portuguese; 
Rothstein 2008 and 2011 for German and Swedish; Boogart 1999 and Landman 2008 for 
Dutch). 
18 The claim that perfects are “often accompanied by the relational adverbs ‘already’ and 
‘just’” (Bybee et al. 1994: 54), however, only applies to the English PrPf with strong re-
strictions. Quantitatively it is not fully verifiable, as will be shown below (see chapters 5 
and 6). Cf. also Kortmann (1995: 195), who lists further counter-arguments to the view that 
the English PrPf is a typical PERFECT. 
19 These languages (e.g. German and French) have seen a complementary development 
where typologically “old” pasts have now become the marked option that is restricted e.g. 
to certain registers (Schaden 2009: 126). 
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2.2 Tense and aspect in English 
Having briefly considered time, temporality and the PERFECT from a 
typological perspective, including the special situation of the English 
PrPf in comparison to other perfects in Europe and worldwide, I now 
proceed to discuss TENSE and ASPECT specifically in English. This section 
explores the general grammatical framework into which the PrPf is em-
bedded; a detailed analysis of which grammatical category (or categories) 
the PrPf belongs to will follow in Chapter 3. 
First of all, there is no clear agreement on the number of TENSES 
in English (König 1995: 153–156), with counts ranging between 2 and 
36. It is evident that these counts depend very much on the scope of the 
definition applied, for example whether periphrastic structures (such as 
the will-future) are included or not. Descriptive linguistic accounts are 
normally found at the more conservative end of the spectrum, as they 
either apply formal criteria (e.g. Jespersen 1931: 3, who posits two 
TENSES, the “Present” and “Preterit”)20 or logical criteria (e.g. Meyer 
1995: 202, who establishes TENSE as a category parallel to PROGRESSIVE 
and PERFECT, as all three have binary values – such as “present” or “past” 
for TENSE – for each verbal element). Some authors cover the middle 
ground; they either see the will-future as a properly grammaticalized 
TENSE in English (Anderwald 2009: 49), or do not posit ASPECT as a sepa-
rate category and thus include more forms within their TENSE schemes 
(for a pertinent example see Declerck 2006, who claims that “verb forms 
are tense forms if they relate a situation time directly or indirectly to the 
zero-point” (22), and therefore includes the PrPf but excludes modal 
expressions).21 Lastly, learner grammars and usage guides usually tend 
                                                          
20 He acknowledges that “Tense-Phrases” (Jespersen 1931: 3) as subordinate categories 
exist, including the PrPf, which “is itself a kind of present tense, and serves to connect the 
present time with the past” (Jespersen 1931: 47; for more recent accounts in the same vein 
cf. Ota 1963: 41 and Salkie 1989: 8). All of these authors, however, remain vague when it 
comes to establishing the exact nature of this connection (but cf. Ritz & Engel 2008: 150 for 
an attempt within Klein’s temporal framework). 
21 Cf. also the notions of absolute and relative tense (König 1995: 157), which are based on 
the approach first introduced in Reichenbach (1947) and were further elaborated in Com-
rie (1985). 
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to be most inclusive in their presentation of the English tense system 
and may often incorporate MODALITY, VOICE and periphrastic forms into 
their descriptions, which results in an extended number of TENSES.22 
The number of ASPECTS in English is also disputed, but most au-
thors agree that there is at least one, namely the “progressive” form in 
English. The discourse tends to focus instead on the membership of 
“perfect” in the ASPECT category, and the majority of accounts recognize 
two aspects, namely the “progressive” and “perfect”, which can also be 
combined.23 The former is formally indicated by BE + V-ing and signals 
that a situation is continuous and non-stative or temporary, with other 
potential features, such as contingency (Comrie 1976: 32–40). The latter 
is formally marked by HAVE + V-en and is highly versatile in its semantic 
and pragmatic implications, as will be shown in the discussion below. 
The downside of this “rather eccentric behavior” (Schaden 2009: 116) is 
that it is impossible to find a universally valid description, which is fur-
ther complicated by the fact that a specific category such as the English 
PrPf can be even more variable within the context of an empirical study 
based on data from different speaker communities and registers (Ritz & 
Engel 2008: 139). 
Clearly, anchoring the PrPf within the TENSE-ASPECT framework 
of English is no trivial task. The study of the multiple janiform nature of 
the PrPf – that is (i) that it cannot be easily categorized into the two 
grammatical categories described above, (ii) that it can refer to both pre-
sent and past (Boogart 1999: 133, 150), and (iii) that it is interchangeable 
with the SPst in some contexts (Mittwoch 2008: 346)24 – has resulted in 
a flood of publications, but not yet in a commonly accepted theory. All 
this, however, makes it an intriguing linguistic testing ground. 
                                                          
22 See Swan (2006) or www.ego4u.com/en/cram-up/grammar/tenses for examples. A 
Google query on “tenses English” returns various versions of tense tables with variable 
numbers of tenses for learners. Functional grammar also recognizes an extended number 
of tenses, 36 in the case of Halliday & Matthiessen (2004: 340–342). 
23 Note that “imperfective” and “progressive” are not necessarily the same thing (Comrie 
1976: 33–34; but cf. Klein 1992: 538).  
24 This can depend on the pragmatic conceptualization of the individual speaker (Declerck 
2006: 147; see further sections 3.3.3, 6.6 and 7.2). Cf. also Dahl & Hedin’s (2000: 387) 
theory of type-focusing (“Asking for how many”  PrPf) and token-focusing (“Asking 
whether there are any”  SPst). 
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2.3 Perfect and perfective 
So far, precisely what constitutes a PERFECT, a PERFECTIVE and an 
English PrPf has simply been tacitly assumed. As we are now heading 
toward an analysis of the English PrPf as such, a few notes on terminol-
ogy are in order. 
As pointed out above, typological accounts normally employ the 
label PERFECTIVE if a construction implies a discrete action that is 
completed or finished (Dahl & Velupillai 2011a), and PERFECT to indi-
cate mere anteriority and current relevance (see also Dahl 1985: 138–139; 
Klein 1994: 110).25 This has led to confusion particularly in linguistic 
studies of English, as (i) a characteristic trait of the English PrPf in con-
trast to perfects in many other languages is that, depending on the dif-
ferent semantic interpretations of the construction, it is not necessarily 
PERFECTIVE at all (Inoue 1979: 561; Elsness 1997: 18; Nordlander 
1998: 5),26 and (ii) with reference to the terminological issue mentioned 
above, Quirk et al. (1985) employ the term PERFECTIVE when referring 
to PERFECT in the “anterior” sense.27 In spite of repeated criticism (e.g. 
by Kortmann 1991: 16–17 and Nordlander 1998: 3), many other scholars 
have simply reproduced Quirk et al.’s terminological oddity without any 
further evaluation or use different labels interchangeably (see Meyer 
1995: 204; Fritz 2006: 290, 291; Landman 2008: 131; Bongartz & Busch-
feld 2011: 43 for pertinent examples).28 
                                                          
25 Other features that are typically associated with PERFECTIVE, such as short duration or 
resultativeness, are provided in Binnick (1991: 154). There is also an alternative perspective 
suggesting that PERFECT merely expresses posteriority to a process (Mugler 1988: 235; 
Klein 1994: 109–110). 
26 Cf. also Portner (2003: 466), who maintains that the English PrPf is PERFECTIVE but 
that this is not its defining characteristic, as other TENSE-ASPECT entities (such as the SPst) 
share PERFECTIVITY as a feature. This claim is partly acceptable but weakened by the fact 
that combinations of PERFECT and IMPERFECTIVE (realized by progressive ASPECT) are 
possible (e.g. He has been mowing the garden for two hours now). 
27 They are, however, aware that “[t]raditionally the term PERFECT has been frequently used 
instead of PERFECTIVE” (Quirk et al. 1985: 3.54) 
28 See also www.ucl.ac.uk/internet-grammar/verbs/tense.htm.  
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The current account seeks to avoid these pitfalls, sticking to the 
most common label “(English) PrPf”29 (in contrast to the typological 
aspectual categories PERFECT and PERFECTIVE). As pointed out 
above, the object of investigation is typically formed using HAVE + V-en, 
although there are other formal variants with semantic values similar to 
the PrPf. Due to the nature of the data used in the present study, a for-
mal approach toward identifying instances of the PrPf is primarily em-
ployed, but other constructions with the semantic value of the PrPf are 
identified and described where applicable (see further Section 4.2).30 
2.4 On the history of the English Present Perfect 
Although the current study is synchronic in nature, a few points on the 
history of this form in English specifically are in order, both to compre-
hend the wider context of the PrPf and to reconstruct the developmental 
path that led to the current special status of the PrPf. This should also 
enable us to follow several considerations that lie behind previous ac-
counts of the subject. 
As pointed out in the section on typological aspects above, per-
fects may have different sources. For English, principally one possibility 
is posited, although historical linguists agree that an adequate recon-
struction of the exact source and the subsequent development is only 
possible by approximation (Wright 1986: 113; Michaelis 1998: 122–124). 
According to most accounts, the original source of the PrPf in English 
are possessive-resultatives of the type I have the house built (‘I possess the 
house in a built state’), which underwent an extension with regard to 
their semantic implications (from RESULTATIVE to ANTERIOR) and 
                                                          
29 For a list of more exotic labels for the PrPf used since 1781, see Wynne (2000: 8).  
30 With this I follow the approach suggested by Meyer (1995: 201–204), who indicates that 
purely semantic definitions of the PrPf fall short as they are based on notions of traditional 
Latin-derived grammar. Further drawbacks compared to a formal approach are that (i) 
semantic definitions are more prone to subjectivity, and (ii) from a pragmatic point of 
view, occurrences of constructions with a PrPf semantic value are difficult to identify 
automatically within corpus data and thus require extensive manual analysis. A semantic 
definition cannot be avoided, however, if non-standard forms expressing a meaning simi-
lar to the PrPf should be included in the analysis (see e.g. Section 6.4 below; cf. Davydova 
2011). 
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finally grammaticalized into PERFECT (Garcia 1985: 277–285; 
Schwenter 1994: 1006–1011; Bybee et al. 1994: 68–69; Veloudis 2003: 
394; Miller 2004a: 230; Michaelis 2006: 223; McFadden & Alexiadou 
2010: 392–394; see also Askedal 2010 and Section 2.1 above),31 while 
HAVE lost its “possess” implication (Rainer 1989: 1). This development 
could have stemmed from a re-analysis within the construction HAVE 
(habban) + (NP) object + passive participle (I have the wall painted)32 of 
the last constituent as a past participle (Hantson 2005: 248). Others 
maintain that even initially the participle had “a good deal of adjectival 
force” (Michaelis 1998: 123; cf. Wynne 2000: 11). Both interpretations 
agree, however, that the element that used to modify the object by refer-
ring to its state (Boogart 1999: 135) was re-interpreted, and as a result an 
inference of previous completed action ultimately led to the emergence 
of the PERFECT interpretation. 
While older accounts acknowledge the existence of a periphrastic 
perfect in English from the ME period onwards at best (Åkerlund 1911: 
85), its development is claimed to have already begun at the beginning of 
the OE period (e.g. McFadden & Alexiadou 2010: 392) or even earlier, in 
proto-Germanic (Wynne 2000: 11).33 Even if the exact details of the time-
line are far from clear, it seems likely that the initial spread of the Eng-
lish PrPf was analogous to the spread of perfects in other European 
                                                          
31 An interesting finding that would merit a study in its own right is that the path of acqui-
sition of the PrPf by children seems to follow the historical path of development (first 
solely “resultative”, then later extension to further semantic facets such as “continuative” 
or “experiential”), although different processes are involved (Slobin 1994: 129; cf. Diessel 
2011 for discussion). Further, it would be worth investigating whether such a path of 
acquisition (or a path with a different order) can also be established for speakers of non-
native varieties of English. 
32 Constructions of this type still occur (e.g. as causatives; Hantson 2005: 248) and are 
alleged to be especially prominent in IrE (see sections 5.2 and 6.4 below), possibly due to 
the fact that the Irish Perfect had a similar source (Pietsch 2009: 531–536). Note that BE-
perfects following a similar structural development are not considered here as they have 
never been as frequent as HAVE-perfects (Jespersen 1931: 29–46). See Wright (1986: 113–
165) and McFadden & Alexiadou (2010: 394–406) for detailed accounts of the recession and 
functional restriction of BE-perfects. 
33 Cf. Brinton (1988: 99–102), who claims that PERFECT was an established category in 
Germanic, as combinations of HAVE (+ object) + past participle with possessive meaning 
were already rare in OE. She argues that the positional change of the elements was an 
indication of semantic change rather than its cause. 
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languages, which can be situated “at the time of transition between an-
tiquity and the Early Middle Ages” (Drinka 2003: 2). Nevertheless, dur-
ing the transition from OE to ME and further in ME, the position of the 
object evidently became more flexible and more and more intransitive 
verbs could be found in the position of the last constituent. Explanations 
for this greater flexibility include (i) the weakened congruence between 
object and participle (Rainer 1989: 1–4) and (ii) the process of “exbracia-
tion”, that is, the main verb/participle moved next to HAVE while in turn 
the object and adverbials were postponed (Wynne 2000: 12). A number 
of contexts that favor the PrPf have been identified, among them particu-
lar groups of verbs (mental state/perception/reporting and telic verbs in 
general), while other contexts (such as atelic verbs, anterior adverbials, 
duratives, statives and iteratives) are seen as favoring PrPfs at a later 
stage only (Carey 1994, 1995; cited in Van Herk 2010: 53). 
In relation to the functions of the PrPf in contrast to the SPst, 
while the principal means for past time reference in OE was the SPst 
(Pulgram 1987: 389), PrPf forms became increasingly common. From 
the ME period continuing into EModE, there was a certain amount of 
variation between PrPf and SPst forms (Michaelis 1998: 122–124; Ta-
gliamonte 2000: 330; but cf. Vermant 1983: 3), with the PrPf even occa-
sionally serving as a narrative tense (Wright 1986: 135).34 In certain 
genres such as letters, however, the regulation of and functional division 
between the PrPf and SPst seems to have been at a fairly advanced stage 
from the beginning of the EModE period onwards, so that the vast ma-
jority of occurrences of PrPf forms were in line with PDE rules (Rainer 
1989: 4). However, these findings may need qualification, as the overall 
frequency of PrPf constructions had not yet reached PDE levels (Wynne 
2000: 15) and its functional distribution in other genres, especially in 
spoken language, was probably less established. 
Yet, even a conservative estimate would see the underlying rules 
of distribution in PDE as having been in operation from the end of the 
EModE period. This does not mean that in PDE there is no variation; 
                                                          
34 Some older studies provide an alternative explanation, with the PrPf historically moving 
along the continuum TENSE > ASPECT. This view has largely been discarded in the majority 
of diachronic investigations (Vermant 1983: 3). 
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after all, both formal and functional variants of the PrPf have existed and 
do exist. In particular, scholarly attention has been attracted by the dif-
ferences between AmE and BrE usage (e.g. Meyer 1995; Elsness 1997, 
2009b, 2012; Wynne 2000; Schlüter 2002a; Hundt & Smith 2009) and by 
variation in other geographical, social and learner varieties of English 
(e.g. Tagliamonte 2000; Payre-Ficout et al. 2009). As additional points 
will be discussed in the review of previous theoretical and empirical 
studies (see Chapter 3 below), I will not go into further detail about the 
status of the PrPf in PDE at this stage. Suffice it to add here that the 
functional range (Van Herk 2010: 57) and the frequency of the PrPf have 
constantly increased in the history of English (presumably taking over 
ground from the SPst, as argued by McCoard 1978: 149 and Van Herk 
2008: 49; see further McFadden & Alexiadou 2010: 415), but that only 
minor changes could be observed in the last century (Hundt & Smith 
2009: 48, 57).35 Therefore, although PERFECT may be considered a 
volatile category from a diachronic and typological point of view, the 
status of the English PrPf is in fact very stable synchronically and any 
substantial change – such as a universal development into a narrative 
TENSE (Pulgram 1987: 390–391; Sempere-Martinez 2008: 135; Schaden 
2009: 138) or, on the contrary, the ousting of the PrPf by the SPst (a 
scenario discussed by Ahlqvist 2000: 171) – is considered unlikely within 
the intermediate future (Vermant 1983: 109). Still, it cannot fully be 
excluded that PrPf usage patterns as present in older stages of English or 
that developments relating to early language contact during colonization 
have persisted in some varieties (see further sections 2.5.1 and 6.4 on the 
“founder principle”; Mufwene 1996; cited in Hickey 2004). 
                                                          
35 Therefore, Hundt & Smith argue that a “narrowing of the gap” (2009: 48) between AmE 
and BrE as claimed by Elsness (2009b) is implausible. Note, however, that Elsness (2012) 
provides quantitative evidence from a range of diachronic and synchronic corpora (includ-
ing COHA and COCA) that PrPf frequencies have indeed decreased since the 18th century 
in both AmE and (less markedly) in BrE, although some of his explanations for this devel-
opment remain tentative. 
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2.5 The study of World Englishes 
Another area of research relevant to the present study is that of World 
Englishes, a branch of linguistics that is particularly associated with the 
postcolonial era and that has increased in popularity since the 1960s.36 
For the present purposes, this section discusses three aspects. First, it 
considers the various models of World Englishes, with a view to deter-
mining whether the distinctions between varieties that are drawn in the 
various models are also reflected in the usage of the PrPf, or whether the 
PrPf rather represents a “core” feature of English37 with little internal 
variation. Second, it assesses the strength of the forces of cultural global-
ization on language; here the underlying hypothesis is that cultural 
globalization leads to globalization of language, in other words to rela-
tively uniform usage independent of variety type but potentially (still) 
oriented toward one or more of the “old” varieties, such as BrE and par-
ticularly AmE. Finally, it explores the relatively new subfield of the study 
of “versals” within the World Englishes context in an effort to test the 
applicability of one or more of the versal concepts for one particular area 
of grammar. 
                                                          
36 For a discussion of the politics and polemics that have surrounded the study of World 
Englishes, see Minnich (2004: 17–23), who argues that “‘English’ is a cultural and con-
structed concept, rather than a natural phenomenon” (2004: 15). She thus suggests the 
alternative label “worldly englishes” (with intentionally lowercase letters) in an effort to 
avoid any political bias. 
37 Note that some authors have stated that World Englishes are an excellent testing ground 
as “[i]n this field, variation can be studied among different varieties of one language, which 
still share a common lexical core” (Wolf & Polzenhagen 2009: xii). Others have noticed that 
tense marking, for example, is relatively consistent, i.e. mostly corresponding to standard 
patterns, across all varieties of English (Mesthrie & Bhatt 2008: 58). It remains to be tested 
whether other facets of grammar, and in particular PrPf usage, should also constitute such 
a “core” or “internationalized” (Hundt et al. 2004: 588) area. 
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2.5.1 Models 
This section addresses a number of models that seek to describe the 
situation of English in various locations,38 mostly from a sociocultural 
perspective. An earlier metastudy of models of World Englishes (Min-
nich 2004) identified 20 models in total (not including later additions 
such as Schneider’s (2007) model or the model employed by Szmrecsa-
nyi & Kortmann (2011)). For reasons of space, only the most influential 
of these models are presented here. 
It has been noted that models of World Englishes can be catego-
rized according to either their formal layout (e.g. circles and family trees) 
or their theoretical approach (e.g. spatial, historical, evolutionary and 
phaseal), all of which carry metaphorical implications. Another common 
distinction is between “static” models (e.g. the circle, family tree and 
spatial approaches) and “dynamic” models that take into account soci-
ocultural developmental patterns (e.g. phase models). It can be argued 
that the former are more oriented toward the past, while the latter also 
have some form of predictive potential (Minnich 2004: 127–142). It is 
also worth noting that the majority of the models are composed of units 
that are geographically and politically defined (Minnich 2004: 199), 
which emphasizes the importance assigned to spatial relationships in 
the context of World Englishes. 
One of the oldest models is that proposed by Strevens (1992: 33). 
His derivational family tree model (see Figure 2.5.1) is based on the 
underlying assumptions (i) that the fundamental distinction is that be-
tween BrE and AmE, and (ii) that all other varieties can eventually trace 
their “ancestry” to these two varieties. Thus, this model mainly reflects 
colonial history and possibly also geopolitical realities (as argued by Sar-
aceni 2010: 61), suggesting that all native and non-native varieties on a 
lower level of the hierarchy are still oriented toward either one or the 
other of the donor varieties (e.g. CanE and PhiE should be closer to 
                                                          
38 Cf. Mesthrie & Bhatt (2008: 27–36), Jenkins (2009: 17–24), and Saraceni (2010: 61–69) 
for contrasting views of models of World Englishes. 
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AmE, NZE and IndE should be closer to BrE, etc.). The model makes no 
claims about the current status39 of the varieties. 
 
Figure 2.5.1. Strevens’s (1980/1992) model of World Englishes 
The next models to be outlined all conceptualize and categorize World 
Englishes based on a circle metaphor. While they are apparently similar 
at first glance, they nevertheless contain some subtle yet important dif-
ferences. 
The most influential of the circle models is that developed by Ka-
chru (1988). He establishes three circles of English (see Figure 2.5.2), 
whose individual members are political entities that are assigned to the 
different circles based on historical and functional principles. In detail, 
the “Inner Circle” comprises varieties that resulted from settlement 
colonization40 (besides BrE as the source) and that are assigned a “na-
tive” status. Therefore, these varieties are seen as “first” or “native lan-
guage varieties” (L1/ENL) and as “norm-providing” for others (Jenkins 
                                                          
39 Note that “status” is used in a very generic sense here. It is also possible to categorize 
different varieties according to the constitutional status of English in individual countries, 
while discrepancies between legal status and actual usage of English may exist, of course, 
and some countries that use English as de facto official language (e.g. Great Britain and the 
USA) do not have a constitutionalized language at all (see McArthur 1998: 38–42 for an 
overview of the respective official and actual status of English in a number of countries). 
40 Hence the labels “first diaspora” for these countries and “second diaspora” for the for-
mer colonies that are seen as members of the “Outer Circle” (Jenkins 2009: 18). 
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2009: 18) in the sense that they represent established and codified stand-
ards of the English language.  
 
 
Figure 2.5.2. Kachru’s (1985/1988) model of World Englishes 
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“Outer Circle” varieties are also found in former colonies, with the 
marked difference that there, English is assigned a “second language” 
(L2/ESL) or “non-native” status. Later characterizations argue that in 
these varieties, spoken norms may exist but that orientation toward the 
Inner Circle is still largely evident in written English (Mesthrie & Bhatt 
2008: 29). Others take a more generic view, stating that these varieties 
are “norm-developing” and may have institutionalized English in some 
social contexts, for example as the language of the government or higher 
education (Jenkins 2009: 19–20). In contrast, the varieties of the “Ex-
panding Circle” are typically “norm-dependent” (Jenkins 2009: 19) with 
respect to the Inner Circle varieties, and are commonly viewed as for-
eign language (EFL) varieties with no official status in the respective 
countries.41 
Although the usefulness of this model and in particular its cate-
gorization into different variety types have repeatedly been acknowl-
edged, some scholars see it as no longer adequate for the current situa-
tion of English. First, some speakers from the Outer Circle may in fact 
have English as their L1, and speakers from the Expanding Circle may 
move toward the Outer Circle as certain domains of their life (e.g. higher 
education or the workplace) become fully reliant on English. In some 
countries, this process is at such an advanced stage that transition from 
the Expanding to the Outer Circle seems imminent or may even have 
already taken place.42 Second, Outer Circle speakers may extend their 
use of English beyond the officially recognized domains and might thus 
constitute a “grey area” (Jenkins 2009: 20) between the Inner and the 
Outer Circle. Third, the model does not acknowledge linguistic diversity 
within varieties (of any circle) (Mesthrie & Bhatt 2008: 31) and, finally, 
the model serves to uphold the “myth” (Pennycook 2007: 21) that varie-
                                                          
41 The source of the tripartite ENL/ESL/EFL model has been traced back to the work of 
Randolph Quirk et al. and ultimately to Barbara Strang’s categorization into A-, B- and C-
speakers (Strang 1970/Quirk et al. 1972; cited in McArthur 1998: 42–43; see further 
Schneider 2013: 134–135). 
42 Cf. Wächtler’s observation that boundaries between ESL and EFL are fuzzy and more 
often than not based on the status of institutionalization in a country rather than on lin-
guistic criteria (1977: 54–55). One case in point would be emerging European varieties of 
English (see e.g. Edwards 2010 on Dutch English). 
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ties are delimited by national boundaries.43 As can be deduced, these 
criticisms are mainly due to static nature of the model and the fact that 
any model unavoidably abstracts from reality and is therefore always in 
danger of overgeneralization. Thus, Leitner suggests that the different 
variety types should not be seen as categorical but rather as “points (or 
areas) on a multidimensional scale” (1992: 186).  
Revised versions of Kachru’s model have since been developed 
(e.g. Graddol 2006: 110)44 and the applicability of their categories 
demonstrated, for example by Kortmann & Szmrecsanyi (2011). In order 
to do more justice to the different ways in which the Inner Circle varie-
ties came into existence from a sociohistorical point of view, they distin-
guish between “transplanted L1 Englishes or colonial Standard varieties” 
(such as NZE or AusE), “shift varieties” (such as IrE) and “Standard 
varieties” (such as BrE), and contrast these “high-contact” L1 varieties 
with non-native L2 varieties (as well as traditional “low-contact” L1 dia-
lects) with respect to overall analyticity and syntheticity. The results 
show clear distinctions between the different types of varieties (Kort-
mann & Szmrecsanyi 2011: 281–283). This subcategorization of L1 varie-
ties will be tested in the present study. 
                                                          
43 For further criticism and alternative models, see McArthur (1998: 43–46), Bruthiaux 
(2003) and Jenkins (2009: 20–21). Jenkins adds that the model does not consider the influ-
ence of the individual speaker. She refers in particular to fully bilingual (and multilingual) 
speakers and speakers who are “non-native” by definition, i.e. due to their membership to 
one of the Outer or Expanding Circles, yet who are actually more proficient than some 
“native” speakers. See also Conrad, who problematizes the terminology “second language” 
(1996: 22), and Görlach, who criticizes some of the weaknesses of Kachru’s model but 
defends the usefulness of the distinction between “native language”, “second language” 
and “foreign language” (i) as necessary to allow an abstract conceptualization of the inher-
ently complex issue of assigning a status to individual varieties of English (2002: 9) and (ii) 
for lack of a suitable alternative, given that “[t]here is as yet no objective method of deter-
mining a person’s status as a speaker of English” (2002: 5). 
44 Graddol maintains that “Kachru himself, [sic] has recently proposed that the ‘inner 
circle’ is now better conceived of as the group of highly proficient speakers of English – 
those who have ‘functional nativeness’ regardless of how they learned or use the language” 
(2006: 110), a view that has subsequently been disputed as not fully mirroring Kachru’s 
ideas (Jenkins 2009: 23–24). 
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Two other circle models (see Figure 2.5.3) that are often men-
tioned together due to their similar design are those developed by McAr-
thur (1987) and Görlach (1990). 
 
 
Figure 2.5.3. McArthur’s (1987) and Görlach’s (1990) models of World Englishes  
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Both have a non-regional variety (World Standard English/International 
English) at their center, which is to be seen as more of a theoretical con-
struct than an actual variety of English.45 The inner layer represents 
established and emerging regional and national varieties such as BrE, 
AmE, Antipodean English, African English, South and East Asian Eng-
lish, etc., some of them arguably again being idealized constructs. The 
outer layer in McArthur’s model comprises various native and non-
native varieties as well as pidgins, creoles and typical learner varieties 
(such as “Japanese English”), while Görlach distinguishes between “sub-
regional semi-standards” and another layer of “non-standards” (such as 
traditional dialects), which are complemented by pidgins, creoles and 
related languages that lie outside the circle. In contrast to McArthur’s 
and Kachru’s models, Görlach does not include varieties with “foreign 
language” status. Note also that while McArthur’s model neatly sepa-
rates the varieties into eight geographical spaces, Görlach’s version 
leaves some gaps, for example with regard to an Inner Circle category for 
East Asian Englishes, while neither model recognizes European varieties 
of English (such as Maltese English; cf. Krug et al. 2012). Like Kachru’s 
representation, these circle models are static as well and rely mainly on 
geographical relationships and institutionalization status to establish 
their layers and categories. 
                                                          
45 A related predecessor is the functional (not circle-shaped) model developed by Wächtler 
(1977: 51). He categorizes varieties of English according to their area of circulation and 
differentiates between international varieties (such as international scientific English), 
territorial varieties (such as BrE, AmE, IrE, AusE), regional and subregional varieties (such 
as Northern BrE, Southern AmE) and “foreign contact” varieties (such as Jamaican Cre-
ole). He makes some apparently surprising categorizations, such as “English as a Second 
Language” as an international variety. While the proposal of the existence of a uniform ESL 
variety would seem to be an oversimplification, it is purposeful, anticipating the later 
finding of shared common features in many varieties (despite their physical distance and 
range of potentially influential substrates; cf. e.g. the contributions in Kortmann & 
Lunkenheimer 2011). Wächtler also includes a variety called “Standard West Indian Eng-
lish” as territorial variety. It has to be noted that, although such a variety does not exist in 
any codified form, the terminology implies that geographic proximity plays a decisive role 
in shaping varieties (see further Section 2.5.3). 
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Modiano (1999) takes a radically different approach,46 positing a 
circle model in the widest possible sense, but with overlapping circles 
that constitute a “common core” of English (as an “International Lan-
guage”, hence the label “EIL” for this area). As can be deduced from 
Figure 2.5.4, his representation relies on shared linguistic features ra-
ther than on geographical factors. 
 
 
Figure 2.5.4. Modiano’s (1999) model of World Englishes 
In detail, the shaded central EIL area is constituted by what is accessible 
to both (competent) native and non-native speakers, while the white 
central area contains features that are in transition away from or toward 
international comprehensibility (Modiano 1999: 11). The surrounding 
(and partially overlapping) circles are categorized as five groups of varie-
ties with idiosyncratic features47 that are not intelligible to speakers of 
other varieties located in the areas incongruent with the core area. This 
model fundamentally differs from those presented above in that Modia-
                                                          
46 For a description of the genesis of this model see Jenkins (2009: 21–22). A similar ap-
proach with a structural “Common English” component was proposed earlier by Algeo 
(1988; cited in Leitner 1992: 180) and is also reflected in the “core” versus “periphery” 
approach mentioned by Quirk et al. (1985). 
47 For a list of examples of such features, see Modiano (1999: 8–9). 
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no conceives of the status of the individual varieties in a non-hierarchical 
manner and does not assign any type of variety as more or less central to 
the core area (although it may be argued that BrE is seen as the most 
influential as it covers the largest area). In addition, the model is syn-
chronic and does not take sociohistorical developments into account, 
although dynamic changes could be incorporated by way of changing 
circle sizes and overlap. 
Unlike Modiano’s (1999) model, Schneider’s (2007) approach to-
ward transplanted Englishes in the widest sense (“postcolonial English-
es” in his terminology) is mainly historical, but also predictive in that he 
develops a uniform phase model for varieties of English. Schneider 
works with the underlying assumption that essentially similar processes 
(e.g. language contact processes; cf. 2007: 89)48 are responsible for the 
form and status of English in various societies, and that all varieties can 
be located in one of the five abstracted phases (see Figure 2.5.5) based on 
various criteria. 
 
 
Figure 2.5.5. Schneider’s (2007) dynamic model of World Englishes 
Schneider offers an alternative to the conventional models that catego-
rize varieties according to the role they play in different countries by also 
                                                          
48 Thomason (2001) provides an in-depth introduction to language-contact phenomena. 
       Foundation 
Exonormative stabilization 
Nativization 
Endonormative stabilization 
Differentiation 
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including the perspective of the indigenous population and by consider-
ing issues of identity and identity construction among the affected social 
groups. This perspective also enables him to consider the implications of 
multilingualism, which is not possible in other models (Jenkins 2009: 
20). A more precise description of the five phases is as follows (Schnei-
der 2007: 33–55):  
 
(i) Foundation (phase one) sees the introduction of English into a 
society in a particular geographical area, often for reasons of set-
tlement or trade. Language contact occurs both between English 
and the local languages, and between the various dialects of the set-
tlers. The first type of contact is likely to lead to the emergence of a 
pidgin, while the second process eventually leads to the establish-
ment of an immigrant koiné. At this stage, only a few speakers are 
bilingual and, from a structural perspective, mutual borrowings are 
usually restricted to vocabulary items (e.g. place names, terms for 
particular botanical and faunal phenotypes). 
(ii) Exonormative stabilization (phase two) refers to the stabilization of 
both the political situation (British domination)49 and the language 
(orientation toward BrE rules and norms). In colloquial usage, 
however, the immigrant koiné becomes more and more estab-
lished. An indigenous elite with knowledge of English emerges, re-
sulting in an increasing number of bilingual speakers (through in-
creased contact between the settler and indigenous communities or 
through education). Structurally, local lexical items are increasingly 
adopted by the settler communities, while the first instances of 
“structural nativization, [that is,] the emergence of structures which 
are distinctive to the newly evolving variety” (Schneider 2007: 39–
40) are observed, which can be viewed as the first steps of a creo-
lization process. 
(iii) Nativization (phase three) is a decisive transitional period in which 
both political and linguistic allegiances, potentially due to a defin-
ing historical event, shift away from the traditional orientation to-
ward Britain and a new, local identity is recognized. This usually 
                                                          
49 The same naturally applies to varieties stemming from AmE. 
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goes hand in hand with a diminishing importance of political, cul-
tural and socioeconomic differences between the original settler 
and indigenous groups, as well as with extensive efforts at English 
language acquisition on the part of the indigenous population. By 
the same token, local pronunciation, lexis and patterns of grammar 
usage, which may be influenced by learner effects, substrate fea-
tures and characteristics of the koiné, start to stabilize in speakers 
of both the indigenous and (less so) the original settler communi-
ties. In this formative period, the stabilizing local usage is often 
contrasted to the (once) more prestigious forms of BrE and com-
plaints about the “deteriorating” state of English in the respective 
community are heard. From a structural perspective, “negotiation” 
(Thomason 2001: 75) results in a convergence between the groups 
of the former L1 and L2 varieties. Further characteristics of this 
phase are code-switching and the emergence of a “mixed code” 
(Schneider 2007: 47). 
(iv) Endonormative stabilization (phase four) is typically accompanied 
or preceded by the establishment of a strong local identity or na-
tionhood (involving both the original settler and indigenous com-
munities) that reflects independent and local sociocultural and po-
litical realities, and is thus distinctly non-British. A further by-
product is the emergence of literature in the local variety. The ac-
ceptance of this new identity is reflected linguistically in a positive 
stance toward local forms and norms, illustrated by initiatives for 
the codification of local lexis and occasionally also of grammar. 
This supports claims that the new variety is a self-sufficient and 
homogeneous entity (Mesthrie & Bhatt 2008: 35). As a rule, the vast 
majority of erstwhile indigenous speakers have shifted to English 
in this phase, some of them retaining distinctive characteristics in 
their speech. 
(v) Differentiation (phase five) is the stage at which the society no 
longer defines itself in contrast to the former colonial power, but 
rather sees the social and linguistic community as an independent 
whole made up of various (social, regional or ethnic) components. 
As the name of this phase implies, the former koiné differentiates 
over time into a range of social and regional dialects. 
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Schneider further suggests that colonization type may be a factor in 
shaping the individual varieties under investigation.50 As a general rule, 
more non-standard patterns are found in “settlement colonies”, such as 
American, Caribbean and Australian regions, than in “exploitation colo-
nies”, such as African and Asian regions (Schneider 2007: 84–85; see 
also Schneider 2013: 136–140).51 If colonization type effects can be ob-
served not only in non-standard patterns but also in the area of standard 
usage (e.g. of the PrPf), this would imply that varieties of the same colo-
nization type should use standard constructions in a similar fashion and 
group together, as should varieties that are located within the same, or at 
least an adjacent, phase of the model.52 
                                                          
50 Other features and processes that may influence the development of postcolonial varie-
ties of English not discussed here for reasons of space are language policy, adstrate lan-
guages, creolization and the association of English with elitism (see Schneider 2007: 57–68 
and the introductory sections for each variety in Chapter 5 for detailed analyses). 
51 Due to the manifold underlying processes and implications with regard to the different 
types of colonization, other authors have doubted the validity of  a uniform path of devel-
opment for both transplanted L1 and L2 varieties (e.g. Mesthrie & Bhatt 2008: 35; see also 
Evans 2009: 279). In addition, Schneider’s model has been criticized for overemphasizing 
the importance of political events and neglecting language-internal developments (Mes-
thrie & Bhatt 2008: 35–36). See further Hickey (2004: 13), who argues that the “founder 
principle”, i.e. the influence of different dialects that provide the initial input for a new 
variety, is of paramount importance for the later shape of a new variety of English. Follow-
ing that view, Schneider underestimates the impact of the different types of koiné that 
emerge. In a similar vein, others have pointed out that the dynamic phase model does not 
sufficiently explicate the characteristics of the phases one and two (Evans 2009: 280). 
52 Cf. Brutt-Griffler, who argues that the individual situation of every colony (“local condi-
tions”) may have led to a spread of English with different outcomes (2002: 87). In addition, 
she draws attention to the fact that even if L2 varieties possess a full functional range, the 
setting in which the language was acquired is markedly different from L1 countries (2002: 
134). This suggests (i) that the different types of acquisition are reflected in the usage of 
particular constructions, and (ii) that clear dividing lines should emerge between varieties 
of different types (traditional L1 vs. transplanted L1 vs. L2). Note, however, that from a 
terminological point of view, Brutt-Griffler prefers a distinction between mono- and bilin-
gual speech communities rather than “native” versus “non-native” (2002: 137). Further, 
there should be marked differences between former British and American colonies, given 
that (i) unlike the US in the Philippines, the British empire had no uniform colonial ad-
ministration and language planning policy before the 1920s, and (ii) “American imperial 
policy insisted on teaching English to every student, [while] the British policy limited the 
number of the students exposed to the formal teaching of English to meet the local de-
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An unconventional model, which as yet has not found its way into 
the wider discourse of World Englishes studies, was developed by Min-
nich (2004). She rejects the sole orientation along geographical, histori-
cal and political lines that is characteristic of most models, where “politi-
cal space is taken to coincide with social space” (Minnich 2004: 199). She 
argues that these linguistic approaches, unlike models from many other 
academic fields, such as economics or sociology, fail to take into account 
the implications of globalization (see Section 2.5.2), such as the “declin-
ing empirical validity [of the] putative congruence of language, nation 
and culture” (Minnich 2004: 200). Therefore, inspired by socioeconomic 
approaches and in particular by Appadurai’s (1996) “social imaginary” 
model and its five dimensions of cultural flow, she proposes an alterna-
tive breakdown into “post-territorial scapes” (Minnich 2004: 208). Specif-
ically, she recognizes “ethnoscapes”, that is, groups of people who are 
highly mobile and share a form of mediated culture rather than actual 
physical proximity; “technoscapes” in the area of informational and me-
chanical technology; “financescapes” of global financial activities; “me-
diascapes”, that is, implications of the different ways of producing media 
content electronically; and “ideoscapes” of ideas and images in the pub-
lic sphere (Minnich 2004: 207–209). While Minnich herself concedes 
that the boundaries of and between these scapes are not easy to define 
and it must be stated that some of the ideas are developed only to a ru-
dimentary extent, particularly the first concept, “ethnoscapes”, may be 
relevant for the study of World Englishes (see also Mair 2013). It takes 
account of various global cultural and media influences, and can there-
fore be seen as an overriding factor when physical or (putative) cultural 
proximity between two varieties or the phase history of one variety do 
not explain a particular structural development. In an extreme case, this 
would suggest that physical proximity and historical relations between 
                                                                                                                           
mands for English-educated subjects of the empire” (2002: 89). This suggests that PhiE 
patterns of usage should diverge from those of other varieties in the same region. Fishman 
also claims that there may be substantial differences between former British and American 
colonies: “[i]t is certainly high time that someone examined whether countries in the 
former American colonial orbit and countries in the former British colonial orbit have 
turned out the same way or not vis-à-vis their respective metropolitan varieties, since Brit-
ish imperialism and American imperialism differed so importantly” (Fishman 1996a: 9). 
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varieties play no part in a globalized world at all. A more conservative 
interpretation would suggest that similarities between physically and 
historically distant varieties can at least partly be explained in this way 
(in combination with general processes of language acquisition and 
contact).53 
As is also clear from the foregoing, many varieties emerged in 
environments where issues of language contact played and still play an 
influential role. In this regard, some further considerations from this 
field are therefore in order, although it is acknowledged that the majority 
of the models presented in this section take account of language contact 
in one way or another. Theoretical works on contact-induced language 
change mention both external/social factors (such as intensity of contact 
between the speakers of the two languages, linguistic attitudes and im-
perfect learning) as well as internal/linguistic factors (such as typological 
distance between the languages involved or universal markedness) as 
predictors for the degree and kinds of change that may occur. At the 
same time, it is evident that a combination of both internal and external 
factors is typically responsible for a particular outcome (Thomason 2001: 
60–62; see also the list in Hickey 2004: 1–2). 
Two basic “shift” scenarios toward a target language are estab-
lished, depending on the intensity of the linguistic integration in the 
community (explained below for contact situations with English as target 
language; cf. Schneider’s colonization types introduced above). The first 
scenario is that shifting speakers are not integrated and therefore consti-
tute a separate ethnic or national group. This usually implies that fea-
tures of the native language(s) of the shifting speakers are transferred to 
and remain fixed in their version of the target language (observable e.g. 
in IndE). The second scenario is that the shifting speakers are fully inte-
grated into the community of the speakers of the target language, which 
results in an altered version of the target language containing some 
elements of the shifting variety (observable e.g. in IrE; Thomason 2001: 
75). The second scenario is particularly likely if the shifting group is 
                                                          
53 It is evident that a monocausal explanation as a rule does not adequately mirror linguis-
tic reality; therefore, the usefulness of the concept of scapes but also its limitations should 
be recognized. 
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relatively large compared to the number of target language speakers 
(Thomason 2001: 78–79). This holds for all L2 varieties of English and 
predicts that they should be structurally different from L1 varieties of all 
types. Other relevant observations in this respect are (i) that the outcome 
of contact between typologically distant languages should be different 
compared to typologically close languages (Thomason 2001: 77), and (ii) 
that languages that are geographically close often share common fea-
tures (Thomason 2001: 104; see also Muysken 2010: 265). Again, for 
English, (i) would imply that all L2 varieties should have markedly dis-
similar patterns compared to both traditional L1 and transplanted L1 
varieties, where the substrate was either typologically close (e.g. Irish 
and English) or where contact with indigenous languages only played a 
marginal role (e.g. AusE, NZE, CanE), while (ii) suggests that geograph-
ical proximity (e.g. in the case of Jamaica with respect to the US and 
Canada) may override traditional political or historical relationships that 
are reflected in language.  
In sum, although the hypotheses and findings from this area are 
only partly applicable to World Englishes, language-contact studies com-
plement other general models of World Englishes by offering patterns of 
explanation for a wide variety of usages. The strengths and weaknesses 
of all of these approaches, however, still need to be tested with the help 
of empirical data. 
2.5.2 Globalization of culture and language 
It became clear in the preceding section that there is an area of conflict 
between static and dynamic models of World Englishes (which are main-
ly based on geographic, historical, political or sociolinguistic – that is, 
mainly identity-related – considerations) and models that view these 
approaches as no longer adequate as they fail to take implications of 
globalization into account. By the same token, it has been asserted in 
studies of World Englishes that comparing other varieties to BrE alone is 
no longer adequate in light of linguistic reality and that a more global (in 
the truest sense of the word) approach is needed (Hundt et al. 2004: 
560). This approach should take account of the “fourth crossing” (Mes-
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thrie & Bhatt 2008: 24) of English; that is, the spread of English through 
globalized culture, media and education.54 This section provides a work-
ing definition of globalization and investigates the potential repercus-
sions that a globalized culture may have on language and in turn on 
linguistic analyses, particularly of grammatical structures. 
While older definitions of (linguistic) globalization are restricted 
to the possibilities offered by technology in transcending borders 
(Wächtler 1977: 61), according to Bhatt, globalization as a combination 
of macroprocesses “represents a new, post-traditional order, forging new 
identities, institutions and ways of life. It is ‘the way we live now’, in a 
worldwide network of social relations, seemingly unfettered by the con-
straints of geography” (Bhatt 2010: 94; emphasis original). Similar views, 
although with slightly different emphases, are taken in other recent 
definitions by Elliot, who states that “[g]lobalization is about border 
crossings – whether on foot or by keyboard” (2010: xvii), and Vaish, who 
identifies a “high level of connectivity in this phenomenon between 
nations, corporations and individuals” (2008: 30) as a key property.55 
Despite this increased connectivity and permeability as well as 
despite intensified global flows of goods, people and culture, others take 
a more cautious stance, arguing that geography and issues of nation-
hood and identity are still central factors. As Bhatt (2010: 103) writes, 
“globalization is the complex and multifaceted interaction of localism 
and globalism” (see also Pennycook 2007: 26–30). For linguistic studies, 
this complicates the picture considerably, but at the same time offers the 
opportunity to test whether some of the older boundaries and categories 
are still valid or whether globalization indeed functions as a leveling 
device, as stated by Ramanathan et al. (2010: xvii). If the latter hypothesis 
turns out to be correct, this would imply that language is indeed deter-
                                                          
54 This carries some implications that give English a special status in contrast to other 
languages. Suffice it to say here that some of the principles that usually apply, such as the 
determination of structural features by the area in which a language is spoken (Muysken 
2010: 265), can be discounted for English (but presumably not for its varieties). 
55 Particular importance is assigned to the domain of the economy, which may be relevant 
since English is also commonly seen as the prime language of the globalized economy 
(Brutt-Griffler 2002: 48–50). Note that, contrary to some claims, it has been stated that 
English as a global language rarely acts as a “killer language” but rather fills a functional 
gap in a multilingual environment (Sharma 2001: 345). 
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mined by, or at least related to, economic, political and cultural macro-
processes (Bhatt 2010: 94), which would potentially result in the need to 
re-assess the established models and concepts. 
In contrast to the relatively neutral stance toward globalization 
that is inherent in the definitions given so far, other definitions see 
globalization as a more or less unidirectional (and overall negative) de-
velopment. For example, Elliott (2010: xxii) regards it as “the Westerniza-
tion, or Americanization, of the world.”56 This terminology suggests a 
strong influence of (Anglo-)American culture on the cultures of other 
communities and nations (Phillipson 2009: 152; see also Hartford 1993: 
1), which has been applied in the area of language explicitly with the 
coinage “linguistic imperialism” (Phillipson 1992; see also Leitner 1992). 
While some have criticized the concept for merely transferring political 
and economic power relationships to the domain of language (e.g. Con-
rad 1996: 25), it nevertheless establishes an interesting test case for lin-
guistics insofar that it draws attention to the fundamental “tension be-
tween cultural homogenization and cultural heterogenization” (Phillip-
son 2009: 30) that is inherent in globalization. For linguistic studies, 
acceptance of the homogenization hypothesis would again imply current 
or at least future convergence of varieties of all kinds, but with an orien-
tation toward AmE (and less toward BrE).57 The latter position has been 
dismissed as unlikely by other authors, however, who maintain that, 
although forms are taken over from AmE, their functional usage in par-
ticular varieties may still differ substantially from American patterns 
(Leech et al. 2009: 258). 
                                                          
56 Other, more metaphorical terms referring to globally successful American brands, 
which are used interchangeably, include “Coca-colonization” or “Walmarting” and, with 
more specialized meanings, “Disneyfication” or “McDonaldization”. All of these carry a 
pejorative connotation. 
57 Allerton presumes that the orientation toward AmE rather than BrE is due not just to the 
political and economic power of the US, but also to the notion that AmE is more “affected 
by the number of non-native speakers” (2008: 42). However, this line of argumentation is 
not supported by evidence (such as numbers of non-native speakers of English in the US). 
Other researchers have argued that the actual influence of BrE is bigger than could be 
suspected from Britain’s political and economic weight due to its success in marketing its 
“brand” of English worldwide, especially through the British Council (Dua 1996: 578–584: 
see also Schmied 1996: 184). 
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Yet another terminological concept, “anglification” (Fishman 
1996a; 1996b), is also relevant with regard to globalization and English. 
Fishman establishes seven criteria – or rather, domains of usage – where 
English is introduced (namely, elementary education, tertiary education, 
print media, non-print media, the technology/commerce/industry com-
plex, governmental services and operations, indigenous informal usage), 
and argues that the anglification of a country can be measured according 
to the number of anglified domains (Fishman 1996b: 634).58 Therefore, 
Fishman’s approach could be classified as being primarily geographical. 
But he also takes issues of social stratification into consideration and 
concludes that anglification is most prominent among higher social 
strata and in domains that as a rule are dominated by members of the 
elite, such as tertiary education, the technology/commerce/industry 
complex and, to a lesser extent, print media and governmental services 
and operations (Fishman 1996b: 636–637). This implies (i) that patterns 
of usage by speakers of a comparable social background should be rela-
tively homogenous, (ii) that these speakers should use mostly standard 
patterns, and (iii) that particular genre types, such as print media texts 
are relatively homogeneous and exclusively use standard patterns. 
As a final point, I now examine the implications of globalization 
for the study of English grammar. On the one hand, an internationaliza-
tion of grammatical patterns has been identified; that is, a “convergence 
of regional varieties with the predominance of AmE variants” (Hundt et 
al. 2004: 588),59 which tallies nicely with some of the more general 
claims outlined above about the nature of globalization. On the other 
hand, there is a more general feeling of discontent among some authors 
that both theoretical and empirical descriptions of varieties of English 
still focus too heavily on contrasts with AmE and especially BrE. Because 
                                                          
58 Fishman’s model also provides the opposite perspective, establishing a “total anglifica-
tion resistance score”; that is, the more restricted the English usage is in more individual 
domains, the higher the score. 
59 See also Wächtler (1977: 67), who observes only a low amount of divergence as regards 
pronunciation in L2 varieties, given that British, American and Australian models are 
viewed as influential in this domain for particular geographical regions. It remains to be 
seen whether these findings are transferrable to the area of grammar. 
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the differences (i) between the “old” L1 varieties and other varieties60 
and (ii) across all varieties in the areas of syntax and morphology are 
usually gradual rather than categorical (Hundt et al. 2004: 560), such 
“deficit linguistics” analyses are seen as inadequate.61 I would therefore 
like to suggest that varieties of English be evaluated in a manner that is 
as inclusive as possible, incorporating varieties of all types for which 
comparable material is available. 
With regard to the usefulness or applicability of the models of 
World Englishes listed in the preceding section, a recent empirical study 
(Hundt & Vogel 2011) comparing the distribution of one structural fea-
ture (the progressive) found that patterns of usage across a number of 
varieties are relatively unpredictable and apparently random in the sense 
that, when it comes to individual structural aspects, a neat categorization 
into L1, L2 and learner varieties is too simplistic (cf. also the related 
points in Omoniyi & Saxena 2010: 5 and the “Variety Spectrum” ap-
proach sketched in Bongartz & Buschfeld 2011: 45–48). Hundt & Vogel 
concluded that (i) globalization may be a potential cause for this blurring 
of boundaries and (ii) these categorizations might be more valid from a 
sociolinguistic than a structural point of view. In addition, their data 
show that “exotic” patterns are comparatively rare and support the hy-
pothesis that varieties of English are largely convergent as far as individ-
ual grammatical structures are concerned. Whether these findings can 
be extended to other grammatical variables, such as the PrPf and its 
usage patterns, has not yet been tested. 
2.5.3 World Englishes and versals 
A relatively recent approach that originated in the field of linguistic ty-
pology is the search for versals (see e.g. Chambers 2003); that is, charac-
                                                          
60 Wächtler (1977: 69–71) may be seen as one of the first to move away from giving BrE 
(and, with certain caveats, AmE) a different status in contrast to other (transplanted) L1 
varieties. Due to historical processes and developments (colonialism, globalization, etc.), 
he asserts that Great Britain has lost its former “ownership” of and “monopoly” on the 
English language (1977: 111–112). 
61 Hundt et al.’s statements refer to the situation for NZE, but can be seen as valid for all 
varieties of English (see e.g. the contributions in Hickey 2012). 
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teristics or structural features that are shared across languages (or varie-
ties). This is of interest in the present study as it provides a descriptive 
framework that may explain similarities or seemingly unmotivated con-
nections between Englishes of different variety types (see Section 2.5.1) 
or that are geographically distant. Therefore, versals theory can be seen 
as an auxiliary approach that complements the more general views on 
globalization as discussed in the preceding section, in that it provides 
theoretical concepts whose validity can be tested with the help of corpus 
data.  
Szmrecsanyi & Kortmann (2009) provide an overview of typologi-
cal versals. For the present study, of particular importance are the con-
cepts (i) areoversals, that is, “features common to languages which are in 
geographical proximity to each other” (Szmrecsanyi & Kortmann 2009: 
33), and (ii) varioversals, that is, “features recurrent in language varieties 
with a similar socio-history, historical depth, and mode of acquisition” 
(Szmrecsanyi & Kortmann 2009: 33). I would like to suggest that with 
regard to (i), “languages” could be substituted by “varieties” in order to 
test the special case of English and its pluricentric nature (Hundt & 
Biewer 2007: 249). In addition, also the concept of angloversals, that is, 
“features that tend to recur in vernacular varieties of a speciﬁc language” 
(Szmrecsanyi & Kortmann 2009: 33; English in the present study) could 
be put to the test by dividing the data into written and spoken sections, 
where the spoken sections would yield putatively more evidence. The 
latter point is worth mentioning in light of the fact that varieties may 
share features that cannot be explained by way of either (i) or (ii) (see e.g. 
Winford 2009: 225; Davydova et al. 2011: 292).  
Again, however, it has to be acknowledged that reality may be 
much more complicated than suggested by a neat theory, and the gener-
alizability of one feature or another across variety types and geographical 
regions has to be tested on a case-by-case basis (Szmrecsanyi & Kort-
mann 2009: 49). A follow-up empirical study of non-written data by the 
same authors revealed that variety type (varioversal) rather than geo-
graphical proximity (areoversal) is “the better predictor of overall similar-
ity or distance between individual varieties” (Kortmann & Szmrecsanyi 
2011: 276; see also Szmrecsanyi 2012), although the situation might be 
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converse or at least more complicated for individual features (see e.g. 
Hundt 2009; Hundt & Vogel 2011).  
Others have advised even more caution as regards the usefulness 
of versals and have suggested that it is more adequate to think in terms 
of “degrees of similarity” (Sharma 2009: 173) of varieties of World Eng-
lishes, first and foremost excluding substrate explanations before invok-
ing a versal explanation, as similar patterns in two varieties may in fact 
be due to two types of substrate influence that are typologically unrelated 
(Sharma 2009: 192; see also Winford 2009: 225 and Hickey 2010b: 21).62 
The converse argument, then, is that if substrate influence can be elimi-
nated (and many researchers doubt that this is feasible at all), a versal 
feature may be identified. Therefore, as many varieties as possible 
should be compared to minimize the likelihood of many substrates ex-
erting a comparable influence that could be misinterpreted as a versal 
feature. 
                                                          
62 Another criticism of typological versals as established by Szmrecsanyi & Kortmann 
(2009) is that their approach is overly abstract in the sense that it only recognizes the 
presence or absence of a feature when determining the similarity of two varieties without 
considering “semantic or other conditioning” (Sharma 2009: 171). This issue is addressed 
in the present study (although only for one particular grammatical area and not to establish 
an overall measure of similarity between varieties as intended by Szmrecsanyi & Kortmann 
2009). 
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3 Previous research 
Having presented a fairly general framework for the study of the English 
PrPf, this chapter now provides a survey of relevant previous research on 
the topic. The three principal motivations are (i) to update and comple-
ment literature reviews from older studies, as the PrPf represents a dy-
namic area of research with a never-ending flood of new publications, 
(ii) to systematize previous accounts, and (iii) to provide points of refer-
ence for the present study. 
Specifically, in the following sections the PrPf as introduced in in-
fluential reference grammars is considered, and different standpoints 
regarding the categorization of the PrPf, which revolve mostly around 
the tense-aspect debate referred to above (Chapter 2), are addressed. 
Furthermore, a synopsis of relevant theories and studies on the seem-
ingly inexhaustible subject of the semantic and pragmatic interpretation 
of the PrPf is provided. Findings with respect to the PrPf in non-
standard varieties are also compared, and the results from previous cor-
pus-based research discussed. Finally, the implications for the empirical 
part of the present study are outlined. 
3.1 The Present Perfect in descriptive grammars63 
Two reference grammars that have been very influential and are current-
ly widely used are the Comprehensive Grammar of the English Language 
(Quirk et al. 1985) and the more recent, corpus-based Longman Gram-
mar of Spoken and Written English (Biber et al. 1999).64 Therefore, it is 
worth considering the statements on the PrPf contained in these major 
works. Both recognize two actual tenses (present and past) and accord-
ingly categorize the PrPf under aspect (Quirk et al. 1985: 4.18; Biber et 
al. 1999: 452). Quirk et al. concede that “aspect is so closely connected in 
meaning with tense, that the distinction in English grammar between 
tense and aspect is little more than a terminological convenience which 
                                                          
63 An extended version of this section can be found in Werner (2013a). 
64 For a discussion of the PrPf in older grammars, see Vermant (1983: 12–15). 
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helps us to separate in our minds two different kinds of realization: the 
morphological realization of tense and the syntactic realization of as-
pect” (1985: 4.17). Thus, in their view the defining criterion for exclud-
ing the PrPf from the tense category is a formal one in that only tenses 
can be structurally (i.e. morphologically) marked, an approach shared by 
Biber et al. (1999). 
With regard to the distribution of forms with and without perfect 
aspect, Quirk et al. state that a perfect notion can be found in around 
10% of all VPs (1985: 4.18), a finding by and large reproduced in the data 
analysis by Biber et al., although differences between individual registers 
exist. Fiction and news emerge as relatively perfect-friendly in general, 
while the relative proportions of the PrPf in contrast to the Past Perfect 
are high in news and conversation. In addition, both claim that perfects 
are more frequent in BrE compared to AmE (again with differences 
between different registers; Biber et al. 1999: 461–463; Quirk et al. 1985: 
1.24, 4.20). 
Functionally, the two accounts take a slightly different approach. 
While both agree that the perfect aspect implies anteriority (Quirk et al. 
1985: 4.18; Biber et al. 1999: 460), Quirk et al. (1985: 4.20) describe the 
general meaning of the PrPf as current relevance. Biber et al. (1999: 
460), in contrast, emphasize the continuative and anterior properties of 
the construction. The latter refrain from further explanations of poten-
tial semantic readings, while the former can be seen as proponents of a 
polysemous account that lists three basic underlying meanings of the 
PrPf, namely (i) state leading up to the present, (ii) indefinite events in a 
period leading up to the present,65 and (iii) habit or recurrent event in a 
period leading up to the present (Quirk et al. 1985: 4.20). 
In addition, both descriptions repeatedly stress the fact that the 
PrPf is interchangeable with the SPst in some contexts, which strongly 
contributes to the “overlap of meaning between tense and aspect” (Quirk 
et al. 1985: 4.18; cf. 4.20) of the PrPf construction, while the difference in 
meaning between PrPf and SPst may be attributed to temporal adverbi-
                                                          
65 For this reading, three further implications are considered relevant: “(i) that the relevant 
time zone leads up to the present; (ii) that the event is recent and (iii) that the result of the 
action still obtains at the present time” (Quirk et al. 1985: 4.21). 
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als (Quirk et al. 1985: 4.20; Biber et al. 1999: 467).66 Various factors that 
may determine a speaker’s choice between the two forms are listed, such 
as a more direct relation of the action to the present through the PrPf 
(Quirk et al. 1985: 4.20), but the accounts remain vague at best, which is 
in all probability due to the nature of the works as general reference 
grammars.67 Other weaknesses that have been criticized are the restrict-
ed variational focus (standard BrE and AmE only; Phillipson 2009: 31) 
and the purely form-based analysis (Nordlander 1997: 16–18).  
The Cambridge Grammar of the English Language (Huddleston & 
Pullum 2002) takes a markedly different approach toward the PrPf. The 
authors also distinguish “two primary tense categories, preterite and 
present” (Huddleston & Pullum 2002: 125). However, in their wider 
definition of tense that includes compound tenses the PrPf is catego-
rized as a “secondary past tense” (Huddleston & Pullum 2002: 116; see 
also Huddleston 1996), while they recognize that alternatives to their 
categorization, such as “perfect as aspect”, do exist. With regard to ter-
minology, they use “past tense” as an umbrella term for both SPst and 
perfect forms (Huddleston & Pullum 2002: 116). This seems rather odd, 
in particular as they state at a later point that the PrPf is indeed a combi-
nation of past and present and even that “in the present perfect […] the 
primary tense is present” (Huddleston & Pullum 2002: 142), which is 
inconsistent with their general approach to grammatical categories (see 
Figure 3.1.2 below).68 They further explain their “past tense” umbrella 
                                                          
66 In contrast to the considerations presented by Biber et al. (1999: 467–468), temporal 
adverbials with the PrPf are comparatively rare (Schlüter 2002a). See Declerck (2006: 316–
326) for an attempt at a more elaborate description of possible selection criteria in sentenc-
es without temporal adverbials. He advocates that “when, in a noninterrogative clause 
referring to a bygone situation, there is no time-specifying adverbial, both the preterite (= 
SPst; V.W.) and the indefinite present perfect are in principle possible”, and that pragmatic 
“speaker focus on NOW or THEN” (2006: 322; emphasis original; cf. Pulgram 1987: 384) is 
the crucial underlying notion between using either the PrPf or the SPst. 
67 Note that Biber et al. (1999: 464–466) provide interpretations of their corpus data with 
regard to the most common verbs that occur in combination with the PrPf  and the special 
status of have got/gotten and have had as highly frequent possessive constructions.  
68 Cf. also Huddleston & Pullum (2002: 143): “The possibility of having present time ad-
juncts like now or at present shows clearly that we have present time meaning as well as 
present tense form.” In addition, it seems redundant to propose a binary distinction (pri-
mary and secondary tenses) only to abandon it on a lower level of analysis and to substitute 
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category by stating that anteriority is the common denominator in both 
forms (2002: 139). Their overall model stands in stark contrast to the 
views expressed by Quirk et al. (1985: 4.18) and Biber et al. (1999: 460). 
For Huddleston & Pullum, the defining feature of the PrPf compared to 
the SPst is that the former is non-deictic (2002: 140–143) while the latter 
is deictic and “doubly anterior” as it “locates the writing anterior to an 
intermediate time which is anterior to the time of speaking” (2002: 140). 
The PrPf is only anterior to the time of speaking (2002: 142).69 The ex-
planation of the criteria for choosing between the two constructions is 
again based on pragmatic notions, such as speaker focus on either past 
or present (2002: 143). 
Functionally, Huddleston & Pullum provide a polysemous ac-
count. This recognizes a twofold view with continuative uses, which are 
claimed to be usually accompanied by temporal adverbials (2002: 141–
142), and non-continuative uses, namely (i) experiential/existential, (ii) 
resultative, and (iii) recent past (2002: 143–146 for example sentences 
and elaborations on when these readings are possible).70 Similar to 
Quirk et al. (1985), they identify a general notion of current relevance for 
the PrPf, although they provide no further details on this concept be-
sides the fact that the PrPf is somehow concerned with the “time span 
up to now” (Huddleston & Pullum 2002: 143). 
The figures underneath capture the main differences between 
Quirk et al. (1985) and Biber et al. (1999) on the one hand and Huddle-
ston & Pullum (2002) on the other hand, both with regard to their gen-
eral approach toward grammatical categories and the location of the 
PrPf. 
 
                                                                                                                           
it with an ad-hoc category (past tenses) that is not anchored in the general model. This 
once again highlights the rather elusive character of the PrPf. 
69 Mutatis mutandis (with a change of perspective from anteriority to posteriority), this view 
recalls Mugler’s (1988: 235) approach, which states that the PrPf expresses simple posteri-
ority while the SPst expresses complex posteriority. 
70 Note that Huddleston & Pullum acknowledge that these classifications are not necessari-
ly mutually exclusive (2002: 143). 
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Figure 3.1.1. Grammatical categories as represented by Quirk et al. (1985)71 and Biber et al. 
(1999) 
 
 
 
Figure 3.1.2. Grammatical categories (= verbal systems) as represented by Huddleston & 
Pullum (2002) 
What is clear from these visualizations is that the PrPf does not fit into 
the general models without some kind of workaround. Therefore, while 
the two main approaches (“PrPf as aspect” vs. “PrPf as tense”) repre-
sented in major reference grammars have both inherent merits and 
weaknesses, the important points for the current study are (i) that the 
                                                          
71 Means of expressing the future are treated separately in Quirk et al. 1985 (4.41–4.48), 
while they are included under modals by Biber et al. (1999: 483–497), hence the notation in 
brackets in Figure 3.1.1. 
PrPf 
PrPf 
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PrPf indeed possesses features that are characteristic of both tense and 
aspect, which renders it an elusive category, (ii) that the PrPf may be 
viewed as creating reference to both present and past, and (iii) that there 
are different ways of categorizing the various functions of the PrPf. 
These inherent characteristics provide the fuel for the discussion below 
on the grammatical status of the PrPf in the theoretical literature. 
3.2 Tense or aspect or something else? 
As was shown in the previous section, a first hint that the English PrPf – 
or rather, the whole perfect paradigm – sits uneasily between the catego-
ries TENSE and ASPECT could be inferred from the fact that it is inter-
changeable with the SPst in some contexts (see also Koziol 1958: 502ff; 
Leech 2004: 35). This interchangeability has been covered extensively 
and expertly in other works (e.g. Elsness 1997 or Davydova 2011) and is 
only of secondary interest in the present study. In addition, it should be 
self-evident that TENSE and ASPECT are categories that closely interact in 
language in general and hence in English and its varieties (see the pre-
ceding section; cf. Platt et al. 1984: 67; Vasudeva 1985: 190; Salkie 1989: 
31) to express temporality. Nevertheless, it is crucial to understand the 
reasoning behind the differing positions on the status of the PrPf as 
either ASPECT or TENSE (the two major positions), as a grammatical cate-
gory of its own, or as a hybrid category72 in order to be able to judge the 
adequacy of these theories in the context of World Englishes. The under-
lying hypothesis is that the vast majority of theoretical works on the PrPf 
base their findings on one (or both) of the “old” standards, i.e. BrE or 
AmE, and are therefore not fully adapted to the status or presumably 
even different statuses the PrPf could have in other varieties. 
3.2.1 Perfect as aspect 
The first major position to be outlined is “perfect as aspect” (as repre-
sented by e.g. Bauer 1970; Mugler 1988; Moens & Steedman 1988; 
                                                          
72 For older reviews of theories on the categorization of the PrPf see e.g. McCoard (1978: 6–
17); Fenn (1987: 245–249) or Panzner (1995: 17). 
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Salkie 1989; Bartsch 1995; Liszka 2003; Leech 2004; Michaelis 2006; 
Vater 2007 and Jaszczolt 2009). As noted above (see Section 3.1), this is 
also the approach favored by reference grammars such as Quirk et al. 
(1985) or Biber et al. (1999).73 
Within the “perfect as aspect” paradigm, slightly different ap-
proaches can be observed; however, most accounts base their rationale 
on a negative definition, i.e. why perfects cannot be tenses in English. 
For example, in the minimalist, twofold view of the English tense system 
(see Section 2.2), it appears imperative that “perfect” be paralleled with 
“progressive”, as both of these aspects can co-occur with verbs marked 
either for past or for present (Liszka 2003: 13). While this is doubtless 
true, the description remains at a solely form-based level and ignores 
functional facets. 
Other approaches, notably the different versions of the temporal 
framework proposed by Klein (1994; 2009b), introduce an intermediate 
temporal level labeled topic time, “the time about which something is 
asserted (or asked)”, which complements the time of the situation, the 
“time at which the situation obtains or occurs” (Klein 2009b: 46; cf. Klein 
1994: 3–9). Here, aspect is seen as necessary to convey the connection 
between the situation and the topic time (see also Section 2.1), so it can 
metaphorically be described as “joint between clause-external and 
clause-internal structure” (Klein 2009b: 78). Two problems are posed by 
this analysis, which Klein himself identifies. The first one is that the 
exact difference between SPst and PrPf in English cannot be understood 
within the tense-aspect model alone (Klein 2009b: 53–54), so the intro-
duction of a separate grammatical category “perfect” could be regarded 
as a remedy. The second problem follows from the potential solution to 
the first, and is of a formal-logical nature. Klein states that “if the perfect 
is also an aspect, it cannot be on a par with the perfective and the imper-
                                                          
73 All these accounts are implicitly based on the notion that the extensive formal tense 
systems of classical languages such as Greek and Latin are not transferable to modern 
languages such as English (Pulgram 1987: 382). Note, however, that the terminology (e.g. 
“perfect”) has not altogether changed, although different grammatical concepts are de-
scribed. 
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fective aspect, because these are found within the perfect” (Klein 2009b: 
54; emphasis original).74 
Yet others stress that there is a functional overlap between forms 
such as SPst and PrPf with regard to “basic temporal relations” (Michae-
lis 2006: 223), but that a distinction between tense and aspect is useful 
and valid as the former “merely locates reference time” while the latter 
“determines the manner in which the denoted situation relates to refer-
ence time” (Michaelis 2006: 241; for a similar view, see Bartsch 1995: 
128).75 If referring solely to past time was important, the PrPf as an 
alternative form to the SPst would probably not have emerged at all. This 
implies that a one-to-one congruence between the SPst and the PrPf, 
and hence the use of the PrPf as genuine tense (e.g. in the sense of the 
Quirkian grammar), should not be in evidence in linguistic data. A simi-
lar line of argument is used in theories that regard the characterization 
of internal developments of situations as a typical property of aspect that 
distinguishes it from tense, which connects different external situations 
to one another (Nordlander 1997: 162). 
It has to be noted, however, that most of the accounts that see 
English perfects as an aspectual category repeatedly acknowledge tense 
properties (Nordlander 1997: 162; Leech 2004: 35; Petersen 2004: 116; 
Michaelis 2006: 223; Jaszczolt 2009: 86) and often give pragmatic rea-
sons for the choice between the SPst and the PrPf (Michaelis 2006: 239). 
3.2.2 Perfect as tense 
Some researchers take the middle ground, stating that the PrPf cannot 
be categorized at all and should rather be placed “between tense and 
aspect” (Anderwald 2009: 49). This underscores the fact that the “perfect 
as aspect” view is by no means commonly accepted. As these middle 
                                                          
74 Imperfective and perfective roughly correspond to the presence or absence of progressive 
marking in English (but cf. Section 2.2). 
75 See also Michaelis, who maintains that the PrPf “does not represent a unitary aspectual 
construction, but a complex of such constructions” (1994: 153), e.g. depending on the 
different semantic readings that are possible. 
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ground accounts often remain vague,76 a description of different ver-
sions of the major alternative view, i.e. “perfect as tense”, would seem to 
be a fruitful first step toward identifying the rationale behind such ac-
counts (see Section 3.2.4 on alternative views). Note that, within this 
paradigm, the elusive nature of the PrPf is once again emphasized by 
the fact that this form has been categorized both as a present and a past 
tense. Both views are explained below. 
A rather simplistic explanation of the PrPf as a present tense 
could be based on the finding that HAVE, the operator in PrPf construc-
tions, morphologically represents a present tense form (Salkie 1989: 7).77 
This view echoes an earlier approach that sees the PrPf, with its two 
functions “retrospective present” and “inclusive present”, as a link be-
tween past and present (Jespersen 1931: 47). Therefore, the PrPf should 
be functionally distinguished from the SPst (see also Kuhn 1989: 518). 
Others argue that the PrPf must be a present tense for reasons of analo-
gy, as, like the Simple Present, it establishes reference to the moment of 
speaking (Ota 1963: 41). Unfortunately, those accounts that argue for the 
PrPf as present tense are unable to explain the special status of the con-
struction, and have therefore not enjoyed widespread circulation or ac-
ceptance.78 
                                                          
76 Cf. Wright’s analysis of the PrPf as a construction that expresses “emotional anteriority” 
for a notable exception (1986: 75–76). 
77 See also Rastall, who claims that “[t]he writers of Standard reference grammars (both for 
native speakers and for English language learners) have all rightly stressed that in English 
[…] the present perfect is predominantly a present tense” (1999: 79). As was shown in 
Section 3.1 above, this claim is misleading, as reference grammars either categorize the 
PrPf as aspect (e.g. Quirk et al. 1985; Biber et al. 1999) or as a past tense (e.g. Huddleston 
& Pullum 2002). Furthermore, as will be shown in Section 3.3 below, the different uses or 
readings of the PrPf have also been hotly debated and are by no means universally agreed 
on, as maintained by Rastall (1999: 79–80). 
78 But cf. Reichenbach’s label “Anterior Present” (1947: 297). Within the domain of tense 
logic, the discussion of his theoretical tense system (with the three constituents event time, 
reference time and speech time; Reichenbach 1947: 288) and its applicability to English and 
other natural languages has been persistent, as have suggestions for revised versions of 
that system (e.g. Bennett 1978; Comrie 1985; Fenn 1987; Salkie 1989; Binnick 1991; Klein 
1992, 2009a, 2009b; Vlach 1993; Klein & Vater 1998; Michaelis 2006; Rothstein 2007; Vater 
2007). 
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A diametrically opposed position within the “perfect as tense” 
paradigm sees the PrPf as a past tense. It is most notably advocated by 
Huddleston (1996) and has found its way into the Cambridge Grammar of 
the English Language (Huddleston & Pullum 2002) in a basically unal-
tered form (see Section 3.1 above). Hence, suffice it to repeat here that 
the rationale behind this approach is that anteriority to the moment of 
utterance79 is the common denominator for both the PrPf and the SPst, 
and that the two forms are truth-conditional equivalents (Inoue 1979: 
587).80 However, they differ both formally, as the analytical PrPf is less 
grammaticalized than the inflectional SPst, and functionally, as the PrPf 
is non-deictic81 and expresses complex anteriority (it can refer to situa-
tions wholly before or before and up to the moment of utterance) while 
the SPst is deictic and merely expresses simple anteriority (it can refer 
only to situations wholly before the moment of utterance).82 This dis-
tinction is expressed in the labels “primary past tense” for the SPst and 
“secondary past tense”83 for the PrPf (Huddleston 1996: 106–112; see 
also Ota 1963: 2).84 
                                                          
79 Cf. also Weinrich’s notion of Rückschautempora (‘tenses for looking back’; Weinrich 
2001: 88). 
80 Contrasting with this view is the approach presented by Wright, who states that anterior-
ity, despite being the essential feature of the PrPf, does not differentiate the PrPf from the 
SPst as “[t]he anteriority marked by the perfect is not so much temporal as emotional in 
character” (1986: 85). This recalls pragmatic “speaker focus” considerations (Michaelis 
2006: 239 and Section 3.1). Yet, and in spite of her discussion and recognition of some 
aspectual characteristics (Wright 1986: 72–76), Wright categorizes the PrPf as “closer to 
tense than to aspect” (1986: 70) due to its deictic meaning. Her notion of tense, however, 
seems to be unconventional or at least highly flexible. In the context of a contrastive analy-
sis of the PrPf and the Past Perfect, she comes to the conclusion that the two forms “con-
trast in having different tenses” (1986: 74). 
81 Note that earlier accounts within the “perfect as tense” paradigm consider the PrPf as 
deictic, as it expresses a paradigmatic relation between the moment of the situation and 
the moment of speaking (Markus 1977: 51–59). 
82 Leaving aside the constraint that the PrPf does not usually combine with definite tem-
poral adverbials, one weakness of this approach is that the functional scope of the PrPf 
covers the range of the SPst. In consequence, the SPst would be a redundant element of 
the grammatical system of English or at least restricted to certain registers (as can be 
observed in other European languages). 
83 A different but related concept is that of “function times” (Harder 1997: 500). Within 
this model, tenses such as “past” may have various function times on a subordinate level 
that do not provide genuine temporal information but rather different points of view. The 
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A third approach is to consider the PrPf as a separate tense that is 
not a subcategory or modification of either past or present. This ap-
proach is mainly based on the observations that unlike a typical aspect 
(such as the progressive) the PrPf does not solely represent the internal 
temporal constitution of a situation (Lindstedt 2000: 368), and the ex-
pression of current relevance, often considered the defining semantic 
feature of the PrPf, is not a sufficient criterion for its classification as 
aspect. First, current relevance remains a vague concept (Declerck 1991: 
340) or may be only a meaning derived from other semantic labels (e.g. 
“anteriority”; cf. Wright 1986: 78) and, more importantly, depending on 
context is inherent in other forms such as the present tenses and argua-
bly all tenses (McGilvray 1991: 48; Harder 1997: 382). Moreover, if the 
PrPf is categorized as aspect, it is not clear whether it represents past or 
present or both on the tense level. Thus – and as the main function of 
the PrPf is to express temporal anteriority, a typical property of a tense85 
– it must be a tense in its own right (Declerck 2006: 38, 109). 
This reasoning has repercussions for Declerck’s view of the Eng-
lish tense system as a whole, necessitating the introduction of an addi-
tional absolute time zone besides past and present. Declerck explains 
that what differentiates the PrPf from the SPst is that while the former 
locates a situation in the “pre-present zone” 86 the latter locates it in the 
                                                                                                                           
PrPf would thus be past (tense) + anteriority to the “time of reckoning” (function time) 
(Harder 1997: 382; see also Section 3.3.1.1). 
84 Lindstedt offers an alternative approach within the “perfect as past tense” model, claim-
ing that the semantic functions of the PrPf play a major role with regard to its categoriza-
tion. He argues that the PrPf in AmE, for example, is “more tense-like than its British 
counterpart” (Lindstedt 2000: 371, 378), given that current relevance, arguably the defining 
feature of the perfect as aspect, is not as consistent in AmE in comparison to other read-
ings, such as experiential or indefinite past. Therefore, he suggests that the label “perfect” 
for the PrPf in AmE is inadequate (Lindstedt 2000: 378).  
85 Cf. also Dubois (1972). As has repeatedly been shown above and will be elaborated 
further below (see Section 3.3.1.1), other authors see the expression of anteriority as the 
central feature of perfects (and thus the PrPf) and not of past tenses in general (see e.g. 
Panitz 1998: 241; but cf. Portner 2003: 481–482 for a view that considers the pastness of 
the PrPf to be based solely on the Aktionsart of the verbs involved). 
86 An earlier version of Declerck’s tense system does not operate with the “pre-present 
zone”. In this version, the PrPf is situated in the “present zone” (Declerck 1991: 320). 
Kirsten (1994) and Panzner (1995) use the same “pre-present” label. Cf. also other termi-
nology with similar implications, such as “prospective” or “anterior present”. For a discus-
56 
 
“past zone”.87 The existence of the “pre-present” as a time zone (and 
therefore the PrPf as separate tense) is grounded in the finding that the 
PrPf “expresses a temporal structure which is different from the seman-
tic structure of any other tense” (Declerck 2006: 110; cf. Hantson 2005: 
246)88 and is therefore on a structural par with the other “absolute tens-
es” (Declerck 2006: 25),89 viz. the present, the past, and the future. 
3.2.3 Perfect as a grammatical category of its own 
As shown in the preceding sections, the analysis of the PrPf as either 
aspect or tense does not do full justice to the status of the construction, 
and therefore remains somewhat unsatisfactory. In order to remedy this 
situation and to provide a descriptively more adequate account, radically 
different proposals have been made as to how to grasp the janus-like 
nature of the PrPf and English perfects in general. 
These approaches gained currency mainly between the 1960s and 
the 1990s and employ various labels, such as “perfect as phase” (Joos 
1964; Markus 1977; Schopf 1984; Meyer 1992, 1995), “perfect as status” 
(Bauer 1970), “perfect as perfect” (Vermant 1983; Kortmann 1995) or 
“perfect as orientation” (Kortmann 1991).90 While some of the accounts 
(e.g. Vermant 1983) remain relatively vague in their explanations with 
respect to why the perfect should be a separate grammatical category, 
others (e.g. Bauer 1970; Markus 1977 or Meyer 1992) see particular se-
mantic characteristics (such as describing an accomplished fact, resulta-
                                                                                                                           
sion of terminology and psycholinguistic aspects related to these concepts, see Fenn (1987: 
141–144). 
87For Declerck, comparable to the approach by Huddleston & Pullum (2002: 143), pragmat-
ic speaker focus is the main determining factor between the location of a situation in the 
past or in the pre-present (Declerck 2006: 110; cf. Section 3.3.3). Note in this context that 
the different time zones in Declerck’s tense system do not say anything about the absolute 
temporal distance with regard to the moment of utterance (Depraetere 1996: 56). 
88 Others, however, have emphasized that this putatively singular temporal meaning of 
perfects is “elusive” (Matthews 1987: 111). 
89 The terminology seems slightly odd, as Declerck’s “absolute tenses” are in fact relative to 
the moment of utterance. Furthermore, others doubt that time zones can be defined objec-
tively (Vasudeva 1985: 188). 
90 For a discussion of terminology see also Fenn (1987: 249), who rejects a number of the 
terms but refrains from proposing alternatives. 
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tiveness, or current relevance) as sufficient criteria for distinguishing it 
from the established grammatical categories. Kortmann (1991, 1995) 
argues ex negativo that the perfect does not fully meet the criteria of ei-
ther aspect or tense (see the preceding sections) and, as a logical conse-
quence, must constitute a grammatical category of its own that is on a 
structural par, and interacts with tense and aspect (Kortmann 1991: 18 
and Figure 3.2.1). 
 
 
Figure 3.2.1. Grammatical categories as represented in accounts that posit the perfect as a 
grammatical category of its own 
He presumes that tense is deictic and aspect non-deictic. In addition, he 
argues that situation-internal time can be expressed by aspect and Ak-
tionsart only. Therefore, perfects cannot fall into the aspect category. 
Like tense, they express temporal anteriority and thus relate to situation-
external time. Nevertheless, they do not qualify as tense either, as the 
sole expression of anteriority is non-deictic. In other words, they “relate 
[…] some situation to a succeeding reference time” (Kortmann 1991: 20) 
and not to the coding time, the prerequisite for tenses.91 Thus, he con-
cludes that a further category, possibly labeled “orientation” (1991: 24), is 
needed to describe the grammatical status of the perfect (1991: 15–21).  
All of these models have a common advantage in that they avoid 
the inconsistencies and workarounds inherent in the classical “perfect as 
aspect” or “perfect as tense” approaches (see e.g. figures 3.1.1 and 3.1.2), 
and are relatively elegant as a result. However, and in spite of repeated 
expressions of appreciation of their descriptive usefulness (e.g. by Hack-
ert 2008: 129), they have not found general acceptance, as can also be 
deduced from their absence from reference grammars. 
                                                          
91 This line of argumentation is echoed by Nordlander (1997: 110; 1998: 13). 
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3.2.4 Alternative views 
In contrast to the approaches described in the previous sections, some 
theories on the status of the PrPf refrain from a one-dimensional analy-
sis due to the inherently hybrid nature of the construction. As shown 
above, all of the “perfect as aspect” and “perfect as a category of its own” 
accounts recognize certain temporal characteristics of the PrPf, but also 
concede that these may not adequately represent its functional range. 
This unease is expressed, for example, in the findings that the 
PrPf is “closer to tense than to aspect” (Wright 1986: 70; emphasis added) 
or “seems less tense-like than the past because it adds a specific kind of 
focus. […] The past tense only locates events and is neutral with regard to 
how they should be seen or conceived” (Petersen 2004: 116; emphasis 
added). This implies that the PrPf shares properties of tense (but less so 
than the SPst, for example), and aspect (unlike the SPst). Somewhat 
inconsistently, however, Petersen adds that the SPst, which is tradition-
ally seen as a tense, also contains features of aspect, though on a differ-
ent level of analysis that could be labeled “imperfectivity”. He comes to 
the overall conclusion that all verbal forms in English are without excep-
tion “non-monadic” (Petersen 2004: 116), meaning they unite features of 
tense and aspect, and therefore the category “tense-aspect”92 should be 
introduced.93 
Another alternative view can be found in the typological literature 
and in further analyses of the PrPf in English (e.g. Kallen 1989; cf. 
Wynne 2000: 174). There, it is recognized that tense and aspect “do not 
                                                          
92 Cf. Schwenter’s category “tense/aspect” (1994: 995) and Thieroff & Budde’s suggested 
category “tense-aspect” with the two values “perf” and “non-perf” (1995: 53), which is on a 
structural par with tense and aspect. Although employing similar terminology, the latter 
approach resembles the “perfect as a category of its own” view (see Section 3.2.3). 
93 Wynne takes a similar approach, maintaining that “verbal structures can never be re-
garded in isolation [but] must be seen in the context of the interplay between their aspectu-
al and semantic values” (Wynne 2000: 174). See also Bache, who considers the attempts at 
categorizing the PrPf as belonging to either tense or aspect as futile. He argues that, be-
cause the PrPf is semantically complex, it can best be described as involving more than one 
grammatical category. Thus, he proposes a compositional account for the PrPf and sug-
gests the metacategory “situational dependency” (1994: 59), which involves tense, aspect, 
and Aktionsart (1994: 53–59). See also Section 3.3.4. 
59 
 
always present themselves as separate and neatly delineated categories” 
(Dahl & Velupillai 2011a). The notion of a hierarchical ordering of dif-
ferent grammatical categories (see sections 3.1 and 3.2) is abandoned in 
favor of a non-hierarchical building-block model, where tenses, moods, 
and aspects as individual building-blocks constitute a holistic tense-
mood-aspect system of a language (Dahl & Velupillai 2011a) and where a 
part of this tense-mood-aspect system (e.g. the PrPf) might be realized 
by a range of surface forms (Kallen 1989: 7). 
3.3 Theoretical studies on the semantics and pragmatics of the 
Present Perfect 
Having discussed the different approaches toward the grammatical sta-
tus of the PrPf in English, this section now turns to a second area of 
scholarly dispute that has been responsible for a flood of publications 
and its aim is to present an overview of the positions on the semantic 
interpretations or “readings” of the PrPf. This is deemed necessary as (i) 
some of the empirical studies presented subsequently in sections 3.4 
and 3.5 rely on terminology and categories established in theoretical 
works, and (ii) the empirical part of the present study will establish the 
semantic value of the individual occurrences of the PrPf using a catego-
rization on corpus-based principles. The advantages of this approach, 
rather than identifying categories by way of introspective reasoning, will 
become clear in the course of the discussion. 
Generally speaking, a division can be made between monose-
mous accounts, which recognize a single basic meaning or underlying 
semantic principle that guides the usage of the PrPf, and polysemous 
accounts, which claim up to seven variable semantic readings of the 
construction. These readings are either content-sensitive or, in some 
cases, determined by context or the point of view of the speaker. In addi-
tion, compositional theories and views of the PrPf on different levels of 
analysis within the frameworks of pragmatics and text linguistics are 
presented. Note that despite the sheer number of accounts, it has re-
peatedly been observed that many of these accounts are incompatible 
with each other and, besides the finding that the PrPf may be used in 
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many different situations (Schlüter 2002a: 29), no real progress has been 
made in the countless years that scholars have spent establishing a se-
mantic theory of the PrPf (Schlüter 2002a: 60; Sempere-Martinez 2008: 
131).94 
3.3.1 Monosemous accounts 
Monosemous accounts of the PrPf share the claim that there is a single 
general meaning that underlies all other possible semantic interpreta-
tions of the construction, although further derived meanings may exist 
(e.g. due to Aktionsart of the main verb; cf. Portner 2003: 493; Allerton 
2008: 27). Thus, approaches are outlined here that see the general basic 
principle as the expression of either current relevance or anteriority (or 
posteriority).95 In addition, the “extended-now” perspective is sketched.96 
All of these approaches criticize polysemous accounts for various rea-
sons. On the one hand, the criticisms rest on formal grounds, specially 
that the criteria for assigning occurrences of PrPf forms to one category 
or another, such as temporal adverbials or the Aktionsart of the verbs 
involved, may be based on our general knowledge of episodes and events 
and so actually lie outside the PrPf construction or even outside lan-
guage. Therefore, it is argued that a distinction between different read-
ings of the PrPf is unnecessary from a linguistic perspective as it de-
                                                          
94 For older reviews of the literature on the semantics of the PrPf see e.g. Matthews (1987: 
120); Brinton (1988: 10–15) or Molsing (2006: 240–244). 
95 A combination of anteriority and current relevance can be found in Biber et al.’s (1999: 
460) general definition of the function of the PrPf: “the present perfect is used to refer to a 
situation that began sometime in the past and continues up to the present”. The second 
part of the argument (continuity up to the present) has been disqualified by some (Kuhn 
1989: 537), given that statements such as I have lived in Chicago but now I live in Montreal 
(“existential readings”, see Section 3.3.2.1) where there is arguably no actual continuity up 
the present, are possible. Others, however, take a wider perspective and include logical 
connections (e.g. living in Montreal could be a consequence of having lived in Chicago for 
some reason or another) to the present (Allerton 2008: 28). 
96 Note that occasionally also “indefinite” or “resultative” are seen as central the manifesta-
tions of the PrPf (Siemund 2004: 419 and the discussion in Depraetere 1998: 597). In the 
current study, these readings are listed under the polysemous accounts (see Section 3.3.2) 
as more often than not they are considered as just one particular interpretation among 
many options. 
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scribes “nothing but different consequent states” (Moens & Steedman 
1988: 20; cf. Moens 1987: 95–103) of the same meaning. On the other 
hand, it is claimed that categorizations within polysemous approaches 
are subjective and arbitrary;97 naturally, however, similar allegations 
have been made with regard to single meaning theories (e.g. Binnick 
1991: 382). 
3.3.1.1 Anteriority and posteriority 
The broadest possible approach is to see the expression of “anteriority” 
as the defining feature of the PrPf (Quirk et al. 1985: 4.18). As was 
pointed out above (Section 2.1), in the typological literature, this is seen 
as the basic and oldest function of perfects across all languages. The line 
of argumentation of most advocates of this view is that all other potential 
readings of the construction may be seen as derived from anteriority and 
thus constitute merely contextual variants of this central meaning (Bauer 
1970: 193–194; Vermant 1983: 112).98 Some authors leave the type of 
anteriority they have in mind vague and thus offer no rationale of what 
differentiates the PrPf from other tenses that can also be used to express 
anteriority (such as the SPst).99 Others, who operate within the frame-
work of (neo-)Reichenbachian tense logic, define it more narrowly as 
anteriority to a point of reference, which may or may not be identical 
                                                          
97 For a pertinent example see Meyer (1995: 218), who states that “[i]f we are to assume 
more than one meaning, then in principle we might just as well posit infinitely many 
because there are infinitely many contexts”, although he concedes that a single meaning 
approach may involve the acceptance of “fuzzy borders” (1995: 201). This view echoes 
Vermant (1983: 42; see also Portner 2003: 467–475). 
98 It is evident that these authors are only making a statement about the semantics of the 
verbal PrPf construction as such (“perfect qua perfect”; Bauer 1970: 193) and are disregard-
ing co-occurring elements such as temporal adverbials as well as Aktionsart of the verbs 
involved. Arguably this approach is too reductionist. As is to be shown in the empirical 
part of the present study, contextual factors and Aktionsart play an important role in the 
usage of the PrPf. 
99 See e.g. Bardovi-Harlig (1997) or Canavan (1983). However, the latter concludes that the 
PrPf as such neither locates the action on a time scale nor expresses tangentiality to the 
present moment (Canavan 1983: 41). See further Maule, who states that the PrPf is em-
ployed when “the speaker has chosen not to signal distance” (1991: 7). Yet, an explanation 
of the exact nature of this “distance” is lacking. 
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with the time of speaking (Bauer 1970: 191; Matthews 1987: 167) or, 
with similar implications, as anteriority to the “time of reckoning” 
(Harder 1997: 382). 
In further accounts, the focus is diametrically opposed as the 
point of view emerges from some point or state in the past and contin-
ues into the post-time of that point (up to the time of speaking) rather 
than looking backwards from the present. Therefore, in these accounts 
the expression of posteriority is seen as the main characteristic of the 
PrPf (Mugler 1988: 86; cf. Vermant 1983: 67).100 
3.3.1.2 Current relevance 
Another approach identifying the semantic properties of the PrPf is the 
positing of “current relevance” or “present relevance” (Comrie’s (1976) 
label) as the general underlying semantic principle. This view has been 
widely disseminated but has also attracted repeated criticism for a num-
ber of reasons. 
In very general terms, the PrPf “indicates the continuing present 
relevance of a past situation” (Comrie 1976: 52), which, from a diachron-
ic point of view, may be seen as one of the longest-standing implications 
of perfect forms in general (besides anteriority). However, the exact 
nature of current relevance might have changed in the course of time, 
now allowing for the inclusion of more and more different subtypes, 
such as continuative interpretations (Hantson 2005: 251).101 The propo-
nents of the notion of current relevance try to provide a comprehensive 
principle that grasps the dual nature of the PrPf as a grammatical form 
that is related to the past and present time sphere and creates reference 
to both (Comrie 1976: 52; 1985: 35; cf. Section 3.2.2 above). In addition, 
it has been stressed that current relevance excludes the use of definite 
temporal adverbials, and that the recentness of the situation being re-
                                                          
100 See also the definition within Klein’s temporal framework, who sees “TT [= topic time; 
V.W.] in posttime of TSit [= time of situation; V.W.]” (1994: 111; cf. Section 3.2.1) as the 
general meaning of the PrPf. 
101 See also Michaelis, who states that the subcategorization of current relevance is a mat-
ter of “constructional polysemy” rather than “structural ambiguity” (1998: 115–116). For 
this reason, she favors the current relevance account as opposed to a polysemous approach. 
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ferred to may be seen as a sufficient criterion for establishing current 
relevance. However, current relevance does not necessarily imply re-
centness (Comrie 1976: 60; 1985: 32). Another approach is to state that 
the PrPf, in contrast to perfective tenses such as the SPst (which de-
scribe a situation as discrete), creates various connections to the present 
(Allerton 2008: 27).102 Although authors accept that current relevance so 
defined is a rather vague and fuzzy notion,103 it is argued that it serves 
adequately as an overall principle as it allows for the vast number of 
potential connections and the variety of their individual characteristics 
(Brinton 1988: 14). It has been suggested elsewhere (Rastall 1999: 83) 
that, despite its fuzziness, in some cases the current relevance principle 
is responsible for a reversal of the usual grammatical constraint that the 
PrPf cannot co-occur with definite temporal adverbials, especially if 
speakers consider the information they convey particularly newswor-
thy.104 This is taken as an explanation of why combinations of the PrPf 
and definite temporal adverbials occasionally do occur.105 
Although the vagueness surrounding what current relevance ac-
tually represents allows for a fairly inclusive and generic approach, thus 
making current relevance an appealing concept, this very vagueness has 
underpinned various criticisms. First, it has been pointed out that cur-
rent relevance has been defined differently by different authors (Ver-
mant 1983: 21). While this may be undesirable, it is by no means un-
                                                          
102 Cf. also Dahl & Hedin, who maintain that current relevance is an important general 
principle “for the interpretation of event-referring sentences in general” (2000: 399) and in 
consequence also for the choice between the PrPf and the SPst. 
103 It is indicative in this regard that Veloudis speaks of a “feeling of ‘current relevance’ it [= 
the PrPf; V.W.] can be intuitively associated with” (2003: 388; emphasis added). See also 
Harder, who states that the PrPf always bears some kind of relevance “if you are not too 
picky about your criteria” (1997: 384). 
104 However, it should be evident that “newsworthiness” is a very subjective criterion in 
itself. For further examples of occurrences that apparently violate the constraint see Ver-
mant (1983: 65–84). 
105 Quite the opposite view is taken by Kirsten, however, who argues that the non-
compatibility of the PrPf and definite temporal adverbials disproves the applicability of the 
current relevance principle (1994: 46). This is a line of argumentation that cannot easily be 
ignored. If current relevance was the general (and potentially overriding) principle, combi-
nations of the PrPf and definite temporal adverbials would be commonly accepted or at 
least much more frequent (cf. also Comrie’s position outlined above). 
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common in scholarship in general and especially in linguistic treatises 
of the PrPf. What is more detrimental to the applicability of current 
relevance as an abstract notion, however, is the subjectivity that is in-
volved on the part of the speakers. In other words, it is not always easy to 
objectively determine why a speaker wants to express current relevance 
in one case but not in another, and how it is conceptualized by the indi-
vidual speaker (Binnick 1991: 382). Second, current relevance has been 
rejected as being too broad as it is not inherent in the verbal structure of 
the PrPf construction as such, but rather based on context, for example 
co-occurring temporal adverbials, general knowledge, or statements in 
the preceding or following discourse in general. Therefore, it cannot be 
an inherently semantic principle (Canavan 1983: 40; Mugler 1988: 69–
83; Wynne 2000: 168). Third, it has been noted that, due to its vague-
ness, current relevance could also easily be ascribed to all tenses in one 
way or another (McGilvray 1991: 48; see also Salkie 1989: 4)106 as, ac-
cording to Gricean principles, all meaningful statements should fulfill 
the relevance criterion (Harder 1997: 382). Fourth, it has been argued in 
accounts of the “PrPf puzzle” (that is, why the English PrPf, unlike per-
fects in other languages, does not combine with definite temporal ad-
verbials) that the explanatory power of the current relevance principle is 
limited as it does not account for why the PrPf does not allow precise 
localization in time. Therefore, it does not contribute to solving the 
“PrPf puzzle” and is not generally valid, as it is not operative with, for 
instance, non-finite forms (Klein 1992: 531–532; 2010: 1241).107 Fifth, it 
has been criticized that various layers of verb meaning are subsumed 
under the umbrella term “current relevance”, although in fact they 
should rather be seen as discrete interpretations on different levels. An 
onion metaphor illustrates this approach: a particular occurrence of a 
                                                          
106 Cf. the following (constructed) examples that put current relevance as specific to the 
PrPf in doubt as the events resulting from these situations are still relevant in one way or 
another: (i) Yesterday he broke his arm. (ii) Last week he was pulled over by the police and had to 
hand in his driving license. 
107 Klein (1992: 531) furthermore recognizes the difficulty of properly defining “relevance”. 
A solution to this problem is proposed by Depraetere, who, in order to preserve the current 
relevance principle, favors a flexible approach and argues that “the denotation of relevance 
depends on the different situation types referred to” (1998: 602). 
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PrPf form may be existential (layer 1) + continuative (layer 2) and poten-
tially also resultative (layer 3). Thus, current relevance again is rejected 
as being too broad to serve as a semantic principle for the description of 
the PrPf (Wynne 2000: 168).108 
In view of this criticism, and although the notion of current rele-
vance holds some explanatory power for PrPf usage, it has been pro-
posed that it represents a concomitant phenomenon rather than the 
major underlying principle of the PrPf (Kirsten 1994: 47). This view has 
sparked further discussion as to whether current relevance should be 
preserved not as a semantic but rather as a pragmatic concept, while 
others favor a compositional approach (see e.g. Depraetere 1998: 598–
602).109 Without going into terminological detail, note that within these 
accounts, current relevance has been seen as either inference (Salkie 
1989: 6), implicature (Depraetere 1998: 598), or presupposition (Jaszczolt 
2009: 86).110 What these authors have in common is that their approach-
es allow for current relevance as an overarching principle of the PrPf; 
however, on a superordinate (pragmatic) level of linguistic analysis.111 
Accordingly, various readings on the subordinate (semantic) level are 
possible with current relevance as the “common denominator” 
(Siemund 2004: 414; see also Comrie 1976; Hantson 2005; Davydova 
2008).112 
                                                          
108 See further Lindstedt, who proposes a slightly different cumulative approach where 
current relevance combines with a “resultative”, “experiential” or “other” meaning (2000: 
378). 
109 “Current” in Depraetere’s account still represents an inherent semantic notion (“con-
nection between past and present”; 1998: 602). 
110 For Jaszczolt, pastness is the second overarching principle of the PrPf. She also tries to 
tackle the PrPf “puzzle” and states that definite temporal adverbials do not co-occur with 
the PrPf “not because they don’t convey pastness but because of this common-ground 
presupposition of current relevance” (2009: 86; but cf. Klein 1992: 531–532; Kirsten 1994: 
46). 
111 Further considerations on the pragmatics of the PrPf can be found in Section 3.3.3 
below. 
112 This is also why some authors appear twice, for example as proponents of current 
relevance and a polysemous account, in Table 3.3.1, which gives an overview of semantic 
theories and categorizations of the PrPf. These authors employ a multiple-layer approach 
which shows that current relevance and polysemous accounts are by no means irreconcila-
ble. Furthermore, in these multiple-layer approaches, clines of different semantic readings 
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3.3.1.3 Extended-now (XN) 
While “extended-now” is occasionally viewed as one particular semantic 
reading of the PrPf (e.g. by Davydova 2008) that corresponds to the read-
ing more commonly labeled “continuative” (see Section 3.3.2.4), some-
times it is considered to be the general semantic principle underlying 
the PrPf. This view, most prominently developed in a treatise by 
McCoard (1978), derives from the finding that definite temporal adver-
bials combine with the SPst but not with the PrPf.113 
It is based on the notions that (i) anteriority is a shared feature of 
the PrPf and the SPst and therefore cannot be the underlying principle 
of the PrPf, (ii) the PrPf and the present tense have some shared charac-
teristics, such as reference to the present, and (iii) the main feature of 
the PrPf is “past-including-the-present” (McCoard 1978: 152), which is 
responsible for the non-compatibility of the PrPf and definite temporal 
adverbials as these refer to a past that is separate from the present.114 
The PrPf can therefore be delineated from the SPst as the former ex-
presses “inclusion” (McCoard 1978: 154)115 but the latter does not. 
While the extended-now theory still enjoys some currency (Ra-
thert 2004; Rothstein 2007, 2008; Mittwoch 2008), its value as a general 
principle for the description of the PrPf has been doubted. This is main-
ly due to the inherent weakness that it is not able to make meaningful 
statements about tense choice when temporal adverbials are involved 
(Dinsmore 1981: 479–480; see also Giorgi & Pianesi 1997: 92). Like the 
criticisms of current relevance, it has been argued that the extended-now 
view describes the context rather than the semantics of the verbal PrPf 
                                                                                                                           
with regard to current relevance, for example from resultative (most current relevance) to 
experiential (least current relevance) are suggested (e.g. Davydova 2008: 3). 
113 McCoard also provides extensive criticism of current relevance and other PrPf theories. 
Cf. in that regard Binnick, who states that current relevance theory “is in fact a kind of XN 
theory, but one in which the strong XN requirement is a pragmatic condition” (1991: 272; 
emphasis original). See also sections 3.3.3 and 3.3.4. 
114 More recent authors advocating an extended-now view have emphasized that this ac-
count is not compositional as the definite temporal adverbial constraint is not due to the 
semantics of the present tense component (= the auxiliary) of the PrPf construction (Roth-
stein 2008: 175). 
115 In McCoard’s hierarchy of grammatical categories, inclusion would be a subcategory of 
tense, while tense is on the same level as aspect (1978: 152). 
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construction as such (Mugler 1988: 69–83) and fails to account for non-
finite forms of the PrPf (Klein 2010: 1241). 
3.3.2 Polysemous accounts 
In contrast to monosemous accounts of the PrPf, advocates of polyse-
mous semantic theories postulate up to seven different semantic read-
ings of the PrPf. These readings may vary according to different dimen-
sions and can be seen as interpretations or categorizations of how and 
when the PrPf may be used. The conceptualization of the semantics of 
the PrPf is usually broader in the sense that polysemous accounts delib-
erately include the context in determining the various semantic func-
tions of the construction. In more general terms, the rationale for estab-
lishing a polysemous account for tense and aspect forms is the observa-
tion that these forms are used in various contexts (Binnick 1991: 104). 
Attempts at a unified analysis – that is, the definition of a single underly-
ing meaning – are therefore overly abstract. The following sections will 
describe the various semantic functions individually and provide exam-
ples from the corpus data for illustration. At the end, an overview of 
different polysemous models will be given. 
3.3.2.1 Indefinite/existential past 
The first semantic function to be outlined, the “indefinite” (Binnick 
1991; Leech 2004; Miller 2004a)116 reading, is almost universally recog-
nized in polysemous accounts of the PrPf (see Table 3.3.1 below). Other, 
less common labels for this type include “existential” or “experiential” 
(Mittwoch 2008), “up-to-now” (Declerck 2006), or “remote” (Panitz 
                                                          
116 Note that other authors use this label differently (e.g. Depraetere 1998; Declerck 2006) 
to refer to what is commonly labeled the “resultative” category. “Indefinite past” has also 
been developed as a more general theory that tries to explain the difference between the 
PrPf and the SPst as due to features outside semantics (e.g. by Vermant 1983), i.e. whether 
the time that is referred to is definite (SPst) or indefinite (PrPf), although it has been 
recognized that “[e]ven when indefinite, the perfect has a number of different uses” 
(Binnick 1991: 98). For a brief contrastive analysis of various perfect theories, see further 
Binnick (1991: 264–265). 
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1998). See (1) and (2) for examples of utterances that would typically be 
categorized as indefinite. 
 
(1)  Now here is another picture of the mobile space mobile that 
I’ve shown you before (ICE-PHI s2a-035) 
(2)  Anyway for those of you who have not read Fowles do you 
think that you will (ICE-IRL s1b-019) 
 
The rationale behind the proposal of the indefinite label is (i) that the 
focus is on the location of a situation in the past, but with no temporal 
definiteness (hence, the terminology) and (ii) that, unlike when using 
the SPst, relevance to the present moment should be conveyed (Bybee et 
al. 1994: 61–62). Others have recognized that (i) may well also be a crite-
rion for the SPst, particularly if an utterance lacks temporal adverbials 
(Schlüter 2002a: 178); thus, a “definite” versus “indefinite” dichotomy 
for establishing the contrast between the SPst and the PrPf is necessarily 
deficient (Fenn 1987: 162–166). In addition, a number of cues such as 
typical temporal adverbials (e.g. ever, never, once, etc.), expressions involv-
ing BE (Has she been to Madrid?), prosodic features (stress on HAVE), or 
more general features such as repeatability have been identified that all 
strongly suggest an indefinite reading (Mittwoch 2008: 326). 
3.3.2.2 Recent past/hot-news 
The second semantic function that is seen as a separate category in the 
majority of polysemous accounts (see Table 3.3.1 below) is the “recent 
past”117 or “hot-news” perfect. It is described as expressing recentness 
and therefore typically occurs at the beginning of news bulletins (see (3)) 
or statements about recent discoveries, and co-occurs with temporal 
adverbials such as recently or just as in (4). 
 
(3)  The government has put up a ₱200-million loan fund for the 
displaced workers. Employee Compensation Commission 
                                                          
117 Occasionally, the term “recent indefinite past” (e.g. Leech 2004) is employed. 
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Executive Director Teofilo Hebron said […] (ICE-PHI w2e-
007) 
(4)  I am appalled that Mitsubishi have sold people a model of 
car with known defects, and am furious that I have just spent 
$26,000 on a car that performs so badly. (ICE-AUS w1b-029) 
 
Other observations with regard to the recent past reading of the PrPf are 
that in AmE, recent past contexts more often than not involve the SPst 
(Miller 2000: 337) and that opinion remains divided over the issue of 
whether the recent past is merely a subfunction of the “resultative” read-
ing (Michaelis 1994: 127; see also Fenn 1987 and Brinton 1988) or 
should represent a distinct function of its own (Schwenter 1994: 997).118 
3.3.2.3 Resultative past 
A third semantic function assigned to the PrPf is that of “resultative” or 
“stative”. These labels are chosen as the PrPf may emphasize the change 
of state and its present consequences (see (5)) due to some kind of caus-
al connection (Portner 2003: 500), while “nil results” (Huddleston & 
Pullum 2002: 145), as in (6), are possible. Authors acknowledge, howev-
er, that a resultative interpretation heavily depends on pragmatics and 
the surrounding context (Michaelis 1994: 128; Huddleston & Pullum 
2002: 145).119 
 
(5)  Though the days have gone when the French changed their 
governments with unusual frequency (ICE-NZ w2e-010) 
                                                          
118 Schwenter concludes that recent past should be seen as a separate reading since what 
follows a recent past PrPf (e.g. in a news bulletin) focuses on an “elaboration of the past 
event, not of its present consequences” (1994: 1001). Against this view, it could be argued 
that the recent past reading for the most part makes a statement about the semantics of the 
discourse rather than about the function of the construction (and its context) as such 
(Matthews 1987: 128). Binnick (1991: 99) presents a wholly different approach, seeing 
recent past readings as mere inference. 
119 See the example She has been to the bank, which could imply various notions such as 
‘she has some money’ or ‘the cheques are deposited’ (Huddleston & Pullum 2002: 145). 
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(6)  I have not become disciple of anybody so far but most of 
these philosophers had been uh having some or the other 
impact on me (ICE-IND s2a-028)120 
 
Nearly all categorizations of the PrPf include a resultative category and, 
with regard to frequency, this interpretation is often said to be the most 
common reading of the PrPf (Bauer 1970: 189; Miller 2000: 324; Leech 
2004: 40; Davydova et al. 2011: 303). The prominence of the resultative 
reading has been attributed to two factors. From a diachronic perspec-
tive, resultative contexts are believed to be the oldest contexts in which 
the PrPf has grammaticalized (see Section 2.4). Additionally, findings 
from studies on first-language acquisition suggest that the resultative 
reading is the first one used by children (Slobin 1994: 129). Therefore, 
the resultative can be seen as a kind of core meaning of the PrPf con-
struction. At the same time, however, proponents of a resultative read-
ing have been criticized for not being able to show how it differs from 
other interpretations, and for not disproving the claim that it is just a 
pragmatic addition to the indefinite/experiential reading (Mittwoch 
2008: 340). In addition, some authors (e.g. Miller 2000: 330) consider the 
resultative interpretation redundant as all events in the past (and there-
fore all the situations described by the PrPf) have consequences in one 
way or another, and therefore this cannot be a sufficient criterion for 
establishing a separate reading. 
3.3.2.4 Continuative past 
The last semantic function that is universally accepted is termed “con-
tinuative”,121 while various other labels such as “universal” (McCawley 
1983; Binnick 1991; Ritz & Engel 2008), “extended-now” (Miller 2004a; 
Davydova 2008; Davydova et al. 2011), “inclusive” (Hantson 2005), “per-
sistent situation” (Comrie 1976; Dahl 1985; Dahl & Velupillai 2011c), 
and the bulky “state-up-to-the-present + habit-in-a-period-leading-up-to-
the-present” (Leech 2004) have been suggested. As these designations 
                                                          
120 Cf. also She has been to the gas station, but forgot the key to the tank. 
121 It is also supposed to be a diachronically late development (Boogart 1999: 150). 
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imply, a situation is viewed as continuing through a temporal period up 
to and potentially beyond the moment of speech (which is normally 
identical with the present moment).122 Further features likely to co-occur 
with the continuative reading are the expression of general truths (see 
(7)) and, on a structural level, the use of the progressive (van Rooy 2009: 
326) and a restricted set of verbs that are associated with a stative Ak-
tionsart. In the default case, a continuative reading is only possible when 
an extended time-span is indicated by a temporal adverbial, typically by 
phrases with ever, since or for, as in (7) and (8). Therefore, empirical stud-
ies (e.g. Elsness 1997; Schlüter 2002a; Hundt & Smith 2009) have shown 
continuative readings to be quantitatively less frequent than other read-
ings. 
 
(7)  There there will be even if it’s just the sense of change which 
is so important that uh other areas of the world where 
they’ve had decay for for many years […] (ICE-IRL s1b-026) 
(8)  […] and the largest, richest chocolates you’ve ever seen! Best 
cup of coffee I’ve had since my arrival in the U.S. (American 
coffee is disgusting) […] (ICE-GB w1b-012) 
 
To complete the picture, the table below provides an overview of poly-
semous accounts of the PrPf. Note that this table also contains some of 
the more “exotic” labels for individual readings as well as additional 
readings (such as “iterative” or “occurrence”) that were not outlined in 
the preceding sections. 
  
                                                          
122 Note that Schlüter (2002a: 167) found identity of moment of speech with the Reichen-
bachian moment of reference in 96% of all cases in his data. 
72 
 
Table 3.3.1. Overview of polysemous semantic accounts of the PrPf (alternative labels in 
parentheses)123 
 Readings of the PrPf Applied by 
T
w
o 
re
ad
in
gs
 Resultative Continuative Bauer 1970, Brinton 1988 
Existential Universal Rathert 2004 
Non-continuative Continuative Huddleston & Pullum 2002;  
van Rooy 2009 
T
hr
ee
 r
ea
di
ng
s 
Existential  
(experiential,  
indefinite) 
Resultative  
(stative) 
Continuative  
(universal, XN, inclusive, habitual) 
Quirk et al. 1985; Fenn 1987; 
Kirsten 1994; Michaelis 1994, 
1998; Kortmann 1995;  
Tagliamonte 2000; Hantson 2005; 
Davydova et al. 2011 
Up-to-now Indefinite Continuative Declerck 2006  
Fo
ur
 r
ea
di
ng
s 
Existential  
(experiential, indefi-
nite) 
Recent past  
(hot-news) 
Resultative 
(stative) 
Continuative  
(persistent situation, universal, XN) 
Comrie 1976; McCawley 1983; 
Dahl 1985; Binnick 1991; Winford 
1993; (Huddleston & Pullum 
2002); Portner 2003; Siemund 
2004; Miller 2004a; Ritz & Engel 
2008; Davydova 2008 
Indefinite Recent 
indefinite 
past 
Resultative State-up-to-the-present + 
Habit-in-a-period-leading-up-to-the-present 
Leech 2004 
Fi
ve
 (o
r 
m
or
e)
 r
ea
di
ng
s 
Experiential/existential/ 
remote/indefinite 
Recent past Resultative Persistent situation Occurrence  
(A light has flashed) 
Panitz 1998 
Experiential/existential Hot-news Indefinite/ 
resultative 
Continuative Iterative/repetitive/ 
declaratory 
Depraetere 1998 
Experiential Recent past Resultative Persistent situa-
tion/universal 
Evidential Dahl & Velupillai 2011c 
 
3.3.3 Pragmatic approaches 
As indicated above, some authors argue that a functional analysis of the 
PrPf on a purely semantic level is not satisfactory given that (i) cross-
categorizations are possible,124 and (ii) the proposed semantic categories 
are more or less arbitrary, as demonstrated by the very scope and variety 
of polysemous accounts that exist (see Table 3.3.1). In addition, it has 
                                                          
123 See Brinton (1988: 11) and Nishiyama & Koenig (2010: 615) for contrastive tables in-
cluding further authors. Note that the representation of Declerck’s (2006: 312) categoriza-
tion is not correct in Nishiyama & Koenig (2010). 
124 All the examples mentioned in sections 3.3.2.3 and 3.3.2.4 above, for instance, can 
arguably be interpreted as either resultative or continuative. 
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been suggested that the PrPf is pragmatically rather than semantically 
ambiguous. Operating within a speech act framework, the proposed 
pragmatic values the PrPf can take (which means these are inferences to 
be drawn by the addressees) are (i) “persistence”, that is, a situation still 
holds true at the present moment,125 (iia) “evidential”, that is, the truth 
or likelihood of the object of a speech-act verb is affirmed, (iib) “topic 
negation”, that is, the topic of the further discourse should be deter-
mined, and (iii) “commonsense”, that is, evidence for a claim is provid-
ed. These values are illustrated in (9) to (12) respectively (Nishiyama & 
Koenig 2010: 633–636; adapted examples).126 
 
(9)  He has been a member of her household ever since. (infer-
ence: ‘He is a member of her household’) 
(10)  She has said its losses stand at 6 billion. (inference: ‘Its loss-
es stand at 6 billion’) 
(11)  Have you done a lot of camping recently? (inference: ‘I want 
to talk about camping’) 
(12)  You can go around the world in 80 channels. I have sat down 
on my couch and watched among other things... (inference: 
‘It is possible to go around the world in 80 channels’) 
 
In contrast to this view of the PrPf (monosemous on the semantic level, 
polysemous on the pragmatic level), others (e.g. Siemund 2004; Hantson 
2005; Davydova 2008) take a diametrically opposed position, suggesting 
that a dual-layer approach is descriptively most adequate.127 Within the 
                                                          
125 It has been noted that since-constructions, too, always create an existential presupposi-
tion of the event (Iatridou 2003: 135). 
126 Note that Nishiyama & Koenig (2010: 637–640) furthermore postulate that one of the 
main functions of the PrPf is to establish discourse coherence. This position is similar to 
the textlinguistic approach by Nordlander, who maintains that “in order to understand the 
intentions of the speaker properly, the hearer needs some additional clarifying means to 
avoid having to resort to mere guess-work. This clarifying means is provided by the present 
perfect construction in the form of a cohesive link between the proposition expressed in 
the present perfect clause and one particular contextual – implicit or explicit – feature 
which will help the hearer to understand the sentence in a coherent way, namely the tem-
poral point of reference” (1998: 12). 
127 This view can be traced to Comrie (1976). 
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latter position, concepts such as current relevance are considered as 
existing on the pragmatic level, while different readings are possible on 
the semantic level. By the same token, this provides a basis for resolving 
two areas of dispute, namely variable contexts between the SPst and the 
PrPf as well as the definite temporal adverbial constraint. 
With regard to variable contexts, current relevance is seen as a 
general notion that expresses the perspective of the speaker,128 who, 
unlike with the SPst (Michaelis 1994: 115; 1998: 216–217),129 wants to 
convey the relevance of the utterance for the present moment, which is 
conventionally done by way of the PrPf (Markus 1977: 83; Depraetere 
1998: 610).130 Provided that the addressee is aware of this perspective 
(Fenn 1987: 197), further possible implications are resultativeness, con-
tinuity (Molsing 2006: 248), or “livingness” (Ward 1967: 49) of a past 
situation.131 Note that the importance of pragmatics has also been rec-
ognized in some genuinely polysemous accounts, which acknowledge 
that the different readings of the PrPf are context-sensitive and therefore 
determined by the preceding and following discourse (Panitz 1998: 241). 
With regard to the definite temporal adverbial constraint, it has 
been proposed that it is not part of the semantic structure of the PrPf but 
rather a pragmatic feature that has grammaticalized over time (Kort-
mann 1995: 197–198). This could be paraphrased as “the PrPf is not 
                                                          
128 For an argumentation in favor of the general importance of speaker perspective see 
Pulgram, who argues that “it is not the event as such but rather the way the speaker wants 
the hearer to perceive it that determines which tense should be used” (1987: 384; cf. De-
clerck 2006: 322). 
129 Cf. also Binnick, who states that “the perfect differs only pragmatically, but not in 
meaning, from the past” (1991: 459). 
130 Note, however, that while Markus speaks of secondary functions of the PrPf, which 
belong either to the pragmatic or to the semantic level (1977: 83), Depraetere still remains 
undecided about “whether it is the semantics of the present perfect or a conventional 
implicature which explains why propositions to now arise whenever an indefinite present 
perfect sentence is processed” (1998: 611). I suggest that this very much depends on one’s 
definition of current relevance, as for some readings of the PrPf (such as the existential 
reading), the relevance of the utterance for the present moment can be negated and is 
therefore arguably not applicable (e.g. He has worked for a pharmaceuticals company. But this 
is of no importance for his present job) (see further Kuhn 1989: 537). 
131 As should be clear from the preceding sections, these are more commonly seen as 
semantic functions rather than implicatures of the PrPf. 
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acceptable if the sentence is (explicitly or implicitly) thematically domi-
nated by a past context” (translated from Markus 1977: 83). This is the 
case where definite temporal adverbials are used, and therefore the PrPf 
is ruled out. This point will be revisited in the next section. 
3.3.4 Compositionality 
The preceding sections have repeatedly highlighted the elusiveness of 
the PrPf, especially with regard to grammatical and semantic categoriza-
tion. In response to this, some authors have recognized that attempts to 
comprehend the janiform nature of the PrPf within a single framework 
will inevitably fall short. Thus, applying Frege’s principle, the PrPf has 
recurrently been described as a grammatical construction that unites 
features of different (i) morphological forms, (ii) grammatical categories, 
or (iii) levels of linguistic analysis. Therefore, it warrants the label “com-
positional”. The present section sketches the differing types of composi-
tionality that have been attributed to the PrPf. 
On a mere morphological level, it has been recognized that the 
dual nature of the PrPf is expressed in its form, where the auxiliary HAVE 
is a present tense form while the past participle represents the past 
component of the construction (Comrie 1976: 107). This has been inter-
preted as “form represents meaning” (Hantson 2005: 246);132 that is, 
whether the PrPf should be viewed as a present or a past tense (see Sec-
tion 3.2.2) remains undecided as it unites features of both, namely refer-
ence to the present moment + reference to the past.133 However, this 
position has not gone unchallenged. Klein & Vater (1998: 218) called it a 
“gross oversimplification” as it does not properly explain the intricacies 
                                                          
132 See also Hantson’s alternative suggestion that “all that is expressed by the verb have is 
the fact that there is a connection between the subject and the completed action denoted by 
the past participle” (2005: 249). However, the exact type of connection is left unspecified. 
133 Note that transformational theories employ a similar compositional approach, claiming 
that a surface structure PrPf has two underlying tenses, namely a matrix sentence that is 
present and an embedded sentence that is past (Dinsmore 1981: 477–482; McCawley 1983: 
104; Fenn 1987: 159–162); hence the term “embedded past theory” for this account. This 
theory has been viewed as inadequate by later commentators as it does not explain the 
different uses of the PrPf (existential, resultative, etc.) and, moreover, it is considered 
untenable from a typological perspective (Binnick 1991: 265). 
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of why the PrPf is different from other tenses; that is, (i) why variable 
contexts, for example with the SPst, do exist, (ii) why there are implica-
tions such as the definite adverbial constraint, and (iii) why the “present” 
component is very weak at best in existential readings of the PrPf. Nei-
ther is it valid from a typological perspective, as this type of “present + 
past” compositionality only holds true for English and is not applicable 
to other languages, in which the “present” component has been fully lost 
(see Section 2.4), and perfects even have a more extended functional 
range than pasts. In addition, it can be argued that the PrPf is more than 
the sum of its parts (present + past), which clearly indicates that it has 
grammaticalized and should no longer be seen as truly compositional 
(cf. the discussion for the German Perfekt in Rödel 2007: 71–72). 
Within approaches that view the PrPf as a mixture of grammatical 
categories, two or three components are recognized. The underlying 
assumption is that verb forms are complex and carry more than one 
grammatical category (Petersen 2004: 116; see also Section 3.2 above), 
which implies that a categorization as either tense or aspect (or some-
thing else) is inadequate and that two components, tense + aspect (Klein 
& Vater 1998: 225),134 or even three components, tense + aspect + Ak-
tionsart, constitute the overall meaning of the PrPf, arguably necessitat-
ing a broad metacategory such as “situational dependency” (Bache 1994: 
59). 
Kortmann (1995) provides an alternative approach, with the three 
components (present) tense + perfect (as grammatical category; see Sec-
tion 3.2.3) + Aktionsart.135 He argues that compositionality with regard 
                                                          
134 These two components can be marked morphologically. HAVE + the past participle 
(ending) signal perfect aspect, while the morphological ending of HAVE (e.g. the third 
person -s) signals tense (Binnick 1991: 268). This approach would allow for a unified analy-
sis of past, present and future perfects. Nevertheless, it can be argued that it is not fully 
adequate for English, given that HAVE often occurs without any overt morphological mark-
ing and past participles and SPst forms of regular verbs are formally congruent. This 
would imply that “form represents meaning” in this case is valid with caveats only, and 
that further factors beyond morphological form have to be taken into consideration when 
explaining the compositionality of the PrPf. 
135 Aspect (with the values progressive or non-progressive) could be added as a further 
component. Cf. an alternative account of compositionality of the PrPf by Nordlander (1998: 
6) that is based on Aktionsart principles. Suffice it to say that in his approach, the composi-
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to the semantics of the PrPf is an appealing concept as it is “intuitive” 
(1995: 183), mostly operates on binary distinctions (present vs. past, 
perfect vs. non-perfect, etc.), and succeeds in deriving the various se-
mantic functions (three in his case)136 of the PrPf from its components 
(see Table 3.3.2), although he concedes that contextual elements such as 
temporal adverbials or further lexical items may be relevant (Kortmann 
1995: 196). 
 
Table 3.3.2. Semantic compositionality of the PrPf according to Kortmann (1995) 
 semantic function 
component resultative experiential continuative 
Present tense 
 
Yes Yes Yes 
Perfect  
(anteriority) 
Yes Yes Yes 
Aktionsart Stative (Telic) 
events 
Not specified 
Contextual  
elements 
Optional Optional Obligatory  
(temporal adver-
bials) 
 
Compositional accounts of this kind (see also Naumann 1998: 193) have 
been criticized, however, especially in light of approaches that see tense 
and aspect (and perfect) not as clearly separable but rather as closely 
related and interacting categories (Michaelis 2006: 221). In addition, one 
potential weakness of Kortmann’s (1995) approach lies in the fact that 
the continuative should constitute a semantic reading of its own alt-
                                                                                                                           
tionality of the PrPf is that a characteristic of each PrPf situation is development from a 
punctual/telic phase (first component) into a stative phase (second component). In a 
similar manner Katz advocates stativity as the main semantic property of the PrPf, in the 
sense that “perfect predicates denote the state that comes into being when an event occurs” 
(2003: 215). 
136 Kortmann’s category “resultative” includes the perfect of recent past. 
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hough its defining property is to be found in contextual elements 
alone.137 
A third type of compositionality views the PrPf as having a unified 
meaning consisting of a semantic as well as a pragmatic component. 
This approach comes in the shape of a theory developed by Klein (1992), 
who aims to account for the temporal adverbial constraint of the PrPf.138 
He states that if “the position of a time span in relation to TU [= time of 
utterance; V.W.]” is specified either by lexical means (e.g. temporal ad-
verbials) or by the grammar (e.g. tense forms such as the present tense) 
it is “p-definite [that is,] it fixes a definite position on the time axis” 
(Klein 1992: 544). Within his temporal framework, which recognizes two 
time spans for the PrPf, TT (topic time) and TSit (time of the situation; 
see Section 3.2.1 above), Klein proposes that a pragmatic “p-definiteness 
constraint” is in operation. This constraint establishes that either TT or 
TSit can be expressed by a p-definite item, but not both time spans at the 
same time. To explain the ungrammaticality of expressions such as (13) 
he comes to the conclusion that for the PrPf, the expression that is p-
definite is the present tense morpheme HAVE, which, unlike other tens-
es, specifies TT, and therefore the occurrence of any further p-definite 
expression that specifies TSit, such as definite temporal adverbials, is 
ruled out (Klein 1992: 543–547).139 This would otherwise result in a 
                                                          
137 Kortmann includes “continuative” in his model although he acknowledges that it is not 
a “central use” of the PrPf (1995: 196). For reasons of consistency and elegance, “continua-
tive” should be left out, which, in consequence, would weaken the claim of comprehen-
siveness of Kortmann’s compositional model. Note that in the vast majority of accounts, 
however, “continuative” is included among the typical readings (see  Table 3.3.1) and that 
corpus-based analyses have shown that continuatives represent up to 25% of all occurrenc-
es of the PrPf (Schlüter 2002a: 160). Besides, it has been claimed that continuative contexts 
are a significant factor in triggering PrPf usage in BrE (Davydova 2011: 153–154) as well as 
in L2 and learner varieties of English (Davydova 2011: passim). 
138 Note that Kortmann (1995) draws attention to the fact that comparable accounts had 
existed before (e.g. Stump 1985, who views the temporal adverbial constraint as a conversa-
tional implicature that has grammaticalized) and acknowledges that a comprehensive 
analysis of the PrPf has to include both (compositional) semantics and pragmatics (Kort-
mann 1995: 198). In a later publication, Klein develops a radically different compositional 
account for tense, aspect, and Aktionsart forms that relies on the argument-time structure 
of verbs, which cannot be explained in detail here (see Klein 2010). 
139 In a criticism of Klein’s conceptualization, Rothstein argues that the possibility of only 
one specifier per sentence is a syntactic rather than a pragmatic constraint (2007: 101; but 
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pointless qualification of the assertion of an utterance, such as (14), 
which is comparable to the similarly pointless qualification in (15), 
where the only p-definite item is the adverbial, while the verb form in 
the latter (PaPfs) is not p-definite (Klein 2012, p.c.). 
 
(13)  *Ted has visited the museum yesterday. 
(14)  ??Right now, Ted has visited the museum yesterday. 
(15)  Yesterday at eleven, John had left yesterday at ten. 
 
A more recent compositional theory suggests that not only the temporal 
adverbial constraint can be explained by pragmatic principles but that, 
pace Kortmann (1995), every feature of the PrPf that goes beyond mere 
temporality, the truth-conditional semantic component, such as the 
various functional readings or the notion of current relevance are part of 
a pragmatic component of the PrPf (Portner 2003: 460).140 The problem 
with such accounts is that their pragmatic component is very broad and 
inclusive by definition, such that the elusiveness of the PrPf is recog-
nized but not explained. Thus, if the pragmatic component is not further 
specified, its proponents are in danger of creating a “bin category” that 
comprises everything that cannot be explained as temporal. As temporal-
ity (in the sense of past time reference) is by no means exclusive to the 
PrPf, this would be overly general and inadequate. 
3.4 The Present Perfect in non-standard varieties of English 
As repeatedly pointed out in the preceding sections, theoretical accounts 
on the grammatical status and the semantics and pragmatics of the PrPf 
                                                                                                                           
cf. Portner 2003: 493). In another paper, Rothstein suggests that the PrPf “puzzle” or 
“perfect variation”, to use his terminology, is explicable not in terms of “some perfect 
internal component” (2011: 136) but rather due to competition between the PrPf and the 
PrTs. A different alternative is provided by Boogart, who suggests that, from a historical-
typological point of view, the fact that the English PrPf has not developed into a true per-
fect (see Section 2.1) explains its non-combinability with definite temporal adverbials, as it 
(still with resultative force) has only a restricted semantic scope (Boogart 1999: 153). 
140 Cf. also Wynne’s (2000) “aphragmatic model” of the PrPf, which operates with three 
layers of meaning, one of them being pragmatic (see Section 3.5.2 for details). 
80 
 
without exception base their observations on standard BrE and AmE and 
derive their models through introspection with the help of constructed 
example sentences. Although these accounts are certainly not without 
their merits, it has been shown that a vast range of theories exists, none 
of which are generally agreed on. Furthermore, their findings remain 
incomplete as they do not do full justice to the functional range of the 
PrPf in non-standard varieties of English, including dialects,141 pidgins 
and creoles. Two lines of investigation are worth pursuing: first, the PrPf 
may be replaced by other surface forms that express functions tradition-
ally ascribed to the PrPf; and second, the PrPf may have an extended or 
restricted functional range in certain varieties. 
It has been suggested that findings from purely theoretical ap-
proaches should be enriched by way of contrast with actual occurrences 
of the phenomenon under investigation in non-standard data, even if 
this would entail abandoning or at least complicating an elegant (theo-
retical) model (Anderwald 2009: 194). In addition, an outline of findings 
on the PrPf in non-standard varieties should help to further contextual-
ize the findings of the empirical part of the present study, as some of the 
World Englishes under investigation – or at least their spoken versions – 
may be seen as non-standard varieties themselves; thus, it seems feasi-
ble that parallels exist. 
With regard to the usage of the PrPf in dialects of BrE and cum 
grano salis also in spontaneous spoken English in general, opinion is 
divided insofar that some claim that the PrPf in these registers faces 
strong opposition from the SPst142 and, when viewed as a resultative, 
potentially from other constructions, as in That’s another student given up 
physics or Here’s the letters written and signed (Miller 2000: 324, 347–349). 
A further assertion is that its functional interpretation depends in the 
                                                          
141 Dialects are conceived of in the more traditional sense, i.e. regional (predominantly 
rural) dialects of the British Isles and Northern America in contrast to standard BrE and 
AmE. 
142 Miller suggests that the SPst is taking over more and more ground from the PrPf in all 
registers apart from written standard BrE (2000: 324; 2004a: 231; cf. also Schottman 1997). 
This view is echoed by Allerton, who maintains that due to the influence of AmE and non-
native Englishes (!), contexts with a current relevance reading are increasingly expressed by 
the SPst, while continuative contexts are increasingly expressed by the present tense (2008: 
28). This hypothesis should be tested in a separate study. 
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majority of cases on co-occurring adverbials (Miller 2004a: 230).143 Oth-
ers maintain that the structures and functions are basically the same as 
in standard BrE, although variants such as invariable forms for the SPst 
and past participle (She has went),144 auxiliary omission (You seen him 
since you been on?; Vermant 1983: 65), BE-perfects (The train is arrived) or, 
in North-American dialects, DONE-perfects (I (have) done let her go) do 
occur, albeit rarely (Van Herk 2008: 48–49). 
Another variant of perfect-marking that has been observed in 
non-standard varieties by Poplack & Tagliamonte (2001: 4) and that is 
believed to be especially salient in English-based creoles is zero marking 
of tense and aspect, which is consequently also applicable to the PrPf. 
These authors suggest, however, that creole verbs with zero marking 
rather resemble the English SPst and its functional interpretations 
(2001: 114). Further ways of expressing perfect semantics that are recog-
nized in creole studies and that would typically require a PrPf in stand-
ard English are lone past participles (He gone to the beach),145 BEEN- (I 
                                                          
143 His finding that temporal adverbials occur proportionally more with instances of the 
PrPf than with the SPst (Miller 2004b: 322) leads Miller to suggest a development of “anti-
grammaticalisation” (2004a: 230), i.e. a dissociation of the general category perfect into 
different functions depending on the temporal adverbials in the context. This claim may be 
somewhat overstated, as temporal adverbials in fact do not co-occur with the majority of 
PrPf constructions (Elsness 1997; Schlüter 2002a; Hundt & Smith 2009) and are therefore 
an improper trigger for determining the readings of the construction or even for the con-
stitution of different constructions as suggested by Miller. A related statement, namely that 
“the classic adverb-less Perfect exists only in formal written English” (Miller 2004a: 231), 
would imply that the frequency of temporal adverbials in spoken and informal registers 
should be higher than in written and formal genres (see Section 6.4 below). 
144 Trudgill & Hannah have a point in stating that in standard English the formal distinc-
tion between the SPst and the PrPf by way of distinct SPst and past participle forms + 
additional marking with HAVE is redundant, which explains why many dialects can do 
without it (2008: 3). Note that also the morphological form of the participle can be non-
standard, e.g. through “weakification” (Anderwald 2009: 183)/regularization (blowed, 
stealed) or substitution of a weak for a strong form (fit for fought, riz for rose) (Poplack & 
Tagliamonte 2001: 152–156). 
145 Formally, lone past participles and SPst forms are congruent in some cases, so it might 
be argued that the SPst is a variant of the PrPf (see Winford 1993: 162–163 for a pertinent 
example). Miller (2004a: 233) opposes this view as the SPst pressurizes the PrPf and there-
fore should not be seen as a variant of it but rather as a competing construction. Note that 
distinguishing between a formally congruent past participle and a “proper” SPst form may 
be nearly impossible in natural data as other factors could come into play, such as phono-
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been watched you for a week) or DONE-perfects (see above),146 BE-perfects 
(see above), verb stems (I never like the city), ain’t + past participle/SPst 
(Me ain’t met him yet/He ain’t wrote yet) and three-verb clusters with 
auxiliary BE (I’m done been over there plenty) (Tagliamonte 2000: 331–332). 
It has repeatedly been argued that these different formal variants corre-
spond to the different types of meaning that have been established for 
the PrPf in a more or less systematic way (Hackert 2008: 139; see further 
Harris 1984 and Winford 1993), such that, for example, continuatives 
are most likely expressed by zero marking, resultatives by BEEN-
constructions, etc. In light of the variability of the sematic models in 
circulation, it should be evident that further work is needed to determine 
whether these relationships of correspondence adequately mirror lin-
guistic reality (see further Section 6.4). 
Yet another noteworthy finding is that, despite the claim in earlier 
studies that the PrPf is nearly non-existent in creoles, speakers of early 
African American English as a putative creole-derived variety used PrPf 
forms, in the vast majority of possible contexts (Van Herk 2008: 54).147 
The claim of absence of the PrPf is mainly due to methodological factors 
such as the choice of language material on which the earlier analyses 
were based (Van Herk 2008: 64–65). From this finding it can be deduced 
that speakers of World Englishes and particularly of L2 varieties also 
regularly employ the PrPf pattern and use alternative formal variants 
only rarely, a hypothesis that will be tested in the present study. 
With regard to an extended functional range, the use of the PrPf 
as a kind of narrative tense comparable to the situation in many Europe-
an languages has been described as possible in both L1 (Hundt & Biewer 
2007: 263) and L2 varieties (van Rooy 2009: 311; Davydova 2011: pas-
sim). Further, it seems to constitute a relatively new but salient devel-
                                                                                                                           
logical reduction (I Ø set the watch) and thus the creation of “apparent preterites” (Van 
Herk 2008: 64; cf. Elsness 1997: 347–348; 2009b: 243). 
146 BEEN- and DONE-constructions can also be interpreted as general past markers (eWAVE 
Feature 111 2012), which would imply that their primary semantic function is to create 
past time reference. 
147 He also gives examples of further ways in which reference to the past is created in his 
corpus of early AAE correspondence, and contrasts his findings with an earlier un-
published study of a creole variety. In his study, the numbers of these variants are negligi-
ble relative to the share of occurrences that resemble standard usage. 
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opment in non-standard AusE (Engel & Ritz 2000; Ritz & Engel 2008; 
Ritz 2010).148 The observations that the PrPf is used in contexts that 
would typically require a SPst and that it combines with certain definite 
temporal adverbials are interpreted from a functional perspective in 
such a way that this use of the PrPf both allows the expression of a “ret-
rospective look onto a past situation” (Ritz & Engel 2008: 156) and opens 
a kind of post-time gap where situations and events that followed this 
past situation may be located (Ritz & Engel 2008: 156). It is claimed that 
this often creates a “mirative effect” (Ritz 2010: 3410), that is, expressing 
wonderment about unusual or unpredictable events.149 These findings 
have to be qualified somewhat as this type of PrPf usage seems to be 
restricted to very particular genres (police reports and after-match foot-
ball interviews (in BrE); Walker 2008; 2011).150 However, the conclu-
sions that perfects are a rather unstable category and that this type of 
perfect shares features of both the PrPf and the SPst, and therefore co-
vers a middle position contrasting with these two tenses (Ritz 2010: 
3411–3416), seem valid. It has to be kept in mind, however, that this 
development appears to constitute an idiosyncratic feature; thus, it re-
mains to be seen whether long-term implications will emerge, such as a 
potential extension of the functional range of the phenomenon, and 
whether similar changes will be observed in further varieties of English 
(see Section 6.6). 
                                                          
148 The accounts of the narrative PrPf in AusE operate within a current relevance frame-
work, although the authors criticize the vagueness (see Section 3.3.1.2) of the concept 
(Engel & Ritz 2000: 120). 
149 Similar constructions can also be observed in a number of other languages, e.g. Turkish 
(Binnick 1991: 99). 
150 Therefore, Walker suggests that “narrative” should be established as additional distinc-
tive semantic reading of the PrPf (cf. the polysemous semantic models above) that has 
persisted throughout the history of English (2011: 71, 75). Walker labels this the “present 
stasis hypothesis” (2011: 75); that is, the re-emergence of the earlier phenomenon of inter-
changeability between the PrPf and the SPst, or, in other words, a non-completion of the 
functional division between the two forms that is especially salient in non-standard English 
(2011: 83). Note, however, that he excludes combinations of the PrPf and definite temporal 
adverbials from his definition of a narrative perfect, stating that the evidence for these 
combinations is “close to anecdotal” (Walker 2011: 72). 
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3.5 Corpus-based (cross-)variational studies 
In order to complement the suggestions made in theoretical accounts 
and in surveys of the PrPf in non-standard varieties of English in gen-
eral, this section outlines the findings of a selection of earlier corpus-
based studies. Particular attention is paid to studies in the cross-
variational tradition, which the present study seeks to follow. It has to be 
noted that in comparison with the sheer number of extant accounts on 
the grammatical status and functional range of the PrPf, the amount of 
corpus-based work is still relatively scarce, although the last decade saw 
the publication of both articles and book-length treatises of the subject.  
As most of the newer studies (see also Schlüter 2006) contain 
more or less extensive reviews of previous empirical work (such as Du-
bois 1972; Vermant 1983 or Meyer 1992; 1995), only selected publica-
tions are discussed here. Studies were included if (i) they can be seen as 
pioneering from a methodological angle and have served as both a point 
of reference for the findings of later work and as important starting 
points for discussion (Elsness 1997), or (ii) they have been neglected by 
the wider research community as they have remained unpublished 
(Wynne 2000) or were published in a language other than English 
(Schlüter 2002a),151 or (iii) they are very recent (Hundt & Biewer 2007; 
van Rooy 2009; Davydova 2011).152 
                                                          
151 Mukherjee’s hope that Schlüter (2002a) “will find an international target audience in 
spite of its being published in German” (2005: 203) has obviously not been fulfilled. It is 
indicative that Schlüter (2002a), despite its topicality, is absent even from the references of 
works such as Davydova (2008; 2011); Davydova et al. (2011) or Hundt & Smith (2009), 
although it has to be conceded that a follow-up meta-study in a smaller format (Schlüter 
2006) that includes data from Schlüter (2002a) is occasionally recognized (e.g. by Hundt & 
Smith 2009). 
152 Two relevant recent contributions apparently missing from the current section (Yao & 
Collins 2012; Seoane & Suárez-Gómez 2013) are directly compared to the findings of the 
present study, and are therefore introduced below. 
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3.5.1 Elsness 1997 
Elsness (1997) conducted a comprehensive study focusing on the 
PrPf/SPst alternation153 and contrasting PrPf usage in BrE and AmE. 
He also provides a diachronic perspective and discusses a number of 
semantic PrPf theories. By way of quantitative analysis of corpus data154 
in combination with elicitation tests from speakers of BrE and AmE, 
Elsness arrives at various conclusions with regard to the PrPf. First, it is 
used when a situation is “located within a time span not clearly separate 
from the deictic zero-point” (1997: 348), that is, the moment of utter-
ance. Therefore, temporal adverbials that refer to a past time zone whol-
ly distinct from the deictic zero-point do not occur with the PrPf, while a 
certain group of adverbials freely combines with both the PrPf and the 
SPst (1997: 231) and some (already and yet) that typically occur with the 
PrPf in BrE are predominantly used with the SPst in AmE. Elsness also 
finds that the PrPf correlates with negation. He rejects current relevance 
as a concept contrasting the PrPf from the SPst, claiming that other 
factors such as the presence or absence of temporal “anchors” have a 
stronger influence on the choice, although the PrPf may carry a current 
relevance connotation (1997: 222–223). He also observes that the PrPf is 
the less frequent and thus more marked member of the SPst/PrPf para-
digm, but that the two forms are variants in certain contexts. With re-
gard to variational differences he finds that the PrPf is more frequent in 
BrE than in AmE (1997: 229–230), and that the text type/mode of dis-
course and Aktionsart of the verbs involved are also important factors in 
determining frequency; for instance, the PrPf is more frequent in texts 
                                                          
153 Due to this focus of his research, he categorizes the PrPf as a tense. At the same time, 
he recognizes that this view is problematic with regard to Past Perfect and non-finite 
forms, which are non-deictic (Elsness 1997: 349). 
154 Elsness uses the tagged versions of the LOB and BROWN corpora (c. 1 million words of 
written data from 1961 for BrE and AmE each), which he fuses with spoken data of the 
Survey of English Usage (BrE; no word count provided) to create the untagged 
CONTCORP corpus (Elsness 1997: 79–96). For the diachronic analysis, he compiled the 
untagged HISTCORP corpus, which comprises material from the 9th until the end of the 
18th century (1997: 254–256). Note that, instead of absolute word counts, counts of the 
“recorded verb forms” are provided in the appendices that shed light on the composition of 
the corpus material. 
86 
 
with a present-time orientation, such as informational texts, and when 
achievement verbs are used (1997: 234–235). Finally, from a diachronic 
point of view, his analysis – which is generally in line with other ac-
counts on the history of the PrPf (see Section 2.4) – suggests that PrPf 
usage increased from OE to 1800 and has declined thereafter in both 
BrE and AmE. This leads him to conclude that “this verb form is now 
losing ground” (1997: 341), which may eventually continue into a further 
decline of PrPf frequencies in both BrE and AmE (1997: 348). 
Elsness has been credited for the richness of the illustrative data 
he provides, his finding that contextual factors play a larger role in de-
termining the choice between the SPst and the PrPf than had previously 
been estimated, and his critical discussion of theoretical accounts of the 
PrPf (e.g. within the framework of formal tense logic) as well as the 
concepts of current relevance and resultativeness in light of his corpus 
data (Brinton 1999: 358–359). However, some have suggested that his 
finding that the PrPf is decreasing in frequency in both varieties has to 
be put into perspective in view of grammaticalization theory (Tagliamon-
te 1999: 377). Other authors have highlighted some further points from 
which his study would have profited. Some question the reliability of the 
numbers provided (Brinton 1999: 358; Schlüter 2002a: 58), but his mode 
of presentation is most likely merely due to the technical constraints 
Elsness had to cope with at the time. Further criticisms, such as using 
unbalanced corpus material (Brinton 1999: 358) or presenting findings 
that are based on “logical conclusion[s]” (Wynne 2000: 39–40) rather 
than actual corpus data are of a methodological nature. Yet, as men-
tioned above, this study can be seen as a pioneering attempt at a com-
prehensive analysis of the PrPf in the two major varieties of English. 
3.5.2 Wynne 2000 
The motivations behind Wynne’s study are manifold. He reviews earlier 
theories and empirical findings on the PrPf in AmE and BrE in light of 
corpus data and examines the frequency of temporal specifiers with a 
particular focus on the implications of teaching these “signal words” in 
language pedagogy. As he finds previous semantic theories of the PrPf 
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unsatisfactory, he develops an “(a)phragmatic” model that is based on 
different levels of linguistic analysis with more general (e.g. temporal) 
and more specific (e.g. aspectual and pragmatic) meanings that combine 
to constitute the overall meaning of the construction. In addition, he also 
tries to identify factors that determine a speaker’s choice between the 
PrPf and the SPst. 
In comparison to earlier studies, Wynne (2000) uses a wide selec-
tion of synchronic corpus material, totaling c. 5.5 million words155 and 
consisting of both spoken and written BrE and AmE data.156 He uses 
automatically tagged versions of these corpora,157 enabling him to search 
in a more sophisticated manner than e.g. Elsness (1997). Based on these 
data, he arrives at a number of results. First, pace Elsness (1997), he 
rejects the hypothesis that the PrPf is losing ground to the SPst, and 
adds a note of caution that more occurrences of the SPst do not neces-
sarily result in fewer occurrences of the PrPf (2000: 45). This suggests (i) 
that merely comparing absolute numbers of the PrPf and the SPst is not 
advisable and that relative numbers should be considered instead (see 
Hundt & Smith 2009: 51 for another example of the latter approach) 
and, furthermore, (ii) that studies contrasting PrPf and SPst usage 
should only do so in strictly variable contexts. Second, Wynne’s data 
provide evidence that, overall, the PrPf is in fact slightly more common 
in AmE than in BrE (2000: 46), which is striking in light of findings 
                                                          
155 Wynne includes additional material for his analysis of temporal specifiers, bringing his 
total word count up to c. 13.5 million words overall (2000: 21). 
156 His data comprise the Corpus of Spoken Professional American-English (CSPA; c. 2 mil-
lion words of spoken AmE data from 1994 to 1998; topics: academics and politics), the 
UKSPOKEN subcorpus from the Cobuild-Collins Bank of English (COB; c. 10 million words 
of spoken BrE data from 1991 to 1999; topics: academic lectures, seminars and presenta-
tions, radio phone-ins), the TIMES corpus (c. 2 million words of written BrE data from 
1993; topic: domestic news) and the WASHINGTON POST corpus (c. 350,000 words of 
written AmE data from 1998; topics: domestic and political news). For the exact layout of 
the material see Wynne (2000: 21–26). 
157 A reliability test of his tagger yielded a recall of 99.5% and a precision rate of 89.2% 
(Wynne 2000: 32). It has to be noted, however, that the PPT tagging software used has 
somewhat less power in comparison with other POS taggers such as CLAWS, as it is only 
able to identify instances of HAVE and its negative forms directly followed by a past partici-
ple (Wynne 2000: 28–31). All instances with intervening material (I’ve basically just said 
that…) are therefore excluded from Wynne’s analysis. 
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from other cross-variational corpus-based studies (Meyer 1995: 206; 
Elsness 1997: 229–230; Hundt & Smith 2009: 48). Third, with regard to 
temporal adverbials, Wynne’s data suggest that the majority (67.6%) of 
all PrPfs occurs without a temporal adverbial (2000: 124), and that for 
most temporal adverbials (apart from just, which occurs more often with 
the SPst in AmE), usage and correlation values for temporal adverbials 
and the PrPf in BrE and AmE are similar. This implies that preconceived 
notions of temporal adverbials that are supposedly more characteristic of 
either one or the other variety should be revised (2000: 111).158 
The largest portion of Wynne’s work, however, is dedicated to the 
development of a semantic model of the PrPf. After criticizing various 
other PrPf theories, such as indefinite past or current relevance (2000: 
114–168), he discusses the issue of the grammatical categorization of the 
PrPf and concludes that “the distinction between tense and aspect is 
arbitrary and unwarranted” (2000: 176), as the full meaning of the con-
struction only emerges from the interplay between the two categories in 
addition to other contextual and non-linguistic elements. As a solution, 
he proposes a model of the PrPf that operates with three layers of mean-
ing: (i) the basic meaning of the PrPf is the expression of anteriority and 
an open event (“aphragmatic”) time frame, (ii) on the second level, as-
pectual characteristics (Aktionsart, temporal specification, progressive) 
come into play, which allow for different semantic readings (accom-
plishment, achievement, etc.), and (iii) the third level is pragmatic, 
which allows for resultativeness, recentness or current relevance, while 
pragmatic considerations are also responsible for the choice between the 
SPst and the PrPf (2000: 218; cf. also Section 3.3.3 above). At the same 
time, however, Wynne recognizes three basic readings of the PrPf, 
which he labels “finished event”/“iterated finished event” and “event 
which has started in the past and is either in progress or interrupted at 
MOU [= moment of utterance; V.W.]” (2000: 207), which roughly corre-
                                                          
158 As a large number of temporal adverbials occur with both the PrPf and the SPst, from a 
pedagogical point of view he doubts the usefulness of a number of “signal words” that are 
commonly mentioned as being typically used with the PrPf (e.g. ever, recently, just). Instead, 
he suggests that certain other expressions (e.g. in/over the last/past besides the commonly 
recognized since, so far, yet) co-occur more regularly with the PrPf in his data (Wynne 2000: 
111–112). 
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spond to the labels “non-continuative” and “continuative” (Schlüter 
2002a). 
In contrast to other treatises, Wynne’s (2000) approach has to be 
credited for attempting to reconcile many earlier findings on the PrPf 
within a single model, even though this implies that the model is not 
very elegant. This lack of elegance and the fact that the model represents 
a fusion of previously established theories rather than a radically new 
and innovative approach may explain why it has not found its way into 
mainstream PrPf theory.159 It has to be added that, despite the title of 
the study, the aphragmatic model is not corpus-based but derived 
through introspection, with the corpus data being used merely for illus-
trative purposes. 
In addition, various methodological criticisms of his corpus study 
could be made. The selection of the different corpora to contrast BrE and 
AmE usage does not seem to be felicitous either quantitatively or qualita-
tively, due to their differing sizes (e.g. 2 million words of written BrE 
versus 350,000 words of written AmE) and in terms of content (business 
meetings and press conferences for AmE versus radio phone-ins and 
academic teaching for BrE). That this choice produced some odd results 
(e.g. a higher frequency of the PrPf in AmE than in BrE) is becomes 
clear when comparing the findings of other studies with a similar focus. 
Furthermore, potential register effects are considered only marginally, 
again mainly due to the fact that the corpora available to Wynne did not 
have directly comparable subcorpora.160 
3.5.3 Schlüter 2002a 
Although the motivation behind Schlüter’s (2002a) study (see also 
Schlüter 2000 and 2002b) is primarily of a pedagogical nature (i.e. to 
establish a didactical, corpus-based grammar that may lay the ground-
work for teaching materials on the PrPf for learners of English), he pro-
                                                          
159 But cf. Liszka, who states that, from a language-acquisition point of view, a multi-layer 
model is adequate as morphosyntactic form, semantic features, and pragmatics have to be 
learned to use the PrPf correctly (2003: 16). This view echoes Bardovi-Harlig (1997: 382). 
160 Wynne is aware of some of these limitations, e.g. that his corpus data are not repre-
sentative, but states that his results “will be indications of a certain tendency” (2000: 28). 
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vides one of the most comprehensive empirical analyses of the PrPf to 
date. Besides an in-depth critical review of earlier theoretical and empiri-
cal studies, he offers a wealth of frequency tables and graphs that can be 
employed for the purposes of comparison. He also develops a model for 
the semantic description of the PrPf that is based on the data from the 
corpora he uses. In addition, Schlüter highlights the advantages of using 
tagged corpora, sketches areas of further study, and explores the im-
portance and frequencies of temporal specifications and co-occurring 
verbs. 
Schlüter uses various corpora of BrE and AmE,161 and reveals a 
number of insights as regards PrPf usage. First, in the area of register 
and genre differences, he finds an overall higher frequency of PrPf con-
structions in spoken language and in non-fiction texts in contrast to 
fictional texts. Furthermore, his data reveal a higher frequency of the 
PrPf in BrE. For written material, however, Schlüter comes to the con-
clusion that the relative frequencies of PrPf constructions are more simi-
lar between texts of the same genre across varieties than between texts 
from different genres of the same variety (Schlüter 2002a: 109). This 
indicates that differences in distribution are mainly due to genre effects 
and less so to regional differences (Schlüter 2002a: 137), and suggests 
that the two dimensions genre and variety (and text type) merit special 
attention. In addition, further data with regard to different formal and 
grammatical variants of the PrPf (simple vs. progressive vs. passive or 
questions vs. affirmatives vs. negative statements, etc.) are provided, 
which suggest that the PrPf almost exclusively occurs in the simple form 
and affirmative statements. Second, he observes that only a minority (c. 
                                                          
161 His data comprises a sample (CONV; c. 110,000 words) from the Corpus of English 
Conversation (CEC; c. 200,000 words of spontaneous BrE conversations; recorded from 
1953 to 1976), which is part of the London-Lund Corpus (LLC), and selections from LOB and 
BROWN (c. 135,000 words from sections A-J for non-fictional and c. 240,000 words from 
sections K-R for fictional texts for each corpus). These selections are relabeled 
LOB/BROWN S (‘Sachtexte’, i.e. non-fiction) and LOB/BROWN F (‘fiktionale Texte’, i.e. 
fiction). All in all, Schlüter identifies a total of 2,828 PrPf occurrences (including 691 from 
spoken texts). Note that no spoken data are available for AmE and that, for the sake of 
comparison, data from the BNC (three sections of c. 1 million words each) are occasionally 
employed, too. For further information on the composition of the corpus material see 
Schlüter (2002a: 76). 
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33%) of all PrPf occurrences are specified by a temporal adverbial, but 
that less central functions of the PrPf (see below) are more likely to re-
quire such a specification. The former finding is in line with other anal-
yses (such as Wynne 2000 or Hundt & Smith 2009), while the latter was 
reproduced in another dataset (see Section 3.5.5). On a related note, 
Schlüter argues against the “recent past”/”hot-news” reading of the PrPf 
as (i) its indication by way of just, recently or other adverbials denoting 
recentness is very rare overall (c. 5%) and (ii) recent past implications 
can be found in all of his PrPf functions. 
The main focus in Schlüter (2002a), however, is the development 
of an alternative model for the description of the semantic functions of 
the PrPf. The rationale behind this is a discontent with the variability, 
apparent subjectivity, and inadequacy of earlier approaches (Schlüter 
2002a: 60; see also Section 3.3). The innovative feature of Schlüter’s 
model is that it is derived from the corpus data162 and, unlike many 
other models, not based on mere introspection. To achieve this, he pro-
poses a three-level system of Geschehenskonzepte (‘concepts of happen-
ings’) with binary values for each of the levels continuity (continuous vs. 
non-continuous), multiplicity (simple vs. multiple), and status (dynamic 
vs. stative),163 and categorizes all occurrences of the PrPf in his data 
according to these basic semantic values. Schlüter emphasizes the im-
portance of continuativeness and therefore distinguishes, on the first 
level, between two basic functions of the PrPf, namely “indefinite past”, 
that is, events that started at an indefinite point in the past and are fin-
                                                          
162 Note that for the development of the semantic model, only c. 50% of all occurrences (= 
1,418) of the PrPf in the corpus material were used (for details see Schlüter 2002a: 148–
150). 
163 These are based on the “situation types” as outlined by Quirk et al. (1985: 4.27ff) and 
represent basic semantic variables according to Schlüter (2002a: 61). In principle, these 
constitute 23 = 8 potential semantic readings. However, only four of these are actually 
realized (Schlüter 2002a: 156). In Chapter 7 of Schlüter’s analysis the Geschehenskonzepte 
are further elaborated into Lesarten (‘readings’) labeled “process”, “accomplishment”, 
“transitional event”, etc. (see Schlüter 2002a: 202 for an overview) in order to do justice to 
the semantic variability of the PrPf. This approach leads to a meticulous categorization of 
individual occurrences of the PrPf. 
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ished at the moment of utterance,164 versus “continuative past”, that is, 
events that have started in the past and continue up to the moment of 
utterance or terminate only shortly before it.165 On the next level (multi-
plicity), the basic function “indefinite past” can be further subdivided 
into single versus multiple acts and events, while “continuative past” 
only occurs with single events. On the third level (status), “indefinite 
past” exclusively occurs with dynamic status, while “continuatives” occur 
with both possible values. In conclusion, Schlüter proposes four princi-
pal semantic readings of the PrPf: (i) indefinite – single act/event, (ii) 
indefinite – multiple act/event, (iii) continuative – continuous act/event, 
and (iv) continuative – state (see Section 4.3.4 for examples). It is worth 
noting that the frequency distribution between the readings is not equal. 
Indefinites account for more than 80% of all occurrences166 and are 
more prominent in non-fiction texts, while regional differences seem to 
play only a minor role. Therefore, Schlüter argues that the main func-
tion of the PrPf is reference to an act or event that has taken place some-
                                                          
164 Schlüter follows Reichenbach (1947) in recognizing a distinction between the point of 
reference and the point of speech/moment of utterance. However, he finds that, as a rule, 
these two points coincide (Schlüter 2002a: 172). 
165 Note that this view of continuativeness that allows for termination shortly before the 
moment of utterance is markedly different from other definitions of the concept (Schlüter 
2002a: 200). Cf. the description of the PrPf by Declerck (2006), which bears some striking 
similarities to Schlüter’s model and also recognizes an “indefinite” and a “continuative” 
reading besides an additional “up-to-now” reading (Declerck 2006: 308). Not surprisingly, 
earlier versions of Declerck’s model of a tense system also receive Schlüter’s approval 
(2002: 45). Note that a later empirical survey using a variable rule analysis corroborated the 
importance of indefinite contexts for the PrPf but, pace Schlüter (2002a), claimed a strong 
favoring effect of recent past/hot-news contexts (Van Herk 2010: 55–57). 
166 The exact breakdown is 62.8% for indefinites – single act/event, 19.5% for indefinites – 
multiple act/event, 8.9% for continuatives – continuous act/event and 8.8% for continua-
tives – state (Schlüter 2002a: 295). Note that Schlüter’s model corresponds strikingly to an 
earlier one proposed by Vermant, who recognizes anteriority to the moment of speech as 
the basic meaning of the PrPf. He then identifies four “‘class meaning[s]’ of single-event, 
iterativity, continuation or ambiguity” and comes to the conclusion that “additional shades 
of meaning such as recency, resultative, explanatory” (1983: 42) are determined merely by 
contextual factors. One weakness of Vermant’s approach is the “ambiguous perfect” that 
“occurs in sentences in which it is impossible to say whether the event occurred once, 
repeatedly or continuously up to now” (Vermant 1983: 64). Particularly when no temporal 
specification is present, as is the case with the vast majority of PrPf occurrences, this 
category is potentially too broad to be meaningful. 
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time in the (indefinite) past and that is finished at the moment of utter-
ance. Continuative readings, in contrast, are more marginal (Schlüter 
2002a: 150–171). The salience of the indefinite function is in line with 
findings from a number of earlier works that are examined in a subse-
quent meta-analysis by the same author (Schlüter 2006: esp. 146). 
It is evident from the preceding description that Schlüter (2002a) 
has to be credited for his original approach toward the semantic descrip-
tion of the PrPf.167 He convincingly exposes the weaknesses of tradition-
al approaches toward the categorization of the PrPf and develops an 
alternative theory that is strictly based on empirical findings and can be 
applied to other corpus material. The main difference with earlier (and 
also with many later) corpus studies is that Schlüter’s categories are 
deduced in retrospect rather than categorizing the instances of the PrPf 
according to pre-established labels arrived at by introspection. In the 
present study, for reasons of comparability, these categories are pre-
ferred over those of the introspective models. It has been pointed out 
that Schlüter’s study occasionally lacks a connection to the wider linguis-
tic context, potentially due to the vast amount of data the author tackles 
(Mukherjee 2005: 202). It is evident that Schlüter’s conclusions are 
based on relatively old corpus material (the most recent data are from 
1976) and that due to the nature of the data only a very rough split into 
different genres is possible, which somewhat limits the overall explana-
tory power of the survey, in particular for the spoken register. Further-
more, non-standard usages of the PrPf (for example combinations with 
definite temporal adverbials) are not systematically included. Neverthe-
less, the many quantitative findings provide a useful point of reference 
for further studies of the PrPf as well as room for extension. 
3.5.4 Hundt & Biewer 2007 
This contribution can be seen in the tradition of investigations of the 
variation between the PrPf and the SPst (such as Elsness 1997 or Wynne 
2000), but is methodologically different from most other corpus-based 
                                                          
167 The transferability of his results to and the relevance of corpus studies for the domain 
of language pedagogy have also been acknowledged (Mukherjee 2005). 
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studies as it relies exclusively on data from online newspapers. Its main 
focus is to test the hypothesis that recently codified native varieties such 
as AusE and NZE as new “centre[s] of gravity” (Hundt & Biewer 2007: 
249) influence other, geographically close, varieties of English, such as 
PhiE, SinE or FijiE. In other words, the authors aimed to determine 
whether the L2 varieties under investigation are (still) oriented toward 
one of the “old” standards (e.g. BrE for FijiE and SinE or AmE for PhiE) 
or rather toward the “newer” ones (AusE or NZE). The domain of 
grammar seems particularly apt to test such a potential orientation, as it 
is usually assumed that grammatical items are less associated with 
marking for regional identity in contrast to lexical or phonological fea-
tures (Hundt & Biewer 2007: 250). At the same time, the authors explore 
the strengths and weaknesses of relying solely on web-derived data.168 
First of all, contrary to earlier studies (Quirk et al. 1985: 4.22; 
Meyer 1995: 206; Biber et al. 1999: 462–463), Hundt & Biewer find that 
the PrPf is not less frequent in AmE compared to BrE. In addition, no 
clear distinction emerges between varieties traditionally oriented toward 
either BrE or AmE, but rather between L1 and L2 varieties, with the L1 
varieties being more PrPf-friendly. Hundt & Biewer speculate that this 
split between L1 and L2 varieties is mainly due to substrate influence 
(2007: 255–257; but cf. Davydova 2011). Secondly, with regard to the co-
occurrence patterns of the PrPf and the SPst and the adverbials already, 
yet and just, a mixed picture emerges that does not allow for firm conclu-
sions, as all adverbials appear mainly with the PrPf, but also with the 
SPst across all varieties (apart from the combination yet + SPst in FijiE). 
Occasional instances of PrPf usage in typical SPst contexts do occur, 
though rarely (2007: 259–262). On the basis of these findings, Hundt & 
Biewer conclude that a growing influence of transplanted native varieties 
such as AusE and NZE on geographically close L2 varieties cannot be 
observed in their data, but that further corpus-based work is needed to 
                                                          
168 The study makes use of the South Pacific and East Asian Corpus (SPEAC; c. 1.52 million 
words; c. 200,000 words per variety), which comprises articles (news and editorials) from 
various newspapers available online. The data were collected during two periods in 2004 
(for a detailed description of the corpus compilation process and various difficulties, such 
as the absence of information on authors or the potential inclusion of material from inter-
national press agencies, see Hundt & Biewer 2007: 251–252). 
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prove or disprove the hypothesis.169 Further, they note that exonormative 
orientation still plays a part for L2 varieties of English, but that en-
donormative usage patterns (such as the use of the PrPf in SPst con-
texts) might emerge in these varieties, arguably modeled on the Antipo-
dean L1 varieties (2007: 263). Finally, from a methodological point of 
view, their approach yielded some interesting results, but reliable auto-
matic data retrieval and, more importantly, automatic identification of 
PrPf instances (e.g. using tagged corpus material) may help to avoid 
some of the difficulties and skewing effects that materialize in their 
study, which are due to the manual identification of the PrPf and the 
SPst in a smaller sample of the material and subsequent extrapolation to 
the full dataset (2007: 258–259). 
While it has to be kept in mind that this study was predominantly 
a methodological exploration and thus the robustness of its findings 
should not be overestimated, its merits lie in the fact that it highlights, 
broadly speaking, the interesting insights that a study of the more “cov-
ert” features from the area of grammar can provide based on data from 
various varieties and, more specifically, the importance of variety type 
(“old” L1 vs. “new” L1 vs. L2) as a factor that should be considered in 
further studies on PrPf usage. Furthermore, it problematizes the validity 
of geographical proximity versus sociocultural influence (in the sense of 
the orientation of the L2 varieties; see also Hundt 2013) as factors de-
termining variation. It has to be noted, however, that due to its restricted 
dataset (press texts), the study lacks information about effects of register 
or genre as well as about alternative surface forms (such as DONE-
perfects, bare verb stems, etc.) that can express a PrPf notion. 
3.5.5 van Rooy 2009 
This investigation was based on one of the observations provided above, 
namely that the status of the PrPf has been widely debated for standard 
                                                          
169 See e.g. Biewer (2008), who, also on the basis of data from online newspapers, investi-
gates NZE as a potential epicenter for a number of Englishes from the South Pacific region 
and comes the conclusion that in the area of the PrPf, “NZE becomes a new model for the 
national standard in Samoa, Fiji and the Cook Islands” (2008: 215). 
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AmE and BrE but not for other varieties. In order to remedy this situa-
tion, van Rooy (2009) compares data from three components of ICE 170 
(GB, EA, HK) with respect to the semantics of the PrPf construction (in 
the sense of the surface form HAVE + V-en). He tries to tackle the issue of 
categorization of the PrPf as either tense or aspect by determining 
whether there is a “shared core” (2009: 311), in other words, a prototypi-
cal meaning, across the varieties under investigation. The main rationale 
behind this approach is that taking into account findings from L2 varie-
ties of English will lead to a deeper understanding of the grammatical 
features of English in general (2009: 312). 
Although this work is principally of a corpus-based nature, it 
should be noted that van Rooy’s findings are based on a comparatively 
small sample (600 occurrences) from two registers (dialogues and un-
published student writing), probably because they had to be extracted 
and coded mostly manually (2009: 313–314). The first part of the quanti-
tative analysis finds the PrPf to be overall most frequent in BrE com-
pared to the other varieties and most perfects to be PrPfs across all varie-
ties (2009: 316–317). The ensuing semantic analysis is quite distinct 
from earlier approaches as presented in Section 3.3: it recognizes twelve 
different semantic readings, which are subsequently outlined and exem-
plified. The author claims that these twelve readings, of which the expe-
riential reading is most frequent, can be grouped into two prototypical 
categories on a superordinate level, “continuative” and “non-
continuative”, with the latter being the most frequent and thus the most 
prototypical (2009: 317).171 The remaining semantic readings (such as 
recent past, resultative, ongoing event as well as domain-specific usage, 
for example in academic and legal contexts, etc.) are interpreted as 
“elaborations” of the prototypes, while van Rooy argues that, among 
others, HAVE got constructions or the PrPf expressing a “past fact” consti-
tute semantic categories of their own (2009: 319–328).172 Another note-
                                                          
170 More detailed information on this corpus is available in Section 4.1 below. 
171 These findings echo the view expressed by Huddleston & Pullum (2002: 141) and 
corroborate the results in Wynne (2000) and Schlüter (2002a). 
172 Binnick uses a related, but slightly different approach, finding that existential and 
resultative are the core meanings of the PrPf, while continuative is less central and recent 
past is based on mere pragmatic inference (Binnick 1991: 99). 
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worthy finding is that the majority (c. 80%) of “prototypical” perfects 
occur without temporal specification by an adverbial (2009: 319),173 
which suggests (i) that temporal specification is an indication of a more 
marginal semantic meaning, and (ii) that the role of temporal adverbials 
might have been overestimated in earlier research. This finding also 
indicates that the PrPf in the varieties under investigation occurs with 
temporal adverbials to a lesser extent than in BrE or AmE, where only c. 
65–70% of all instances are without specification (Elsness 1997; Schlüter 
2002a; Hundt & Smith 2009). Due to the different methodological ap-
proaches and datasets used in these studies compared to van Rooy 
(2009), it is not clear whether this difference is of any significance. 
The author concludes that, globally, the PrPf is used similarly in 
the three varieties under investigation, and states that some of the mean-
ings of the PrPf are more central, usually conveying tense, while the 
more marginal meanings or “elaborations/extensions” usually express 
some kind of aspectuality. Therefore, he labels the discourse surround-
ing the grammatical status of the PrPf a “fake debate, which only exists 
in a context where a single or composite meaning [of the PrPf construc-
tion; V.W.] is assumed”, and suggests that a theory that takes into ac-
count “shades of meaning” (2009: 329) from tense and aspect would be 
most adequate (see also Section 3.3.4). 
While van Rooy’s approach highlights the value of comparative 
studies involving both L1 and L2 varieties of English as well as the fun-
damental nature of the continuative versus non-continuative readings 
divide, for methodological reasons his findings have to be taken with a 
pinch of salt as regards the overall analysis of the PrPf. He only uses a 
very small sample, which leads to very low token counts for some of his 
semantic readings and renders the comparison between the varieties 
under investigation difficult.174 In addition, the overall picture remains 
                                                          
173 In tendency, this echoes Schlüter (2002a: 355) and other previous work, although the 
value for non-specified PrPfs is lower in these studies (60–70%). 
174 See for example the analysis of one type of domain-specific usage with fifteen occur-
rences for ICE-EA, three for ICE-HK and two for ICE-GB, based on which, van Rooy (2009: 
322) infers (with caveats) a potentially “more entrenched” usage in EAfE. 
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restricted as his analysis considers data from three varieties175 and two 
text types176 only. At times the criteria underlying the identification of 
one type of meaning or another are not made explicit – for example, his 
semantic attribute “special associations with register or lexical items” 
(2009: 314) seems somewhat arbitrary – and may on occasion result in a 
conflation of variants of form and meaning, particularly with regard to 
the categories HAVE got177 and progressive perfects. He also asserts that 
the difference between a prototype and one of the elaborated meanings 
is “a matter of degree” (2009: 320). This calls into question the value of 
these additional meanings, but at the same time emphasizes the validity 
of the continuative versus non-continuative distinction. 
3.5.6 Hundt & Smith 2009 
Hundt & Smith (2009) aim to put into perspective a number of previous 
claims and findings about the frequency of the PrPf in BrE and AmE. To 
this end, they trace its development in the second half of the 20th century 
                                                          
175 Van Rooy notes that “[g]iven the nature of the data analysis, a comprehensive analysis of 
many different varieties is not feasible” (2009: 312). Although it has to be admitted that 
manually coding occurrences of the construction needs time and effort, the inclusion of at 
least one of the transplanted varieties for which comparable data are available (such as 
AusE, IrE or NZE) would have further increased the validity of the findings. 
176 The rationale for choosing dialogues and unpublished student writing is that these are 
supposedly the “least edited ones in the corpora, and therefore represent the local features 
of the language perhaps better than writing” (2009: 313). While this is doubtless true, 
written and more formal registers also provide further insights as they, too, are part of 
actual English usage in all varieties of English. Therefore, they should not be disregarded, 
especially in a study that ventures to identify core meanings of a particular construction. In 
addition, the potential influence of register differences cannot be accounted for; thus, the 
concluding statement that “[t]he core sense of the perfect clearly emerges across the vari-
ous varieties and registers” (2009: 329) is something of an overstatement in light of the 
data on which the study is actually based. 
177 Although HAVE got constructions are among the most frequent in PrPf contexts (Biber 
et al. 1999: 463–467), the vast majority of surveys (the present study included) exclude 
them from their analyses as, arguably, they can always be replaced by a present form 
(Wynne 2000: 33; see also Hundt & Biewer 2007: 254) and thus no longer create reference 
to a past situation comparable to a true PrPf. 
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using the BROWN-family of corpora,178 with a special focus on the rela-
tive frequency of the PrPf in contrast to the SPst and on co-occurring 
temporal adverbials. 
They find that the overall frequency of the PrPf has decreased on-
ly slightly in the two varieties and, pace Elsness (2009b), that variation 
between them is stable, so that claims of a convergence of BrE and AmE 
are unfounded (Hundt & Smith 2009: 48). However, the decrease is 
more pronounced, i.e. statistically significant, in some text types (such as 
BrE press texts or AmE general prose) than others (Hundt & Smith 
2009: 49–50). This suggests that genre differences may play a part in 
determining PrPf frequencies.179 In passing, they also report that the 
relative distribution between the PrPf and the SPst has not changed 
(Hundt & Smith 2009: 51).180 This comes as a surprise, as many previ-
ous authors (e.g. Elsness 1997) have taken for granted that the SPst has 
been expanding its territory at the cost of the PrPf (but cf. Wynne 2000: 
45). With regard to co-occurring temporal adverbials, Hundt & Smith 
corroborate earlier studies in that the vast majority of PrPf constructions 
(approximately two thirds across all data) occur without temporal speci-
fication. Their findings also suggest that variation is relatively stable 
across varieties and time, but that the paths of development differ for 
individual adverbials (already, never, ever, recently, yet) in variable contexts 
(2009: 50–55). In addition, they note that it is not uncommon to find 
combinations of typical SPst adverbials such as yesterday or last week in 
combination with the PrPf in spoken data,181 although occurrences in 
their written material are rare. 
All in all, Hundt & Smith’s results boil down to the conclusions 
(i) that variational patterns of the PrPf in PDE are due to regional and 
                                                          
178 C. 1 million words each of written material from LOB (1960s) and F-LOB (1990s) for 
BrE; BROWN (1960s) and FROWN (1990s) for AmE. Cf. also Meyer (1995) for an earlier 
study on the PrPf using LOB and BROWN. 
179 A similar result is reported in a diachronic study of spoken BrE (Bowie et al. 2013). 
180 Cf. also Meyer (1995: 206), who provides slightly different numbers. 
181 They use parts of the BNC and the LCSAE for comparison and attribute these occur-
rences to two main sources: (i) an overriding pragmatic principle of current relevance sensu 
Rastall (1999: 81); or (ii) features of “online language production” such as unclear sentence 
boundaries or afterthoughts (Hundt & Smith 2009: 56; see also Werner 2013b and Section 
6.6 below). 
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not diachronic differences (2009: 51), (ii) that variation between the PrPf 
and the SPst is an instance of “stable layering” (2009: 58), and (iii) that 
register differences may play a part (2009: 57). While their study again 
highlights the benefits of working with tagged versions of corpus mate-
rial, it has to be pointed out that their findings are mainly restricted to 
written material from BrE and AmE and that the spoken corpora used 
for comparison are not perfect matches due to different compilation 
principles. 
3.5.7 Davydova 2011 
The goal of Davydova’s (2011) monograph is to arrive at a comprehen-
sive account of the PrPf in non-native Englishes. Her analysis comprises 
both learner and second-language varieties from a range of geographical 
locations and contrasts them with standard BrE.182 As one of the main 
aims of her study is to identify cross-varietal sociolinguistic and lan-
guage-internal factors that determine variation between the PrPf and 
other surface forms that express a perfect notion (in particular the SPst 
and, to a lesser extent, the Simple Present; see also Davydova et al. 2011: 
300),183 her analysis employs a semantic-pragmatic definition of “pre-
sent perfect contexts” (Davydova 2011: 1).184 That is, she analyzes con-
texts in which a PrPf construction expressing resultativeness, continua-
tiveness, etc. would typically occur in standard English. She suggests 
that linguistic complexity is a theoretical backdrop for variation and may 
                                                          
182 Davydova uses data from a large variety of sources, most notably informal spoken 
material from different components of ICE (EA, IND, SIN; category S1A; c. 200,000 words 
for IND, SIN; c. 90,000 words for EA), the London-Lund Corpus of Spoken English (LLC; c. 
400,000 words of spoken BrE) and the Hamburg Corpus of Non-Native Varieties of English 
(HCNVE; between c. 14,000 and c. 37,000 words per variety), which is made up of sociolin-
guistic interviews. For illustrative purposes, data from the Hamburg Corpus of Irish English 
(HCIE; no word count given) are used. Relevant instances are manually identified and 
coded, and for the quantitative analysis, distributional and variable rule tables are provided; 
however, due to methodological constraints only the latter type is available for the PrPf-
SPst paradigm (Davydova 2011: 140–142). 
183 In a similar fashion to Elsness (1997), she defines the PrPf as a tense, enabling her to 
categorize the SPst and the PrPf in the same way (Davydova 2011: 42–50). 
184 For a short discussion of approaches and potential pitfalls when defining a variable 
context see Van Herk (2010: 50–51). 
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hinder acquisition of the PrPf construction by learners.185 She further 
notes that complexity varies in different non-native varieties in the sense 
that different numbers of surface variants may exist and that various 
factors may constrain the occurrence of one surface form or another in a 
variable context. In addition, she investigates the influence of second-
language learning processes and the validity of current relevance in de-
termining the choice between the SPst and the PrPf in both PrPf and 
definite past contexts (which typically require a SPst). 
Due to the scope of the study, a wealth of quantitative and qualita-
tive findings is provided; thus, only the key implications can be outlined 
here. From a quantitative point of view, a clear continuum emerges with 
regard to the variety of different surface forms that occur from standard 
BrE (as reference variety) to acrolectal, mesolectal and basilectal varieties 
(Davydova 2011: 292; esp. Figure 17.1), which suggests that surface 
forms other than the PrPf and the SPst do not occur in PrPf contexts in 
native(-like) varieties such as BrE and acrolectal IndE. In addition, the 
multivariate analysis of constraining factors shows that semantic context 
(resultative, existential, etc.) is an important factor in all varieties and the 
exclusive factor in the native(-like) varieties,186 while Aktionsart exerts an 
influence in the mesolectal varieties. In general, the more factors in-
volved in determining the choice between different surface forms, the 
more a certain variety is supposed to be distant from (standard) BrE 
(2011: 293–294). Another finding in line with previous research is that, 
in the majority of cases, the PrPf does not co-occur with temporal speci-
fication (2011: 304).187  
                                                          
185 In other words, the more a variety succeeds in producing native-like PrPf usage, the 
more its speakers master a complex phenomenon and therefore the variety can be seen as 
more complex (Davydova 2011: 291). Cf. in that regard also Eckman’s (1977: 320) concept 
of typological markedness. 
186 To a lesser degree, temporal specification by an adverb is an important factor in BrE 
(Davydova 2011: 294; 303–304). 
187 Note that Davydova conflates unspecified contexts with indefinite contexts, which are 
supposedly typical of the PrPf in contrast to contexts with definite temporal specifications 
that are characteristic of the SPst (Klein 1992). Therefore, her conclusion that indefinite 
past time reference is one of the central underlying notions of the PrPf as the majority of 
PrPf instances occur in temporally unspecified contexts (Davydova 2011: 304) is erroneous. 
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These findings lead to the claim that the PrPf is a linguistically 
complex phenomenon (see further Liszka 2003: 16; Payre-Ficout et al. 
2009: 1),188 that is acquired to different extents in different varieties. 
Davydova notes that patterns of PrPf usage are surprisingly similar 
across the geographically diverse varieties under investigation, which 
renders substrate influence an unlikely factor (see also Davydova et al. 
2011: 305) and emphasizes the importance of underlying general learner 
strategies, such as avoidance strategies, in the face of a complex linguis-
tic category (Davydova 2011: 301). Second, she highlights the importance 
of current relevance as a notion that has to be acquired in order to 
achieve native-like PrPf use. Another noteworthy finding is that, appar-
ently, current relevance is a stronger semantic notion in resultative and 
continuative contexts than in existential and recent past contexts (2011: 
302–305), which implies that the favored readings are more central man-
ifestations of the PrPf (but cf. van Rooy 2009).189 Yet, current relevance 
may be expressed by different surface forms in non-native varieties of 
English, for example by the present tense, BE-perfects or bare verb 
stems. In some cases, this may be due to the influence of the native 
language of the speakers under investigation (Davydova 2011: 308). 
Third, she suggests that L2 varieties of English share some features and 
processes with learner varieties, which implies that approaches from 
these two fields should be reconciled (2011: 308–309). 
Davydova’s (2011) study can be seen as pioneering as it is the first 
attempt to tackle the PrPf in non-native varieties of English from a 
broader perspective, and thus to identify common underlying factors 
that determine its variation. She also convincingly shows that the notion 
of complexity is a helpful instrument for explaining this variation. With 
                                                          
188 It is evident that the non-native varieties are more complex in their range of surface 
forms that express a PrPf context and with regard to language-internal variation, as more 
constraining factors are involved, while acrolectal IndE is the most successful variety in 
terms of mastering the PrPf as a complex phenomenon in view of acquisitional difficulty 
(Davydova 2011: 295–297). This illustrates the observation that language contact may lead 
to complexification of a system (Thomason 2001: 64–65). 
189 Cf. the hierarchy of semantic readings of the PrPf that is established (Davydova 2011: 
66). The graphical representation might be misleading as the triangle-shaped figure sug-
gests that experiential and recent perfects have a wide range of usage, when in fact they are 
claimed to be less central manifestations of the PrPf. 
103 
 
regard to the second theoretical notion that is presented as crucial for 
the analysis of the PrPf, current relevance, she concedes that the divid-
ing lines between the semantic (2011: 56) and pragmatic (2011: 305) 
parts of the concept are far from clear (2011: 74),190 a fact that has been 
noted by many critics of the concept (see Section 3.3.1.2). By the same 
token, the inclusion of a formal component (“adverbials of the ‘+ current 
relevance’ group”; 2011: 73) as a defining feature of the concept of cur-
rent relevance seems impractical, particularly in light of the fact that 
temporal adverbials do not occur with the majority of PrPf instances 
(Wynne 2000; van Rooy 2009; Hundt & Smith 2009 amongst others; cf. 
Davydova 2011: 304). Even if this was not one of the main issues of Da-
vydova’s study, the choice of her polysemous191 semantic model could 
have been accounted for in more detail (see also Section 3.3 above), par-
ticularly as alternative (corpus-based) approaches, such as those devel-
oped in Schlüter (2002a) and van Rooy (2009), are not considered. 
From a methodological point of view, Davydova demonstrates the 
usefulness of smaller corpora and sociolinguistic interviews for the 
study of grammar, although some of the variants identified occur too 
rarely to be investigated quantitatively. The choice of her corpus material 
is restricted, although the s1a category in ICE is without doubt the best 
candidate in a search for vernacular features (a similar approach is taken 
e.g. by van Rooy 2009, Lange 2012 and Seoane & Suárez-Gómez 2013). 
On a related note, it is surprising that she uses BrE data from the LLC 
instead of the ICE-GB component, which arguably would have been 
                                                          
190 It is symptomatic that current relevance in the course of the investigation is defined as 
both “pragmatic concept” (Davydova 2011: 305) and “semantic component” (2011: 63, 65). 
In support of the preservation of the fuzzy notion of current relevance, other authors 
maintain that it can be applied in empirical studies if tokens are coded for a number of 
relevant factors (such as adverbials) that can be interpreted as correlating with a PrPf 
surface verb form (Van Herk 2010: 51). 
191 Davydova wrongly claims that “polysemous” corresponds to “non-monadic” sensu 
Petersen (2004: 116). Rather than meaning that the PrPf has different semantic readings, 
“non-monadic” implies that features of the grammatical categories tense and aspect are 
united (see also Section 3.2.4). Note further that the claim that her polysemous approach 
(Davydova 2011: 55) is compatible with that of Declerck (2006) is somehow skewed, as the 
latter approach is also polysemous, but only on a lower level. The “core meaning or seman-
tics” (Declerck 2006: 312) of the PrPf in his account is anteriority (as in McFadden & 
Alexiadou 2010: 392; see also Table 3.3.1). 
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more comparable. Furthermore, she does not disclose why the results 
from the three components of ICE (EA, IND, SIN) that are used for the 
quantitative analysis as instances of mesolectal varieties are not taken 
into consideration in the main overview of the findings (Davydova 2011: 
291–305).192 However, it is indisputable that Davydova (2011) has indi-
cated the potential for extension of the data from other L1 varieties of 
English, for which ample corpus material is available,193 to include addi-
tional factors that constrain PrPf contexts, such as preceding tense, and 
to consider register and text type differences, thus going beyond a mere 
description of spoken language. 
3.6 Summary and discussion of implications for the present study 
Sections 3.1 to 3.2 presented various views on the grammatical status of 
the PrPf (and other perfects) in English, starting with reference gram-
mars and highlighting approaches such as “perfect as aspect”, “perfect 
as tense”, “perfect as a category of its own”, and some alternative views. 
Based on the foregoing, it is clear that for the time being we must accept 
that the issue of the grammatical status of the PrPf is far from settled, 
although it is hoped that the previous sections may have helped to find 
one’s way through (and systematize) the terminological jungle surround-
ing the PrPf in English. 
                                                          
192 Davydova et al. (2011) provides a short analysis of (upper-)mesolectal varieties (data 
from ICE-EA, SIN, IND + further data from HCIE and mesolectal IndE). Parallel to the 
findings of Davydova (2011), this paper suggests that the semantics of PrPf contexts is the 
most influential factor that constrains variation and that, while all these varieties show 
similarities as far as variation between different PrPf surface forms is concerned, they 
predominantly use the PrPf construction. Therefore, Davydova et al. (2011: 304–305) 
conclude that for these varieties, substrate influence can be discounted and that long 
exposure to the target variety is one of the sociolinguistic factors that strongly determines 
orientation toward standard BrE. 
193 The same holds for AmE, which arguably exerts a strong influence on non-native varie-
ties of English (e.g. via globalized popular culture) and may be responsible for the fact that 
the SPst is used in these varieties to a greater extent than in BrE. In more general terms, 
this would problematize the role of BrE as the “gold standard” for learners and second-
language speakers of English. Yet other native varieties such as AusE might exert an influ-
ence on geographically or socioculturally close varieties (Hundt & Biewer 2007). 
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While a number of alternative approaches have been developed by 
different authors and the inherent weaknesses of both the “perfect as 
aspect” and the “perfect as tense” hypothesis have been acknowledged, 
notably the fact that both have to employ some kind of workaround to fit 
the PrPf into their general system of grammatical categories, they still 
seem to dominate the current discourse. In contrast, accounts of the 
“perfect as a category of its own” as well as further alternatives have not 
yet received the scholarly attention they deserve, although some of them 
(e.g. Kortmann 1991) provide straightforward and elegant alternatives to 
the two mainstream models.194 For practical purposes, the PrPf hence is 
referred to as a form that creates temporal reference (TR form). 
It has to be kept in mind, however, that the vast majority of the 
aforementioned theoretical considerations are based on the description 
of (standard) BrE and AmE,195 whereas the grammatical status of the 
PrPf, or, more generally speaking, of surface forms with a perfect no-
tion, may differ in diverse World Englishes compared to traditional na-
tive varieties. In addition, it has to be emphasized that it is not the aim of 
the present study to develop yet another theory on the grammatical sta-
tus of the PrPf in English, as this is not the main focus of the empirical 
analysis below. The intention is, however, to arrive at some meaningful 
conclusions about its status in World Englishes and to explore whether 
the situation is similar or dissimilar across varieties or groups of varie-
ties. 
Section 3.3 provided an outline of previous studies and theories of 
the semantics and pragmatics of the PrPf, and discussed the different 
ways in which the PrPf can be viewed as a compositional construction. 
Similar to the issue of grammatical categorization, it was shown that a 
multitude of different accounts exist with respect to the semantic de-
scription of the PrPf. These claim either a single underlying meaning or 
a number of discrete meanings or readings. While monosemous ac-
counts have been criticized for being too broad to allow any meaningful 
                                                          
194 See also Bybee & Dahl’s view from a typological angle that considers all attempts at 
categorization of the perfect as either tense or aspect as futile and suggests that “the rele-
vant entity for the study of grammatical meaning is the individual gram” (1989: 97). The 
present analysis aims to proceed in this spirit. 
195 Phillipson (2009: 31) strongly criticizes this situation. 
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statements about the PrPf, polysemous accounts have the serious draw-
back that the individual interpretations are established on more or less 
subjective grounds,196 as evidenced by the range of semantic functions 
(varying from two to seven, see Table 3.3.1 above) and the fact that cross-
categorizations are often possible (Michaelis 1994: 123–126; Portner 
2003: 459–460). This contradicts the view that there is a “general con-
sensus” (Tagliamonte 2000: 338) in the literature with regard to the se-
mantic categorization of the PrPf.197 Other weaknesses of both the 
mono- and polysemous approaches include the fact that the proposed 
meaning(s) of the PrPf are established purely by way of introspection, 
which again reinforces the allegation that they are inherently subjective 
and only applicable to BrE and AmE, while different semantic functions 
may be salient in other varieties of English. 
Pragmatic approaches provide further insight into the nature of 
the PrPf as they involve another level of linguistic analysis and recognize 
the importance of extralinguistic context, but, like the semantic ap-
proaches, they do not fully succeed in offering a unanimously accepted 
view. Notions such as current relevance can be retained provided they 
are elevated one level on the linguistic hierarchy (from semantics to 
pragmatics), but the fundamental problem of the lower level of that hi-
erarchy (e.g. the arbitrariness in assigning different semantic readings) 
remains. Note also that “persistence”, one of the proposed pragmatic 
values in Nishiyama & Koenig’s (2010) model, corresponds to “continua-
tive” in a semantic analysis and that, again, the establishment of the 
various pragmatic values is not immune to subjectivity. On these 
grounds the present study does not attempt to code the occurrences of 
the PrPf for pragmatic values. 
As regards the various ways in which the PrPf has been described 
as compositional, it was shown that purely form-based approaches fall 
short for various reasons. Theories that view the PrPf as a combination 
                                                          
196 But cf. Slobin (1994: 129), who suggests from the perspective of L1 acquisition that 
different readings of the PrPf may have an actual foundation in psychological reality, as the 
PrPf is used in different semantic contexts at different stages of the acquisition process. 
197 It is symptomatic that one of the more recent reference grammars of English (Biber et 
al. 1999) contains no attempt at a semantic classification of the PrPf at all, potentially to 
avoid the inconsistencies and disputes that surround this area of research. 
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of grammatical categories seem more adequate and intuitively plausible, 
but have to rely on additional contextual elements to explain its full 
range of usages. This implies that contextual elements (such as temporal 
adverbials) and other elements which are seen as partly constituting the 
meaning of the PrPf (such as Aktionsart of the verbs involved) are areas 
that are worth further investigation. The third type of compositionality, 
which sees the PrPf as a combination of a semantic and a pragmatic 
component, does explain co-occurrence patterns with temporal adverbi-
als but, like the pragmatic approach criticized above, does not provide a 
convincing explanation overall for the characteristics of the PrPf. 
In addition, Section 3.4 presented the findings from a number of 
studies on the PrPf in non-standard varieties. These findings comple-
ment the theoretical accounts in the sense that (i) they were able to iden-
tify further surface forms that can be used in contexts that require a PrPf 
in standard English, and (ii) they draw attention to the fact that the PrPf 
can be used in a wider range of contexts than in standard English. How-
ever, it was highlighted that the proportion of alternative forms in the 
non-standard varieties investigated is comparatively low, which suggests 
that the main focus of quantitative research should lie on occurrences of 
PrPf forms and their usage patterns. Furthermore, an extended func-
tional range of the PrPf is attested for some varieties only, so it remains 
to be verified whether this development is idiosyncratic or whether it 
manifests itself as a stable trend in further varieties. 
Section 3.5 discussed the results of some relevant corpus-based 
studies on the PrPf that mainly addressed cross-variational issues. While 
the strengths and weaknesses of the individual works were outlined, it 
emerged that (apart from Davydova 2011) the focus of book-length trea-
tises lies on the BrE versus AmE paradigm only and that studies of the 
PrPf in further varieties of English are relatively restricted in their scope, 
being based on comparatively small datasets and/or material from a 
limited number of different genres only, usually excluding written texts. 
It also emerged that many empirical studies simply rely on traditional 
semantic categorizations that are based on introspection and may not be 
fully adequate. In addition, the occasional use of unbalanced corpus 
material leads to odd results in comparison to the findings of other stud-
ies, as does the use of untagged corpus material when searching for the 
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PrPf. This in turn highlights the importance of using comparable corpus 
material that is reliably tagged. 
A number of additional points relevant to the present study are 
worth noting. First of all, it is obvious that grammar is a particularly 
interesting area of study, including varieties of English other than BrE 
and AmE. Second, it remains to be tested whether clear dividing lines 
between L1 and L2 varieties can be established and whether geograph-
ical and/or sociocultural distance plays a part in determining the similar-
ity of the varieties in question. Third, some interesting hypotheses with 
regard to the role of particular linguistic categories and items such as 
Aktionsart, semantic context, and co-occurring temporal adverbials were 
posed, which either can be corroborated or rejected based on the obser-
vations of the present study. Fourth, the need for a contrastive analysis 
of differing registers became apparent. It should be evident that this is 
only possible with comparable corpus material across different varieties 
as employed in the present study. Fifth, apart from the pilot study by 
Hundt & Biewer (2007), none of the PrPf studies discussed above in-
cluded data from transplanted L1 varieties such as IrE, AusE, CanE, or 
NZE, meaning that a potential orientation of L2 varieties toward one or 
more of these has not been considered in detail so far. 
From a theoretical point of view, the corpus-based works only 
partly contribute to resolving the salient issues with regard to the PrPf. 
Although most studies discuss the grammatical status of the PrPf as a 
tense or aspect, alternative approaches such as Kortmann’s (1991) sug-
gestion are rarely considered, and theory is interpreted in such a way as 
to suit the respective author’s research needs; for example, Elsness 
(1997) and Davydova (2011) (legitimately) define the PrPf as a tense, as 
their research focus is on the alternation with the SPst (whose status as a 
tense is beyond doubt). While the grammatical categorization is only of 
secondary importance for the present study, it should be noted that also 
with regard to the semantic analysis, supposedly canonical models are 
occasionally employed despite their inherent weaknesses, and studies 
rely on the by no means undisputed notions of indefiniteness and cur-
rent relevance as characteristics of the PrPf (see sections 3.3.2.1 and 
3.3.1.2). Notable exceptions are Schlüter (2002a), van Rooy (2009) and, 
with caveats, Wynne (2000), who refrain from categorizing the individu-
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al occurrences of the PrPf in their data according to established classifi-
cations but rather develop models of semantic categorization based on 
their datasets. These corpus-based models correspond nicely in that they 
all identify “continuatives” versus “non-continuatives” as fundamental 
readings of the PrPf (see also Huddleston & Pullum 2002: 141–146), 
which implies that this distinction actually mirrors the central semantic 
categories that are discernible in the PrPf, and that applying them to 
other corpus material would be fruitful. 
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4 Methodology and data 
The present chapter represents the first part of the empirical section. It 
provides an overview of the methodology and the data. In passing, it 
highlights problems and difficulties that occurred during the process of 
data analysis as well as advantages and improvements in comparison 
with other studies. Specifically, after a few notes on the layout of the 
corpus material, which serve to make the particular suitability of ICE for 
the purposes of the study clear, it explicates the repercussions of the 
processes of tagging the data and describes the identification and sam-
pling of instances of the PrPf. In addition, the present chapter considers 
the coding of the factors that are analyzed, the implications of the statis-
tical techniques that establish a measure of similarity across the varieties 
under investigation, and potential caveats. 
4.1 The ICE project 
In order to understand why the ICE family of corpora was chosen for the 
current study, this section provides a brief description of the ICE project 
and of the design principles followed in compiling the components of 
the corpus. 
The idea for establishing a comparable family of corpora for a vast 
range of national or regional varieties of English first emerged at the end 
of the 1980s and is outlined in detail in a volume edited by Greenbaum 
(1996a). At present, twelve components are publicly available198 and 
twelve more are under compilation (www.ice-corpora.net/ice/in-
dex.htm). The rationale behind the project is that meaningful compara-
                                                          
198 These are the components for Canada, East Africa (Kenya and Tanzania), Great Britain, 
Honk Kong, India, Ireland, Jamaica, New Zealand, the Philippines and Singapore. For the 
main part of the present study, the East Africa component (ICE-EA) was excluded as its 
textual categories for various reasons do not correspond to the general layout, which pre-
cludes an analysis of text type and register effects. Similarly, ICE Sri Lanka (ICE-SL) and 
the American component (ICE-USA), for which to date only the written parts are available, 
are not considered. Instead, it was possible to include data from the Australian component 
(ICE-AUS), as kindly provided by Adam Smith (Macquarie University, Sydney). 
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tive analyses of the varieties included are only possible with parallel 
corpora that all adhere to the same principles of design and thus are as 
homogeneous as possible with regard to the specification of text catego-
ries (see below), the dating of the data (mostly early 1990s) and the edu-
cational background of the speakers involved199 (for more details see 
Greenbaum 1996b: 5–6). Each of the components comprises approxi-
mately one million words that are composed of 500 (ideally self-
contained) texts of 2,000 words each, while many of the 2,000-word text 
units are composite themselves. The specific text categories are present-
ed in Appendix A (Nelson 1996: 28–33 and www.ice-corpora.net/ice/de-
sign.htm). 
Although by contemporary standards one million word corpora 
seem to be small, the main advantage of the ICE corpora is their compa-
rability across an extended number of varieties. From a methodological 
point of view, this enables the researcher to undertake (i) investigations 
of one particular variety, (ii) comparative studies with a focus on the 
proximity to or distance from a reference variety, most likely BrE or 
AmE, (iii) analyses of potential “core” features across varieties and (iv) 
studies of variety-internal variation. Recent studies, echoing Greenbaum, 
have emphasized that it is crucial in cross-variety analyses to have da-
tasets that are comparable as far as possible. This is especially important 
if variation across genres or text types should properly be mirrored with-
                                                          
199 Note that all informants are adults with at least a completed formal English-medium 
secondary-school education. They are considered speakers of “‘educated’ or ‘standard’ 
English” (Greenbaum 1996b: 6) of the respective variety. Occasionally speakers are includ-
ed due to their social or public status (e.g. writers, broadcasters, etc.). Therefore, the data in 
the corpus material is relatively controlled for social variation, which is usually compara-
tively more pronounced in typical L2 varieties (Schneider 1983a: 73–74 for JamE). Howev-
er, the compilers should aim at representativeness as to sex, age and regional descent of 
the speakers (Nelson 1996: 28). Note further that, as more and more components of ICE 
have been added at a later stage (e.g. the compilation of the Ugandan component was 
started in 2011), the dating criterion had to be relaxed, necessitating a note of caution: For 
a comparison of older ICE components (such as ICE-GB or ICE-NZ, data from the early 
1990s) with ones to be completed in the future, say, in 2020, researchers have to be aware 
of potential effects of diachronic variation (cf. studies based on the BROWN-family of 
corpora, also addressing variation over a 30-year span, data from the 1960s and 1990s). A 
possible solution would be to compile new ICE components, facilitating diachronic anal-
yses (see also below). 
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in that analysis (Hundt & Vogel 2011: 146). In the same vein, Mukherjee 
& Schilk (2012: 194) have pointed out that conceiving of worldwide varie-
ties of English as monolithic blocks may be too reductive a view and, 
further, that taking account of variety-internal variation is a growing and 
necessary trend in research of World Englishes. Still, caution is needed 
due to the various processes (language contact, koinéization, etc.) that 
are involved in shaping varieties of English (see Chapter 2; cf. Davydova 
et al. 2011: 293).  
Another argument for the applicability of seemingly small corpo-
ra such as those from the ICE family can be found in the nature of the 
current study as an analysis of grammatical patterns. Hundt & Mair 
(1999: 224; see also Biber 1990) argue that, in contrast to lexical studies 
that rely on extensive monitor corpora (like, for example, COCA; Davies 
2010) to include as many data and in consequence words as possible, 
one million word corpora provide enough evidence for grammatical 
studies. This finding is still considered valid and holds especially for 
items with a comparatively high frequency of occurrence such as the 
PrPf. 
A further aspect worth mentioning pertains to the establishment 
of textual categories. Not only can they be discerned according to the 
mode of discourse/channel of production (written vs. spoken; cf. above), 
but also along other dimensions. In the present study I will also use a 
distinction between “involved” and “informational” texts, first estab-
lished in Biber (1988) as “Dimension 1” along which texts may vary. 
Applied for the ICE genres, dialogues, monologues and non-printed 
writing are subsumed under the former, printed writing under the latter 
category. 
It has to be acknowledged, though, that ICE categories do not 
match Biber’s categories one-to-one, so some of the text types mentioned 
are part of a grey area between the two poles. For instance, in Biber’s 
analysis (cf. 1988: 128) professional letters appear slightly below the zero 
value in the relevant figure, that is, toward the informational pole. In 
ICE, however, professional letters form a category (w1b) with social let-
ters, which are high on the involved score. It could be argued that both 
subtypes are characterized by typical features of involved texts, such as a 
high incidence of first and second person pronouns (see further Biber & 
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Conrad 2009: 247). Depending on the topic, student writing (w1a), 
which does not form part of Biber’s analysis, can display features classi-
fied as involved, so this is why non-printed writing is also seen as located 
toward the involved pole of the dimension. In addition, it could be ar-
gued that the ICE categories are internally inhomogeneous as, for exam-
ple, scripted monologues (s2b) contains TV and radio news, where lin-
guistic features may differ and which also consist of different phases 
(exposition and argumentation, which is more involved, and narration, 
which is more informational). In any case, the empirical analysis will 
show that the application of Biber’s categories is helpful. 
4.2 Tagging, identification of Present Perfect occurrences and 
sampling 
The review of earlier studies on the PrPf (see Section 3.5) revealed that 
reliable identification of PrPf occurrences is only possible when using 
corpus material that is tagged for parts of speech. Otherwise, a dispro-
portional amount of manual work is needed and, if conclusions are 
based on extrapolations from a small sample that was manually re-
trieved, the results may be skewed. As at the data analysis stage of the 
present study ICE-GB was the only component for which a tagged ver-
sion was available (only analyzable with ICECUP; www.ucl.ac.uk/eng-
lish-usage/resources/icecup/),200 the first step toward obtaining reliable 
data was to create tagged versions of the corpus files, which are usually 
available in plain text format.201 This was automatically done with the 
help of the C5 tagset (ucrel.lancs.ac.uk/claws5tags.html) of the CLAWS 
part-of-speech tagger (ucrel.lancs.ac.uk/claws/). As regards the reliability 
of this tagger, the low 1.5% error rate that was established for the tag-
ging of the BNC (see www.natcorp.ox.ac.uk/docs/URG/posguide.html) 
                                                          
200 Versions of the ICE-components that are tagged with the C7 tagset as well as with 
semantic tagging are available now (www.ice-corpora.net/ice/index.htm). 
201 For the sake of consistency, a plain text version of ICE-GB was created that was subse-
quently tagged again. 
115 
 
could be confirmed for the ICE data with the help of spot checks.202 For 
the identification of occurrences of the PrPf in particular, tagging er-
rors203 such as (1), where the form of the cliticized third person singular 
forms of BE and HAVE is congruent and wrongly analyzed by the tagger, 
(2), where the -ing suffix was interpreted as adjectival, (3), where an ad-
jective was interpreted as verbal form204 or (4), an instance of homogra-
phy between a verbal form and an adjective could have skewing effects 
and had to be manually removed as false positives (after sampling). 
However, the rare instances of examples with non-standard concord 
between auxiliary and subject, such as (5), were included. 
 
(1)  whatever_DTQ it_PNP1 ’s_VHZ (correct: _VBZ) 
called_VVN (ICE-AUS s1b-019) 
(2)  authorities_NN1 have_VHB been_VBN pussy-footing_AJ0 
(correct: _VBG) around_AVP (ICE-NZ w2e-009) 
(3)  he_PNP has_VHZ mixed_VVN (correct: _AJ0) feelings_NN2 
about_PRP his_DPS daughter_NN1 ’s_POS marriage_NN1 
(ICE-PHI s2b-006) 
(4)  You_PNP have_VHB lead_VVN (correct: _AJ0) ones_NN2 
as_AV021 well_AV022 (ICE-JA s2a-054) 
(5)  Ah_ITJ you_PNP has_VHZ been_VBN to_PRP Vi-
etnam_NP0 (ICE-HK s1a-007) 
 
The second step after tagging was to retrieve all instances of the PrPf in 
the corpora. Before this could be done, a number of decisions as to 
which occurrences of PrPfs to in- or exclude from the study had to be 
                                                          
202 See also van Rooy & Schäfer (2002), who found that the accuracy of the CLAWS tagger 
exceeded 96% for unedited and 98% for edited learner data where spelling errors were 
manually removed. 
203 Inaccurate tagging might sometimes also be due to idiosyncrasies in the transcription 
of spoken material in the corpora, e.g. I_PNP wouldnt_VVB (correct: would_VM0 n’t_XX0) 
have_VHB done_VDN (ICE-JA s1a-028). 
204 Ambiguous cases such as you have isolated exceptions to the rule (ICE-PHI s1a-071) or this 
new mode of peripheral specialization has limited developmental potential for Jamaica (ICE-JA 
w2a-036) were also excluded, as were occurrences where the PrPfs formed part of a “false 
start” and were subject to self-corrections such as kidnapping has been has been uh is already 
syndicated (ICE-PHI s2a-046), which did not lend themselves to an unequivocal analysis. 
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taken. First of all, it was decided to exclude the highly frequent combina-
tion HAVE got (+ NP), as it can virtually always be replaced by a present 
form HAVE + NP (Wynne 2000: 33; Hundt & Biewer 2007: 254); likewise, 
all instances of HAVE got to as a semi-modal that expresses obligation 
(Ota 1963: 51–53) were excluded. In addition, to sharpen the focus of the 
analysis and to ensure comparability with other works, progressive 
forms were, with the exception of the case studies, excluded due to their 
almost exclusive association with continuative contexts (see also Meyer 
1995: 222), although they constitute an interesting area and should be 
investigated in detail in another study. 
The search then was done with the help of the concordancing 
software WordSmith Tools (version 5.0.0.334; Scott 2011). A search rou-
tine that involved the tags from the CLAWS tagset was devised205 and 
each individual corpus component was searched, leading to a file with 
concordance lines including a substantial amount of context (c. 200 
characters) before and after the individual occurrences of the PrPf for 
each component. After the manual removal of passive forms, which 
could not be identified by the automated search at this stage, representa-
tive random samples were drawn (98% confidence level, 5% margin of 
error)206 and sampled lists of concordance lines were created and saved. 
These lists were manually scanned for false hits (mostly due to tagging 
                                                          
205 The search was for the tags *_VHB/*_VHZ + *_VBN/*_VDN/*_VHN/*_VVN within 
four words to the right. The four-word range was deemed adequate as earlier studies 
(Schlüter 2002a: 103; 2006: 136) found that more than three inserted items between auxil-
iary and past participle are very rare. The following tags were excluded in the automated 
search according to the exclusion criteria: *_VBG/*_VDG/*_VHG/*_VVG/got_*. It 
should be evident that, unlike in other studies (e.g. Davydova 2011) the construction under 
investigation in this search is defined in purely formal terms. It has to be kept in mind, 
however, that there may not be a discrepancy in form but in function in some varieties of 
English in contrast to others (particularly in L2 varieties; Hartford 1993: 1), so caution is 
needed when looking at the individual occurrences (see also Section 6.4). 
206 The required sample size for each ICE component was calculated with R (version 
2.14.1; see cran.r-project.org for the latest version) with the help of the sample.size function 
from the library samplesize (news.mrdwab.com/2010/09/10/sample-size-calculator-for-r/). 
Note that it was decided to keep the actual sample bigger than required in order to com-
pensate for potential unwanted data (e.g. due to tagging and searching errors) that had to 
be removed manually afterwards. This proved beneficial as the WordSmith Tools search 
indeed returned a number of unwanted data points. 
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errors; see the examples above) and further unwanted data such as com-
binations of modals and PrPfs (Winford 1993: 172–174), elliptical forms 
and non-finite forms of the type she is believed to have left,207 or occur-
rences with passive progressive forms that had not been excluded auto-
matically by the tagger due to intervening material such as (6) or (7), 
which were all removed. 
 
(6)  The council will no longer be dominated by appointees, who 
have been for years toeing official lines (ICE-HK w2a-011) 
(7)  Again Christianity has been really uh using various ways (ICE-
JA s2a-031) 
 
These adjusted lists were subsequently exported to spreadsheets in order 
to proceed with the identification and annotation of relevant instances 
and the manual coding of each individual occurrence according to the 
factors outlined in the following sections. All in all, this resulted in the 
following breakdown of the 5,334 data points: 
 
Table 4.2.1. Sample sizes and invalid occurrences in the ICE data 
corpus name PrPf 
occur-
rences 
recommended/ 
actual sample size 
invalid  
occurrences in 
the sample 
sample size 
available after 
adjusting 
ICE-AUS 4,167 480/523 7 (1.3%) 516 
ICE-CAN 3,028 460/542 14 (2.6%) 528 
ICE-GB 3,719 473/563 26 (4.6%) 517 
ICE-HK 4,040 478/570 20 (3.5%) 550 
ICE-IND 4,585 485/580 2 (0.3%) 578 
ICE-IRL 3,188 463/549 19 (3.4%) 530 
ICE-JA 2,828 455/555 13 (2.3%) 542 
ICE-NZ 4,530 484/579 10 (1.7%) 569 
ICE-PHI 2,746 453/535 8 (1.5%) 527 
ICE-SIN 1,784 416/484 7 (1.4%) 477 
                                                          
207 See e.g. Bowie & Aarts (2012) for an in-depth study of infinitival and modal perfects in 
BrE. Note that if PrPfs are embedded under a modal (Schaden 2009: 118) or an infinite 
construction (McCawley 1971: 100; cited in Mugler 1988: 62–63) the definite temporal 
adverbial constraint is overridden (see also Section 6.5 below). Constructions with modals 
were therefore excluded from the results of the main part of the empirical analysis. 
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4.3 Coding of factors 
Once the sample that forms the basis for the current investigation had 
been created, the individual occurrences of the PrPf had to be manually 
coded for a number of factors that are either found in the context of the 
PrPf (temporal adverbials, sentence type, preceding tense), that are in-
herent in elements of the PrPf construction itself (Aktionsart of the 
main verb) or that are found on the level of semantics.208 These factors 
were chosen as they had been identified as determining variables for the 
PrPf in earlier work (see e.g. Sharma 2001: 353 or Tagliamonte 2000: 
340–347; cf. the detailed list in Van Herk 2008: 57 and Section 3.6) and 
thus seemed apt for establishing a kind of grammar of usage (cf. also 
Biber & Conrad 2009: 216) for the PrPf. All in all, 31,896 manual coding 
decisions had to be made. 
4.3.1 Temporal adverbials 
In spite of the finding that temporal adverbials overall only co-occur with 
roughly one third of PrPf occurrences,209 they have been widely recog-
nized as important triggers for the PrPf (in contrast to the SPst) in Eng-
lish since at least Jespersen (1931: 61). 
It has been stated that, cross-linguistically, (i) temporal adverbials 
create reference to a point or stretch on the time axis (Klein 2010: 1224; 
and, for the English PrPf in particular, this reference must be to the 
present in one way or another; cf. Dinsmore 1991: 101; Leech 2004: 44–
45), (ii) they are used less systematically to express location in time in 
                                                          
208 This eclectic approach seeks to reconcile the two positions that either include or exclude 
contextual factors in their description of the PrPf, therefore aiming for comprehensiveness 
as far as factors from different levels of analysis are concerned. 
209 Cf. also Portner, who maintains that “any sentence which lacks overt temporal adverbi-
als receives a default temporal specification, something like once or at some time” (2003: 
492). While this view stands in stark contrast to earlier positions that saw reference to the 
present as the distinguishing criterion of the PrPf in opposition to the SPst (e.g. Koziol 
1958: 499) and contains some inherent vagueness, it provides a rationale for the claim that 
the PrPf is usually used in indefinite past contexts. It remains to be tested whether this 
“default” reading of PrPf occurrences without temporal specification applies for all of the 
varieties under investigation. 
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comparison to other means such as tense or aspect (Dahl & Velupillai 
2011a); in other words, they are less grammaticalized, and (iii) they can 
be seen as a wholly separate system for expressing temporality (Panitz 
1998: 275). As regards the last point, however, it should be evident that 
reciprocal effects between the different means of expressing temporality 
exist (Binnick 1991: 300). Temporal adverbials rather serve to specify the 
orientation in time of an utterance in more detail than would be possible 
with tense or aspect alone (Schopf 1984: 403; Miller 2004a: 235; Jaszczolt 
2009: 91), which renders them “by far the most elaborate device to en-
code time” (Klein 2009b: 64).210 In addition, it has to be noted that, at 
times, the usage of a particular temporal adverbial can even determine 
other factors, such as the semantics of a PrPf construction (Guenthner 
1977: 95; Vermant 1983: 43; Kirsten 1994: 54–55; Michaelis 1994: 132–
134; Schlüter 2002a: 203), for example when a durational adverbial 
strongly favors a continuative semantic reading. 
The actual coding of the data with regard to temporal adverbials 
was done in two steps. First, each PrPf occurrence was coded for pres-
ence or absence of an associated temporal adverbial (that is, within the 
scope of the respective utterance/verbal element). This makes it possible 
to establish the proportion of PrPf occurrences with and without tem-
poral specification and to compare the values for the current dataset with 
findings from earlier studies. If the context that was extracted around 
each PrPf occurrence to the spreadsheet did not allow a straightforward 
analysis (e.g. due to an extended sentence length), the concordance files 
were consulted again to look at additional contextual data. Second, if 
temporal specification was present, the type of specification was deter-
mined. I followed the schemes proposed by Quirk et al. (1985: 8.55–8.73; 
8.97) and Biber et al. (1999: 777), which recognize four groups of tem-
poral adverbials according to their meaning.211 These are: 
                                                          
210 It has been noted for the Past Perfect that “absence of adverbial marking may facilitate 
the reinterpretation of pragmatic meanings of aspectual constructions” (Sharma 2001: 
358). Again, this emphasizes the role temporal adverbials play in specifying the location in 
time of an utterance. 
211 Other schemes for categorizing temporal adverbials have been proposed for instance by 
Schopf (1984: 16); Binnick (1991: 306–309); Panzner (1995: 37); Leech (2004: 45–46) or 
Declerck (2006: 132–146, 591–633). 
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(i) Adverbials of time-position (TP; e.g. today, yesterday, after-
wards, etc.) 
(ii) Adverbials of span and duration (SP; e.g. briefly, since X, for 
X, etc.) 
(iii) Adverbials of frequency (FR; e.g. daily, twice, always, often, 
never, etc.) 212 
(iv) Other adverbials of sequence or time relationship between 
two events (SQ; e.g. already, originally, etc.) 213 
 
It has repeatedly been stated (e.g. by Binnick 1991: 300–310; Panitz 
1998: 247–271 or Klein 2009b: 64) that these four groups can be realized 
by a plethora of surface forms214 also comprising compound construc-
tions such as prepositional phrases, as in (8), subordinate clauses, as in 
(9), or noun phrases, as in (10), while single adverbs represent the most 
frequent type of realization (Schlüter 2002b: 310). 
 
(8)  The plunder that has gone on in this period in which the trade 
unions have been weakened […] (ICE-GB s2b-036) 
(9)  Since we last communicated, SCI-MED has employed a service 
engineer in Wellington, so the after-sales support we offer is 
now better than ever before. (ICE-NZ w1b-022) 
(10) Uhm this year I have taken six courses (ICE-HK s1a-058) 
 
With the help of the information from the coded data, it can be deter-
mined whether varieties of different types pattern differently in their 
usage of temporal adverbials and whether significant differences be-
tween L1 and L2 varieties of English exist. Another hypothesis with ref-
                                                          
212 An alternative label for this group is “pattern adverbials” (Vlach 1993: 251). 
213 Occasionally, this group is also labeled “adverbials of contrast” (Klein 2009b: 65–66). 
Note that this category is absent from earlier work by the same author (Klein 1992: 528) 
and is also sometimes ignored in other works (e.g. Rothstein 2007: 97). 
214 For other lists of adverbials emerging from corpus studies, categorizations of these on 
formal principles and related discussion see e.g. Vermant (1983: 72–84); Panzner (1995: 
107–134); Meyer (1995: 220–222); Wynne (2000: 52–113); Schlüter (2002a: 225; 2002b: 
310–312) or Elsness (2009a: 98). 
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erence to the PrPf and usage of adverbials is the alleged predominance 
of occurrences that are not temporally specified in written and more 
formal genres (Miller 2004a: 231).215 If confirmed, this would imply a 
higher rate of temporal specification in the spoken data. Pace Miller 
(2004a), it has been claimed, however, that patterns of temporal specifi-
cation are relatively homogeneous both across various genres and across 
varieties (BrE and AmE), while they interact with sentence type (55% of 
all negative statements but only 25% of all questions are specified by a 
temporal adverb) and semantics (where overall less frequent semantic 
readings, such as continuatives, are more likely to be temporally speci-
fied) (Schlüter 2002a: 259–260). 
In the present study as well as in earlier publications (Bauer 1970; 
Dahl 1985; Mugler 1988; Kortmann 1995; Portner 2003; Sempere-
Martinez 2008; Ritz & Engel 2008; Elsness 2009b or Schaden 2009, to 
name but a few), it has often been stated that certain restrictions apply 
with regard to the combinability of the English PrPf with members of 
the group of temporal adverbials that is labeled (i) above, notably with 
those that express definite past time reference (such as a year ago, yester-
day, in 1974, etc.), and various syntactic and pragmatic explanations for 
this finding have been discussed (e.g. by Klein 1992; Giorgi & Pianesi 
1997; Portner 2003 or Rothstein 2007; 2011). However, when looking at 
actual language data, this view oversimplifies matters as these con-
straints do not always seem to be operative. Above all, AmE is commonly 
regarded as more flexible in terms of the choice between the PrPf and 
the SPst when co-occurring with temporal adverbials (Quirk et al. 1985: 
4.22); i.e. in this variety the relative frequency of the SPst in contrast to 
the PrPf is higher in instances that involve an indefinite temporal adver-
bial, particularly in non-continuative contexts (Meyer 1995: 224) or at 
least with a restricted group of adverbials such as already or just (Panzner 
1995: 146; Hundt & Biewer 2007: 253; see further Section 6.5). 
                                                          
215 However, a special situation seems to hold for narrative texts. It has been stated that 
this genre, which usually implies fictionality and more often than not pastness, needs 
more temporal specification beyond tense and aspect than other texts, where the exact 
temporal reference may be implicitly clear for speaker and listener (Weinrich 2001: 91). On 
a more general level, this suggests that different text types potentially reveal different 
patterns of distribution of temporal adverbials (see furthermore Panzner 1995: 147). 
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In addition, a number of corpus studies of BrE and AmE have 
identified instances of the PrPf with co-occurring definite temporal ad-
verbials in both spoken and written material (Ota 1963: 46; Meyer 1995: 
225; Hundt & Smith 2009: 55–57), which cannot all be simply attributed 
to performance errors or inadvertence on the part of the speaker (Quirk 
et al. 1985: 4.23; Harder 1997: 417). It has been suggested elsewhere 
(Rastall 1999: 81–83; Davydova 2011: 156–158) that the principle of cur-
rent relevance may supersede the combinational constraint for pragmat-
ic reasons.216 As regards their overall frequency, examples of this kind 
are comparatively rare, but seem to be more salient and systematically 
used in other varieties, such as NZE (Quinn 1999: 196; but cf. Hundt 
1998: 74) or AusE (Ritz 2010: 3403; see further Ritz & Engel 2008), and 
further in varieties of English in the Asian sphere (Kachru & Smith 
2008: 91–92; Balasubramian 2009: 92–93).217 Thus, it remains to be 
tested whether and to what extent combinations of the PrPf and adverbi-
als of the “definite past” group surface in the current dataset and wheth-
er there are differences between individual variety types and text types 
(see in particular Section 6.6 and Werner 2013b). Besides these combi-
nations, arguably due to substrate influence, a number of (particularly 
Asian) L2 varieties merely rely on temporal adverbials for coding utter-
ances for tense and aspect or dispense with coding reference to the past 
by morphosyntactic means (i.e. use the base form of verbs) after past 
time reference has been established at least once (Platt et al. 1984: 69; 
Kachru & Smith 2008: 91–92). 
4.3.2 Aktionsart 
The second factor found to be influential for the usage and interpreta-
tion of the PrPf and for tenses and temporal information in general 
(Bennett 1978: 33; Michaelis 2006: 231; Jaszczolt 2009: 86) is Aktionsart 
or inherent lexical aspect of the main verb involved.218 The rationale 
                                                          
216 For similar explanations relating to pragmatic pressure as a reason for the overriding of 
the combinational constraint see Miller (2004a: 235) or Hundt & Smith (2009: 58). 
217 For the distribution of the feature in other varieties see also eWAVE Feature 100 (2012).  
218 For a working definition of Aktionsart see Section 2.1 above. It should be evident that 
Aktionsart depends on the lexical meaning of a verb, which moreover determines “whether 
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behind this is that not only contextual factors are important. For in-
stance, the majority of PrPf occurrences remain without (external) tem-
poral specification and, therefore, the meaning “is in the majority of 
cases inherent in the verb phrase itself” (Schlüter 2006: 143; see further 
Winford 1993: 175). In addition, Aktionsart arguably helps to carry 
pragmatic information, such as signaling to the hearer that a situation 
has finished or is still valid at the point of speech (Bauer 1970: 190; Ritz 
& Engel 2008: 135). However, this may also be attributed to the lexical 
meaning of the verb itself, which nicely illustrates the location of Ak-
tionsart somewhere between grammar and lexicon (Dahl & Velupillai 
2011a). At the same time, it has been stated that conditions of PrPf us-
age in general are “independent of individual semantic properties of 
each lexical verb” (Pietsch 2009: 537). The validity of the latter point is to 
be discussed in light of the data obtained as others have argued that the 
semantics of the PrPf may in fact in some cases be determined by Ak-
tionsart of the verb involved (Naumann 1998: 193; Allerton 2008: 27). 
For example, continuatives can be determined by stative Aktionsart, as 
in (11).219 
 
(11) Babylon’s prices have remained reasonable (ICE-JA w2b-003) 
 
For the coding of the data for Aktionsart, a large number of potential 
schemes are available. While some only employ a simple binary distinc-
tion between static and dynamic verbs (Bybee et al. 1994: 55), many – 
e.g. the elaborated scheme with 19 different predicate types presented in 
Meyer (1992: 183) – are quite intricate, and have been criticized as being 
“very specific” and “unsystematic” (Binnick 1991: 170) or as causing 
classificatory problems as they are too fine-grained and thus potentially 
create conflicts by allowing too many cross-categorizations (Klein 1994: 
80). A relatively simple but commonly accepted and widely-used scheme 
                                                                                                                           
or not the action has led to tangible results” (Bauer 1970: 190). It is acknowledged that the 
boundaries of the individual Aktionsart categories as recognized in the present study may 
be fuzzy at times (see also Klein 2010: 1232). 
219 See also Portner (2003: 493). In a similar fashion, Ota does not relate to Aktionsart 
directly but views semantics as mere “reflection of the lexical meanings of the verbs that go 
along with the perfect form” (1963: 57–58). 
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(e.g. by Schopf 1984; Binnick 1991 or Klein 2009b) is that developed by 
Vendler (1957; 1967: 102–103), and this is also the one applied to the 
current data. It distinguishes four basic types of Aktionsart:220 
 
(i) Activity verbs (e.g. run, eat, fly, etc.) 
(ii) Accomplishment verbs (e.g. build, draw (a circle), run (a 
mile), etc.) 
(iii) Achievement verbs (e.g. discover, reach (the top), cross (the 
river), etc.) 
(iv) State verbs (e.g. love, hate, be, etc.) 
 
The four categories are determined by the features stative versus non-
stative, telic versus atelic (temporal boundedness, i.e. they possess a 
beginning and/or an end), short versus long duration, and potentially 
inner quantification and “phase” (inchoative/ingressive, terminative, 
continuative) sensu Klein (1994: 79–80; 2009b: 59–64).221 Based on these 
features, the following rules helped to categorize the examples: (i) state 
verbs and achievement verbs usually would not allow a progressive form, 
while progressives are in principle possible for activities and accom-
plishments; (ii) state verbs are usually durative whereas achievement 
verbs are instantaneous;222 (iii) activities are usually atelic whereas ac-
complishments are telic; (iv) accomplishment verbs usually imply some 
kind of build-up while achievement verbs are punctual. 
From the examples given above it is clear that Aktionsart does not 
solely depend on the verb itself but is occasionally sensitive to context, 
                                                          
220 Comrie (1976) added the category of “semelfactive” (exemplified by punctual event 
verbs such as knock, sneeze or blink). For the present study, it was decided not to include 
this category as in the full sample of PrPf occurrences only one instance occurred that 
would qualify as potential semelfactive verb (I don’t know how long the phone hasn’t ringed; 
ICE-HK w2f-011). 
221 The tests for Aktionsart as provided in Katz (2003) proved helpful in assigning a catego-
ry in doubtful cases. See further Croft (2012: 33–45) for a critical review of Vendler’s classi-
fication. 
222 As a matter of fact, this criterion for distinction might be seen as precarious: as rightly 
noted by Klein, “in reality there are no situations without duration” (Klein 1994: 33). A 
lowest common denominator could be that state verbs usually have a considerably longer 
duration than achievement verbs and this should suffice to categorize them contrastively. 
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for example an accompanying object realized by a noun phrase or modi-
fication by an adverbial. This is nicely illustrated by the following exam-
ples adapted from Smith (1995: 105–106), who argues that a differentia-
tion between a “basic-level” and “derived level” categorization is neces-
sary: 
 
(12a) He swam in the pool. 
(12b) He swam 100 meters. 
(12c) He swam to the small island. 
(13a) Kim knew the truth. 
(13b) Suddenly Kim knew the truth. 
 
While swam in (12a) can be interpreted as activity on the basic level, the 
context suggests an accomplishment interpretation in (12b) and (12c). A 
similar situation holds for the second example knew, which in (13a) rep-
resents a typical state verb, while in (13b) it can be interpreted as an 
achievement on the derived level due to the adverbial modification. 
For reasons of comparability with other studies it was decided to 
adhere to a derived-level approach that takes account of contextual modi-
fications and great care had to be taken during coding to identify the 
applicable Aktionsart for each individual PrPf occurrence. The benefit of 
this approach is that it provides a more accurate representation of the 
inherent semantics of the individual tokens and thus mirrors actual 
usage more closely. The coding for Aktionsart makes it possible to estab-
lish the distribution of the individual Aktionsart categories in the com-
ponents and moreover to establish interplay between Aktionsart and 
other factors.223 
                                                          
223 The general distribution and frequency of verbs may also play a role. Large-scale corpus 
studies (Biber et al. 1999: 464–465) have found that particular verbs are much more likely 
to occur with the PrPf than others, but that, as a rule, these are verbs that are highly fre-
quent in general. Differences between registers exist, however. For instance, activity verbs 
are the most common and state verbs the most uncommon verbs with the PrPf in general; 
but the distribution between verbs of different Aktionsart categories was revealed to be 
more even in academic prose. Furthermore, Biber et al. (1999: 464) have found that some 
verbs behave idiosyncratically, for instance activity verbs that “involve short-term events 
without long-term results”, such as glance, kiss or scream, rarely co-occur with the PrPf. 
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Previous research has found that stative verbs more often co-
occur with the SPst than with the PrPf (Elsness 1997: 321), which in 
turn suggests a relatively low frequency of stative verbs with the PrPf, an 
aspect to be investigated for the current data. In addition, studies on 
language acquisition have hypothesized that L2 learners of English are 
able to adequately use the perfect with verbs in descending order of fre-
quency on the following hierarchy of Aktionsart categories: states > activ-
ities > accomplishments > achievements (Liszka 2003: 18). Provided that 
learner effects play a role, this suggests that the present L2 data should 
reveal higher proportions of state verbs and lower values for achieve-
ment verbs when compared to L1 varieties, while activities and accom-
plishments should cover the middle ground. It has furthermore been 
suggested that, due to substrate influence, some L2 varieties are general-
ly indifferent as regards Aktionsart (Kachru & Smith 2008: 90–91). This 
would imply that idiosyncratic combinations of continuative semantics 
and accomplishment verbs (for instance) occur, while it has to be 
acknowledged that this is probably more relevant for the extended range 
of usage of progressive forms that is conspicuous in L2 varieties of Eng-
lish (cf. eWAVE Feature 88/89 2012). 
4.3.3 Sentence type 
Another contextual factor for which the present dataset was coded is the 
sentence type in which PrPf forms occur. Earlier research has found that 
PrPfs are favored in negative sentences (Elsness 1997: 321) and that the 
use or non-use of temporal adverbials is sensitive to sentence type 
(Schlüter 2002a: 242). Additionally, the semantic interpretation may in 
some cases be determined by this factor (Winford 1993: 166). In light of 
these findings, it was deemed worthwhile to include the coding for sen-
tence type. A straightforward threefold coding scheme was applied: 
 
(i) Positive statements (pos; e.g. I’ve been in this limbo for too 
long; ICE-CAN s1a-037) 
(ii) Negative statements (neg; e.g. Their performance has not 
been good; ICE-NZ w2c-014) 
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(iii) Questions (ques; e.g. How many have locked themselves up in 
their own room; ICE-PHI s1b-018) 
4.3.4 Semantics 
As the extended review of the literature on the semantics of the PrPf has 
shown (see Section 3.3), innumerable approaches and in consequence 
potential coding schemes are available, many of which suffer from in-
herent weaknesses due to their having been arrived at by mere intro-
spection. Therefore, in order to minimize the amount of subjectivity 
involved in establishing the coding scheme and for reasons of compara-
bility, I follow Schlüter’s (2002a: 150–171) fourfold model devised on 
corpus-based principles.224 It distinguishes the following categories: 
 
(i) Indefinite past – single acts/events (indef-s; e.g. the teacher 
who taught us Bridge has gone; ICE-HK s1a-042) 
(ii) Indefinite past – multiple acts/events (indef-m; e.g. I’ve 
probably seen them a dozen times; ICE-AUS s1a-071) 
(iii) Continuative past – continuous acts/events (cont-c; e.g. 
Since 1988 her bouts of binge-vomiting have grown sporadic.; 
ICE-IRL w2b-024) 
(iv) Continuative past – states (cont-s; e.g. The economic team of 
the present administration during its first year has been superi-
or in cohesiveness effectiveness and clarity in purpose; ICE-PHI 
s2b-026) 
 
It was outlined in the review of previous corpus studies that some of 
these semantic meanings are more central (e.g. single act indefinite 
pasts) while others are less so (e.g. continuative state pasts); that is, they 
are relatively more or less frequent.225 With the help of the findings 
                                                          
224 For a detailed description of Schlüter’s (2002a) model and the criteria and selection 
process he applies to establish diverse semantic readings, see Section 3.5.3. 
225 Cf. also Klein & Vater, who distinguish between a basic meaning that “can be obtained 
by abstraction from individual meanings” and a central meaning that “is the most frequent 
one” (1998: 216). This has repercussions for the theory of the PrPf insofar as monosemous 
accounts usually try to define the semantics of the PrPf in terms of basic meaning whereas 
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obtained for the present data, we can determine the “centrality” of these 
readings for the samples of the individual ICE components and fur-
thermore across text types and genres (see Section 7.4). Further, we can 
compare the values for the semantic categories both among themselves 
and with the values established in earlier work. This enables us to decide 
whether a central meaning of the PrPf can be established across all vari-
eties under investigation or whether varieties of different types and loca-
tions diverge substantially. In addition, co-occurrence patterns of the 
individual semantic categories with temporal adverbials can be investi-
gated. 
4.3.5 Preceding time reference 
Yet another contextual factor that plays a role with respect to the PrPf is 
preceding tense (or, in a broader view, preceding forms that create tem-
poral reference; henceforth TR forms). Earlier research has noted that 
PrPf contexts are preceded by a present tense in the vast majority of 
cases (Davydova 2011: 123) and that with regard to HAVE-perfects co-
occurring with a definite temporal adverbial in particular, other perfect 
forms or present tense forms often appear in the preceding context, 
supposedly acting as triggers for the PrPf (Davydova 2011: 157). The 
subsequent categories, also distinguishing between different aspectual 
forms, were used: 
 
(i) Simple Present (PrTs) 
(ii) Present Progressive (PrTp) 
(iii) Simple Past Tense (SPst) 
(iv) Progressive Past Tense (Pstp) 
                                                                                                                           
polysemous accounts allow central and less central meanings. Proponents of monosemous 
PrPf theories thus have to search for a “lowest common denominator” such as anteriority 
or current relevance, which may be vague and relatively imprecise. In contrast, polysemous 
accounts in principle allow for more flexibility, although this might imply arbitrariness 
when done by mere introspection. It could be argued that polysemous approaches, ideally 
not simply employing seemingly “universally recognized” preconceived semantic catego-
ries, are more suitable for quantitative study, while the search for a central meaning does 
not preclude the deduction of a basic meaning in principle. 
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(v) Simple Present Perfect (SPrPf) 
(vi) Present Perfect Progressive (PrPfp) 
(vii) Past Perfect (PaPfs) 
(viii) Past Perfect Progressive (PaPfp)  
(ix) Forms with futurate reference (F) 
 
Note that formulaic utterances typical of spoken registers such as I mean 
or you know (see (14) below) were ignored, as they invariantly occur in 
the Simple Present and thus might inadvertently skew the data (Ta-
gliamonte 2006: 90–91). The same applies for false starts/self-corrections 
(see also example (14)). If a PrPf occurred within the verbal element of a 
subordinate clause, the tense of the main verbal form of the superordi-
nate clause was coded (see (15)), while if the PrPf form was a main verb 
itself, as in (16), the tense of the main verb of the preceding sentence or 
utterance was coded. 
 
(14)  So it’s it’s I mean I think that you’ll find that although the 
pendulum at the moment has swung completely over to the 
side of uh local treatment for cancer of the breast (ICE-GB 
s1b-010; coded as F) 
(15)  I do not recollect whether I have stated before (ICE-IND s1b-
064; coded as PrTs) 
(16)  Further testing was too costly so I did not pursue this course. 
(Unfortunately I have misplaced the laboratory results also.) 
(ICE-AUS w1b-098; coded as SPst) 
 
Again, the coding for preceding tense facilitates the establishment of co-
occurrence patterns of this factor with PrPf forms across a number of 
varieties of different types as well as across various text types and genres, 
so that typical temporal environments for PrPf constructions and poten-
tial priming effects can be identified. It also allows us to compare the 
findings for the ICE components with hypotheses from earlier research, 
and thus serves to complement these. 
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4.4 Multidimensional aggregational analysis 
Statistical techniques such as distributional tables and corresponding 
tests for the significance of differences, correlations and standard devia-
tion (SD) values to assess the dispersion of data have long been estab-
lished in linguistic analysis. In addition to these measures, the current 
study also employs multidimensional aggregational analysis as an ex-
ploratory method to establish measures of similarity across varieties, 
genres and text types. Two types are applied: hierarchical cluster analysis 
and non-hierarchical phylogenetic networks. 
While cluster analysis has frequently been used as a tool for creat-
ing and testing hypotheses in other fields of research, such as natural 
and other social sciences (see e.g. Romesburg 1984), its application in 
linguistics in general and in the study of World Englishes in particular 
as yet has been restricted (but see Manning & Schütze 1999: 495–528 for 
an outline of its potential applications in linguistics and Gries & Stefan-
owitsch 2010 for a pertinent example).226 Thus, a few remarks on this 
statistical method are in order. 
The usefulness of cluster analysis lies in the fact that it enables 
the researcher to identify a latent structure that is not directly accessible 
with the help of manual analysis alone in extended sets of multidimen-
sional data material consisting of a large number of individual data 
points. Its main aim is to graphically represent and reveal relationships 
of similarity and dissimilarity between different items, with unrooted 
tree-shaped dendrograms as the final graphical output. To achieve this, 
cluster analysis compares items pairwise within a similarity matrix and 
then fuses all items into clusters that are (depending on the clustering 
method used) internally maximally similar or minimally dissimilar but, 
in any case, highly dissimilar to other clusters and items (Manning & 
Schütze 1999: 501). 
Therefore, hierarchical cluster analysis represents a statistical 
method that can be employed to adequately establish a measure of simi-
                                                          
226 Szmrecsanyi & Kortmann (2009) also establish clusters of vernaculars of English ac-
cording to variety type; however, they use an alternative method, principal component 
analysis.  
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larity or dissimilarity227 between the items under investigation in the 
present study, such as different varieties, genres, or text types that are 
coded for the factors described in the preceding sections. These items 
cover the different leaves in the graphs. In addition, cluster analysis 
provides a bird’s eye perspective of a large dataset, which allows the 
findings for the PrPf to be related to a number of the general models of 
World Englishes as outlined in Section 2.5.1 and the adequacy of these 
models to be determined for the grammatical area under investigation. 
As it further provides a measurement of the distance between varieties, 
the claim made in earlier corpus-based studies (e.g. Hundt & Vogel 
2011) can be tested, namely that, when analyzing individual grammatical 
features, varieties are unexpectedly congruent irrespective of their type 
as defined above (Section 2.5.1). This, in turn, would suggest that varie-
ties do not differ substantially in what are conceived as “core” structural 
areas. 
In the present study, the absolute values obtained through the 
coding of the individual factors are translated into relative values.228 To 
make the data readable for the calculation of the similarity matrices and 
further processing, these values are entered into comma-separated files 
(CSV files), where each column represents a register, macro-genre, or 
text type, and each line contains the values of the same category that are 
to be compared.229 The hierarchical cluster analysis based on the simi-
larity matrix then provides a graphical output in the form of a tree-like 
dendrogram and a measure of how well the graphical representation 
                                                          
227 This approach modifies one of the possible approaches discussed by Davydova et al., 
namely establishing “proximity of a variety to some reference variety” (2011: 294). In 
cluster analysis all varieties serve as reference varieties for each other as no prevalence is 
given to one or the other variety as a point of reference or “gold standard”. 
228 These relative values are the ones presented in Chapter 5 below for each of the varieties 
and the respective registers, macro-genres, and text types (unless stated otherwise). Thus, 
potential skewing effects of the slightly varying sample sizes of the individual corpus 
components (see Section 4.2) could be avoided. All data points had values between 0 and 1 
so no standardization was needed. Standardization (e.g. mean-based standardization; 
Moisl 2010) could be imperative, however, when using absolute values in cluster analysis.  
229 To calculate statistical measures, R was used. For clustering (function hclust) I em-
ployed the complete linkage method (Manning & Schütze 1999: 505–507) that is based on 
the similarity of the two least similar members of a cluster. Rank-based distance matrices 
were created with the Spearman method (Ghada Mohamed, University of Lancaster, p.c.). 
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actually fits the corresponding numerical data from the distance matrix 
(see further Section 4.5). 
As an alternative (non-hierarchical) means of depicting similari-
ties across varieties, I employ phylogenetic networks or phenograms that 
also rely on similarity matrices as input. Originating from the area of 
evolutionary biology (Huson & Bryant 2006),230 in linguistics these have 
been used mainly in historical and typological studies, and in English 
linguistics in particular in the area of dialectometry (e.g. Szmrecsanyi & 
Wolk 2011), large-scale comparisons of morphosyntactic profiles (e.g. 
Kortmann & Wolk 2012), as well as for the comparison of lexical and 
accent differences across varieties (McMahon & McMahon 2005; 
McMahon & Maguire 2013; cf. Wichmann & Urban 2012).231 They pro-
duce an unrooted network representation (NeighborNet) that establish-
es, first of all, “geolinguistic signal[s]” (Szmrecsanyi 2012) in the data. 
These network representations then allow for a more fine-grained analy-
sis. Differences, in our case between varieties and text types, are not 
merely shown in terms of absolute cluster membership that is branched 
categorically and always bifurcating or neighbor-joining, but rather in 
terms of relative distances to each of the other categories (varieties and 
text types) that cover the terminal nodes in the graphs. Boxes (splits) in 
the NeighborNet output can be interpreted as representing contact or at 
least interrelation whenever two nodes share such a split. Furthermore, 
this method of graphical representation enables us to assess differences 
between categories that would form members of a single cluster in a 
cluster analysis, in other words between those that are, e.g., minimally 
dissimilar and therefore cluster together. 
4.5 Caveats 
It should be noted that any type of multidimensional analysis involves a 
certain amount of abstraction from linguistic reality: first, as regards the 
                                                          
230 For the creation of the NeighborNet representations I used SplitsTree 4.12.3 (“equal 
angle” method). The most recent version of the program is available at www.splitstree.org. 
As input it requires a nexus file that contains a similarity matrix (see above) created in R. 
231 For further linguistic applications see Nichols & Warnow (2008). 
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choice and type of numerical values that are entered into the similarity 
matrix and second, as regards the fit of the graphical representations in 
relation to the actual measure of similarity that is inherent in the numer-
ical values of the tabulated data. 
The former aspect requires awareness on the part of the research-
er, as there are a potentially infinite number of language-internal varia-
bles that could be coded. However, not all of them are equally meaning-
ful. Therefore, to facilitate coding for the present study, variables were 
chosen (i) that have been identified in the previous literature as influenc-
ing the usage of the PrPf and (ii) for which long-established und univer-
sally accepted (or corpus-derived) categorizations are available. This does 
not preclude the consideration of further contextual factors in the future, 
should the need arise to incorporate them. 
The fit of the matrices and the graphical representations can be 
assessed for hierarchical cluster analysis with the help of the cophenetic 
correlation coefficient c that is calculated automatically.232 Numbers are 
provided with each dendrogram accordingly. SplitsTree also provides a 
value that assesses the fit for the NeighborNet graphs. Due to the fact 
that more subtleties in the actual data structure can be represented in 
these graphs, fit values without exception approximated the optimal 
values and are thus not provided for each relevant figure individually. 
Two minor issues are worth noting. Nichols & Warnow (2008: 
779) have pointed out that, ideally, results obtained through phylogenetic 
methods should be compared with a benchmark dataset (which is estab-
lished e.g. through qualitative historical evidence), as statistical means of 
assessing the significance of splits (e.g. through bootstrapping, see be-
low) still need to become more sophisticated. However, we have to con-
                                                          
232 C takes values between 0 and 1. The closer the value is to 1, the better the fit between 
the graphical representation of the clusters and the actual pairwise distance between data 
points in the original numerical data (Ghada Mohamed, University of Lancaster, p.c.; see 
further Sokal & Rohlf 1962). As regards levels of cophenetic correlation values, Romesburg 
(1984: 27) states that there is no universally agreed categorization but that c-values of 0.8 or 
higher indicate that the distortion inherent in the hierarchical cluster analysis is tolerable. 
Even though the vast majority of hierarchical cluster analyses in the present study reach c-
values that are well above the 0.8 threshold, these representations are always complement-
ed by non-hierarchical analyses to compensate for potential skewing effects and to obtain a 
more meaningful picture. 
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tend with the situation that no comparable benchmark dataset is availa-
ble. Partial remedies to this could be comparison with models of World 
English, which also try to depict similarities and differences between 
varieties, as well as cross-references to findings from studies with a re-
lated focus whenever applicable and cross-validation of the findings with 
different types of data, for instance questionnaire data (Krug & Sell 
2013). Furthermore, Sand (1999: 121) has drawn attention to the notori-
ous problem of inconsistencies in transcribed spoken corpus material. 
For the present study this has ramifications in particular at the tagging 
stage (see Section 4.2) but may also have consequences for individual 
corpus searches (such as for the identification of alternative surface 
forms; see Section 6.4). However, for the present analysis, which aims at 
providing a global picture, the benefit of comparability across these cate-
gories clearly outweighs the influence that individual inconsistencies in 
transcription (also due to the many teams of researchers that were in-
volved in the compilation of ICE) might have on the overall outcome.  
Therefore, while these caveats have to be kept in mind, the poten-
tial insights from the analysis make an empirical comparison seem far 
superior to refraining from it altogether due to minor methodological 
scruples. In the end, the empirical results will have to be checked for 
consistency and theoretical plausibility and, where necessary, subjected 
to re-evaluation or re-analysis with different methodologies or based on 
different datasets (cf. Krug et al. 2013 on the empirical cycle, principles 
of empiricism and methodological pluralism). 
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5 The Present Perfect in worldwide varieties of English 
This chapter aims to provide a quantitative and qualitative analysis of the 
PrPf in the various varieties of English based mainly on language-
internal contextual information (Klein 1992: 538–539; cf. Portner 2003: 
475) and to establish potential further connections to language-external 
factors (such as variety and text types). While the present chapter is 
mainly descriptive and reports findings, Chapter 6 below will contextual-
ize the results and discuss their wider implications. 
In general, the analysis follows three lines of investigation. First, 
the sociohistorical context for each variety (apart from BrE; see e.g. 
Baugh & Cable 2013 for a concise overview) is briefly outlined and gen-
eral remarks about the PrPf in the respective variety, as reported in the 
extant literature, are given. In addition, the categorization of the varieties 
according to Schneider’s (2007) dynamic model is indicated for each 
variety (see also Table 5.1 for an overview). Second, quantitative data for 
the individual factors and register effects are considered and illustrated 
with qualitative data if required. This is followed by a section that assess-
es the PrPf-friendliness and the congruence of text types in each variety 
by way of a multidimensional analysis. 
 
Table 5.1. Position of the varieties under investigation in Schneider’s (2007) dynamic 
model 
ph
as
e 3 
nativization 
4 
endonormative 
stabilization 
5 
differentiation 
va
ri
et
y 
HKE JamE CanE 
IndE SinE IrE 
 PhiE   NZE 
  AusE 
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5.1 British English 
Despite its arguable loss of status in the face of rising influence of AmE 
and further varieties such as AusE and NZE, BrE still is often used as 
reference variety, that is, a kind of yardstick against which other varieties 
and their potential deviations are measured (see e.g. Davydova 2011). At 
the same time, BrE represents the variety where the PrPf has been stud-
ied most widely, often in contrast to AmE. Here, conflicting results with 
regard to the overall frequency of the PrPf (in contrast to the SPst) seem 
to emerge, with some claiming a higher frequency in BrE (e.g. Leech 
2004: 43, Yao & Collins 2012 or the studies listed by Ritz & Engel 2008: 
139), while others reject such an analysis on the basis of their data (e.g. 
Wynne 2000: 46; see further Section 3.5 above). Ahlqvist has speculated 
that a lower frequency of the PrPf may be due to the large number of 
Irish immigrants to the US which did not use the PrPf (2000: 179), while 
others state that the extent of grammaticalization of the PrPf in the re-
spective varieties is responsible for differences in frequency distribution 
and usage (e.g. Hundt 1998: 74; Tagliamonte 1999: 377). However, the 
view that PrPfs claim more and more territory from the SPst in BrE, as 
maintained by Sempere-Martinez (2008: 124), clearly constitutes a mi-
nority position. 
5.1.1 Temporal adverbials 
Table 5.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s) 
 
Ota 
1963 
Elsness 
1997 
Wynne 
2000 
Schlüter 
2002a 
Hundt & 
Smith 
2009 
van 
Rooy 
2009 
Davydova 
2011 
ICE-
GB 
with TA 31% 33% 32% 33% 29-45% 20% 28% 22% 
without 
TA 
69% 67% 68% 67% 55-61% 80% 72% 78% 
 
Early quantitative work (Ota 1963: 43) has revealed that the proportion of 
PrPfs that are temporally specified is comparatively high (31%) in con-
trast to other forms, such as the PrTs (c. 2%) or the SPst (c. 9%). As 
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shown in Table 5.2, by and large, this finding has been confirmed in 
more recent studies (mainly on BrE and AmE), with proportions of tem-
porally specified PrPfs varying between 20 and 45%. 
Lower values for specified occurrences of the PrPf can be ob-
served in the studies that also included non-L1 varieties of English (van 
Rooy 2009 and Davydova 2011), and comparatively lower values of speci-
fied PrPf occurrences are also found across the set of ten ICE compo-
nents (24% in the spoken and 22% in the written parts). Differences 
between modes of discourse are marginal in the present data, so that 
exclusive or predominant reliance on written material (as, for instance, 
in Hundt & Smith 2009) can be disregarded. Therefore, there are two 
possible explanations for the discrepancy in values between studies that 
include non-L1 varieties and those that do not: Either a generally lower 
rate of PrPf occurrences that are temporally specified in non-L1 varieties 
is evident, which would be surprising as it is also less pronounced and 
thus only deducible in tendency in Davydova’s (2011) data. Low specifi-
cation values are actually also in evidence in L1 data (ICE-GB), as Table 
5.2 shows. Or, more likely, the choice of corpus material in the individu-
al studies exerts some influence. The subsequent analysis of PrPf occur-
rences with or without temporal specification for BrE and each of the 
other varieties in the relevant sections provides further evidence for the 
presence or absence of variety type and mode of discourse/register ef-
fects. 
 
Figure 5.1.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-GB (register and macro-genre differences) 
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As can be deduced from Figure 5.1.1, the proportion of PrPf occurrences 
with temporal specification is slightly, but not significantly233 higher in 
the spoken sections of the BrE data. Note further that temporal specifica-
tion most often occurs in dialogues, which is potentially due to the situa-
tional properties of this genre, and least often in printed writing, while 
none of the distributions deviates significantly from the average overall 
distribution. Thus, in light of the current data, Miller’s statement that 
“the classic adverb-less PrPf exists only in formal written English” 
(2004a: 231) seems to lack an empirical basis (see also Section 7.4). 
 
Figure 5.1.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-GB (detailed text categories) 
Looking at the individual text types, as shown in Figure 5.1.2, the values 
for specified PrPfs oscillate between 0% (creative writing; w2f) and 31% 
                                                          
233 All calculations of significance and effect size are based on the absolute number of 
occurrences. The function assocstats from the library vcd was employed to obtain Pearson’s 
Chi-square and Cramer’s V (effect size φc) values. If one or more cells of a contingency 
table contained an observed value of five or less, Fisher’s exact test was also used. Howev-
er, in the course of the study, it emerged that the overall results (i.e. significant vs. non-
significant differences) more often than not were indifferent to the type of test that was 
used. This is mainly due to the property that degrees of freedom always were two or more 
(apart for the analysis of the presence or absence of temporal adverbials, where cell values 
naturally always were bigger than five) and Pearson’s Chi-square in this case also repre-
sents a robust test for significance, even if some cells have a value of zero (Larntz 1978: 
esp. 260–262). Therefore, subsequently only the p-values for Pearson’s Chi-square (and the 
effect size) are reported if a significant difference exists, unless indicated otherwise. For 
reasons of readability, p-values are presented in relation to the common significance levels 
of 5%, 1%, 0.5%, and 0.1% (e.g. an exact p-value of 0.00464 is reported as p < 0.005) or 
rounded to the third decimal place when bordering the 5% level. 
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(private dialogues; s1a). Figure 5.1.2 further shows that in BrE variability 
is most pronounced within the written categories, where both the lowest 
and the second highest proportions (reportage; w2c) appear, while values 
are similar amongst the spoken text types, with one fifth of all instances 
showing temporal specification by an adverbial (with the exception of 
private dialogues). Therefore, register and text type effects, as assumed 
earlier (Panzner 1995: 147), are indeed in evidence here, although they 
are partly contrary to expectations (cf. Weinrich 2001: 91 on high propor-
tions of specification in narrative texts). 
For the distribution of the temporal adverbials in BrE according to 
the scheme presented in Section 4.3.1, the following picture emerges: 
 
 
Figure 5.1.3. Types of PrPf adverbial specification: ICE-GB 
The most frequent means of temporal specification of PrPf construc-
tions covering more than half of all relevant instances, is by adverbials of 
span and duration (SP), as in (1), while adverbials of time-position (TP), 
as in (2), and sequence (SQ), as in (3), cover the middle ground and 
adverbials of frequency (FR), as in (4) are rare. 
 
(1)  Eddie Gibson, who has lived on the estate for more than 20 
years and is a coordinator of the residents’ fight, said every-
one was delighted with the decision. (ICE-GB w2c-011) 
(2)  Well that’s what I think perhaps he’s perhaps he’s changed it 
now but I was there last week […] (ICE-GB s1a-099) 
(3)  We’ve seen a couple of occasions already in this game […] 
(ICE-GB s2a-015) 
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(4)  I have tried to phone you a couple of times this week although 
not persistently. (ICE-GB w1b-001)234 
 
Figure 5.1.4. Types of PrPf adverbial specification: ICE-GB (register and macro-genre 
differences)235 
A closer inspection of register differences, as shown under Figure 5.1.4, 
reveals that the overall picture is largely reproduced for both modes and 
the broader ICE genres. SP adverbials are responsible for the largest 
proportion of temporal adverbials across all textual categories. Non-
printed writing seems to constitute an outlier, yielding a comparatively 
more even distribution across the four adverbial categories, which devi-
ates (although not significantly) from the global average. Note again, that 
due to the low absolute number of occurrences for some genre catego-
ries (e.g. 12 in non-printed writing), these findings have to be treated 
with caution. 
Overall, however, based on the ICE-GB data, we can establish a 
hierarchy of temporal adverbials that typically co-occur with the PrPf in 
BrE along the lines SP > TP > SQ > FR, which indicates that in this vari-
ety the PrPf, when accompanied by a temporal adverbial, most typically 
surfaces in durative contexts, while other environments such as with a 
point in time or sequential reading and those that involve FR adverbials 
are less common. This finding also answers Miller’s question whether 
                                                          
234 Note that (4) also contains this week, an adverbial of the TP type. Only the adverbial that 
appears first in each sentence/utterance is coded. 
235 Column values in the tables below figures that deviate from 100% are due to rounding. 
141 
 
some FR adverbials (e.g. ever and never) are “optional additions or, given 
their frequency in spontaneous speech, are […] to be analysed as central 
and obligatory constituents that are occasionally ellipted” (2000: 350). 
The current data show a low proportion of FR adverbials (also in dia-
logues) and thus strongly suggest that the latter view can be discarded, 
while the situation may be different for other varieties (see esp. sections 
5.6 to 5.10 below). 
5.1.2 Aktionsart 
 
Figure 5.1.5. Aktionsart categories of main verbs in PrPf constructions: ICE-GB 
Figure 5.1.5 shows the distribution of the main verbs of PrPfs in BrE 
according to the Aktionsart categories explained above. Overall, nearly 
half of all instances involve achievement verbs, as in (5), while one quar-
ter of the main verbs can be categorized as activity verbs, as in (6), and 
almost one quarter as state verbs, as in (7). Accomplishment verbs, as 
exemplified in (8), occur only very infrequently. 
 
(5)  And concern for the rare birds has led to concern for the 
health of the environment in general, the coral reefs in par-
ticular. (ICE-GB w2b-028) 
(6)  I have served in rural and urban areas comprising a variety of 
political backgrounds (ICE-GB s2b-031) 
(7)  Honda, which has had a collaborative relationship with Rov-
[…] (ICE-GB w2a-015) 
er since 1979, is to build a  60 million engine plant there £
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(8)  I mean it’s assumed if you work for the Royal Shakespeare 
Company that you’ve read the play or seen the play or even 
collaborated on a previous production (ICE-GB s1b-023) 
 
Figure 5.1.6. Aktionsart categories of main verbs in PrPf constructions: ICE-GB (register 
and macro-genre differences) 
As regards register differences, Figure 5.1.6 offers a number of insights: 
Above all, register does not seem to represent an influential factor, as the 
differences between spoken and written data are not significant. Also in 
the more detailed view that considers the broad ICE genres, none of the 
categories shows a significant deviation from the average distribution. 
 
Figure 5.1.7. Aktionsart categories of main verbs in PrPf constructions: ICE-GB (detailed 
text categories) 
A further look at the individual text types, as displayed in Figure 5.1.7, 
shows that the rare Aktionsart category of accomplishment verbs is ab-
sent from a number of written and spoken text types. It is conspicuous 
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that the same is true for activity verbs in creative writing (w2f), but this 
is most likely due to the relatively small random sample that was created 
for this category (11 occurrences). 
Summing up, we can establish a hierarchy of typicality of Aktion-
sart types that are present in the main verb of the PrPf in BrE along the 
general line achievement verbs > activity verbs > state verbs > accom-
plishment verbs, while distributions may vary slightly across text types. 
5.1.3 Sentence type 
The distribution of sentence types in PrPf contexts in BrE is as follows: 
 
Figure 5.1.8. Distribution of sentence types: ICE-GB  
Figure 5.1.8 shows that the vast majority of PrPf occurrences surfaces in 
positive statements, while less than every tenth instance involves nega-
tion (see (9)), and questions with the PrPf, as in (10), are a very rare 
phenomenon. 
 
(9)  And I said oh hi how are you all the rest of it because I ha-
ven’t spoken for a few weeks because of my work and every-
thing yeah and uh she’s not the best correspondent actually 
you know (ICE-GB s1a-094) 
(10) What do you think’s gone wrong (ICE-GB s1b-022) 
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Figure 5.1.9. Distribution of sentence types: ICE-GB (register and macro-genre differences) 
With respect to differences according to register and genre, as presented 
in Figure 5.1.9, positives account for the vast majority of PrPfs in both 
registers and across all macro-genres. Second, PrPfs in questions are 
restricted to the spoken part of the data and to dialogues in particular.236 
While questions overall, apart from rhetorical questions, are naturally 
infrequent in monologues and in some of the written text categories, it 
is in the dialogues category, with its interactive situational properties, 
that we would naturally expect most questions overall, and thus higher 
chances for PrPf questions to appear. Apparently, in the current sample, 
speakers make use of other grammatical forms when asking for some-
thing in the remaining genres where questions and requests would also 
typically occur (e.g. letters), such as object constructions with verbs of 
assumption that imply a question, as in (11): 
 
(11)  I hope everything has turned out well for you both, and I am 
sure you’ve had no trouble with passing your courses. (ICE-
GB w1b-008) 
 
                                                          
236 The occurrence of the PrPf in questions and the higher proportion of PrPfs in negatives 
renders dialogues the only macro-genre that differs significantly from the overall distribu-
tion of sentence types (χ2 = 6.2827, df = 2, p < 0.05, φc = 0.093), although with a weak effect. 
In consequence, also the spoken-written contrast is significant (χ2 = 10.319, df = 2, 
p < 0.01, φc = 0.135). Although relative numbers for negatives vary between 5.1% and 
12.6%, none of the other macro-genre categories deviates significantly from the overall 
distribution. 
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Figure 5.1.10. Distribution of sentence types: ICE-GB (detailed text categories) 
Again, the detailed text categories as presented in Figure 5.1.10 confirm 
the broad picture. In addition, negatives are fully absent from student 
and popular writing (w1a and w2b), while they are prominent in instruc-
tional writing (w2d). These idiosyncrasies can partly be ascribed to the 
comparatively low absolute number of occurrences that resulted from 
the sampling procedure for some of the text categories (e.g. w2d only 
contains 16, w1a only 22 tokens), which may lead to somewhat less 
meaningful results in the detailed view. In contrast, the high proportion 
of negatives in private dialogues (s1a; with more than one fifth of all 
occurrences of the 80 tokens) suggests a type of discourse that genuinely 
allows for more negation. Moreover, it involves specification by temporal 
adverbials much more often than on average (55% of all instances; cf. 
Table 5.2 above), as illustrated in (12) and (13): 
 
(12)  […] but I had to meet this girl who I haven’t seen for ten years 
from my school (ICE-GB s1a-062) 
(13)  I haven’t phoned her yet (ICE-GB s1a-100) 
 
Note that the findings for ICE-GB are generally in line with the results of 
Schlüter (2002a: 135–136), who merely distinguishes between fiction, 
non-fiction and conversation in BrE (and AmE). His data also suggest 
that PrPfs occur in affirmative statements in 70–90% of all cases, while 
negatives in turn are considerably less frequent and questions are very 
rare. However, the frequency of the last category increases notably in 
fiction (5.6–13.2%) and in conversation (14%) in his corpora, a finding 
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that is reproduced in tendency for the comparable macro-genre dia-
logues but not for fictional texts (w2f) in ICE-GB. 
5.1.4 Semantics 
Figure 5.1.11 shows the distribution of the four basic semantic catego-
ries as outlined above (Section 4.3.4; numbers from Schlüter 2002a are 
included for reasons of comparison): 
 
Figure 5.1.11. Distribution of semantic categories: ICE-GB vs. Schlüter (2002a: 166) 
Indefinite single act/event readings (indef-s), as in (14), are present in 
the absolute majority of cases, while indefinite multiple acts/event read-
ings (indef-m), as in (15), and continuative state readings (cont-s), as in 
(16), total less than one fifth. The least frequent type is represented by 
continuative acts/events (cont-c), as illustrated in (17). 
 
(14)  It’s really embarrassing at the moment because everyone in 
the street - and I mean everyone - has cut their lawn except 
us. (ICE-GB w1b-004) 
(15)  She’s had headaches two or three times a week for a couple 
of hours at a time but she’s getting better (ICE-GB s2a-062) 
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(16)  You might say that but I had to meet this girl who I haven’t 
seen for ten years from my school. (ICE-GB s1a-062) 
(17)  Since January in our authority we’ve had six hundred refer-
rals of abuse from members of the public other professions 
(ICE-GB s1b-030) 
 
The distribution in ICE-GB is significantly different (χ2 = 35.757, df = 3, 
p < 0.001, φc = 0.135) from that found by Schlüter (2002a: 166), which is 
mainly due to the difference in the continuative states category. In gen-
eral, however, the finding that indefinite readings overall are highly 
frequent (four fifths of all occurrences) can be corroborated, while the 
proportion of continuative acts/events is also strikingly similar across 
the two sets of data. 
 
Figure 5.1.12. Distribution of semantic categories: ICE-GB (register and macro-genre 
differences) 
Indefinite single acts/events are present in the absolute majority of all 
occurrences across all macro-genres. The more detailed breakdown in 
Figure 5.1.12 shows dissimilarities between the two registers due to the 
higher proportion of indefinite multiple acts/events in the written part. 
These differences are bordering the 5% level of significance (χ2= 7.4783, 
df = 3, p = 0.058, φc = 0.1118). A higher proportion of this category was 
also in evidence in Schlüter (2002a: 166), who mainly relied on written 
data, which suggests that register effects play a part here. Note further 
that both the written and the spoken section are internally homogene-
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ous, i.e. their two macro-genres do not differ significantly from each 
other. 
 
Figure 5.1.13. Distribution of semantic categories: ICE-GB (detailed text categories) 
As can be deduced from Figure 5.1.13, indefinite single acts/events are 
the majority reading for all individual text categories apart from academ-
ic writing (w2a), while a number of informational237 written text catego-
ries (academic (w2a) and popular (w2d) writing as well as reportage 
(w2c)) show a comparatively high proportion of indefinite multiple 
acts/events, as could be expected from the previous, more coarse-grained 
analyses. Continuatives are comparatively prominent in academic writ-
ing (w2a), particularly in instances where the continuing validity of ear-
lier research or opinions is asserted, as shown in example (16) above as 
well as in (18) and (19). 
 
(18)  Several different types of CCK antagonist have been recog-
nised for some time, but since they have low affinity they 
have not been suitable for in vivo work. (ICE-GB w2a-027) 
(19)  However, lack of telial material on leeks in the U.K. has pre-
vented classification using this system […] (ICE-GB w2a-028) 
                                                          
237 Not only can texts be discerned according to the mode of discourse/channel of produc-
tion (written vs. spoken), but also along other dimensions. For the current study, hence-
forth I will use a distinction between “involved” and “informational” texts, first established 
in Biber (1988) as “Dimension 1” along which texts may vary. Applied for the ICE genres, 
dialogues, monologues and non-printed writing are subsumed under the former, printed 
writing under the latter category. See Section 4.1 for more detail and discussion. 
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In addition, the distributions across the four semantic categories of the 
four spoken text types as indicated by the average SD238 are much more 
consistent (σ = 0.02) when compared to the value for the written catego-
ries, which is four times as high (σ = 0.08) in the ICE data. In sum, this 
suggests that the distribution is not only susceptible to register but very 
much dependent on the individual text category. Still, Schlüter’s (2002a: 
160) finding that indefinite pasts overall are responsible for a share of 
80% or more of all instances of the PrPf is corroborated by the present 
analysis of BrE. 
5.1.5 Preceding time reference 
For preceding TR forms, earlier research has suggested that PrPfs are 
likely to be triggered by other PrPfs and after the present (see Section 
4.3.5). This observation indeed also applies to the ICE-GB data, as Figure 
5.1.14 shows: 
 
Figure 5.1.14. TR forms preceding the PrPf: ICE-GB 
                                                          
238 The average SD is calculated in two steps: First, the SD values are established for each 
of the four semantic categories for the four spoken and eight written text types respectively. 
Then, the obtained values are averaged across the four semantic categories. SD values are 
provided whenever necessary (e.g. for quantifying differences between text types belonging 
to different modes of discourse). 
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Figure 5.1.15 provides the breakdown for the macro-genres:239 
 
Figure 5.1.15. TR forms preceding the PrPf: ICE-GB (macro-genre differences) 
It is evident that in each individual macro-genre preceding forms other 
than PrTs, SPst or SPrPf are rare. While the two spoken genres are over-
all relatively homogeneous in terms of the proportions of the TR forms, 
the two written genres differ significantly from each other (χ2 = 12.607, 
df = 6, p < 0.05, φc = 0.253), mainly due to a comparatively high rate 
(23.9%) of preceding SPst and a corresponding low share (13.8%) of 
PrPf forms in the printed section. As the proportions of preceding SPrPf 
versus SPst are almost identical overall and oscillate from genre to gen-
re, further conclusions regarding the influence of the preceding TR form 
cannot be drawn. Both contexts equally favor PrPfs in the current data, 
so a priming effect of one single form or the other cannot be postulated 
here. 
                                                          
239 As differences between the spoken and the written sections of the data are not signifi-
cant they are not represented here. No progressive PrPf or PaPf occurred so the respective 
columns are left out from the figure as well. The same modus operandi is applied in the 
analysis of the remaining varieties. 
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5.1.6 Perfect-friendliness and text type effects 
Earlier corpus-based investigations have found comparatively higher 
proportions of the PrPf in expository prose in contrast to fictional texts 
and, more generally, in spoken genres (Schlüter 2002a: 112ff; 2006: 140; 
see also Bowie et al. 2013). This finding can easily be tested against the 
ICE data,240 which yield the following picture: 
 
Figure 5.1.16. Frequency of PrPf occurrences in ICE-GB registers and macro-genres (nor-
malized frequency per 10,000 words) 
First, while the finding that the PrPf is more frequent in speech (88 
PrPfs/pttw)241 than in writing (67) can be confirmed overall, variability 
                                                          
240 Rather than a sample (and subsequent extrapolation), the data of the full ICE compo-
nents (see Section 4.2) is used for the analysis of the overall normalized frequencies of the 
PrPf throughout Chapter 5.  
241 Other studies (e.g. Yao & Collins 2012) use the PrPf/SPst ratio to assess the PrPf-
friendliness of varieties of English. This approach is problematic as it assumes that the 
PrPf and the SPst are exchangeable one-to-one potentially in all contexts. Schneider & 
Hundt (2012: 21; but cf. Wynne 2000: 45) have shown in a recent corpus study of IndE and 
NZE that a high PrPf frequency does usually entail a low SPst frequency while this is not 
necessarily true vice versa. The result further illustrates that the two TR forms are by no 
means exchangeable in every case. In addition, other grammatical forms (such as the 
Simple Present) may be used instead of PrPfs in some varieties (see below and the anal-
yses of variable contexts in Davydova et al. 2011: 300 or Davydova 2011). Therefore, the 
current analysis relies on normalized frequencies, otherwise known as “Mossé coefficient” 
(see Hundt & Biewer 2007) as a measure of PrPf salience in the respective varieties. 
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within each mode of discourse can be observed, with a variance of the 
normalized frequencies of σ = 29.92 and monologues (101) and non-
printed writing (85) showing the highest values.242 A possible explana-
tion for this finding is that spoken texts favor PrPf usage as this mode of 
discourse is naturally more self-oriented and in consequence oriented 
toward current relevance in the widest possible sense (see the discussion 
of the concept above, Section 3.3.1.2). Therefore, speech may yield a 
larger proportion of related temporal constructions, such as the PrPf. 
Furthermore, in spoken texts, and particularly in conversation, speakers 
share “the same temporal context” (Biber & Conrad 2009: 87) and do not 
require grammatical forms with definite temporal reference (such as the 
SPst) as much as in other (e.g. written; Biber & Conrad 2009: 139) gen-
res. 
Second, while the value for fictional texts (w2f) is well below the writ-
ten average (46), Schlüter’s (2002a; 2006) result of a particularly low 
proportion of the PrPf in respect to expository prose (w2a (35), w2b (39) 
and w2d (40)), is not reflected in the present data. The comparison with 
data from other ICE components will help to reveal whether this is due 
to a genuine register or text type effect or represents an idiosyncratic 
feature of the present set of BrE data. As regards correlations of the 
normalized frequencies for the individual text categories with other vari-
eties, it emerged that BrE strongly correlates with IrE and IndE (r = 
0.86). 
A hierarchical cluster analysis (c = 0.94) based on a 12 x 26 cell 
matrix, which contains the relative values (see Chapter 4) of all the fac-
tors discussed in the preceding sections for each text type (see Figure 
5.1.17), reveals that the spoken texts align closely in BrE. Private (s1a) 
and public (s1b) dialogues and unscripted monologues (s2a) even cover 
neighboring leaves, although a post-hoc test243 provides no evidence of a 
significant cluster at the 5% level that contains spoken categories. 
                                                          
242 See also the results for ICE-GB from Gries (2006), who finds considerable variability in 
PrPf frequencies (applying yet another measure, namely frequency per number of verb 
forms in each ICE text type file) across genres and text types, while PrPfs in general are 
more frequent in speech. 
243 Multiscale bootstrapping, applying the functions pvclust and pvpick (default settings) 
from the library pvclust in R, was used.  
153 
 
Figure 5.1.17. Cluster dendrogram of similarity across ICE text categories in BrE 
That spoken texts align, however, is supported by the non-hierarchical 
view (see Figure 5.1.18), where short distances between the spoken cate-
gories are in evidence. They also share a number of splits. 
 
Figure 5.1.18. NeighborNet of similarity across ICE text categories in BrE 
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In light of earlier register studies this result does not come as a surprise. 
Biber & Conrad, for instance, although applying a different methodolog-
ical framework, state that “all spoken texts are surprisingly similar lin-
guistically, regardless of communicative purpose (excluding scripted or 
memorized texts)” (2009: 261), a claim that nicely tallies with the present 
data, where the scripted monologue category (s2b) is still close to the 
other spoken genres in terms of both cluster difference and node dis-
tance in the network representation, but does not align directly. In addi-
tion, it emerges that creative writing (w2f) covers a structurally conspic-
uous position in both ways of graphical representation. At the same 
time, it is striking that even if just one grammatical feature and its relat-
ed factors are investigated, Biber & Conrad’s findings correspond to the 
present results. This is even more remarkable in light of the commonly 
held notion that the grammatical areas of tense and aspect are not prone 
to register influences (Walker 2011: 82). Again, a comparison to the 
dendrograms and NeighborNets of further varieties will show whether 
these apparently clear-cut results are observable also there or whether 
the alignment of text categories of the same mode displays differing 
patterns. 
5.2 Irish English (phase 5) 
The sociolinguistic situation in Ireland is unique compared to other 
former colonies of the British Empire: first of all, because of the short 
geographical distance between Great Britain and Ireland and second, 
because of the special language policy that was adopted. It has been 
recognized that the language policy of the Empire was not uniform and 
that it varied locally from colony to colony, where mostly education of an 
English-speaking local elite was the focus, while the indigenous lan-
guage was used by the majority of the population. In contrast, the aim of 
the language policy in Ireland was to completely replace Irish, the indig-
enous language (Brutt-Griffler 2002: 29). Indeed, apart from approxi-
mately 80,000 speakers of Irish (in the Gaeltacht areas in the West of the 
island), English, after a considerable period of bilingualism, has now 
become the native language. This is why IrE is also referred to as a “shift 
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variety” (Mesthrie & Bhatt 2008: 52; Kortmann & Szmrecsanyi 2011: 
281–283), i.e. a variety where a complete shift from one language to 
another took place over an extended period of time, or even as a member 
of the “dialects of British English” (Winford 1993: 143; cf. also Leitner 
1992: 194). 
In the process of shifting, Irish has left its marks on the structure 
of IrE and arguably also of other varieties of English in the process of 
colonization (Ahlqvist 2000: 179), which can still be seen today. Besides 
a distinctive phonology, particular patterns and variants with regard to 
perfect usage (including alternation with other surface forms; see Sec-
tion 6.4) have been identified and widely discussed as “Celticised” (Kirk 
& Kallen 2006: 103) trademark features of this variety (Corrigan 2010; 
see further Filppula 2012). Therefore, Ahlqvist (2000: 176–178; see also 
Görlach 1995: 97 and Hickey 2010b: 12) has suggested a reduced fre-
quency of PrPfs in general, while Pietsch (2009: 529) has found a com-
plete absence of the PrPf in basilectal forms. However, the HAVE-perfect 
is the most frequent variant and can be used in all contexts (Kallen 1989: 
21–22; Filppula 2004: 74–76), so whether reduced PrPf-friendliness is 
the case for the non-vernacular ICE-IRL data is tested below.  
5.2.1 Temporal adverbials 
Figure 5.2.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-IRL (register and macro-genre differences) 
In IrE, nearly every fourth occurrence of the PrPf is temporally specified 
by an adverbial. Figure 5.2.1 provides the distribution according to regis-
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ter and genre. It shows that more specifications occur in the spoken 
mode of discourse, while the distribution is not significantly different 
from that in the written section. Again, temporal specification, nearing 
one third of all instances, most often occurs in dialogues, while the low-
est value can be found in non-printed writing. Note that neither of these 
two genres shows a pattern that is significantly different from the overall 
distribution. 
 
Figure 5.2.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-IRL (detailed text categories) 
A look at individual text types, as presented in Figure 5.2.2, reveals that 
variability is again more pronounced within the written (specifically the 
informational) categories. No specification is found in creative writing 
(w2f) at all, although this finding has to be interpreted with care as only 
ten instances of the PrPf occur in the present sample. The second lowest 
value in IrE is in evidence for academic writing (w2a; 24 tokens), while 
comparatively high values occur for instructional (w2d) and popular 
writing (w2b), where around two fifths of all PrPfs are further specified. 
Private dialogues (s1a) are a conspicuous spoken text category with near-
ly half of all tokens showing temporal specification. Thus, register and 
text type effects can also be postulated for IrE. 
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Figure 5.2.3. Types of PrPf adverbial specification: ICE-IRL 
Figure 5.2.3 shows that the major means of specification, which covers 
almost half of the occurrences under investigation, is by adverbials of 
span and duration (SP), as in (1). Adverbials of time-position (TP) occur 
with nearly one third of specified PrPfs, as in (2), while those expressing 
sequence (SQ), as in (3), and adverbials of frequency (FR), as in (4), are 
less usual. 
 
(1)  I now would agree that all of today’s confusion added to the 
layers of confusion we’ve had for the last five weeks should 
immediately go to an inquiry (ICE-IRL s1b-032) 
(2)  Heat the butter, lard and water in a saucepan, and when 
boiling make sure that the fat has melted before boiling point 
is reached. (ICE-IRL w2d-012) 
(3)  You still haven’t answered the question (ICE-IRL s1a-018) 
(4)  I’m sure you have heard this on many occasions. (ICE-IRL 
w2b-025) 
 
The more detailed picture, as shown in Figure 5.2.4, reveals some varia-
bility when contrasting registers and macro-genres. Overall, differences 
in the distribution between the spoken and written mode are not signifi-
cant.244 SP adverbials constitute the main type of temporal specification 
                                                          
244 Neither does any of the genres deviate significantly from the overall distribution, alt-
hough the relative frequencies seem to suggest the contrary. This is mainly due to the 
comparatively low overall absolute numbers that underlie the genre analysis in this partic-
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in both registers and all genres apart from monologues, while TP adver-
bials are also frequent in the written genres. A marked contrast between 
the two modes of discourse occurs with regard to the low-frequency 
specifications FR and SQ, which are either completely absent (e.g. SQ in 
non-printed writing) or yield numbers in the written genres that often 
amount to no more than half the values of the spoken genres. 
 
Figure 5.2.4. Types of PrPf adverbial specification: ICE-IRL (register and macro-genre 
differences) 
In sum, based on the ICE-IRL data, we can establish a hierarchy of tem-
poral adverbials that typically co-occur with the PrPf in IrE along the 
lines SP > TP > SQ > FR. It has to be noted, however, that in contrast to 
BrE, the frequency of TP is higher than that for SP in one genre, so it 
can be concluded for IrE that two categories of temporal adverbials, 
namely SP and, less distinctly, TP, can be seen as typical specifiers of the 
PrPf. 
5.2.2 Aktionsart 
Figure 5.2.5 below presents the distribution of the Aktionsart categories 
for the main verbs in the ICE-IRL dataset: 
 
                                                                                                                           
ular variety (e.g. 11 occurrences for non-printed writing), which makes testing for signifi-
cance and effect size less meaningful in this case. 
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Figure 5.2.5. Aktionsart categories of main verbs in PrPf constructions: ICE-IRL 
Approximately two fifths of the occurrences can be categorized as activi-
ty verbs as illustrated by (5), while achievement verbs, as in (6), cover 
more than one third of all instances. Stative verbs, as exemplified by (7), 
overall amount to more than one fifth, while accomplishment verbs, as 
in (8), like in BrE represent a marginal class. 
 
(5)  He has promoted wellingtons in Cyprus ("it was supposed to 
be the rainy season but it was blazing sunshine"), played the 
Mona Lisa in the Louvre, headed the St Patrick’s day Parade 
in Moscow, and was the judge in the Parade of Innocence af-
ter the release of the Guildford Four. (ICE-IRL w2c-013) 
(6)  And I happen to consider that’s a very good thing because it 
has enriched the life of the entire community (ICE-IRL s2b-
029) 
(7)  This has been the most boring weekend ever. (ICE-IRL w1b-
008) 
(8)  We’ve managed to read one two three four five six well at 
least we we we have we have discussed eight novels (ICE-IRL 
s1b-019) 
 
The exact breakdown for registers and genres is illustrated in Figure 
5.2.6. It shows that activity verbs in writing and achievement verbs in 
speech represent the most frequent type. 
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Figure 5.2.6. Aktionsart categories of main verbs in PrPf constructions: ICE-IRL (register 
and macro-genre differences) 
While none of the genres differs significantly from the overall distribu-
tion, the impression that the registers are internally homogeneous is 
also confirmed by statistical tests. However, when contrasting the aggre-
gated spoken and written sections of the data, significant differences 
emerge (χ2 = 9.7964, df = 3, p < 0.05, φc = 0.136), mainly due to the high-
er share of activity verbs and the lower rate of achievement and state 
verbs in the latter register. 
 
Figure 5.2.7. Aktionsart categories of main verbs in PrPf constructions: ICE-IRL (detailed 
text categories) 
As could be expected, more variability is in evidence in the detailed view 
of individual text categories, as presented in Figure 5.2.7. Most text types 
correspond to the distribution that was established above, insofar that 
activity verbs are the most frequent class for all written categories (apart 
from instructional (w2d) and creative (w2f) writing). The rare category 
accomplishment verbs is absent from the text types reportage (w2c), 
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instructional (w2d) and creative (w2f) writing, as are state verbs from the 
last type, probably due to the low absolute number (10) of PrPf occur-
rences for this text category in the sample. 
The detailed view also further illustrates why spoken and written 
texts differ significantly overall. While the hierarchy of typicality of Ak-
tionsart types that are present in the main verb of the PrPf in IrE all 
follow the general line activity verbs > achievement verbs > state verbs > 
accomplishment verbs, distributions vary considerably across the written 
texts. For instance, state and not achievement verbs represent the second 
most common type in a group of texts (letters (w1b), academic (w2a) and 
popular (w2b) writing, reportage (w2c), instructional (w2d) and persua-
sive (w2e) writing) that are mostly intended for publication. Moreover, 
some idiosyncratic distributions of the four Aktionsart categories are 
observable for letters (w1b; high rate of achievement verbs), instructional 
writing (w2d; high rate of state and achievement verbs), persuasive writ-
ing (w2e; almost solely activity verbs) and creative writing (w2f; absence 
of state and accomplishment verbs). Some of these idiosyncrasies are 
seemingly attributable to low token counts and a resulting skewed pic-
ture. In fact, at least 16 or more instances were coded for seven out of 
the eight written text types. Therefore, the results are robust and again 
hint at a particular type of influence different text types may have on the 
distribution of Aktionsart categories with the PrPf in IrE. In particular, it 
seems plausible that most texts from the printed writing section of the 
data employ an extended number of state verbs that support their mat-
ter-of-fact style. 
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5.2.3 Sentence type 
 
Figure 5.2.8. Distribution of sentence types: ICE-IRL 
Comparable to BrE, Figure 5.2.8 illustrates that almost nine out of ten 
PrPf occurrences surface in positive statements, while every ninth in-
stance involves negation, as in (9). Questions with the PrPf, exemplified 
in the form of an elliptical tag question in (10), occur again only very 
sporadically (two occurrences in the ICE-IRL sample). 
 
(9)  I haven’t really found information about it (ICE-IRL s1b-020) 
(10)  God he’s really had the time of it hasn’t he (ICE-IRL s1a-094) 
 
Figure 5.2.9. Distribution of sentence types: ICE-IRL (register and macro-genre differ-
ences) 
Figure 5.2.9 on register and genre differences reveals some parallels to 
BrE. First, positives are unmistakably the majority sentence type with 
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the PrPf across all genres. Second, and more remarkably, dialogues are 
again the only genre that contains questions, probably due to the interac-
tive situational properties of this particular genre. A third parallel is that 
negatives are markedly more frequent245 in dialogues compared to the 
other genres. The latter two peculiarities result in dialogues being the 
only genre that deviates significantly from the overall distribution of 
sentence types (χ2 = 6.5128, df = 2, p < 0.05, φc = 0.098).246 
 
Figure 5.2.10. Distribution of sentence types: ICE-IRL (detailed text categories) 
Figure 5.2.10 shows that no negatives were observed in student writing 
(w1a), academic writing (w2a) and reportage (w2c). In contrast, negatives 
are very frequent in private dialogues (s1a), representing more than one 
third of all tokens, which, moreover, are temporally specified in almost 
half of all instances, as in (11) to (13). 
 
(11)  No sure I haven’t seen him since Christmas (ICE-IRL s1a-003) 
(12)  Like I haven’t visited her in years (ICE-IRL s1a-005) 
(13)  I haven’t seen you in damn ages (ICE-IRL s1a-098) 
 
                                                          
245 Whenever referring to relative frequencies, formulations of the type “variable X is more 
frequent/common in register/genre/text type Y than register/genre/text type Z” do not 
preclude that absolute or normalized frequencies of the variable X are actually higher in Z. 
In other words, these statements refer only to a comparison of the varying proportions of 
the variable within register/genre/text type Y and Z. 
246 Again, this difference in consequence leads also to the register distinction being signifi-
cant (χ2 = 6.4342, df = 2, p < 0.05, φc = 0.11), albeit also with a comparatively weak effect in 
both cases. 
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This recalls the findings for BrE (see Section 5.1.3). Another text type 
where the comparatively high proportion of negatives can again be seen 
as a distinctive feature is instructional writing (w2d). 
5.2.4 Semantics 
 
Figure 5.2.11. Distribution of semantic categories: ICE-IRL 
Figure 5.2.11 shows the overall distribution of semantic categories for 
IrE. Indefinite single acts/events (indef-s), as in (14), represent the ma-
jority reading, with almost three fifths of all PrPf occurrences. The dis-
tribution across the remaining categories indefinite multiple acts/events 
(indef-m), illustrated in (15), continuative acts/events (cont-c), as in (16) 
and continuative state readings (cont-s), as in (17), is fairly even, with 
relative frequencies ranging from 11 to 17%. 
 
(14)  Anthropologist, (sic) George Devereux has stated that "... 
abortion is an absolutely universal phenomenon." (ICE-IRL 
w1a-005) 
(15)  But how Barrett did and I don’t know but he came right back 
and has scored with some good punches every so often par-
ticularly with that left hand (ICE-IRL s2a-012) 
(16)  I’ve visited those shitty little areas all the time (ICE-IRL s1a-
034) 
(17)  However, in recent years there has been a growing concern 
among those dealing with radiation matters about the long 
terms effects of radiation at all levels and the circumstances 
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where exposure could, and probably should, be reduced. 
(ICE-IRL w2b-040)  
 
Figure 5.2.12. Distribution of semantic categories: ICE-IRL (register and macro-genre 
differences) 
As is indicated by Figure 5.2.12, indef-s readings are the most prototypi-
cal reading across both registers and all macro-genres. While differences 
between the two modes of discourse are not significant, non-printed 
writing is prominent as in this genre indefinites of both subtypes are 
highly frequent and aggregate to more than four fifths of all PrPf in-
stances, while cont-s contexts are very rare. However, this genre is also 
not significantly different to the overall distribution. 
 
Figure 5.2.13. Distribution of semantic categories: ICE-IRL (detailed text categories) 
Figure 5.2.13 displays the breakdown for the individual text categories. It 
shows that at least half of all tokens can be categorized as indef-s in all 
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text types except academic writing (w2a). This category seems to consti-
tute a particular case in the ICE-IRL data, as the only one without a sin-
gle cont-c reading but with a high share of cont-s instead. As in the pre-
vious analyses, patterns in the spoken text categories are more compara-
ble with one another, while more outliers can be seen in the written 
categories,247 which might have to do with the generally lower number 
of tokens for the latter in the ICE sample and the potential effect of this 
on relative frequencies. Therefore, the findings for the written text cate-
gories have to be taken with a pinch of salt. Nevertheless, it is evident 
that the overall distribution of the semantic categories is fairly homoge-
neous across register and genres, while individual text types may deviate 
considerably from the general pattern in the current dataset. 
5.2.5 Preceding time reference 
Figure 5.2.14. TR forms preceding the PrPf: ICE-IRL 
For the distribution of preceding forms expressing time reference (see 
Figure 5.2.14) the ICE-IRL data yield a similar picture as was found for 
BrE. The vast majority of PrPfs are preceded by PrTs, followed by pre-
ceding SPst, which is the case in almost every sixth token, and SPrPf, 
                                                          
247 The overall dispersion of the values as indicated by the average SD for the spoken 
(σ = 0.04) versus the written text categories (σ = 0.09) clearly diverges between the texts 
from the two modes of discourse. 
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which is the preceding form with more than 15% of all PrPf forms. The 
remaining forms are considerably less frequent. 
 
Figure 5.2.15. TR forms preceding the PrPf: ICE-IRL (macro-genre differences) 
In the macro-genre view, too – as presented in Figure 5.2.15 above – it 
emerges that preceding forms other than PrTs, SPst or SPrPf are rare. 
This finding is not surprising given that present or past environments 
are where we would expect PrPfs to appear. The comparison of the gen-
res shows that the distribution of TR forms in dialogues differs nearly 
significantly from both the overall pattern (χ2 = 13.980, df = 7, p = 0.052, 
φc = 0.148) and clearly significantly from monologues (χ2 = 17.723, 
df = 7, p < 0.05, φc = 0.249), while the written genres are fairly homoge-
neous compared both with each other and with the overall distribution. 
All in all, this suggests that some genre effects are observable 
here, although only in the spoken sections. The higher rate of preceding 
SPst forms is probably due to the purported overall salience of this form 
(in contrast to the SPrPf) in IrE (cf. Section 5.2). 
5.2.6 Perfect-friendliness and text type effects 
Figure 5.2.16 shows that IrE, with 65 PrPfs/pttw, is overall on the less 
PrPf-friendly side, which may be explained by the existence of a range of 
alternative surface forms that can be used instead of the PrPf in IrE (see 
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e.g. Winford 2009: 212–214 and Section 6.4). However, more PrPfs 
again occur in speech (74) than in the written sections (61) of the corpus 
component. As in BrE, monologues reach a considerably higher value 
(91) within the spoken genres, while the two written genres align. 
 
Figure 5.2.16. Frequency of PrPf occurrences in ICE-IRL registers and macro-genres 
(normalized frequency per 10,000 words) 
A closer look at the data reveals that, again like BrE, normalized fre-
quencies are strongly determined by individual ICE text types, for in-
stance with comparatively low values for the categories academic (w2a; 
39), popular (w2b; 53), instructional (w2d; 49) and creative (w2f; 22) 
writing, while the dispersion of the PrPf values amounts to σ = 27.48. 
That IrE and BrE behave similarly is further supported by the finding 
that the normalized frequencies for the individual text categories of 
these two varieties strongly correlate (r = 0.86), although an even higher 
value is found for JamE (r = 0.89). 
Figure 5.2.17 presents a hierarchical cluster analysis (c = 0.92) for 
the detailed text categories. In the ICE-IRL data, the picture is less clear-
cut than in BrE, with the two monologue categories (s2b, s2b) forming a 
cluster, while private (s1a) and public (s1b) dialogues align with infor-
mational written categories. A post-hoc test reveals that the highlighted 
cluster is significant. Note that it contains three out of the four spoken 
categories. However, distances between the clusters that contain speech 
(and most of the written types) are not very pronounced, as indicated by 
the small height value. 
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Figure 5.2.17. Cluster dendrogram of similarity across ICE text categories in IrE 
This becomes clear in the non-hierarchical NeighborNet, as shown in 
Figure 5.2.18. 
 
Figure 5.2.18. NeighborNet of similarity across ICE text categories in IrE 
In this view, three of the four spoken categories can be found on neigh-
boring nodes toward the top, and the fourth one, public dialogues (s1b), 
is not overly distant either. Academic (w2a) and creative (w2f) writing, in 
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contrast, are markedly different from the remaining categories in both 
types of graphical analysis. Once more, this illustrates the apparent lin-
guistic similarity of spoken and the greater variability of written text 
categories as postulated by Biber & Conrad (2009: 261). 
5.3 Australian English (phase 5) 
Australia can be considered a typical example of a settlement (and penal) 
colony, where immigrants from the British Isles found a new home at 
the expense of the native Aboriginal population. While the English-
speaking white settler group has been dominant since the end of the 18th 
century, from the middle of the 20th century immigration from other 
European countries and later also from Asia has been endorsed. In the 
course of its history, Australia has become more and more independent 
from its colonial parent, Britain, and this manifests itself both in politi-
cal (e.g. in the form of the 1986 Australia Act that formalized the com-
prehensive independence) and linguistic terms. It has been suggested 
that Australia is now more oriented toward the US, while the country 
itself constitutes a regional center within the Pacific region due to its 
size and economic strength. 
As regards linguistic effects, researchers have hypothesized that 
due to the relative geographical distance from Britain and the resulting 
reduced contact between the varieties, AusE can be seen as an inde-
pendent variety or at least a “semi-center” (Ammon 2005: 1541) of Eng-
lish with characteristic lexical and phonological features. Internally, it is 
conceived as relatively homogeneous and exerts influence on varieties 
such as neighboring NZE and allegedly even on BrE (Wächtler 1977: 87–
88). It has been shown, however, that diversification into various region-
al varieties has been ongoing since the 1980s (Schneider 2007: 125–126). 
At the same time, from a diachronic point of view, Canadian, American 
(Leitner 1992: 207; Clyne 2005: 299) and Irish varieties of English have 
left their footprints on AusE. 
While a previous study (Fritz 2006: 294) found no particular in-
fluence of IrE in the area of PrPf usage (but see Section 6.4), synchronic 
studies postulate a generalization of the PrPf in AusE, more precisely as 
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regards the possibility of PrPf use in contexts of co-occurring definite 
temporal adverbials and its use as a narrative tense. It has been noted 
above (see Section 3.4) that these findings should be taken with a pinch 
of salt. Combinations of PrPfs and definite temporal adverbials and 
narrative use are in evidence in one specialized text type only, which 
could be interpreted as an indication of the continuing endonormative 
stabilization of AusE (Collins & Peters 2004: 597–598; see also Ritz 2012: 
899). Whether this generalized usage has any repercussions on the dis-
tribution of the variables connected to PrPf usage remains to be tested. 
Still, AusE has been found to be a PrPf-friendly variety in general (Els-
ness 2009a: 112). 
5.3.1 Temporal adverbials 
Overall, one in four occurrences of the PrPf is temporally specified in 
the AusE data. The distributions for speech versus writing and for the 
individual genres are presented in Figure 5.3.1: 
 
Figure 5.3.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-AUS (register and macro-genre differences) 
While more specification occurs in the spoken part, the overall picture is 
fairly homogenous, with the distributions of both modes of discourse 
not differing significantly from each other or from the overall distribu-
tion. Further, none of the genres deviates significantly from the overall 
distribution or from the values of the respective mode of discourse. 
Once more, however, there is some tentative evidence that specification 
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values are determined by genres, as dialogues – the most interactive of 
the genres – yields the highest rate of temporal specification, exceeding 
30% of all instances. 
 
Figure 5.3.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-AUS (detailed text categories) 
Figure 5.3.2 shows the results for the individual text types. As in the 
other varieties, there is considerable variability across these categories 
despite the relative uniformity that is suggested by the preceding macro-
genre analysis. Private dialogues (s1a), at almost one third, have the 
most specified occurrences among the spoken texts. Variability is even 
stronger across the written texts. No specification occurs in instructional 
(w2d) and persuasive (w2e) writing, while nearly two in five instances of 
the PrPf are temporally specified in creative writing (w2f). Therefore, yet 
again, text type strongly influences the distributions of temporal specifi-
cation, although some of the more extreme results might be explained 
by low token counts (5 tokens for category w2d for the AusE sample). 
Figure 5.3.3 shows that the most frequent way of temporal speci-
fication of PrPf constructions in the ICE-AUS sample is by adverbials of 
span and duration (SP), as in (1), exceeding one third of all relevant to-
kens, while adverbials of time-position (TP), as in (2), cover more than 
one in four instances. Adverbials of frequency (FR), as in (3), surface 
with nearly every fourth PrPf, while those of sequence (SQ), as in (4), 
represent the least common category. However, the latter category still 
accounts for roughly one in six occurrences that are temporally speci-
fied. 
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Figure 5.3.3. Types of PrPf adverbial specification: ICE-AUS 
 
(1)  Since graduating in 1988, he has worked with both Don-
aldson + Warn and the BMA, as well as undertaking post-
graduate studies as a guest student with Peter Cook at the 
Stadelschule Hochschule Fur Bildende Kunste in Frankfurt. 
(ICE-AUS w2a-035) 
(2)  Mmm but teaching radio to women in the hills is a fairly in-
significant thing when we listen back to the the part of the 
program that you’ve produced today that that you know sug-
gests that that the solution to the new world order is in fact 
just to redistribute the wealth […] (ICE-AUS s1b-047) 
(3)  No she’s staying with Jean who’s a distant relative who I 
don’t really know and I think I’ve met once (ICE-AUS s1a-
091) 
(4)  As I have said previously, some current Vickers distributors 
will defect because they see us as opposition and they will 
take on and sell other brand product. (ICE-AUS w1b-030) 
 
It is immediately obvious from Figure 5.3.4 that the mode of discourse 
and macro-genre distinctions influence the distribution between the 
adverbial categories in the Australian data. Yet, the apparent difference 
between speech and writing does not reach the 5% level of statistical 
significance (χ2 = 4.4951, df = 3, p = 0.213), while SP in relative terms 
clearly constitutes the majority variant in writing, and the distribution 
between the four categories is relatively balanced in speech.  
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Figure 5.3.4. Types of PrPf adverbial specification: ICE-AUS (register and macro-genre 
differences) 
A similar outcome can be seen for differences between the individual 
macro-genres and both the overall distribution and the distributions for 
each register.248 However, relative proportions of categories fluctuate 
markedly according to macro-genre; for instance, with SP as the most 
common variant in monologues and printed writing, FR in dialogues 
and TP in non-printed writing. 
Overall, when an occurrence of the PrPf is temporally specified by 
an adverbial, we can postulate the following hierarchy for AusE: SP > 
TP > FR > SQ. As in a number of other varieties, this means that tempo-
rally specified PrPfs in AusE prototypically occur in durative environ-
ments. The other categories are still responsible for more than two 
thirds of the tokens in the sample and numbers vary markedly, though 
not significantly, across different registers and genres. 
                                                          
248 Only between the two written genres can we observe a difference that reaches the 5% 
level (p = 0.050). Here we have one of the rare cases where the p-value of the Pearson Chi-
square test diverges (χ2 = 7.3749, df = 3, p = 0.061, φc = 0.459) and fails to provide an une-
quivocally meaningful result in terms of determining the significance of the differences in 
the two distributions (and Fisher’s exact test was used) as five out of the eight cells have a 
value below five. However, note the strong effect size. 
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5.3.2 Aktionsart 
Figure 5.3.5 displays the global distribution of the Aktionsart categories 
in AusE: 
 
 
Figure 5.3.5. Aktionsart categories of main verbs in PrPf constructions: ICE-AUS 
The analysis shows that activity and achievement verbs, as in (5) and (6) 
respectively, are the most frequent option, followed by state verbs, as 
exemplified in (7), which account for approximately three out of ten 
tokens. Accomplishment verbs, as in (8), are very rare. 
 
(5)  By all accounts the young Bungendore was a rather turbu-
lent place but it’s a town which has aged gracefully (ICE-AUS 
s2b-031) 
(6)  My wife and I have been using the plant for over three years 
and have not noticed any side effects, in fact it has been bene-
ficial in a number of other ways. (ICE-AUS w2b-026) 
(7)  Form leading into this race for Fraar has been very good 
(ICE-AUS s2a-017) 
(8)  That is the popular view but if you give a person a job and 
the job has certain prescriptions and it’s a job of historic 
proportions then everybody should have the common decen-
cy to understand this understand the demands it makes and 
make a proper assessment of whether or not the person has 
fulfilled it (ICE-AUS s2a-061) 
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Figure 5.3.6. Aktionsart categories of main verbs in PrPf constructions: ICE-AUS (register 
and macro-genre differences) 
The register and macro-genre view, as presented in Figure 5.3.6, reveals 
that the values across the four genres are relatively homogeneous and 
that none of the distributions differs significantly from the overall fig-
ures. However, the spoken macro-genres are less uniform when com-
pared to each other, with dialogues having a markedly higher number of 
activity verbs. This results in differences approaching the 5% level of 
statistical significance (χ2 = 7.0908, df = 3, p = 0.069, φc = 0.141). Speech 
and writing considered globally also differ nearly significantly 
(χ2 = 7.7196, df = 3, p = 0.052, φc = 0.122). This is mainly due to the re-
verse distribution of state and activity verbs, but no significant differ-
ences are found when taking the overall distribution as a baseline. 
 
Figure 5.3.7. Aktionsart categories of main verbs in PrPf constructions: ICE-AUS (detailed 
text categories) 
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Not surprisingly, the detailed representation for the ICE text categories 
in Figure 5.3.7 shows considerable variability across the various types. 
Worthy of note is that activity Aktionsart, the category that represents 
the most verbs in terms of relative frequencies, is in fact the majority 
variant in a restricted set of (mostly spoken) text types (s1a, s1b, s2a, 
w2f) only. Overall, activity verbs nevertheless constitute the majority 
variant, which is due to the fact that the spoken sections of ICE are big-
ger than the written ones by default. The least frequent category, accom-
plishment verbs, is absent from a range of text types (popular (w2b), 
instructional (w2d), and persuasive (w2e) writing), although sample 
sizes are not necessary small in these three informational written cate-
gories (e.g. 34 tokens in w2b). The same applies to achievement verbs in 
student writing (w1a). Low token counts, however, may have led to some 
odd results, for instance in respect of the high proportion of achieve-
ment Aktionsart in instructional writing (w2d; 5 tokens) or the idiosyn-
cratic distribution of categories in student writing (w1a; 5 tokens); thus, 
the data for these are merely suggestive. Still, the analysis of the ICE-
AUS dataset reveals that text type clearly influences the distributional 
values of Aktionsart categories in AusE as well. 
5.3.3 Sentence type 
 
Figure 5.3.8. Distribution of sentence types: ICE-AUS 
With regard to the distribution of sentence types in the ICE-AUS sam-
ple, positives again emerge as a highly frequent category, covering al-
most nine out of ten PrPf tokens (see Figure 5.3.8). Every tenth token 
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occurs in negative statements, as exemplified in (9), and questions with 
the PrPf, as in (10), occur very rarely. 
 
(9)  I haven’t been in touch with them since last week end. (ICE-
AUS w1b-004) 
(10) Have you read this article on frozen embryos (ICE-AUS s1a-
056) 
 
Figure 5.3.9. Distribution of sentence types: ICE-AUS (register and macro-genre differ-
ences) 
As expected, positives represent the majority option across both registers 
and also across all macro-genres, as Figure 5.3.9 shows. Speech and 
writing differ significantly (χ2 = 6.3098, df = 2, p < 0.05, φc = 0.111) in 
this variety due to the higher proportions in negatives and questions in 
the former mode of discourse. To be more precise, this is mainly due to 
the distribution of the sentence types in dialogues. This interactive genre 
is conspicuous as the proportions of both negatives and questions are 
comparatively high and differ significantly (χ2 = 17.959, df = 2, p < 0.001, 
φc = 0.225) from the distribution for monologues, the other spoken gen-
re, while the printed macro-genres are internally homogeneous when 
contrasted with each other. At the same time, dialogues is the only mac-
ro-genre that differs significantly from the overall distribution 
(χ2 = 10.3116, df = 2, p < 0.01, φc = 0.12). Note further that questions are 
completely absent from non-printed writing.  
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Figure 5.3.10. Distribution of sentence types: ICE-AUS (detailed text categories) 
A look at the detailed ICE text categories, as presented in Figure 5.3.10, 
reveals that creative writing (w2f) is the only written text type where 
questions occur. The high proportion is due to the relatively small size of 
the sample for this category (13 occurrences of the PrPf, 3 questions) 
and the fact that the three instances occur where dialogue is simulated 
(see examples (11) and (12) below). 
 
(11)  ‘What’ve I done?’ Billy wailed. ‘Where’re y’ takin’ me?’ 
‘Down to the station, Billy, we’ll sort it all out down there.’ 
(ICE-AUS w2f-004) 
(12)  “You blew twenty thousand dollars?” “Well, not just me. 
Friends, you know. I threw a few parties. And I guess the 
word got round because last week –“ “It’s all gone?” Cass is 
awestruck. “That entire amount?” “’Fraid so.” (ICE-AUS w2f-
017)249 
 
Negatives are absent from the written categories reportage (w2c), stu-
dent (w1a), instructional (w2d) and persuasive (w2e) writing, but highly 
frequent in the dialogic text types (s1a and s1b) and moreover in the 
written categories academic (w2a), popular (w2b) and most markedly in 
creative (w2f) writing. This does not come as a surprise as the latter text 
type arguably simulates dialogue, the genre with the highest proportion 
of negatives, in the present case. 
                                                          
249 Arguably, the clitic in It’s all gone? could also be interpreted as is. 
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All in all, the distribution of sentence types where PrPfs occur in 
AusE is clearly sensitive to mode of discourse and further varies when 
applying a more fine-grained categorization into macro-genres and indi-
vidual text types. 
5.3.4 Semantics 
 
Figure 5.3.11. Distribution of semantic categories: ICE-AUS 
As regards the distribution of semantic categories, Figure 5.3.11 shows 
that in the ICE-AUS data, too, the indefinite single act/event reading 
(indef-s), as in (13), constitutes the major variant, with three out of five 
occurrences. The remaining categories, indefinite multiple acts/events 
(indef-m), as exemplified in (14), continuative acts/events (cont-c), as in 
(15) and continuative states (cont-s), as in (16), are distributed evenly. 
 
(13)  The threat to properties at Fox Valley has eased (ICE-AUS 
s2b-020) 
(14)  History has made artists of all these painters who lack ener-
gy and feature. (ICE-AUS w2a-004) 
(15)  Most people to date have taken two leaves daily but as a re-
sult of additional information which I now have, my wife 
and I have commenced taking three leaves, about the size of 
a 20 cent coin, a day. (ICE-AUS w2b-026) 
(16)  Yep that’s always been that’s been his platform (ICE-AUS 
s1a-001) 
 
181 
 
Figure 5.3.12. Distribution of semantic categories: ICE-AUS (register and macro-genre 
differences) 
It is obvious from Figure 5.3.12 that the spoken and written sections of 
the Australian corpus component overall are relatively homogeneous. 
However, the distribution of the semantic readings of the two spoken 
macro-genres yields significant differences when compared to each oth-
er (χ2 = 8.4121, df = 3, p < 0.05, φc = 0.154). Likewise, the two written 
macro-genres are also significantly different from each other 
(χ2 = 9.6038, df = 3, p < 0.05, φc = 0.238), as is non-printed writing from 
the overall distribution (χ2 = 8.5178, df = 3, p < 0.05, φc = 0.123). These 
findings clearly indicate that distributions of semantic readings of the 
PrPf in ICE-AUS are susceptible to genre effects. 
 
Figure 5.3.13. Distribution of semantic categories: ICE-AUS (detailed text categories) 
Figure 5.3.13 illustrates that the picture becomes even more variable 
when individual text types are considered. While indef-s readings are the 
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majority variant across all text types and the exclusive occurrence of 
indef-s in student writing (w1a) can be ascribed to the low number of 
tokens (5) for this category, variability is more pronounced within the 
written text categories. There we can find the most extreme – that is, 
both the highest and lowest relative values – for all four semantic catego-
ries (apart from the highest value for cont-c, which occurs in private 
dialogues (s1a)) and this impression is further confirmed by the SD 
across all respective categories, which is on average twice as high 
(σ = 0.11) for the written categories in contrast to the value for the spo-
ken ones (σ = 0.05). 
5.3.5 Preceding time reference 
Figure 5.3.14. TR forms preceding the PrPf: ICE-AUS 
The distribution of preceding TR forms in the AusE data is displayed in 
Figure 5.3.14. Almost three fifths of all PrPfs follow a PrTs form, while 
approximately one sixth of all tokens are preceded by SPrPf and one out 
of seven by SPst. Other preceding TR forms, apart from PrTp and F, are 
negligible. 
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Figure 5.3.15. TR forms preceding the PrPf: ICE-AUS (macro-genre differences) 
Figure 5.3.15, which shows the results for the various macro-genres, 
establishes a number of further points. First, as could be expected from 
the overall distribution, the highly frequent forms PrTs, SPst and SPrPf 
account for the vast majority of all preceding TR (75% in non-printed 
writing and nine out of ten tokens or more in the remaining genres). 
Second, considerable variation can be seen in the macro-genres, mainly 
due to noticeable differences in the proportions of TR forms other than 
PrTs. While the spoken genres are relatively homogeneous (i.e. not dif-
fering significantly) in respect to both the overall distribution and when 
compared among themselves, both non-printed (χ2 = 17.405, df = 7, 
p < 0.05, φc = 0.177) and, less obviously, printed (χ2 = 15.111, df = 7, 
p < 0.05, φc = 0.154) writing differ significantly from the overall distribu-
tion. The same holds when the two modes of discourse are directly con-
trasted (χ2 = 30.611, df = 7, p < 0.001, φc = 0.244; relative values not 
shown in Figure 5.3.15). Expressed in relative proportions of TR forms, 
the written genres yield high proportions of PrTp and low proportions of 
SPrPf, while their values diverge considerably in the percentage of pre-
ceding SPst, where the value for printed writing is three times as high as 
in non-printed writing. Note also the high proportion of F in the latter 
macro-genre, although this result has to be interpreted with caution due 
to the small number of tokens (42 in total, 5 preceded by F) from non-
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printed sources. In any case, as a whole, the findings from this section 
suggest strong genre effects, predominantly in the written sections.  
5.3.6 Perfect-friendliness and text type effects 
Figure 5.3.16. Frequency of PrPf occurrences in ICE-AUS registers and macro-genres 
(normalized frequency per 10,000 words) 
As revealed in Figure 5.3.16, AusE is broadly speaking more PrPf-
friendly (73 PrPfs/pttw) than the average across all varieties (69). It pat-
terns with a number of other varieties in that markedly more PrPfs sur-
face in speech compared to writing and that, within the former category, 
the macro-genre of monologues shows the highest PrPf frequencies. 
The two written genres yield similar values. It has been proposed above 
that the definite temporal adverbial constraint is suspended in AusE and 
that the PrPf therefore may possess an extended functional range. 
Whether this is actually the case is further investigated below (see Sec-
tion 6.6). 
The Australian data are dispersed around the overall average val-
ue (σ = 31.90), with the textual categories instructional (w2d; 26) and 
creative (w2f; 33) writing representing low frequency types that contrast 
with scripted monologues (s2b; 121) and letters (w1b; 107) at the other 
end of the spectrum. Surprisingly, IndE represents the variety that corre-
lates most strongly with AusE as regards the normalized frequencies for 
the individual text categories (r = 0.84), while other strong correlations 
185 
 
appear with IrE (r = 0.78) and BrE (r = 0.77), both varieties that AusE has 
strongly been related to from a historical and linguistic point of view. 
 
Figure 5.3.17. Cluster dendrogram of similarity across ICE text categories in AusE 
The cluster dendrogram (c = 0.86) in Figure 5.3.17 shows that three out 
of the four spoken categories cluster together closely toward the right of 
the representation in a significant cluster (highlighted in the Figure). 
The remaining spoken text type, private dialogues (s1a), forms a cluster 
with letters (w1b). A possible explanation for the latter finding is that 
social letters in particular resemble private dialogues in their topics and 
thus arguably also in their informal style (cf. examples (17) and (18)), 
which may have repercussions on the usage of TR forms. Still, the clus-
ter is not overly distant from that containing the other spoken categories. 
 
(17)  Am so sorry I haven’t written more, its It’s hard to realise 
how little I’ve written to you - it has been incredibly hectic 
here, as usual, we seem to have to constantly make decisions 
to say NO to people, which is hard: Our biggest ‘NO’ was 
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sending Taj back to the valleys after his final term exams. 
(ICE-AUS w1b-002) 
(18)  I’ve had the wog you were talking about + I think it was 
short circuited by me taking anti biotics for mey arm. (ICE-
AUS w1b-003) 
 
Figure 5.3.18. NeighborNet of similarity across ICE text categories in AusE 
 
The NeighborNet view, as displayed in Figure 5.3.18, provides further 
insights into the similarity of text categories as far as PrPf usage is con-
cerned. In this mode of representation, all of the spoken categories apart 
from private dialogues (s1a) can be found on neighboring nodes, while 
letters (w1b), the involved text type most likely to resemble speech, is 
also not distant. This group (spoken texts + w1b) shares an extended 
number of splits. Two pairs of written text categories, student (w1a) and 
creative (w2f) writing as well as persuasive (w2e) and, most markedly, 
instructional (w2d) writing, are distant from the remaining text types. 
Therefore, we can again conclude that Biber & Conrad’s (2009: 261) 
hypothesis that spoken texts are more similar to each other than written 
texts is applicable in terms of the distribution of factors determining 
PrPf usage in AusE. 
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5.4 New Zealand English (phase 5) 
The situation in New Zealand can be related to that in Australia as re-
gards both the settlement history of this former colony and many of its 
linguistic features. However, a number of differences exist. Above all, 
New Zealand was not used as a penal colony and was scarcely populated 
by white settlers until 1840, when the country was formally established 
as a Crown colony in the Treaty of Waitaingi, agreed between the settlers 
and the indigenous Maoris. Political independence from Britain was 
gained stepwise at the beginning of the 20th century, when New Zealand 
was granted dominion status, and eventually in 1947, when the country 
became independent. Some observers suggest that from the 1970s on-
wards, the economic orientation has shifted away from Europe to the 
Pacific region and Asia (Schneider 2007: 131). 
Commonly, southern English dialects besides Cockney, Irish and 
Scottish varieties of English are seen as the main input for NZE (Hickey 
2004: 18; Schreier 2010: 460), and a later reluctance to accept AmE influ-
ences with a corresponding adherence to BrE norms that has been more 
stable than in AusE, the Antipodean sister variety, has been reported for 
NZE (Köppl 1983a: 148). In contrast, others have suggested a marked 
influence of AmE (and also of CanE; Leitner 1992: 207) due to strong 
economic and cultural ties (Allerton et al. 2002: XII; Hundt 2002: 63) 
since the beginning of the 20th century, in particular as regards lexical 
items (Hay et al. 2008: 75–76). In addition, mutual influence with AusE 
is likely (Hundt 2002: 70–71). However, NZE now is conceived as an 
independent variety. It is distinct from others mainly in the areas of 
phonology and lexis and should be seen on a par with other “national” 
L1 varieties such as AmE or BrE (Hundt et al. 2004: 560), even if the 
evidence for an influence of NZE on neighboring varieties of English is 
weak (Hundt & Biewer 2007: 263). Equally, NZE is becoming more dis-
tinct from AusE (Schneider 2007: 132). With regard to dialectal diversifi-
cation, NZE is said to be lagging behind AusE, so that present-day NZE 
is still relatively uniform (Schreier 2010: 460), although regional differ-
ences are emerging, again mainly in the area of phonology (Schneider 
2007: 133). It remains to be tested whether NZE also shows some dis-
tinctive traits in the area of morphosyntax under investigation. 
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Like in AusE, in NZE, too, there are hints of an increased use of 
the PrPf in contexts where in standard varieties the SPst would be used 
(Quinn 1999: 196), while opinions are divided whether the feature is to 
be categorized as non-standard and restricted to speech (Hundt 1998: 74; 
Hundt et al. 2004: 568) or also accepted in writing and in more formal 
contexts (Hay et al. 2008: 51). Either way, this generalized usage of the 
PrPf suggests that NZE should be a relatively PrPf-friendly variety, at 
least in speech and in informal contexts. 
A methodological note of caution is in order due to another sali-
ent feature of spoken NZE in the area of PrPf marking. It has been not-
ed that speakers of NZE may occasionally drop auxiliary have (Hundt et 
al. 2004: 583–584; Hay et al. 2008: 50) with high-frequency verbs, giving 
rise to lone past participles as in (1) or (2), which in some cases may be 
congruent with the corresponding SPst form.  
 
(1)  we never seen where she lived (ICE-NZ s1a-018) 
(2)  you been right to the top or cape reinga and that sort of thing 
(ICE-NZ s1a-067)250 
 
These reduced forms, which are rarely produced by educated speakers 
and consequently also occur rarely in the ICE data, were usually identi-
fied as SPst forms by the POS-tagger and are therefore excluded from 
the ensuing analysis of the PrPf (but cf. Section 6.4). Alternatively, this 
could be interpreted as leveling between SPst and past participle forms 
in which the latter replaces the former (eWAVE Feature 131 2012). 
                                                          
250 Due to the transcription conventions for ICE-NZ, no capitalization is used in the spo-
ken parts of this corpus component. 
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5.4.1 Temporal adverbials 
Figure 5.4.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-NZ (register and macro-genre differences) 
 
The overall proportion of PrPf occurrences that is temporally specified in 
the ICE-NZ data amounts to more than every fifth instance and the 
breakdown for the registers and the macro-genres is shown in Figure 
5.4.1. It is evident that temporal specification is more likely in speech, 
while the two modes of discourse do not differ significantly from each 
other. Further, none of the macro-genres is significantly different from 
the overall distribution. However, note that while the written genres are 
internally homogeneous, the proportion of temporally specified instanc-
es in dialogues, where almost three out of ten PrPfs are specified by a 
temporal adverbial, clearly exceeds the value for monologues, although 
differences are not significant (χ2 = 3.1375, df = 1, p = 0.077). 
The proportions of the individual text types are displayed in Fig-
ure 5.4.2. As could be expected from the results of a number of other 
varieties, private dialogues (s1a) have the highest rate of temporal speci-
fication, while variability in the proportional values of specified tokens is 
more pronounced within the informational text categories, ranging from 
8% in creative writing (w2f) to 30% in instructional writing (w2d). Thus, 
it can be hypothesized that the distributions are robustly determined by 
text type. 
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Figure 5.4.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-NZ (detailed text categories) 
 
 
Figure 5.4.3. Types of PrPf adverbial specification: ICE-NZ 
Figure 5.4.3 reveals that adverbials of span and duration (SP), as exem-
plified in (3), represent the most common adverbial category, with more 
than two fifths of all specified tokens. Adverbials of time-position (TP), 
as in (4), still cover more than one third of all relevant occurrences, while 
the proportion of adverbials of sequence (SQ), as in (5), exceeds one 
tenth. Frequency adverbials (FR), as in (6), are the least common catego-
ry in the ICE-NZ sample. 
 
(3)  Pile driving technology has advanced since that time. (ICE-NZ 
w2a-034) 
(4)  i’ve talked to her this afternoon (ICE-NZ s1b-074) 
(5)  haven’t you burnt it yet (ICE-NZ s1b-074) 
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(6)  Mr Moore has said repeatedly he will not launch a leadership 
bid against Mr Palmer. (ICE-NZ w2e-007) 
 
Figure 5.4.4. Types of PrPf adverbial specification: ICE-NZ (register and macro-genre 
differences) 
As can be seen in Figure 5.4.4, writing shows a larger proportion of TP 
adverbials. However, the distribution is not significantly different from 
that found in speech. The most frequent type of temporal specification is 
by SP adverbials in all macro-genres apart from non-printed writing. The 
latter genre is also odd in that no FR adverbials appear. Still, although 
the relative values suggest the contrary, the distribution of temporal 
specification categories in this genre is not significantly different from 
the overall values.251 
On the basis of the NZE data from our ICE sample, the hierarchy 
of temporal adverbial categories that typically occur when PrPfs are tem-
porally specified goes along the lines SP > TP > SQ > FR. This finding 
indicates that SP and TP can be understood as adverbial types that char-
acteristically (nearly three quarters of all cases) surface with PrPfs in 
NZE. 
                                                          
251 The idiosyncratic behavior in the relative values as shown in the figure are most likely 
due to the fact that non-printed writing in the ICE-NZ sample is the macro-genre with the 
lowest number of tokens (20). 
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5.4.2 Aktionsart 
 
Figure 5.4.5. Aktionsart categories of main verbs in PrPf constructions: ICE-NZ 
Figure 5.4.5 presents the overall distribution of Aktionsart categories in 
ICE-NZ. In this dataset, more than half of all tokens belong to the activi-
ty category, as shown in example (7). Approximately one in four instanc-
es of the PrPf has an achievement Aktionsart, as in (8), and state verbs, 
as in (9), cover more than one in five tokens. Accomplishment verbs, as 
in example (10), once again represent the least frequent category. 
 
(7)  Dr Sutton has worked hard on a drought relief package, but 
the benefits of that, all things being equal and they seldom 
are, will not be felt till July-August. (ICE-AUS w2c-006) 
(8)  well we should after we’ve finished we should go in sit in his 
room (ICE-NZ s1a-039) 
(9)  i’ve forgotten now it was bloody hard though (ICE-NZ s1a-
036) 
(10)  […] a number who’re connected with um television channels 
production companies or whatever have become s somewhat 
defensive about what they’ve er they’ve done (ICE-NZ s2b-
045) 
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Figure 5.4.6. Aktionsart categories of main verbs in PrPf constructions: ICE-NZ (register 
and macro-genre differences) 
What emerges from Figure 5.4.6, which shows the breakdown of Ak-
tionsart categories for the two registers and the four macro-genres, is a 
homogeneous picture. The only genre that is conspicuous is dialogues, 
with the highest relative value for activities but no accomplishments. Yet 
differences are not significant compared either to the overall or speech 
distribution or when comparing the two spoken genres. 
 
Figure 5.4.7. Aktionsart categories of main verbs in PrPf constructions: ICE-NZ (detailed 
text categories) 
The more detailed view, which presents the distributions for the indi-
vidual ICE text types (see Figure 5.4.7), is also relatively homogeneous, 
although naturally more variability is in evidence. Student writing (w1a) 
is the only text type where activity verbs are not the most frequent op-
tion, while the rare category of accomplishment verbs is absent from 
four of the text types (private and public dialogues (s1a, s1b), letters 
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(w1b) and creative writing (w2f)). Another result worth reporting is the 
comparatively low proportion of state verbs in reportage (w2c). As sam-
ple sizes for the individual categories are 15 tokens or more, we can 
conclude that text type decidedly influences the distributions of the Ak-
tionsart categories in the ICE-NZ data. 
5.4.3 Sentence type 
 
Figure 5.4.8. Distribution of sentence types: ICE-NZ 
The distribution of sentence types in NZE, which is shown in Figure 
5.4.8, is as could be expected from the analysis of other varieties. Posi-
tives cover nearly nine out of ten PrPf occurrences, while the remaining 
instances, apart from a few questions (3 tokens in total, see example 
(11), which is even of a rhetorical nature), can be categorized as nega-
tives (see example (12)). 
 
(11)  I suppose you’ve spent all weekend on the bowling green? 
(ICE-NZ w1b-008) 
(12)  Sue has been deep in university study and has not had the 
time for bridge […] (ICE-NZ w2d-015) 
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Figure 5.4.9. Distribution of sentence types: ICE-NZ (register and macro-genre differ-
ences) 
Figure 5.4.9 shows that positives again are by far the most frequent sen-
tence type in both modes of discourse and across all genres. Due to the 
fact that negatives are nearly three times as frequent in speech, this reg-
ister differs significantly from writing here (χ2 = 10.745, df = 2, p < 0.005, 
φc = 0.137). As in AusE, this is caused by the large proportion of nega-
tives in dialogues, which, likewise, also renders dialogues significantly 
different from monologues within the spoken sections (χ2 = 6.4629, 
df = 2, p < 0.05, φc = 0.139). Yet another parallel to the findings for the 
Antipodean sister variety is that the written macro-genres are internally 
homogeneous. 
 
Figure 5.4.10. Distribution of sentence types: ICE-NZ (detailed text categories) 
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Figure 5.4.10 presents the proportions of sentence types for the individ-
ual text categories. It indicates, first of all, that the rare category of ques-
tions appears in three text categories only and is apparently most salient 
in creative writing (w2f). This finding has to be treated with caution, 
however, as relative proportions due to varying absolute sample sizes 
may be misleading here (merely 1 token in each relevant text type occurs 
as a question). Furthermore, no negatives could be retrieved in popular 
(w2b) and persuasive writing (w2e), but are much more frequent in the 
more involved categories dialogues (s1a, s1b), unscripted monologues 
(s2a) and student writing (w1a) besides creative writing (w2f), which 
may imitate dialogue (see example (13) below), as was also shown for 
AusE. 
 
(13)  ‘What about his mother?’ asked Mrs Yamada. ‘I haven’t met 
her, but my aunt has and says she’s very nice. […]’ (ICE-NZ 
w2f-010) 
 
In sum, the data suggest that the distribution of sentence types in PrPf 
contexts is above all determined by mode of discourse. In addition, the 
more detailed analysis showed evidence of variability according to mac-
ro-genres and, moreover, individual textual categories in ICE-NZ. 
5.4.4 Semantics 
 
Figure 5.4.11. Distribution of semantic categories: ICE-NZ 
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Figure 5.4.11 displays the breakdown of the semantic categories for 
NZE. It emerges that indefinite single acts/events (indef-s), which are 
exemplified by (14), with nearly seven out of ten occurrences are again 
the most frequent variant. Indefinite multiple act/event readings (indef-
m), as in (15), are the least common category in this variety, while con-
tinuative acts/events (cont-c), as in example (7) (for convenience repeat-
ed here as (16)), and continuative states (cont-s), as in (17), also consti-
tute minor options. 
 
(14)  and er eroni clarke has pulled off the tackle of the match so 
far (ICE-NZ s2a-016) 
(15)  we’ve lost a job every ten minutes (ICE-NZ s1b-032) 
(16)  Dr Sutton has worked hard on a drought relief package, but 
the benefits of that, all things being equal and they seldom 
are, will not be felt till July-August. (ICE-NZ w2c-006) 
(17)  […] yet some of those factors have been with us some time. 
(ICE-NZ w2e-002) 
 
Figure 5.4.12. Distribution of semantic categories: ICE-NZ (register and macro-genre 
differences) 
Figure 5.4.12 reveals that, by and large, the ICE-NZ data are fairly uni-
form in the distribution of semantic categories. Although the relative 
proportion of indef-m is more than double in the written section, distri-
butions for speech and writing do not differ significantly and the same 
applies both to differences between the individual macro-genres and 
when the values of the four macro-genres are contrasted with those for 
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the two modes of discourse. In sum, this suggests that genre and regis-
ter do not determine the distributions of the semantic categories of the 
PrPf in NZE. 
 
Figure 5.4.13. Distribution of semantic categories: ICE-NZ (detailed text categories) 
That the ICE-NZ data are relatively homogeneous can also be seen in the 
detailed view as presented in Figure 5.4.13. Indefinite single readings 
are the majority variant across all text types. Slightly less variance is 
observable in the spoken categories, as is shown by the average SD val-
ues, which is more than three times as high for the written (σ = 0.07) in 
contrast to the spoken sections (σ = 0.02). Within texts from the former 
category, comparatively high proportions of cont-s occur in academic 
(w2a) and popular (w2b) writing, while indef-m readings show the great-
est dispersion (σ = 0.08), with relative values ranging between zero in 
student (w1a) and creative (w2f) writing and approximating one fourth 
of all tokens in instructional (w2d) and persuasive writing (w2e). 
5.4.5 Preceding time reference 
Figure 5.4.14 shows the distribution of preceding TR forms in the ICE-
NZ sample. This breakdown is strikingly similar to that found for AusE 
(see Section 5.3.5). Approximately three out of five tokens are preceded 
by a PrTs form, every sixth occurrence by SPrPf, and every seventh oc-
currence by SPst. PrTp and F are the only other TR forms that surface at 
least to a limited extent. 
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Figure 5.4.14. TR forms preceding the PrPf: ICE-NZ 
The analysis of the macro-genres, with relative values displayed in Fig-
ure 5.4.15, reveals that preceding TR forms other than PrTs, SPst and 
SPrPf are rare (highest individual value, PrTp in monologues, < 7%) 
across all categories. 
 
Figure 5.4.15. TR forms preceding the PrPf: ICE-NZ (macro-genre differences) 
Again, the ICE-NZ data yield a relatively homogeneous picture with 
none of the genres differing from the overall distribution or the ones for 
the two registers (relative values not shown in Figure 5.4.15). Register-
internally, however, some minor variances emerge. While the distribu-
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tions of the TR forms in the spoken genres are similar (i.e. not signifi-
cantly different) when contrasted directly with each other, the differ-
ences between non-printed and printed writing fall just below the 5% 
level of statistical significance as determined by a Fisher-exact test 
(p < 0.05), which was used in the present case due to a number of low 
absolute counts in some cells. Therefore, all in all, we can conclude that 
effects of register and genre on the distributions of preceding TR forms 
in the ICE-NZ sample are only very weak at best. 
5.4.6 Perfect-friendliness and text type effects 
Figure 5.4.16. Frequency of PrPf occurrences in ICE-NZ registers and macro-genres (nor-
malized frequency per 10,000 words) 
As hypothesized above, NZE is indeed a very PrPf-friendly variety (90 
PrPfs/pttw) compared to others (average across all varieties = 69). Fur-
ther, in the ICE-NZ data (see Figure 5.4.16) the PrPf ratio is on average 
higher in speech than in writing, while non-printed writing is the macro-
genre with the highest normalized frequency of PrPfs overall (108). 
These findings are in line with those of Elsness (2009a: 97) and confirm 
the above hypothesis that NZE should yield high PrPf-friendliness 
scores in speech and in informal contexts, though this may stem from 
reasons other than an extension of the functional range of the PrPf into 
the domains of the SPst. 
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The variance of the NZE sample amounts to σ = 25.83 and popu-
lar (w2b; 61) and student writing (w1a; 64) show the lowest PrPf fre-
quencies, while public dialogues (s1b; 119) and letters (w1b; 152) can be 
found toward the other end of the hierarchy of PrPf-friendliness. NZE 
also shows the highest value in relation to AusE, its Antipodean sister 
variety, when the normalized frequencies for the individual text types are 
correlated, although the correlation is only moderate (r = 0.68). 
 
Figure 5.4.17. Cluster dendrogram of similarity across ICE text categories in NZE 
In a similar fashion to the similarity analyses of the other varieties, Fig-
ure 5.4.17, showing the cluster dendrogram (c = 0.98) for the ICE-NZ 
data, indicates that three out of the four spoken textual categories align 
closely toward the right end of the visualization, along with another 
involved textual category, letters (w1b). Scripted monologues (s2b) clus-
ter with academic (w2a) and popular (w2b) writing. However, the latter 
cluster is not distant from that containing the other spoken text types 
and this is further substantiated by a post-hoc test, which identifies the 
highlighted cluster as significant, while scripted monologues (s2b) are 
included in that cluster when multiscale bootstrap sampling is applied 
(not shown). 
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Figure 5.4.18. NeighborNet of similarity across ICE text categories in NZE 
Indeed, as indicated in Figure 5.4.18, all four spoken texts cover adjacent 
nodes in the NeighborNet analysis. It is further illustrated that the ma-
jority of text categories groups around a common (imagined) center, 
which underscores the relative homogeneity of the data, while persua-
sive (w2e) and, most markedly, creative (w2f) writing occupy distant 
nodes. Once again, Biber & Conrad’s (2009: 261) hypothesis that spoken 
texts usually align more closely while written texts show more variability 
seems to bear out for NZE when comparing the distributions of factors 
determining PrPf usage. 
5.5 Canadian English (phase 5) 
Canadian English is typically categorized as an L1 variety. Only a brief 
overview of its multifaceted settlement history can be provided here (see 
Schneider 2007: 238–250 for a detailed description).252 Above all, Canada 
represents a special case due to a strong French presence, which preced-
ed English influence and has left its footprint linguistically (bilingual-
ism/French-speaking regions) and, more strongly, in relation to identity 
issues. Apart from small-scale earlier attempts, British settlement started 
                                                          
252 Schneider (2007: 238) also draws attention to the fact that developments in Newfound-
land, the island which was settled by people of British origin as early as 1497 but remained 
a colony of its own until the middle of the 20th century, are to be seen as separate. Political 
separation and resulting linguistic consequences do no longer apply for PDE, of course. 
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at the beginning of the 18th century and was boosted by immigration of 
the American “Loyalists”, a group that opposed the independence 
movement that eventually resulted in the establishment of the US, and 
further in the 19th century by immigration from the British Isles. While 
strong ties with Britain have remained, Canada cut the political cord to 
Britain step by step. In 1867, it gained dominion status and was granted 
full legal equality in the statute of Westminster in 1931. 1947 then saw 
the establishment of a separate Canadian citizenship and independence 
was formally finalized with the 1982 Canada Act (Schneider 2007: 239–
247). 
Despite these historically strong ties to Britain and the alleged 
preference for a BrE model (Halford 2002: 32), most observers agree that 
extralinguistic circumstances are decisive, making AmE (through the 
“Loyalists”) the main input variety to CanE. This development has been 
reinforced naturally by the geographic proximity to the US, resulting 
cross-border contacts and the present global influence of AmE, so that 
CanE now covers a middle position between BrE and AmE (Schneider 
1983b: 54–55; Allerton et al. 2002: XII; Hickey 2004: 14) or is even 
viewed as constrained in its development as a distinctive variety by AmE 
(Leitner 1992: 202). In contrast, others have argued that the very distinc-
tiveness of CanE is grounded in its unique combination of features from 
BrE and AmE on all levels of linguistic analysis (Schneider 1983b: 55; 
Halford 2002: 42), while recent decades have seen the emergence of 
characteristic phonological patterns such as “Canadian Raising” 
(Schneider 2007: 244).  
Evidence on specific features of CanE grammar is very rare, how-
ever (Schneider 2007: 244), and for the area of the PrPf the only state-
ment that could be found in the literature is that, due to Irish influence, 
after-perfects are salient in some areas of Newfoundland (Halford 2002: 
42; Kortmann & Szmrecsanyi 2004; see also Section 6.4). Therefore, the 
working hypothesis is that CanE is similar to AmE in the area of the 
PrPf, which in turn suggests that it represents a less PrPf-friendly variety 
and that the distribution of the internal variables may show a distinctive 
pattern. 
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5.5.1 Temporal adverbials 
Figure 5.5.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-CAN (register and macro-genre differences) 
Figure 5.5.1 displays the proportions of PrPf instances in CanE that are 
specified by a temporal adverbial. The figure indicates that differences 
between the two registers are marginal and that more than one quarter 
of all occurrences is specified in both modes of discourse. Although the 
relative frequencies of specified tokens vary between the macro-genres, 
none of the differences reaches the 5% level of statistical significance, 
which suggests a relative homogeneity across the data. 
 
Figure 5.5.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-CAN (detailed text categories) 
A different picture emerges when analyzing the detailed ICE text catego-
ries. Figure 5.5.2 reveals manifest variance in the distributions across 
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the textual categories, with specification values ranging from one in ten 
(academic writing; w2a) to more than half (creative writing; w2f) of all 
tokens. Note, however, that particularly the result for the latter category 
should be interpreted with care due to a low token count (11) for this text 
type, while in general the distribution of the values is much more incon-
sistent across the written texts. 
 
 
Figure 5.5.3. Types of PrPf adverbial specification: ICE-CAN 
Figure 5.5.3 shows that adverbials of span and duration (SP), as in (1), 
are most frequent and exceed more than half the occurrences that are 
temporally specified, while adverbials of time-position (TP), as in (2), 
constitute the second most frequent category with more than one quar-
ter of all instances. The share of frequency adverbials (FR), as in (3), 
amounts to approximately every seventh occurrence and adverbials of 
sequence (SQ), as illustrated in (4), are least frequent in the CanE data. 
 
(1)  I’ve been in this limbo for too long (ICE-CAN s1a-037) 
(2)  And I have done absolutely no studying tonight (ICE-CAN 
s1a-097) 
(3)  when we’ve let down our hooks again and again catching fish 
every time […] (ICE-CAN w2f-008) 
(4)  Half an hour later, I still have not seen them. (ICE-CAN w2b-
026) 
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Figure 5.5.4. Types of PrPf adverbial specification: ICE-CAN (register and macro-genre 
differences) 
Figure 5.5.4 reveals that the relative proportions of the four adverbial 
categories in the two registers are fairly equal and this impression is 
confirmed by a Pearson Chi-square test based on the absolute numbers, 
which yields a non-significant result. In addition, none of the macro-
genres deviates significantly from the overall distribution or the distribu-
tion of the relevant register, although the relative values seem to imply 
some variance. 
All in all, the results based on ICE-CAN suggest relative homoge-
neity in this dataset as far as the distribution of the categories of tem-
poral specification by adverbials is concerned. The hierarchy of the dif-
ferent types is SP > TP > FR > SQ, which suggests that PrPfs in CanE, 
when they are accompanied by a temporal adverbial, typically (at least in 
70% of all cases) co-occur with adverbials of the SP and TP type. 
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5.5.2 Aktionsart 
 
Figure 5.5.5. Aktionsart categories of main verbs in PrPf constructions: ICE-CAN 
The overall proportions of Aktionsart types in the CanE dataset are pre-
sented in Figure 5.5.5. The relative frequency of achievement verbs, as 
exemplified in (5), exceeds two fifths of all tokens and nearly one third 
belongs to activities, as in (6). Approximately one quarter is covered by 
state verbs, as in (7) and accomplishments, as could be expected from 
the analyses of other varieties, is again a marginal type (see example (8)). 
 
(5)  Through the Inter-University Agreement, Quebec universi-
ties have agreed to permit the transfer of academic credits be-
tween them up to a maximum of 6 credits in any one year. 
(ICE-CAN w2d-003) 
(6)  Uh already there there’s a team of two people in our cegep 
going around or thinking about this rather and they’ve come 
to see me once and sort of well you know this is what we’re 
thinking about (ICE-CAN s2a-029) 
(7)  And what I’ve suggested is that you look at the books the 
first the most up-to-date scholarship and uh because the up-
to-date stuff some of it has most of it has included the earlier 
stuff so there’s no point reinventing the wheel (ICE-CAN 
s1b-008) 
(8)  Already this year they’ve flown to Winnipeg, Regina and Cal-
gary […] (ICE-CAN w1b-013) 
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Figure 5.5.6. Aktionsart categories of main verbs in PrPf constructions: ICE-CAN (register 
and macro-genre differences) 
It is evident from Figure 5.5.6, which displays the proportions of Aktion-
sart categories, that speech and writing differ markedly in respect of the 
relative frequencies of the individual values. This impression is con-
firmed by a test for statistical significance that contrasts the absolute 
counts for the two modes of discourse (χ2 = 8.0868, df = 3, p < 0.05, 
φc = 0.112). The most noticeable deviation from the overall distribution 
is observable for printed writing, which is the only macro-genre that is 
significantly different (χ2 = 21.099, df = 3, p < 0.001, φc = 0.206). In con-
trast, when the four macro-genres are compared with the values for the 
respective register and when compared to the corresponding genre with-
in the same register, differences in the distributions are not significant, 
which suggests register-internal homogeneity. 
 
Figure 5.5.7. Aktionsart categories of main verbs in PrPf constructions: ICE-CAN (detailed 
text categories) 
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Considerable variance in the distributions is observable in the fine-
grained display according to ICE text types, as shown in Figure 5.5.7. A 
clear dividing line can be established between the spoken and the writ-
ten types. The breakdown of the relative frequencies in the former is 
very homogeneous (σ = 0.02) apart from the slightly elevated value for 
achievements in scripted monologues (s2b), while the values are more 
markedly dispersed in the latter group (σ = 0.07), where, in addition, 
achievements do not represent the most frequent category in any text 
type and a number of cells are empty due to low token counts. There-
fore, in order to achieve more conclusive results for the written text 
types, a larger amount of data would have been desirable, while the find-
ings for the more coarse-grained analysis above can still be considered 
robust. 
5.5.3 Sentence type 
 
Figure 5.5.8. Distribution of sentence types: ICE-CAN 
Figure 5.5.8 shows the distribution of sentence types in the ICE-CAN 
data. Approximately nine out of ten PrPf tokens can be found in positive 
statements and the PrPf in negatives, as in (9), or in questions, as in 
(10), is rare (2 tokens overall). 
 
(9)  I’m assuming everything is fine because he hasn’t called and 
I haven’t called […] (ICE-CAN s1b-007) 
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(10)  Are humans innately aggressive, as Konrad Lorenz and other 
prestigious students of animal behavior have alleged? (ICE-
CAN w2a-015)253 
 
Figure 5.5.9. Distribution of sentence types: ICE-CAN (register and macro-genre differ-
ences) 
As expected, positives are the most common sentence type across all 
registers and genres (see Figure 5.5.9). PrPfs in negatives are again three 
times as frequent in the spoken sections of the ICE-CAN sample, which 
results in a significant difference between the two modes of discourse 
(χ2 = 13.687, df = 2, p < 0.005, φc = 0.161). Comparable to a number of 
other varieties (e.g. AusE and NZE), this difference is due to the high 
proportion of negatives in dialogues, which approximates one quarter of 
all PrPf occurrences. The high proportion of negatives also results in the 
dialogues category being significantly different from its monologues 
counterpart within the spoken macro-genres (χ2 = 19.997, df = 2, 
p < 0.001, φc = 0.256), while non-printed and printed writing are similar 
to one another. 
 
                                                          
253 It has to be conceded that this example is not illustrative of a PrPf in a question in the 
narrow sense as the PrPf does not appear as the main verb. 
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Figure 5.5.10. Distribution of sentence types: ICE-CAN (detailed text categories) 
It emerges from Figure 5.5.10 that negatives are absent from a number 
of written textual categories (student (w1a), instructional (w2d) and per-
suasive (w2e) writing), while their relative frequency is comparatively 
high in the dialogic texts (s1a, s1b), unscripted monologues (s2a) and 
reportage (w2c). As regards the last (written) text type, negatives almost 
exclusively occur where speech is reported, as is illustrated in (11) to 
(13). 
 
(11)  “The committee is looking at accountability and the commit-
tee has been told that previous practices in the office have 
not been accountable,” she said after a committee meeting. 
(ICE-CAN w2c-010) 
(12)  The cleanup plans are bogged down in bureaucracy and ha-
ven’t made real advances in the four years since they began, 
the IJC says. (ICE-CAN w2c-014) 
(13)  […] observes the Reid Group’s Bruce Cameron. […] “Yet the 
government hasn’t taken much heat and that could be be-
cause he’s one of the few in cabinet who is so respected, no-
body has taken much notice of him.” (ICE-CAN w2c-017) 
 
While these examples once again nicely exemplify the versatility of writ-
ten texts in the sense of Biber & Conrad (2009), above all, we can con-
clude that the distribution of sentence types where PrPfs occur is con-
strained by register. However, on a deeper level of analysis various pat-
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terns also appear when the data are evaluated according to macro-genres 
and individual ICE text categories. 
5.5.4 Semantics 
 
Figure 5.5.11. Distribution of semantic categories: ICE-CAN 
The overall distribution of the semantic categories that can be ascribed 
to the PrPf in the AusE data is presented in Figure 5.5.11. More than 
half of all instances can be assigned an indefinite single act/event read-
ing (indef-s), as in (14), while the proportions of the remaining catego-
ries, indefinite multiple act/event readings (indef-m), as in (15), contin-
uative acts/events (cont-c), as in example (16), and continuative states 
(cont-s), as in (17), are nearly equal with approximately one sixth of all 
PrPf tokens from the sample for each type. 
 
(14)  But Dore explained that world women champion Jill 
Trenary, and the outstanding Soviet pairs and dance teams 
have decided to duck early-season international assignments 
to concentrate on domestic, European and world champion-
ships. (ICE-CAN w2d-018) 
(15)  Paul and I have gone for long walks in the forest, looking at 
the animal tracks and trying to identify all the trees and 
plants. (ICE-CAN w1b-003) 
(16)  Since then eighteen other Quebec communities have passed 
pesticide bylaws although none are as sweeping as the law in 
Hudson (ICE-CAN s2b-039) 
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(17)  The fact that average life expectancy has increased but max-
imum life span has not is reflected in the increasing “rec-
tangularization” of survival curves […]. (ICE-CAN w2a-021) 
Figure 5.5.12. Distribution of semantic categories: ICE-CAN (register and macro-genre 
differences) 
It is apparent from Figure 5.5.12 that differences in the distributions of 
the categories exist between speech and writing, with notably less indef-s 
in the latter, and these differences are statistically significant 
(χ2 = 13.294, df = 3, p < 0.005, φc = 0.159). This significant difference is 
mainly due to printed writing, which is the only macro-genre that is 
significantly different from the overall distribution (χ2 = 9.6389, df = 3, 
p < 0.05, φc = 0.119) but not from non-printed writing or when the val-
ues for writing as a whole are taken as a baseline. Note also the small 
effect size for the comparison with the overall distribution. Otherwise, 
the semantic readings are distributed fairly similarly across all registers 
and macro-genres. 
Figure 5.5.13 shows that all text types, apart from persuasive writ-
ing (w2e), have indef-s as most frequent semantic reading. Some idio-
syncratic patterns are observable, however, particularly within the writ-
ten categories. As is indicated by the SD value, their overall average dis-
persion (σ = 0.13) is more than twice the value for the spoken texts 
(σ = 0.05). Cont-s is highly frequent in creative (w2f) and persuasive 
writing (w2e), although the findings for the latter text type, also with 
regard to the complete absence of indef-m, have to be interpreted cau-
tiously due to the low number of tokens in this category (9). On the con-
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trary, comparatively high values are observable for indef-m in reportage 
(w2c), instructional (w2d) and creative (w2f) writing. 
 
Figure 5.5.13. Distribution of semantic categories: ICE-CAN (detailed text categories) 
In conclusion, the ICE-CAN data suggest that the distribution of the 
individual semantic readings that can be assigned to PrPf occurrences is 
mainly determined by mode of discourse, while a variety of patterns is in 
evidence on a more detailed level of analysis, particularly among the 
informational written ICE text types. 
5.5.5 Preceding time reference 
Figure 5.5.14. TR forms preceding the PrPf: ICE-CAN 
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Figure 5.5.14 displays the proportions of preceding TR forms in the 
CanE data. PrPfs that are preceded by PrTs account for more than half of 
all tokens, and approximately one fifth of occurrences is preceded by 
SPrPf and SPst respectively. Once again, only PrTp and F are further 
categories that cover a noticeable share of PrPf instances from the sam-
ple. 
 
 
Figure 5.5.15. TR forms preceding the PrPf: ICE-CAN (macro-genre differences) 
Figure 5.5.15 shows the relative frequencies of preceding TR forms in 
the individual macro-genres. Forms other than PrTs, SPst and SPrPf 
occur only sporadically, as could be expected from the analysis of other 
varieties. In the ICE-CAN sample, speech and writing yield significant 
differences (χ2 = 12.215, df = 5, p < 0.05, φc = 0.152; relative proportions 
not shown in Figure 5.5.15), as PrTs is less common in the written sec-
tions. Apart from that, the distributions for the macro-genres are compa-
rable (i.e. not significantly different) when contrasted genre-internally, 
with the breakdown for the registers and also with the overall absolute 
counts. This indicates that the distribution of preceding TR forms in the 
CanE data is relatively homogeneous across the board, while mode of 
discourse exerts some influence. 
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5.5.6 Perfect-friendliness and text type effects 
Figure 5.5.16. Frequency of PrPf occurrences in ICE-CAN registers and macro-genres 
(normalized frequency per 10,000 words) 
It was suggested above that CanE can be found on the less PrPf-friendly 
side of the hierarchy of varieties and indeed this is the case. The overall 
average for ICE-CAN (64 PrPfs/pttw) is below the average across all 
varieties (69), and the average normalized frequency of the corpus com-
ponents is lower in the spoken than in the written sections (see Figure 
5.5.16). Non-printed writing is the macro-genre with the highest PrPf 
frequency (80). 
As far as the dispersion of the normalized PrPf frequencies is 
concerned, a value of σ = 20.02 can be established for the dataset. PrPfs 
are least common in creative writing (w2f; 25) and private dialogues (s1a; 
42), while the highest normalized frequencies occur in scripted mono-
logues (s2b; 84) and letters (w1b; 106). With regard to the correlation of 
the values for the ICE text categories, PhiE appears most strongly associ-
ated with CanE (r = 0.75), which indicates that the relationship between 
the two through the parent variety AmE may play a part here. 
The hierarchical cluster dendrogram (c = 0.92) of the CanE data in 
Figure 5.5.17 shows that the spoken text categories either cluster togeth-
er directly (public dialogues (s1b) and unscripted monologues (s2a)) or 
can be found in neighboring clusters (private dialogues (s1a) and script-
ed monologues (s2b)). A post-hoc test shows the highlighted cluster 
217 
 
containing the latter pair to be significant. Again, letters (w1b) as anoth-
er involved text type appears nearby. 
 
Figure 5.5.17. Cluster dendrogram of similarity across ICE text categories in CanE 
The picture becomes clearer in the non-hierarchical display in Figure 
5.5.18. None of the spoken text categories are very distant from each 
other and group toward the bottom left of the NeighborNet with a num-
ber of the written text types. Five (all written) out of the twelve catego-
ries, however, appear relatively apart. Most notably, student writing 
(w1a), which also contrasts with all the remaining text types in the den-
drogram above, although the NeighborNet suggests much less distance 
between student and instructional (w2d) writing, for instance, compared 
to persuasive writing (w2e) and thus offers a more insightful analysis. In 
sum, the CanE data relying on the distributions of variables that deter-
mine the PrPf also support Biber & Conrad’s (2009: 261) idea that spo-
ken texts usually align more closely with regard to their structural fea-
tures while written texts are more variable. 
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Figure 5.5.18. NeighborNet of similarity across ICE text categories in CanE 
5.6 Philippine English (phase 3–4) 
In contrast to the other varieties discussed so far, the primary ancestor of 
PhiE is AmE. At the same time, the Philippines can be seen as a typical 
exploitation colony that underwent colonial rule by various countries. 
After more than 300 years of Spanish rule, the Philippines were ceded to 
the USA at the turn to the 20th century. The US declared English the 
official language of the country and enacted strong language planning 
measures such as introducing American teachers254 and making English 
the language of instruction (Schneider 2007: 140). The Philippines sub-
sequently became semi-independent in 1935, when the country was 
granted Commonwealth status and its own government and, after a 
phase of Japanese occupation from 1942 to 1945, fully independent in 
1946 with the establishment of the Republic of the Philippines.  
English has continued its powerful presence, although successive 
governments since 1937 have advocated a bilingual language policy with 
Tagalog (later rebranded “Filipino”; Görlach 2002: 111) as national lan-
                                                          
254 The majority of English teachers, however, has always been represented by native 
Filipinos (Kachru & Nelson 2006: 184–185, 187), so indigenizing forces most likely have 
been operating for an extended period. 
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guage. However, the implementation of Filipino has not ousted English. 
The present situation can be seen as diglossic with English as the lan-
guage of business as well as public and formal contexts, while Filipino, 
local varieties or “Taglish” cover more personal and day-to-day domains. 
According to Sibayan (1996), proficiency in English is very strongly de-
termined by socioeconomic class and the often corresponding educa-
tional level. Schneider (2007: 142) observes that this situation results in 
“ambivalent attitudes” toward English as a medium of communication 
that is on the one hand respected, particularly for its economic value, but 
on the other hand still scorned for its association with colonialism and 
political elitism.255 Therefore, it has been hypothesized that whether 
English presence will continue depends very much on the future devel-
opment of Taglish and especially Filipino also for professional and intel-
lectual domains (Thompson 2003: 265).256  
For historical reasons, PhiE is commonly viewed as close to AmE 
in pronunciation (Wächtler 1977: 64) and also in other linguistic areas 
(Köppl 1983b: 126). Characteristic indigenized features are mainly lexical 
but also lexicogrammatical (Schneider 2007: 142) and a number of ob-
servations on tense usage in PhiE can be found in the literature. Gener-
ally speaking, due to substrate influence, speakers of PhiE focus on as-
pectual distinctions “in terms of the beginning and completion of ac-
tions” (Kachru & Smith 2008: 93; see also Kachru & Nelson 2006: 191) 
rather than tense, and often, this distinction is marked analytically (e.g. 
with temporal adverbials such as already) without any or only reduced 
tense/aspect marking (Kachru & Nelson 2006: 42).257 
                                                          
255 Cf. Sibayan (1996: 144–145). See further Thompson (2003) for an in-depth sociolinguis-
tic analysis and Manarpaac (2003) for a study of the Philippine language policy. 
256 Schneider notes that the situation for PhiE is special as, despite showing some signs of 
phase 4 of his dynamic model (such as national literature in English and attempts at codi-
fication; see also Bautista 2008: 217), the developmental circle has halted or “fossilized” 
(2007: 58) due to external circumstances (2007: 143) and English is about to lose (Man-
arpaac 2003: 479–481) or, as others claim (Sibayan 1996: 144), has de facto already lost its 
co-official status. 
257 Using adverbials without any further grammatical marking to convey tense is also 
common in pidgin languages (Labov 1990: 16). Alternatively, it is conceivable that it repre-
sents a general learner feature (Bardovi-Harlig 1997: 377; see also Section 6.4). 
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With regard to the PrPf in particular, Sibayan (1996: 161) notes 
that many speakers of PhiE do not reach an AmE/BrE target-like usage, 
while an apparent-time study, which has also shown that such a PrPf 
usage is mastered only by few speakers, has revealed that a “decline” in 
“correct” PrPf usage has been observable diachronically and is especially 
prominent among younger generations (Gonzales et al. 2003: 54, 110, 
115). This finding could be reinterpreted such that a kind of nativized 
usage is emerging, with Past Perfect use instead of the PrPf (see exam-
ple (1)) as another characteristic feature (McArthur 2002: 346; Trudgill & 
Hannah 2008: 143).  
 
(1) the President had accumulated unexplained wealth and this is 
indicated with the amounts in the accounts (ICE-PHI s1b-
061) 
 
Therefore, the working hypotheses for PhiE are, first, that due to its 
orientation toward AmE it will be less PrPf-friendly and, second, that 
PrPf forms that are unmarked or only partly marked may occur and that 
speakers will use more temporal adverbials as a mechanism of compen-
sation with these forms (particularly in spoken and involved texts) and 
potentially also with the PrPf in general. 
5.6.1 Temporal adverbials 
Figure 5.6.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-PHI (register and macro-genre differences) 
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Figure 5.6.1 displays the proportions of PrPf instances in the ICE-PHI 
data that are specified by a temporal adverbial. The differences between 
the values of the spoken and the written part are not significant, alt-
hough the relative values, with more than one fifth of all tokens for the 
written and more than one quarter for the spoken part, differ markedly. 
The spoken macro-genres yield the most extreme values in both direc-
tions and both dialogues (χ2 = 8.9597, df = 1, p < 0.005, φc = 0.113) and 
monologues (χ2 = 4.8777, df = 1, p < 0.05, φc = 0.085) are significantly 
different from both the overall value and naturally very strongly from 
each other (χ2 = 16.743, df = 1, p < 0.001, φc = 0.229). The distribution of 
the values in the written genres, in contrast, is internally relatively ho-
mogeneous, although the relative values yield higher proportions in the 
involved (non-printed) section. 
 
Figure 5.6.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-PHI (detailed text categories) 
As could be expected from the previous analysis, considerable variance 
in the proportions of PrPfs that are temporally specified is evident in the 
different text types (see Figure 5.6.2). High proportions (> 30%) of to-
kens with temporal adverbials occur in dialogues (s1a and s1b) and fur-
thermore in letters (w1b) and academic writing (w2a). Apart from the 
latter text category, these represent the more involved and interactive 
types and the above hypothesis that in these types more specification 
occurs is borne out by the ICE-PHI data, suggesting that register and 
text type effects clearly play a role in this variety.  
 
222 
 
 
Figure 5.6.3. Types of PrPf adverbial specification: ICE-PHI 
Figure 5.6.3 displays the distribution of the types of temporal specifica-
tion of PrPfs by an adverbial in PhiE. Adverbials of span and duration 
(SP), as exemplified in (2), cover more than two fifths of all PrPfs and 
represent the most frequent category. They are followed by adverbials of 
time-position (TP), as in (3), with nearly one third of all instances and 
adverbials of sequence (SQ), as in (4). Frequency adverbials (FR), as in 
example (5), are rare. 
 
(2) We will not be where we are today but for the faith and spirit 
that since June twelve eighteen ninety-eight has fortified us in 
trials and crises that sometimes seem overwhelming (ICE-
PHI s2b-028) 
(3) We are unlocking key bottlenecks that have hampered the 
use of O D A in the past year (ICE-PHI s2b-049) 
(4) Well I I I think it’s uh primarily because of uh the the struc-
tural reforms needed to uh to provide uh a a a transparent 
playing field for all investors uh in the country has not really 
seen it its its fruition yet (ICE-PHI s1b-049) 
(5) Government reorganization has occurred five times in the 
post-independence period, an average of one reorganization 
every eight years (Cola 1993:382). (ICE-PHI w2a-019) 
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Figure 5.6.4. Types of PrPf adverbial specification: ICE-PHI (register and macro-genre 
differences) 
The relative proportions of the types of adverbial specification for the 
two modes of discourse as displayed in Figure 5.6.4 show some, though 
non-significant, variance. The same applies to the differences in the 
distributions for the four macro-genres, where no significant differences 
emerge from the overall distribution, the distribution of the correspond-
ing register and also genre-internally. The big differences in the relative 
values can be explained by comparatively small sample sizes for some of 
the genres (e.g. 14 tokens for non-printed writing).  
On the basis of the ICE-PHI data, we can establish an overall hi-
erarchy of types of temporal specification that typically occur with the 
PrPf in PhiE along the lines SP > TP > SQ > FR. One noteworthy find-
ing is the high proportion of SQ adverbials (mostly already, yet, still) in 
speech and in dialogues in particular, which is higher than in the re-
maining macro-genres and also higher in dialogues than in all the varie-
ties considered so far by at least one third on average. A possible expla-
nation for this outcome is that the compensatory use of these adverbials 
as markers of completion (see above and example (6) with yet in non-
final position) may also be generalized in non-vernacular data such as 
contained in ICE, and might thus be seen as additional markers of the 
perfect in PhiE that regularly co-occur with the PrPf. This phenomenon 
seems most likely to surface in dialogues, as the most involved and in-
teractive category. 
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(6) He has not he has not finished yet his college (ICE-PHI s1a-
021) 
5.6.2 Aktionsart 
 
Figure 5.6.5. Aktionsart categories of main verbs in PrPf constructions: ICE-PHI 
Figure 5.6.5 displays the overall proportions of Aktionsart categories in 
the ICE-PHI data. Activity verbs, as in (7), covering more than half of all 
PrPf tokens, are the most frequent type, followed by achievements, as 
exemplified in (8). State verbs, as in (9), occur in more than one quarter 
of all instances and accomplishments, as in (10), are again the least 
common. 
 
(7) This is what God has called us to do hija. (ICE-PHI w2f-006) 
(8) THOSE who have given up on government should take heart. 
(ICE-PHI w2e-002) 
(9) Men have remained even ignorant to the fact that pollutants 
added to the air are reactants in reactions which are taking 
place in our atmosphere. (ICE-PHI w2a-035) 
(10) And ever since that night I I I’ve become the happiest girl 
here you know […] (ICE-PHI s1a-019) 
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Figure 5.6.6. Aktionsart categories of main verbs in PrPf constructions: ICE-PHI (register 
and macro-genre differences) 
There are mixed results with regard to the homogeneity of the data. The 
differences in the distributions of Aktionsart categories between the two 
registers, as shown in Figure 5.6.6, are not significant and printed writ-
ing is the only macro-genre in which the 5% level of statistical signifi-
cance is reached compared with the overall distribution (χ2= 7.8497, 
df = 3, p < 0.05, φc = 0.108). While none of the remaining genres is sig-
nificantly different from the overall distribution and the same applies for 
all macro-genres when compared with the distribution of their corre-
sponding registers, it emerges that, register-internally, the proportions 
are not homogeneous. Both dialogues and monologues (χ2 = 9.8962, 
df = 3, p < 0.05, φc = 0.173) and also non-printed and printed writing 
(χ2 = 11.714, df = 3, p < 0.01, φc = 0.236) differ significantly when com-
pared to each other, meaning that genre differences are salient in PhiE 
for this variable. 
 
Figure 5.6.7. Aktionsart categories of main verbs in PrPf constructions: ICE-PHI (detailed 
text categories) 
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Figure 5.6.7 shows the detailed view according to ICE text categories, 
which clearly yields some variance, although activities are the most fre-
quent and accomplishments the least frequent category across the board. 
While the distributions in the spoken text types are relatively uniform 
(σ = 0.03), achievements are more prominent in the written (and there, 
particularly in informational) texts, representing the second most com-
mon category in letters (w1b), reportage (w2c), instructional (w2d) and 
persuasive (w2e) writing, resulting in a dispersion that is twice the value 
for the spoken text types. Note, however, that the findings for some of 
the written text categories have to be taken with a pinch of salt due to 
low token counts. 
5.6.3 Sentence type 
 
Figure 5.6.8. Distribution of sentence types: ICE-PHI 
Also in the PhiE data, nearly nine out of ten PrPf tokens occur in posi-
tive statements (see Figure 5.6.8). The PrPf with negatives, as in example 
(11), accounts for the remaining instances, apart from seven tokens 
categorized as questions, as in (12). 
 
(11) I am having a lot of trouble focusing on work and studies 
these days because the issue of the NGEC has not stopped 
haunting me. (ICE-PHI w1a-002) 
(12) And you are so you’ve been away for how many years (ICE-
PHI s1a-010) 
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Figure 5.6.9. Distribution of sentence types: ICE-PHI (register and macro-genre differ-
ences) 
Figure 5.6.9 shows that positives are slightly more frequent in writing, 
while negatives clearly are more common in speech in ICE-PHI. In con-
sequence, differences in the proportions of the sentence types between 
the two registers are significant (χ2 = 12.389, df = 2, p < 0.005, 
φc = 0.152). Once again, the macro-genre of dialogues has the highest 
rate of negatives, exceeding one fifth of all occurrences, while the pro-
portions for this type are similar in the remaining ones. As a result, 
dialogues are significantly different both from the overall distribution 
(χ2 = 14.751, df = 2, p < 0.001, φc = 0.145) and also register-internally 
from monologues (χ2 = 21.110, df = 2, p < 0.001, φc = 0.257). In contrast, 
the written macro-genres are fairly homogeneous. 
 
Figure 5.6.10. Distribution of sentence types: ICE-PHI (detailed text categories) 
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Figure 5.6.10 reveals that the PrPf in questions only surfaces in a limited 
set of textual categories. Not surprisingly, these are dialogues (s1a and 
s1b) and instructional writing (w2b), where rhetorical questions also 
occur (see example (13)). 
 
(13) Or aren’t we really rather well off considering what we’ve 
been through? (ICE-PHI w2b-010) 
 
The comparatively high relative frequency of questions in persuasive 
writing (w2e) is misleading as the sample for this category is relatively 
small (14 tokens in total). The only example of a question involving a 
PrPf is again of a rhetorical nature (see example (14)): 
 
(14) Didn’t we say before that we have had enough of old-style 
politics? (ICE-PHI w2e-006) 
 
While at least 85% of all tokens are positives in the majority of text types, 
negatives are strongly represented in private dialogues (s1a) and creative 
writing (w2f). Note, however, that in contrast to some other varieties, the 
examples from the creative writing section of ICE-PHI do not simulate 
dialogues. 
In sum, some effects of register and macro-genre and, further-
more, individual text type on the proportions of sentence types when 
PrPfs are present can be observed in ICE-PHI. 
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5.6.4 Semantics 
 
Figure 5.6.11. Distribution of semantic categories: ICE-PHI 
The overall relative frequencies of semantic categories of the PrPf in 
ICE-PHI are displayed in Figure 5.6.11. Indefinite single acts/events 
(indef-s), as in example (15), exceed three fifths of all tokens, while the 
continuative categories acts/events (cont-c), as in (16), and states (cont-
s), as in (17), each cover approximately one in seven occurrences. The 
remaining tokens can be assigned an indefinite multiple act/event read-
ing (indef-m), as in example (18). 
 
(15)  At the same time Cojuangc admits that former First Lady 
Imelda Marcos’ entry into the political derby has affected his 
own presidential bid […] (ICE-PHI s2b-010) 
(16)  With no relief in sight, he decided to try Alternative Medi-
cine last August and since then has been on acupuncture 
sessions twice a week. (ICE-PHI w1b-006) 
(17)  The House did not touch the debt service allocation although 
it has been Congress’ common practice to cut this and rea-
lign the funds to the legislators’ pet projects. (ICE-PHI w2c-
010) 
(18)  Actually we’ve watched a lot of movie together right (ICE-
PHI s1a-030) 
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Figure 5.6.12. Distribution of semantic categories: ICE-PHI (register and macro-genre 
differences) 
Some minor variance exists between the two modes of discourse with 
regard to the distribution of semantic categories of PrPfs, as Figure 
5.6.12 shows. However, a Pearson Chi-square test reveals that differ-
ences are not significant. The proportions of the semantic readings 
across the macro-genres are also fairly homogeneous and none deviates 
significantly from the overall distribution or the corresponding register 
values, nor when compared register-internally. 
 
Figure 5.6.13. Distribution of semantic categories: ICE-PHI (detailed text categories) 
Figure 5.6.13 shows that indef-s is the majority semantic reading across 
the board. The written text types show twice as much variance compared 
to the spoken ones (σ = 0.08 vs. σ = 0.04, respectively). The text types 
letters (w1b) and creative writing (w2f) have high proportions of cont-s. 
The results for the latter text type should not be overinterpreted due to 
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the low number of tokens in this category (9), also regarding the lack of 
tokens for the indef-m category. Further outliers are the high relative 
frequency of indef-m readings in instructional writing (w2d) and public 
dialogues (s1b) and of cont-c readings in the text categories private dia-
logues (s1a) and student (w1a) and academic (w2a) writing. All in all, 
however, a fairly uniform picture regarding the distribution of semantic 
categories emerges for PrPf constructions in ICE-PHI, naturally with 
some exceptions in the detailed text view. 
5.6.5 Preceding time reference 
Figure 5.6.14. TR forms preceding the PrPf: ICE-PHI 
Figure 5.6.14 presents the proportions of preceding TR forms in ICE-
PHI. PrTs, with approximately three out of five, is the most common 
variant, while SPrPf and SPst each precede nearly every sixth PrPf oc-
currence. Minor noteworthy variants in the data sample are preceding F 
and PrTp. 
The macro-genre analysis presented in Figure 5.6.15 also reveals 
that PrTs, SPst and SPrPf are the only preceding TR classes with a nota-
ble share. The differences in the proportions of the spoken and written 
sections (relative values not shown in Figure 5.6.15) fail to reach statisti-
cal significance at the 5% level and the distributions of the macro-genres 
are also uniform. The only genre effect that yields a significant result 
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occurs when dialogues are contrasted with monologues (χ2 = 15.056, 
df = 6, p < 0.05, φc = 0.217), which suggests that, overall, the distribution 
of TR forms preceding PrPfs in PhiE is fairly homogeneous, apart from 
some genre-internal differences in speech. 
 
Figure 5.6.15. TR forms preceding the PrPf: ICE-PHI (macro-genre differences) 
5.6.6 Perfect-friendliness and text type effects 
Figure 5.6.16. Frequency of PrPf occurrences in ICE-PHI registers and macro-genres 
(normalized frequency per 10,000 words) 
As was indicated above, PhiE, due to its close relation to AmE, common-
ly is conceived as a variety that overall is not PrPf-friendly. Indeed, with 
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approximately 55 PrPfs/pttw, the ICE-PHI data yield the second lowest 
PrPf frequency across the board. PrPfs are slightly more common in 
speech, but the macro-genre view reveals that the values for dialogues 
(50) and monologues (69) diverge considerably and constitute the ex-
treme poles, while the values for the two written genres are almost iden-
tical (see Figure 5.6.16). 
The ICE-PHI data are internally homogeneous, with the lowest 
variance of normalized PrPf frequencies (σ = 16.63). PrPfs are rarest in 
creative (w2f; 22) and academic (w2a; 39) writing and most frequent in 
scripted monologues (s2b; 83) and popular writing (w2b; 74). The closest 
variety in terms of correlation of the normalized PrPf frequencies is IrE 
(r = 0.82), a finding that seems naturally plausible as the latter variety is 
also traditionally less PrPf-friendly for the reasons explained above (see 
Section 5.2). 
 
Figure 5.6.17. Cluster dendrogram of similarity across ICE text categories in PhiE 
Figure 5.6.17, which displays the hierarchical cluster dendrogram for the 
ICE-PHI data (c = 0.96), shows that for these data, the clustering of the 
spoken text categories is not as unambiguous as in other varieties. How-
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ever, public (s1b) and private (s1a) dialogues cover adjacent leaves and 
unscripted monologues (s2a) cluster at the next level, while scripted 
monologues (s2b) represents an outlier. Letters (w1b) again can be 
found in proximity to three out of the four spoken text types. Yet, no 
significant spoken or involved (sensu Biber & Conrad 2009) cluster 
emerges. 
 
Figure 5.6.18. NeighborNet of similarity across ICE text categories in PhiE 
The non-hierarchical NeighborNet view in Figure 5.6.18 reveals further 
details. First, it emerges that the majority of text types can be found in 
closely neighboring nodes toward the left of the network representation, 
while many splits occur. Second, scripted (s2b) and unscripted (s2a) 
monologues in this view appear closer than could have been inferred 
from the hierarchical view above, while the former does not share as 
many splits with the remaining spoken categories as the latter. Third, as 
could be expected from previous analyses, a number of text types can be 
categorized as outliers from an imagined core of ICE-PHI texts. These 
are persuasive (w2e) and, less markedly, student (w1a) and creative (w2f) 
writing. Again, the ICE-PHI data also provide some indication for the 
similarity of spoken texts in the area of the PrPf and thus lend further 
support to the idea that spoken texts are more uniform when compared 
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to written ones (Biber & Conrad 2009: 261), although the evidence is less 
robust than in other varieties. 
5.7 Jamaican English (phase 4) 
Although Jamaica was one of the most important colonies of the British 
Empire, trademark characteristics determining its linguistic develop-
ment are the unique mixture of settler and indigenous groups (e.g. West 
African slaves, maroons, indentured laborers, sailors, convicts, farmers, 
planters, etc.; Schneider 2007: 228) and, at a later point, its geographical 
proximity to the US and the resulting AmE influence. Initially a Spanish 
possession, Jamaica was conquered by Britain in 1655 and developed 
into a sugar colony that predominantly relied on slave labor. Its colonial 
status continued basically unaltered through the official abolition of 
slavery at the beginning of the 19th century, and ended only in 1962 with 
Jamaican independence.258 
Against the backdrop of the mixed population, the linguistic situ-
ation in Jamaica is veritably complex. While English is still the official 
language, a Creole variety has been developing since the end of the 17th 
century. This Creole was stigmatized until recently but an attitude shift 
toward accepting Jamaican Creole as an identity marker carrying more 
and more overt prestige has been observed particularly since independ-
ence. This has resulted in a split linguistic situation today, where BrE 
persists as a kind of exonormative target variety, although in practice 
Creole (also referred to as “Patois” or “Patwa”) is increasingly accepted 
in spoken and also many written domains and seen as a matter of na-
tional pride. Standard BrE, on the other hand, especially in pronuncia-
tion, is associated with elitism (Schneider 2007: 233–236). Naturally, 
situational and social factors also play a crucial role in the variation be-
tween more or less standard-like usage (Schneider 1983a: 73–74), so that 
we can best speak of a continuum between basilectal Creole and a variety 
of educated JamE, whose distinctive features include lexical items and a 
characteristic accent (Schneider 2007: 235; cf. Patrick 1999). With refer-
ence to the future of this variety of English in Jamaica, linguists have 
                                                          
258 For the settlement history of the Caribbean and Jamaica see further Sand (2002: 81–83). 
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doubted the continuing status of JamE as distinct (standardizing) variety 
(Wächtler 1977: 108–109), mainly because of the growing acceptance of 
Patois, which will possibly supplant JamE at one point (Sand 2002: 87–
88). As has been noted above, another force that has exerted influence 
on JamE, in particular since the Second World War, is AmE (Hickey 
2004: 14). 
Although the grammar of (esp. written) JamE has been described 
as part of an “unmarked grammatical common core” (Schneider 2007: 
235), Patois has also occasionally left its mark on educated JamE speech. 
One relevant instance is the non-marking of SPst forms (Sand 1999: 
120; Patrick 2004: 416) and past participles or invariant use of PrTs or a 
base form in perfect contexts, as illustrated in (1) to (4). 
 
(1)  Has that change you (ICE-JA s1a-082) 
(2)  so it just happen all of a sudden and we have just stick with it 
[…] (ICE-JA s1a-061) 
(3)  This shop is safe; it is here for approximately 25 years. 
(Shields 1989: 50) 
(4)  But there this other girl that was there and shes259 Jamaican 
as well and she never have no accent (ICE-JA s1a-022) 
 
A related point is the statement that, comparable to PhiE, in both JamE 
and Patois an increased usage of adverbs (mostly already and ever) com-
pensates for the non-marking of tense and aspect (Shields 1989: 50; cf. 
Trudgill & Hannah 2008: 115), although according to Patrick (1999: 185) 
this observation “proves to be inaccurate”. Further features that are rele-
vant for the perfect and which are potentially salient in this variety in-
clude, first, the absence of the auxiliary (Patrick 1999: 191; 2004: 416), 
which at times renders the distinction between PrPf and SPst forms 
impossible if no further clue is present in the context. Example (5) illus-
trates both points: 
                                                          
259 At times, clitics (e.g. shes, dont; see also (5) and its, example (20) in Section 6.4 below) 
are transcribed like in this example in ICE-JA (spoken categories and w1b) and represented 
accordingly in the original data. However, since their absolute numbers are restricted (e.g. 
just one instance of shes), this did not affect the search for PrPfs. 
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(5)  I dont know if you ever heard of the group P O K have uhm 
since uhm the election how skilfully they ever fighted and de-
nied what the lyrics mean (ICE-JA s2a-043) 
 
Second, the occasional usage of Creole tense and aspect markers such as 
don(e), ben, preverbal did and neva has been mentioned (Patrick 1999: 
171, 194–206; Durrleman-Tame 2008: 34–39; see further Section 6.4 and 
Deuber 2009: 26 on the role of never/neva in spoken JamE and Creole in 
particular). In addition, as regards the overall usage rates of the PrPf in 
JamE, earlier work has found a tendency to overuse the SPst in perfect 
contexts, while some speakers show the obverse tendency and overgen-
eralize the PrPf (Sand 1999: 119). The latter finding suggests that PrPfs 
in JamE may co-occur with definite temporal adverbials (see Section 
6.6). For the present study, the findings of earlier work imply that JamE 
can be situated somewhere in the middle of the imagined hierarchy of 
PrPf-friendliness due to its relations to both BrE and AmE. The influ-
ence of Patois on JamE, too, limits the overall frequency of PrPfs that are 
used and potentially explains the occurrence of some non-standard fea-
tures in the data, although these particularities will most likely be re-
stricted to spoken text categories and will be comparatively rare overall. 
It remains to be tested whether marked differences exist between speech 
and writing with regard to the PrPf factors analyzed and whether the 
extended reliance on temporal adverbials that has been established by 
some observers for Patois can also be traced in JamE. 
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5.7.1 Temporal adverbials 
Figure 5.7.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-JA (register and macro-genre differences) 
Figure 5.7.1 displays the relative frequencies of PrPfs that are and are 
not temporally specified by an adverbial. In total, approximately one in 
five tokens in the JamE data is specified and no significant differences 
are found between writing and speech (where specification occurs more 
frequently) on the basis of the absolute counts. Among the macro-
genres, monologues, with nearly one quarter of all tokens, has the high-
est relative rate of temporal adverbials, while specification is least com-
mon in non-printed writing, where only one in seven PrPfs is specified. 
None of the genres differs significantly from the overall distribution, 
from the values for the two registers or register-internally, however, 
which suggests a global homogeneity of the ICE-JA data in this respect. 
 
Figure 5.7.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-JA (detailed text categories) 
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More dispersion of the values occurs in the fine-grained view according 
to text types, which is shown in Figure 5.7.2. Values vary between 6.45% 
and 31.33% and the extreme points are represented by student writing 
(w1a) and unscripted monologues (s2a). Apart from the finding for the 
latter, the present analysis does not provide any further evidence in sup-
port of the above hypothesis that high proportions of temporal specifica-
tion should occur in (some of) the spoken text categories due to a poten-
tial influence of Jamaican Creole. 
 
 
Figure 5.7.3. Types of PrPf adverbial specification: ICE-JA 
The proportions of the types of temporal specification of PrPfs in ICE-JA 
are as follows (see Figure 5.7.3): Adverbials of span and duration (SP), as 
in (6), are most common and exceed two fifths of all PrPfs. Adverbials of 
time-position (TP), as in (7), with more than one third of all instances, 
are the second most frequent type. Example (8) illustrates adverbials of 
sequence (SQ), while example (9) illustrates frequency adverbials (FR), 
the type that appears only scarcely. 
 
(6)  Well watch what you are saying my boy because we have had 
something from the nineteenth century well documented 
probably the first to penetrate North America and so on 
(ICE-JA s2a-029) 
(7)  It is not only the leaders who have come today to pray (ICE-
JA s2b-017) 
(8)  Because as we were talking earlier before uhm a a common 
practice now is that women who have acquired property be-
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fore marriage dont want to accede that to the man […] (ICE-JA 
s1b-033) 
(9)  You have called me here several times so how comes you dont 
have the number. (ICE-JA w1b-012) 
 
Figure 5.7.4. Types of PrPf adverbial specification: ICE-JA (register and macro-genre 
differences) 
The relative frequencies of the various adverbial categories for the two 
registers (see Figure 5.7.4) indicate some marked differences: TP adver-
bials represent the most frequent type in speech, while SP adverbials 
cover more than half of all instances in writing. However, the variance in 
the relative values conceals the fact that differences between the two 
registers are not significant, as calculated using a Pearson Chi-square 
test. The distributions of the absolute values of the macro-genres also do 
not differ significantly from the overall or the respective register values. 
The spoken genres are internally consistent despite the large discrepan-
cy in the relative SQ frequencies. In contrast, genre effects are present in 
the written genres, where a Fisher-exact test shows a significant differ-
ence between the two classes (p < 0.05). Note that this result has to be 
interpreted with caution due to the comparatively low token count for 
non-printed writing (10 tokens). 
For the JamE data, the overall hierarchy of types of temporal spec-
ification that characteristically occur with the PrPf goes along the lines 
SP > TP > SQ > FR. We have seen, though, that differences in the modes 
of discourse and according to macro-genre exist. Like in PhiE, SQ adver-
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bials cover a comparatively high share in dialogues, but are even more 
salient in non-printed writing. These adverbials could be used in a simi-
lar fashion in JamE, that is, as additional TR markers generalized from 
Patois usage. Given the scarcity of the data for the non-printed writing 
category, a follow-up study would be desirable to confirm this hypothe-
sis. Nonetheless, in JamE, too, this phenomenon is likely to surface in 
the genre of dialogues, as the most involved and interactive category. 
5.7.2 Aktionsart 
 
Figure 5.7.5. Aktionsart categories of main verbs in PrPf constructions: ICE-JA 
The overall relative frequencies of Aktionsart categories of the JamE data 
are shown in Figure 5.7.5. More than half of all PrPf occurrences can be 
categorized as activity verbs (see (10)), while achievement verbs (see (11)) 
cover nearly one in four instances. Statives (see (12)) rank third and 
accomplishments (see (13)) constitute a marginal category in the ICE-JA 
sample. 
 
(10)  Apart from that, I have not spoken to any other person in Ja-
maica. (ICE-JA w1b-010) 
(11)  Will reparations solve the problem of mental slavery that 
many believe has trapped black people within the cycle of 
shame and guilt (ICE-JA s2b-025) 
(12)  Even some Orchid Society members have been at the fore-
front of these export drives. (ICE-JA w2b-026) 
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(13)  The Caribbean since the twentieth century far from being a a 
a mere regurgitator of of European styles has become a major 
a consistent major exporter of culture especially in the area 
of music (ICE-JA s2a-029) 
 
Figure 5.7.6. Aktionsart categories of main verbs in PrPf constructions: ICE-JA (register 
and macro-genre differences) 
Figure 5.7.6 displays the relative distribution of Aktionsart in PrPfs in 
ICE-JA, which appears to be fairly similar in the two registers; a Pearson 
Chi-square test confirms that the differences are not significant. Activity 
verbs are more common in both monologues and printed writing and 
this renders these two macro-genres significantly different from dia-
logues (χ2 = 9.8962, df = 3, p < 0.05, φc = 0.173) and non-printed writing 
(χ2 = 11.714, df = 3, p < 0.01, φc = 0.236) respectively. Printed writing is 
also the only macro-genre in which the distribution of Aktionsart values 
differs significantly from the overall distribution (χ2 = 8.9776, df = 3, 
p < 0.05, φc = 0.115), although with a weaker effect. Thus, we can con-
clude that some genre effects are present in ICE-JA in the area of Ak-
tionsart of PrPf main verbs. 
From the detailed display of Aktionsart proportions of the JamE 
data, which is presented in Figure 5.7.7, it transpires that activity verbs 
are the most frequent class in all text types apart from student writing 
(w1a). In the latter type, achievements are prominent, a finding which 
also applies to a number of further types, such as private dialogues (s1a), 
instructional (w2d) and persuasive (w2e) writing. A clear split between 
spoken (σ = 0.04) and written (σ = 0.09) text types in respect of the con-
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sistency of distributions can also be found in the ICE-JA sample, compa-
rable to a number of other varieties particularly in speech. 
 
Figure 5.7.7. Aktionsart categories of main verbs in PrPf constructions: ICE-JA (detailed 
text categories) 
5.7.3 Sentence type 
 
Figure 5.7.8. Distribution of sentence types: ICE-JA 
Figure 5.7.8 shows that in the ICE-JA sample the proportion of PrPfs 
that occur in positive statements exceeds nine out of ten tokens. Nega-
tives, as in (14), surface in approximately every sixteenth token and ques-
tions, as exemplified in (15), are again marginal. 
 
(14)  I have it on good authority although I have not been able to 
locate the documentary evidence that Sir Philip later revised 
[…] (ICE-JA s2b-022) 
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(15)  Do you know why Clarendon College has withdrawn from 
the Da Costa Cup (ICE-JA s2b-016) 
 
Figure 5.7.9. Distribution of sentence types: ICE-JA (register and macro-genre differences) 
It is evident from Figure 5.7.9 that negatives are slightly more frequent 
in the spoken parts of the ICE-JA data. However, differences in the dis-
tributions of sentence types between the two modes of discourse do not 
reach the 5% level of statistical significance. As in a number of further 
varieties, the macro-genre of dialogues has the highest share of nega-
tives, exceeding one in ten tokens. This renders the absolute distribution 
of sentence types in dialogues significantly different from monologues 
(χ2 = 9.3253, df = 2, p < 0.01, φc = 0.168). Otherwise, the distributions of 
the proportions of the macro-genres are similar (i.e. differences are not 
significant) both when the overall distribution and the values for the 
registers are taken as a baseline. 
Figure 5.7.10 below shows that, given the overall rarity of the 
PrPf, it appears in questions only in a restricted group of text types. 
These are all spoken categories (apart from private dialogues (s1a)) and 
letters (w1b), arguably the most involved written category. While they are 
completely absent from various text types in the present sample, nega-
tives are salient in dialogues (s1a and s1b) and furthermore in letters 
(w1b), reportage (w2c) and particularly in instructional writing (w2d). 
The finding for the last category has to be taken with caution as the 
overall number of tokens (11) is comparatively low. However, for the 
245 
 
remaining text types and dialogues in particular, results are based on 
larger token counts (> 30) and can be considered more robust. There-
fore, it is evident that in the JamE data, text type (besides some minor 
genre influence) determines the distributions of the sentence types 
where PrPfs occur. 
 
Figure 5.7.10. Distribution of sentence types: ICE-JA (detailed text categories) 
5.7.4 Semantics 
 
Figure 5.7.11. Distribution of semantic categories: ICE-JA 
Figure 5.7.11 presents the breakdown of semantic categories of PrPfs in 
the JamE data. It emerges that indefinite single act/event readings (in-
def-s), illustrated in (16), cover nearly two thirds of all instances. Contin-
uatives follow with act/event readings (cont-c), as in example (17), and 
states (cont-s), as in example (18), exceeding one in seven and one in ten 
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occurrences respectively. Indefinite multiple acts/events (indef-m), as 
illustrated in (19), are slightly less common than the latter class. 
 
(16)  The web has given any user the chance to express their indi-
viduality and ideals by creating personal web-sites. (ICE-JA 
w1a-020) 
(17)  […] several eminent economists have sought to draw conclu-
sions from the Balance of Trade figures and have expressed 
concern as to the meaning of these figures for the economy. 
(ICE-JA w2c-008) 
(18)  […] everyone in a group in Surinam has preserved his lan-
guage (ICE-JA s1b-011) 
(19)  In this somewhat bohemian setting, the gallery has held 
some ten exhibitions, showing such artists as Beti Campbell, 
Petrona Morrison, Mike Stanley and Giselle Valdez, as well 
as Colin himself. (ICE-JA w2b-003) 
 
Figure 5.7.12. Distribution of semantic categories: ICE-JA (register and macro-genre dif-
ferences) 
The percentages of the semantic classes, as displayed in Figure 5.7.12, 
indicate some differences between the two registers, for instance higher 
shares for all classes apart from indef-s in writing. These differences are 
not significant, however. The comparison of the macro-genres both with 
each other and with the register and overall values also yields non-
significant results, which suggests relative homogeneity of the distribu-
tions of the semantic categories in ICE-JA. Monologues, with a high 
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percentage of indef-s readings, is the only outlier, with a pattern signifi-
cantly different from the overall distribution (χ2 = 9.0651, df = 3, 
p < 0.05, φc = 0.111), while the effect size is comparatively small. 
 
Figure 5.7.13. Distribution of semantic categories: ICE-JA (detailed text categories) 
Indef-s readings clearly constitute the most frequent semantic reading 
across all text types (see Figure 5.7.13). Once again, the distribution of 
the semantic classes is fairly similar for the spoken text types (σ = 0.03), 
while the written types are more dispersed (σ = 0.10). Conspicuous types 
are creative writing (w2f), where only indef-s occurs, an oddity that 
might be ascribed to the low token count (5) for this type; high percent-
ages of cont-s readings occur in letters (w1b), academic writing (w2a) 
and reportage (w2c). The latter category also has the highest percentage 
of cont-c, which is comparable to the high proportion of indef-m in in-
structional writing (w2d). 
All things considered – apart from the exceptions occurring in the 
fine-grained text type view – the picture that emerges from the analysis 
of the distribution of semantic categories in ICE-JA is a fairly homoge-
neous one. 
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5.7.5 Preceding time reference 
Figure 5.7.14. TR forms preceding the PrPf: ICE-JA 
The relative frequencies of preceding TR forms, as shown in Figure 
5.7.14, bear no surprises: PrTs is the most frequent form, covering three 
fifths of all tokens. SPrPfs occur before more than every sixth and SPst 
before nearly every seventh PrPf. Further forms apart from PrTp and F 
are again negligible. 
 
Figure 5.7.15. TR forms preceding the PrPf: ICE-JA (macro-genre differences) 
Figure 5.7.15 shows the macro-genre view. Here, as could be expected, 
PrTs, SPst and SPrPf are the only TR forms that are particularly salient. 
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Differences between the two registers (relative values not displayed in 
Figure 5.7.15) are not significant. However, while the proportions of the 
individual TR classes are fairly homogeneous for the remaining macro-
genres, printed writing seems to be an outlier. Indeed, the printed writ-
ing genre is the only one whose differences border or exceed the 5% 
level of statistical significance when compared to both the overall distri-
bution, as determined by a Pearson Chi-square test (χ2 = 13.994, df = 7, 
p = 0.051, φc = 0.143), and register-internally, as determined by a Fisher-
exact test (p < 0.05), which was used due to a number of empty cells or 
cells with low values. 
5.7.6 Perfect-friendliness and text type effects 
Figure 5.7.16. Frequency of PrPf occurrences in ICE-JA registers and macro-genres (nor-
malized frequency per 10,000 words) 
Based on the ICE data, the PrPf-friendliness score for JamE amounts to 
approximately 59 PrPfs/pttw and is thus comparatively low (third lowest 
out of ten varieties). This may be due to American or Creole influence, 
as explained above (or a combination of both). Figure 5.7.16 shows that 
PrPfs are more frequent in speech. When the macro-genres are consid-
ered, it transpires that differences between dialogues (53) and mono-
logues (72) as well as between non-printed (73) and printed (52) writing 
are marked and cover roughly the same range. 
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The dispersion of the PrPf frequencies across the text types is 
moderate (σ = 24.19) and the extreme ends of the scale are represented 
by creative (w2f; 19) and instructional (w2d; 29) writing in opposition to 
scripted monologues (s2b; 83) and persuasive writing (w2e; 98). The 
values of the normalized PrPf frequencies correlate most strongly with 
those from IrE (r = 0.90), another variety that is situated at the lower end 
of the PrPf-friendliness scale. However, correlations with BrE (r = 0.85) 
and IndE (r = 0.82) are also strong. 
 
Figure 5.7.17. Cluster dendrogram of similarity across ICE text categories in JamE 
The hierarchical cluster dendrogram (c = 0.80) for the JamE dataset, as 
shown in Figure 5.7.17, provides some evidence for alignment of spoken 
text types. Both the dialogues (s1a and s1b) and the monologues text 
types (s2a and s2b) can be found at directly neighboring leaves, while the 
two groupings appear to be clearly apart from each other. Letters (w1b) 
cluster with the dialogue text types at the next higher level. 
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Figure 5.7.18. NeighborNet of similarity across ICE text categories in JamE 
However, the non-hierarchical graphical representation in Figure 5.7.18 
indicates that, in fact, all spoken text types can be found in adjacent 
nodes toward the top of the NeighborNet. A post-hoc multiscale boot-
strap resampling test for significant clusters identifies the spoken triplet 
s1b, s2a, s2b along with w2e as significant (not shown above), but as the 
same applies to a written triplet (w2a, w2b, w2c), the results are some-
what inconclusive here. The closest written text type is that of letters 
(w1b), another textual class that is seen as involved, informal and com-
parable to dialogue. In contrast, the informational texts creative (w2f) 
and academic (w2a) writing, along with student writing (w1a), an in-
volved category, appear distant, while the remaining text types cover 
intermediate positions. Yet again, the JamE data on the PrPf, too, can be 
interpreted as evidence for the closeness or (structural) uniformity of 
spoken texts sensu Biber & Conrad (2009: 261). 
5.8 Singaporean English (phase 4) 
SinE represents one of the urban Southeast Asian varieties of English. 
The Singaporean population is commonly characterized as a blend of 
various strands (predominantly people of Chinese, Indian, Malay and 
also Arab and European descent) resulting in a multiethnic and multi-
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lingual society (see Vaish 2007 or Ansaldo 2010: 502–505 for sociolin-
guistic detail). Singapore was established in 1819 as a strategic outpost 
of the East India Company – a direct outcome of British colonial en-
deavors – and subsequently developed into an important center of com-
merce. In 1867 Singapore became a Crown colony, but voices for inde-
pendence became louder over time, in particular after a short period of 
Japanese occupation from 1942 to 1945 and the end of the Second World 
War. Periods of self-government (1959–1963) and the establishment as 
independent city-state (1963) followed in the 1960s, interrupted by a 
short-lived unification with Malaysia from 1963 to 1965 (Schneider 2007: 
153–155). 
Due to its colonial past, the present state of affairs in Singapore 
with regard to culture in general and the linguistic situation in particular 
has been characterized as “hybrid” (Schneider 2011: 158) in multiple 
respects. Above all, early dialect contact and mixing among the English-
speaking settler population occurred, involving Scots, Irish and Ameri-
can as well as British varieties (Schneider 2007: 154–155; Davydova 
2013). Second, various substrates such as different varieties of Chinese, 
Malay and Indian languages have impacted the linguistic configuration. 
Yet, English has been viewed as the language that is most beneficial for 
the international economic competitiveness of the country (Kachru & 
Nelson 2006: 184). At the same time, it is considered neutral and exerts 
an integrating force across the various population groups of diverse 
ethnic descent. In addition, while numbers of English-educated people 
in Singapore traditionally had been high compared to other Asian coun-
tries (Brutt-Griffler 2002: 94), since 1987 the government has endorsed a 
strong language policy of bilingualism. English is the compulsory first 
language and one of the officially recognized ethnic languages (either 
standard Mandarin Chinese, Malay or Tamil) is taught as a second lan-
guage, irrespective of the varieties of these languages spoken at home 
and the ensuing social implications (Schneider 2007: 156). Besides a 
clear dominance of English in public environments, this policy has in 
the long run led to a marked increase of English also in personal do-
mains, a development which seems to be continuing among younger 
generations of Singaporeans. In practice, however, the English of Singa-
pore by no means represents a uniform variety (Tickoo 1996: 446) and 
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varies according to social and situational parameters. The most conspic-
uous variant is the basilectal form referred to as “Singlish”. It is struc-
turally characterized by influence from the Chinese and Malay sub-
strates 260 and carries notions of informality and emotionality. Note that 
the issue of Singlish has been hotly debated in Singaporean society; 
while a recent governmental initiative rejects its recognition, it has 
gained covert prestige as a marker of local Singaporean identity and 
pride. Toward the acrolectal pole of the dialect continuum a standard 
variety of SinE, allegedly still showing traces of exonormative orientation 
toward BrE (Pennycook 1994: 235–236; Tickoo 1996: 447; Bautista 2008: 
217; but cf. Schneider 2007: 160–161), can be found. It is mainly charac-
terized by distinctive features in pronunciation and vocabulary, while the 
mesolect is naturally present in many linguistic shapes (Schneider 2007: 
157–160; on Singlish see further Schneider 2011: 159–160). 
The grammar of SinE has also been described as “hybrid” (Ansal-
do 2004: 136). Traces of the substrates (potentially via Singlish) can be 
found in colloquial SinE, although some have argued that substrate-
derived and English-derived grammatical systems are clearly kept sepa-
rate according to formality of the situation (Bao 2005: 264–265; but cf. 
Platt 1982: 402). In a similar fashion, it has also been argued that a 
marked difference emerges according to mode of discourse. While writ-
ing is strongly oriented toward (educated) standard usage, local usage is 
prominent in spoken registers (Pennycook 1994: 235–236). Naturally, 
these dimensions (mode of discourse/formality) correlate to a certain 
degree. As in other L2 varieties of English (e.g. JamE or HKE), speakers 
of SinE sporadically tend to use PrTs or base forms once a time frame 
has been established (Lian 2003: 46–47; Gut 2009: 273–274). 261 As an 
alternative way of expressing time reference, temporal adverbials, in 
particular ever and already, as in examples (1) to (4) below, 262 have been 
identified as grammaticalized markers of the perfect that are in use in-
stead of a TR form (Wee 2004: 1058–1059; Deterding 2008: 52; Sharma 
                                                          
260 For an in-depth analysis of the various substrates of SinE see Sharma (2009: 175). 
261 Davydova mentions that an extended functional range of the PrTs may also be partly 
attributable to the influence of an IrE superstrate of the 19th century (2011: 255). 
262 Note also the Singlish discourse markers lah in (3) and know in (4). 
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2009: 179; Szmrecsanyi 2012; see also sections 2.1 and 6.5), 263 or in 
combination with a SPst (Platt 1982: 399): 
 
(1)  Maybe she increase the price already (ICE-SIN s1a-006) 
(2)  Uhm I yearn for one week already (ICE-SIN s1a-013) 
(3)  Actually we challenge him for two years already lah (ICE-SIN 
s1a-013) 
(4)  I ever bought a jacket a sweater know two dollars (ICE-SIN 
s1a-057) 
 
The findings from earlier work can be applied to the present study inso-
far as the use of PrTs or base forms instead of the PrPf may result in a 
lower degree of PrPf-friendliness, particularly in informal speech. An-
other line of argumentation that would support a low PrPf-friendliness 
is a potential re-orientation toward AmE due to the strong influence 
American pop and media culture has exerted on Singaporeans (Köppl 
1983b: 123; Pennycook 1994: 223). Furthermore, it remains to be estab-
lished whether speech and writing differ with regard to the PrPf factors 
analyzed and whether the extended reliance on temporal adverbials as 
additional markers of perfectivity is also in evidence in the ICE-SIN data. 
5.8.1 Temporal adverbials 
The proportions of PrPfs with and without specification by a temporal 
adverbial are shown in Figure 5.8.1. Around one fifth of all occurrences 
are specified and differences between the spoken and the written part 
are not significant. The extreme ends of the spectrum are to be found 
within the spoken macro-genres: monologues, with more than one in 
four instances, has the highest, while dialogues, with one in nine only, 
has the lowest relative value for specification, which results in significant 
differences between these macro-genres (χ2 = 5.3855, df < 1, p = 0.05, 
φc = 0.159). However, none of the distributions of the genres is signifi-
cantly different from the overall distribution and, apart from dialogues 
                                                          
263 This goes hand in hand with a tendency to mark aspectual rather than tense distinc-
tions, as these are “robust features of Sinitic and Malay alike” (Ansaldo 2010: 509). 
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(χ2 = 5.0930, df = 1, p < 0.05, φc = 0.134), from the respective aggregated 
register distributions. All in all, this represents a mixed result for the 
SinE data as regards homogeneity. 
 
Figure 5.8.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-SIN (register and macro-genre differences) 
 
Figure 5.8.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-SIN (detailed text categories) 
Naturally, values are more dispersed in the detailed text category view, as 
displayed in Figure 5.8.2. Academic writing (w2a; 6.3%) and news re-
portage (w2c; 34.1%) cover the extreme poles. It is further revealed that, 
apart from the result for unscripted monologues (s2a), the data do not 
support the hypothesis formulated above that a high rate of temporal 
specification should be evident particularly in the spoken text categories 
(see further Section 6.4). In fact, the dialogue text categories yield speci-
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fication values that are well below the overall ICE-SIN average and the 
involved written categories also do not yield an extensive proportion of 
specification. 
 
 
Figure 5.8.3. Types of PrPf adverbial specification: ICE-SIN 
Figure 5.8.3 shows the distribution of the classes of adverbial specifica-
tion in the SinE data. Again, adverbials of span and duration (SP), as in 
example (5), represent the most frequent category, with nearly three 
fifths of all tokens. The second most common class is adverbials of time-
position (TP), as in (6), with nearly one quarter of all instances. The 
remaining two classes, frequency adverbials (FR), as in (7), and adverbi-
als of sequence (SQ), as in example (8), cover roughly equal shares, with 
fewer than one out of ten tokens each. 
 
(5)  […] the fact that the Singapore market has been able to hold 
up so very well during this period given the very close correla-
tion between these two indices I think it’s indicative of the 
fact that there is strong buying out there (ICE-SIN s1b-028) 
(6)  Japan’s parliament has resumed debate after a two week 
stalemate (ICE-SIN s2b-013) 
(7)  this is the fifteen time that Singapore has won and they have 
not lost one single game (ICE-SIN s2a-018) 
(8)  But so far it’s been sunny with bits and pieces of rain. (ICE-
SIN w1b-010) 
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Figure 5.8.4. Types of PrPf adverbial specification: ICE-SIN (register and macro-genre 
differences) 
Figure 5.8.4 displays the distributions of the adverbial classes in the two 
modes of discourse. It transpires that SP adverbials are most common in 
both registers, while TP and FR are slightly less and SQ adverbials 
slightly more prominent in writing. However, a Pearson Chi-square test 
reveals that the differences are not significant. The same applies to the 
comparisons of the breakdown for each macro-genre with the overall 
values, the respective register values and also register-internally, alt-
hough no FR adverbials are present in both dialogues and non-printed 
writing. Yet, on the basis of the above statistical tests we can assume that 
the distributions of adverbial classes are fairly uniform across the gen-
res.  
The hierarchy of classes of temporal adverbial specification co-
occurring with the PrPf can be established in the ICE-SIN data as fol-
lows: SP > TP > FR > SQ. Similar to PhiE and JamE, SQ adverbials, that 
is, those that have been identified as salient TR markers (esp. already 
and ever), are considerably more frequent in dialogues, a finding that 
may hint at Singlish-derived usage patterns partly traceable in mesolect-
al and acrolectal speech. While more data would be desirable to confirm 
or reject this hypothesis (see further sections 6.4 and 6.5), this phenom-
enon is probably most likely to occur in dialogues, as the most involved 
and interactive ICE textual category. 
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5.8.2 Aktionsart 
 
Figure 5.8.5. Aktionsart categories of main verbs in PrPf constructions: ICE-SIN 
Figure 5.8.5 presents the breakdown of the Aktionsart categories. In the 
ICE-SIN data, nearly half of all PrPfs can be classed as achievements, as 
exemplified in (9), and one third of all PrPfs as activities, as exemplified 
in (10). Statives, as in (11), cover approximately one in seven instances 
and accomplishments, as in (12), are rare. 
 
(9)  […] I had better write you something before you’re again 
“SOMEWHERE OUT THERE” and where nobody can reach 
you by mail/air/phone or whatever the latest technology has 
invented. (ICE-SIN w1b-008) 
(10)  She has lived through all the wars and her son Ding Fong’s 
brother was killed in Dian Bian Fu (ICE-SIN s2b-021) 
(11)  An emphasis on miniatures has not hitherto been a feature 
of tropical growing, but there is no reason why it should not 
be, as the number of would-be growers with restricted space 
increases. (ICE-SIN w2d-016) 
(12)  Ya but it is like transported because of some Western values 
you see so the thing is whether that problem uh has become a 
international thing (ICE-SIN s1a-065) 
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Figure 5.8.6. Aktionsart categories of main verbs in PrPf constructions: ICE-SIN (register 
and macro-genre differences) 
Figure 5.8.6, which shows the breakdown of the Aktionsart categories of 
PrPfs in the SinE data, yields differences between the two registers, with 
more activities but fewer achievements in writing. A Pearson Chi-square 
test shows that these differences are significant (χ2 = 8.8013, df = 3, 
p < 0.05, φc = 0.136). Achievement verbs are the most frequent Aktion-
sart category across all macro-genres, and particularly prominent in 
monologues, the only macro-genre that is significantly different from 
the overall breakdown (χ2 = 10.406, df = 3, p < 0.05, φc = 0.222). Signifi-
cant register-internal differences also exist between monologues and 
dialogues (χ2 = 9.2749, df = 3, p < 0.05, φc = 0.122), while the two written 
genres are comparatively homogeneous when compared both to each 
other and to the overall distribution. These findings suggest that a num-
ber of register and genre effects exist in the SinE data as regards the 
distribution of the Aktionsart classes of PrPfs. 
Figure 5.8.7, which displays the detailed proportions, illustrates 
the variability present in the ICE-SIN data. It is noticeable that within 
the rare category of accomplishments proportions vary between 0% and 
9.5% and that achievements are not the most frequent class in a number 
of textual categories (private dialogues (s1a); reportage (w2c); creative 
writing (w2f)), where activities are much more prominent. Compared to 
other varieties (e.g. JamE), the ICE-SIN data do not show a clear split 
between the spoken (σ = 0.06) and written (σ = 0.06) text categories as 
regards the consistency of the distributions that was in evidence for the 
former register. 
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Figure 5.8.7. Aktionsart categories of main verbs in PrPf constructions: ICE-SIN (detailed 
text categories) 
5.8.3 Sentence type 
 
Figure 5.8.8. Distribution of sentence types: ICE-SIN 
In the SinE data, almost all PrPf tokens occur in positive statements (see 
Figure 5.8.8), while negatives, as in example (11), repeated here as (13), 
are rare, and questions, as in example (14), are least common. 
 
(13)  An emphasis on miniatures has not hitherto been a feature 
of tropical growing, but there is no reason why it should not 
be, as the number of would-be growers with restricted space 
increases. (ICE-SIN w2d-016) 
(14)  What has happened to this guy (ICE-SIN s1a-087) 
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Figure 5.8.9. Distribution of sentence types: ICE-SIN (register and macro-genre differ-
ences) 
Figure 5.8.9 reveals that forms other than positives almost never occur 
(one single question) in the speech section of ICE-SIN, which results in 
highly significant differences when contrasted to writing (χ2 = 14.901, df 
= 2, p < 0.001, φc = 0.172). In light of the findings for other varieties, it 
comes as a surprise that no negatives are present in speech and in dia-
logues in particular. With regard to the internal consistency of the dis-
tributions of the sentence types, there are mixed results: While mono-
logues is the only macro-genre that yields significant differences from 
the overall distribution, although with a weak effect (χ2 = 6.4965, df = 2, 
p < 0.05, φc = 0.102), no other statistical tests (i.e. when the values for the 
macro-genres are compared with the overall distribution, with the re-
spective register distribution and register-internally by a Fisher exact 
test) yield significant results, which in turn suggests relative homogenei-
ty of the data. 
Figure 5.8.10 shows that questions appear in three text categories 
(private dialogues (s1a); letters (w1b); creative writing (w2f)) only. Note, 
however, that the relative values are slightly deceptive here as the sam-
ples for each text type are small, such that the relative values translate 
into one (s1a, w1b) or two (w2f) tokens only. Note that in the last text 
type dialogue or direct speech is narrated (see example (15)): 
 
(15)  “You have been friends with Julie a long time?” she asked. 
“Yes ....” I stammered, “I mean .... no ....” (ICE-SIN w2f-005) 
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Figure 5.8.10. Distribution of sentence types: ICE-SIN (detailed text categories) 
It is also worth noting that negatives are absent from student (w1a) and 
persuasive writing (w2e) as well as from all spoken types, as indicated 
above, while they are salient in letters (w1b) and academic writing (w2a). 
In sum, the ICE-SIN data suggest that text type influences the break-
down of sentence types in PrPf contexts, while effects on the more gen-
eral levels (register and genre) are only minor. 
5.8.4 Semantics 
 
Figure 5.8.11. Distribution of semantic categories: ICE-SIN 
The distribution of semantic categories with PrPf verbs in the ICE-SIN 
sample, as presented in Figure 5.8.11, illustrates that indefinite single 
acts/events (indef-s), as in (16), represent a highly frequent category with 
approximately two thirds of all tokens. Continuative acts/events (cont-c), 
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as exemplified in (17), cover more than every seventh token, while to-
kens with a continuative state (cont-s; see (18)) and indefinite multiple 
act reading (indef-m; see (19)) cover around one tenth of the data each. 
 
(16)  The Soviet Union has called for the immediate and uncondi-
tional withdrawal of the Iraqi forces. (ICE-SIN w2e-001) 
(17)  So far, five people have contracted Aids through intravenous 
drug abuse. (ICE-SIN w2c-013) 
(18)  Wet spring weather has left farmers stuck in the mud delay-
ing the seeding of billions of dollars worth of crops (ICE-SIN 
s2b-020) 
(19)  As much as we know that Satan has sinned and is therefore 
in the wrong, he still emerges as a hero. (ICE-SIN w1a-001) 
 
Some dissimilarity between the two modes of discourse occurs in the 
distribution of the semantic categories (see Figure 5.8.12), with a smaller 
share of indef-s and cont-s but higher proportions in the other two cate-
gories in writing. 
 
Figure 5.8.12. Distribution of semantic categories: ICE-SIN (register and macro-genre 
differences) 
A Pearson Chi-square test reveals that these differences are statistically 
significant (χ2 = 8.5438, df = 3, p < 0.05, φc = 0.134). In contrast, alt-
hough some variance can be observed in the relative values, none of the 
macro-genres is significantly different from the overall and the respec-
tive register breakdown, nor when compared register-internally. There-
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fore, while some register effects are in evidence, we can establish a fairly 
uniform distribution of the semantic categories on the basis of the ICE-
SIN dataset. 
 
Figure 5.8.13. Distribution of semantic categories: ICE-SIN (detailed text categories) 
This finding is further confirmed by the fine-grained text category view, 
which is presented in Figure 5.8.13. While the variance in the spoken 
text types amounts to σ = 0.04, the value for the written texts (σ = 0.06) is 
comparatively low. Indef-s readings consistently constitute the most 
frequent semantic reading across the board, exceeding more than half of 
all PrPfs. Outliers in the less frequent semantic categories are scripted 
monologues (s2b), with only few indef-m readings, and instructional 
writing (w2d), with few instances of cont-s. The opposite is the case in 
creative writing (w2f), where more than one in four tokens has a cont-s 
reading; and the same applies to the share of cont-c in persuasive writ-
ing (w2e). Notwithstanding these peculiarities of the detailed analysis 
and the register effect identified above, the breakdown of semantic cate-
gories in the ICE-SIN data is homogeneous. 
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5.8.5 Preceding time reference 
Figure 5.8.14. TR forms preceding the PrPf: ICE-SIN 
As in a number of other varieties, only a restricted set of preceding TR 
forms appears in perceptible quantities (see Figure 5.8.14). PrTs again 
represents the majority variant, with well over half of all tokens, while 
SPst and SPrPf forms occur before every fifth and sixth token respective-
ly. In addition, some PrPfs are preceded by F and PrTp forms, while 
further TR forms occur only sporadically. 
 
Figure 5.8.15. TR forms preceding the PrPf: ICE-SIN (macro-genre differences) 
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The macro-genre view, presented in Figure 5.8.15, again shows that 
forms other than PrTs, SPst and SPrPf are rare. In the SinE data, speech 
and writing behave significantly differently (relative values not shown; 
χ2= 16.037, df = 6, p < 0.05, φc = 0.183). This is mainly due to non-
printed writing, where the shares of SPst, SPrPf and F are equal, which 
also renders this macro-genre significantly different from printed writ-
ing, as established by a Fisher exact test (p < 0.05) used due a number of 
empty cells or cells with low counts. Otherwise, the data are homogene-
ous; that is, none of the macro-genres yields proportions of the absolute 
values that are significantly different from the overall or register break-
down. 
5.8.6 Perfect-friendliness and text type effects 
Figure 5.8.16. Frequency of PrPf occurrences in ICE-SIN registers and macro-genres 
(normalized frequency per 10,000 words) 
The SinE sample, with 48 PrPfs/pttw overall, is the least PrPf-friendly in 
the whole dataset. As indicated above, this low value can be interpreted 
as evidence for a tendency toward Americanization combined with 
strong substrate influence (non-marking of TR forms). What is most 
striking in Figure 5.8.16 is the very low rate of PrPfs in dialogues (15), 
the most involved and interactive macro-genre, which contrasts strongly 
with monologues (50) and also translates into a considerably lower value 
for speech overall. This result is mainly attributable to private dialogues 
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(s1a), where PrPfs occur least frequently of all text types of all varieties 
included in the present analysis (see also below). The values for the writ-
ten registers are also well below average, with ICE-SIN being the least 
PrPf-friendly variety in non-printed writing (44) and the third least PrPf-
friendly in printed writing (60). Further, ICE-SIN is the only dataset, 
apart from ICE-CAN, where PrPf-friendliness is higher in writing than 
in speech. 
At the same time, SinE has the second highest dispersion value of 
all varieties (σ = 32.19), with values ranging from eight (private dia-
logues, s1a) to 133 (persuasive writing, w2e). This result could be seen as 
illustrative of the existence of the situational internal variability of SinE 
as indicated above. The strongest correlation of the normalized PrPf 
frequencies across the detailed text types is in evidence with IrE (r = 
0.76), a variety that can be found toward the lower end of the PrPf-
friendliness scale. 
 
Figure 5.8.17. Cluster dendrogram of similarity across ICE text categories in SinE 
It is clear from Figure 5.8.17, which displays the hierarchical cluster 
dendrogram (c = 0.82) for SinE, that in this variety the spoken text types 
are dispersed across the graphical representation and show no sign of 
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direct alignment as can be seen in the majority of the other varieties 
under investigation. The only significant cluster according to a post-hoc 
test with R is the rightmost one (s1b/w1a). 
The latter point is confirmed by the non-hierarchical view in Fig-
ure 5.8.18. Not only is private dialogues (s1a) the text category with the 
lowest frequency of PrPfs (see above), it also emerges as the most no-
ticeable outlier in the NeighborNet based on the comparison of all fac-
tors analyzed individually in the preceding sections. This once more 
emphasizes the particular position of this textual category, which is like-
ly to show the strongest influence from the substrate via Singlish. The 
latter hypothesis seems to be borne out by the data; educated speakers of 
SinE are indeed also versatile in their usage according to the formality of 
the situation, as argued by Bao (2005: 264–265). The exact nature of this 
versatility will be further investigated below (Section 6.4).  
 
Figure 5.8.18. NeighborNet of similarity across ICE text categories in SinE 
In addition, letters (w1b) and instructional (w2d) and creative (w2f) writ-
ing are distant from the remaining text types, which cluster toward the 
left of Figure 5.8.18. However, in respect of alignments of spoken and 
written texts, this cluster represents rather a “mixed bag”, meaning that 
structural homogeneity of the spoken texts in the sense of Biber & Con-
rad (2009: 261) cannot be established based solely on the ICE-SIN data. 
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5.9 Hong Kong English (phase 3) 
Another urban Southeast Asian variety of English, whose past has until 
recently been shaped by British colonial rule (for details see Görlach 
2002: 104–107 or Setter et al. 2010: 103–112) and where structurally very 
different languages have been in contact, is HKE. Its socio-cultural his-
tory is comparable to SinE insofar that the foundation of Hong Kong is 
directly related to colonial activity. To be precise, British rule began after 
the first Opium War at the beginning of the 1840s with a strengthened 
position after the additional incorporation of the Kowloon peninsula in 
1860 and again in 1898, when the “New Territories” were leased for 99 
years. After a brief period of Japanese occupation during the Second 
World War, Hong Kong developed into one of the world’s most global-
ized, cosmopolitan, economically active and therefore wealthiest cities, 
steadily growing through Chinese immigration. In accordance with the 
1898 treaty, British rule ended after decade-long negotiations in 1997 
(known as “the Handover”) and Hong Kong has been one of the Special 
Administrative Regions of China since, a transitional status that will 
continue at least until 2047 and involves special legal, political and mon-
etary regulations (Schneider 2007: 133–136; see further Evans 2009: 
284–287 or Setter et al. 2010: 2–3 for demographic and sociolinguistic 
data). 
Traditionally, English in Hong Kong was viewed as a language of 
oppression and elitism, as it was used by the colonial rulers and only 
accessible to a small part of the Chinese population strand, mainly 
through missionary schools. It has gained more and more currency 
especially after 1960, being associated with the strong economic growth 
and the emergence of what is known as the “new middle class” (Bolton 
2003: 62; cited in Schneider 2007: 136) and related developments such as 
extended periods of study in L1 countries (Evans 2009: 281). At the same 
time, these developments interacted with changes in educational policy, 
which endorsed bilingualism for all (Evans 2009: 281), and led to a 
change of attitude toward English. The policy of bilingualism has, in 
practice, not been revised substantially by the Chinese government after 
1997 (Bolton 2005: 9–10) and English is now considered a “value-added” 
(Li 1999; cited in Schneider 2007: 137) asset of the region. However, the 
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current linguistic situation is characterized by domain-specific usage 
and Chinese (mainly Cantonese and Putonghua) substrate influence in 
some areas: English is predominantly used in formal fields such as edu-
cation and business but increasingly also in personal electronic commu-
nication and among workers. However, only in the past two decades 
(Bolton 2005: 3; cf. Köppl 1983b: 127) has HKE come to be accepted as a 
nativized variety with distinct characteristics on all structural levels (but 
see Ansaldo 2010: 513) and a simultaneous positive evaluation of HKE 
as well as of code-switching (known as “mix”; Schneider 2007: 138), also 
in educated circles.264 Although this is not stated explicitly in the litera-
ture, we can safely assume that different lects are observable in actual 
usage also in Hong Kong, and this has led to continuing discussion on 
the status of HKE as an (emergent) L2 or rather learner variety (Görlach 
2002: 109–110; Setter et al. 2010: 112–116). Some observers also claim 
increasing Americanization caused by cultural influences and a growing 
consumer culture oriented toward US models, although Bolton (2005: 4) 
suggests that the evidence for linguistic effects of these developments 
presently is not compelling. 
Features of HKE grammar are comparatively unobtrusive (Ansal-
do 2010: 499). Those relevant for the present study are comparable to the 
findings for a number of other L2 varieties (such as JamE or SinE). In 
particular, it has been noted that speakers of HKE occasionally rely on a 
TR system that merely uses past and present or only the latter, and that 
temporal adverbials are used instead to mark temporal and aspectual 
contrasts in colloquial settings (Platt 1982: 410; Kachru & Nelson 2006: 
42; Setter et al. 2010: 49; see also Section 2.1), as is illustrated in (1). 
 
(1)  ask any question that you come across in the learning pro-
cess on any topics or issue that we already cover during the 
last lecture okay (ICE-HK s1b-014) 
 
                                                          
264 Evans (2009: 297–298) suggests that “nativization” of HKE has started from the begin-
ning of colonial rule already. In contrast, some authors argue that exonormative orienta-
tion toward BrE is still traceable (Schneider 2007: 137). 
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Also, invariant forms instead of past participles, as in (2) or (3), occur in 
the corpus data (see further Section 6.4). 
 
(2)  it has been shipping for almost twenty four months as of 
November ninety one and by July ninety one we have already 
ship over one million unit worldwide (ICE-HK s2a-022) 
(3)  I have just listen to them once. (ICE-HK w1b-009) 
 
These findings suggest that HKE is a potential candidate for the lower 
end of the PrPf-friendliness spectrum, especially in informal speech and 
also in text types such as student writing, where speakers show more 
learner variety-like usage. However, the persistent exonormative orienta-
tion toward BrE mentioned above is a potential source overriding nativ-
ized patterns, in particular in the more formal domains. Therefore, a 
close look at text type differences is necessary here and, moreover, it 
should be considered to what extent speakers of HKE rely on temporal 
adverbials as additional perfect markers, potentially also with a higher 
share of specified PrPfs in involved text types. 
5.9.1 Temporal adverbials 
Figure 5.9.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-HK (register and macro-genre differences) 
Figure 5.9.1 displays the relative frequencies of PrPf tokens that are 
specified by a temporal adverbial. In the ICE-HK data, overall more than 
one quarter of all instances is specified and differences between speech 
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and writing are not significant. Some variance is observable among the 
macro-genres, particularly in writing, in which printed writing, with 
approximately one in five, and non-printed writing, with approximately 
two in five PrPfs that are temporally specified, constitute the poles. Con-
sequently, the two genres are significantly different from each other 
(χ2 = 6.7022, df = 1, p < 0.01, φc = 0.185) and the same applies when non-
printed writing is compared to the overall (χ2 = 4.2677, df = 1, p < 0.05, 
φc = 0.085) and even the aggregated written (χ2 = 4.0513, df = 1, p < 0.05, 
φc = 0.131) breakdown. This outlier apart, none of the genres reveals any 
significant differences, so we can establish a mixed result with regard to 
the uniformity of the proportion of temporal specification in ICE-HK. 
 
Figure 5.9.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-HK (detailed text categories) 
It was hypothesized above that the involved text types yield a greater 
proportion of specified tokens and indeed this seems to be borne out by 
the data, as the detailed analysis in Figure 5.9.2 shows. The shares of 
specified tokens in these text types exceed the values for all remaining 
(written) types apart from popular writing (w2b). In letters (w1b), nearly 
half of all tokens are temporally specified, while the value for creative 
writing (w2f; 12.5%) is the lowest in HKE overall.  
 
273 
 
 
Figure 5.9.3. Types of PrPf adverbial specification: ICE-HK 
As can be seen in Figure 5.9.3, which displays the breakdown of the 
different classes of temporal adverbial specification, those of span and 
duration (SP), as in (4), are once again the most frequent class, with 
more than two fifths of the relevant tokens, followed by adverbials of 
time-position (TP), as in (5), which cover nearly one third of the speci-
fied data. Adverbials of sequence (SQ), exemplified in (6), occur in less 
than one fifth of all cases, and frequency adverbials (FR), as in (7), are 
rare. 
 
(4)  You have been back for half year (ICE-HK s1a-096) 
(5)  Only recently, the humpback dolphins in this area have start-
ed to receive some attention from scientists. (ICE-HK w2b-
027) 
(6)  We’ve been through that kind of school before (ICE-HK s1b-
077) 
(7)  […] I have met the man on I would say at least two occasions 
(ICE-HK s1b-031) 
 
The breakdown of the adverbial classes in the two registers can be seen 
in Figure 5.9.4 below. It is apparent that, again, SP adverbials represent 
the most frequent category in both registers. However, SQ adverbials are 
comparatively prominent in speech (particularly in dialogues) and nearly 
as frequent as TP adverbials, while in writing FR and SQ adverbials are 
very rare. Thus, it is not surprising that the distributions of speech and 
writing are significantly different from each other (χ2 = 10.861, df = 3, 
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p < 0.05, φc = 0.277). As concerns the macro-genres, the data are largely 
uniform. Printed writing can be identified as the only outlier whose 
breakdown is significantly different from the overall distribution 
(χ2 = 8.267, df = 3, p < 0.05, φc = 0.218). 
 
Figure 5.9.4. Types of PrPf adverbial specification: ICE-HK (register and macro-genre 
differences) 
On the basis of the HKE data, we can form a hierarchy for the types of 
temporal specification that co-occur with PrPf tokens along the lines 
SP > TP > SQ > FR. Comparable to a number of other L2 varieties (e.g. 
PhiE and SinE), where previous literature has hinted at the use of SQ 
adverbials as markers of tense and aspect in colloquial speech, in ICE-
HK, too, we find a comparatively high proportion of this adverbial type 
in dialogues. Further, the present analysis shows that the involved text 
categories are likely to yield a higher share of temporally specified PrPfs. 
This indicates that speakers of HKE rely on these arguably as additional 
TR markers, potentially through influence from the substrate and via the 
basilect. 
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5.9.2 Aktionsart 
 
Figure 5.9.5. Aktionsart categories of main verbs in PrPf constructions: ICE-HK 
In the ICE-HK sample, Aktionsart categories of PrPfs are distributed as 
shown in Figure 5.9.5. Half of the tokens are covered by achievement 
verbs, as exemplified in (8), slightly below one third by activity verbs, as 
exemplified in (9), while stative verbs, as in (10), cover nearly one sixth. 
Accomplishment verbs, as exemplified in (11), occur only sporadically. 
 
(8)  And indeed for the Foundation they have not found uh uh 
pro problem by not be uh being one of the launching organ-
izations (ICE-HK s1b-021) 
(9)  Containerization since the sixties has gone through stages of 
development (ICE-HK s2b-047) 
(10)  […] Gibson mentions “Kowloon Walled City,” which has 
“continued to haunt him” (n.pag.) ever since the latter told 
him about it. (ICE-HK w2a-010) 
(11)  They are friendly and I have learned many things. (ICE-HK 
w1b-015) 
 
The proportions of the Aktionsart categories of PrPf tokens for the two 
modes of discourse are relatively uniform in ICE-HK (see Figure 5.9.6), 
a finding that is confirmed by a Pearson Chi-square test that returns a 
non-significant result. Achievements are the most common category in 
all macro-genres, while states are comparatively frequent in dialogues 
and non-printed writing, as are activities in the two written genres. 
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Figure 5.9.6. Aktionsart categories of main verbs in PrPf constructions: ICE-HK (register 
and macro-genre differences) 
All other tests for differences (macro-genres vs. overall/aggregated regis-
ter proportions and register-internally) also yield non-significant results, 
apart from when the two written genres are compared (χ2 = 10.5016, 
df = 3, p < 0.05, φc = 0.233). Therefore, we can conclude that only minor 
effects of register or genre are present in the breakdown of Aktionsart 
categories of PrPf verbs in ICE-HK. 
 
Figure 5.9.7. Aktionsart categories of main verbs in PrPf constructions: ICE-HK (detailed 
text categories) 
At least two points worth noting are indicated by Figure 5.9.7, which 
shows the distributions of Aktionsart categories for the individual ICE 
text types. First, student writing (w1a) constitutes an outlier as it is the 
only type where activities are not the most frequent category, although it 
has to be acknowledged that the empirical basis for this finding is small 
(11 tokens only). A similar remark is in order for instructional writing 
277 
 
(w2d; 10 tokens), which is the only type without statives. Second, the 
spoken types are comparatively consistent (σ = 0.04), at least as far as the 
ranking of the categories (achievements > activities > states > accom-
plishments) is concerned (apart from the salience of state verbs in pri-
vate dialogues (s1a)), while more variance (σ = 0.07) is observable among 
the written text categories.265 This is in line with the results for a num-
ber of other L2 varieties (e.g. JamE). 
5.9.3 Sentence type 
 
Figure 5.9.8 Distribution of sentence types: ICE-HK 
Figure 5.9.8 shows that the vast majority of all tokens can be categorized 
as positive statements in the ICE-HK sample. Negatives, as illustrated in 
(12), occur in approximately every seventh token, and questions, as in 
(13), are rare. 
 
(12)  The English teaching establishment does not see this prob-
lem the way I do, probably because they haven’t read about it 
in the huge, mostly foreign, literature on English-language 
teaching. (ICE-HK w2b-006) 
(13)  You you you’ve been to anywhere else (ICE-HK s1a-038) 
 
                                                          
265 This variance could to a certain extent be ascribed to the point that in the written cate-
gories token numbers are lower on average and therefore, individual occurrences exert a 
stronger influence on relative proportions.  
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Figure 5.9.9. Distribution of sentence types: ICE-HK (register and macro-genre differ-
ences) 
As can be seen from Figure 5.9.9, PrPfs with negatives and questions are 
approximately twice as frequent in speech compared to writing, while 
positives are clearly the majority variant in both modes of discourse. 
This makes the two registers significantly different from each other in 
that respect (χ2 = 6.6812, df = 2, p < 0.05, φc = 0.11). In the macro-genre 
analysis it emerges that both negatives and questions are most frequent 
in dialogues, which makes this genre significantly different from its 
spoken counterpart, monologues (χ2 = 9.1493, df = 2, p < 0.05, 
φc = 0.161), and when the overall breakdown is taken as a baseline 
(χ2 = 6.5002, df = 2, p < 0.05, φc = 0.092), albeit with a weak effect. In 
addition, printed writing approximates the 5% level of statistical signifi-
cance when compared to the overall breakdown (χ2 = 5.8302, df = 2, 
p = 0.054, φc = 0.091).  
 
Figure 5.9.10. Distribution of sentence types: ICE-HK (detailed text categories) 
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It emerges from Figure 5.9.10 that text categories further influence dis-
tributions of sentence types. The rare category of questions appears only 
in four text types (private dialogues (s1a); scripted monologues (s2a); 
letters (w1b); popular writing (w2b)), which are partly the same as in 
SinE. Note once more, however, that relative values here may be mis-
leading when not interpreted cautiously, as they translate to one single 
token in each text type apart from private dialogues (s1a). Negatives do 
not occur at all in student (w1a) and persuasive (w2e) writing, while they 
are prominent in private dialogues (s1a) and creative writing (w2f), 
where direct speech or thought is imitated, as in (14) or (15): 
 
(14)  I haven’t defrosted the chicken legs! (ICE-HK w2f-007) 
(15)  I haven’t missed them, that’s for sure. (ICE-HK w2f-012) 
 
All in all, the data from the HKE sample indicate that text type may de-
termine the distributions of sentence types in PrPf contexts. On a more 
general level of analysis, some effects of register and genre are also evi-
dent. 
5.9.4 Semantics 
 
Figure 5.9.11. Distribution of semantic categories: ICE-HK 
Figure 5.9.11 displays the overall breakdown of semantic categories of 
PrPfs in the HKE data and shows that indefinite single acts/events (in-
def-s), as in example (16), are highly frequent, with more than three out 
of five tokens. The share of the remaining categories is approximately 
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even, all covering around one eighth of the data. Strictly speaking, indef-
inite multiple acts (indef-m), as in (17), are slightly more common than 
continuatives acts/events (cont-c), as in (18), and continuative states 
(cont-s), as in example (19). 
 
(16)  THE right-wing Hongkong and Kowloon Trades Union 
Council has split over a call from its president to abandon its 
anti-communist stance. (ICE-HK w2c-009) 
(17)  Studies in Chinese infants have shown that most newborns 
with serum bilirubin concentrations above 221 mmol/L can 
be identified by using the jaundice meter, which gives a 
reading of > 20. (ICE-HK w2s-023) 
(18)  Maybe the concept is hard to understand for some whose 
countries have not experienced loss in natural treasures to 
foreign aggression in the past few centuries (ICE-HK s2b-
040) 
(19)  The local kids, above, welcome visitors to what has become, 
with good reason, one of their country’s premier tourist des-
tinations (ICE-HK w2d-016) 
 
Figure 5.9.12. Distribution of semantic categories: ICE-HK (register and macro-genre 
differences) 
A first glance at the relative values for the different semantic readings in 
the two registers, as presented in Figure 5.9.12, suggests no manifest 
dissimilarity and indeed, differences between the two are not statistically 
significant. The same result is found for the vast majority of other rele-
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vant comparisons of macro-genres with the overall and register distribu-
tions as well as when compared register-internally, which suggests ho-
mogeneity of the data for this variable. One exception to this general 
pattern of ICE-HK is the result for non-printed writing. In this genre, 
indef-m and cont-c readings exceed one fifth of the PrPf tokens each, 
which renders its distribution significantly different from the overall 
breakdown (χ2 = 8.1824, df = 3, p < 0.05, φc = 0.117). 
 
Figure 5.9.13. Distribution of semantic categories: ICE-HK (detailed text categories) 
As could be expected, more dispersion can be observed when the indi-
vidual ICE text categories are taken into account (see Figure 5.9.13). 
Indef-s is the most frequent semantic reading in all types, but ranges of 
individual semantic categories vary considerably, particularly among the 
written texts. The overall variance in the latter is more than twice as high 
(σ = 0.10) as in the spoken categories (σ = 0.04). Specifically, both the 
lowest and the highest individual proportion for all four semantic cate-
gories can be allocated to a written text type and the text categories with 
empty cells are also all from writing. It could be supposed that this is 
merely due to lower token counts. In fact, this is not the case, as can be 
deduced from the values for reportage (w2c), a text category with 34 
tokens but a conspicuous pattern, with the highest individual value for 
indef-s and an empty cell for cont-c.266 
                                                          
266 On a related note, it emerges that the variance amongst the written categories still 
amounts to σ = 0.09 even if the values for reportage (w2c) or, alternatively, for letters (w1b; 
31 tokens), another category that yields a comparatively idiosyncratic distributional pattern, 
are disregarded. 
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5.9.5 Preceding time reference 
Figure 5.9.14. TR forms preceding the PrPf: ICE-HK 
The HKE sample also has only a limited set of preceding TR forms. It 
transpires from Figure 5.9.14 that PrTs, with more than three fifths of 
all tokens, is the most frequent option, while SPrPf occurs before nearly 
every fifth and SPst before every eighth PrPf form. All other TR forms 
apart from PrTp and F are very rare. 
 
Figure 5.9.15. TR forms preceding the PrPf: ICE-HK (macro-genre differences) 
As regards the distribution of preceding TR forms in the macro-genres 
of the HKE data, Figure 5.9.15 reveals that the range of the values for the 
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highly frequent individual TR forms (PrTs, SPst and SPrPf) is fairly 
narrow. Further, differences between the spoken and written parts of the 
corpus are not significant (relative values not shown in Figure 5.9.15). 
Preceding SPst forms are comparatively uncommon in non-printed 
writing, but none of the tests for differences comparing the absolute 
macro-genre values to the overall and register breakdown and to the 
corresponding register-internal genre yields a significant result. This 
indicates homogeneous distributions as regards preceding TR forms in 
the present HKE sample. 
5.9.6 Perfect-friendliness and text type effects 
Figure 5.9.16. Frequency of PrPf occurrences in ICE-HK registers and macro-genres 
(normalized frequency per 10,000 words) 
The PrPf-friendliness value (79 PrPfs/pttw) of the ICE-HK data is the 
second highest one overall, even exceeding the value for BrE. As in the 
majority of varieties, PrPfs occur more frequently in speech, while the 
difference between the two macro-genres that yield the most extreme 
values, dialogues (90) and non-printed writing (58), is immense (see 
Figure 5.9.16). 
That data points are highly dispersed in HKE also becomes clear 
from the standard deviation across the text types (σ = 36.45), which rep-
resents the highest value of all varieties. In detail, PrPf-friendliness 
scores vary between 28 (student writing; w1a) and 168 (persuasive writ-
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ing; w2e), which is the highest number for a single text type across the 
board. While the above hypotheses that HKE should be located at the 
lower end of the PrPf-friendliness scale overall and in informal speech 
are not confirmed by the data, learner effects are still very salient in stu-
dent writing. Thus, the overall results for the HKE data can be viewed as 
illustrative of a variety-internal continuum of PrPf occurrence frequen-
cies that is dependent on register and situation. Normalized PrPf fre-
quencies correlate most strongly with the AusE values (r = 0.76), another 
variety that emerges as relatively PrPf-friendly. 
 
Figure 5.9.17. Cluster dendrogram of similarity across ICE text categories in HKE 
The hierarchical cluster dendrogram (c = 0.73) displayed in Figure 5.9.17 
shows that in this dataset the spoken text types are all located toward the 
right of the representation, with the monologue and dialogue pairs each 
forming neat clusters. Significance testing in R reveals that the mono-
logue cluster, now including public dialogues (s1b), is significant. 
The non-hierarchical display in Figure 5.9.18 confirms the group-
ing of the spoken text types. They are all located on neighboring nodes 
which share a number of splits. Letters (w1b) is the closest written type, 
while, once again, creative (w2f) and student (w1a) writing are distant 
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from the remaining textual categories; the latter arguably as it strongly 
shows learner effects, that is, the avoidance of the complex PrPf con-
struction. Furthermore, we can conclude that the HKE data exemplify 
the close alignment of spoken texts as hypothesized by Biber & Conrad 
(2009: 261) in terms of structural homogeneity of the four categories as 
represented in ICE. 
 
Figure 5.9.18. NeighborNet of similarity across ICE text categories in HKE 
5.10 Indian English (phase 3) 
English has been present in India for over 400 years and, in terms of 
sheer speaker numbers, IndE can be viewed as one of the largest varie-
ties of English overall. The starting point of a more or less systematic 
relationship between India and Britain can be set in 1600, after which 
the East India Company established trade posts along the Indian coast. 
Gradually, political dominance of the area was also sought and the Brit-
ish Empire exerted control, first jointly with the East India Company 
(1784) and later on its own (1858). This went hand in hand with a step-
wise transformation of India into an exploitation colony. Movements for 
liberation (e.g. the “Swadeshi Movement” or Ghandi’s activities) in-
creased in strength from the beginning of the 20th century onwards and 
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eventually resulted in independence in 1947, when the Indian subconti-
nent was partitioned along religious lines into India and Pakistan. A 
constitution was introduced in 1950 and India has since developed into 
one of the biggest and most economically thriving democracies world-
wide, while many social issues and the political rivalry with Pakistan 
remain unsettled (Schneider 2007: 161–167). 
The main linguistic input to early IndE were Cockney and the 
Northern English dialects of mostly uneducated speakers. Missionary 
schools are recognized as the first vehicle to spread the language, but 
more and more English-medium schools were established in the course 
of time, particularly in urban regions. Approximately from the begin-
ning of the 19th century, both the indigenous elite and the colonial rulers 
acknowledged the benefits of a layer of bilingual Indians, albeit for dif-
ferent purposes (see Brutt-Griffler 2002: 39–60 for discussion), and a 
bilingual language policy was officially endorsed, later also including 
education of the middle class. Thus, it does not come as a surprise that 
English was still considered elitist and a sign of colonial oppression after 
independence and was to be replaced by Hindi as a national language. 
However, this never materialized for various reasons (see Dua 1996: 
560–564 for details) and in 1967 English was recognized as a co-official 
language in what is known as the “Three Language Formula” (see Vaish 
2008: 12–15). Currently, IndE is the native language of a small percent-
age of the Indian population only, while it mainly fulfills a utilitarian 
(typically, L2) function for the majority as ethnically neutral and eco-
nomically helpful language. Therefore, it has been labeled a “non-native 
institutionalized variety” (Sharma 2001: 344), as, in terms of (earlier) 
language contact, its speakers have “not [been] integrated into the origi-
nal TL (= target language; V.W.) speech community” (Thomason 2001: 
75). However, what distinguishes it from a number of other Asian varie-
ties of English is the fact that it cannot be categorized as an identity 
marker for its speakers. Along with a continuing strong presence of 
indigenous languages according to the Three Language Formula, this is 
mainly due to a persistent exonormative orientation toward BrE mod-
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els,267 even if nativized patterns and some minor indications of en-
donormative stabilization are clearly identifiable (Schneider 2007: 169–
173). 
In the area of grammar, and for PrPf usage in colloquial contexts 
in particular, some nativized preferences are salient. Above all, studies 
have found an overuse/extended functional range of the PrPf with some 
speakers of IndE. It can occur in environments where typically the SPst 
or the Past Perfect would be used (McArthur 2002: 322; Trudgill & Han-
nah 2008: 137; Schneider & Hundt 2012: 23; Werner 2013b: 230; see also 
sections 6.4 and 6.5). Others, however, have doubted that IndE patterns 
differently from BrE and AmE in this respect (Balasubramanian 2009: 
92–93).268 In addition, it has been found that, (i) similarly to other Asian 
varieties, perfect marking is sometimes absent and present forms and/or 
temporal adverbials (such as already) are used for marking tense and 
aspect relations instead (Sharma 2001: 367; Bhatt 2004: 1028; cf. Sharma 
2012) and that (ii) occasionally, reduced forms (such as I done it) are in 
evidence (Davydova 2011: 181). Many of these features are nicely illus-
trated in the following examples (see further Section 6.4): 
 
(1)  I never beat a student never my whole life (ICE-IND s1a-085) 
(2)  Then they do not bother about the taste they have just eat it 
and rush like that (ICE-IND s1a-077) 
 
Additionally, the different sequence of tense rules of the respective in-
digenous languages may exert an influence on the use of TR forms in 
IndE (Kachru & Smith 2008: 93–94). 
We can derive two main points from previous studies: First, due 
to the persistent exonormative orientation toward BrE, it is likely that the 
ICE-IND data yield PrPf-friendliness scores toward the high end of the 
                                                          
267 Sailaja (2009: 39–43) remarks that AmE influence (mainly through popular culture) 
might be increasing in the future. Note, however, that Dua (1996: 578ff) has diagnosed a 
continuing strong presence of the British Council in India, which in turn suggests persis-
tence of BrE norms in education. 
268 Quantitatively, this may be true. Qualitative differences in the cases where PrPfs are 
used in typical SPst contexts (e.g. with definite temporal adverbials) do exist, however (see 
Werner 2013b). 
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hierarchy, potentially even exceeding the values for BrE in some text 
types, as an extended functional range of the PrPf has been identified for 
IndE. However, some nativized features or patterns attributable to learn-
er effects may be salient in colloquial texts, so careful scrutiny of the 
influence of register, genre and text type is indispensable. Second, like 
in HKE, we should expect a high proportion of temporal specification in 
involved text types and determine the exact nature of that temporal spec-
ification. 
5.10.1 Temporal adverbials 
Figure 5.10.1. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-IND (register and macro-genre differences) 
The values for PrPf tokens in ICE-IND that are temporally specified by 
an adverbial are shown in Figure 5.10.1. Overall, fewer than one in five 
PrPfs are specified and the value for speech is particularly low compared 
to all other varieties under investigation. Accordingly, the difference 
between the aggregated spoken and written parts of the corpus compo-
nent is significant (χ2 = 4.4313, df = 1, p < 0.05, φc = 0.086). Within the 
former register, monologues is the macro-genre with the lowest specifi-
cation value and also the only genre that borders the 5% level of statisti-
cal significance when compared to the overall distribution (χ2 = 3.6556, 
df = 1, p = 0.056, φc = 0.07). Note, however, that effect sizes for both 
established significant differences are small. With specified tokens ex-
ceeding one quarter, non-printed writing is the macro-genre with the 
highest proportion of specified PrPfs. However, it is not significantly 
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different from the overall distribution, when compared to the respective 
register breakdown or register-internally. The same applies to all re-
maining macro-genres, which suggests relative homogeneity of the ICE-
IND data as regards temporal specification values. 
 
Figure 5.10.2. Proportion of PrPf occurrences with and without temporal specification by 
adverbial(s): ICE-IND (detailed text categories) 
A more diverse picture emerges from Figure 5.10.2, which displays the 
proportions for the individual ICE text types. As could be inferred from 
the preceding macro-genre analysis, temporally specified PrPfs are com-
paratively frequent in the involved (i.e. non-printed) written text types. 
Furthermore, instructional writing (w2d) shows a specification value 
well above average. Remarkably, the text type with the lowest values, 
scripted monologues (s2b), can be found among the spoken categories. 
Private dialogues (s1a) is the only spoken type whose specification value 
borders the written average, and this is quite striking in light of the find-
ings of previous studies on IndE (see above) and on other varieties (e.g. 
HKE), which suggested high(er) shares of specified tokens in the spoken 
categories. In the ICE-IND data, the usual correlation of spoken texts 
with a colloquial style (and the accordingly higher amounts of PrPf spec-
ification) seems to be suspended or at least weakened. 
Figure 5.10.3 below displays the relative frequencies of the vari-
ous types of temporal adverbials that occur in those PrPf tokens that are 
specified. Adverbials of span and duration (SP), as in example (3), are 
the majority variant, with more than two fifths of all instances. Adverbi-
als of time-position (TP), exemplified in (4), cover one third and those of 
sequence (SQ), exemplified in (5), less than one fifth of the relevant data. 
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Frequency adverbials (FR), as in (6), again represent the least common 
class. 
 
(3)  Well taking of hostages has been with us for sometimes (ICE-
IND s1b-024) 
(4)  That day also he has told us that in the middle of the copper 
wire we put a magnet (ICE-IND s1b-019) 
(5)  […] you have informed us earlier that ‘Mathematical Educa-
tion’ vol.7 no. 3-4 are still in press and you will send these is-
sues […]. (ICE-IND w1b-027) 
(6)  And one of the uh interesting thing that that happen in this 
Davis Cup ties I think that India has won the toss in every 
match (ICE-IND s2a-004) 
 
 
Figure 5.10.3. Types of PrPf adverbial specification: ICE-IND 
The proportions of the different types of adverbial specification, shown 
in Figure 5.10.4, diverge quite considerably, with TP, FR and SQ adver-
bials being more frequent in speech than in writing. Additionally, SP is 
not the most common type in the former register. Not unexpectedly, a 
Pearson Chi-square test shows that differences between the registers are 
statistically significant (χ2 = 12.333, df = 3, p < 0.01, φc = 0.351). Alt-
hough the relative values suggest otherwise at first glance, there are no 
outliers among the macro-genres (i.e. none of the tests for differences 
based on the absolute numbers yields a statistically significant result), 
which indicates homogeneity of the distributions. Note, however, that 
the results of the present analysis have to be interpreted with great care, 
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as the absolute counts are low. SQ adverbials are slightly more promi-
nent in dialogues, while the rare category of FR adverbials is completely 
absent from the two written macro-genres.  
 
Figure 5.10.4. Types of PrPf adverbial specification: ICE-IND (register and macro-genre 
differences) 
In the ICE-IND sample, the overall hierarchy for the types of temporal 
specification of PrPfs goes along the lines SP > TP > SQ > FR. Similarly 
to other Asian varieties of English (HKE, PhiE, SinE), we can observe a 
more pronounced usage of SQ adverbials in dialogues, which may be 
due to substrate influence (see above), although this tendency is not as 
clear as in the other varieties. A similar finding applies to the hypothesis 
that PrPf tokens in involved texts are more likely to be temporally speci-
fied. In the ICE-IND data, only the second hypothesis can be corroborat-
ed, while speech, apart from private dialogues (s1a), does not seem to 
rely on extensive temporal specification as could have been supposed 
from previous studies.269 
5.10.2 Aktionsart 
Figure 5.10.5 below displays the breakdown of the Aktionsart types of 
PrPf tokens in the ICE-IND data sample. It shows that achievement 
verbs, as illustrated in (7), are highly frequent, with nearly three out of 
                                                          
269 It is clear that basilectal and lower mesolectal data would probably contain higher rates 
of specification (for a qualitative analysis of examples see Section 6.5 and Werner 2013b).  
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five tokens. The relative frequency of activity verbs, as in (8), amounts to 
close to one in four and of state verbs, as in (9), to approximately one out 
of seven. Accomplishments, as illustrated in (10), are rare once again. 
 
(7)  Our ‘Third Generation Computer’ (Made in Heaven!) has ar-
rived! (ICE-IND w1b-005) 
(8)  When the assessee has followed a particular method of ac-
counting and has been regularly following it, the Income-tax 
Department must have sufficient material for rejecting the 
method of accounting. (ICE-IND w2a-015) 
(9)  Since time immemorial human society has felt the need for 
curbing its growth and this has led to the development of 
various contraceptive methods. (ICE-IND w2d-009) 
(10)  Smile to yourself until you have warmed your own heart with 
the sunshine of the cheerful continence that go out radiant 
your smile (ICE-IND s1a-001) 
 
 
Figure 5.10.5. Aktionsart categories of main verbs in PrPf constructions: ICE-IND 
Some dispersion is in evidence with regard to the relative shares of the 
Aktionsart categories in IndE, as shown in Figure 5.10.6. However, the 
distributions for speech and writing are not significantly different from 
each other. Likewise, the macro-genre analysis shows relative uniformi-
ty, while activity verbs are noticeably more common in printed writing. 
The latter therefore is the only genre where a Pearson Chi-square test 
borders the 5% level of significance when its distribution is compared to 
the overall breakdown (χ2 = 7.4325, df = 3, p = 0.059, φc = 0.102). In sum, 
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no strong effects of register or genre on the distributions of the Aktion-
sart classes of PrPf verbs are in evidence. 
 
Figure 5.10.6. Aktionsart categories of main verbs in PrPf constructions: ICE-IND (register 
and macro-genre differences) 
A pattern that is not unexpected in light of the results for a number of 
other Asian varieties (e.g. HKE) can be seen in Figure 5.10.7. The distri-
butions of the spoken text types are relatively consistent (σ = 0.03), while 
more variance occurs in the written text types (σ = 0.07). Yet, while fre-
quencies vary, achievement verbs are the most frequent Aktionsart cate-
gory across the board and the ranking of the categories (achieve-
ments > activities > states > accomplishments) is also similar in all texts. 
 
Figure 5.10.7. Aktionsart categories of main verbs in PrPf constructions: ICE-IND (detailed 
text categories) 
An exception is student writing (w1a), where state verbs are the second 
most frequent category. This finding relates to an observation from an 
earlier study that found state and activity verbs to be highly frequent 
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Aktionsart categories with the PrPf in learner English (Liszka 2003: 18) 
and thus suggests the presence of a learner effect, which seems plausi-
ble for this text category in particular. 
5.10.3 Sentence type 
 
Figure 5.10.8. Distribution of sentence types: ICE-IND 
More than nine out of ten PrPfs in the ICE-IND data occur in positive 
statements (see Figure 5.10.8). The remaining PrPfs surface in negative 
sentences and a small portion in questions, as examples (11) and (12) 
illustrate. 
 
(11)  The report is very clear that we have not mentioned any life 
member because we have uh stopped enrolling life members 
since nineteen seventy-four (ICE-IND s1b-080) 
(12)  So you have started dealing with your patients and all? (ICE-
IND s1a-090) 
 
Figure 5.10.9 shows that the relative frequencies for the sentence types 
in which PrPfs occur do not diverge to a great extent between the two 
modes of discourse and, indeed, the differences are not significant. 
More variance is present in the macro-genres. The number of questions 
in dialogues is twice the overall figure, but they do not surface in mono-
logues and non-printed writing. 
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Figure 5.10.9. Distribution of sentence types: ICE-IND (register and macro-genre differ-
ences) 
In monologues, PrPfs in negative sentences are also comparatively rare; 
PrPfs almost exclusively occur in positive sentences, making mono-
logues a conspicuous genre. This impression is confirmed by Pearson 
Chi-square tests, which reveal that the breakdown for monologues is 
significantly different from both the overall (χ2 = 5.9745, df = 2, p < 0.05, 
φc = 0.09) and the written (χ2 = 5.9745, df = 2, p = 0.050, φc = 0.104) dis-
tribution as well as when compared register-internally with dialogues 
(χ2 = 11.541, df = 2, p < 0.01, φc = 0.172). Given, however, that effect 
sizes are partly weak and that no other significant differences are evident 
when register and macro-genre distributions are contrasted, it appears 
that only some minor effects of register and genre on the distribution of 
sentence types where PrPf tokens occur are present in ICE-IND. 
 
Figure 5.10.10. Distribution of sentence types: ICE-IND (detailed text categories) 
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Text types also exert some influence on the distributions, as Figure 
5.10.10 reveals. Questions occur in three types only. As could be ex-
pected, these are the two dialogue types (s1a; s1b) as well as reportage 
(w2c). Note, however, that the relative value for the last text type trans-
lates into a single token, which is arguably used for some kind of rhetor-
ical purpose: 
 
(13)  But, will this sudden burst of enthusiasm be optimally uti-
lized by the Board, which at best, has remained non-
functional? (ICE-IND w2c-019) 
 
Negatives are particularly salient in private dialogues (s1a), instructional 
(w2d) and, most markedly, creative (w2f) writing, where again direct 
speech and thought is imitated. 
5.10.4 Semantics 
 
Figure 5.10.11. Distribution of semantic categories: ICE-IND 
From the overall proportions of the four semantic categories in ICE-
IND, presented in Figure 5.10.11, we can see that indefinite single 
act/event readings (indef-s), as in (14), with close to two thirds of all 
PrPfs are again the majority variant. Continuative state readings (cont-s), 
as in (15), are the second most frequent category, while the shares of 
continuative acts/events (cont-c), as in (16), and indefinite multiple acts 
(indef-m), as in (17), are virtually equivalent, with approximately one in 
nine tokens each. 
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(14)  In Rajasthan the striking lawyers have decided to call off 
their state wide agitation from tomorrow (ICE-IND s2b-009) 
(15)  Important artistic movements in our century, from surreal-
ism, expressionism and futurism, to abstract art, have felt 
the need to have a dialogue with cinema. (ICE-IND w2b-006) 
(16)  I have worked so hard to fulfil that dream and now you are 
telling me that you won’t go for your specialisation! (ICE-
IND w2f-015) 
(17)  In some sense uh even countries which don’t have uh plan-
ning in the sense that we have used this word uh still have to 
plan their micro-economy (ICE-IND s1b-026) 
 
Figure 5.10.12. Distribution of semantic categories: ICE-IND (register and macro-genre 
differences) 
Figure 5.10.12 displays the breakdown of the semantic categories for the 
registers and macro-genres in the IndE sample. It reveals that the highly 
frequent indef-s category is less prominent, while all other classes are 
consistently more common in writing and, on aggregate, these differ-
ences clearly reach the level of statistical significance (χ2 = 10.614, df = 3, 
p < 0.05, φc = 0.135). A closer look at the macro-genres indicates that the 
dispersion of the percentages for individual semantic categories among 
the genres is not very marked but that printed writing stands out in that 
its value for indef-m is at least twice as high as in the other genres. Ac-
cordingly, a Pearson Chi-square test based on the absolute numbers 
shows that its breakdown is significantly different from the overall 
breakdown (χ2 = 9.9458, df = 3, p < 0.05, φc = 0.119). Thus, with regard to 
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the homogeneity of the data, some register and genre effects on the 
distribution of the semantic categories can be observed in ICE-IND. 
 
Figure 5.10.13. Distribution of semantic categories: ICE-IND (detailed text categories) 
The detailed view of the percentages of the semantic categories in the 
various ICE text types, as presented in Figure 5.10.13, shows that indef-s 
readings are consistently the most frequent variant. However, there is 
considerable variance among the percentages. All extreme values (e.g. 
the high proportion of indef-m and the small share of cont-s in instruc-
tional writing (w2d)) can be found within the written text types. That the 
distributions in the spoken text types are more uniform is further illus-
trated by the fact that the overall variance is nearly three times as high in 
writing (σ = 0.08) compared to the aggregated average value for the spo-
ken texts (σ = 0.03). 
5.10.5 Preceding time reference 
It is apparent from Figure 5.10.14 that in the IndE data only a restricted 
set of preceding TR forms occurs in noticeable quantities. Specifically, 
PrTs covers more than half of all tokens, while the share of SPrPf forms 
exceeds one fifth and SPst forms surface before fewer than every sixth 
token. The proportions of the remaining preceding TR forms, apart 
from PrTp and F, are negligible. 
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Figure 5.10.14. TR forms preceding the PrPf: ICE-IND 
Figure 5.10.15 reveals some variance in the percentages of the highly 
frequent TR forms, PrTs, SPst, and SPrPf. None of the distributions of 
the individual macro-genres is significantly different from the overall 
and the respective register breakdown or when compared register-
internally. However, the aggregated register breakdowns are significant-
ly different from each other (χ2 = 20.587, df = 7, p < 0.01, φc = 0.189; 
relative frequencies not shown in Figure 5.10.15). Thus, the overall uni-
formity of these distributions in the ICE-IND data is somewhat restrict-
ed by register effects. 
 
Figure 5.10.15. TR forms preceding the PrPf: ICE-IND (macro-genre differences) 
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5.10.6 Perfect-friendliness and text type effects 
Figure 5.10.16. Frequency of PrPf occurrences in ICE-IND registers and macro-genres 
(normalized frequency per 10,000 words) 
Among the varieties under investigation, IndE has the second highest 
overall PrPf-friendliness score (86 PrPfs/pttw), a finding which is in line 
with previous research that has found high usage rates for the PrPf in 
IndE (see above). Figure 5.10.16 shows a particularly high frequency for 
speech, where the value for the ICE-IND sample (111) is the highest 
across the board. The written genres, in contrast, are less PrPf-friendly. 
The latter result, too, tallies with findings from an earlier corpus-based 
register study (Balasubramanian 2009: 92–93, 157). 
The dispersion of the normalized PrPf frequencies is above aver-
age (σ = 33.10) and the text types with the most extreme values are crea-
tive (w2f; 31) and persuasive (w2e; 140) writing. The strongest correla-
tion of the normalized frequencies is in evidence with IrE (r = 0.87), 
although it has to be noted that a number of further correlations with 
other more PrPf-friendly L1 varieties, such as BrE (r = 0.85) and AusE (r 
= 0.84), are also strong. 
The cluster dendrogram (c = 0.56) presented in Figure 5.10.17 
shows a mixed result with regard to the associations between text catego-
ries. Three out of the four spoken types appear toward the right of the 
graphical representation but scripted monologues (s2b) seems to repre-
sent an outlier. 
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Figure 5.10.17. Cluster dendrogram of similarity across ICE text categories in IndE 
Scripted monologues (s2b) aside, the partial alignment between the 
other spoken text types is illustrated in the non-hierarchical Neighbor-
Net representation, which is shown as Figure 5.10.18.  
Figure 5.10.18. NeighborNet of similarity across ICE text categories in IndE 
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They cover neighboring nodes or are at least not distant from each other. 
A post-hoc test applied to the dendrogram in Figure 5.10.17 above shows 
further that public dialogues (s1b) and unscripted monologues (s2a) 
form a significant cluster. The conclusiveness of this result is weakened 
by the fact that the test also identified a significant cluster that contains 
all written text categories apart from creative writing (w2f) and letters 
(w1b), one of the involved written text categories. The latter once again 
appears close to the spoken types in Figure 5.10.18. Further clear outli-
ers are the informational categories persuasive (w2e) and, most marked-
ly, creative (w2f) writing. All things considered, we can conclude that the 
ICE-IND data sample, too, yields relative homogeneity of the spoken text 
types with regard to distributions of various factors determining the 
PrPf. Written texts, in contrast, show more variability, a finding that 
could be expected following Biber & Conrad (2009: 261). 
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6 The broader perspective 
This section of the study presents a general approach toward assessing 
the divergence or overlap of varieties of English by way of comparing the 
various internal and external variables that were coded in occurrences of 
the PrPf. Therefore, it complements the preceding analyses by providing 
a bird’s eye perspective on the data and abstracts away from a variety of 
singular observations. Rather than repeating each step of the individual 
analyses of the previous sections (temporal adverbials, Aktionsart, etc.) 
with the aggregated data from the ten World Englishes, it primarily re-
lies on cluster and phylogenetic analysis. This is mainly due to the fact 
that these two methods have proven particularly apt for establishing 
latent structure in large sets of data such as the present one (see Chapter 
4). In addition to an overall comparison of varieties, the structure of the 
ICE data further allows us to establish register, genre and text type ef-
fects, which is the second key aspect. This should help us to better tackle 
the following issues: 
 
- Does the PrPf represent a core feature of English or are the pat-
terns of usage (assessed by the language-internal factors) variable 
across varieties? 
- Do theoretical notions such as areoversals or varioversals (adapted 
from Szmrecsanyi & Kortmann 2009) or variety types (according 
to Kachru’s circles or Schneider’s 2007 model) play a part in the 
variation? 
- Or is variation determined rather by further structural factors 
such as register, genre or text types? 
 
Another dimension that emerged in the course of the previous analyses 
and that may be of importance for the overall picture is the contrast 
between involved (dialogues, monologues, non-printed writing) and 
informational texts (printed writing) in the sense of Biber (1988). 
The chapter concludes with three case studies (i) on surface forms 
that can be used as alternatives to the PrPf and their semantic and 
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pragmatic properties, (ii) on the combinability of temporal adverbials 
with the PrPf and the SPst and (iii) on evidence in ICE for usage of the 
PrPf as a tense that claims territory from the SPst. A discussion of the 
findings will follow in Chapter 7. 
6.1 Overall comparison of varieties  
The first point to investigate is the overall similarity of the varieties con-
tained in our data. Based on the outcome of a hierarchical cluster analy-
sis and of the NeighborNet view, it should become evident whether vari-
eties (or groups of varieties) show the same intra-linguistic patterns as 
regards PrPf usage. The dendrogram (c = 0.85) presented in Figure 6.1 is 
based on a matrix with 10 x 312 cells established from the number of 
varieties multiplied by the number of individual factors such as type of 
temporal adverbial, Aktionsart of the main verb, preceding tense, etc. (26 
values for each of the 12 text categories recognized in ICE). 
 
  
Figure 6.1. Cluster dendrogram of similarity across ICE components (language-internal 
factors) 
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Figure 6.1 provides a number of insights. First of all, it is apparent that 
neat clusters according to established variety type categorizations, for 
example L1 varieties such as BrE, CanE and AusE clustering together 
separately from L2 varieties such as PhiE, SinE and HKE, cannot be 
found in the present data. This seems surprising at first sight, but is very 
much in line with the findings of other corpus-based studies that cover 
domains such as the progressive (Hundt & Vogel 2011: 153) or progres-
sive passives (Hundt 2009). Second, AusE is a notable outlier, apparently 
differing from the remaining varieties, which cluster closely in the high-
lighted area. Note, however, that the absolute height value even for the 
most dissimilar variety, AusE, is low (just exceeding 0.40), which is a 
first indication of the relative overall homogeneity of the varieties.270 The 
large cluster includes varieties of all types and there is no evidence of a 
special status for transplanted L1 (phase 5) varieties, such as NZE, CanE 
or IrE, as they freely cluster with L2 varieties. Nor can geographical sig-
nals be observed. It is noteworthy that BrE forms a subcluster with IndE, 
the L2 variety that arguably still possesses a considerable degree of ex-
onormative orientation toward BrE and that is considered to be in phase 
3 of Schneider’s (2007) phase model of Englishes (see Section 5.10). The 
phase 5 varieties can be found both in combination with each other 
(NZE/IrE) and clustering with L2 varieties (NZE/PhiE/IrE; 
CanE/IndE/BrE), while the rightmost cluster consists of L2 varieties that 
can be assigned to both phase 3 (HKE) and 4 (SinE, JamE) in Schnei-
der’s terms. This suggests that patterns of usage are not sensitive to 
variety type, or that this effect is only marginal and clearly one of ten-
dency rather than an absolute split when varieties are considered global-
ly. 
As previous sections demonstrated the value of complementing 
hierarchical dendrograms with non-hierarchical representations, I will 
proceed accordingly. 
 
                                                          
270 The relative homogeneity of the varieties could be confirmed by a multiscale bootstrap 
resampling approach in R, which identifies a single significant cluster (NZ/PHI) at a lower 
level only. 
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Figure 6.2. NeighborNet of similarity across ICE components (language-internal factors) 
Figure 6.2 reveals that the importance of variety types might be un-
derrepresented in the previous dendrogram. Generally speaking, the L1 
varieties all group toward the right side of the network representation. A 
number of the apparent splits deserve closer inspection. First, one 
grouping that emerges comprises transplanted L1s (IrE and the Antipo-
dean varieties) and PhiE. The remaining transplanted L1, CanE, is also 
close, but first shares a split with BrE. The L2 varieties align with BrE, 
while the data show that SinE and JamE, varieties that have further de-
veloped along the evolutionary circle (phase 4), share a split before they 
merge with the other L2s and BrE, the colonial ancestor. However, what 
is most striking is the star-like shape of Figure 6.2, which indicates that 
all varieties (with the possible minor exception of AusE) are approxi-
mately equidistant from one another. In other words, they differ by ap-
proximately the same amount, while having many shared characteristics. 
There are three possible explanations for this outcome. The rela-
tive homogeneity in distances between the varieties may be due either to 
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(i) the compilation principles of the ICE components, or (ii) a persistent 
strong exonormative influence of BrE, or (iii) the status of the PrPf as a 
core feature of the grammar of all varieties of English. While (ii) can 
most likely be rejected as a universally valid justification, as the outlier, 
AusE, is of a different variety type and some of the varieties have been 
oriented toward AmE (notably, PhiE, CanE and arguably JamE; cf. Sand 
1999; see also Section 6.5), (iii), in interaction with (i), appears to provide 
the most probable account. ICE includes data from speakers who have at 
least finished formal English-medium secondary-school education, and 
are considered speakers of “‘educated’ or ‘standard’ English” (Green-
baum 1996b: 6). Within this type of educated English, which can be 
found across varieties of all types and locations, the patterns of usage for 
the PrPf are very similar when viewed globally (with some minor excep-
tions). Therefore, it seems legitimate to postulate the interim synopsis 
that the PrPf represents a globalized or core feature271 of the grammar(s) 
of Englishes worldwide, although it has to be kept in mind that a differ-
ent picture may emerge when social and dialectal variation or generic 
perfect contexts (allowing for other surface forms; see Section 6.4) are 
taken into account (see also Winford 1993; Miller 2000; Davydova 2011). 
The interpretation of the PrPf as a variety-independent core feature, 
however, may also have to be qualified after a more fine-grained analysis 
as in section 6.2.  
6.2 Register, genre and text type effects 
As has been shown throughout the preceding sections, the design of the 
ICE data enables us to track the effects of language-external categoriza-
tions such as register, macro-genre or text type on the distribution of 
individual factors. The same applies for the global analysis of the PrPf 
according to these dimensions. 
 
                                                          
271 This definition of core is markedly different from that provided by van Rooy (2009). He 
tries to establish the “shared core” of the PrPf across a selection of L1 and L2 varieties and 
concludes that the most prototypical meanings of the PrPf are temporal (e.g. sequence of 
two events, non-continuativeness) while elaborations on these central meanings are more 
aspectual (e.g. terminativeness) in character. 
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Figure 6.3. Cluster dendrogram and NeighborNet of similarity across ICE components 
(language-internal factors): speech 
The dendrogram presented in the top half of Figure 6.3, which shows 
similarities across the spoken parts of the corpus components, is based 
on a matrix with 10 x 104 cells established from the number of varieties 
multiplied by the number of individual factors (26 values for each of the 
four spoken text categories recognized in ICE). It reaches a very high c-
value (0.98), which indicates that the graphical output represents the 
actual data structure as contained in the matrix almost perfectly. 
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Figure 6.4. Cluster dendrogram and NeighborNet of similarity across ICE components 
(language-internal factors): writing 
The top part of Figure 6.4 shows the dendrogram (c = 0.86) for the writ-
ten counterpart. It is based on a matrix with 10 x 208 cells established 
from the number of varieties multiplied by the number of individual 
factors (26 values for each of the eight written text categories recognized 
in ICE). 
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A comparison of the two registers provides a number of insights. 
First, it is evident from figures 6.3 and 6.4 that neither a clear-cut align-
ment of varieties of the same type nor geographical signals can be ob-
served (except for the rightmost cluster in Figure 6.3 that contains only 
L1s). Second, the above finding of a relative homogeneity across the 
varieties naturally also applies from the perspective of register. 
In the dendrogram of the spoken parts (Figure 6.3), ICE-SIN con-
stitutes the only outlier, while the remaining varieties form a close clus-
ter (as highlighted in the figure). A post-hoc test reveals that only the 
JA/NZ/PHI subcluster is significantly different from the rest. Corre-
spondingly, the NeighborNet shows that all varieties apart from SinE 
and, less clearly, IndE, group around an imagined center with only a few 
split signals, while the JA/NZ/PHI triplet is slightly displaced to the left. 
A similar picture emerges for the written part (Figure 6.4). Here, the 
AusE data surface as the only outlier in the hierarchical cluster dendro-
gram, while a post-hoc multiscale bootstrap test yields no significant 
clusters. The NeighborNet view, which is approaching a star-shaped 
figure, further validates the comparative uniformity of the differences 
between varieties in this mode of discourse as well. Groupings in terms 
of neighboring varieties of the same type or geographical location are not 
evident. 
The next step in the analysis is to consider potential macro-genre 
effects; that is, to test whether the macro-genre categories group together 
across varieties. The related hierarchical dendrogram is shown in Figure 
6.5 below.272 Some groupings can be identified in there, at least in ten-
dency. The leftmost cluster (3/3) and that labeled A (11/12) almost ex-
clusively contain dialogues (DIA) and non-printed writing (NPW), which 
in many instances can also be seen as a sort of dialogic genre (as repeat-
edly exemplified in the analysis of individual varieties above). In con-
trast, nine out of the ten monologue (MON) leaves can be found in clus-
                                                          
272 The c-value of this representation is 0.77. Due to their differing sizes (two text types in 
dialogues, monologues and non-printed writing, six in printed writing), the comparison of 
the macro-genres had to rely on the aggregated relative values rather than on the detailed 
values for each text type contained. This in part also explains the comparatively low value 
of the coefficient. 
311 
 
ter B, which is otherwise dominated by printed writing (PW; 10/10), 
while dialogues (2/10) and non-printed writing (3/10) are rare. 
 
Figure 6.5. Cluster dendrogram across ICE components (language-internal factors): macro-
genres 
The association of the monologue and printed writing macro-genres is 
unexpected; thus, a NeighborNet representation (Figure 6.6) was com-
puted to test whether this is an artifact of the hierarchical representation 
or rather a genuine alignment. Note in that respect that a multiscale 
bootstrap test for the significance of clusters in R returns a somewhat 
inconclusive result (not shown in Figure 6.5), with significant clusters 
that contain at least three different macro-genres. This would suggest 
that, overall, macro-genre effects are not manifest. 
The NeighborNet in Figure 6.6 by and large confirms the results 
of the preceding hierarchical analysis. However, some tendencies with 
regard to the groupings can be identified. The majority (7/10) of the 
non-printed writing nodes can be found toward the left, sharing a num-
ber of splits. While most dialogues group toward the bottom of the rep-
resentation, printed writing nodes are oriented toward the right. Thus, 
A B 
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printed writing can be viewed as the only macro-genre in which the 
individual nodes are closest to each other and thus most consistent (see 
also Figure 6.7, which shows a star-shaped NeighborNet that compares 
printed writing only). Monologues (with the exception of GB, IND and 
SIN) appear toward the bottom right. Also noteworthy in the bottom 
right corner is that macro-genre nodes of all four types are present. 
 
Figure 6.6. NeighborNet of similarity across ICE components (language-internal factors): 
macro-genres 
 
 
Figure 6.7. NeighborNet of similarity across ICE components (language-internal factors): 
printed writing 
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In sum, rather than a neat alignment of the same macro-genres from 
the different varieties, the NeighborNet (Figure 6.6) suggests a bipartite 
division between printed writing and the remaining categories. Whether 
this division, which could be relabeled “involved” versus “informational” 
in Biber’s (1988) terms (cf. Section 4.1), can actually be verified is tested 
with regrouped data in a separate section below (see Section 6.3). One 
could also argue that, as in the above analysis of the cluster dendrogram, 
we have a division between dialogues/non-printed writing and mono-
logues/printed writing. What speaks against this interpretation is the 
fact that one quarter of the nodes from the dialogues/non-printed writ-
ing pairing can be found among the nodes of the monologues/printed 
writing grouping. Further, while monologues appear to be closely 
aligned with printed writing, the majority of the relevant nodes are also 
close to dialogue nodes, such as those for ICE-NZ/JA/IND/CAN/ 
IRL/GB. The macro-genres other than printed writing are internally 
much less homogeneous, but there are also no observable areal effects 
or alignment according to variety types, as the following NeighborNets 
show: 
 
 
Figure 6.8. NeighborNets of similarity across ICE components (language-internal factors): 
dialogues/monologues/non-printed writing 
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As a final step, I now proceed to the analysis of potential effects of the 
twelve text types in the ICE data. This enables us to compare the similar-
ity of the individual text types in each variety across the whole dataset. As 
with the analysis in the preceding section, this should clarify whether 
matching text types (or groups of text types) show the same intra-
linguistic patterns; in other words, whether distributional patterns are 
sensitive to the ICE text categories. The dendrogram (c = 0.85) presented 
in Figure 6.9 is based on a matrix comprising 120 x 26 cells established 
from the number of individual text categories (12 categories x 10 varie-
ties) multiplied by the number of individual factors, such as type of tem-
poral adverbial, Aktionsart of the main verb, preceding tense, etc.  
As could be expected, variation across text categories, as indicated 
by the maximum height values where clusters merge, is more pro-
nounced than across regional varieties, modes of discourse and macro-
genres. In addition, the dendrogram yields a number of interesting ob-
servations. 
First, it emerges that some texts of the same type are relatively 
homogeneous in terms of their distributions of the internal factors. That 
is, they appear in adjacent or even identical clusters. Above all, the vast 
majority (37/40) of the spoken texts (with AUS-s1a, SIN-s1a and IND-
s2b representing outliers) can be found within a single cluster (labeled B 
in Figure 6.9). The homogeneity of this group does not come as a major 
surprise, especially after the analysis of the individual varieties, which 
showed that spoken texts in general align more closely than written ones 
(see sections 5.1 to 5.10 above). In addition, within cluster B spoken texts 
account for nearly three fifths of the leaves, such that this cluster can 
clearly be categorized as “spoken”. Some further observations within the 
clusters at a subordinate level confirm this view. Cluster B1 almost ex-
clusively (24/30) consists of spoken categories. Cluster B3 predominant-
ly (8/11) contains private dialogues (s1a), while cluster B4 principally 
(15/19) comprises the spoken categories public dialogues (s1b) and 
monologues (s2a and s2b).  
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Figure 6.9. Cluster dendrogram of similarity across ICE text types (language-internal 
factors) 
 B 
A 
B1 
B2 
B3 
B4 
B5 
C 
C1 
C2 C3 
D 
D1 
D2 
D3 
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As mentioned above, the remaining spoken texts (apart from the three 
outliers) are all contained in cluster B2, although it must be conceded 
that spoken texts are less dominant in this cluster, with the distribution 
between spoken and written texts (13/35) nearing the default distribu-
tion of ICE (1/3 spoken versus 2/3 written).273 Note that the distribution 
of the leaves is clearly not sensitive to variety type. 
Written texts are to be found exclusively in cluster A and concen-
trate in the clusters toward the right of the dendrogram. Again, the 
members of some text categories can be found in the same clusters, 
while others are distributed more randomly. To be precise, cluster B5 
comprises 7/10 varieties for popular writing (w2b), cluster D comprises 
7/10 for creative writing (w2f) and cluster D3 comprises 6/10 for persua-
sive writing (w2e). Further trends are in evidence for the grouping of 
instructional writing (w2d) with 4/10 in cluster C, letters (w1b) with 4/10 
in cluster C1 and academic writing (w2a) with 5/10 in cluster D2. Split 
clusters emerge for (i) student writing (w1a) with 5/10 in cluster D and 
3/10 in cluster C, (ii) creative writing (w2f) with 3/10 in cluster A and, as 
mentioned above, the remaining leaves in cluster D, and (iii) reportage 
(w2c) with 4/10 in cluster B5 and 4/10 closely grouped in cluster C3. 
Like the findings for the spoken texts, the distribution of the leaves in 
the dendrogram does not seem to be susceptible to variety or variety type 
effects. 
In sum, we can see that in the hierarchical cluster analysis the 
grouping of the various text types at different height levels is not ran-
dom. This is especially true for the spoken categories, which are closely 
aligned. The picture becomes even clearer once we apply the broader 
ICE categories. Dialogues (14/20) and, less obviously, monologues 
(10/20) cluster in B1, while more than half of the texts included in non-
printed writing agglomerate in clusters C and D1 (11/20). Printed writ-
ing, which comprises a wide range of different text types, is more diverse 
                                                          
273 The proportions are reverse when taking into account the word count for the spoken 
(3/5 of the data; c. 600,000 words) versus written (2/5 of the data; c. 400,000 words) sec-
tions for each ICE component. However, this has no direct implications for the cluster 
analysis based on the given text categories. 
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overall but dominates in B2 (18), C2 (7), D2 (20) and A (5; overall: 
50/60).  
In addition, if we change the perspective to informational (printed 
writing) versus involved (the remaining text types) in the sense of Biber 
(1988), it is worth noting that 54 out of the 60 leaves that can be counted 
as involved are located in the aggregated cluster B+C, pointing to a po-
tential division of the data along these lines (see also the next section). 
However, a test for the statistical significance of the clusters in R returns 
only a few clusters on a lower level. No clear division (e.g. with a signifi-
cantly different cluster B, the one labeled “spoken” above) can be found, 
which in turn suggests that – with the exception of a few outliers – the 
data are homogeneous even from a more fine-grained perspective, alt-
hough some (mostly non-significant) groupings can be observed.  
The non-hierarchical view presented in Figure 6.10 below com-
plements the previous analysis and offers some additional insights. 
Above all, in this graphical representation, too, no geographical signals 
or groupings according to variety types can be seen. While in the left 
third of the intricate NeighborNet the nodes are close (despite the pres-
ence of many splits due to the extensive number of taxa/nodes), as a 
general trend, the further we go to the right, the more distinctive the 
nodes become and a number of outlier groups can be established. First, 
creative writing (w2f) as a whole (10/10) seems to be distant from the 
imagined center, while its members are also comparatively dissimilar 
from one another. On the right, other, smaller groups which are con-
spicuous are persuasive (w2e; 6/10), academic (w2a; 6/10) and, less 
clearly, student (w1a; 5/10) writing. Second, categories with intermediate 
distances to the imagined center are instructional writing (w2d; 8/10 in 
two groups of four at the top and the bottom) and, again less clearly, 
letters (w1b; 5/10). Third, private dialogues (s1a; 7/10) assemble at the 
bottom and unscripted monologues (s2a; 7/10) at the top of the left 
third. Further, in relation to the spoken cluster identified above, it is 
worth noting that the vast majority of all spoken text types (37/40) can be 
found in this same area. At first sight, this indicates a clear split along 
the lines spoken (left) versus written (right). In fact, all nodes from pop-
ular writing (w2b) and reportage (w2c) are also located in the left third 
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semicircle; thus, this seems to be a split that is relative rather than abso-
lute, or at least one that comes with certain qualifications. 
 
Figure 6.10. NeighborNet of similarity across ICE text categories 
319 
 
6.3 Involved versus informational texts 
As indicated repeatedly in the previous sections, the findings by and 
large support the hypothesis of the PrPf as a core feature of English. 
Furthermore, in the course of the investigation it became clear that, 
rather than considering as dimensions of variation only those distinc-
tions provided by ICE (that is, modes of discourse, macro-genres and 
text types), alternative divisions such as Biber’s (1988) “Dimension 1” 
(“involved” vs. “informational”; see sections 4.1 and 5.1.4 above for the 
attribution of ICE macro-genres to either category) may have an effect as 
well (see also Xiao 2009: 441). Whether the reorganization of the corpus 
data according to this distinction yields any meaningful results is tested 
below. 
 
Figure 6.11. Cluster dendrogram across ICE components (language-internal factors): 
involved vs. informational 
The cluster dendrogram (c = 0.78), as presented in Figure 6.11, shows a 
neat two-way grouping, as highlighted. All involved leaves can be found 
in the left cluster while all informational leaves can be found on the 
right. On the basis of the dendrogram, therefore, we can tentatively es-
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tablish a meaningful division along the dimension involved versus in-
formational. 
In the NeighborNet (see Figure 6.12), all involved nodes group 
toward the left while all informational nodes can be found toward the 
right. The seemingly elegant picture is somewhat tarnished by the fact 
that some pairs of individual nodes from different categories are closer 
to each other than to the remaining members of their respective group 
(as is the case, for instance, for the involved node of AusE and the in-
formational node of CanE). Note in this respect that a significance test in 
R for the clusters in the above dendrogram (Figure 6.11) indeed reveals 
two large significant clusters along the general lines involved versus 
informational, but that these clusters also contain some “foreign matter” 
in the guise of leaves that belong to the other category than the remain-
ing leaves (i.e. clusters that again are significantly different from the 
remaining ones, e.g. the involved nodes of AusE, SinE and IndE), which 
ties in with the results from the NeighborNet. Still, the non-hierarchical 
representation largely confirms the finding from the cluster dendrogram 
above. 
 
Figure 6.12. NeighborNet of similarity across ICE components (language-internal factors): 
involved vs. informational 
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The difference between involved and informational texts cannot be re-
duced to one particular variable. It is rather grounded in different distri-
butions for individual factors or groups thereof. First of all, note that the 
differences for all groups are significant, except with respect to the pres-
ence or absence of temporal specification. However, this finding has to 
be qualified due to the large size of the samples, so that the differences 
amount to weak effects (φc = 0.065 or less) only. The only group that 
emerges with a meaningful value is type of temporal specification 
(χ2 = 21.412, df = 3, p < 0.001, φc = 0.127). In detail, the values for speci-
fication for time-position (TP) are higher by one third and for adverbials 
of sequence (SQ) in fact twice as high in the involved texts, while specifi-
cation for span and duration (SP) is less prominent (see Figure 6.13).274 
 
Figure 6.13. Types of PrPf adverbial specification: involved vs. informational texts 
                                                          
274 A chi-square test for significance with given probabilities (chisq.test function in R; prob-
abilities are 7/10 for involved and 3/10 for informational texts according to the word count 
of the respective categories) shows that individual differences in absolute counts of TP 
(χ2 = 19.5243, df = 1, p < 0.001) and SQ (χ2 = 18.786, df = 1, p < 0.001) are highly signifi-
cant, while those in SP are not. 
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Furthermore, there are noticeable differences in the relative values,275 
which thus contribute to the structural contrast in the following individ-
ual variables compared to other groups:  
 
(i) for Aktionsart: activity verbs, which are more prominent in 
informational texts (involved: 36.3%;  informational: 40.5%; 
differences are not significant); 
(ii) for semantic readings: indefinite single acts, which are more 
frequent in the involved domain (involved: 64.7%;  informa-
tional: 58.3%; χ2 = 25.5695, df = 1, p < 0.001); and  
(iii) PrTs and SPst as preceding TR forms; the former occurs 
more frequently in involved texts (involved: 60.2%; informa-
tional: 56.0%; χ2 = 25.7218, df = 1, p < 0.001). 
 
The salience of PrTs is arguably due to the more present-oriented dis-
course of involved texts, while SPst occurs more frequently in informa-
tional material (involved: 13.3%; informational: 21.0%; χ2 = 13.4966, 
df = 1, p < 0.001), arguably testifying to the stronger orientation of in-
formational texts toward the past. 
6.4 Case study 1: Alternative perfect forms 
This section provides a qualitative analysis of a selection of alternative 
surface forms276 that occur in perfect contexts in different varieties of 
English. Variation with the SPst or the PrTs as alternative forms or level-
ing between the PrPf and the SPst as occurring in L2 varieties (Kort-
mann & Szmrecsanyi 2004: 1188) will not be discussed here (but see 
sections 6.5 and 6.6) as a range of detailed analyses have already been 
conducted (see e.g. van Rooy 2009; Davydova 2011; Davydova et al. 2011 
or Seoane & Suárez-Gómez 2013 for quantitative comparative corpus-
                                                          
275 For purposes of illustration, four categories with the largest percentage differences are 
shown. For a complete list see Appendix B. 
276 See also Section 3.4 above. For an overview of areal distributional patterns of these 
morphosyntactic forms and further tense and aspect forms, see Lunkenheimer (2012). 
Note that progressive and passive PrPf forms are included in this section in order to obtain 
a broader range of data. 
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based studies and Agnihotri 1988: 93; Winford 1993: 161; Davydova 
2008; Balasubramian 2009: 157; Gut 2009: 273–274; Sharma 2009: 191 
or Hundt 2013: 194 for remarks on individual varieties).  
These alternative forms represent an interesting case, given that 
“variants that are regionally or socially marked are usually not main-
tained” (Mesthrie 1993; cited in Schreier 2010: 456) and are therefore 
even more conspicuous in educated language as contained in ICE. Find-
ings from earlier literature are weighed against the present results, with 
a particular focus on the alleged idiosyncratic semantic and pragmatic 
values of these non-standard surface forms. A disclaimer applies here: 
The interpretation of individual examples is not always straightforward 
due to the strong presence of ambiguous and elliptical syntactic struc-
tures and to the potential presence of both performance and transcrip-
tion errors characteristic of spoken data (see the discussion in Section 
4.5). Note that from a quantitative perspective, variants are comparatively 
rare and occur predominantly in speech, but are more frequent in L2 
varieties (Davydova 2011). Moreover, they have been studied widely as 
“trademark features” of IrE, which might also have bequeathed these to 
L2 varieties or other L1 varieties (such as CanE, as illustrated in example 
(1); see also Halford 2002: 42; McCafferty 2005: 242; Kortmann & 
Schneider 2006) in the process of colonization. 
 
(1)  “They’re after changing the music,” says 79-year-old Joe Ken-
nedy, as he takes a break from playing me some tunes in his 
cluttered house deep in the woods near Inverside. (ICE-CAN 
w2b-008) 
 
This does not imply, however, that their study is irrelevant, as the full 
picture of a grammatical domain (modes of expression of perfect con-
texts) can only emerge if as many surface realizations as possible are 
included (see Kretzschmar 2012). This analysis focuses in particular on 
whether these non-standard forms can be seen as a generic substitute 
for the standard PrPf in all contexts, or whether they carry particular 
connotations and are thus restricted to specific domains. 
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The first type of non-standard surface form appearing in a pre-
sent perfect context is auxiliary deletion of the type Ø + been + V-en 
(n = 102),277 as illustrated in (2) to (10): 
 
(2)  Stills Ø been linked up to a television programme which was 
Understanding Northern Ireland and uh grabs were made 
just clicking on the screen and saying I want to save that im-
age (ICE-IRL s2a-051) 
(3)  Police Ø been asked Inspector Heung at least being asked 
many many times about that (ICE-HK s2a-065)278 
(4) Everything is set up like the uh the stove Ø been built and the 
uh air conditioning uh at that point at that (ICE-HK s1b-072) 
(5)  An uncomfirmed (sic) report that one motorist Ø been arrest-
ed on highway Thirteen south in that reserve not reserved 
lane (ICE-CAN s2b-006) 
(6)  So why why then would you see pictures Ø been steamrolled 
whereas I see as somebody who uhm paints something in 
simplistic terms a specific Rembrandt is just time and space 
(ICE-GB s1b-008) 
(7)  Since they’re exceptionally gifted uh professionals Ø been 
given a good course of education there is some reluctance in 
a part of them to go to rural areas (ICE-IND s1b-041) 
 
                                                          
277 The search syntax presented in Section 4.2 above is modified accordingly (e.g. search 
for *_VBN + *_VDN/*_VHN/*_VVN within four words to the right under exclusion of the 
*_VHB *_VHZ tags and subsequent deletion of irrelevant tokens). For reasons of space, 
selected examples are shown here and below, while the absolute number of occurrences 
for each alternative form is provided. Note that also perfects with bare past participles, 
such as I Ø never seen him before (ICE-CAN w2f-004) or I Ø never seen anyone study like that 
Velma (ICE-CAN w2f-004) and combinations of non-standard features, as in So you been do 
something about (ICE-HK s1b-073), occur sporadically in the ICE data. Further examples 
from NZE are shown in Section 5.4. Debatably, those could also be interpreted as leveling 
between past participles and SPst forms (eWAVE Feature 131 2012). 
278 See also the discussion of been versus being in HKE in Hundt (2009: 294). Cf. examples 
(6) and (25) below, which may be seen as instances where performance or transcription 
errors complicate an unambiguous interpretation. 
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It is evident from the examples that this elliptical form appears in both 
L1 and L2 varieties and naturally occurs in passive constructions. Note, 
furthermore, that in examples (6), (7) and (10) below the preceding rela-
tive pronouns are also omitted.  
Nevertheless, the form is not restricted to passives. This is illus-
trated by examples (8), where been is used not as an auxiliary indicating 
the passive voice but as a full verb (see also (9) with the spelling variant 
bin),279 and (10), where pre-verbal been is used instead of the usual auxil-
iary have.  
 
(8)  i said oh you know where Ø you fellas been (ICE-NZ s1a-087) 
(9)  Poor Tweetie, he says, you Ø bin through somethin’? (ICE-
NZ w2f-011) 
(10)  Uhm you know in recent times we have heard of a number 
of demonstrations Ø been taken place at our schools disrupt-
ing uhm the the operation of schools and the performance of 
children (ICE-JA s1a-096) 
 
The last example is particularly conspicuous as the statement contains 
variation between the PrPf and the non-standard form, and been taken 
arguably shows traces of a tense form typically found in Jamaican Creole 
(ben + V; Patrick 1999: 171; Kortmann & Schneider 2006) that has be-
come partly “standardized”. (10) may alternatively be interpreted as ellip-
tical progressive form (Ø been taken instead of Ø been takin’).  
Further, it is worth noting that a number of nouns preceding the 
Ø + been + V-en construction end in a sibilant (mostly due to the pres-
ence of plural forms; but cf. Police in (3) and motorist in (5), where the 
sibilant is likely to occur in word-final position due to cluster reduc-
tion/deletion of /t/). It can be speculated that the presence of a sibilant 
before been provides an explanation for HAVE-ellipsis in connected 
speech, as it resembles and implies the cliticized third person form (has 
> ’s). In analogy to the label “apparent preterite”, by means of which 
Elsness (1997: 347) attributes the decreasing frequency of the PrPf to the 
                                                          
279 Hundt et al. (2004: 583–584) have noted that HAVE-dropping is common in NZE with 
highly frequent verbs such as BE. 
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growing use of contracted auxiliary forms and resulting phonological 
congruence of PrPf and SPst forms, we could label this phenomenon the 
“apparent perfect”. It goes without saying that this line of argumentation 
only holds under two assumptions: First, that the transcriptions reflect 
the grammatical structure intended by the speakers and, second, that 
some of the examples represent instances where speakers do not follow 
standard patterns as regards congruence between the plural noun and 
the auxiliary, as is further illustrated in (11) to (13) from spoken HKE, 
where this feature seems to be particularly salient in the data. In these 
examples, we may have to consider that the transcription in the corpus 
data leaves the issue of congruence and morphology open, as in (11). 
Responsibilities/responsibility’s been put can be seen as homophonous 
variants and it is impossible to judge which of the two is the form actual-
ly intended. In fact, singular interpretations are more likely for sys-
tems/system’s been changed in (12) and works/work’s been poured in (13). 
However, such an account is less probable in the examples where the 
relative pronouns are also omitted (see above) and in those involving 
progressive forms (see (14) and below). 
 
(11)  I think a lot a lot of responsibilities been put on the RAs (ICE-
HK s1b-077) 
(12)  I believe if the uh open door policy continue in China and 
the uhm the social systems been changed and the accounting 
standard or accounting rule must follow (ICE-HK s2a-023) 
(13)  Okay this is his first run in almost four weeks Seattle Sun so 
the works been poured into him (ICE-HK s2a-014) 
(14) But um certainly there are these little changes Ø been going on 
in the way people use words (ICE-AUS s2a-050) 
 
HAVE-ellipsis also repeatedly occurs with progressive forms (n = 28), as 
exemplified below: 
 
(15)  I always Ø been playing the role as a more like a a [unclear 
word] of assisting helping uh uh discussing policy and 
things like that (ICE-HK s1b-046) 
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(16)  Yeah Ø been howling for like two or three hours (ICE-IRL s1a-
094) 
(17)  Ø Been doing some more eden grogan ware (ICE-AUS s1a-
074) 
(18)  Ø Been doing anything interesting there (ICE-GB s1a-095) 
(19)  They Ø been delivering beer to different restaurant hotel and 
pub (ICE-HK s1a-063) 
(20)  She said to me say uhm she see me stand up by the bus stop 
and she Ø been looking at me and its just like she says she 
have to say something to me so just (ICE-JA s1a-045) 
(21)  We would like to speak to you because we Ø been getting a lot 
of callers who are suggesting by implication that Mister An-
derson might have had some unfair advantage in the system 
by virtue of being a Member of Parliament (ICE-JA s1b-050) 
(22)  Ø Been eating hellava lot lately, too much if you ask me. (ICE-
SIN w1b-004) 
(23)  I Ø been talking to former employees um and employees a 
number of times that’s correct (ICE-AUS s1b-070) 
 
A look at the wider context in which the examples are embedded reveals 
that it appears across various possible semantic readings, such as indef-
inite (e.g. (17) or (18)) and continuative (e.g. (15) and the progressive 
forms), or more specific interpretations such as recentness (e.g. (21) or 
(22), where the recentness is made explicit by a temporal adverbial). 
Considering that it occurs in varieties of all types and exclusively in spo-
ken registers (with the exception of (22), apparently taken from an in-
formal personal letter) this non-standard surface realization can best be 
seen as a vernacular feature with no particular semantic implications. 
One finding with repercussions for the pragmatic value of this form is 
that it, instead of the PrPf, can be widely found in all stylistically appro-
priate (that is, mainly spoken informal) contexts. Naturally, whether this 
is seen as a proper pragmatic function depends on whether one sub-
scribes to a broad or narrow conception of pragmatics. 
In the ICE data, a number of forms with various realizations of 
auxiliary BE instead of HAVE also occur (n = 114): 
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(24)  Yes she is been wanting to do that (ICE-SIN s1a-035) 
(25)  It’s kind of vaguely related to this piece that I was been talk-
ing (ICE-HK s1a-019) 
(26)  I’m just come here on a holiday (ICE-IND s1a-001) 
(27)  So not only are the consumers’ purchasing power been dete-
riorating so have their confidence (ICE-SIN s2b-038) 
(28)  the thing is that sometimes when they’re been out a lot dur-
ing the week (ICE-NZ s1a-013) 
(29) And he’s come up with this check list of things he is given to 
his students (ICE-HK s1a-053) 
 
While BE-perfects regularly surface in L1 dialects280 and are common in 
older stages of English, in ICE these are mainly found in Asian L2 varie-
ties. In principle, there may be two explanations for their occurrence.281 
On the one hand, assuming the validity of the “founder principle” 
(Mufwene 1996; cited in Hickey 2004), they could be seen as remnants 
in the Asian varieties of the colonizers’ dialects. This seems unlikely as 
BE-perfects as a rule can be found with mutative verbs only (Shannon 
1995: 147–150), and (26) is the only example of this type. On the other 
hand, substrate influence (see e.g. Davydova 2011: 206–208 with respect 
to Hindi influence on IndE) and learner effects may play a role here. In 
general, Asian speakers of English, mainly due to influence from sub-
strate languages, use less verbal inflection for the expression of temporal 
and aspectual relationships and rely on other means, for example mark-
                                                          
280 See the relevant contributions in Kortmann et al. (2004). Cf. also Allerton, who de-
scribes the BE-perfect as “American conservatism or an immigrant Americanism” that 
“seems to be slipping in [to BrE; V.W.] almost unnoticed” (2008: 32–33). 
281 A simple transcription error due to phonological similarity of the reduced forms (/z/ vs. 
/(hǝ)z/) might be present in example (24), given that it represents transcribed (unscripted) 
dialogue. Cf. also He is he is always been with DL you know (ICE-SIN s1a-032) or I mean he 
use (sic) to be a real a real cool guy so you know getting girls is never been a problem for him […] 
(ICE-SIN s1a-058). However, this is unlikely for the remaining examples, in particular in 
(29), where a cliticized form appears in the same utterance. Another area where inconsist-
encies in the transcription occur due to phonological similarity is been for being (or its 
colloquial realization /biːɪn/), e.g. Okay once the pieces are been cut and washed and dried 
now we connect them together (ICE-SIN s2a-058). On a related note, this may lead to non-
standard uses in written production (in L1 varieties), e.g. That is, the institutionalization of 
labour relations are been seen as progressive (ICE-CAN w1a-007). 
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ing by adverbials or particles (see the examples in the respective sections 
of Chapter 5). For the present examples, which are in line with the 
standard PrPf except for the auxiliary, this can be excluded. However, it 
has been suggested for SinE that an internal continuum from a pidgin-
like to a standardized variety exists (Tickoo 1996: 446), and it would ap-
pear safe to assume that this also applies for other Asian varieties (see 
also above). Therefore, it seems plausible that the examples illustrate a 
position somewhere in the middle of the continuum. This hypothesis is 
strengthened by the fact that all the examples are from spoken sections, 
where acrolectal/upper-mesolectal speakers, too, are more prone to us-
ing non-standard features. This is further illustrated by example (27), 
where another variant ([their confidence] have been deteriorating) approxi-
mating the PrPf (see also Bautista 2008: 217) occurs in the immediate 
context.  
Regarding the pragmatic value of the BE-perfects, a similar as-
sessment as in the preceding section can be given, the difference being 
that BE-perfects in the ICE data seem to be a feature of the spoken ver-
nacular of L2 and in particular Asian varieties of English. However, as a 
larger set of (especially spoken) data may yield different results, these 
conclusions remain tentative. 
Occasionally, the verb remains entirely unmarked: 
 
(30) I just come in Hong Kong by myself (ICE-HK s1a-070)282 
(31) The Minister remind the House a few moments ago that 
Changi airport is also number one in the world (ICE-SIN 
s1b-060) 
 
A variant of the unmarked version emerges as a kind of intermediate or 
approximating pattern, nicely illustrating the continuum between stand-
ard-like and mesolectal/basilectal forms (see also Winford 1993: 150). 
Here, speakers use a marked form of the auxiliary in combination with a 
generic verb form (n = 113), as the following examples show: 
 
                                                          
282 An alternative interpretation of this example would be auxiliary deletion of the type Ø + 
V-en (cf. above). 
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(32)  The Ministry has review its practice on making a rigid or fine 
distinction between hospitalization and outpatient medical 
leave (ICE-SIN s1b-058) 
(33)  Two that the learned judge below has exercise his judicial dis-
cretion correctly in respect of the interest awarded and his 
order to stay proceedings pending arbitration of the sum of 
five hundred and nineteen two hundred and eighty-four 
(ICE-SIN s2a-064) 
(34)  I have waste so many money to to buy a ticket for that (ICE-
HK s1a-081) 
(35)  But that uh […] visa or something has change no (ICE-IND 
s1a-045) 
(36)  A very simple catch no fun fair the Barbados team just gath-
ering together in the middle of the field but I think they have 
recognize the fact that they are so far ahead its in almost im-
possible (ICE-JA s2a-003) 
 
As indicated above, not marking the verb for tense or aspect is a typical 
property of Asian Englishes that is most likely due to substrate influ-
ence. However, here it is not restricted to Asian data, or, more specifical-
ly, to data where a Sinitic substrate is likely, as in examples (32) to (34). 
Thus, it can be hypothesized that at least the variant involving a combi-
nation of auxiliary and unmarked verb form is also due to imperfect 
learning or should be seen as a feature of L2 varieties in general (cf. the 
presence of the feature in IndE and JamE), a finding that corresponds 
with the results of an aggregational study of L2 varieties of English 
(Kortmann & Szmrecsanyi 2009: 279). Furthermore, it should be noted 
that these forms are very rare in the current data. Again, no specific 
semantic value of this surface form is in evidence. 
The peculiarities of surface forms in perfect contexts in IrE and 
their potential origin(s) have been widely discussed in the literature (e.g. 
by Kallen 1989; Filppula 1997, 2004; Siemund 2004; McCafferty 2005; 
Kirk & Kallen 2006, 2007; O’Keeffe & Amador Moreno 2009; Pietsch 
2009; Winford 2009; Hickey 2010a; see also Roberts 2007: 405–406), 
where the following realizations are recognized (adapted from Filppula 
2004: 74–76; cf. Siemund 2004: 403–406; Pietsch 2009: 529): 
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a) PrPf (HAVE + V-en) 
b) BE-perfect – resultative perfect (intransitive verbs) 
c) SPst (Were you ever in Kenmare?) – indefinite anterior perfect 
d) Simple Present (I’m in here for about four months) – extended-
now/continuative perfect 
e) after-perfect – recentness/hot-news perfect 
f) Medial object perfect (MOP) – resultative perfect 
 
While a) can be used in all contexts and is the most frequent variant 
(Fritz 2006: 291), it has been proposed that the remaining variants con-
stitute a self-contained complementary system with the semantic-
pragmatic values as indicated (Pietsch 2009: 529). For the present analy-
sis, variants e) (n = 7), as exemplified by (37), and f) (n = 45), as exempli-
fied by (38),283 both “relative newcomers in the history of IrE” (Fritz 
2006: 294), are of particular interest as supposedly unique features of IrE 
(but cf. eWAVE Feature 97 2012; eWAVE Feature 98 2012). 
 
(37)  In the opening round I thought for a while that Walsh was 
going to win inside the distance but he’s after running into a 
couple of hard ones here from Barrett (ICE-IRL s2a-012) 
(38)  So she has her schoolbag packed with her pencil case and that 
and her bits and pieces that she’ll never have out for the first 
six months you know (ICE-IRL s1a-001) 
 
Apart from the abovementioned function of expressing recentness, the 
after-perfect is seen as a characteristic pragmatic means of IrE (i) to con-
vey intimacy and solidarity among its speakers (Kallen 1989: 31), (ii) to 
foreground a minor event that is closely related to the main event in a 
narrative, (iii) to (mock-)scold oneself, and (iv) to create a “mirative ef-
fect”, that is to mark surprise about a piece of news (O’Keeffe & Amador 
Moreno 2009: 523–529). It should be mentioned that function (iv) re-
veals an interesting parallel to AusE, where it is claimed that the stand-
                                                          
283 See also Kirk & Kallen (2007) and O’Keeffe & Amador Moreno (2009) for further IrE 
examples. 
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ard PrPf increasingly fulfills a similar mirative function in police news 
reports (Ritz 2010: 3410). Note, however, that the data from ICE do not 
allow for a pragmatic interpretation besides the implication of recent-
ness (see also McCafferty 2005: 241, 245–248). As regards MOPs (HAVE 
+ object NP + V-en), it is worth noting that comparable forms also occur 
in other varieties, as shown by the following ICE data: 
 
(39)  they have agreed uh they already have a plan set up where uh 
any charitable organization that buys a ticket is donated a 
couple of dollars uh from the Expos (ICE-CAN s1b-041) 
(40)  Craig Murray up at Lewis shoes has the shoes recently ordered 
for my approval. (ICE-CAN w1b-007) 
(41)  Pritchet has also worked on the Canada-France-Hawaii tele-
scope in Hawaii and along with VandenBerg and Dr. David 
Hartwick, has time booked on the Hubble space telescope. 
(ICE-CAN w2b-021) 
(42)  Smith now has his sights set on the Olympics of course next 
summer in Altanta (sic) (ICE-CAN s2b-001) 
(43)  andrei agassi has his sights set on his first grand slam title af-
ter overpowering second seed boris becker (ICE-NZ s2b-010) 
(44)  er there are rumours that he has money kept in his hut but i 
don’t i really wouldn’t know if those are true or not (ICE-NZ 
s1b-065) 
(45)  bachop has his backs lined out to the right to this side of the 
field (ICE-NZ s2a-001) 
(46)  Professor Johannes Itten has extensive documentation gathered 
from his students demonstrating each student’s own private 
conception of subjective colour harmony. (ICE-AUS w2d-
014) 
(47)  And I’d swear that your Mum probably as a part of her mas-
ochistic nature has her scales turned a bit the wrong way (ICE-
GB s1a-011) 
(48)  That is why the present government also has this bill actually 
already enacted into law so that there could be equal distribu-
tion of wealth (ICE-PHI s1b-004) 
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(49)  These cash wealthy companies, instead of re-investing in 
their companies and in real production, all have their agents 
lined up at the Bank of Jamaica and Stock Brokers to invest 
in paper. (ICE-JA w2e-005) 
(50)  Many insurance companies have their mainframe operations 
outsourced to Teleglobe Insurance Systems (ICE-HK w2a-
033)  
(51)  Anyway they have a corner ball hit and now let us see what uh 
uh this Ranjit Kumar can do (ICE-IND s2a-012) 
 
While MOPs occur across all regional varieties and variety types (pace 
Fritz (2006: 294) also in AusE) and are well established in both spoken 
and written texts, they seem to be particularly salient in CanE and NZE. 
Hickey argues that “the retention [of the MOP; V.W.] in Irish English 
and the use of this word order to express a resultative perfective can in 
large part be accounted for by the wish of Irish learners of English to 
reach an equivalent to the category of resultative perfective which they 
had in their native language” (2010: 157; cf. Pietsch 2009: 530). As this 
explanation does not readily apply for the remaining varieties, influence 
from a variety of English of Irish settlers that left its mark in the process 
of colonization, as can be seen in the after-perfect (Halford 2002: 42), 
presents itself as a likely scenario for the presence of MOPs in some 
varieties. In addition, the presence of MOPs in other varieties (notably, 
BrE, JamE and IndE) can best be analyzed as persistence of the feature 
from older stages and/or dialects of BrE (Winford 2009: 212–214; Kallen 
1989: 16), although the Irish settler hypothesis cannot be excluded alto-
gether. 
From a semantic-pragmatic point of view, the MOP (in IrE) has 
been viewed as a construction emphasizing the result of an action, and 
this interpretation indeed seems to be valid for the majority of the above 
examples. However, implications of recentness, as in (40) and possibly 
(51), as well as continuativeness, as in the examples from sports report-
age ((42) and (43)), can also be observed. A causative interpretation 
seems possible in (50). 
In brief, a split picture emerges from the analysis of instances of 
“Irish” perfects (after-perfects and MOPs) in ICE. After-perfects are in-
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deed used in contexts where the focus is on the recentness of an event, 
while previous studies have identified a number of other semantic and 
pragmatic values that do not surface in the current dataset.284 MOPs, in 
contrast, rather than representing forms with specific values, are not 
restricted to a particular semantic or pragmatic domain and may substi-
tute the standard PrPf in a variety of contexts. This latter finding quali-
fies Fritz’s statement that the two types of perfect in question “are only 
used when an author felt an urgent need to express a particular mean-
ing” (2006: 291), and corroborates Kallen’s conclusion that a neat one-to-
one relationship between each IrE perfect surface form and a single 
potential semantic or pragmatic reading or interpretation (the so-called 
“grammaticalization hypothesis”) is in fact not a linguistic reality (1989: 
31; cf. McCafferty 2005).  
Furthermore, the data revealed a number of negated perfect con-
texts involving ain’t + V-en (n = 4): 
 
(52) they ain’t made the glass slipper yet that would fit your big 
hoof. (ICE-NZ w2f-013) 
(53) you ain’t seen nothing yet (ICE-NZ s1b-033) 
(54) it ain’t seen nothing in it yeah (ICE-NZ s1a-087) 
(55) Other say you ain’t seen nothing yet (ICE-SIN s1b-026) 
 
In the ICE data, negativized auxiliary pre-position ain’t, which has been 
identified either as an original feature of Southern American or Black 
dialects or as an informal expression (Algeo 2006: 21), occurs in SinE 
and NZE. The notion of informality is furthered by the co-occurrence of 
negative concord or by the lexical choice (e.g. big hoof ‘large foot’). While 
substitution of HAVE with ain’t is fairly common in NZE (Kortmann & 
Schneider 2006), the occurrence of this variant in SinE can most likely 
be explained by the mere fact that particularly ain’t seen nothing yet, as 
                                                          
284 Note that the after-perfect rightly can be categorized as a pragmatic marker of “Celticity” 
(Kirk & Kallen 2006: 98), even if it occasionally occurs in further varieties of English, such 
as CanE (see example (1) above). Thus, the after-perfect seems to represent an exception to 
Trudgill’s hypothesis that “it should be the frequency of features alone that accounts for 
adoption” (cited in Schreier 2010: 456). Here, social factors are responsible for the persis-
tence of a characteristic alternative surface form. 
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popularized by the homonymous song by Bachman-Turner Overdrive, 
has developed into a stylized fixed phrase that has gained worldwide 
currency. The findings of this case study are further discussed and con-
textualized in Section 7.1 below. 
6.5 Case study 2: Temporal adverbials  
Although the current analysis has for the most part considered the PrPf 
on its own and, unlike many previous studies (e.g. Hundt & Biewer 
2007; Yao & Collins 2012), not its alternation with the SPst, the current 
section serves as an exception to this general principle and presents a 
case study of one particular variable, temporal adverbials. Specifically, it 
explores co-occurrence patterns between a set of temporal adverbials and 
either the PrPf or the SPst.285 This is motivated by the fact that specifica-
tion via a temporal adverbial is commonly viewed as an important con-
straining factor (Jespersen 1931: 61) which may have ramifications for 
other aspects on various levels of linguistic analysis that are related to 
the PrPf (such as recentness of the event, semantics of the construction 
and pragmatic notions like the presence or absence of current rele-
vance). 
It might be argued that temporal adverbials are merely a side 
phenomenon as regards the variation between the PrPf and the SPst, as 
the analysis of individual varieties above has shown that the vast majori-
ty of PrPf occurrences remain temporally unspecified (see also Schlüter 
2006: 143; but cf. Miller 2000: 350). However, as rightly noted by Hundt 
                                                          
285 For this analysis, the full ICE dataset was used and 6,535 relevant occurrences were 
retrieved. Varieties are considered globally and comparability as regards registers, macro-
genres and text types is thus negligible. The analysis also includes data from ICE-EA and a 
preliminary version of ICE-NIG, as kindly provided by Ulrike Gut (University of Münster). 
Note that only the written sections of ICE-NIG (c. 400,000 words) were available. To obtain 
comparable datasets, the number of occurrences of the temporal adverbials had to be 
extrapolated (multiplied by 2.5, as the spoken part of the ICE components usually compris-
es c. 600,000 words). This achieves the same effect as using normalized frequencies (of e.g. 
n occurrences per 10,000 words). It should be kept in mind, however, that all findings for 
ICE-NIG are of a preliminary nature. As all ICE components are of equal size, the dendro-
gram and NeighborNet below are based on absolute numbers. The search syntax is expli-
cated in Werner (2013b), which also includes detailed analyses of individual adverbials. 
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& Smith “[t]his does not mean […] that there is no mileage in investigat-
ing cases where the PP [=Present Perfect; V.W.] and SP [=Simple Past; 
V.W.] tenses are used with temporal adverbials” (2009: 52), as this type 
of indefinite adverbials nicely illustrates truly variable contexts between 
the PrPf and the SPst.286 
As pointed out above (see Section 4.3.1), it has repeatedly been 
stated in the extant literature on the PrPf that, especially in (standard) 
BrE, severe restrictions apply as to the combinability of the PrPf with 
temporal adverbials that refer to a definite point in the past,287 which 
render utterances like (1) ungrammatical or at least odd (but see Section 
6.6). 
 
(1) *We’ve been at the meeting yesterday. 
 
This constraint on combinability is known as the “present perfect puz-
zle” (Klein 1992; cf. Portner 2003; Molsing 2006 or Rothstein 2007) due 
to its typological oddity in contrast to perfects in other European lan-
guages. Note, however, that this restriction does not apply for non-finite 
forms, as in (2) to (4), including forms that are modified by a preceding 
modal, as in (5). 
 
(2)  the process has now slowed down considerably, having 
passed its peak in the early 1970’s (ICE-GB w1a-013) 
(3)  Michael Heseltine having been through all that ten days ago 
went to his campaign office to work on maintaining and in-
creasing his first ballot vote (ICE-GB s2b-003) 
                                                          
286 The need to identify a variable context has previously also been recognized by Wynne 
(2000). From a methodological point of view this is a non-trivial task, as true variable 
contexts can only be detected through an extended amount of manual analysis (see Da-
vydova 2011: 119–124) and arguably subjective identification criteria. Note again that an 
older corpus-based study has found that temporal specification by adverbials is much more 
common with the PrPf than with other grammatical forms such as the Simple Present (c. 
2% of all instances) or the SPst (c. 9%) respectively (Ota 1963: 43).  
287 These include relative adverbials (e.g. yesterday, last week, two months ago; Schopf 1984: 
16) that refer to a point wholly in the past. For a general overview of the combinability of 
temporal adverbials in English, see Declerck (2006: 591–633). 
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(4)  The taste for public monuments was considered to have bro-
ken out into a statue monument memorial mania in the 
nineteenth century (ICE-IRL s2b-031) 
(5)  The translucence of the petals might have attracted the eye 
about an hour ago. (ICE-SIN w2f-020) 
 
On the other hand, there are temporal adverbials where this constraint 
does not apply. These characteristically refer to an indefinite or recent 
moment in the past or express (continuative) duration.288 Examples 
include: 
 
(6)  Packing up has already begun (ICE-GB s2b-003) 
(7)  To-day is Wed & the passport hasn’t turned up yet (ICE-IRL 
w1b-002) 
(8)  But her eyes, and the way she looks at me, they have always 
been that way (ICE-SIN w2f-019) 
(9)  and that was the longest party I have ever gone to (ICE-JA 
s1a-079) 
(10)  I want to say that we have never opposed Quebec’s recogni-
tion as a distinct society (ICE-CAN w2e-003) 
(11)  And we have recently uh uh established that agrobactor (ICE-
IND s1b-046) 
(12)  A woman came in from the kitchen and she said we’re serv-
ing dinner in the dining room car now and we’ve just hit a 
two year boy (ICE-AUS s1a-036) 
(13)  This has since become a building block in public key infra-
structure, ensuring the quality and legality of electronic 
transactions (ICE-HK w2b-035) 
 
This group of adverbials (already, yet, always, ever, never, recently, just, 
since) presents an interesting case as its members have been conceived 
as more neutral given that, in principle, they allow for variation between 
                                                          
288 See Biber et al. (1999: 467). Hundt & Smith subsume these adverbials under the label 
“adverbs of current relevance” (2009: 52), despite the problematic connotations of the latter 
term. 
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the PrPf and the SPst (Markus 1977: 57; McCoard 1978: 130; Sempere-
Martinez 2008: 131). The variation is regionally determined, and while 
PrPf use with these adverbials has been shown to be categorical or at 
least more dominant in BrE, AmE has been claimed to be prone to the 
SPst or at least to allow for more variation (Quirk et al. 1985: 4.22; but cf. 
Panzner 1995: 51). That is, in AmE the relative frequency of the SPst in 
contrast to the PrPf is higher in instances that involve an indefinite tem-
poral adverbial, particularly in less formal registers, hence the term “col-
loquial preterite” (Vanneck 1958; cited in Elsness 2009a: 92), and in non-
continuative contexts (Meyer 1995: 224). It must be added that this sup-
posedly characteristic AmE usage of the SPst can also be observed in 
other varieties of English and may be sensitive to effects of register and 
genre even within BrE (Miller 2004a: 244). 
Another related point is that while some authors take it as self-
evident that the relative frequency of the PrPf in contrast to the SPst has 
been decreasing in both BrE and AmE (e.g. Elsness 1997; 2009a; Yao & 
Collins 2012: 388), others state that the variation between the two forms 
is diachronically stable in these varieties (Hundt & Smith 2009). Yet 
others claim that the PrPf is expanding its territory at the cost of the SPst 
in some varieties, as it may be increasingly used in definite past time 
contexts (Engel 1998: 131). As noted above, a number of corpus studies 
of BrE and AmE have indeed identified instances of the PrPf co-
occurring with definite temporal adverbials in both spoken and written 
material, which cannot all simply be attributed to performance errors or 
inadvertence on the part of the speaker (see further Section 6.6).  
In particular, this section again tackles the issue of the PrPf/SPst-
friendliness of different varieties, now in contexts involving indefi-
nite/variable adverbials (already, yet, always, ever, never, just, recently, 
since). Further, in a similar fashion to the previous macro-level analyses, 
the influence of external factors such as variety type, geographical prox-
imity and Americanization (in terms of lower PrPf-friendliness values) is 
tested. 
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Table 6.1. PrPf-friendliness scores across adverbials and varieties (assigned numerical 
values: + = 2, o = 1, - = 0) 
 already yet always ever never recently just since 
PrPf-
friendliness 
score 
GB + + o o o o + + 1.33 
IRL + + - - - - + + 1.00 
AUS + o o o o - o + 1.13 
NZ + + o o o - + + 1.25 
CAN + + o o - - o + 1.13 
PHI - - + o o - - + 0.75 
JA o n/a o o - - o + 0.87 
SIN o n/a - o - - - + 0.57 
HK + n/a o - - o + + 1.11 
IND + n/a o o - - + + 1.14 
EA + + + o o o + + 1.50 
NIG + n/a o o - - o + 1.00 
PrPf-
friendliness 
score 
1.66 1.57 1.00 0.83 0.50 0.25 1.25 2.00 
 
 
Table 6.1 provides a brief overview of PrPf-friendliness values for each 
adverbial in each variety. These were calculated by establishing the aver-
age value for each line (variety) or column (adverbial) with a simple, 
underlying numerical scale that describes the relative frequencies of 
PrPf versus SPst co-occurrence for each item (+ means > 60% PrPf, 
assigned value: 2; o means PrPf = SPst, assigned value = 1; - means 
> 60% SPst, assigned value: 0). Average values may vary between 2 
(= categorical PrPf co-occurrence/fully PrPf-friendly) and 0 (= categorical 
SPst co-occurrence/fully SPst-friendly). For the exact relative PrPf/SPst 
values of each item in each variety, see Appendix C and Werner (2013b: 
217–228). 
With the help of the PrPf-friendliness scores in Table 6.1, a hier-
archy of adverbials with decreasing PrPf-friendliness along the lines 
since > already > yet > just > always > ever > never > recently can be estab-
lished across all varieties: the further the items are to the right, the less 
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categorical the PrPf co-occurrence. Therefore, it can be concluded that 
all temporal adverbials that were considered more or less typical in PrPf 
contexts (apart from since constructions) in fact allow for variation to 
different extents or even correlate more strongly with the SPst. In addi-
tion, Wynne’s reassessment regarding the typicality of adverbial PrPf co-
occurrence in AmE and BrE that established since, already and yet as 
typical and ever and recently as less typical indicators of the PrPf (Wynne 
2000: 111–112) can, in essence, be corroborated for the general picture 
across all varieties, which is also in line with Hundt et al. (2004: 567–
568). Note further that adverbials that are semantically related 
(yet/already, always/ever) show similar average values, while adverbials of 
recentness (just and recently) diverge, and the negative element never 
does not align directly with the other items expressing indefinite fre-
quency.  
Second, from Figure 6.14 below, where the proportions between 
L1 and L2 varieties are compared with respect to the individual temporal 
adverbials, it might seem at first sight that the differences between the 
two variety groups are, globally, not overly pronounced. However, (i) the 
level of statistical significance for the difference between the L1 and L2 
distributions is exceeded for all items apart from recently, always and 
ever,289 (ii) with the exception of the last two adverbials, it is the L2 varie-
ties that usually show a greater proportion of SPst co-occurrence, and 
(iii) some adverbials (notably already, just and since) correlate more posi-
tively with the PrPf than others (never, recently and yet in L2), while the 
distribution is nearly balanced for a third group (always, ever and yet in 
L1). 
 
                                                          
289 Effect sizes vary. The exact values for the items with significant differences are as fol-
lows: already – χ2 = 9.1139, df = 1, p < 0.005, φc = 0.088; yet – χ2 = 6.1188, df = 1, p < 0.05, 
φc = 0.233; never – χ2 = 4.0513, df = 1, p < 0.05, φc = 0.050; just – χ2 = 33.0922, df = 1, 
p < 0.001, φc = 0.190; since – χ2 = 7.9421, df = 1, p < 0.005, φc = 0.132. 
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Figure 6.14. Relative distribution between co-occurring PrPf and SPst forms for each 
adverbial: L1 vs. L2 varieties 
Table 6.1 above also enables us to establish the following hierarchy of 
PrPf-friendliness for the varieties: EA > GB > NZ > IND > AUS = CAN 
> HK > IRL = NIG > JA > PHI > SIN. BrE and EAfE emerge as the varie-
ties with the highest proportions of PrPf co-occurrence, followed by the 
Antipodean varieties and CanE. The alignment of EAfE and, moreover, 
IndE (and potentially also HKE) with the more PrPf-friendly L1 varieties 
may be interpreted as evidence of continuing exonormative orientation 
in these varieties. The transplanted L1s cover the middle ground, while 
PhiE, JamE, SinE and, less distinctly, NigE can be categorized as varie-
ties that reveal a clear overall SPst preference.290 It is noteworthy that 
these are the varieties that had and have close relations with the US, 
either politically (PhiE), geographically (JamE) or economically (PhiE, 
                                                          
290 Hundt & Biewer (2007: 257–259) provide other measures of PrPf-friendliness. One is 
based on the Mossé-coefficient that revealed a split between more friendly L1 varieties 
(AmE, BrE, AusE, NZE) and less friendly L2 varieties (PhiE, SinE and Fiji English). The 
other (relative frequencies of the PrPf as potentially equivalent to the SPst) was inconclu-
sive, as extrapolation of manual counts led to skewed results. 
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SinE, JamE). Learner effects, such as the generalization of the structural-
ly simpler SPst, seem to play a secondary role only in this instance, as 
shown by the alignment of other L2 varieties (EAfE, HKE, IndE) with L1 
varieties. 
The findings also closely relate to Schneider’s (2007) phase model 
of postcolonial varieties (see Section 2.5.1 and the discussion in Section 
7.3 and Werner in preparation a). The L2 varieties on the more PrPf-
friendly pole (EAfE, HKE and IndE) are in phase 3 (nativization), while 
the SPst-friendly ones (PhiE, SinE, and JamE) are in transition to or have 
already entered phase 4 (endonormative stabilization). In addition, the 
non-emergence of the Antipodean varieties as new linguistic epicenters 
for Asian and Pacific varieties can be corroborated beyond the evidence 
provided by Hundt & Biewer (2007). 
Finally, to test whether the hierarchy of PrPf-friendliness for the 
varieties that is based on the above measure is meaningful, hierarchical 
cluster analysis is employed, taking into account all quantitative data 
points.291 This helps us to establish a measure of similarity between the 
varieties and to identify clusters of varieties that behave similarly. Figure 
6.15 below presents the tree-shaped dendrogram (c = 0.61) created with 
R. 
Two clusters emerge from the data. Cluster A comprises SinE, 
PhiE, JamE and NigE; that is, those varieties that show higher propor-
tions of SPst co-occurrence and that have reached phase 4 in Schneider’s 
(2007) model (apart from NigE). This might be labeled the “SPst preva-
lence” cluster. The remaining varieties constitute cluster B, the “PrPf 
prevalence” cluster, which can be subdivided into two subclusters. Clus-
ter B1 comprises BrE and the L2 varieties that are in phase 3 of Schnei-
der’s (2007) model and arguably still show exonormative orientation 
toward BrE, while B2 contains the transplanted L1 varieties. In sum, the 
findings from the cluster analysis indicate that variety type and extralin-
guistic factors also influence the distribution between the PrPf and the 
SPst for the group of adverbials under investigation. A comparison with 
the variety hierarchy established above reveals some slight deviations, for 
                                                          
291 Note that yet was excluded due to the low token counts for this item, which may result 
in a disproportionately strong effect on the outcome of the cluster analysis. 
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example as regards the closeness of the Antipodean varieties to one an-
other and as regards the immediate clustering of the L2 varieties in 
phase 3 with BrE. On the whole, however, the cluster analysis confirms 
the above picture.  
 
Figure 6.15. Cluster dendrogram of the overall similarity of the ICE components: temporal 
adverbials 
The findings of the cluster analysis are verified by the network represen-
tation as shown in Figure 6.16. Again, the SPst-friendly/phase 4 varieties 
(SinE, PhiE, JamE and NigE) are close to one another and contrast with 
the transplanted L1/phase 5 varieties (CanE, NZE, AusE and IrE) as well 
as with the PrPf-friendly varieties (BrE + phase 3 varieties HKE, IndE 
and EAfE). Note that BrE is also relatively close to the phase 5 varieties 
in this non-hierarchical representation, and that the distance between 
the two Antipodean varieties is smaller than could be assumed from the 
hierarchical cluster analysis, where AusE and IrE appear similarly dis-
tant from NZE. 
 
A B 
B1 B2 
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Figure 6.16. NeighborNet of the overall similarity of the ICE components: temporal adver-
bials 
6.6 Case study 3: The Present Perfect as a narrative tense 
This section explores whether some ICE varieties show a tendency to use 
the PrPf as a tense (sensu Quirk et al. 1985),292 again in the environment 
of temporal adverbials. While this phenomenon in general is salient in a 
number of varieties of English (Platt et al. 1984: 71; eWAVE Feature 100 
2012), with the “personal or emotional involvement” of the speaker said 
to be a potential trigger (Walker 2011: 78), it has not been tested whether 
it also appears in educated English as represented in ICE. Accordingly, a 
corpus search for PrPf instances that violate the definite temporal adver-
bial constraint was conducted;293 that is, occurrences that are considered 
ungrammatical or odd in standard BrE were identified in the ICE data 
(see Section 3.3 above for theoretical issues). These items, which usually 
co-occur with the SPst, could be categorized as typical “+ then” adverbi-
                                                          
292 For a more detailed discussion of terminological issues and the suitability of standard 
reference grammars for worldwide varieties of English in the area of the PrPf, see Werner 
(2013a). 
293 The search was for a selection of adverbials (x + ago, once, yesterday, last + x, in + cardinal 
number) that indicate a specific time in the past co-occurring with the PrPf. 
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als in line with McCoard (1978: 135) or, alternatively, as “– current rele-
vance” in Davydova’s revised scheme (2011: 69). Note that 
McCoard’s/Davydova’s lists also consider the temporal adverbials in the 
past to be atypical with the PrPf. However, the present search of the ICE 
components revealed that in the past freely co-occurs with the PrPf 
across all varieties and genres, for instance as in (1) or (2). 
 
(1) there have been some curling associations that have com-
plained about the provincial identification that one has asso-
ciated in the past with the colour (ICE-CAN s2a-018) 
(2) This move does not in any way affect the business that you 
have done in the past with the MI Group. (ICE-GB w1b-016) 
 
Therefore, in the past was excluded from the current search and I pro-
pose that it should be seen as an adverbial that merely expresses indefi-
nite past, which might or might not have repercussions for the present 
moment/current relevance. In turn, this suggests that it should be cate-
gorized in the “± then/current relevance” group.294 This matter apart, 
the current analysis allows us to test the hypotheses that (i) L2 varieties 
are more flexible in their usage of the PrPf versus the SPst in these con-
texts, too, and (ii) the PrPf is used as a tense that is on a structur-
al/functional par with the SPst.  
Table 6.2 presents the absolute figures for definite past adverbials 
co-occurring with the PrPf in the dataset.  
 
 
 
                                                          
294 Wynne’s data indeed suggest in the past as a typical PrPf trigger (2000: 111–112). Fur-
ther contexts where the constraint is suspended do occur (see also examples (2) to (5) in 
the preceding section), e.g. with afterthoughts/insertions such as They have also uhm I 
think last year uh given a list of of six principles (ICE-IRL s2b-001), in iterative contexts such 
as For example, the diagnostic and statistics manual (DSM) has been updated twice, once in 
1968, and again in 1980, with a revised version appearing in 1986 (ICE-GB w1a-007; see 
further Engel 1998: 132) or with postponed temporal specification due to pragmatic neces-
sity as in I’ve written a letter (speaker B) Have you (speaker A) Yeah last week (speaker B) 
(ICE-IRL s1a-059). Pauses and hesitations may also play a part (Bowie et al. 2013; cf. exam-
ple (20) below). 
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Table 6.2. Co-occurrence of PrPf and definite temporal adverbials in ICE 
 spoken written 
GB 1 2 
IRL 3 1 
AUS 1 0 
NZ 4 0 
CAN 1 0 
sum L1 10 3 
PHI 5 2 
JA 2 0 
SIN 3 1 
HK 11 4 
IND 10 2 
EA 2 1 
NIG295 1 0 
sum L2 34 10 
total 44 13 
 
The first noteworthy finding is that combinations of the PrPf and defi-
nite adverbials are attested across all varieties, although absolute num-
bers are low, which suggests that it constitutes a rare phenomenon in 
the majority of the L1 and L2 varieties contained in ICE. Despite the low 
absolute numbers, some tentative conclusions can be drawn. First, PrPf 
co-occurrence is apparently more common in spoken data. This could be 
expected, as the spoken mode has been found to be more susceptible to 
this innovative pattern 296 elsewhere (Hundt & Smith 2009: 55–56). Sec-
ond, overall there is no significant difference between the L1 and the L2 
variety group.297 However, within the L2 group, the Asian varieties IndE 
and HKE and, to a lesser extent, PhiE are conspicuous with regard to 
their relatively high absolute frequency of PrPf co-occurrence with defi-
                                                          
295 Speech is reported here (ICE-NIG reportage Pr_11); therefore, the example is catego-
rized as spoken. 
296 As co-occurrence of the PrPf with definite temporal adverbials is salient in older stages 
of English (Miller 2004a: 235), it is in principle also conceivable that it represents a rem-
nant that was introduced in early stages of colonization and has been preserved in post-
colonial varieties. 
297 Due to the low number of occurrences in some of the cells, Fisher’s exact test was 
employed for significance testing. 
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nite adverbials, while the remaining L2 varieties align with the L1 varie-
ties. These results tie in with Lunkenheimer’s (2012: 338, 340) finding 
that PrPf usage in SPst contexts typically occurs in Asian varieties, which 
are characteristically of the L2 type. 
Different factors may serve to explain the outliers. The PrPf has 
traditionally been prevalent in all contexts in IndE, and it has been sug-
gested that processes of transfer (re-analysis of the Hindi structure past 
participle + auxiliary and extension of its application to PrPf contexts) 
and substrate influence (for speakers of Dravidian languages) play a role 
for this variety (Davydova 2011: 172–173, 190), resulting in examples 
such as (3) and (4). 
 
(3) He’s been good yesterday (ICE-IND s1b-047) 
(4) You know yesterday I have seen some two guys speaking with 
you (ICE-IND s1a-049) 
 
In the absence of contradictory evidence and as no speaker information 
is available for the ICE components, this hypothesis seems to provide a 
plausible explanation. A similar line of argumentation is pursued by 
Sharma (2001: 367), who suggests that the PrPf in IndE may be develop-
ing from PERFECT to PERFECTIVE; that is, expressing completion of 
an event rather than continuing relevance. If this is correct, the PrPf in 
IndE would follow a common typological path of development (see Sec-
tion 2.1 above). 
For HKE, it has been noted that its speakers commonly do not 
mark verbs for tense or aspect (or only draw a distinction between pre-
sent and past tense), creating time reference through temporal adverbi-
als alone (Platt 1982: 410; Setter et al. 2010: 49–55; cf. Section 5.9). 
Therefore, it is not surprising that the corpus data contain examples of 
this kind, such as (5) or (6).298 
 
(5)  And then uhm but recently her backbone is very painful […] 
(ICE-HK s1a-052) 
(6)  […] we just have a quarrel last night (ICE-HK s1a-035) 
                                                          
298 In these two examples, indefinite adverbials are used. 
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It could be argued that perfect marking through a combination of a TR-
form and a temporal adverbial is indeed redundant and thus is avoided. 
From the perspective of the speakers, who use a pattern familiar from 
their L1, this does not result in any loss in communicative value. 
Greater variation in grammatical forms, including the PrPf with 
definite temporal adverbials as in (7) can also be observed (see further 
below).  
 
(7)  Some of them have once been my best friends […] (ICE-HK 
w1b-004) 
 
In addition, forms that are partly marked (I’ve mention) as in (8) occur.  
 
(8)  So the most important thing when you look at the prologue 
okay is what as I’ve mention last time is the fact that it gives 
you a time structure […] (ICE-HK s1b-010) 
 
Here, the same argument as above is valid. The usage of this reductive 
pattern does not result in any loss of communicative value. It rather is a 
pattern approximating standard usage and occurring regularly in the 
data (see also Section 6.4), now in combination with a definite temporal 
adverbial.  
All the foregoing items are again most likely due to a combination 
of substrate influence (Kachru & Nelson 2006: 42) and learner effects – a 
common scenario in L2 Englishes (Schneider 2012: 63–64; 85; cf. the 
contributions in Mukherjee & Hundt 2011) – and surface also in the 
ICE-PHI data, as in (9). 
 
(9)  Months ago I have written Sen John Sheffield the head of the 
US Senate Environment Committee about the problems […] 
(ICE-PHI s2b-032) 
 
Looking at individual examples, a qualitative difference between the 
occurrences in the L1 varieties and the L2 varieties can be established. In 
both variety groups the subjective conception of a situation as recent and 
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relevant by the individual speaker may be conveyed by a combination of 
definite and indefinite temporal adverbial as in (10) (see (11) for a corre-
sponding SPst example) or by a premodification (this last week; only yes-
terday) as in (12) or (13).  
 
(10)  I would not say that women’s issues have just started last year 
I would not even say that (ICE-EA Kenya s1a-028) 
(11)  I just had this kind of patient a couple of months ago (ICE-PHI 
s2a-032) 
(12)  Oh I’ve had some fun this last week (ICE-CAN s1a-093) 
(13)  Indeed my English is likely to be a little dodgy as I have only 
yesterday returned to civilisation after a 3-week sojourn to 
Derry (ICE-IRL w1b-006) 
 
In contrast, the vast majority of occurrences in the L2 varieties clearly 
represent definite contexts that usually require the SPst, as in (14) to 
(18). 
 
(14)  Actually I’ve noticed that two weeks ago (ICE-PHI s1a-066) 
(15)  This work came out of a discussion that Noah and I have had 
several months ago probably in October uh last year when we 
were talking about ethics […] (ICE-JA s2b-029) 
(16)  So he admits Sir what he has stated yesterday was was not 
correct (ICE-IND s2a-063) 
(17)  Where have you been last Sunday (ICE-HK s1a-085) 
(18)  We have mailed you the above DBS Card 2 weeks ago. (ICE-
SIN w1b-019) 
 
Thus, examples such as (14) to (18) may well be explained by substrate 
and learner influence that gives rise to an innovative pattern; that is, the 
possibility of replacing the SPst with a PrPf form in indefinite contexts. 
This arguably leads to a conception of the PrPf as a tense that is on a 
functional par with the SPst in these varieties. It needs to be borne in 
mind, however, that these occurrences are also quantitatively rare overall 
in the L2 varieties. 
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For the L1 varieties, the few examples where the PrPf co-occurs 
with definite temporal adverbials can be explained in terms of pragmatic 
necessity, as argued for example by Rastall (1999: 81–83; cf. Binnick 
2009: 272) and Hundt & Smith (2009: 58), almost without exception (but 
see (19) and (20) from AusE and NZE, two varieties where PrPf use in 
typical SPst contexts is rated “neither pervasive nor extremely rare” in 
eWAVE Feature 100 2012).299 Therefore, it seems unlikely that a general 
development toward PrPf-SPst convergence/interchangeability will en-
sue in the L1 varieties in the foreseeable future.  
 
(19)  Well he’s come on very quickly last year (ICE-AUS s2b-017) 
(20)  well because i mean we can read up on everything else again 
but we’ve seen that video months ago (ICE-NZ s1b-009) 
 
Even if PrPf usage in combination with definite temporal adverbials 
becomes accepted in one variety (e.g. one of the L2 varieties or one of the 
transplanted L1 varieties such as AusE; see Ritz 2010), whether this 
development will gain currency over time and eventually spread to other 
varieties remains a matter of speculation. 
                                                          
299 Note that in example (20) the corpus annotation contains a hesitation marker between 
months and ago. This may be interpreted as an instance of the speaker becoming aware of a 
“performance error”, but accepting the lack of grammatical well-formedness for pragmatic 
reasons.  
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7 Discussion of the findings 
The central purpose of this section is to discuss and condense the main 
points emerging from the results of the empirical study above (chapters 
5 and 6). At the same time, the discussion section reconsiders the issues 
raised at the outset of the study (chapters 2 to 4) in light of the data pre-
sented in the preceding chapter. Thus, the corpus findings are further 
related to the research context as well as to broader theoretical issues.  
7.1 Overlap or divergence? 
This section addresses the first guiding research questions of the study 
in that it considers overlap and divergence of worldwide varieties of Eng-
lish and discusses the issue of the PrPf as a core feature of English 
grammar. Its main aim is to further contextualize the empirical findings 
of sections 6.1 to 6.4. 
First, the analysis suggests that, in general, the PrPf is a global-
ized or core structural feature that is relatively uniform across varieties 
of all types (see sections 6.1 and 6.2), despite some quantitative differ-
ences in usage patterns (see sections 5.1 to 5.10). On a related note, the 
overall result that has emerged from the present analysis, namely that 
differences between “old” L1s, “transplanted” L1s, and L2s are quantita-
tive rather than categorical in nature, is in line with the outcomes of 
previous corpus-based studies of morphosyntactic phenomena in World 
Englishes (cf. e.g. the contributions in Rohdenburg & Schlüter 2009, 
Mukherjee & Hundt 2011, Hickey 2012 or Schreier & Hundt 2013). This 
supports Hundt & Vogel’s suggestion of an alternative means of catego-
rization, namely into “set[s] of varieties that show (a) the effect of lan-
guage contact and (b) exo-normative influence to a greater or lesser ex-
tent” (2011: 161; see further Section 7.3), also given that in the present 
dataset varieties with continuing exonormative orientation toward BrE, 
such as HKE or IndE, occupy leaves and nodes adjacent to their “parent” 
variety, while others, such as PhiE, which already have entered the phase 
of endonormative stabilization to some extent, cluster more closely with 
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the transplanted L1 varieties. Note that the role of Americanization 
needs further consideration in this respect. 
Furthermore, patterns of usage appear to be sensitive to the ex-
ternal variable “text type”/“register”. The dendrogram and NeighborNet 
analyses showed that the vast majority of spoken texts and many spoken 
subcategories, for instance private dialogues (s1a), were to be found in 
adjacent leaves or nodes and were clearly not determined by variety type, 
a finding that corroborates the result from the preceding multidimen-
sional analyses. For written texts the picture was less clear, with the 
members of some categories in the same clusters, while others were 
distributed more widely. Overall, this suggests that text type may repre-
sent an external factor that determines the patterns of usage of the 
standard PrPf irrespective of the variety or variety type. This finding 
further supports the claim that similarities between text types are 
stronger than between varieties (e.g. AmE and BrE; Schlüter 2002a: 109) 
and provides counterevidence to assertions that the similarity of text 
types across variety types is a “myth” (Kachru & Nelson 2006: 283). Sec-
ondly, the aggregational representations revealed considerable variation 
within individual text categories, as illustrated by the outliers and split 
clusters of the same text category. By and large, these findings corrobo-
rate earlier corpus-based register studies, which found that, in general, 
written texts possess greater potential for variation (in our case, for us-
age patterns), while spoken texts are more limited and, thus, prone to 
sharing similar characteristics (Biber & Conrad 2009: 261–262).300 This 
also underscores the validity of pre-established textual categories as con-
cepts that are based merely on cultural conventions rather than lan-
guage-internal properties.301 All in all, however, the pre-established cate-
                                                          
300 Biber & Conrad provide a number of “highly informational written registers produced 
for experts in a field – registers like academic research articles or official documents” 
(2009: 261) that share distinctive linguistic features. As regards PrPf usage, such distinctive 
written registers that align closely may be represented in the current data by academic 
writing (w2a) or creative writing (w2f). 
301 It is taken as self-evident that establishing textual categories based solely on language-
internal features is a tedious task that necessarily involves subjective decisions, for instance 
with regard to the inclusion of the structural features that are part of the analysis. A rele-
vant research project attempting a re-classification of the texts of the British National 
Corpus is currently underway (Ghada Mohamed, University of Lancaster, p.c.). 
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gories seem to mirror actual inherent structural differences for the PrPf 
usage in some ways, at least as regards the spoken versus written dis-
tinction and a number of categories.  
A note of clarification is in order here. Some of the contextual var-
iables that were coded could be seen as inherent general properties of 
one textual category or another and not as related to PrPf usage in par-
ticular. For instance, a high(er) proportion of questions and preceding 
PrTs forms may be interpreted as typical of dialogues in general as an 
interactive and present-oriented category. Thus, it is arguable whether 
associations between (particularly spoken) text types, as depicted in the 
multidimensional analyses (both in the individual varieties and in the 
overall view), are due to general text type effects rather than genuine 
similarity in PrPf usage patterns. However, associations between spoken 
text types were shown to persist even when the allegedly general proper-
ties (sentence type and/or preceding TR form) are disregarded in the 
multidimensional analysis.302 
Despite the register and genre influences identified, more often 
than not, significant differences had small effect sizes or could be found 
on lower levels or in tendency in the groupings only. The multidimen-
sional analyses yielded no clear-cut divisions along variety types, modes 
of discourse, macro-genres or ICE text types. The only language-external 
dimension of influence could be found in the form of an “involved” 
versus “informational” split (see Section 6.3), which again indicates the 
applicability of these categories. But a post-hoc test revealed no clear-cut 
result, which provides further support for the hypothesis that, when 
individual grammatical features are considered (here, the PrPf), a neat 
categorization according to variety type is impossible or at least inade-
quate, given the blurred distinctions between L1, transplanted L1, L2 
and arguably also learner varieties of English, potentially due to the fact 
that all contact scenarios are “messy” (Schreier 2010: 464) and involve 
                                                          
302 This is exemplified with a hierarchical representation for one variety (HKE) in Appendix 
D, where the values for each individual variable are disregarded step by step. Even if sen-
tence type and preceding TR form are left out (see Figure 8.f.), the spoken categories are 
located on neighboring leaves (with a significant monologues subcluster). A similar result 
occurs when taking into account the leaves for all varieties (as in Section 6.2). 
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processes of linguistic globalization (Hundt & Vogel 2011: 161).303 These 
results also point to a restricted influence of further language-external 
variables and, in consequence, a categorization of the PrPf and its 
grammar of usage as a core structural feature of worldwide varieties of 
(educated) English as represented in ICE.  
That only minor divergence was found between varieties and va-
riety types does not come as a major surprise. First, from a sociolinguis-
tic point of view: despite its political connotations, Fishman’s coinage 
“anglification” (1996b: 637; see further Section 2.5.2 above), which im-
plies a continuing exonormative orientation and thus relative linguistic 
homogeneity across speakers, appears to be a helpful concept. Anglifica-
tion, and thus homogeneity, is most advanced at the higher end of the 
social and educational scale and, due to the corpus compilation princi-
ples, this is where the majority of speakers who contributed to the ICE 
data can be located. As a result, divergence should become more pro-
nounced if we employ data from mesolectal or basilectal – and therefore 
probably less anglified – speakers of English. However, the analysis has 
also shown that “educated” by no means equates to “standard”, let alone 
exonormative orientation toward BrE in all respects, as was indicated by 
the usage of alternative surface forms and potential extension of the PrPf 
territory. Additionally, effects of register and genre were also shown to 
play a part. Second, from the point of view of linguistic subfields: While 
it has been observed that on the level of phonology spoken varieties of 
English are susceptible to increasing divergence and fragmentation (see 
e.g. Wächtler 1977: 64; Leitner 1992: 219), grammar (in terms of mor-
phology and syntax) has rather been seen as a monolithic block that is 
relatively immune to contact influence (Sankoff 2001: 658) or, alterna-
tively, as a linguistic area where patterns increasingly converge interna-
tionally (Hundt et al. 2004: 588). Still, subtle structural differences be-
tween varieties, variety types, etc., do exist. In the present study these 
mainly consist of quantitative differences in the relative distributions of 
                                                          
303 Görlach mentions a related aspect, stating that the historical BrE or AmE “ancestries” of 
varieties of English “are becoming diluted and probably will ultimately be lost” (2002: 117). 
See further Omoniyi & Saxena (2010: 5) or Ramanathan et al., who argue for a radical 
reconfiguration of the traditional categorizations of varieties of English as globalization 
“render[s] much of our discipline’s polarities around English […] defunct” (2010: xvii). 
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single language-internal variables, but also of qualitative differences in 
terms of alternative forms (see Section 6.4 and below). In the multidi-
mensional analyses, these differences emerged in the form of distances 
between varieties, variety types, etc., which were often relatively similar, 
such that we may speak of a “similarity in differences”. In other words, 
while all varieties are relatively uniform overall, differences could still be 
discerned when looking at their “inner life”. This is mainly due to the 
fact that the analysis of aggregated data may naturally result in some loss 
of detail (but cf. sections 5.1. to 5.10 above). It has to be kept in mind, 
however, that even if PrPf usage is characteristic of particular registers 
and text types, it is not a sufficient condition for distinguishing between 
them, as patterns overlap across language-external categorizations on all 
levels. 
In contrast to the aspects mentioned so far, the case study in Sec-
tion 6.4 deliberately did not consider regularizing usage but instead 
investigated “exotic”, that is, alternative, surface forms in perfect con-
texts in order to determine similarities and differences across varieties. 
As regards specialized semantic or pragmatic values of these forms, the 
results remain inconclusive at first sight, with none of them seemingly 
restricted to specific contexts. However, a possible exception is the after-
perfect in IrE, which expresses recentness, while no evidence could be 
found for any other alleged pragmatic function such as “mirativity” or 
“solidarity among speakers”. Still, it has to be acknowledged that this 
form (like the other non-standard forms) is rare overall in ICE.304 Differ-
ent sets of (spoken informal) IrE data would allow for a more compre-
hensive qualitative analysis and might further contribute to solving the 
issue of the tenability of the (semantic) grammaticalization hypothesis of 
IrE perfect forms (Kallen 1989 vs. Pietsch 2009; cf. above). While it is in 
principle conceivable that particular semantic functions could be as-
signed to different surface variants, as has indeed been observed in vari-
eties such as Trinidadian English (Winford 1993: 141), the ICE-IRL data 
provided no evidence for the grammaticalization hypothesis. A closer 
investigation would probably necessitate the involvement of other types 
                                                          
304 This equally applies to other corpora, for instance the data used by Fritz (2006). 
356 
 
of data, e.g. questionnaires or sociolinguistic interviews (see Krug & Sell 
2013 for an overview of questionnaire-based research). 
For the remaining alternative surface forms,305 the present find-
ings suggest that these do not carry idiosyncratic semantic notions but 
rather exemplify vernacular features across a number of varieties, and 
may therefore be analyzed as “angloversals” (Szmrecsanyi & Kortmann 
2009: 33)306 or, alternatively, as some kind of “genre/register versal” 
within English. This claim is substantiated by the facts that (i) relevant 
forms occur rarely in ICE (see also Seoane & Suárez-Gómez 2013), 
which represents educated usage, and (ii) they occur almost exclusively 
in the spoken sections of the corpus data. Therefore, the different reali-
zations are due to register effects rather than semantic or pragmatic 
influences in the narrow sense, which is why they can be used across a 
variety of contexts. However, a corresponding, but rather general prag-
matic value that could be identified for the majority of the relevant forms 
is that of “conveying informality”. 
7.2 Present Perfect versus Simple Past 
This section focuses on the wider implications of case studies 2 and 3; 
that is, the combinability of the PrPf and the SPst with temporal adver-
                                                          
305 See Section 6.4. The origin of these forms was not discussed in detail above. Suffice it 
to say that, from a diachronic perspective, two sources for non-standard surface realiza-
tions are conceivable. They may be due to substrate influence (as claimed for IrE) and 
learner effects/cognitive constraints (applies mainly to L2 varieties; cf. e.g. Seoane & Suár-
ez-Gómez 2013: 11) or, alternatively, persistent influence from earlier and non-standard 
varieties of English (e.g. traditional dialects), where these forms have been salient. Natural-
ly, these two dimensions interact, such that earlier learner effects and/or substrate influ-
ence might eventually be transferred to L2 varieties and interact there with other learner 
and substrate effects (see also Hickey 2010a and the contributions in Schreier & Hundt 
2013). To determine the exact nature of these interactions empirically, we would need both 
synchronic and historical data of all varieties involved in the process. While these are more 
widely available for earlier stages and dialects of the English spoken in Britain, projects on 
the establishment of historical corpora for L2 varieties are in a fledgling state only (but cf. 
“The Corpus of Historical Singapore English” project; Hoffmann et al. 2012). 
306 But cf. Winford (2009: 233; 2013: 227), who rejects the claim that tense-aspect systems 
of non-native varieties of English in their entirety represent some kind of typological uni-
versal. 
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bials (see Section 6.5) and the use of the PrPf as a narrative tense (see 
Section 6.6). 
Above all, the analysis of temporal adverbials and their co-
occurrence patterns with either the PrPf or the SPst across the extended 
set of twelve varieties of English (i) has helped to shed more light on the 
issue of variation between the two grammatical forms, (ii) complements 
previous studies that were entirely or primarily based on AmE and BrE, 
and (iii) addresses the issues discussed below with the help of a quanti-
tative analysis of ICE data. 
First, as regards the patterns of variation between co-occurring 
PrPf and SPst with a number of temporal adverbials, it emerged that the 
indefinite temporal adverbials under investigation by no means repre-
sent a homogeneous group. A hierarchy of PrPf-friendliness was estab-
lished for each item, which revealed that PrPf co-occurrence is almost 
categorical with some adverbials (e.g. already, yet and since), while others 
are more flexible (e.g. always, ever and just) or even co-occur largely with 
the SPst (e.g. never and recently). Globally, however, a wide range of dis-
tributional patterns was observed across varieties as well as within each 
individual variety for the items considered. Findings from earlier studies 
that were based on AmE and BrE data only or that covered fewer varie-
ties or a small selection of texts from a few ICE components were ex-
tended and qualified (see also Werner 2013b). On the whole, Hundt & 
Smith’s (2009: 58) assertion that variation between the PrPf and the SPst 
with indefinite temporal adverbials represents a case of layering can be 
confirmed for further varieties, although the alleged stability of this vari-
ation would have to be confirmed by further diachronic studies, especial-
ly for transplanted L1 varieties and L2 varieties.307 
Second, as regards individual varieties, perceptions such as BrE 
being a PrPf-friendly variety in temporally specified contexts could be 
confirmed, while L2 varieties could be found near two poles of a hierar-
chy of PrPf-friendliness (see also sections 5.1 to 5.10 and 6.4). This sug-
                                                          
307 See also Kortmann & Szmrecsanyi (2004: 1188–1189), who found leveling between the 
PrPf and the SPst among the common features of L2 Englishes. As leveling between the 
forms also occurs in a range of other non-standard varieties of English, Schneider (2007: 
84) proposes that this feature qualifies as a vernacular universal. 
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gests that some (EAfE, IndE and HKE) are still exonormatively oriented 
toward BrE, while others (PhiE, JamE and SinE) show a more SPst-
friendly, arguably “Americanized”, pattern308 that can be attributed to 
close geographical (areoversal) or intensive political, cultural and eco-
nomic relations. In light of the fact that other L1 varieties are also less 
PrPf-friendly than BrE, it may be argued that SPst-friendliness or poten-
tial for variation with temporal adverbials has become a globalized rather 
than an Americanized pattern. However, variety types (sensu Schneider 
2007) do also exert some influence here. This claim is substantiated by 
the findings from the aggregational quantitative analysis where BrE and 
the exonormatively oriented L2 varieties (phase 3), the transplanted L1 
varieties (phase 5) and the SPst-friendly varieties (phase 4) cluster to-
gether. The non-hierarchical NeighborNet further showed that the dis-
tances between BrE and the transplanted L1s are shorter than the dis-
tances between L1s and the L2 varieties in general. Therefore, we can 
establish a split between the L1 and L2 varieties, while differences be-
tween the traditional L1, BrE, and the transplanted L1s are less marked. 
As regards the weakening of the definite temporal adverbial con-
straint and the usage of the PrPf as a narrative tense, this indeed occurs 
in definite temporal contexts in the ICE data, though rarely overall and 
predominantly in spoken genres or involved texts such as letters (w1b). 
With respect to the objection that the low number of occurrences may be 
merely ascribed to the compilation principles of ICE, which captures 
mainly non-vernacular English, note that Davydova’s (2011) data on 
mesolectal and basilectal varieties, which were obtained with the help of 
sociolinguistic interviews, also did not yield sufficient numbers to at-
tempt a meaningful quantitative analysis. A qualitative analysis revealed 
that while pragmatic pressure on the speaker as proposed by Rastall 
(1999) may override the constraint in L1 varieties, L2 speakers are more 
likely to show creative usage of the PrPf, that is, to use it interchangeably 
with the SPst, due to substrate or learner effects or a combination of 
                                                          
308 It has already been indicated that, as yet, no complete ICE component that would allow 
for direct comparison is available for AmE, but previous studies have shown that, overall, 
AmE is much less PrPf-friendly than BrE, although distributional values vary considerably 
for individual items (Hundt & Smith 2009: 53–54; see also Yao & Collins 2012).  
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both. Therefore, we can conclude that in this respect, too, there seems to 
be a clear split between L1 (both traditional and transplanted) and L2 
varieties. Based on the present evidence it is, in principle, conceivable 
that change in this grammatical area (development of the PrPf into a 
tense on a structural par with the SPst, i.e. a fully-fledged variant) might 
occur (cf. the typological evidence in many other languages; Miller 2000: 
350). However, at present the case for an extended functional range of 
the PrPf in the educated varieties under investigation is weak and no 
definite answer can be given as to whether this will materialize. 
7.3 Models of World English revisited 
As indicated above (Section 6.1), the traditional conceptualizations of 
varieties of English leave room for improvement. In the present section I 
thus elaborate further on the topic of models of World Englishes. In 
particular, I seek to assess the applicability to grammatical studies of 
some of the models presented in Section 2.5.1, namely Kachru’s (1988) 
approach as the most widespread circle model, as well as the models 
developed by Modiano (1999), Minnich (2004) and Schneider (2007). I 
also discuss some more general implications of models of language 
contact. 
In relation to Kachru’s approach, the findings on the PrPf from 
the ICE data support the position that the ENL/L1 versus ESL/L2 (versus 
EFL) distinction is of limited explanatory power when it comes to the 
investigation of individual features (as argued e.g. in Hundt 2009). In 
the quantitative analyses involving aggregated data (hierarchical dendro-
grams and non-hierarchical NeighborNets), clear splits along the lines of 
variety types were not in evidence (see sections 6.1 to 6.3 and 7.1) or 
could be observed merely in tendency. A similar result emerges even 
when applying the more fine-grained categorization proposed by Kort-
mann & Szmrecsanyi (2011), which distinguishes between standard 
varieties (BrE/AmE), transplanted L1s, shift varieties and non-native L2s. 
To take the above position even further, it seems that Schneider’s (2007) 
influential dynamic phase model is applicable when considering dia-
chronic and sociocultural aspects (as explained in the background sec-
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tions on each variety; see Chapter 5) such as identity issues and related 
aspects rather than when investigating structural features in isolation. In 
this regard one of the truisms of variational study becomes apparent 
here, namely that people and not nations use languages (Conrad 1996: 
22). This also highlights the discrepancy between socially and politically 
motivated and inherently linguistic criteria when labeling certain varie-
ties (see further Spolsky 2009: 1 on this topic). 
However, there is also evidence that the L1 versus L2 distinction 
and Schneider’s (2007) model should not be dismissed in toto. This was 
revealed in the assessment of the PrPf as a narrative tense, where clear 
qualitative differences between L1 and L2 varieties emerged in combina-
tions of the PrPf with definite temporal adverbials (see sections 6.6 and 
further 7.1) and, likewise, during the quantitative analysis of the PrPf-
friendliness of various temporal adverbials (see sections 6.5 and 7.2). In 
the latter case study, PrPf-friendly varieties were shown to comprise BrE 
and L2s that have advanced to phase 3 only, while transplanted L1s 
(phase 5) covered the middle ground (but were still close to BrE) and L2s 
that have already reached phase 4 were least PrPf-friendly, arguably 
showing traces of Americanization (or, globalization, depending on the 
researcher’s perspective). Thus, both Kachru’s circles and Schneider’s 
phases are useful as they also involve and are able to mirror actual struc-
tural conditions, albeit with a limited scope. 
With regard to the applicability of general processes as identified 
in language contact studies (e.g. Thomason 2001; 2010 or Muysken 
2010), the relative homogeneity of the varieties in the area of the PrPf 
runs counter to some of the expectations formulated above (see Section 
2.5). Contact between typologically distant languages (as in the L2 varie-
ties) did not result in overall patterns that made these varieties markedly 
different from L1s. However, as indicated in the foregoing discussion of 
Kachru’s and Schneider’s models, a number of qualitative and quantita-
tive differences between the two types and, moreover, between individu-
al varieties do exist. To mention a relevant example, with the use of al-
ready or ever as sole perfect markers (see e.g. sections 5.8 and 5.9), the 
present data illustrate that “under circumstances of intense contact, any 
linguistic feature can be transferred to any other language” (Thomason 
2010: 41), which is usually uncommon to happen for grammatical fea-
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tures. This indicates that these general processes of language contact 
should not be overlooked in studies of individual grammatical features, 
even if their explanatory potential is limited in the present study with 
regard to the potential effects of the geographical closeness of varieties. 
Due to the above limitations, I suggest that for the description of 
individual structural features in model form, Modiano’s (1999) approach 
seems to represent the most promising candidate. Its graphical repre-
sentation is shown once more in Figure 7.3.1 for convenience.  
 
Figure 7.3.1. Modiano’s (1999) model of World Englishes 
While “English as an international language” (EIL) is admittedly only a 
vaguely defined concept, lacking universal acceptance in the World Eng-
lishes community due to its being more of a theoretical construct than 
an actual variety, the main advantage of Modiano’s model compared to 
Kachru’s and Schneider’s models is its flexibility. Further, it is more 
comprehensive and concrete than alternative suggestions as proposed by 
Hundt & Vogel (2011: 161; “set[s] of varieties that show (a) the effect of 
language contact and (b) exo-normative influence to a greater or lesser 
extent”) or the “Variety Spectrum” approach as sketched in Bongartz & 
Buschfeld (2011: 45–48), where merely the variation of single features 
362 
 
and its interaction with sociolinguistic categories can be plotted in a two-
dimensional way. The flexibility of Modiano’s approach is grounded in 
the fact that individual features can be placed not only within the darker 
core (EIL) area, but also in one or even all of the overlapping circles, 
irrespective of the variety status and types that these circles are associat-
ed with. In addition, the approach allows for idiosyncratic items to be 
included in one (or some) of the outer circles, which again are potential-
ly overlapping. While it is clear from the analyses above that the PrPf 
would be located in the core, alternative surface forms (such as those 
described in Section 6.4) could be placed in one (or more) of the outer 
circles, to which a circle labeled “indigenized” L2 varieties should be 
added. Conceivably, the relationship between the variety types could be 
displayed more equally, resulting in a flower-like graphical representa-
tion. Further petals could then also be added, such as “other varieties”, 
containing low-contact L1 varieties, learner varieties, pidgins and cre-
oles, or “varieties resistant to standardization” (cf. Schreier 2012).309 
Such a modified version of Modiano’s model is presented in Figure 
7.3.2. 
The revised model is able to recognize degrees of (dis-)similarity 
as proposed by Sharma (2009: 173), while it goes without saying that 
alternative means of analysis and representation (e.g. those applied in 
the present study such as NeighborNets) are more adequate for quantify-
ing these (dis-)similarities. There is no reason to suppose that other 
grammatical (and likewise phonological, pragmatic, etc.) features should 
not be localizable with the help of this model. At the same time, the 
weaknesses of symmetrical representations (e.g. Venn diagrams) as 
criticized by Hundt (2009: 305) can be avoided.  
 
                                                          
309 Alternatively, the categorization into hyper-central, super-central, central and peripheral 
varieties as proposed by Mair (2013) could also be applied. This approach specifically 
recognizes the role of English in a global language ecology and considers both standard 
and non-standard varieties. 
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Figure 7.3.2. A revised model of Modiano’s model of World Englishes: applying categories 
from Kortmann & Szmrecsanyi (2009) 
Naturally, this is not to imply that the sociolinguistic/variety type view-
point offered by models such as those of Kachru (and its extensions) and 
Schneider is meritless; it is simply less adequate for the description of 
linguistic structure and usage patterns. That models assessing sociolin-
guistic status or variety types are necessary is evident from the finding 
that Modiano’s approach, too, cannot fully do without geographical 
and/or status-related circles as the underlying base for the core area. 
Still, there is room for improvement or adaptation. For instance, the 
outer circles could also be labeled according to Schneider’s phases that 
share similar structural features (but also sociolinguistic aspects), which 
again illustrates the versatility of Modiano’s approach (see the modified 
version Figure 7.3.3). The phases could be placed according to how 
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much they overlap, e.g. with phase 1 covering less of the core area but 
subsequent phases (e.g. 4 and 5) showing considerable overlap with the 
core area and each other.  
Figure 7.3.3. A revised model of Modiano’s model of World Englishes: applying categories 
from Schneider (2007) 
A further point worth discussing is the applicability of Minnich’s (2004) 
concept of ethnoscapes (groups of people who share a form of mediated 
culture), which is closely related to the general phenomenon of globali-
zation. It provides one possible explanation why globalization contrib-
utes to the blurring of linguistic boundaries, both generally and in the 
sense of variety types, as also hypothesized by Hundt & Vogel (2011: 
161). It could be argued that the educated speakers represented in ICE 
constitute such an ethnoscape, though it is difficult to determine wheth-
er this is actually the case and, if so, how this ethnoscape should be de-
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lineated. In order to establish a sound empirical basis for the existence 
of ethnoscapes, we would have to investigate the cultural habits of all 
contributors to the corpora and relate them accordingly in some kind of 
network representation. While such a project is conceivable in principle, 
it would require considerable resources and great methodological care 
by the researchers involved. For the ICE data, this is objectively beyond 
reach. Therefore, even if Minnich’s model succeeds in relating the indi-
vidual speaker perspective to general cultural developments and pro-
vides one potential point of departure that explains the overall homoge-
neity of varieties in the present and other areas of research, for the time 
being her conceptualization has to remain somewhat vague and specula-
tive. In addition, it would be too simplistic to claim that cultural similari-
ty necessarily implies structural linguistic similarity. The ethnoscapes 
model would thus seem less adequate for the study of individual struc-
tural features than, for example, Modiano’s approach. 
7.4 Central perfect environments and Miller revisited 
Van Rooy (2009: 311) has stated that there is a lack of comparative stud-
ies that “determine potential core attributes of the perfect”. In order to 
complement van Rooy’s own attempt to tackle this issue, in this section I 
identify those environments where PrPfs characteristically occur. This is 
done in two ways. First, on the basis of findings from the above sections 
on the individual varieties, I consider the prototypical language-internal 
environment; that is, which of the factors investigated above yield high 
relative values and compare the findings to results from general-
language studies. Second, on the basis of the PrPf-friendliness scores 
found above, I also establish the typical environment according to lan-
guage-external categories. In other words, I look at the various text types, 
genres, etc. again and relate the present findings to further research. I 
also address Miller’s (2004a: 231) statement that “the classic adverb-less 
PrPf exists only in formal written English” in light of the present data. 
Table 7.4.1 presents an overview of the ranking of the individual 
language-internal variables according to their relative frequencies both 
for each variety and overall, which is evaluated below column by column. 
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The exact relative proportions for the individual variables are given when 
necessary. 
 
Table 7.4.1. Ranking of language-internal PrPf variables 
 
 
If a PrPf is temporally specified, as is the case for 23.2% of all PrPfs in 
the data from the ICE samples, this is typically done by way of adverbials 
of span and duration (SP; 46.4%) or those referring to a point in time 
(TP; 30.1%). The remaining two categories, adverbials of sequence (SQ; 
13.6%) and adverbials of frequency (FR; 9.9%), are much less common. 
However, the hierarchy SP > TP > SQ > FR is not observable in all varie-
ties. While SP > TP (> FR/SQ) seems to represent a stable pattern, the 
positions of SQ and FR vary. In the sections on the individual varieties 
above, it was hypothesized that the high percentage of SQ adverbials 
(e.g. already) in some of the L2 varieties (PhiE, JamE, HKE, IndE) may 
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be due to their use as additional markers of completion, most likely as a 
result of substrate influence. In fact, they are also ranked third in BrE, 
IrE and NZE. However, the hypothesis can still be considered valid as 
mode of discourse seems to play a part here. In the three Asian L2 varie-
ties (especially PhiE and HKE, but also IndE), SQ adverbials are particu-
larly prominent (20% or more of all specified tokens) in speech. This 
finding strongly suggests that, even in acrolectal/upper-mesolectal Eng-
lish as contained in the ICE data, we can observe substrate transfer not 
only on a more superficial level (e.g. with regard to lexical items, charac-
teristic discourse markers or alternative perfect forms) but also with 
respect to frequencies of individual variables for one particular area of 
grammar (in our case the PrPf). Speech, of course, is the mode of dis-
course where this is most likely to occur. This notion dovetails with the 
finding that SQ adverbials are overrepresented in involved texts (see 
Section 6.3). 
In the ranking of Aktionsart categories, another split picture 
emerges. Achievements (39.2%) overall constitute the majority class, 
closely followed by activity verbs (37.8%). Minority variants are state 
verbs (20.2%) and the rare category of accomplishments (2.8%). Even if 
the relative frequencies of achievements and activities do not diverge by 
a large margin, achievements seem to be overrepresented in PrPfs pro-
vided that verbs of the activity type are commonly viewed as the most 
frequent category overall (covering nearly 50% of all verbs; cf. Biber et al. 
1999: 365). This in turn strengthens the position of achievements as the 
central Aktionsart class with PrPfs when considering the aggregate data. 
Again, the ranking of the two highly frequent classes is not fully homo-
geneous across the varieties; some subtleties are worth closer inspection. 
Activity verbs are the most common class in a number of varieties (IrE, 
AusE, PhiE, JamE), while it could be argued that among the L2 varieties 
achievements are most prominent in the Asian ones (SinE, HKE, IndE), 
two of which are still oriented toward BrE. Note further that state verbs 
are nearly as frequent as activities in BrE, which is therefore the only 
variety showing such a pattern. This latter finding contradicts Elsness 
(1997: 321), whose results suggested a low frequency of statives with the 
PrPf. In addition, the present findings for the ranking of Aktionsart 
categories (achievements > activities > states > accomplishments) can be 
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related to Liszka’s (2003: 18) hypothesis that “adequate usage” of the 
PrPf by learners of English is “in descending order of the following hier-
archy of Aktionsart categories: states > activities > accomplishments 
> achievements”. There is some limited evidence in the ICE data that 
corroborates this hypothesis. When we consider student writing (w1a) 
on its own, the JamE and IndE components support the view of a com-
paratively extended usage of PrPfs with states. However, in the remain-
ing L2 varieties, this seems not to be the case; thus, Liszka’s claim can-
not be universally confirmed. 
PrPfs across the board most often (89.4%) occur in positive 
statements, while they are less frequent in negatives (9.3%) and least 
common in questions (1.3%). This large bias toward the first sentence 
type is unlikely to be merely due to the presence of a PrPf but to the 
prevalence of assertive discourse in general. Negative discourse, in con-
trast, is more restricted in its communicative scope and thus used less 
often than assertive discourse (< 10%; cf. Biber et al. 1999: 1115; Mindt 
2000: 158). Genre effects play a part here, however, and Schlüter’s find-
ing that PrPfs in negatives (17.1%) and questions (14.0%) are noticeably 
more frequent in conversation (2002a: 135–136)310 can be extended to 
further varieties of English as well as to writing where conversation is 
simulated, as was the case in a number of creative writing (w2f) texts 
and occasionally in letters (w1b). Still, the genre values (dialogues) for 
positives do not fall below 75% in any of the ICE samples, indicating 
that this sentence type is a central environment for the PrPf.  
The vast majority of PrPf occurrences (62.4%) lend themselves to 
an indefinite single act reading, while the shares of the remaining cate-
gories are fairly equal. In detail, continuative state readings (13.9%) are 
slightly more frequent than continuative acts (12.6%) and indefinite 
multiple acts (11.1%). While the percentage for the indefinite single 
reading almost exactly matches that of Schlüter (2002a: 166) for BrE and 
AmE (62.8%), the remaining frequencies diverge and some variability 
                                                          
310 Although no directly comparable percentages are available from Biber et al. (1999: 159, 
211), the substantially higher rate of negatives and questions in conversation in general is 
apparent from the normalized frequencies (per million words) provided (questions: 0.0235 
in conversation, 0.0070 in fiction, 0.0005 in news and academic writing; negatives: 0.0220 
in conversation, 0.0135 in fiction, 0.0065 in news, 0.0005 in academic writing). 
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can be observed in the individual varieties. When ranking the frequen-
cies of the semantic readings, indefinite single act readings are the ma-
jority variant throughout, while the remaining categories can be found 
on all following ranks, apparently leaving us with an inconclusive result. 
Accordingly, on the basis of the present data, I will not attempt a com-
prehensive definition of the basic meaning of the PrPf (in the sense of 
Klein & Vater 1998: 216; see also sections 3.3 and 4.3.4). The lowest 
common denominator for all four readings would be a broad interpreta-
tion such as “reference to some kind of anteriority” or “once” (see also 
Portner 2003: 492). This would remain unsatisfactory as (i) such a defini-
tion is not exclusive to the PrPf (as it would also apply to other TR forms 
creating past time reference) and (ii) it would fall short of including less 
frequent semantic readings such as continuative or specialized facets of 
meaning such as hot-news/recent past, etc. (see Section 3.3.2). However, 
what we can establish is the central meaning (see Klein & Vater 1998: 
216) of the construction for worldwide varieties of English, which is 
“reference to a single event or situation in the indefinite past”. This def-
inition is in accordance with and broadens the results of a corpus-based 
study of BrE/AmE (Schlüter 2002a: 167), whose model has proven viable 
for the current analysis. In addition, it has the advantage that it still al-
lows for further readings to be included and is thus more apt for the 
semantic versatility of the PrPf. That indefinite single act constitutes the 
most central meaning can also be deduced from the fact that the remain-
ing readings – the continuative types in particular – yield higher propor-
tions of temporal specification and therefore often need some kind of 
contextual support, while the indefinite types are more context-
independent (see Figure 7.4.1).311 
 
                                                          
311 Differences between the indefinite (indef-s + indef-m) and the continuative group (cont-
c + cont-s) are highly significant χ2 = 452.35, df = 1, p < 0.001, φc = 0.291). This result from 
the ICE samples again broadens Schlüter (2002a: 260) beyond the BrE/AmE paradigm. 
Note besides that in contrast no evidence for a correlation between Aktionsart categories 
and semantic readings could be found in the data. 
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Figure 7.4.1. Relative proportions of PrPfs with and without temporal specification in ICE: 
semantic categories 
The final point to consider from a language-internal perspective is the 
ranking of preceding TR forms. PrTs is the most common variant 
(57.8%), while all other forms – apart from those that create past time 
reference, SPrPf (17.8%) and SPst (16.0%) – are negligible (< 4%). Note 
that the ranking of the latter two forms differs across varieties. It is not 
surprising that PrTs is the most common preceding TR form, as present 
tense verbs have been found to be the most frequent category in English 
in general. However, mode of discourse again is important. PrTs forms 
seem to be underrepresented in PrPf contexts in particular when com-
pared to general-language frequencies (Biber et al. 1999: 456) for conver-
sation (> 67%) and academic writing (> 66%), while overrepresented 
compared to fiction (40%) and news (52%). Still, it could be argued that 
the PrPf, due to the frequent present tense contexts in which it is em-
bedded, should be seen as a present tense itself or at least as a form that 
strongly suggests current relevance or “presentness” (see also below) 
and is therefore likely to be triggered by preceding PrTs constructions. 
Again, because this may merely be the central context in which it ap-
pears, other options are available, as shown by the strong presence of the 
past TR forms (SPrPf and SPst) as priming factors. Taking into account 
the overrepresentation of present tense forms mentioned above, the 
results nicely illustrate the hybrid nature of the PrPf, which may surface 
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in both present and past time contexts (including – birds of a feather 
flock together – occurrences with other PrPfs). 
I will now establish a second dimension of typicality of the PrPf 
according to language-external criteria, that is, textual categories. How-
ever, I will not present an in-depth comparison of the PrPf-friendliness 
of varieties with each other or discuss issues such as the alleged Ameri-
canization of PrPf usage (that is, declining PrPf frequencies) in some 
varieties, given that (i) these topics have been expertly covered elsewhere 
(see Yao & Collins 2012, Hundt & Biewer 2007 or Sand 2005: 457) and 
(ii) the ICE data do not allow for the establishment of diachronic trends. 
 
Figure 7.4.2. Perfect friendliness of varieties (normalized frequency per 10,000 words) 
However, it is worth briefly noting that neither the current data (see 
Figure 7.4.2) nor the results from Yao & Collins (2012: 392) support 
Bautista’s (2008: 202, 217) claim of a cline of closeness of Asian varieties 
in relation to “norms of the Inner Circle” in terms of PrPf-friendliness 
along the lines BrE > SinE > PhiE > HKE.  
Figure 7.4.2 further shows that in the majority (8/10) of the ICE 
samples, PrPfs are more frequent in speech (overall average = 76.69; 
σ = 22.24) than in writing (overall average = 65.55; σ = 10.02),312 which is 
                                                          
312 A similar result emerges when we re-group the data according to involved versus in-
formational texts. Involved texts (74.81) are on average more PrPf-friendly than the infor-
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the more internally homogeneous mode of discourse. Exceptions to this 
pattern are CanE and SinE, two varieties whose PrPf-friendliness is 
clearly below average across the data. Note that the low value for speech 
in the latter is due to an extremely low count for one text type, private 
dialogues (s1a: 7.60 PrPfs/pttw). However, the values for the non-
scripted spoken categories in the ICE-SIN data are also particularly low 
(s1b: 22.50; s2a: 27.00) in contrast to the scripted spoken category (s2b: 
72.80). Interestingly, comparable patterns (that is, considerably higher 
PrPf-friendliness in scripted monologues compared to the non-scripted 
spoken texts), although with less extreme contrasts, are in evidence in all 
varieties under investigation, apart from NZE. A possible explanation for 
this finding is that news discourse, as represented in s2b, naturally relies 
on PrPfs to locate a news item in the (indefinite) past (see also Yao & 
Collins 2012: 392).313 SinE therefore seems to have the most marked 
contrast between scripted and natural spoken discourse (which relies on 
other items for creating past time reference, such as temporal adverbials; 
see the examples in Section 5.8).  
For CanE, another explanation for its lower PrPf friendliness in 
speech is conceivable. It could be claimed that the salience of the “collo-
quial preterite” (Vanneck 1958; cited in Elsness 2009a: 92) is responsible 
for the lower PrPf frequencies in speech and dialogues in this variety in 
particular. However, one has to be cautious when establishing such a 
connection, as shown by studies of the PrPf-SPst alternation (e.g. Wynne 
2000: 45 or Schneider & Hundt 2012: 21). 
Given the results outlined above and taking account of the excep-
tional patterns just mentioned, it comes as no surprise that, overall, the 
macro-genre monologues has the highest PrPf-friendliness (average 
across the data = 86.04; σ = 19.89). However, scripted monologues (s2b: 
100.60; σ = 18.92) do not show the highest average overall; this position 
is taken instead by persuasive writing (w2e: 111.80; σ = 28.95) in the 
cross-varietal perspective. It has to be acknowledged, though, that the 
                                                                                                                           
mational texts (63.72), while HKE and SinE are the only varieties where the proportions are 
reverse. 
313 Note in addition that s2b, as a scripted category, is a likely candidate to appear removed 
from the remaining spoken types (Biber & Conrad 2009: 261). This is indeed the case in 
four out of the ten varieties (BrE, NZE, PhiE, IndE). 
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dispersion is much more pronounced in the latter. Note also that letters 
(w1b: 94.50; σ = 25.78), another textual category that could be interpreted 
as a monologic scripted type (though dialogic elements are undoubtedly 
present), reaches the third highest PrPf-friendliness value, and reportage 
(w2c: 79.15; σ = 7.44) ranks fourth.314 The high value for letters (see also 
Van Herk 2008: 51) can be interpreted as a corroboration of Wright’s 
(1986: 84) hypothesis that PrPfs are highly frequent in this genre as they 
serve to convey “structural subjectivity”, although the notion itself admit-
tedly remains vague. A potential solution for making the structural sub-
jectivity of text types more visible with the help of quantitative corpus 
data would be to measure the salience of indexicals (items such as here 
or first- or second-person pronouns; see Guenthner 1977: 94–95 or 
Weinrich 2001: 208–213) as markers of “presentness” (Bowie et al. 2013: 
349) or subjective discourse in texts of a given type, and to correlate 
these values with the respective PrPf-friendliness scores. 
As indicated above, Miller maintains that “the classic adverb-less 
PrPf exists only in formal written English” (2004a: 231). While this 
might be true for BrE/AmE, the ICE data do not support this claim. 
Figure 7.4.3 below reveals that PrPfs in speech are more often temporal-
ly specified by an adverbial than PrPfs in writing. Differences between 
the two modes of discourse are not significant, and still more than three 
quarters of all occurrences are without specification. Even when we re-
group the data into involved versus informational texts in order to better 
meet Miller’s “formal” (~informational) condition, the proportion of 
PrPfs that are not specified still exceeds three quarters. The two catego-
ries are significantly different, although with only a very weak effect 
(χ2 = 4.76, df = 1, p < 0.05, φc = 0.03). Thus, Miller’s claim would seem to 
be overstated in light of the current data; an improved version that could 
                                                          
314 Reportage and scripted monologues are fused into a “news” category in Yao & Collins 
(2012). This category emerges as the most PrPf-friendly in nine out of ten varieties in their 
study, which ties in with the present results. Another parallel is that creative writing (w2f: 
33.30; σ = 16.04) represents the least PrPf-friendly text type, a result that is also in line with 
Van Herk (2008: 51). A comparison to Biber et al. (1999: 461–462; cf. Section 3.1 above) 
yields similarities and differences. While they also identify “news” as a PrPf-friendly cate-
gory in their BrE/AmE data, the results from studies including further varieties (the pre-
sent study included) contradict Biber et al.’s identification of fiction as another PrPf-
friendly type. 
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be considered valid beyond the BrE/AmE paradigm could be reformu-
lated as follows: “The classic adverb-less PrPf is more likely to be found in 
formal written English”. 
 
Figure 7.4.3. Relative proportions of PrPfs with and without temporal specification in ICE: 
spoken vs. written and involved vs. informational 
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8 Conclusion and outlook 
This study offered an account of the PrPf and related aspects in world-
wide varieties of English, and can be seen as another stepping stone 
toward a comprehensive understanding of the many uncertainties that 
surround this particular construction and its usage patterns. It relied on 
ample, “tidy” corpus data from the ICE project, providing a much larger 
statistical base than previous empirical studies of the subject. These 
corpus data were analyzed using both a quantitative and a qualitative 
approach. The former approach was taken mainly in the sections on 
variation in PrPf usage across as well as within individual varieties, reg-
isters, text types, etc., while the latter was predominantly (though not 
exclusively) applied in the case studies. The study allowed us to follow 
up on two desiderata in the area of PrPf research, namely (i) to extend 
our knowledge of this grammatical area beyond the traditional BrE/AmE 
paradigm, and (ii) to take account of language-external effects that as yet 
have received only scarce attention. For instance, the study considers 
intravarietal variation via a systematic comparison of modes of dis-
course, macro-genres and text categories.  
Although a number of contextualizations and generalizations 
were already given in the discussion section (see Chapter 7), this con-
cluding section summarizes the main findings and addresses the re-
search questions that were posed at the outset of the study (see Chapter 
1). In addition, it contains some reflections on methodological aspects 
and sketches potential avenues for further research that emerged in the 
course of the present investigation. 
After addressing the history of the English PrPf, outlining its sta-
tus as described in the relevant theoretical literature, and reviewing the 
related corpus-based publications, the study presented a fine-grained 
analysis along language-internal and language-external variables in indi-
vidual varieties. These sections provided a wealth of quantitative data 
that, on the one hand, corroborated earlier research with a similar focus 
but with a restricted set of varieties, and, on the other hand, may be used 
for future reference. Possible applications include the creation of corpus-
based grammars of the individual World Englishes (or indeed a single 
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grammar of World English(es)), which are yet to be compiled. As could 
be expected, variation was observed with respect to PrPf-friendliness 
values and the relative distributions of the language-internal variables. 
However, the most striking results were as follows: (i) spoken text types 
aligned closely across nearly all varieties (except SinE), yet to date mode 
of discourse has not been considered influential in studies of tense and 
aspect, and (ii) this result was consistently observed despite the fact that 
we only considered the contextual and inherent factors of one particular 
grammatical feature. When single factors were analyzed for individual 
varieties, the written text types more often than not yielded comparative-
ly more variability in terms of distribution, again testifying to the greater 
variability of this mode of discourse. Further, the extensive number of 
temporally specified PrPfs alleged to exist in Asian varieties, notably 
IndE and HKE, could not be traced in the ICE data. A quantitative analy-
sis involving alternative perfect forms might yield a different result; 
however, an investigation of this kind would require different, ideally 
more spoken informal and basilectal, data. 
The application of an aggregational multidimensional approach to 
the corpora yielded a number of insights. Above all, PrPf usage emerged 
as a globalized and core feature across World Englishes, albeit with two 
qualifications. First, the input data represents the language of a restrict-
ed set of speakers only (educated speakers in accordance with the prin-
ciples of ICE). However, the advantages of working with a well-balanced 
and relatively clean set of language material outweigh the possible dis-
advantages, such as a disproportional amount of effort in the data com-
pilation stage. Therefore, we accepted this trade-off as it is not detri-
mental to the overall meaningfulness of the analysis. Second, the anal-
yses succeeded in showing that, while generally there is only scarce evi-
dence of the explicit nativization of PrPf usages (with regard to overall 
differences of distributions of the language-internal factors), there are 
fine nuances that distinguish the varieties under investigation. All of this 
was neatly represented in the NeighborNet (Figure 6.2 in Section 6.1) 
that subsumed the overall relationship between all varieties as roughly 
equidistant from one another and therefore could be described as repre-
senting “sameness in differences”. The sections on the individual varie-
ties offered possible explanations for the variation, such as learner ef-
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fects and substrate influence (or both phenomena reinforcing one an-
other), particularly in multilingual settings. 
These caveats surface both in the multidimensional studies of 
language-external variables across all varieties and in the case studies, 
albeit qualitatively. In the former, geolinguistic signals or groupings 
according to variety types were largely absent, but overlap was to a cer-
tain extent determined by text type. A significant split emerged when 
texts were grouped according to the dimension involved versus informa-
tional, as established by Biber (1988). This is indicative of the applicabil-
ity and value of Biber’s approach beyond traditional register studies. It 
also further emphasizes the importance of studying register variation in 
the first place in order to account for internal variability in the data, as 
Sand (2005: 458) and Schneider & Hundt (2012: 29–30), for example, 
have proposed for the study for World Englishes. Taking the opportunity 
offered by the parallel design of the ICE components proved worthwhile; 
the analyses showed that occasionally comparable genres or text types of 
different varieties are closer to one another than associations within 
varieties or varieties of the same type. This supports the notion of explor-
ing linguistic realities rather than simply conceiving of (regional) varie-
ties as monolithic blocks. For the feature under scrutiny in this study, 
this internal variability was restricted, but increased markedly the more 
fine-grained the analyses became. In addition, the register analysis re-
vealed that PrPfs were more frequent in speech (particularly in mono-
logues) in nearly all varieties, and that there were strong text type effects 
on PrPf friendliness (texts with high values were scripted monologues, 
letters and persuasive writing).  
Creative usage patterns were observed in the data. In the case 
studies, non-standard surface forms (that is, forms other than HAVE + V-
en) in perfect contexts were restricted to spoken informal genres. Their 
spread across varieties of all types suggests that these forms could be 
seen as true angloversals or, alternatively, as (spoken) “register versals”. 
However, further specialized semantic or pragmatic values were not 
found. The second case study revealed that temporal adverbials that were 
considered typical in perfect contexts in fact allowed for variation to 
different extents or even correlated more strongly with the Simple Past, 
which suggested layering. In this area, a split between L1 and L2 varie-
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ties was in evidence, while differences between the traditional L1, BrE, 
and the transplanted L1s were less marked and Schneider’s (2007) phase 
model could be fruitfully applied for categorizations in this particular 
area. Furthermore, the third case study showed that PrPf usage in defi-
nite temporal contexts occurs in the ICE data, albeit rarely and predomi-
nantly in speech, the crucial point being that clear qualitative differences 
between L1 and L2 varieties existed. However, the case for a current or 
future development of the PrPf into a “proper” tense (in the sense of 
Quirk et al. 1985) was found to be weak at best. 
In light of the findings from the empirical study, some of the 
models in World Englishes were critically reviewed. It was established 
that approaches such as Modiano’s model possess more explanatory 
potential when investigating individual structural features of and across 
varieties than more traditional approaches (e.g. Kachru’s circles). 
Schneider’s recent dynamic model (and, to a lesser extent, also Kachru’s 
approach) still proved useful in accounting for structural differences 
between varieties, even if those take a genuinely sociolinguistic-historical 
perspective. Other models (e.g. by Minnich) provided interesting ap-
proaches toward incorporating aspects of globalization but remained 
vague in their description. For these reasons they have not received wid-
er acceptance in the research community. In sum, I argued that the 
various models should rather be seen as complementary parts, and that 
analyses of features of World Englishes need to take account of findings 
from language contact studies to achieve a sound overall picture (see 
Schreier & Hundt 2013). Accordingly, two revised versions of Modiano’s 
model, which incorporate categorizations of the sociolinguistic ap-
proaches, were sketched. 
Another result that transpired, albeit one with less theoretical im-
pact, from the analysis of the ICE data was that the prototypical or cen-
tral PrPf in World Englishes occurred 
 
- without temporal specification (if it is specified, specification is 
most likely by an adverbial of span and duration); 
- with an achievement verb; 
- in a positive/assertive sentence; 
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- in a semantic context which suggests an indefinite single act read-
ing; 
- after a Simple Present. 
 
However, contrary to what this reductive list suggests, the analyses also 
showed that PrPfs surface in combination with a wide range of contex-
tual variables (see Section 7.4). For instance, in the area of Aktionsart, 
activity verbs were nearly as frequent as achievements. Variation in pat-
terns also occurred across genres, exemplified by the higher frequencies 
of negatives and questions in conversation. That the PrPf covers a spe-
cial position in the system of TR forms in the World Englishes under 
investigation could be deduced from the finding that it was temporally 
specified much more often than other TR forms, in particular when 
non-central semantic interpretations that required contextual support 
seemed likely. In addition, the PrPf emerged as a hybrid form that was 
salient not only in present tense environments, but also in reference to 
the past (either by preceding SPst or PrPf). Therefore, it should be 
viewed as being characterized by great versatility, and given this inherent 
complexity, we would do well to speak of central contexts, recognizing 
that more peripheral ones also exist. 
Once again, the ICE data facilitated the incorporation of register 
as a language-external predictor. In this perspective, the PrPf was estab-
lished as a form that in World Englishes typically appears in scripted 
monologic speech. It goes without saying, however, that this view is 
overly simplistic due to the multifaceted nature of the corpus data. It is 
crucial to keep in mind that this context represented merely the central 
language-external environment and that PrPf frequencies may yield 
considerable variability when more fine-grained categories are applied, 
as shown in the case of persuasive writing (w2e), the single most PrPf-
friendly text type.  
While the establishment of the central PrPf contexts represents 
an interesting finding in itself and the aim of this study is not principally 
pedagogical, the practical relevance of some of the results should not be 
discounted. First, the central contexts established could serve as the 
basis for a reassessment of the taxonomies or curricula that are presently 
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employed in teaching the Present Perfect. Learners of English at a basic 
stage, who are confronted with the construction for the first time, 
should, as an initial step, be familiarized with its typical (= central) uses 
and environments. To briefly outline a concrete example, teaching 
should start out with model sentences involving indefinite single act 
interpretations (involving an achievement verb, etc.), as learners are 
much more likely to encounter this usage in their real-life contacts with 
speakers of English (of whatever variety type) or when dealing with tex-
tual material (newspapers, books, blogs, etc. from any variety). Model 
sentences and real-life material involving less central context variables 
should be introduced at a more advanced stage. Another pedagogical 
aspect relates to one of the issues referred to by Wynne (2000), namely 
that many textbooks and usage guides use lists of temporal adverbials 
that allegedly act as triggers for the PrPf. The present study suggests that 
the inclusion of some of the items on these lists (e.g. ever and recently) 
should be reconsidered, as the corpus data did not provide unequivocal 
evidence for an extended co-occurrence of these items with the PrPf in 
either the L1 or L2 Englishes. In that respect, collostructional analyses, 
for example on associations between items such as ever with either the 
PrPf or the SPst in particular lexical environments (Have you ever been to 
Russia? vs. Did you ever go to Russia?), could serve to reveal further intri-
cacies in the variation between the two TR forms. 
The following points are worth summing up from a methodologi-
cal point of view. On the one hand, the study indicated that multidimen-
sional aggregational methods such as cluster analyses and phylogenetic 
networks were helpful tools for establishing underlying structures in 
large sets of data and can help to reduce complexity in insightful ways. 
On the other hand, even more than 5,000 data points (or 6,000 in the 
case study on temporal adverbials) sometimes produced low individual 
frequencies for a particular variable (or item in the case study), textual 
category or variety. More data points would occasionally have been desir-
able, in particular to enable us to achieve a better fit between the numer-
ical data and the graphical output. The aggregational quantitative anal-
yses were complemented by distributional tables and a qualitative ap-
proach (e.g. the study of more than 300 individual examples) to areas 
where the data required in-depth analysis. Given a large enough (but not 
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excessively large) dataset, the combination of different analytical tech-
niques used in the present study helped to achieve a sound overall pic-
ture and to arrive at meaningful conclusions. 
However, a short note on the problem of data scarcity is in order 
here. This was especially salient in sections such as the case studies on 
alternative perfect forms or the usage of the PrPf as a narrative tense, 
where sources other than ICE (such as the recent GloWbE corpus; Da-
vies 2013) would likely have yielded some quantifiable insights into the 
phenomena. Thus, for future research on these topics two things would 
be desirable:  
 
(i) For a quantitative assessment of the frequency and usage 
patterns of alternative surface forms, complementing the 
corpus-based approach (ideally including mesolectal and ba-
silectal data) with elicitation tests or acceptability question-
naires would be indispensable (see Krug & Sell 2013). Survey 
data of this kind from speakers of different varieties (poten-
tially also controlling for different registers) could reveal fur-
ther intricacies in these genre/register effects, and could 
help to explain the scope of the convergence of the varieties 
in this respect.  
(ii) To examine the case for the existence of alternative forms as 
vernacular universals, additional comparisons across more 
languages would be necessary. With reference to the case 
study on the usage of the PrPf as a narrative tense, further 
work, for example involving longitudinal quantitative study 
of both L1 and L2 varieties, is needed to establish whether 
the phenomenon of PrPf usage with definite temporal ad-
verbials has been diachronically spreading or is rather less 
regular and may therefore be attributed to learner and sub-
strate effects alone. 
 
Related aspects worth investigating are when exactly the PrPf emerged 
as a globalized or core feature of worldwide varieties of English, and 
whether the suspension of the temporal adverbials constraint is ground-
ed in historical input varieties or rather represents a truly innovative 
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feature. This would require historical data from earlier stages of coloni-
zation, which, particularly for most of the L2 varieties, are scarce. Rele-
vant corpus projects have been initiated only recently.315  
Note that genuine learner varieties, such as those investigated by 
Bardovi-Harlig (2000) and represented by the ICLE family of corpora 
(Granger et al. 2009), are not included in the present study but represent 
an interesting area of further research (e.g. a comparison of corpus data 
from ICE and ICLE). The same applies to comparisons with material 
from varieties of English not included in ICE, such as Jersey English 
(Jersey Interview Corpus/Jersey Archive Corpus; see Rosen 2014). How-
ever, as ICE, ICLE and further corpora are not directly comparable in 
respect of their textual categories, evaluations would have to remain on a 
more global level. In contrast, broadening the scope of the findings by 
including data from the ever-growing family of ICE components (e.g. for 
Sri Lanka, Nigeria or Malta) would also allow the investigation of register 
effects. Extending the analysis to material from ICE-USA (see Werner in 
preparation b) in particular would allow us (i) to determine the strength 
of associations between postcolonial varieties and their major donor 
varieties (BrE/AmE), or at least (ii) to better quantify the extent of Amer-
icanization of present-day varieties. Assuming that Americanization can, 
to a certain degree, be equated with globalization, this would enable us 
to test whether (linguistic) globalization can be traced even in the distri-
butions of particular features (see Krug & Rosen 2012 for a study on 
lexical items). However, Hickey (2004: 3) has emphasized that it might 
be difficult to establish such connections when highly pervasive features 
are investigated – and the PrPf and its usage clearly qualify as such. 
Using the ICE data, it also appears to be possible to conduct com-
parable aggregational “inner life” analyses for structural features other 
than the PrPf or for combinations of features, which would provide an 
alternative to the global approach (mere presence/absence or pervasive-
ness ratings) as provided in Szmrecsanyi & Kortmann (2009) or Kort-
mann & Lunkenheimer (2011). A related point where further work is 
indispensable are comparative studies within a similar framework as the 
present one, establishing a grammar of usage for other “rival” TR forms, 
                                                          
315 See also the discussion in Mukherjee & Schilk (2012: 195–196). 
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notably the PrTs and the SPst (see Davydova 2011 or Yao & Collins 2012, 
for instance). Although such projects would naturally involve an exten-
sive amount of manual coding and analysis, they would enable us to 
relate PrPf patterns and context variables to those of the other TR forms 
directly. Consequently, this would allow us to go beyond the fairly gen-
eral assessments of the distributions of the context variables as provided 
in Biber et al. (1999), for example (see Chapter 7.4), and facilitate the 
descriptive analysis of specific usage patterns of these forms. 
In sum, again with particular reference to the considerable over-
lap that exists between varieties, the findings of this study can be located 
in the (fledgling) tradition of corpus-based studies of individual features 
(and related usage patterns) that emphasize the convergence of World 
Englishes as regards regular(izing) patterns, while still taking account of 
related, less frequent occurrences. Despite having investigated one 
grammatical feature only, I hope to have shown that global phenomena 
are of an inherently complex and multifaceted nature. Overall, world-
wide varieties of English show a considerable degree of convergence or 
uniformity. Still, variation – be it in the form of quantitative differences 
for a number of variables or qualitative differences as presented in the 
case studies – is clearly evident, lending each variety under investigation 
a unique set of properties. This is the case despite the fact that only edu-
cated (and arguably mediated) language as contained in ICE was includ-
ed in the analysis. Linguistic realities are thus, at times unexpectedly, far 
removed from what the neat models suggest and we have to accept that a 
truism of social study, namely that “global things are seldom as orderly 
as we wish they were” (Elliott 2010: xv), applies equally to linguistic anal-
ysis. However, to end on a positive note, this actuality also leaves ample 
opportunity for researchers of World Englishes to describe and explain 
the complexity of variation in the future. 
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Appendices 
Appendix A. ICE text categories  
(respective number of 2,000-word texts indicated in brackets) 
Register/ 
mode of 
discourse 
Macro-genre Text type category 
Text type  
(detailed) 
Spoken 
(300) 
Dialogues 
(180) 
s1a  
Private (100) 
Face-to-face conversations (90) 
Phone calls (10) 
s1b  
Public (80) 
Classroom lessons (20) 
Broadcast discussions (20) 
Broadcast interviews (10) 
Parliamentary debates (10) 
Legal cross-examinations (10) 
Business transactions (10) 
Monologues 
(120) 
s2a  
Unscripted (70) 
Spontaneous commentaries (20) 
Unscripted speeches (30) 
Demonstrations (10) 
Legal presentations (10) 
s2b  
Scripted (50) 
Broadcast News (20) 
Broadcast Talks (20) 
Non-broadcast Talks (10) 
Written  
(200) 
Non-printed 
(50) 
w1a  
Student writing (20) 
Student essays (10) 
Exam scripts (10) 
w1b  
Letters (30) 
Social letters (15) 
Business letters (15) 
Printed  
(150) 
w2a 
Academic writing (40) 
Humanities (10) 
Social sciences (10) 
Natural sciences (10) 
Technology (10) 
w2b  
Popular writing (40) 
Humanities (10) 
Social sciences (10) 
Natural sciences (10) 
Technology (10) 
w2c  
Reportage (20) 
Press news reports (20) 
w2d  
Instructional writing 
(20) 
Administrative writing (10) 
Skills/hobbies (10) 
w2e  
Persuasive writing 
(10) 
Press editorials (10) 
w2f  
Creative writing (20) 
Novels and short stories (20) 
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Appendix B. Relative values of factors: text categories involved vs. informational  
(large percentage differences (> ±4%) highlighted) 
factor AVG INV AVG INF DIFFERENCE 
with TA 23.43% 20.80% 2.63% 
without TA 76.57% 79.20% -2.63% 
TP 36.10% 24.08% 12.02% 
SP 41.39% 52.73% -11.34% 
FR 8.42% 7.59% 0.83% 
SQ 14.09% 7.27% 6.83% 
state 20.59% 19.50% 1.09% 
activity 36.25% 40.49% -4.25% 
accomplishment 3.09% 3.15% -0.06% 
achievement 40.00% 36.85% 3.14% 
pos 89.97% 91.29% -1.32% 
neg 8.92% 7.70% 1.22% 
ques 1.11% 1.01% 0.10% 
indef-s 64.70% 58.27% 6.43% 
indef-m 10.77% 14.54% -3.77% 
cont-c 12.17% 12.63% -0.46% 
cont-s 12.36% 14.56% -2.21% 
PrTs 60.23% 55.98% 4.25% 
PrTp 3.54% 2.80% 0.74% 
SPst 13.34% 20.97% -7.63% 
Pstp 0.45% 0.19% 0.25% 
SPrPf 17.73% 14.81% 2.92% 
PrPfp 0.51% 0.74% -0.23% 
PaPfs 0.43% 0.58% -0.14% 
PaPfp 0.00% 0.00% 0.00% 
F 3.85% 3.94% -0.10% 
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Appendix C. Absolute and relative frequencies of Present Perfect/Simple Past Tense co-
occurrence for indefinite temporal adverbials 
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Appendix D. Cluster dendrograms with selected variables excluded: ICE-HK 
 
 
Figure 8.a. Cluster dendrogram of similarity across ICE text categories in HKE: without 
temporal adverbial specification frequency 
 
Figure 8.b. Cluster dendrogram of similarity across ICE text categories in HKE: without 
temporal adverbial categories 
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Figure 8.c. Cluster dendrogram of similarity across ICE text categories in HKE: without 
sentence type 
 
Figure 8.d. Cluster dendrogram of similarity across ICE text categories in HKE: without 
semantics 
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Figure 8.e. Cluster dendrogram of similarity across ICE text categories in HKE: without 
preceding TR form 
  
Figure 8.f. Cluster dendrogram of similarity across ICE text categories in HKE: without 
sentence type and preceding TR form
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of these factors can be analyzed. In addition, the impact of alternative 
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general models of World Englishes, whose descriptive adequacy for 
this particular area of grammar is tested.
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