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Abstract
We present a new Hamiltonian formulation of the Teleparallel Equivalent of
General Relativity (TEGR) meant to serve as the departure point for canonical
quantization of the theory. TEGR is considered here as a theory of a cotetrad field
on a spacetime. The Hamiltonian formulation is derived by means of an ADM-like
3 + 1 decomposition of the field and without any gauge fixing. A complete set of
constraints on the phase space and their algebra are presented. The formulation is
described in terms of differential forms.
1 Introduction
Among current approaches [1, 2] to quantum gravity there is no one based on the Telepar-
allel Equivalent of General Relativity (TEGR) (see [3] for the latest review on the theory).
Therefore it is worth to check whether it is possible to quantize gravity in this formula-
tion. Our project is to check whether it is possible to quantize TEGR in a background
independent (diffeomorphism invariant) manner by means of the method of canonical
quantization or, if necessary, a modification of this method.
As the departure point for canonical quantization of TEGR we would like to use a
canonical formulation of the theory satisfying the following conditions:
1. the formulation is derived without any gauge fixing;
∗This is an author-created version of a paper accepted for publication in Gen. Rel. Grav.
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2. the canonical variables are a cotetrad field restricted to a space-like slice of the
spacetime and the momentum conjugate to it;
3. the complete set of constraints is known as well as its division into the first and
second class constraints;
4. the formulation is of the ADM-type, i.e. the non-dynamical degrees of freedom of
the configuration variables are parameterized by the lapse function and the shift
vector field (in the formulation the two latter variables play a role of Lagrangian
multipliers).
Let us now justify these requirements.
Condition 1 corresponds to our wish to construct a quantum model of TEGR pos-
sessing as many symmetries of the classical theory as possible including (spatial) diffeo-
morphism invariance.
Regarding Condition 2 let us emphasize that from the point of view of canonical
formalism TEGR is a constrained system [4, 5, 6, 7, 8, 9]. Therefore when quantizing
canonically the theory we have to choose one of the following two strategies: (i) “first
quantize, then solve the constraints” (this is the Dirac strategy) or (ii) “first solve the
constraints, then quantize”. Since we are unable to solve the constraints classically we
have to choose the first strategy, which means in particular that the first step of the quan-
tization is a construction of kinematic quantum states (here the adjective “kinematic”
emphasizes the fact that these quantum states correspond to all classical states in the
phase space of the theory, that is, to states which satisfy and states which do not satisfy
the constraints). On the other hand at the Lagrangian level TEGR can be described
either (i) as a theory of a cotetrad field and a Lorentz connection of zero curvature—see
e.g. [10, 11, 12, 13] or (ii) as a theory of a cotetrad field only—see e.g. [14, 3]. Thus
the construction of the kinematic quantum states can be based on canonical variables
derived either (i) from the cotetrad field and the Lorentz connection or (ii) the cotetrad
field only. However, by now there is no method of constructing quantum states for a
theory of a connection with a non-compact structure group (see [15, 16])—one conse-
quence of this fact is that the kinematic Hilbert space of Loop Quantum Gravity (LQG)
[17] is based on the real Ashtekar-Barbero connection [18] (the structure group of it is
SU(2)) instead of the complex Ashtekar-Sen connection [19, 20] (the structure group of
it is SL(2,C)). Thus we are left with the second possibility expressed as Condition 2.
Constraints on the phase space have to be incorporated in a way into the structure of
a resulting quantum model. Therefore one should know a complete set of the constraints.
Moreover, at the quantum level one usually treats first class constraints in a different
way than second class ones. Therefore one should know which constraints are of the first
class and which are of the second class. This justifies Condition 3.
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Condition 4 was imposed because of our wish to quantize TEGR in a diffeomorphism
invariant manner and, in particular, to apply some ideas developed in LQG which is a
diffeomorphism invariant model of quantum gravity based on an ADM-like Hamiltonian
formulation of General Relativity (GR) (see e.g. review papers [21, 22]). First of all, an
ADM-like formulation of GR provides a vector constraint which generates on the phase
space gauge transformations corresponding to spatial diffeomorphisms. In particular,
this fact was used in LQG to “solve” the vector constraint by finding quantum states
invariant with respect to an action of spatial diffeomorphisms (see e.g. [23]). Moreover,
in recent years there were constructed two very interesting quantum models of gravity
coupled to a matter field: in [24] gravity is coupled to a dust and in [25] to a scalar field.
These models combine the standard LQG methods with so called relational observables
[26, 27] and underlying canonical formulations of GR coupled with matter fields [28, 29]
are of the ADM-type.
In this paper we present a Hamiltonian formulation of TEGR satisfying all Condi-
tions. The formulation was derived from the following action of TEGR [12, 30, 13, 6,
14, 31]:
S[θA] =
∫
−
1
2
(dθA ∧ θB) ∧ ⋆(dθ
B ∧ θA) +
1
4
(dθA ∧ θA) ∧ ⋆(dθ
B ∧ θB). (1.1)
In this action (θA) (A = 0, 1, 2, 3) is a cotetrad field on a four-dimensional manifold i.e.
(θA) is a collections of differential one-forms which are linearly independent at every
point of the manifold, d is the exterior derivative of differential forms on the manifold
and ⋆ is the Hodge operator defined by a Lorentzian metric given by the cotetrad (θA).
To describe the resulting Hamiltonian formulation we used a special kind of canonical
formalism adapted to differential forms patterned on that described in [32, 6, 11].
The Hamiltonian formulation obtained form (1.1) is well defined. In this paper we
present a Hamiltonian, a complete set of constraints on the phase space and a constraint
algebra. To the best of our knowledge this is the first Hamiltonian formulation of TEGR
satisfying Conditions 1, 2 and 3 which was derived by means of an ADM-like 3 + 1
decomposition of the cotetrad field. According to this formulation TEGR is a constrained
system with first class constraints only. Among gauge transformations generated on
the phase space by the constraints one can identify action of spatial diffeomorphisms
generated by a vector constraint and local Lorentz transformations defined by some other
constraints—it is worth to note that the Lorentz transformations act on the canonical
variables in a non-standard way.
Taking advantage of these results we proceeded further with canonical quantization
of TEGR and carried out the first step of the Dirac procedure, that is, we constructed a
space of kinematic quantum states for TEGR. This construction will be published soon
in a series of papers [33, 34, 35, 36] which currently are in preparation.
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The paper is organized as follows: after preliminaries (Section 2) we present in Section
3 the Hamiltonian description of TEGR, that is, a description of the phase space, a
Hamiltonian, a complete set of constraints on the phase space and a constraint algebra.
Section 3 ends by a discussion of the results and a comparison with earlier works [6]
and [9]. Next, in Section 4 we carry out the Legendre transformation and derive the
Hamiltonian and the constraints (a derivation of the constraint algebra will be presented
in an accompanying paper [37]). Let us emphasize that the derivation of the Hamiltonian
and the constraints is rather long and technically complicated. Therefore we reversed
the usual order of the presentation: we placed the results and the discussion right after
preliminaries for the sake of readers not interested in the derivation and placed the
derivation in the last section of the paper (Section 4) which plays a role of a technical
appendix.
2 Preliminaries
Let M be a four-dimensional oriented vector space equipped with a scalar product η of
signature (−,+,+,+). We fix an orthonormal basis (vA) (A = 0, 1, 2, 3) such that the
components (ηAB) of η given by the basis form a matrix diag(−1, 1, 1, 1). The matrix
(ηAB) and its inverse (ηAB) will be used to, respectively, lower and raise capital Latin
letter indeces.
Let M be a four-dimensional oriented manifold. We assume that there exists a
smooth map θ : TM→M such that for every y ∈ M the restriction of θ to the tangent
space TyM is a linear isomorphism between the tangent space and M which preserves
the orientations. The map θ can be expressed by means of the orthogonal basis (vA) as
θ = θA ⊗ vA,
where (θA) are one-forms on M. It is clear that the one-forms (θA) form a coframe or
a cotetrad field on the manifold.
The map θ can be used to pull back the scalar product η on M to the manifold M
turning thereby the manifold into a spacetime. We will denote the resulting Lorentzian
metric by g,
g := ηABθ
A ⊗ θB. (2.1)
The metric g defines a volume form ǫ on M and a Hodge dual operator ⋆ mapping
differential k-forms to (4− k)-forms on the manifold (k = 0, 1, 2, 3, 4).
2.1 TEGR
In this paper we will treat TEGR as a theory of cotetrad fields on M which means that
the configuration space of the theory will be a set of all the maps θ which satisfy the
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assumptions listed above. We choose the action (1.1) as one describing the dynamics of
TEGR (for different but equivalent actions see e.g. [10, 11]). Let us emphasize that the
Hodge operator ⋆ appearing in (1.1) is given by the metric (2.1) and therefore it is a
function of (θA).
The passage from the action (1.1) to a Hamiltonian formulation requires as its first
step a 3 + 1 decomposition of: the manifold M, differential forms on it and a cotetrad
(θA).
2.2 3 + 1 decomposition of M
To carry out a 3+1 decomposition of the action (1.1) we have to impose some additional
assumptions on the manifold M and the map θ. We require that
1. M = R× Σ, where Σ is a three-dimensional manifold.
2. the map θ is such that for every t ∈ R the submanifold Σt := {t} × Σ ⊂ M is
spatial with respect to g.
Assumption 1 allows us to introduce a family of curves inM parameterized by points
of Σ—given x ∈ Σ we define
R ∋ t 7→ (t, x) ∈ R×Σ =M.
These curves generate a global vector field on M which will be denoted by ∂t.
Moreover, due to Assumption 1 there exists a function on M which maps a point
y to a number τ such that y ∈ Στ . Let us denote the function by t. Consider now a
local coordinate frame (xi), (i = 1, 2, 3), on Σ. This coordinate frame together with the
function t define a local coordinate frame (x0 ≡ t, xi) ≡ (xµ) on M. Throughout the
paper we will restrict ourselves to coordinate frames (xµ) on M of this sort assuming
additionally that each frame we are going to use is compatible with the orientation of the
manifold.
Note that the class of coordinate frames just introduced induces an orientation of Σ
which since now will be treated as an oriented manifold.
Let us emphasize that in this paper the spacetime indeces will be denoted by lower
case Greek letters and will range from 0 to 3 and the spatial indeces will be denoted by
lower case Latin letters and will range from 1 to 3.
A set of all cotetrad fields (θA) compatible with the orientation of M and satisfying
Assumption 2 will be called restricted configuration space and denoted by Θ.
In order to not be troubled by boundary terms in the Hamiltonian formulation we
assume that
3. Σ is a compact manifold without boundary.
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2.3 Decomposition of differential forms
Denote by d the exterior derivative of forms on M and by d the exterior derivative of
forms on Σ. A k-form α on M can be decomposed with respect to the decomposition
M = R× Σ as follows [32, 6, 11]
α = ⊥α+ α,
where
⊥α := dt ∧ ∂tyα
is its “time-like” part and
α := ∂ty(dt ∧ α)
its “space-like” part. It is convenient to denote
α⊥ ≡ ∂tyα.
Then
⊥α = dt ∧ α⊥.
α is a k-form on M which naturally defines a family {αt}t∈R of k-forms on Σ: if
ϕt : Σ 7→ Σt ⊂M denotes the natural embedding then
αt := ϕ
∗
tα.
Moreover, it is possible to restore the original form α from the family {αt}t∈R: given the
latter one we define
∂tyα := 0, α( ~X1, . . . , ~Xk) := αt(
~X1, . . . , ~Xk)
where all vector fields ( ~X1, . . . , ~Xk) are tangent to the submanifold Σt. Therefore in the
sequel we will not distinguish between α and the forms {αt}t∈R.
There is however a subtlety concerning Lie derivatives of forms α and αt. Let ~X be a
vector field on M tangent to the foliation {Σt}t∈R. Denote by L ~X the Lie derivative on
M with respect to ~X and by Lt~X the Lie derivative on Σ with respect to ϕ
−1
t∗
~X. Then in
general L ~Xα cannot be identified with the family {L
t
~X
αt}t∈R. Indeed, if α is for example
a one-form on M then
L ~Xα = (X
µ∂µαν + αµ∂νX
µ)dxµ = αi∂0X
idt+ (Xi∂iαj + αi∂jX
i)dxj.
and only the last term in this equation can be identified with the family {Lt~Xαt}t∈R.
However, in the sequel we will never encounter Lie derivatives L ~Xα as defined above
but we will do encounter derivatives of forms on Σ with respect to a vector field on the
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manifold. Since we would like our notation to be as simple as possible since now we will
use the symbol L ~Xα to denote the derivative L
t
~X
αt.
Similarly, α⊥ is a form on M, but it can be treated as a one parameter family
{α⊥t}t∈R of forms on Σ defined by pull-back with respect the natural embeddings of Σ
into M. Consequently, the k-form α on M can be identified with a family {α⊥t, αt}t∈R
of, respectively, (k − 1)-forms and k-forms on Σ. It is easy to see that this 3 + 1
decomposition of forms is equivalent to the standard decomposition carried out with
respect to a coordinate frame (t, xi) adapted to the decomposition M = R× Σ.
Basic properties of the maps α 7→ ⊥α, α 7→ α⊥ and α 7→ α read [32, 6, 11]:
⊥(⊥α) = ⊥α, (⊥α) = ⊥(α) = 0, (α) = α,
(α ∧ β) = α ∧ β, ⊥(α ∧ β) = (⊥α) ∧ β + α ∧ (⊥β), α⊥ = α⊥,
∂tyα = 0, (α ∧ β)⊥ = α⊥ ∧ β + (−1)
kα ∧ β⊥, (dα) = dα,
(dα)⊥ = L∂tα− dα⊥, dα = dt ∧ L∂tα− dt ∧ dα⊥ + dα,
(2.2)
In these formulae α is a k-form and L∂t denotes the Lie derivative with respect to the
vector field ∂t. Let us note that there is a slight difference between the formulae above and
their counterparts in [32, 6]: here we use the exterior derivative d acting on differential
forms on Σ while in these papers the corresponding derivative d acts on forms defined
on M.
2.4 Decomposition of the cotetrad
Since each θA is a one-form it decomposes as
θA = θA⊥dt+ θ
A. (2.3)
It turns out that θA⊥ is a function of θ
A and some additional parameters [5, 38]:
θA⊥ = Nξ
A + ~NyθA, (2.4)
ξA := −
1
3!
εABCD ∗ (θ
B ∧ θC ∧ θD), (2.5)
N > 0, (2.6)
where
1. N is a function on M called lapse;
2. ~N is a vector field on M called shift. It is tangent at each point to a submanifold
Σt passing through the point—in an admissible coordinate system (t, xi)
~N = N i∂i;
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3. εABCD is a volume form on M given by the scalar product η;
4. ∗ is the Hodge operator on Σt given by a Riemannian metric q induced on Σt by
g:
q = qijdx
i ⊗ dxj := gijdx
i ⊗ dxj = ηABθ
A ⊗ θB,
qij = ηABθ
A
i θ
B
j = ηABθ
A
i θ
B
j .
(2.7)
The functions ξA satisfy the following important conditions [5]:
ξAξA = −1, ξ
AθA = 0. (2.8)
These two equations imply
ξAdξA = 0, dξ
A ∧ θA + ξ
AdθA = 0. (2.9)
Fixing the value of the index µ we can treat the four components θAµ as a function
on M valued in M. The conditions (2.8) mean that for every y ∈ M the vectors
(ξA(y),θAi (y)) form a basis of M.
The decomposition of the cotetrad allows us to change the way we parameterize the
restricted configuration space—instead of (θA⊥,θ
A) we will use (N, ~N,θA) as parameters
on this space. This change is obviously motivated by our wish to obtain an ADM-like
Hamiltonian formulation of TEGR and can be seen as a source of difference between
this approach and that of [8, 9]—see Section 3.3.5 for a comparison between these two
approaches.
2.5 Decomposition of the spacetime metric
Setting to (2.1) the cotetrad (θA) decomposed according to (2.3) and (2.4) we obtain
the standard 3 + 1 decomposition of the spacetime metric g [39]:
g = (−N2 +N iN jqij)dt
2 + 2N iqij dtdx
j + q, (2.10)
where q given by (2.7) is the Riemannian metric induced on Σt. This decomposition
justifies calling the function N the lapse and the vector field ~N the shift (for a more
precise justification see [38]).
The metric q and its inverse q−1,
q−1 := qij∂i ⊗ ∂j, q
ijqjk = δ
i
k, (2.11)
will be used to, respectively, lower and raise, indeces (here: lower case Latin letters) of
components of tensor fields defined on Σ. In particular we will often map one-forms to
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vector fields on Σ—a vector field corresponding to a one form α will be denoted by ~α
i.e. if (locally) α = αidxi then
~α := qijαi∂j.
The metric q defines a volume form ǫ on Σ and the Hodge operator ∗ acting on
differential forms on the manifold.
Let us emphasize finally that (as it follows from (2.7)) the metric q can be defined
explicitely in terms of the restricted forms (θA). Therefore all object defined by q (as
q−1, ǫ and ∗) are in fact functions of (θA).
3 Hamiltonian description of TEGR
In this section we are going to present the canonical framework of TEGR derived from
the action (1.1). Let us emphasize that to describe the framework we will use the
Hamiltonian formalism adapted to differential forms [32, 11] (see also [38]).
Before we will show the results let us simplify the notation—since now we will denote
the “space-like” part of the one-form θA by θA, i.e.
θA ≡ θA (3.1)
and its Lie derivative with respect to ∂t by θ˙A i.e.
L∂tθ
A ≡ θ˙A. (3.2)
3.1 Hamiltonian and constraints
In the action (1.1) there is no Lie derivative with respect to ∂t of the lapse N and the
shift ~N but there is one of θA. Therefore the two former variables are treated as Lagrange
multipliers, while the latter one as one of the canonical variables. A point in the phase
space of the theory consists of
1. a quadruplet of one-forms (θA) on Σ such that a metric
q = ηABθ
A ⊗ θB (3.3)
on Σ is Riemannian (i.e. positive definite);
2. a quadruplet of two-forms (pA) on the manifold—pA is the momentum conjugate
to θA.
Equivalently, a point in the phase space of the theory consists of
1. a map θ : TΣ→M such that for every x ∈ Σ the restriction of θ to TxΣ is a linear
map and the pull-back θ∗η of the scalar product η is a Riemannian metric on Σ;
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2. the conjugate momentum p as a two-form on Σ valued in M∗ being the dual space
to M.
The Legendre transformation is given by1
pA =
∂L⊥
∂θ˙A
, (3.4)
where L is the integrand in (1.1). The momentum turns out to be quite complicated
function of the variables N, ~N, θA and θ˙A:
pA = N
−1
(
θB ∧ ∗[θ˙
B ∧ θA −N(dξ
B ∧ θA − dθ
B ∧ ξA)− L ~Nθ
B ∧ θA]−
−
1
2
θA ∧ ∗[θ˙
B ∧ θB −N(dξ
B ∧ θB − dθ
B ∧ ξB)− L ~Nθ
B ∧ θB ]
)
, (3.5)
where L ~N denotes the Lie derivative on Σt with respect to
~N .
The Legendre transformation is not invertible and one encounters the following pri-
mary constraints
θA ∧ ∗dθA + ξ
ApA = 0, (3.6)
θA ∧ ∗pA − ξ
AdθA = 0 (3.7)
called here boost and rotation constraints respectively (for a justification of the names
see Section 3.3.1). Their smeared versions read
B(a) :=
∫
Σ
a ∧ (θA ∧ ∗dθA + ξ
ApA), (3.8)
R(b) :=
∫
Σ
b ∧ (θA ∧ ∗pA − ξ
AdθA), (3.9)
where a and b are one-forms on Σ.
The Hamiltonian
H0 :=
∫
Σ
θ˙A ∧ pA − L⊥
is unambiguously defined on the image of the Lagrange transformation (that is, on a
subset of the phase space distinguished by vanishing of the primary constraints) and is
of the following form
H0[θ
A, pB, N, ~N ] =
∫
Σ
N
(1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
1
4
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B)−
− ξA ∧ dpA +
1
2
(dθA ∧ θ
B) ∧ ∗(dθB ∧ θ
A)−
1
4
(dθA ∧ θ
A) ∧ ∗(dθB ∧ θ
B)
)
−
− dθA ∧ ( ~NypA)− ( ~Nyθ
A) ∧ dpA. (3.10)
1For a definition of the partial derivative ∂L⊥/∂θ˙
A see [38].
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It can be extended to the whole phase space by adding the primary constraints:
H[θA, pB , N, ~N, a, b] = H0[θ
A, pB , N, ~N ] +B(a) +R(b), (3.11)
where the one-forms a and b play the role of Lagrange multipliers.
The Lagrange multipliers N and ~N appearing in the Hamiltonian (3.11) generate the
following secondary constraints
1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
1
4
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B)− ξA ∧ dpA+
+
1
2
(dθA ∧ θ
B) ∧ ∗(dθB ∧ θ
A)−
1
4
(dθA ∧ θ
A) ∧ ∗(dθB ∧ θ
B) = 0,
− dθA ∧ (∂iypA)− (∂iyθ
A) ∧ dpA = 0.
(3.12)
called scalar and vector constraints respectively. Smeared versions of the constrains read
S(M) :=
∫
Σ
M
(1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
1
4
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B)− ξA ∧ dpA+
+
1
2
(dθA ∧ θ
B) ∧ ∗(dθB ∧ θ
A)−
1
4
(dθA ∧ θ
A) ∧ ∗(dθB ∧ θ
B)
)
, (3.13)
V ( ~M ) :=
∫
Σ
−dθA ∧ ( ~MypA)− ( ~Myθ
A) ∧ dpA, (3.14)
where M is a function on Σ and ~M a vector field on the manifold.
The Hamiltonian H0 is a sum of the smeared scalar and vector constraints,
H0[θ
A, pB, N, ~N ] = S(N) + V ( ~N ), (3.15)
and the extended Hamiltonian is a sum of all the constraints:
H[θA, pB, N, ~N, a, b] = S(N) + V ( ~N ) +B(a) +R(b). (3.16)
3.2 Constraint algebra
In this section we present the algebra of constraints derived in the accompanying paper
[37]. The Poisson brackets of the smeared boosts and rotation constrains read:
{B(a), B(a′)} = −R(∗(a ∧ a′)),
{R(b), R(b′)} = R(∗(b ∧ b′)),
{B(a), R(b)} = B(∗(a ∧ b)).
(3.17)
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The bracket of the scalar constraints is most complex:
{S(M), S(M ′)} = V (~m) +B
(
θB ∗ (m ∧ pB)−
1
2
∗ (m ∧ ξB ∗ dθB)−
− ∗[m ∧ ∗(θB ∧ ∗pB)]−
1
2
∗ (∗m ∧ θB) ∗ pB +
1
2
∗ [∗(m ∧ θB) ∧ ∗pB]
)
+
+R
(
− θB ∗ (m ∧ dθB)−
1
2
∗ (m ∧ ξB ∗ pB)+
+ ∗[m ∧ ∗(θB ∧ ∗dθB)] +
1
2
∗ (∗m ∧ θB) ∗ dθB −
1
2
∗ [∗(m ∧ θB) ∧ ∗dθB ]
)
where
m := MdM ′ −M ′dM. (3.18)
The brackets of the boost and rotation constraints and the scalar one:
{B(a), S(M)} =−B
(
M [θB ∗ (pB ∧ a)−
1
2
a ∗ (pB ∧ θ
B) + dξB ∗ (a ∧ ∗θ
B)]
)
+
+R
(
∗ (dM ∧ a)
)
, (3.19)
{R(b), S(M)} =−R
(
M [θB ∗ (pB ∧ b)−
1
2
b ∗ (pB ∧ θ
B) + dξA ∗ (b ∧ ∗θ
A)]
)
−
−B
(
∗ (dM ∧ b)
)
. (3.20)
The brackets of the vector constrains:
{V ( ~M), V ( ~M ′)} =V (L ~M
~M ′) ≡ V ([ ~M, ~M ′]),
{V ( ~M ), S(M)} =S(L ~MM),
{V ( ~M), B(a)} =B(L ~Ma),
{V ( ~M), R(b)} =R(L ~Mb),
(3.21)
where L ~M denotes the Lie derivative on Σ with respect to the vector field
~M .
Thus the Poisson bracket of any pair of the constraints S(M), V ( ~M ), B(a) and
R(b) is a combination of the constraints. Since the Hamiltonian (3.16) is a sum of the
constraints each of the constraints listed above is preserved by the time evolution hence
the list of the constraints is complete. All these mean that the constraints are of the
first class. Note, however, that the constraint algebra is not a Lie algebra—most of the
Poisson brackets are combinations of the constraints smeared with fields being functions
of the canonical variables.
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3.3 Discussion
The main conclusion is that the Legendre transformation applied to the action (1.1) as
a functional of cotetrad fields leads to a well defined ADM-like Hamiltonian formulation
of TEGR. It is a constrained Hamiltonian system with first class constraints only. As a
consequence of parameterizing the “time-like” part θA⊥ of the cotetrad by means of the
lapse N and the shift ~N (see Equation (2.4)) there appear in this formulation the scalar
and the vector constraints.
Regarding the action (1.1), its integrand L differs from the integrand LHE of the
Hilbert-Einstein action for GR—note that L contains only first derivatives of (θA), while
LHE is known to contain second derivatives of a metric. Since the metric is an algebraic
function of (θA) both integrands have to differ by an exact four-form containing second
derivatives of the cotetrad field [30]:
LEH = L+ d(θA ∧ ⋆dθ
A).
Of course, a derivation of a Hamiltonian formulation of TEGR from the r.h.s. of this
equation would be more complicated since then we would have to deal with second
derivatives of the cotetrad field. It is too difficult to predict how the Hamiltonian and
the constraints would change if we kept the exact form, perhaps then a quite simple
relation between the action (1.1) and the scalar constraint (3.13) described in Section
3.3.3 would be lost.
Let us also comment on Assumption 3 of Section 2.2 which states that Σ is a compact
manifold without boundary. Such an assumption is often encountered in works concern-
ing canonical quantization (see e.g. [21, 22]) but for other purposes is too restrictive. A
comprehensive analysis of boundary terms including non-Dirichlet boundary conditions
(see [40, 41]) in the case of Σ with boundary ∂Σ would exceed the scope of this paper.
Let us only remark that omitting Assumption 3 and imposing the Dirichlet boundary
conditions (which usually is done tacitly) one obtains a boundary term in the Hamil-
tonian (3.16) which originates from exact three-forms on Σ neglected in the derivation
of the Hamiltonian (see a paragraph just above Equation (4.48)). The boundary term
reads ∫
∂Σ
(NξA + ~NyθA)pA.
3.3.1 Gauge transformations
Since the action (1.1) is invariant with respect to (orientation preserving) diffeomor-
phisms of M one can expect that there exist gauge transformations on the phase space
of the Hamiltonian formulation generated by (orientation preserving) diffeomorphisms
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of the slice Σ. Moreover, as stated in [14], the action is invariant with respect to local
Lorentz transformations therefore there should exist corresponding gauge transforma-
tions on the phase space.
As shown in [38] the vector constraint (3.14) can be alternatively expressed as
V ( ~M ) =
∫
Σ
pA ∧ (L ~Mθ
A) = −
∫
Σ
θA ∧ L ~MpA,
hence we have
{θA, V ( ~M )} = L ~Mθ
A, {pA, V ( ~M )} = L ~MpA.
This means that gauge transformations given by the vector constraint V ( ~M ) coincide
with pull-backs of the canonical variables generated by diffeomorphisms moving points
along integral curves of the vector field ~M .
Now let us show that local Lorentz transformations on the phase space are generated
by the constraints B(a) and R(b). Note first that the Poisson brackets (3.17) are related
closely to the Lie brackets of the Lie algebra of the Lorentz group. Indeed, there exists
a basis (βi, ρj) (i, j = 1, 2, 3) of the Lie algebra consisting of generators of boosts (βi)
and of generators of rotations (ρj) such that
[βi, βj ] = −ǫˇijkρlδkl, [ρ
i, ρj] = ǫˇijkρlδkl, [β
i, ρj ] = ǫˇijkβlδkl,
where ǫˇijk is an antisymmetric symbol such that ǫˇ123 = 1. Defining
β(A) := βiAi, ρ(B) := ρ
iBi,
we can rewrite the Lie brackets above in the following form
[β(A), β(A′)] = −ρ(∗ˇ(A ∧A′)),
[ρ(B), ρ(B′)] = ρ(∗ˇ(B ∧B′)),
[β(A), ρ(B)] = β(∗ˇ(A ∧B))
(3.22)
—here we regard the numbers (Ai) and (Bi) as components of one-forms A and B,
respectively, on the vector space R3 equipped with the standard scalar product δij and
the Hodge operator ∗ˇ defined by the product.
Taking into account that the metric q defining the Hodge operator in (3.17) is Rie-
mannian the close relations between (3.17) and (3.22) becomes evident and we are allowed
to conclude that the constraints B(a) and R(b) generate local Lorentz transformations
of the canonical variables—B(a) generates local boosts and R(b) local rotations.
This conclusion can be strengthen by showing explicitely that at each point x of Σ
the primary constraints B(a) and R(b) define an action of the Lorentz group on a space
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of quadruplets (θA(x)), where (θA) runs over all fields allowed by the description of the
phase space placed at the beginning of Section 3.1. We thus fix x ∈ Σ and till Equation
(3.32) we will consider values of fields only at this x, however, in order to keep the
notation as simple as possible we will not use any special symbols to distinguish between
fields and their values at x i.e. the value θA(x) will be denoted by θA etc.
Consider then the following system of differential equations imposed on components
θAi given by a fixed basis (dx
i) of T ∗xΣ:
dθAi
dλ
(λ) = {θAi (λ), B(a(λ)) +R(b(λ))} =
(δB(a(λ))
δpA
)
i
+
(δR(b(λ))
δpA
)
i
=
= ai(λ)ξ
A(λ) + ǫjki(λ)bj(λ)θ
A
k (λ). (3.23)
The components ai(λ) and bi(λ) depend on λ in an arbitrary way. On the other hand,
θAi (λ) defines via (2.7) a scalar product
qij(λ) = ηABθ
A
i (λ)θ
B
j (λ) (3.24)
on TxΣ, which in turn defines a volume form ǫijk(λ) on TxΣ. By rising the first two
indeces of the volume form by the inverse qij(λ) we obtain the tensor ǫjki(λ) appearing
at the r.h.s. of (3.23). The scalar product (3.24) defines also a Hodge operator ∗λ acting
on forms on TxΣ which can be used to express explicitely the function
ξA(λ) := −
1
3!
εABCD ∗λ (θ
B(λ) ∧ θC(λ) ∧ θD(λ)) = −
1
3!
εABCDǫ
ijk(λ)θBi (λ)θ
C
j (λ)θ
D
k (λ)
(3.25)
corresponding to θAi (λ) (see (2.5)).
The gauge transformations of θA defined by the constraints B(a) and R(b) are given
by Equations (3.23). More precisely, if λ 7→ θAi (λ) is a solution of the equations with the
initial condition
θAi (0) = θ¯
A
i (3.26)
then any value θAi (λ) is a result of the transformations acting on θ¯
A
i .
Now we fix the initial values (3.26) and will consider only the corresponding solution
of (3.23). Although Equations (3.23) appear to be highly nonlinear the solution of the
equations can be found by solving a system of linear differential equations. To show this
we note first that the scalar product (3.24) does not depend on λ:
dqij
dλ
= ηAB
dθAi
dλ
θbj + ηABθ
A
i
dθBj
dλ
=
= ηAB(aiξ
A + ǫklibkθ
A
l )θ
B
j + ηABθ
A
i (ajξ
B + ǫkljbkθ
B
l ) = ǫ
k
jibk + ǫ
k
ijbk = 0.
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In other words, the scalar product is constant along the solution and is a function of the
initial values θ¯Ai :
qij(λ) = ηAB θ¯
A
i θ¯
B
j ≡ q¯ij.
Consequently, analogous statements are true for all objects constructed from the scalar
product like the volume form ǫijk(λ) and the Hodge operator ∗λ which since now will be
denoted by ǫ¯ijk and ∗¯, respectively.
Now let us calculate the derivative of ξA(λ):
dξA
dλ
= −
1
2
εABCD ǫ¯
ijkθBi θ
C
j
dθDk
dλ
= −
1
2
εABCD ǫ¯
ijkθBi θ
C
j (akξ
D + ǫ¯lnkblθ
D
n ) =
= −
1
2
εABCD ǫ¯
ijkθBi θ
C
j akξ
D −
1
2
εABCD(q¯
ilq¯jn − q¯inq¯lj)θBi θ
C
j blθ
D
n =
= −
1
2
εABCD ǫ¯
ijkθBi θ
C
j akξ
D = ∗¯
(
−
1
2
εABCDθ
B(λ) ∧ θC(λ)ξD(λ) ∧ a(λ)
)
.
As shown in [38]
−
1
2
εABCDθ
B ∧ θCξD = ∗θA,
where ∗ is given by θA. Since the Hodge operator ∗λ defined by θA(λ) coincides with ∗¯
we have for all θA(λ)
−
1
2
εABCDθ
B(λ) ∧ θC(λ)ξD(λ) = ∗¯θA(λ)
On the other hand for any one-form α and any k-form β [38]
∗ (∗β ∧ α) = ~αyβ. (3.27)
Using these two results we obtain
dξA
dλ
= ∗¯(∗¯θA ∧ a) = ~ayθA = q¯kjak(λ)θ
A
j (λ). (3.28)
We see now that the derivative of θAi in (3.23) is a linear combination of ξ
A and θAk
and the derivative of ξA in (3.28) is a linear combination of θAj . Let us then consider the
following system of linear differential equations:
dζAα
dλ
= Kα
β(λ) ζAβ , A, α, β = 0, 1, 2, 3, (3.29)
where (
Kα
β(λ)
)
=
(
0 K0
j(λ)
Ki
0(λ) Ki
j(λ)
)
=
(
0 q¯kjak(λ)
ai(λ) ǫ¯
kj
ibk(λ)
)
.
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It is clear that a solutions ζAα (λ) of (3.29) with the initial condition
ζA0 (0) = ξ¯
A, ζAi (0) = θ¯
A
i ,
where
ξ¯A ≡ ξA(0)
corresponds to θ¯Ai , provides us with the solution θ
A
i (λ) of (3.23) given by the initial
condition (3.26) together with the corresponding values of ξA(λ):
ξA(λ) = ζA0 (λ), θ
A
i (λ) = ζ
A
i (λ).
This particular solution ζAα (λ) defines a scalar product on R
4
(
hαβ(λ)
)
:=
(
ηABζ
A
α (λ)ζ
B
β (λ)
)
=
(
ηABξ
A(λ)ξB(λ) ηABξ
A(λ)θBj (λ)
ηABθ
A
i (λ)ξ
B(λ) ηABθ
A
i (λ)θ
B
j (λ)
)
=
(
−1 0
0 q¯ij
)
,
(3.30)
which actually does not depend on λ. On the other hand the general solution of (3.29)
reads
ζAα (λ) = Λα
β(λ)ζAβ (0) (3.31)
with the matrix (Λαβ(λ)) independent of the choice of the initial values ζAβ (0). Setting
this to (3.30) we obtain
hαβ = ηABΛα
γ(λ)ζAγ (0)Λβ
δ(λ)ζBδ (0) = Λα
γ(λ)Λβ
δ(λ)hγδ ,
which means that (Λαβ(λ)) preserves the Lorentzian scalar product (3.30). Thus the
matrix (Λαβ(λ)) is an element of the Lorentz group in a non-standard (unless q¯ij = δij)
representation.
Note now that we can choose a basis (dxi) of T ∗xΣ in such a way that q¯ij = δij .
Then (Λαβ(λ)) is a matrix of the standard representation of the Lorentz group. Sim-
ilarly, (Kαβ) is then a matrix of the Lie algebra of the Lorentz group in its standard
representation:
(
Kα
β
)
=


0 a1 a2 a3
a1 0 −b3 b2
a2 b3 0 −b1
a3 −b2 b1 0

 .
The conclusion is that the gauge transformations of θ¯Ai generated by B(a) and R(b)
correspond to the Lorentz transformations (3.31) which preserve the scalar product (3.30)
and act on the tetrad (ξ¯A, θ¯Ai ) = (ζ
A
0 (0), ζ
A
i (0)) as follows:(
ξ¯A
θ¯Ai
)
7→
(
Λ0
0(λ) Λ0
j(λ)
Λi
0(λ) Λi
j(λ)
)(
ξ¯A
θ¯Aj
)
. (3.32)
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The gauge transformations generated by B(a) and R(b) preserve the spacetime metric
g. Indeed, according to (2.10) g is a function of the lapse N , the shift vector field ~N and
the metric q. On the other hand, the transformations do not act on the lapse and the
shift vector field and preserve the metric q.
We mentioned in the introduction that the local Lorentz transformations generated
by B(a) and R(b) act on the canonical variables in a non-standard way. Let us now clarify
this statement. Since (θA) can be treated as a one-form on Σ valued in the vector space
M equipped with the Lorentzian scalar product η it is natural to define local Lorentz
transformations of (θA) as follows:
θA 7→ ΛABθ
B, (3.33)
where (ΛAB) is a field on Σ valued in the group of linear isomorphism of M preserving
the scalar product η, that is, valued in the Lorentz group. Comparing the formula above
with (3.32) we see that the local Lorentz transformations generated by B(a) and R(b)
act in a very different way than the standard transformations (3.33): the former ones act
on the spatial index i and mix components θAi and ξ
A of fixed A while the latter ones
act on the index B related to a basis of M and mix components θBi of fixed i.
3.3.2 Hamiltonian formulation of TEGR versus a simple model described
in [38]
The action (1.1) can be alternatively expressed as [14]
S[θA] = −
1
2
∫
dθA ∧ ⋆dθA − (⋆d ⋆ θ
A) ∧ d ⋆ θA −
1
2
(dθA ∧ θA) ∧ ⋆(dθ
B ∧ θB). (3.34)
Omitting the last two terms at the r.h.s. of this expression we obtain an action
s[θA] = −
1
2
∫
dθA ∧ ⋆dθA (3.35)
defining the dynamics of a theory called Yang-Mills-type Teleparallel Model (YMTM)
[42] canonical framework of which was studied in [38]. The phase space of that theory
coincides with the phase space of TEGR described in this paper. The Legendre trans-
formation defined by (3.35) turns out to be invertible (there are no primary constraints)
and one obtains the following Hamiltonian:
h[θA, pA, N, ~N ] = s(N) + v( ~N), (3.36)
where
s(N) =
∫
Σ
N
(1
2
pA ∧ ∗pA − ξ
AdpA +
1
2
dθA ∧ ∗dθA
)
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is a smeared scalar constraint and v( ~M ) ≡ V ( ~M) is a smeared vector constraint. These
secondary constraints are the only constraints and they are of the first class:
{s(M), s(M ′)} = v(~m),
{v( ~M ), s(M)} = s(L ~MM),
{v( ~M ), v( ~M ′)} = v([ ~M, ~M ′]),
where m is given by (3.18). This means, in particular, that in this model there are no
gauge transformations which could be interpreted as local Lorentz transformations.
Taking YMTM as a reference point we see that the last two terms at the r.h.s. of
(3.34) are responsible for the following features of this formulation of TEGR:
1. the non-invertibility of the Legendre transformation (3.4) hence
2. the presence of the primary constraints B(a) and R(b) hence
3. the existence of gauge transformations interpreted as local Lorentz transformations;
4. the more complicated form of the scalar constraint S(N) hence
5. the more complicated form of the Poisson bracket of the scalar constraints.
3.3.3 Structure of the scalar constraints
Let us comment on the structure of the scalar constraints S(M) of TEGR and s(M) of
YMTM2. Let α = αA ⊗ vA and β = βB ⊗ vB be two-forms on M valued in M. Given
cotetrad (θA) on the manifold, which via the metric g defines the Hodge operator ⋆, one
can introduce bilinear maps
(α,β) 7→K(α,β) :=
1
2
(αA ∧ θB) ∧ ⋆(β
B ∧ θA)−
1
4
(αA ∧ θA) ∧ ⋆(β
B ∧ θB),
(α,β) 7→ k(α,β) :=
1
2
αA ∧ ⋆βA
valued in four-forms on M. Similarly, let α = αA ⊗ vA and β = βB ⊗ vB be two-forms
on Σ valued in M. Given restricted cotetrad (θA ≡ θA) on the manifold, which via the
metric q defines the Hodge operator ∗, one can introduce bilinear maps
(α, β) 7→ K(α, β) :=
1
2
(αA ∧ θB) ∧ ∗(β
B ∧ θA)−
1
4
(αA ∧ θA) ∧ ∗(β
B ∧ θB),
(α, β) 7→ k(α, β) :=
1
2
αA ∧ ∗βA
2Description of the properties of s(M) presented below comes form [38].
19
valued in three-forms on Σ. Note now that the actions (1.1) of TEGR and (3.35) of
YMTM can be written respectively as
S[θA] = −
∫
K(dθ,dθ), s[θA] = −
∫
k(dθ,dθ),
where dθ = dθA ⊗ vA. On the other hand the scalar constraints S(M) and s(M) can
be expressed as
S(M) =
∫
K(p, p)− ξAdpA +K(dθ, dθ), s(M) =
∫
k(p, p)− ξAdpA + k(dθ, dθ)
where dθ = dθB ⊗ vB .
We see thus that the form of each scalar constraint is closely related to the form of
the corresponding action. Moreover, the relations in both cases of TEGR and YMTM
follow the same pattern.
3.3.4 Comparison with the Hamiltonian formulation of TEGR presented in
[6]
The action (1.1) was earlier used by Wallner [6] to derive a Hamiltonian formulation
of TEGR. Since our formulation is based on the same action and uses 3 + 1 decompo-
sition techniques patterned on those by Wallner [32, 6] a detailed comparison of both
formulations is needed to reveal differences between them.
Let us begin with a brief description of the 3 + 1 decomposition of differential forms
on M applied in [6]. 3 + 1 decomposition of fields on M requires a prior choice of
a foliation of M. Wallner chooses such a foliation to be local while in this paper we
assume a global foliation, however this difference is not essential and therefore it will be
neglected in further considerations.
To define a foliation of M Wallner assumes that a Lorentzian metric g on M is
given and chooses a time-like one-form n such that dn ∧ n = 0. By the Frobenius
theorem a distribution defined by annihilators of n is integrable and provides a foliation
of M. Then there exists a function t on M such that every leaf of the foliation is
distinguished by a condition t = const. and n = fdt for a function f on M. Without
loss of generality Wallner sets f = −N2 where N is the lapse function defined by g and
dt: g−1(dt,dt) = −N−2, where g−1 is a metric inverse to g. Then he decomposes a
k-form α as follows
α = ⊥
w
α+ α
w
, (3.37)
where
⊥wα := dt ∧ α⊥w , α⊥w := Tyα, αw := Ty(dt ∧ α).
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In these formulae T is a vector field on M defined by “raising” the index of n by the
inverse metric g−1:
T := g−1(n, ·) (3.38)
Obviously, T is orthogonal in the sense of g to the foliation defined by n and T t = 1.
Let us note that at this point there is no essential difference between the Wallner’s
decomposition (3.37) of forms and one applied in the present paper (see Section 2.3).
Indeed, both decompositions are defined by a one-form dt and a vector field (T or ∂t)
such that the value of the one-form on the vector field is 1 and a particular method of
introducing the one-form and the vector field is irrelevant for the decomposition—if fact,
the one-form dt and the vector field ∂t used in this paper can be seen as originating from
a metric g on M via the Wallner’s construction outlined above.
However, an essential difference can be seen in 3 + 1 decompositions of a cotetrad
(θA). To reveal the difference let us consider the restricted configuration space Θ, the
foliation {Σt}t∈R, the function t, the vector field ∂t and an adapted coordinate frame
(t, xi) all these introduced in Section 2.2. Recall that every (θA) ∈ Θ defines via (2.1) a
Lorentzian metric g on M. Its inverse metric g−1 reads [38]
g−1 =
1
N2
(
− ∂t ⊗ ∂t +N
i∂t ⊗ ∂i +N
i∂i ⊗ ∂t + (N
2qij −N iN j)∂i ⊗ ∂j
)
, (3.39)
where N, ~N are the lapse function and the shift vector field given by (2.4) and qij are
components of the metric (2.11). It is clear that dt is a time-like one-form with respect
to g, hence the foliation {Σt}t∈R can be thought as one defined by this g and a time-
like one-form n = −N2dt according to the Wallner’s prescription. Note now that to
decompose elements of Θ we can use the one-form dt and either
1. fix a vector field T˜ transversal to the foliation such that T˜ t = 1 and decompose
every (θA) ∈ Θ using this fixed vector field, or
2. given (θA) ∈ Θ, define a Lorentzian metric g via (2.1) and T via (3.38) with n
given by g and dt and then decompose (θA) using this T ; in other words, we may
decompose (θA) by means of the (θA)-dependent vector field T .
Clearly, in this paper we apply the first option with ∂t being the fixed vector field.
Wallner neither fixes explicitely a vector field to decompose all cotetrad fields nor states
explicitely that each cotetrad (θA) is decomposed with respect to the (θA)-dependent T .
Nevertheless, there is a way to arrive at a definite conclusion that he applies the second
option. Note first that, given vector field transversal to the foliation {Σt}t∈R, there
are many cotetrads in Θ which generate metrics “incompatible” with the vector field,
where “incompatibility” of a metric means here that the vector field is not orthogonal
in the sense of the metric to the foliation. It is easy to see that the formulae (A.19)
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(except the last one) and the identity (A.20) in [6] are not true if a metric defining the
Hodge operator ⋆ (denoted in [6] by ∗) is incompatible with the vector field defining the
decomposition. Moreover, in such a case a formula for the first fundamental form h of
Σt induced by g:
h = ηAB θ
A
w
⊗ θB
w
presented in [6] between the expressions (A.20) and (A.21) is not true either. Conse-
quently, to ensure validity of all these formulae one should either (i) apply the first option
together with a gauge fixing which excludes those cotetrads for which these formulae are
not true or (ii) apply the second option. Since Wallner derives his formulation without
any gauge fixing3 we conclude that he applies the second option.
A conclusion is that we decompose cotetrad fields in a different way than Wallner.
Let us then compare both decompositions. By virtue of (3.39) (see also [11])
T = ∂t − ~N,
hence
θA⊥w = θ
A
⊥ −
~NyθA = θA⊥ −
~NyθA = NξA (3.40)
(where we used (2.4) in the last step) and
θA
w
= Ty(dt ∧ θA) = θA + dt ~NyθA = θA + dt ~NyθA. (3.41)
Now we are able to list some important differences between both Hamiltonian for-
mulations:
1. the Wallner’s “position” variable (θA
w
) does not coincide with our (θA) ≡ (θA);
2. in the Wallner’s formulation the four functions (θA⊥w) = (Nξ
A) are non-dynamical
variables, while here the non-dynamical variables are the lapse N and the shift ~N ;
3. Wallner introduces momenta conjugate to his non-dynamical variables (θA⊥w) (the
momenta are obviously constrained to be zero), while here we treat the non-
dynamical variables as Lagrangian multipliers; consequently, Wallner works with
the full phase space while we work with a reduced phase space4;
3Let us note that a statement to be found at the very beginning of Section II in [6] that the R4-valued
one-form “denotes a one-form basis orthonormal with respect to a metric g” should not be interpreted
as a restriction (gauge fixing) imposed on cotetrads because (i) a similar statement at the beginning of
Page 4280 is followed by a remark that “its orthonormality means no restriction to the geometry of M”
and (ii) a restriction to cotetrads defining a fixed metric g would not be compatible with the goal of [6]
being a reexamination of the Ashtekar’s variables. Thus the statement means rather that the one-form
basis defines a metric g via (2.1).
4On Page 4268 Wallner mentions a possibility of reducing the phase space but the reduction is not
carried out—see the description of the next difference.
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4. in [6] constraints of TEGR and a Hamiltonian (2.17) are not expressed as ex-
plicite functions of canonically conjugate variables—the time derivatives of (θA
w
)
are not eradicated from a scalar constraint defined as the longitudinal part of (2.9)5;
moreover in the constraints there appear the non-dynamical variables (θA⊥w). In
the present paper all constraints and the Hamiltonian are expressed explicitely in
terms of the canonically conjugate variables (θA, pB); moreover, the constraints do
not contain the non-dynamical variables N and ~N .
5. unlike here, in [6] there is no explicite description of Lorentz gauge transformations
generated by primary constraints; moreover, a constraint generating an action of
spatial diffeomorphisms is not explicitely isolated;
6. unlike here, in [6] a constraint algebra is not presented.
7. the time derivatives in the Hamiltonian field equations (A.43) and (A.44) in [6] are
in fact Lie derivatives with respect to the (θA)-dependent vector field T (see the
last formula in (A.13)). Therefore it is not clear whether the Wallner’s formalism
is able to describe the evolution of (θA) with respect to a vector field which is not
orthogonal to the foliation {Σt}t∈R in the sense of the metric g defined by this (θ
A).
The present formalism describes the evolution of all cotetrads in Θ with respect
to the fixed vector fields ∂t, but since it is fixed arbitrarily any other vector field
transversal to the foliation may be fixed instead of ∂t. Thus the present formalism
is able to describe the evolution of (θA) with respect to any vector field transversal
to the foliation.
There is also another important difference between the two formulations. Let us re-
call that usually while deriving a Hamiltonian formulation of a field theory one not only
decomposes fields with respect to a foliation of a spacetime but also identifies decom-
posed fields with time-dependent fields defined on a space (i.e. on a three-dimensional
manifold representing a space). Clearly, such an identification requires to define a family
of diffeomorphisms such that each of them maps the space onto a leaf of the foliation. In
this paper the identification of decomposed forms α⊥ and α with time-dependent forms
on the space Σ is carried out naturally by means of pull-back given by the diffeomor-
phisms {ϕt}t∈R (see Section 2.3). In the Wallner’s paper the decomposed forms are not
identified with time-dependent fields on a space—his canonical variables are space-time
fields. Let us note that in the case of the Wallner’s forms θA⊥w and θ
A
w
every identification
5In the first formula in (2.13) in [6] describing the scalar constraint the time derivatives of (θA
w
)
appear explicitely. In further formulae (2.16a), (2.30) and (2.63) the time derivatives appear implicitly
via variables defined, respectively, by (2.11), (2.29) and (2.31)—it is clear from, respectively, (2.10b),
(2.36) and (2.62) that these variables are not momenta conjugate to (θA
w
). On the other hand Wallner
does not prove that these variables are functions on the phase space (since the Legendre transformation
is not invertible not every function of the time derivatives of (θA
w
) is a function on the phase space).
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with time-dependent fields on Σ defined by pull-back gives an unsatisfactory result—by
virtue of (3.40) and (3.41)
ϕ˜t∗θ
A
⊥w = Nξ
A, ϕ˜t∗θ
A
w
= ϕ˜t∗θ
A,
where ϕ˜t : Σ→ Σt is any diffeomorphism. This means that the resulting forms on Σ do
not contain the function ~NyθA. Consequently, this identification is not injective (distinct
cotetrads are mapped to the same fields on Σ) and results in a gauge fixing ~N = 0.
Let us finally note that by virtue of (3.40), (3.41) and (2.8)
ηABθ
A
⊥wθ
B
w
= NξB(θ
B + dt ~NyθB) = 0, (3.42)
which means that these variables are not completely independent—in fact, (θA⊥w) contains
only one degree of freedom (per point) independent of (θA
w
). Indeed, if ( ~Xi), i = 1, 2, 3,
is a (local) frame on Σt then the functions (ξA) on Σt can be alternatively defined by
the first equation of (2.8) and ~Xiyθ
A
w
ξA = 0 (see (3.41)). Taking into account (3.40)
we conclude that the only degree of freedom in (θA⊥w) independent of (θ
A
w
) is the lapse
function. However, it seems that Wallner overlooked (3.42)—he treats (θA⊥w) as four
independent variables and using them derives four constraints (2.9) in [6]. This of course
causes a doubt whether the derivation of these constraints is correct.
To summarize the discussion above we conclude that the Hamiltonian formulation of
TEGR presented in this paper is essentially different from that of Wallner.
Let us also note that the Wallner’s formulation is rather not very well suited for the
Dirac’s procedure of canonical quantization—to deal with constraints at the quantum
level it is highly desirable (if not necessary) to know explicitely (i) the constraints as
functions on the phase space expressed in terms of canonically conjugate variables, (ii)
gauge transformations generated by constraints and (iii) a constraint algebra and all
these are lacking in the Wallner’s analysis. The Wallner’s formulation does not seem
to be well suited for a background independent quantization either since in this for-
mulation the diffeomorphism invariance of TEGR is rather hidden, in particular, it is
not shown how spatial diffeomorphisms act on the Wallner’s variables which are still
space-time fields. Moreover, well developed methods of background independent canon-
ical quantization applied in LQG [21, 22] suggest that classical elementary variables for
such a quantization should be associated with some submanifolds of a space (in LQG
classical elementary variables are cylindrical functions associated with graphs and fluxes
of momentum variables through two-dimensional surfaces). It is easier to work with
elementary variables of this sort if (unlike in [6]) canonical variables are fields on the
space.
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3.3.5 Comparison with the Hamiltonian formulation of TEGR presented in
[9]
A complete analysis of a Hamiltonian framework of TEGR considered as a theory of
cotetrad fields was presented in [9]6. The main difference between the approach of [9]
and that presented in this paper consists in the different way of parameterizing the
non-dynamical part of the configurational degrees of freedom: in [9] it is parameterized
naturally by θA⊥, here we use the lapse N and the shift ~N (see Equation (2.4)). Moreover,
in [9] an other action than (1.1) was used as the starting point of the analysis. Con-
sequently, the resulting Hamiltonian, the set of constraints and the constraint algebra
differ significantly from those derived in this paper. Formulae describing the secondary
constraints C ′a in [9] seem to be a bit more complicated than the corresponding for-
mulae (3.12). Moreover, it is difficult to find a similarity between the structure of the
constraints C ′a and the structure of the original action analogous to that described in
Section 3.3.3. Nevertheless, the constraint algebra presented in [9] is much simpler than
that described here—it is in fact a true Lie algebra—and all the constraints are of the
first class.
Let us note finally that the primary constraints here and those in [9] generate local
Lorentz transformations of the canonical variables. However, the transformations in [9]
are the standard ones (3.33) while here we obtained the non-standard transformations
(3.32). It is a bit surprising that such a seemingly innocent change in parameterization
of the non-dynamical degrees of freedom results in an essential change of the action of
local Lorentz transformations.
4 Derivation of the Hamiltonian
Let us recall that to describe the canonical framework of TEGR we use a Hamiltonian
formalism adapted to differential forms [32, 11] (see also [38]).
4.1 3 + 1 decomposition of the action
It was shown in [38] that if α, β are k-forms on M and ⋆ is the Hodge operator given by
the spacetime metric g (defined by Equation (2.1)) then
α ∧ ⋆β = −N−1dt ∧ (α⊥ − ~Nyα) ∧ ∗(β⊥ − ~Nyβ) +N dt ∧ α ∧ ∗ β, (4.1)
where ∗ is the Hodge operator given by the Riemannian metric q (defined by Equation
(2.7)) on Σt, and N and ~N are, respectively, the lapse and the shift appearing in (2.4)7.
6More precisely, the authors of [9] consider TEGR with the unimodular condition imposed but it is
easy to read off from their results the Hamiltonian formulation of the standard TEGR.
7In fact, to prove (4.1) it is not necessary to assume that the spacetime metric g is defined by a
cotetrad—it is sufficient to assume (2.10) and (2.6).
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To obtain a 3+1 decomposition of the action (1.1) we apply the decomposition (4.1)
separately to the first and the second terms under the integral at the r.h.s. of (1.1). By
virtue of (2.2)
(dθA ∧ θB)⊥ = (dθ
A)⊥ ∧ θB +dθ
A ∧ (θB)⊥ = L∂tθ
A ∧ θB − d(θ
A
⊥)∧ θB + dθ
A ∧ (θB)⊥.
and
dθA ∧ θB = dθ
A ∧ θB .
In order to make further calculations more transparent we introduce the following ab-
breviations:
FAB ≡ dθ
A ∧ θB , (4.2)
EAB ≡ −d(θ
A
⊥) ∧ θB + dθ
A ∧ θB⊥ − ~NyF
A
B. (4.3)
Since now we will moreover apply the simplified notation (3.1) and (3.2). Now we can
write
(dθA ∧ θB)⊥ − ~Nydθ
A ∧ θB = θ˙
A ∧ θB + E
A
B.
At this point we can easily decompose the action (1.1) obtaining thereby
S[θA, N, ~N ] =
∫
1
2N
dt∧ (θ˙A∧θB+E
A
B)∧∗(θ˙
B ∧θA+E
B
A)−
N
2
dt∧FAB ∧∗F
B
A−
−
1
4N
dt ∧ (θ˙A ∧ θA + E
A
A) ∧ ∗(θ˙
B ∧ θB + E
B
B) +
N
4
dt ∧ FAA ∧ ∗F
B
B. (4.4)
4.2 Legendre transformation
Note that in the decomposed action (4.4) there is no Lie derivative of N and ~N with
respect to ∂t. Therefore since now we will treat the lapse and the shift as Lagrange
multipliers. Consequently, we are left with one-forms (θA) as the only configurational
variables which are dynamical. Thus a point in the phase space of the theory is a
collection (θA, pB) (A,B = 0, 1, 2, 3), where (θA) are one-forms on Σ such that the
metric (3.3) is Riemannian and the momentum pA conjugate to θA is a two-form on Σ.
Let us recall that we denoted by L the four-form on M being the integrand in (1.1).
The Legendre transformation reads
pA =
∂L⊥
∂θ˙A
= N−1
(
θB ∧ ∗(θ˙
B ∧ θA + E
B
A)−
1
2
θA ∧ ∗(θ˙
B ∧ θB + E
B
B)
)
. (4.5)
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and allows us to introduce a Hamiltonian
H0[θ
A, θ˙A, N, ~N ] :=
∫
Σ
θ˙A ∧ pA −L⊥ =
∫
Σ
1
2N
(θ˙A ∧ θB −E
A
B)∧ ∗(θ˙
B ∧ θA+E
B
A)−
−
1
4N
(θ˙A ∧ θA − E
A
A) ∧ ∗(θ˙
B ∧ θB + E
B
B) +
N
2
FAB ∧ ∗F
B
A −
N
4
FAA ∧ ∗F
B
B .
(4.6)
expressed as a functional depending on θA, Lie derivatives θ˙A, the lapse and the shift.
In other words, this Hamiltonian is a functional on the restricted configuration space.
Of course, our goal is to obtain a Hamiltonian defined on the Cartesian product of the
phase space and a space of all Lagrange multipliers, that is, lapse functions and shift
vector fields. As a first attempt to reach the goal we will try to invert the Legendre
transformation (4.5).
Let us start by acting on both sides of (4.5) by the Hodge operator ∗—using (3.27)
we obtain
N∗pA + ~θByE
B
A −
1
2
~θAyE
B
B = −~θBy(θ˙
B ∧ θA) +
1
2
~θAy(θ˙
B ∧ θB) (4.7)
Denoting
πA ≡ N∗pA + ~θByE
B
A −
1
2
~θAyE
B
B (4.8)
we rewrite the result above in the following form:
πAj = θB(iθ˙
B
j)θ
i
A − θ
i
B θ˙
B
i θAj = θB(iθ˙
B
j)θ
i
A − θB(iθ˙
B
k)q
ikθAj. (4.9)
Note that by virtue of (2.7)
θAi θ
j
A = θ
A
i θAkq
kj = qikq
kj = δj i. (4.10)
Using this identity we obtain from (4.9)
πAjθ
A
k = θB(j θ˙
B
k) − θ
i
B θ˙
B
i qjk.
Contracting both sides of the last formula with qjk we get
πAjθ
Aj = −2θiB θ˙
B
i .
Thus
πAjθ
A
k −
1
2
πAiθ
Aiqjk = θA(j θ˙
A
k). (4.11)
It is evident now that the Legendre transformation is not invertible. The source of
the non-invertibility is twofold:
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1. treating θ˙Ai of a fixed i as a four-component vector we see that in the expression
(4.11) there appear only contractions of θ˙Ai with the three linearly independent
vectors {θAj } (j = 1, 2, 3) while the contraction ξAθ˙
A
i is missing (recall that at each
point of Σ the values of functions (ξA, θAi ) form a basis of M).
2. only the symmetric part of the tensor θAiθ˙Aj appears in the expression.
This means that information encoded in θ˙A is reduced by the transformation. To analyze
the reduction let us fix a point x ∈ Σ and values of θA, dθA, N and ~N at this point
and treat (4.5) as a map transforming θ˙A(x) to pA(x). This map can be seen as a
composition I ◦P of an injection I and a linear projection P . Indeed, P is a map which
maps 12 independent quantities θ˙Ai (x) to θA(j(x)θ˙
A
k)(x) loosing information encoded in
6 quantities ξA(x)θ˙Ai (x) and θA[j(x)θ˙
A
k](x). It follows from Equations (4.9) and (4.8)
that the value θA(j(x)θ˙
A
k)(x) unambiguously gives the value p
A
ij(x) and this mapping is
what we called I above. On the other hand we see from Equation (4.11) that once we
have pAij(x) we have also θA(j(x)θ˙
A
k)(x) which means that I is an injection. Hence the
image of the map I ◦ P : θ˙A(x) 7→ pA(x) is 6-dimensional. Therefore there should be 6
independent constraints imposed on 12 quantities pAij(x):
1. contracting both sides of (4.7) with ξA and taking into account (4.8) and (2.8) we
obtain
πAξ
A = 0 (4.12)
2. extracting the antisymmetric part of both sides of (4.11) we obtain the three re-
maining constraints
πA[jθ
A
k] = 0 (4.13)
or equivalently
πA ∧ θ
A = 0. (4.14)
Note that the conditions (4.12) and (4.14) contain the one-form πA which depends on
the laps N and the shift ~N . Therefore at this point it is not obvious that the conditions
define constraints on the phase space.
4.3 Primary constraints
The goal of this section is to remove the lapse N and the shift ~N from the conditions
(4.12) and (4.14). In other words we will show the conditions are in fact primary con-
straints. Moreover, we will prove there that they are no other primary constraint than
those defined by (4.12) and (4.14).
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Let us start by stating and proving two auxiliary identities:
~θByθA = ηAB + ξAξB , (4.15)
θA ∧ (~θAyα) = kα (4.16)
for any k-form α on Σ.
Proof of (4.15). Using the components of the metric g−1 inverse to g to raise the space-
time indeces (here: lower case Greek letters) we obtain from (2.1)
θAαθ
Aβ = δβα,
which means that
θAαθ
Bα = δBA.
Raising the index A we obtain
θAαθ
B
β g
αβ = ηAB .
Setting to this equation the components of g−1 expressed as [39]
g00 = −N−2, g0i = N−2N i, gij = qij −N−2N iN j
and taking into account that θA0 = θ
A
⊥ we obtain
ηAB = −
1
N2
(θA⊥ −
~NyθA)(θB⊥ −
~NyθB) + ~θByθA = −ξAξB + ~θByθA,
where in the last step we applied (2.4).
Proof of (4.16). Using (4.10) we calculate
θA ∧ (~θAyα) = θ
A
i dx
i ∧ (θjA∂jy
1
k!
αa1...akdx
a1 ∧ . . . ∧ dxak) =
= θAi θ
j
A
k
k!
αja2...akdx
i ∧ dxa2 ∧ . . . ∧ dxak = k
1
k!
αia2...akdx
i ∧ dxa2 ∧ . . . ∧ dxak = kα.
It will be convenient to denote
ρA ≡ N∗pA + ~θByE
B
A. (4.17)
Then
πA = ρA −
1
2
~θAyE
B
B . (4.18)
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Now let us express all the forms above as explicite functions of θA, pB , N, ~N . To this
end we set into (4.3) the function θA⊥ written as in (2.4). Then with application of (2.8),
(2.9) and (4.15) we obtain in turn
EAB = −ξ
AdN ∧ θB −N(dξ
A ∧ θB − dθ
A ∧ ξB)− L ~Nθ
A ∧ θB,
~θAyE
A
B = N
(
− (~θAydξ
A)θB + dξB + ~θAydθ
AξB
)
− (~θAyL ~Nθ
A)θB + L ~Nθ
A~θAyθB ,
EAA = −N(dξ
A ∧ θA − dθ
A ∧ ξA)− L ~Nθ
A ∧ θA = 2Nξ
AdθA − L ~Nθ
A ∧ θA,
ρA = N
(
∗pA − (~θCydξ
C)θA + dξA + ~θCydθ
CξA
)
− (~θCyL ~Nθ
C)θA + L ~Nθ
C~θCyθA,
(4.19)
where L ~N denotes the Lie derivative on Σ with respect to the shift
~N (recall that L ~N =
d ◦ ~Ny+ ~Ny ◦ d).
The condition (4.12) can be simplified as follows
0 = πAξ
A = ρAξ
A = N(ξA ∗ pA − ~θAydθ
A) = N ∗ (ξApA + θ
A ∧ ∗dθA),
where we have used (3.27), (2.8) and (2.9). Consequently, taking into account (2.6) we
get
θA ∧ ∗dθA + ξ
ApA = 0, (4.20)
which coincides with (3.6). On the other hand using (4.15), (4.16), (2.8) and (2.9) we
can transform (4.14) as follows
0 = θA∧πA = θ
A∧ρA−E
A
A = N(θ
A∧∗pA+ θ
A∧dξA)+ θ
A∧ (L ~Nθ
C)(ηCA+ ξCξA)−
− EAA = N(θ
A ∧ ∗pA + θ
A ∧ dξA) + θ
A ∧ L ~NθA − E
A
A = N(θ
A ∧ ∗pA − ξAdθ
A),
hence by virtue of (2.6)
θA ∧ ∗pA − ξAdθ
A = 0 (4.21)
which coincides with (3.7).
Let us fix a point x ∈ Σ and values of θA and dθA at x. Then 12 quantities pAij(x)
can be fully encoded in 12 independent quantities
ξA(x)(∗pA)i(x), θ
A
[j (x)(∗pA)i](x), θ
A
(j(x)(∗pA)i)(x).
Note now that the conditions (4.20) and (4.21) fix values of the former two quantities
(to see this act by ∗ on both sides of (4.20)). This means that these conditions are
independent. Since there are 6 of them and since they do not contain the lapse and the
shift they are 6 independent primary constraints on the phase space.
Recall that in the previous subsection we concluded that, given values of θA, dθA, the
lapse and the shift at x, there are 6 independent constraints imposed on pAij(x) being
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values of the Legendre transformation (4.5). This means that there are no other primary
constraints than (4.20) and (4.21).
Let us finally note that setting to (4.5) the two-forms EAB and EBB expressed as in
(4.19) we obtain the formula (3.5).
4.4 The Hamiltonian H0 as a functional of the canonical variables
The non-invertibility of the Legendre transformation means that the Hamiltonian H0
(4.6) can be defined only on a part of the phase space being the image of the transfor-
mation, that is, on a part distinguished by vanishing of the primary constraints (4.20)
and (4.21). To replace in H0 the “velocities” θ˙A by the momenta pA let us first show
that the Hamiltonian depends on the “velocities” merely via the combination θA(iθ˙
A
j).
Let us start by gathering the terms containing θ˙A in (4.6):
H0 =
∫
Σ
1
2N
(
(θ˙A ∧ θB) ∧ ∗(θ˙
B ∧ θA)−
1
2
(θ˙A ∧ θA) ∧ ∗(θ˙
B ∧ θB)
)
−
−
1
2N
EAB ∧ ∗E
B
A +
1
4N
EAA ∧ ∗E
B
B +
N
2
FAB ∧ ∗F
B
A −
N
4
FAA ∧ ∗F
B
B . (4.22)
Consider now the following map acting on one-forms αA, βB on Σ:
(αA, βB) 7→ G(αA, βB) :=
(
(αA ∧ θB)∧∗(β
B ∧ θA)−
1
2
(αA ∧ θA)∧∗(β
B ∧ θB)
)
. (4.23)
This map can be used to rewrite the first two terms in (4.22) as G(θ˙A, θ˙B)/2N . Now
let us express G(αA, βB) in terms of the components of the one-forms. Given k-forms γ
and γ′,
γ ∧ ∗γ′ = 〈γ|γ′〉ǫ, 〈γ|γ′〉 :=
1
k!
γi1...ikγ
′
j1...jk
qi1j1 . . . qikjk . (4.24)
If α is a one-form then (α ∧ θB)ij = αiθBj − αjθBi. Therefore for one-forms α, β
(α ∧ θB) ∧ ∗(β ∧ θA) = 〈α ∧ θB |β ∧ θA〉ǫ = (〈α|β〉〈θB |θA〉 − 〈α|θA〉〈β|θB〉)ǫ.
From this result we can easily obtain formulae describing the first and the second term
at the r.h.s. of (4.23): (i) to get the first one we set α = αA and β = βB and assume
summation over A and B, (ii) to get the second one we exchange θB ↔ θA, set α = αA
and β = βB and assume summation over A and B. Thus
G(αA, βB) =
(1
2
(
〈αA|βB〉〈θB |θA〉+ 〈α
A|θB〉〈β
B |θA〉
)
− 〈αA|θA〉〈β
B |θB〉
)
ǫ.
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The first two terms at the r.h.s. of the equation above can be rewritten as
1
2
(
θAiα
A
j θBkβ
B
l q
ikqjl + θAjα
A
i θBkβ
B
l q
ikqjl
)
= θA(iα
A
j)θBkβ
B
l q
ikqjl =
= θA(iα
A
j)θB(kβ
B
l) q
ikqjl + θA(iα
A
j)θB[kβ
B
l] q
ikqjl = θA(iα
A
j)θB(kβ
B
l) q
ikqjl,
where the last step is based on the following fact:
qikqjlSijAkl = 0
if only Sij = Sji and Aij = −Aji. Finally,
G(αA, βB) = (qikqjl − qijqkl)θA(iα
A
j)θB(kβ
B
l) ǫ (4.25)
and consequently
H0 =
∫
Σ
1
2N
(
G(θ˙A, θ˙B)− EAB ∧ ∗E
B
A +
1
2
EAA ∧ ∗E
B
B
)
+
+
N
2
FAB ∧ ∗F
B
A −
N
4
FAA ∧ ∗F
B
B (4.26)
with
G(θ˙A, θ˙B) = (qikqjl − qijqkl)θA(iθ˙
A
j)θB(kθ˙
B
l) ǫ. (4.27)
Note now that by virtue of Equations (4.11) and (2.7)
θA(j θ˙
A
k) = θA(j [π
A
k) −
1
2
(~θCyπC)θ
A
k)],
provided πA satisfies (4.13) (which is obviously satisfied by (θA, pB) belonging to the
image of the Legendre transformation). Thus the term (4.27) can be expressed in the
following form
G(θ˙A, θ˙B) = (qikqjl − qijqkl)θA(iθ˙
A
j)θB(kθ˙
B
l) ǫ =
= (qikqjl − qijqkl)
(
θA(i[π
A
j) −
1
2
(~θCyπC)θ
A
j)]
)(
θB(j [π
B
k) −
1
2
(~θDyπD)θ
B
k)]
)
ǫ =
= G(πA −
1
2
(~θCyπC)θ
A, πB −
1
2
(~θDyπD)θ
B)
which allows us to rewrite (4.26) as
H0[θ
A, pA, N, ~N ] =
∫
Σ
1
2N
[
G
(
πA −
1
2
(~θCyπC)θ
A, πB −
1
2
(~θDyπD)θ
B
)
−
− EAB ∧ ∗E
B
A +
1
2
EAA ∧ ∗E
B
B
]
+
N
2
FAB ∧ ∗F
B
A −
N
4
FAA ∧ ∗F
B
B , (4.28)
where πA is a function of θA, pB , N, ~N given by (4.8).
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4.5 An explicite form of the Hamiltonian H0
Now we begin quite a long series of transformations of the Hamiltonian (4.28) aimed at
expressing it explicitely as a functional of the canonical variables θA and pA, the lapse N
and the shift ~N . Let us start by introducing and proving some auxiliary formulae which
will be repeatedly used in the sequel.
4.5.1 Auxiliary formulae
For any one-forms α and β the following formulae hold:
α ∧ ∗β = (~αyβ)ǫ, (4.29)
(α ∧ θB) ∧ ∗(β ∧ θA) = −(~θAyα)(~θByβ)ǫ+ (ηAB + ξAξB)α ∧ ∗β. (4.30)
Proof of (4.29). This formula follows immediately from (4.24) since for every one-forms
〈α|β〉 = ~αyβ.
Proof of (4.30). Since q is Riemannian the square of the Hodge operator is an identity:
∗∗ = id. Therefore
(α ∧ θB) ∧ ∗(β ∧ θA) = α ∧ ∗∗
(
θB ∧ ∗(β ∧ θA)
)
= −α ∧ ∗[~θBy(β ∧ θA)] =
= −α ∧ ∗[(~θByβ)θA] + α ∧ ∗(β ~θByθA) = −(~θAyα)(~θByβ)ǫ+ (ηAB + ξAξB)α ∧ ∗β
—here in the second step we used (3.27), and in the last one (4.29) and (4.15).
It follows from (4.29) and (4.10) that
θA ∧ ∗θA = (~θ
A
yθA)ǫ = 3ǫ. (4.31)
Setting in (4.30) α = αA and β = βB and assuming summations over A and B we get
(αA ∧ θ
B) ∧ ∗(βB ∧ θ
A) = −(~θAyαA)(~θ
B
yβB)ǫ+ αA ∧ ∗β
A + (ξAαA) ∧ ∗(ξ
BβB). (4.32)
Similarly, setting in (4.30) α = βB and β = αA and assuming summations over A and
B we obtain
(βB ∧ θ
B) ∧ ∗(αA ∧ θ
A) = −(~θAyβB)(~θ
B
yαA)ǫ+ βA ∧ ∗α
A + (ξBβB) ∧ ∗(ξ
AαA). (4.33)
Setting αA = θA in (4.32) gives
(θA ∧ θ
B) ∧ ∗(βB ∧ θ
A) = −2(~θByβB)ǫ = −2βA ∧ ∗θ
A (4.34)
—these equalities hold due to (4.31), (4.29) and (2.8). Assume that in the formula just
obtained βB = θB. Applying (4.31) we obtain
(θA ∧ θ
B) ∧ ∗(θB ∧ θ
A) = −6ǫ. (4.35)
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4.5.2 Calculations
Since now till the end of the paper we will so often apply the formulae (2.8) and (2.9)
that it would be troublesome to refer to them each time. Therefore we kindly ask the
reader to keep the formulae in mind since they will be used without any reference.
We begin the calculations with the first term of the Hamiltonian (4.28):
G
(
πA −
1
2
(~θCyπC)θ
A, πB −
1
2
(~θDyπD)θ
B
)
=
=
(
[πA −
1
2
(~θCyπC)θ
A] ∧ θB
)
∧ ∗
(
[πB −
1
2
(~θDyπD)θ
B] ∧ θA
)
−
−
1
2
(
[πA −
1
2
(~θCyπC)θ
A] ∧ θA
)
∧ ∗
(
[πB −
1
2
(~θDyπD)θ
B ] ∧ θB
)
=
= (πA ∧ θB) ∧ ∗(π
B ∧ θA)−
1
2
(πA ∧ θA) ∧ ∗(π
B ∧ θB)−
− (~θCyπC)θ
A ∧ θB ∧ ∗(π
B ∧ θA) +
1
4
(~θCyπC)
2θA ∧ θB ∧ ∗(θ
B ∧ θA).
By virtue of (4.34) and (3.27)
−(~θCyπC)θ
A ∧ θB ∧ ∗(π
B ∧ θA) = 2(~θ
C
yπC)πA ∧ ∗θ
A = 2(πA ∧ ∗θ
A) ∧ ∗(πB ∧ ∗θ
B)
Applying (4.35) in the first step, (3.27) and (4.29) in the second one we obtain
1
4
(~θCyπC)
2θA ∧ θB ∧ ∗(θ
B ∧ θA) = −
6
4
(~θCyπC)
2ǫ = −
3
2
(πA ∧ ∗θ
A) ∧ ∗(πB ∧ ∗θ
B).
Thus
G
(
πA −
1
2
(~θCyπC)θ
A, πB −
1
2
(~θDyπD)θ
B
)
= (πA ∧ θB) ∧ ∗(π
B ∧ θA)−
−
1
2
(πA ∧ θA) ∧ ∗(π
B ∧ θB) +
1
2
(πA ∧ ∗θ
A) ∧ ∗(πB ∧ ∗θ
B).
Now let us introduce another map acting on pairs of one-forms (αA, βB):
(αA, βB) 7→ G˜(αA, βB) := G(αA, βB) +
1
2
(αA ∧ ∗θ
A) ∧ ∗(βB ∧ ∗θ
B) = G(αA, βB)+
+
1
2
〈αA|θA〉〈β
B |θB〉ǫ ∧ ∗ǫ = (q
ikqjl −
1
2
qijqkl)θA(iα
A
j)θB(kβ
B
l) ǫ (4.36)
—here we used (4.24), the fact that
∗ ǫ = 1 (4.37)
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and (4.25). Note that G˜ is built from (i) the same non-invertible linear mapping αAi 7→
θA(iα
A
j) as G and (ii) the metric G˜
ij kl := (qikqjl− 12q
ijqkl) related to the metric Gij kl :=
(qikqjl − qijqkl) appearing in (4.25) as follows:
G˜ij klGklmn = (q
ikqjl −
1
2
qijqkl)(qkmqln − qklqmn) = δ
i
mδ
j
n.
Thus
G
(
πA −
1
2
(~θCyπC)θ
A, πB −
1
2
(~θDyπD)θ
B
)
= G˜(πA, πB).
Note now that πA in G˜(πA, πB) undergoes the linear transformation πAi 7→ θA(iπ
A
j).
According to (4.8) πA contains the term −12
~θAyEBB which vanishes under the transfor-
mation:
(~θAyEBB)i = θ
AkEBBki 7→ θA(iθ
AkEBB|k|j) = E
B
B(ij) = 0.
Taking into account Equation (4.18) we see that
G
(
πA −
1
2
(~θCyπC)θ
A, πB −
1
2
(~θDyπD)θ
B
)
= G˜(ρA, ρB)
and consequently (4.28) can be written as follows:
H0[θ
A, pB, N, ~N ] =
∫
Σ
1
2N
(
G˜(ρA, ρB)− EAB ∧ ∗E
B
A +
1
2
EAA ∧ ∗E
B
B
)
+
+
N
2
FAB ∧ ∗F
B
A −
N
4
FAA ∧ ∗F
B
B . (4.38)
Our goal now is to express the terms
G˜(ρA, ρB)−EAB ∧ ∗E
B
A +
1
2
EAA ∧ ∗E
B
B = (ρ
A ∧ θB) ∧ ∗(ρ
B ∧ θA)−
−
1
2
(ρA∧θA)∧∗(ρ
B ∧θB)+
1
2
(ρA∧∗θ
A)∧∗(ρB ∧∗θ
B)−EAB ∧∗E
B
A+
1
2
EAA∧∗E
B
B
(4.39)
as explicite functions of the canonical variables, the lapse and the shift. To transform
the five terms appearing at the r.h.s. of (4.39) we express ρA, EAB and EAA as in (4.19)
and using repeatedly Equation (4.15), the auxiliary formulae presented in Section 4.5.1
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and Equation (4.37) obtain in turn the first term:
(ρA ∧ θ
B) ∧ ∗(ρB ∧ θ
A) =
=
(
N [∗pA − (~θCydξ
C)θA + dξA]− (~θCyL ~Nθ
C)θA + L ~Nθ
C~θCyθA
)
∧ θB∧
∧ ∗
[(
N [∗pB − (~θDydξ
D)θB + dξB]− (~θDyL ~Nθ
D)θB + L ~Nθ
D~θDyθB
)
∧ θA
]
=
= N2
(
∗pA ∧ θ
B ∧ ∗(∗pB ∧ θ
A) + 2(~θAy∗pA)(~θ
B
ydξB)ǫ+ 2pA ∧ dξ
A − 2(~θBydξB)
2ǫ+
+ dξA ∧ θ
B ∧ ∗(dξB ∧ θ
A)
)
+N
(
4(~θAyL ~Nθ
A)(~θBy∗pB)ǫ+ 2∗pA ∧ θ
B ∧ ∗(L ~NθB ∧ θ
A)−
−6(~θAydξ
A)(~θByL ~Nθ
B)ǫ+2dξA∧∗L ~Nθ
A
)
−2(~θAyL ~Nθ
A)2ǫ+L ~NθA∧θ
B∧∗(L ~NθB∧θ
A),
the second one:
−
1
2
(ρA ∧ θ
A) ∧ ∗(ρB ∧ θ
B) = −
1
2
(
N [∗pA ∧ θ
A + dξA ∧ θ
A] + L ~Nθ
A ∧ θA
)
∧
∧ ∗
(
N [∗pB ∧ θ
B + dξB ∧ θ
B] + L ~Nθ
B ∧ θB
)
=
= N2
(
−
1
2
∗pA∧θ
A∧∗(∗pB∧θ
B)−∗pA∧θ
A∧∗(dξB∧θ
B)−
1
2
(dξA∧θ
A)∧∗(dξB∧θ
B)
)
+
+N
(
−∗pA∧θ
A∧∗(L ~NθB∧θ
B)−(dξA∧θ
A)∧∗(L ~NθB∧θ
B)
)
−
1
2
L ~NθA∧θ
A∧∗(L ~NθB∧θ
B),
the third one:
1
2
(ρA ∧ ∗θ
A) ∧ ∗(ρB ∧ ∗θ
B) =
1
2
(
N [∗pA ∧ ∗θ
A − 2(~θCydξ
C)ǫ]− 2(~θCyL ~Nθ
C)ǫ
)
∧
∧ ∗
(
N [∗pB ∧ ∗θ
B − 2(~θDydξ
D)ǫ]− 2(~θDyL ~Nθ
D)ǫ
)
=
= N2
(1
2
pA ∧ θ
A ∧ ∗(pB ∧ θ
B)− 2(~θAy∗pA)(~θCydξ
C)ǫ+ 2(~θCydξ
C)2ǫ
)
+
+N
(
− 2(~θAy∗pA)(~θCyL ~Nθ
C)ǫ+ 4(~θCydξ
C)(~θDyL ~Nθ
D)ǫ
)
+ 2(~θCyL ~Nθ
C)2ǫ,
the fourth one:
− EAB ∧ ∗E
B
A = −
(
− ξAdN ∧ θB −N(dξ
A ∧ θB − dθ
A ∧ ξB)− L ~Nθ
A ∧ θB
)
∧
∧ ∗
(
− ξBdN ∧ θA −N(dξ
B ∧ θA − dθ
B ∧ ξA)−L ~Nθ
B ∧ θA
)
= −2NdN ∧ θB ∧ ∗(dθ
B)+
+N2
(
− dξA ∧ θB ∧ ∗(dξ
B ∧ θA)− (dθ
A ∧ ξB) ∧ ∗(dθ
B ∧ ξA)
)
+
+N
(
−2dξA∧θB∧∗(L ~Nθ
B∧θA)+2dθ
A∧ξB∧∗(L ~Nθ
B∧θA)
)
−L ~Nθ
A∧θB∧∗(L ~Nθ
B∧θA)
(4.40)
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and, finally, the fifth one:
1
2
EAA ∧ ∗E
B
B =
1
2
(
2NξAdθA − L ~Nθ
A ∧ θA
)
∧ ∗
(
2NξBdθB − L ~Nθ
B ∧ θB
)
=
= N22ξAdθA∧∗(ξ
BdθB)+N
(
−2ξAdθA∧∗(L ~Nθ
B∧θB)
)
+
1
2
L ~Nθ
A∧θA∧∗(L ~Nθ
B∧θB).
Note now that each of the five terms consists of terms proportional to N2, N and
ones which do not depend on N . Moreover, in (4.40) there is one term proportional to
NdN . Let us now gather the corresponding terms obtaining thereby a decomposition of
(4.39) into terms proportional to N2, N,NdN and those independent of N .
Gathering the terms we will try to simplify the formulae as much as possible. To
this end we will also use the primary constraints (4.20) and (4.21)—recall that at this
moment we are still working with terms constituting the Hamiltonian H0 which is defined
only for (θA, pB) satisfying the constraints.
The term proportional to N2 While gathering all the expressions proportional to
N2 we see that some terms cancel at once and we get
N2
(
(∗pA ∧ θ
B)∧∗(∗pB ∧ θ
A)−
1
2
(∗pA ∧ θ
A)∧∗(∗pB ∧ θ
B)+
1
2
(pA ∧ θ
A)∧∗(pB ∧ θ
B)+
+ 2pA ∧ dξ
A − (∗pA ∧ θ
A) ∧ ∗(dξB ∧ θ
B)− (dθA ∧ ξB) ∧ ∗(dθ
B ∧ ξA)+
+
3
2
(ξAdθA) ∧ ∗(ξ
BdθB)
)
(4.41)
To simplify this expression note first that the fifth term in (4.41) can be transformed as
follows
−(∗pA ∧ θ
A) ∧ ∗(dξB ∧ θ
B) = −(θA ∧ ∗pA) ∧ ∗(ξBdθ
B) = −(θA ∧ ∗pA) ∧ ∗(θ
B ∧ ∗pB),
where in the last step we used the constraint (4.21). This means that the fifth term is
proportional to the second one. Because ξA is a zero-form the sixth term in (4.41) is
equal to
−(ξAdθ
A) ∧ ∗(ξBdθ
B)
which means that it is proportional to the last term in (4.41). By virtue of the constraint
(4.21) the sixth and the last terms are proportional to the second one. Thus the sum of
the second, fifth, sixth and the last term reads
−(∗pA ∧ θ
A) ∧ ∗(∗pB ∧ θ
B)
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and consequently (4.41) can be written as
N2
(
(∗pA ∧ θ
B)∧ ∗(∗pB ∧ θ
A)− (∗pA ∧ θ
A)∧ ∗(∗pB ∧ θ
B) +
1
2
(pA ∧ θ
A)∧ ∗(pB ∧ θ
B)+
+ 2pA ∧ dξ
A
)
. (4.42)
This expression can be simplified further—applying (4.32) to the first term of (4.42) and
(4.33) to the second one we obtain
(∗pA ∧ θ
B) ∧ ∗(∗pB ∧ θ
A)− (∗pA ∧ θ
A) ∧ ∗(∗pB ∧ θ
B) = −(~θAy ∗ pA)(~θ
B
y ∗ pB)ǫ+
+ (~θAy ∗ pB)(~θ
B
y ∗ pA)ǫ = −(θ
A ∧ pA) ∧ ∗(θ
B ∧ pB) + (θ
B ∧ pA) ∧ ∗(θ
A ∧ pB),
where in the last step we used (3.27) and (4.29). Thus we arrived at a simple form of
the term in (4.39) proportional to N2:
N2
(
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
1
2
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B) + 2pA ∧ dξ
A
)
. (4.43)
The term proportional to N Again while gathering all the expressions proportional
to N some terms cancel at once and we get
N
(
2(~θAyL ~Nθ
A)(~θBy∗pB)ǫ+ 2(∗pA ∧ θ
B) ∧ ∗(L ~NθB ∧ θ
A)− 2(~θAydξ
A)(~θByL ~Nθ
B)ǫ+
+ 2dξA ∧ ∗L ~Nθ
A − (∗pA ∧ θ
A) ∧ ∗(L ~NθB ∧ θ
B)− 2(dξA ∧ θB) ∧ ∗(L ~Nθ
B ∧ θA)+
+ 2(dθA ∧ ξB) ∧ ∗(L ~Nθ
B ∧ θA)− (dθ
A ∧ ξA) ∧ ∗(L ~Nθ
B ∧ θB)
)
(4.44)
Applying (4.32) to the second term of the expression above we see that the sum of the
first and second terms can be expressed as
2(∗pA) ∧ ∗(L ~Nθ
A) + 2(ξA ∗ pA) ∧ ∗(ξBL ~Nθ
B) = 2L ~Nθ
A ∧ pA + 2(ξ
A ∗ pA) ∧ ∗(ξBL ~Nθ
B)
On the other hand the seventh term in (4.44) can be transformed as follows
2(dθA ∧ ξB) ∧ ∗(L ~Nθ
B ∧ θA) = 2(ξBL ~Nθ
B) ∧ θA ∧ ∗dθ
A = −2(ξBL ~Nθ
B) ∧ (ξApA) =
= −2(ξBL ~Nθ
B) ∧ ∗(ξA ∗ pA) = −2(ξ
A ∗ pA) ∧ ∗(ξBL ~Nθ
B)
—here in the second step we used the constraint (4.20). Thus the sum of the first, the
second and the seventh term is simply
2L ~Nθ
A ∧ pA.
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Moreover, the sum of the fifth and the last terms in (4.44) vanishes by virtue of the
constraint (4.21):
− (∗pA ∧ θ
A) ∧ ∗(L ~NθB ∧ θ
B)− (dθA ∧ ξA) ∧ ∗(L ~Nθ
B ∧ θB) = −
− (θA ∧ ∗pA − ξAdθ
A) ∧ ∗(L ~Nθ
B ∧ θB) = 0.
Thus we managed to simplify (4.44) to
N
(
2L ~Nθ
A ∧ pA − 2(~θAydξ
A)(~θByL ~Nθ
B)ǫ+ 2dξA ∧ ∗L ~Nθ
A−
− 2(dξA ∧ θB) ∧ ∗(L ~Nθ
B ∧ θA)
)
Now it is enough to apply (4.32) to the last term of the expression above to realize that
(4.44) reduces to
2NL ~Nθ
A ∧ pA (4.45)
which is the final expression of the terms in (4.39) proportional to N .
The term independent of N Gathering appropriate terms we obtain
− 2(~θAyL ~Nθ
A)2ǫ+ L ~NθA ∧ θ
B ∧ ∗(L ~NθB ∧ θ
A)−
1
2
L ~NθA ∧ θ
A ∧ ∗(L ~NθB ∧ θ
B)+
+ 2(~θCyL ~Nθ
C)2ǫ− L ~Nθ
A ∧ θB ∧ ∗(L ~Nθ
B ∧ θA) +
1
2
L ~Nθ
A ∧ θA ∧ ∗(L ~Nθ
B ∧ θB) = 0
In this way we managed to simplify (4.39) to a sum of the term in (4.40) proportional
to NdN and the expressions (4.43) and (4.45):
G˜AB(ρ
A, ρB)− EAB ∧ ∗E
B
A +
1
2
EAA ∧ ∗E
B
B = −2NdN ∧ θB ∧ ∗dθ
B+
+N2
(
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
1
2
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B) + 2pA ∧ dξ
A
)
+
+ 2NL ~Nθ
A ∧ pA. (4.46)
Setting this to the Hamiltonian (4.38) we obtain
H[θA, pB, N, ~N ] =
∫
Σ
−dN ∧ θB ∧ ∗dθ
B +N
(1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
−
1
4
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B) + pA ∧ dξ
A +
1
2
FAB ∧ ∗F
B
A −
1
4
FAA ∧ ∗F
B
B
)
+
+ L ~Nθ
A ∧ pA. (4.47)
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What remains to be done is to remove the derivatives of the laps N and the shift
~N appearing, respectively, in the first and in the last terms of the Hamiltonian above.
Applying the constraint (4.20) to the first term we obtain
− dN ∧ θB ∧ ∗dθ
B = dN ∧ ξApA = d(Nξ
ApA)−N(dξ
ApA) =
= d(NξApA)−Ndξ
A ∧ pA −Nξ
A ∧ dpA.
On the other hand it was shown in [38] that
(L ~Nθ
A) ∧ pA = −dθ
A ∧ ( ~NypA)− ( ~Nyθ
A) ∧ dpA + d(( ~Nyθ
A) ∧ pA)
Since Σ is a compact manifold without boundary the terms d(NξApA) and d(( ~NyθA) ∧
pA) vanish once integrated over Σ. Rewriting FAB as a function of θA (see (4.2)) we
arrive finally at the Hamiltonian H0 expressed explicitely as a function of the canonical
variables, the laps and the shift
H0[θ
A, pB, N, ~N ] =
∫
Σ
N
(1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
1
4
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B)−
− ξA ∧ dpA +
1
2
(dθA ∧ θ
B) ∧ ∗(dθB ∧ θ
A)−
1
4
(dθA ∧ θ
A) ∧ ∗(dθB ∧ θ
B)
)
−
− dθA ∧ ( ~NypA)− ( ~Nyθ
A) ∧ dpA, (4.48)
which is exactly the Hamiltonian (3.10). In order to extend H0 to the whole phase space
we add to it the smeared primary constraints (3.8) and (3.9) and arrive thereby at (3.11).
The Hamiltonian (3.11) depends on the Lagrange multipliers N and ~N . Variations of
the Hamiltonian with respect to the multipliers give us the secondary constraints (3.12).
Expressing the r.h.s. of (3.10) and (3.11) by means of the smeared versions (3.13) and
(3.14) of, respectively, the scalar and the vector constraints gives us (3.15) and (3.16).
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