We consider Tikhonov regularization of linear inverse problems with discrete noisy data containing correlated errors. Generalized cross-validation (GCV) is a prominent parameter choice method, but it is known to perform poorly if the sample size n is small or if the errors are correlated, sometimes giving the extreme value 0. We explain why this can occur and show that the robust GCV methods perform better. In particular, it is shown that for any data set, there is a value of the robustness parameter below which the strong robust GCV method (R 1 GCV) will not choose the value 0. We also show that, if the errors are correlated with a certain covariance model, then, for a range of values of the unknown correlation parameter, the "expected" R 1 GCV estimate has a near optimal rate as n → ∞. Numerical results for the problem of second derivative estimation are consistent with the theoretical results and show that R 1 GCV gives reliable and accurate estimates.
Introduction
Consider the problem of estimating a function or vector f 0 from discrete noisy data y i = L i f 0 + ε i , i = 1, . . . , n, where L i are linear functionals and ε i are errors. In particular, we consider a linear ill-posed operator equation Kf (x) = g(x), e.g. a first kind Fredholm integral equation, where the functionals are L i f = Kf (x i ), i = 1, . . . , n. Another special case is the data smoothing problem, where L i f = f (x i ). The general problem also includes a discretized operator equation or other finite dimensional linear model, in which case L i f = Kf i , where f ∈ R q , q ≤ n, and K is the n × q model or design matrix.
In practical applications with observational data, it is appropriate to model the errors i as random variables. Often it is assumed for simplicity that the errors are uncorrelated with zero mean (called white noise), but in actual fact the errors may have some correlation. This paper is mostly concerned with the latter situation. There are important applications in the geosciences, in particular, the estimation of the Earth's gravity field from satellite data [2] .
To estimate the function f 0 , we use Tikhonov regularization of the form [26] minimize n over f ∈ R q , where · is the Euclidean norm and the matrix M is usually either I or a first or second order finite difference operator.
The accuracy of the regularized solution f λ of (1.1) or (1.2) depends crucially on the choice of the regularization parameter λ. One of the most prominent methods for choosing the parameter is generalized cross-validation (GCV) due to Wahba [25] . GCV is known to have favorable asymptotic properties as n → ∞ for uncorrelated data [25, 3, 12, 13] .
However, GCV is not reliable when either n is small or the data are correlated. In these situations, it sometimes chooses a value of λ that is far too small, possibly even 0, corresponding to a very noisy regularized solution; see section 4.9 in [26] and [23, 27] . For uncorrelated data, the robust GCV methods developed in [21, 16, 17] were shown to perform better than GCV for small n and have good asymptotic properties. In this paper, we investigate these methods for correlated data. If the covariance matrix of the errors is known, at least up to some parameterization, then the GCV function can be modified to include the covariance matrix, as described in [6, 20] . Similarly, in the context of wavelet thresholding, GCV can be extended to deal with correlated noise of a certain type [9] . However, in many situations the covariance matrix is unknown.
The robust GCV (RGCV) choice of λ is defined as the minimizer of the RGCV function V (λ) = γV (λ) + (1 − γ)F (λ) = (γ + (1 − γ)µ 2 (λ))V (λ), (1.4) where F (λ) = µ 2 (λ)V (λ) is an approximate average influence of all the data points on f λ and where γ ∈ (0, 1) is a robustness parameter. Another stabilized extension of GCV is the modified GCV method [4, 10, 24] , which, under certain assumptions, is asymptotically equivalent to RGCV for uncorrelated data [17] . The strong robust GCV (R 1 GCV) choice of λ is defined as the minimizer of the R 1 GCV function
where
is an approximate total influence of all the data points measured in the W norm. In Section 2 we define spectral decompositions that can be used to compute V (λ), V (λ) and V 1 (λ).
In the case of uncorrelated data with small n, Efron [5, 11] used a geometric interpretation to explain the unstable behavior of GCV. The context in these papers was data smoothing, but the interpretation also applies in the regularization framework here. The same geometry is used in [18] to show that RGCV, with an appropriate value of γ, has much better stability than GCV.
For correlated data, it will be seen both in theory and in simulations that the behavior of GCV depends on the color of the noise. If the noise spectrum has greater power for lower frequencies, it is called red noise, while if the power is greater for higher frequencies, it is called blue noise. In the case of uncorrelated errors, i.e. white noise, the power spectrum is constant.
In Section 3, we use a sufficient condition to explain why GCV may choose the extreme value λ = 0 for small n or for strongly correlated data of red noise type. We also show how RGCV and R 1 GCV can protect against this extreme choice. In particular, Theorem 3.4 shows that for all sufficiently small γ, the R 1 GCV choice of λ is guaranteed to be positive.
In Section 4, we examine the asymptotic behavior of the R 1 GCV method for Tikhonov regularization (1.1) of an ill-posed operator equation Kf = g when the errors are correlated with a certain form of covariance matrix. Theorems 4.1 and 4.2 give the optimal rates for the prediction risk (mean square prediction error) and for a W norm risk. Theorem 4.3 shows that for white noise or red noise with a range of values of the correlation parameter, the (shifted) expected R 1 GCV function tracks the strong robust risk in a neighbourhood of its minimizer, which has a near optimal decay rate. Therefore, no matter whether the errors are uncorrelated or correlated (something that may not be known in practice), R 1 GCV has favorable asymptotic properties.
Section 5 describes numerical simulations for the discretized ill-posed problem of estimating the second derivative of a function g(x) from noisy data y i = g(x i ) + ε i , i = 1, . . . , n. This is the same example as in [16, 17] . The GCV, RGCV and R 1 GCV estimates were computed for 200 replicates of the data, with both uncorrelated errors and correlated errors of different degrees of correlation. The numerical results are consistent with the theory. If the errors are uncorrelated or correlated of blue noise type, then all three criteria perform well, though GCV has a significant number of outliers. For correlated errors of red noise type, while GCV performs very poorly, both RGCV and R 1 GCV perform well if the correlation is mild, and R 1 GCV performs best by far if the correlation is strong.
Representation of robust GCV functions
Assume that the linear functionals W → R, f → L i f are bounded and the null space N (P ) is finite dimensional with N (L) ∩ N (P ) = {0}. Under these conditions it is well known [26] that (1.1) has a unique solution, and the influence matrix has the form A = Q(Q + nλI) −1 if P = I and
if P = I, where Q and Σ are symmetric positive semidefinite n × n matrices and B is an (n − m) × n matrix satisfying BB T = I n−m . As in [16, 17] , we represent the GCV, RGCV and R 1 GCV functions in terms of the following spectral decompositions. In the case where P = I, the matrix n −1 Q has eigenvaluesλ i such thatλ 1 ≥λ 2 ≥ · · · ≥λ n ≥ 0 (not all equal to 0) and corresponding eigenvectorsφ i such that n −1 (φ i ,φ j ) = δ ij , where (·, ·) is the Euclidean inner product on R n . For the problem of a first kind integral equation, these eigenvalues and eigenvectors are discretized approximations of the eigenvalues and L 2 normalized eigenfunctions of a certain integral operator [13] .
In the case where
Let w i be the ith column of W and definē
If P = I, the normalized residual sum of squares can be expressed as
where we denotev i = n −1 (v,φ i ) for any vector v. When P = I, the same equation (2.2) holds but with m = 0. Using the spectral decompositions above, the functions µ 1 (λ), µ 2 (λ) and µ 12 (λ) can be expressed as
if P = I, and the same expressions but with m = 0 if P = I. These expressions can be used to compute the GCV, RGCV and R 1 GCV functions V (λ), V (λ) and V 1 (λ) defined in (1.3), (1.4) and (1.5), respectively.
Discrete regularization method
It is well known that for the fully discrete regularization problem (
In the case where M = I q , the regularized solution and the GCV, RGCV and R 1 GCV functions can be computed using the singular value decomposition (SVD) of K. In this case n −1 (I − A)y 2 and the functions µ 1 (λ), µ 2 (λ) and µ 12 (λ) are given by equations of the same form as (2.2) -(2.5) but with m = 0.
In the case where M = I is a p × q matrix with p ≤ q ≤ n, it is known [7] that the regularized solution f λ and the GCV function V (λ) can be computed using the generalized SVD of the pair (K, M ). With appropriate definitions ofλ i andφ i (see [16] 
, µ 2 (λ) and µ 12 (λ) can be expressed in the same form as in (2.2) -(2.5) but with m = n − p.
Extreme undersmoothing behavior
In this section, we investigate why GCV may choose the extreme value λ = 0 and how the RGCV and R 1 GCV methods can protect against this. The results apply to both the regularization methods (1.1) and (1.2) with M = I q or M = M p×n . In these cases we have expressions of the form in (2.2) -(2.5), and we will write the results in the notation of these equations. The sums are from i = 1 to i = n − m unless otherwise indicated.
GCV and robust GCV
The following result identifies important components in the behavior of the GCV and RGCV functions, including the effect of the parameter γ. For GCV, some parts of this result are derived in [23] .
is the ratio of two different weighted averages ofŷ
, and where
and
so V (0) < 0 if the last sum is non-zero (which is almost certain in practice). As λ → ∞,
is the ratio of two different weighted averages ofŷ 
Substituting these expressions into (3.1) and simplifying yields (3.6).
Substituting these expressions into (3.1) and rearranging yields (3.7) and (3.8). 2 The next theorem shows why GCV may fail to choose a positive value of the regularization parameter. We will use the following lemma about weighted averages, which is proved in [15] and also follows easily from the discrete Chebyshev inequality [19, 
(3.13)
. . , n−m and the sequenceŷ
. . , n, are non-constant and decreasing, then V (λ) > 0 for all λ ≥ δ for some δ > 0, which can be very small relative to the "optimal" parameter. In particular, ifŷ i , i = 1, . . . , n − m, deviates only slightly from being decreasing, then it is still quite likely that S(λ) < 1 for all λ ≥ 0, in which case V (λ) is minimized at λ = 0. Now we describe two situations in which the sequenceŷ
. . , n − m, has a decreasing trend, and so, from Theorem 3.1, it is quite likely that V (λ) is minimized at λ = 0. Consider an operator equation Kf 0 (x) = g(x), where g(x) is smooth, and let g = (g(x 1 ), . . . , g(x n )) T = Lf 0 . We will assume, as is usually the case, that the eigenvectorsφ i have mostly increasing frequency (measured say by the number of sign changes) with increasing i.
Uncorrelated small errors and small sample size
Suppose that n is small and the errors ε i are realizations of uncorrelated (or slightly correlated) random variables with small standard deviation relative to g . Since n is small, all the eigenvectorsφ i , i = 1, . . . , n − m, are of low frequency. Because ε is generally of high frequency, and since also the standard deviation is relatively small, (2.14) in [17] , using Lf 0 = g, we have
where (f 0 ) int is the solution of the generalized interpolation problem: minimize P h 2 W over h ∈ W subject to Lh = Lf 0 . It is known [14] that, under certain conditions,
W as n → ∞, so the sum in (3.14) is bounded independent of n and hence the termsĝ
have a decreasing trend. This is called a discrete Picard condition [8, 15] . Therefore, the sequenceŷ
. . , n − m, has a decreasing trend and so it is quite likely that V (λ) is minimized at λ = 0.
Note that, if instead n is large, then the sequenceŷ 
so Eŷ
actually increases for large i. Also note that, if n is small but n −1 σ 2 is large relative to the smaller values ofĝ
increases for i near n − m. The above observations indicate that, for either a larger sample size n or a larger error variance σ 2 , GCV is less likely to choose the extreme value of 0.
Strongly correlated errors -red noise
Suppose that the errors ε i are random variables with mean 0 and are correlated with
Then
and so Eŷ
From above we can expect thatĝ
in (3.15) has a decreasing trend. Assume that ε i = (x i ) for some noise process (x) with covariance function E( (s) (t)) = Cov(s, t) that is at least continuously differentiable. Then the eigenvalues of n −1 C, which approximate those of Cov, decay quite quickly, and so the errors have significant correlation and are of red noise type. Since Cov is smooth and n −1/2φ i , i = 1, . . . , n− m, is an orthonormal (with respect to (·, ·)) sequence of vectors of (mostly) increasing frequency, the sequence n
also has a decreasing trend. Then, from (3.15), it is probable thatŷ
has a decreasing trend, and so it is quite likely that V (λ) is minimized at λ = 0. Note that in this case, the conclusion is independent of the error variances and applies for both small and large sample size n. If, on the other hand, the sequence n −2φ T i Cφ i > 0 has an increasing trend, i.e. the noise is blue, then, clearly,ŷ
cannot have a decreasing trend. For the RGCV method, Lemma 3.1 gives the following result, which shows that, for any error behavior and sample size n, a smaller value of γ provides greater protection against the extreme choice of λ = 0.
Theorem 3.2 For any
Proof. The first part of the theorem follows from (3.1) since µ 2 (λ) < 1, T (λ) > 0 and U (λ) > 0. The second part follows from (3.5) since T (0) > 0 and U (0) > 0.
2
In the special case where one or more of theλ i equal 0, it is clear from (3.6) that V (0) does not depend on γ and V (0) < 0. Consequently, the minimizers of V (λ) and V (λ) must be positive.
Note that from (3.7) and (3.8), for any size n and any γ ≤ 1 (including the GCV case of γ = 1), it is likely that V (λ) > 0 for all sufficiently large λ. This follows because the sequenceŷ
Strong robust GCV
The following result identifies important components in the behavior of the R 1 GCV function.
where S(λ) and U (λ) are defined in (3.2) and (3.4) , and
the last sum is non-zero (which is almost certain in practice). As λ → ∞,
where Y is defined in (3.8) . 
as λ → 0. Substituting these expressions and those for S(λ) in (3.9) and U (λ) in (3.10) into (3.16) and simplifying yields (3.19) .
As λ → ∞, clearly µ 12 (λ) → 0 and
Proof. The first part of the theorem follows from (3.16) and the second part follows from (3.18).
2 Further to Theorem 3.3, the following result shows that, whatever the error behavior or value of n, we can ensure that V 1 (0) < 0 by taking γ sufficiently small. Therefore, for all γ sufficiently small, the R 1 GCV method is guaranteed to choose a positive regularization parameter. This is not true for the RGCV method, since in (3.5) the value of 1 − S(0) may be larger than n −1 T (0) (which satisfies n −1 T (0) ≤ n −1 (n − m) by the Cauchy-Schwartz inequality).
Theorem 3.4 Ifλ
Proof. The first part follows from (3.19). The second part follows from (3.18) written as
The third part also follows from (3.18) by solving V 1 (0) < 0 for γ. 2 
Asymptotic analysis
The framework for our asymptotic analysis is the same as that in [13, 16, 17] . Suppose that the linear functionals L i : W → R are defined by L i f = Kf (x i ) for some bounded linear operator K : W → L 2 (0, 1). Assume that for each x ∈ [0, 1], the linear functional W → R, f → Kf (x) is bounded, and let η x be its representer, so
Assume that the empirical distribution function G n of the points x i , i = 1, . . . , n, converges in the sup norm to a distribution function G with density bounded away from 0 and 
For the "smoothness" class of f 0 , we use the family of Hilbert spaces W β with inner product
It is shown in [13] that W 1 = W with equivalent norms. Under certain conditions, the spaces W β can be identified as fractional Sobolev spaces in which the smoothness increases with β [13] . We now state the main assumptions in this section. Assumption 4.1 specifies the error behavior, while Assumptions 4.2 -4.5 are the same as those in [13, 16, 17] for the asymptotic analysis of GCV, RGCV and R 1 GCV in the case of uncorrelated errors. For convenience we will write a n ≈ b n if there exist positive constants c 1 and c 2 such that c 1 b n ≤ a n ≤ c 2 b n . We will also write a n b n if there exists a positive constant c such that a n ≤ cb n . 
for some constants k > 0 and t, where Q, W and Λ are defined in Section 2. Clearly, when t = 0, the errors are uncorrelated. As |t| increases from 0, the errors become increasingly correlated, with blue noise for t < 0 and red noise for t > 0. 
Assumption 4.6 There is a sequence α n → 0 such that, for any p satisfying 1/r < p < 2 − 1/r,
This is similar to the corresponding assumption made in [15] .
Assumption 4.7 For each t < 1/r, as n → ∞,
where the last estimate comes from an integral comparison. The asymptotic analysis of the R 1 GCV method depends crucially on the asymptotic behavior of the functions µ 1 (λ), µ 2 (λ) and µ 12 (λ) defined in (2.3) -(2.5). The following estimates were derived in Theorems 4.1 and 4.2 of [13] . If Assumptions 4.2 -4.5 hold and α n → 0 as n → ∞ such that d 
Optimal parameter estimates
First we derive an estimate of the prediction risk ER(λ) = En −1 Lf λ − Lf 0 2 and its minimizer in the case of correlated data.
Theorem 4.1 Suppose that Assumptions 4.1 -4.6 hold, −2
Proof. Since the errors ε i have mean 0, we have
is the squared bias and v(λ) = En −1 Aε 2 is the variance. It is known (see Theorem 4.5 in [13] ) that, since f 0 ∈ W 2 , the squared bias satisfies
and, from Assumptions 4.1 and 4.6, we obtain
∞). The estimate (4.4) of ER(λ) follows. Let Y (λ) denote the right hand side of (4.4). Clearly, the minimum of
, which implies that c n ≈ 1, and hence λ R ≈ λ * . 2 Note that for t = 0 (i.e. uncorrelated errors), the estimate
from Theorem 4.1 is the same as in Corollary 4.1 in [13] . Clearly, as t increases, the parameters λ * and λ R decay more quickly as n → ∞. Because the prediction risk only involves deviations in Lf λ , it is a rather weak measure of the accuracy of f λ . Consequently, we will also consider the stronger W norm risk defined as
For example, the last term could be
Theorem 4.2 Suppose that Assumptions 4.1 -4.6 hold, −2
Proof. Since the errors ε i have mean 0, we have 
It is known (see Proposition 3.1 in [13] with ρ = 1) that, since f 0 ∈ W 3 , the squared bias b
Using the spectral decomposition of BΣB T in Section 2 with Assumptions 4.1 and 4.6, we obtain
. Combining these estimates of b 2 1 (λ) and v 1 (λ) with the estimates of b 2 (λ) and v(λ) in the proof of Theorem 4.1, and using n
−1 λ t−1−1/r for any λ ≤ 1, yields the estimate (4.5) of ER W (λ). The remaining parts of the theorem follow in the same way as in the proof of Theorem 4.1.
2 Note that for t = 0 (i.e. uncorrelated errors), the estimate
from Theorem 4.2 is the same as the optimal rate for the expected squared W norm error given in Corollary 3.1 in [13] . For the W norm risk (as for the prediction risk), as t increases, the optimal parameter λ W decays faster to 0 as n → ∞.
Asymptotic behavior of R 1 GCV
For GCV with uncorrelated data, it is well known [26] that, as n → ∞, the function EV (λ) − σ 2 tracks the prediction risk ER(λ) in a neighbourhood of the optimal parameter for the risk. This is not true for correlated data.
For RGCV with uncorrelated data, as n → ∞, the function EV (λ) − γσ 2 tracks the robust prediction risk ER(λ) ≡ γER(λ) + (1 − γ)v(λ) in a neighbourhood of its minimizer, where v(λ) = En −1 Lf λ − ELf λ 2 is the variance [16] . A similar result holds for R 1 GCV with uncorrelated data: as n → ∞, the function EV 1 (λ) − γσ 2 tracks the strong robust risk ER 1 
is the variance [17] . We will show that for R 1 GCV, an extension of this result also holds for correlated data.
Define the strong robust risk for correlated data, with covariance defined in Assumption 4.1, as
where ν(n) is defined in Assumption 4.7. Note that this agrees with ER 1 (λ) in the uncorrelated case, since ν(n) = 1 when t = 0.
Theorem 4.3 Suppose that Assumptions 4.1 -4.7 hold, f
Then the minimum of
as n → ∞, and 
where µ 2+t,2 is defined by
Using b 2 = min{1, λ 2 } and Assumptions 4.6 and 4.7, we obtain
for max{α n , α n } ≤ λ ≤ 1. Let λ Z be the minimizer of Z(λ). The last term of (4.9) is the second last term if and only if λ n −rt/(1+t) as n → ∞. The minimizer λ Z satisfies this condition, because, if it did not, it would be defined by λ 2 ≈ n −1 λ t−1/r , which leads to a contradiction since t < 1 − (1 − 1/r) 1/2 (and so
. This is consistent with the above condition since t < 1 − (1 − 1/r) 1/2 . Then, from (4.9), ER 1 (λ Z ) → 0 as n → ∞, and so λ R 1 → 0 (since, otherwise, ER 1 (λ) 1 for all λ). Therefore, we get ER 1 (λ R1 ) ≈ Z(λ R1 ) ≈ Z(λ Z ) and λ R1 ≈ λ Z by using (4.9) and the same argument as in the proof of Theorem 4.1.
For the numerator in (1.3), Assumption 4.1 gives 10) where µ 1+t,1 and µ 2+t,2 are defined by (4.8). Using (4.6), (1.3), (1.5) and (4.10), and rearranging, we obtain
From (4.1), clearly µ 1 (λ) → 0 as n → ∞ for λ in a neighbourhood of λ R1 . By writing µ 1+t,1 in terms of µ 1+t,2 and µ 2+t,2 , and using Assumption 4.6, we find the estimate µ 1+t,1 ≈ n −1 λ t−1/r . Then, using Assumption 4.7 and the estimates of µ 1 and µ 12 in (4.1) and (4.3), we obtain the bound
Substituting λ = λ R 1 , it is not hard to verify that all the terms in this bound approach 0 as n → ∞ provided t satisfies t < 2/(r+1), rt 2 −2rt+1 > 0 and rt 2 −(3r+1)t+3 > 0, and all these inequalities hold if t < 1 − (1 − 1/r)
1/2 . This shows (4.7). The last statement follows by comparing the estimate of λ R 1 with λ * and λ * W . 2 Since EV 1 (λ) and EV 1 (λ) − γσ 2 ν(n) have the same minimizer, Theorem 4.3 indicates that there is an "expected" R 1 GCV estimate λ V 1 that behaves like λ R1 for large n. Moreover, in the problematic case of red noise (t > 0) (see Section 3.1), for a range of t values, λ V 1 has near optimal performance for large n. On the other hand, for blue noise (t < 0), λ V 1 is oversmoothing for large n, though not by much if |t| is small, since, when
decreases (from nearly 1) as r > 1 increases, so the range of allowable t values for red noise becomes smaller with greater degree of ill-posedness.
Numerical results
We consider the ill-posed problem and method in [16, 17] of estimating the second derivative function f (x) = g (x), 0 ≤ x ≤ 1, from discrete noisy data. Assuming g(0) = g(1) = 0, the second derivative satisfies the first kind Fredholm integral equation
After discretization using the trapezoidal rule and uniform collocation points x i = (i − 1)/(n − 1), i = 1, . . . , n, the equation becomes Kf = g for an n × n matrix K. Then Tikhonov regularization of the form (1.2) is applied with an n × n first order difference matrix M .
We take g(x) = (x 3 − x)/6, so the solution is f 0 (x) = x, and generate data y i = (Kf 0 ) i + ε i , i = 1, . . . , n, with pseudo-random normal errors ε i with mean 0. We assume the errors are either uncorrelated with equal variance σ 2 as in [16, 17] or they satisfy the first order autoregressive (AR(1)) correlation model with covariance matrix defined by Cov ij = E(ε i ε j ) = σ 2 ω |i−j| for −1 < ω < 1, ω = 0. Clearly, if ω < 0, adjacent errors are negatively correlated, and if ω > 0, they are positively correlated. In the latter case, the errors are red noise and the model is a discrete version of the Ornstein-Uhlenbeck process [22] . This correlation model was used for nonparametric regression in [6, 20] . Figure 1 shows the function g(x) and correlated data y i from the AR(1) model with n = 101, σ = 0.001 and ω = 0.4. Our computations were carried out in MATLAB using the package Regularization Tools of Hansen [7] . As discussed in [16] , the generalized eigenvaluesλ i , which satisfy n
. . , n, decay like i −6 for i = 1 . . . , n − 2, andλ n−1 =λ n−2 = 0. Since both K and M are n × n matrices, the results of Section 3 apply with m = 0. Because not all theλ i , i = 1, . . . , n, are positive, Lemmas 3.1 and 3.3 imply that V (0) < 0, V (0) < 0 and V 1 (0) < 0 with probability 1, and so, for this example, GCV, RGCV and R 1 GCV will not choose the extreme value 0. However, from Theorem 3.1 and the subsequent discussion, it is quite likely that the GCV estimate will be extremely small if the sample size is small or the errors are red noise with strong correlation.
The simulation results are consistent with the theory. For uncorrelated data and correlated data with ω < 0, GCV gives good and reasonably stable estimates. By contrast, as ω is increased from near 0, the GCV estimates have substantially higher variability, with a greater tendency to have an extremely small value. To illustrate this, Figures 2(a) and (b) show 20 replicates of the GCV function for uncorrelated errors and for correlated errors with ω = 0.4, respectively, where n = 101 and σ = 0.001, together with the corresponding GCV estimates marked with a + symbol. In Figure 2 (a) most of the estimates are concentrated between 10 −5 and 10 −4 , with only one very small estimate at 10 −9 . In Figure 2 (b), there is considerable variability in the GCV estimates, ranging from 3 × 10 −13 to 3 × 10 −8 , all of which are too small. In the corresponding plot for ω = 0.8 (not shown), the GCV estimates lie between 10 −11 and 2 × 10 −9 . For appropriate values of γ, the RGCV and R 1 GCV estimates are much more stable than the GCV estimate. We use the same values of γ as in [16, 17] , i.e. γ = 0.1 for RGCV and γ = 0.9999 for R 1 GCV, which give good results for uncorrelated Clearly, the RGCV and R 1 GCV estimates are much more stable than the GCV estimate. For very strongly correlated data with red noise (e.g. ω = 0.8), the RGCV estimate is also unstable, while the R 1 GCV estimate remains stable. This is consistent with Theorem 3.4 and the discussion above it about RGCV.
To compare the GCV, RGCV (γ = 0.1) and R 1 GCV (γ = 0.9999) estimates, we use the prediction error R(λ) = n −1 Kf λ − Kf 0 2 and prediction risk ER(λ), as well as the error
defined in [16] , and corresponding risk ER 1 (λ). The error R 1 (λ) behaves like a squared discrete Sobolev seminorm of order 1 of the error f λ − f 0 , and, therefore, it is a better measure than R(λ) of the accuracy of the regularized solution [16] . Define the inefficiencies I R and I ER as
and similarly define I R 1 and I ER 1 . The closer the inefficiency is to 1, the better is the choice λ. Figure 4 shows box plots of the inefficiencies for the GCV, RGCV and R 1 GCV estimates (with GCV (left), RGCV (middle) and R 1 GCV (right) in each group of three) corresponding to 200 replicates of the data with n = 101, σ = 0.001 and Table 1 . Clearly, for uncorrelated data and correlated data with ω < 0 (i.e. white or blue noise), GCV, RGCV and R 1 GCV all give good results, though GCV has a significant number of outliers. On the other hand, when ω > 0 (i.e. red noise), RGCV and R 1 GCV have much better performance than GCV. In fact, for ω = 0.4 and ω = 0.8, almost all the inefficiencies I R 1 and I ER 1 for GCV are off the scale (i.e. greater than 50) because of severe undersmoothing. For ω = 0.4, both RGCV and R 1 GCV perform very well, and for ω = 0.8, R 1 GCV has much better performance than both GCV and RGCV.
Note that the good performance of RGCV and R 1 GCV does not require a special choice depending on ω of the robustness parameter γ. The values of γ used for RGCV (γ = 0.1) and for R 1 GCV (γ = 0.9999), which are close to optimal for uncorrelated data in this example [16, 17] , also yield good results for correlated data. Therefore, this one choice of γ for each of RGCV and R 1 GCV can be used with reasonable confidence for data with unknown correlation.
The AR(1) model for the correlated errors in this section is different from the covariance assumption used in Section 4, so it appears that the good performance of R 1 GCV is not overly sensitive to the form of the covariance. The results presented here for GCV, RGCV and R 1 GCV are consistent with those of a large simulation study in [1] involving a range of ill-posed problems with both uncorrelated errors and correlated errors generated by a moving average process. 
