Abstract. In two previous papers it has been shown that the resolution of a confocal scanning microscope can he improved by recording the full image at each scanning point and then invexting the data by a singular-system analysis. This result was proved both in the case of coherent and in the case of incoherent illumination (Euorecence microscopy) but the analysis was essentially restricted to the onedimensional problem. As a byproduct the twwdimensional problem with square pupils was also considered. In this paper we investigate the more realistic case of circular pupils. The singular system of the relevant integral operator is computed, both for coherent and incoherent illumination, using a discretization method previously developed by two of the authors. In this way we show that the significant improvements in resolution which may be achieved in the on~dimenrional problems are also obtainable in the two-dimensional case.
Introduction
In two previous papers ([l] , [2], hereafter referred to respectively as I and 11) we have investigat,ed the improvement in resolution (super-resolution) which can be obtained in confocal scanning laser microscopy (CSLM) when essentially the full image is detected and the data are inverted at each step of the scanning procedure in order to recover the value of the object at the confocal point. We recall that in the conventional cSLM the image is detected only on the optical axis and that the two-dimensional image is the result of two-dimensional scanning.
In I the analysis was restricted to the one-dimensional coherent case while in I1 it was restricted to the one-dimensional incoherent case. Two-dimensional problems with square pupils were also considered since these can be easily treated in terms of the solutions of the one-dimensional problems. However, this is not a practical situation. In this paper we consider the more realistic case of circular pupils. Since we neglect the effect of *herrations, the optical system has a circular symmetry with respect to the optical axis. Moreover we assume that the illuminating lens and the imaging lens of the confocal system are identical. This is not exactly true, in general, hut it can he a rather satisfactory approximation in practice.
Let p> p' be the vectors which give the position of a point in the image and object (
1.1)
In fact, in this paper, we only consider the case of lenses with small numerical aperture, and in this case the scalar approximation for the description of the light field can be used. On the other hand the full vector theory of the electromagnetic field must be used in the case of high-aperture lenses [4]. This will he the subject of future publications.
In the coherent case f(p') is the effective transparency of the object in the confocal plane, g(p) is the amplitude of the light field in the image plane and the point-spread function is given by (units are chosen in such a way that the radius of the pupil is A):
whose Fourier transform is given by
where x,(w) is the characteristic function of t,hn disc .rf r i d i~ I I , i.e. xr{z)
On the other hand, in the case of incoherent illumination (fluorescence microscopy), / ( p ' ) is the distribution of the fluorescent centres in the confocal plane, g(p) the intensity distribution of the light fieid in the image piane and S(p) is given by whose Fourier transform is now given by
where x Z n ( w ) is the characteristic function of the disc of radius 2s.
As discussed in I and I1 the problem is to solve the integral equation (1.1) in order to estimate the object at the confocal point, i.e. estimate f(0) given g ( p ) . It is obvious that the solution of this problem is invariant with respect to rotations about the optical axis because, if we rotate the object and consider the corresponding rotated image, the value of f(0) does not change. This remark implies that we can project equation (1.1) on the subspace of the functions with circular symmetry and the result is an integral equation relating functions which depend on only one (radial) variable. Then the method described in [5] can be used for discretizing this integral equation and for computing its singular system. This method is in fact more general since it can be used also for computing the singular systems corresponding to the higher harmonics which contribute to the restoration of the object in a neighbourhood of the confocal point. This possibility, however, is not considered in this paper. As shown in I this does not provide much better results than the simpler method of restoring f only at the confocal point.
In section 2 we describe briefly the computational method. In section 3 we give the numerical results we have obtained both in the coherent and in the incoherent case. In section 4 we discuss the resolution improvement in terms of transfer functions.
Concluding remarks are given in section 5.
T h e computational method
Let us denote by go(p) and fo(p') the projections respectively of g ( p ) and f(p') on the subspace of the functions with circular symmetry. These projections are given by where { p , 4) and {p', 4') are the polar coordinates of p and p' respectively. In fact g,,(p) is the mean value of g ( p ) over the circle of radius p and fo(p') has a similar meaning. Moreover it is obvious that fo(0) = f(0).
The important feature of the integral operator of equation (1.1) is that it commutes with the projection operator over the subspace of the functions with circular symmetry so that this subspace reduces the integral operator and equation (1.1) implies an equation for the projected functions (2.1). The result is S d P ) = l+m P ' W P , P')fo(P')df' We recall that for a function h E X , the Hankel transform is defined by i.e. h ( p ) can be expressed in terms of its values at the sampling points p, = z./c, the I, being the zeros of J,(I). This expansion is used in [5] in nrder t,n transform the integral equation (2.2) into an infinite-dimensional linear system which can he used for the numerical computation of the singular system of the integral operator A,.
The final result can be written in the following form
where the coefficients b,, a,,, are related respectively to the sampling values of go (p) and f o ( p ) as follows:
(2.13) (2.14)
The coefficients (2.13) are chosen in such a way that both the sequences {b,)T=l, { u , ) L I belong to 12, the Hilbert space of square-summable sequences. The numerical method then consists simply in considering a finite section of the infinitedimensional matrix (2.14) and in computing, by means of some SVD routine, the singular system of the corresponding finite-dimensional matrix. are respectively the mth and nth component of
Numerical results
The method described in the previous section has been applied both to the coherent and to the incoherent case.
Coherent case
From equation (2.14) with Q = T and from equations (2.3), (2.5), we get [5] give a satisfactory approximation of the first N singular values of the integral operator, at least when N is sufficiently large. We notice that the case M = 2 N corresponds to taking the sampling points of both the image and the object in the same interval.
In such a way we have found that the integral operator has 41 singular values greater than
In particular the distribution of the singular values is the following:
2 singular values between 1 and l o -' . 7 between lo-' and and 32 between lo-' It is evident that the singular values of the incoherent problem tend to zero much more rapidly than those of the coherent problem. In particular, if we look at the number of the singular values such that a o / a x < 100, we find 10 for the coherent problem and 4 for the incoherent one. These features are quite similar to those found in the one-dimensional problem. The same remark is true for the behaviour of the two spectra which are plotted in figure 1. Here 
The transfer function
As is well known, when go is noise-free, i.e. go is in the range of the integral operator A,, equation (2.6), the generalized solution of equation (2.6) is given by where (g, u k ) is the scalar product in X, equation (2.7).
In practice two approximations must be introduced. The first is the truncation of the expansion (4.1) when the data are affected by noise. Most precisely one must take into account only the terms corresponding to singular values greater than the inverse of the signal-to-noise ratio [I, 111. We denote by I< the number of these singular values. The second is the approximate computation of the singular system by means of the method described in section 2. Let us forget, for a moment, this second approximation and consider only the first one. Then we have an estimate of the generalized solution given by As remarked in the introduction, we only need an estimate of the object f at the confocal point since the complete two-dimensional object can be recovered by means Let us assume that the measured image is given by
where f o is the true object, Aofo is the noise-free image and no is the noise contribution. Then we can write the object estimate (4.2) in the following form:
where It is obvious that fg'(0) is the contribution of the noise to the restored solution and, if It' is appropriately chosen, this term is small with respect to jg'(0). As concerns the latter term, from the equality
we get and from equation (2.1) we obtain (dp' = p'dp'dd')
) dp' (4.10) where (4.11)
If we take into account now the effect of the scanning, i.e. if we replace f ( p ' ) by f ( p ' + p ) , if we denote by f$')(p,O) the corresponding estimation (4.10) and if we put j K ( p ) = f $ ' ( p , O ) , then we get
(4.12) Therefore, the function TK(p) is the impulse-response function of the super-resolving microscope (see I, I1 for a discussion of the one-dimensional case). Now, if the singular system is computed by the method described in section 2, we have an approximation of this impulse-response function given by In figure 6 we give the impulse-response functions of the coherent problem for IC = 1,2,3,4 , computed using the singular functions plotted in figure 2.
In the case IC = 1 the impulse-response function is obviously proportional to the singular function U~,~( P ) and its behaviour practically coincides with the behaviour of the impulse-response function of the conventional scanning microscope, i.e. S2(p) (S(p) is given by equation (1.2) ).
In the case IC = 4 the distance of the first zero of T K ( p ) from the origin is approximately 1/2 of the radius of the Airy disk (indicated by the vertical dotted line), i.e. the first zero of S(p), equation (1.2) . This means an improvement by a factor of 2 with respect to the resolution of the conventional microxcope.
This result is confirmed by the behaviour of the transfer function P K ( w ) plotted in figure 7 . We see that in the caSe IC = 4 the transfer function is significantly different from zero over a large part of the band. A comparison with the case K = 1 clarifies the improvement with respect to the conventional confocal microscope.
In the same figure we also give the behaviour of the transfer function for higher values of IC. When IC increases the central peak at w = 0 is flanked by a negative minimum. The widths of the niaximum and minimum decrease for increasing IC even if their heights do not decrease. Therefore, except for a small neighbourhood of w = 0, the transfer function is approximately constant over the band. Let us remark however that, in the case IC = 40, the condition number of the problem, namely the ratio between the largest and the smallest singular value, is of the order of 800. This is t,oo large a value but in the next section we will indicate a way for avoiding this difficulty. The results concerning the incoherent problem are eiven in fisnre-q R xnd 9 In figure 8 The transfer functions plotted in figure 9 clearly show an increase of the effective band for increasing Ii. The behaviour however is much more irregular than in the coherent case, As we will show in the next section a considerable improvement with respect to conventional scanning microscopy can be obtained with IC = 8. In such a case the condition number is of the order of lo3 (see table 1).
Concluding remarks
Thc numcrical results reported in this paper imply that the super-resolving confocal microscope can have a resolution much better than the resolution of the conventional one. For example in figure 10 we compare the transfer function of the super-resolving microscopes in the case IC = 8 (full curve) with the transfer functions of the conven- corresponding t o I< = 8 is approximately twice the effective hand of a conventional confocal microscope whose pinhole has a radius of the order of the radius of the Airy disk. This is a reasonable figure in practical applications of fluorescence microscopy (91. The difficulty in the case IC = 8 is that the condition number is too large. As is well known this parameter controls the propagation of the errors from the data to the solution. When it is too large, the errors on the solution are unacceptable. However, a way to avoid this difficulty has been recently suggested [lo] . It consists in replacing the array of detectors for the measurement of the image with an optical processor which consists essentially of an holographic mask followed hy a Fourier lens. In such a way measurement errors are not introduced before inversion because the light field interacts directly with the processor performing the inversion. Preliminary experimental result are very promising [Ill. The theory of this new method will be the subject of a future publication [12] .
The results shown in figures 7 and 9 lead one to conjecture that, in the coherent case, as IC tends to infinity the transfer function becomes unity over the full band (0,Zs) save for departure from this form of zero measure at the origin and that, in the incoherent case, this is also true over the full band (0,4s) save for departures both at the origin and at 2s. It would be of great interest to confirm these conjectures
