ABSTRACT The learning ability of neural networks (NNs) enables them to solve time series prediction problems. Off-line training can be applied to design the structure and weights of NNs when sufficient training data are available. However, this may be inadequate for applications that operate in real time, possess limited memory size, or require online adaptation. Furthermore, the structural design of NNs (i.e., the number of hidden neurons and connected topology) is crucial. This paper presents a novel algorithm, called the symbiotic structure learning algorithm (SSLA), to enhance a feedforward neural-network-aided grey model (FNAGM) for real-time prediction problems. Through symbiotic evolution, the SSLA evolves neurons that cooperate well with each other, and constructs NNs from the neurons with hyperbolic tangent and linear activation functions. During construction, the hidden neurons with the linear activation function can be simplified to a few direct connections from the inputs to the output neuron, leading to a compact network topology. The NNs share the fitness value with participating neurons, which are further evolved through neuron crossover and mutation. The proposed SSLA was evaluated through three real-time prediction problems. Experimental results showed that the SSLA-derived FNAGM possesses a partially connected NN with few hidden neurons and a compact topology. The evolved FNAGM outperforms other methods in prediction accuracy and continuously adapts the NN to the dynamic changes of the time series for real-time applications.
I. INTRODUCTION
Time series prediction is a challenging problem when predicting future values according to past observations. Neural networks (NNs) have been developed to cope with the time series forecasting problems because of their learning ability [1] . NNs are constructed from numerous interconnected processing units (called ''neurons'') that imitate biological neural systems. These networks are also data-driven, in that they derive previously unknown input-output relationships from training examples [2] , [3] , and they can therefore approximate functions without prior knowledge if sufficient data are available. This characteristic makes them practical for solving various prediction problems, because acquiring time series data is typically easier than producing reliable theoretical estimations about underlying functions. However, the structural design of NNs (i.e., the number of hidden neurons and connected topology) is crucial [4] . A NN with a complex architecture may easily fit a training data set but yield a poor generalization for an actual testing data set because of overfitting. However, although a NN with a simple architecture may save computational costs and processing time, it may have insufficient storage capability to precisely predict time series [5] . Therefore, the ideal structure of NNs remains debatable.
A NN consists of a set of interconnected neurons with a fully or partially connected architecture. Researchers have recently endeavored to investigate partially connected NNs for prediction problems [6] - [8] , and have shown that fully connected NNs may possess unnecessary connections that lead to a complex structure and longer training times. Therefore, studies have suggested reducing the number of redundant connections and neurons to reduce the complexity of the NN and improve their generalization ability [9] - [11] . With a growing interest in bioinspired techniques, numerous approaches have been developed for designing the structure of NNs along with the connection weights [12] , [13] . These techniques first evolve both the structures and weights of NNs offline, and then apply the trained NNs to prediction problems.
The offline training of NNs has been successfully applied to many prediction problems when sufficient training data are available [14] . However, this may be inadequate for applications that operate in real time, possess limited memory size, or require online adaptation [15] , [16] . For example, a very short-term load forecasting network in smart grid applications targets a time horizon of a few minutes to an hour [17] . To overcome this problem, in a previous study, we developed a feedforward neural-network-aided grey model (FNAGM) for real-time prediction [18] . The FNAGM performs onestep-ahead prediction by a first-order single variable grey model (GM(1,1)) [19] , and compensates for the prediction error by the NN according to the complementary advantages of the GM(1,1) and the NN. Furthermore, the FNAGM adopts online batch training to continuously adapt the NN to dynamic change.
Notably, the FNAGM employs a fully connected NN wherein the number of hidden neurons is determined through a trial-and-error process. The prediction ability of the FNAGM greatly depends on its architecture. When the complexity of the FNAGM increases, the online batch training (a key technique of the FNAGM) requires longer computation time and thus may be impractical for real-time applications. Conversely, a FNAGM with too-small architecture might make inaccurate predictions because of its limited ability to process information. Therefore, a flexible and automatic design is necessary for FNAGMs to achieve short computation times in online batch training and improve the generalization ability for real-time prediction applications. Symbiotic evolution has been applied to design the structure of partially connected NNs [9] , which is an implicit fitness-sharing algorithm adopted in immune system models [20] . In addition to NNs, many studies have applied symbiotic evolution to develop efficient solutions for fuzzy controllers and neurofuzzy systems [21] - [25] . These studies have demonstrated the efficiency and feasibility of symbiotic evolution in structure learning. In general evolution algorithms, each individual denotes a complete solution to a problem. By contrast, each individual in symbiotic evolution denotes a partial solution to a problem; complete solutions are constructed from several individuals. The partial solutions can be regarded as specializations that ensure diversity and prevent suboptimal convergence. As indicated earlier, the fitness and performance of a neuron (partial solution) is determined by how well it cooperates with other neurons in the same NN (complete solution). Notably, a neuron that cooperates well with one set of neurons may cooperate poorly with other sets of neurons. One previous study [9] proposed using symbiotic adaptive neuron evolution to construct NNs by adopting a population of neurons that were each regarded as a partial solution for the NNs. Because the number of hidden neurons should be assigned prior to the evolution process, this algorithm is applicable to a NN when the number of hidden neurons is known. To the best of our knowledge, constructing a FNAGM, including a partially connected NN with considerably fewer hidden neurons and connections in order to reduce computation time for real-time applications, remains an open research problem.
This paper presents a novel algorithm, called the symbiotic structure learning algorithm (SSLA), for designing partially connected NNs that can be used in a FNAGM for online learning and real-time prediction applications. This algorithm evolves neuron and network populations to construct the topology of the NN through symbiotic evolution. The activation functions used in the hidden neurons can be hyperbolic tangent functions and linear functions. The neurons are evolved through neuron crossover and mutation, during which their fitness is assigned according to their fitness sharing within the NN. The proposed SSLA does not develop NNs with a fixed number of hidden neurons, but rather constructs NNs of various sizes by selecting neurons from the neuron population. We argue that evolved, partially connected NNs have more efficient information-processing capabilities per connection than fully connected NNs in online prediction problems. Moreover, the evolved NN described herein helps the FNAGM further reduce the computation time of the online batch training.
The remainder of this paper is organized as follows. Section II gives an overview of the FNAGM. Section III describes the SSLA for designing the FNAGM for prediction purposes. Section IV presents the experimental results obtained by the SSLA for three prediction problems. Finally, Section V presents some concluding remarks.
II. FEEDFORWARD NEURAL-NETWORK-AIDED GREY MODEL
This section briefly describes the FNAGM [18] , which adopts a NN to reduce the prediction error of the GM(1,1) through online batch training. 1 First, a discrete data sequence the FNAGM prediction is shown in Fig. 1 , where z −1 denotes a time delay.
The FNAGM adopts online batch training to update the weights of the NN. This training acquires a fixed number of previous prediction errors online and updates the weights in batch mode at each time step. Thus, the FNAGM can improve the prediction error of the GM(1,1) from the limited number of batch training patterns acquired online within a limited computation time. The batch training pattern at time step k consists of r training patterns and is expressed as
where
. Additionally, r = min {k − (n + m) , N } where N > 1. Notably, the size of the batch training pattern B k varies with the number of available training patterns for n + m + N > k > n + m, and is fixed at
The Levenberg-Marquardt algorithm [27] is then adopted to update the weight vector of the NN, v[k], for k > n + m as follows:
where ε[k] is an error vector of the NN, G[k] is the Jacobian matrix, and µ[k] is a positive scalar parameter. The jth
. . , k, with respect to P j , where f represents an input-output relationship of the NN. The Jacobian matrix is determined as
The online batch training analyzes the previous and current errors, ε j [k−1] and ε j [k], respectively, which are computed using the same training pattern P j ; subsequently, µ[k] is adjusted as follows:
where β > 1, s = min {N − 1,k − n − m − 1}, and k ≥ n + m + 2. As the current error improves, µ[k] becomes lower; otherwise, µ[k] increases. Consequently, the FNAGM can not only predict signals but also continuously learn to improve the prediction error through online batch training. A stepwise procedure of the FNAGM is described in [18] . 
III. SYMBIOTIC STRUCTURE LEARNING ALGORITHM
This section presents the novel forecasting system composed of structure learning and online parameter learning, as shown in Fig. 2 . The proposed system first evolves the structure of the NN of the FNAGM by applying the SSLA, and then performs online batch training on the evolved NN. The SSLA determines the number of hidden neurons and the connected topology of the NN based on a small time series data set acquired for offline structure learning. Once the structure learning is completed, time series data are continuously acquired for online prediction and parameter learning. In other words, the evolved FNAGM not only predicts the time series but continuously adapts itself to dynamic changes in the time series by performing online batch training. The SSLA consists of three phases, namely initialization, evaluation, and reproduction, which are described in the following sections.
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A. INITIALIZATION PHASE 1) CODING
The initial step in the SSLA is the coding of a neuron and a NN. Two populations are used in the SSLA: the neuron population and the network population. In the neuron population, each individual represents a neuron that denotes a partial solution to a NN. Each individual consists of numerous genes that represent the weights and activation function. Consider an example prediction problem with four inputs. As shown in Fig. 3 , each individual consists of seven genes: w o , a, w hb , w h1 , w h2 , w h3 , and w h4 , which represent the output weight, activation function type, weight connected to the bias, and weights connected to four inputs, respectively. The activation function type indicates which activation function the neuron uses (1 = hyperbolic tangent function; 0 = linear function). Notably, some neuron weights in Fig. 3 are zero, which means that the weights are not connected to the neurons and the neurons are only partially connected. In the network population, each individual represents a NN, which is constructed from the neurons in the neuron population. An example NN with three hidden neurons is shown in Fig. 5a . The output of the NN is obtained by summing the outputs of the three hidden neurons. As illustrated, the NN has a partially connected topology and consists of various activation functions. Because the output of the neuron with the linear activation function is the linear combination of the inputs, the NN in Fig. 5a can be simplified as the equivalent NN shown in Fig. 5b , where the hidden neurons with the linear activation function are transformed into only a few weights directly connected to the output neuron. For example, Neuron C in Fig. 4 can be simplified as the output bias and Neuron B allows u 3 and u 4 to directly connect to the output neuron. Therefore, the SSLA can result in an arbitrary feedforward NN. 
2) CREATING NEURON AND NETWORK POPULATIONS
The SSLA first creates a neuron population by randomly generating N p neurons with the weights and activation function type randomly assigned. Some of these weights are also randomly selected to be disconnected. The SSLA then creates a network population by using the following steps:
Step 1) P groups are constructed in the network population, where each group consists of d empty spaces. Thus, the network population consists of P × d empty spaces, where each empty space could store a NN.
The NNs have the same number of hidden neurons in each group. For example, the NNs in Group 1 have one neuron and those in Group P have P neurons.
Step 2) Group p is randomly selected from P groups where p = 1, 2, . . . , P.
Step 3) One empty space in Group p is selected, and a NN is built by randomly selecting p distinct neurons from the neuron population.
Step 4) The NN is trained with a backpropagation (BP) algorithm [28] for ϕ epochs.
Step 5) The selected p neurons are replaced in the neuron population with the trained p neurons of the NN. The process then returns to Step 2, and Steps 2-5 are repeated until the network population has no empty spaces. In short, the SSLA evolves neurons and constructs NNs repeatedly and alternatively, creating a network population by selecting neurons from a neuron population that can solve a prediction problem. Because each neuron represents a partial solution, each newly added neuron focuses on an unsolved part of the problem that the other neurons have not yet solved. The final NN is expected to learn all the training data using various neurons that exhibit separate functionalities and cooperate with each other. Therefore, each neuron in the neuron population can be selected, at most, only one time in
Step 3; this ensures that the NN is constructed from distinct neurons. Moreover, all of the neurons should be selected at least once for the construction of the NNs in one generation, which facilitates an evaluation of the performance of all the neurons. Notably, however, this mechanism cannot be guaranteed because of the random selection in Step 3, and some neurons in a particular generation might not be selected. VOLUME 5, 2017 Nevertheless, this phenomenon does not harm the evolution, as indicated by the experimental results of the present study. By creating the network population, the SSLA generates numerous NNs with varying numbers of hidden neurons and connection topologies so that a NN with the most appropriate structure can be evolved.
To accelerate the learning process, the NN in the network population is trained by a BP algorithm for ϕ epochs, where ϕ is a user-specified parameter (notably, this algorithm is only applied to the connected weights, not the disconnected weights). Next, the trained neurons of the NN individually replace the neurons in the neuron population. For example, Neurons A and B are selected to construct a NN, and then are trained by the BP algorithm. After ϕ epochs, two trained neurons, Neurons A * and B * , respectively replace Neurons A and B in the neuron population. The mechanism in Step 3 not only allows individual replacements in Step 5, but prevents multiple trained neurons from replacing one neuron when a single neuron is repeatedly selected when constructing the NN. Additionally, the replaced neurons can be further selected to construct another NN, where the initial weights of the neurons are the trained weights. Thus, newly constructed NNs can have superior functionality if its neurons have been trained several times when participating in previously constructed NNs. Therefore, later-constructed NNs may have better fitness than earlier-constructed ones. For example, if the NNs of group 1 are trained earlier than those of Group P, then the NNs of Group P will probably have better fitness than those of group 1. This may guide the evolution toward a solution with a large number of hidden neurons, which is not the purpose of the SSLA. To achieve a reasonable evolution of the neuron population and network population, Step 2 introduces randomness into the group selection, to randomly select one group and construct a NN within it.
B. EVALUATION PHASE
The root-mean-square-error (RMSE) of a NN is also calculated while it is being constructed and trained by the BP algorithm. The inverse of the RMSE is regarded as the fitness of the NN, and therefore a smaller RMSE represents better fitness. The basic idea of symbiotic evolution is to assign fitness values to the partial solutions (i.e., the neurons in the neuron population), with the overall fitness of a NN shared by each participating neuron. In other words, the fitness of a neuron is determined by summing the shared fitness values from the NNs in which the neuron has participated, and then dividing this sum by the number of times the neuron has been selected. Consequently, elitism is adopted to ensure that the NN with the best fitness among all generations is archived. Once the maximum generation is achieved, the SSLA is terminated; otherwise, the reproduction phase is entered.
C. REPRODUCTION PHASE
This section describes neuron crossover, neuron mutation, and survival selection. Specifically, the reproduction phase evolves a new neuron population for the next generation, and then guides the evolution to achieve a near-optimal solution (i.e., the most appropriate structure and weights for a particular NN).
1) NEURON CROSSOVER
The structure and weights of the neurons are exchanged simultaneously through three steps. First, two parents are selected according to binary tournament selection [29] . Second, the crossover point is randomly selected, as shown in Fig. 6 . Third, the components are exchanged starting from the crossover point to the end of the parents. Finally, two offspring (Neurons A and B ) are generated. 
2) NEURON MUTATION
Neuron mutation is performed on the connectivity and activation function type of a neuron excepted for the output connection. The frequency of applying the neuron mutation operator is controlled by a mutation probability p m , which is a user-specified parameter. For each gene, a random number r with a uniform distribution between 0 and 1 is generated. If r < p m , then the neuron mutation is performed on the gene. Three types of neuron mutations are presented in Fig. 7 : the first shows the activation function type being modified from 0 (linear function) to 1 (hyperbolic tangent function), the second shows the connected weight being modified from −0.4 (connected) to 0 (disconnected), and the third shows the disconnected weight being modified from 0 (disconnected) to 2.9 (connected). Notably, the value of 2.9 is randomly assigned through normal distribution with a zero mean and unit variance after the weight is connected. 
3) SURVIVAL SELECTION
In the reproduction phase, offspring are generated through three steps, as shown in Fig. 8 . The first step is to rearrange the parents in descending order of fitness, the second step is to copy the best N p /2 parents as the offspring, and the third step is to generate the remaining N p /2 offspring through neuron crossover and mutation based on all of the parents. In the SSLA, generational replacement is adopted as the survival selection method; thus, the offspring replace all of the parents and then become parents themselves in the next generation. For example, Neuron 7 in Fig. 8 represents the offspring neuron that replaces Neuron 7 (although Neuron 7 is not generated from Neuron 7) and which is stored in the same memory as Neuron 7.
The major steps of the SSLA are outlined in Fig. 9 , and can be summarized as follows:
Initialization phase:
Step 1) Create a neuron population consisting of N p neurons.
Step 2) Create a network population consisting of P groups with d empty spaces.
Step 3) Randomly select one group, Group p, to construct a NN in an empty space based on randomly selected p neurons from the neuron population.
Step 4) Train the NN by using the BP algorithm for ϕ epochs.
Step 5) Replace the selected p neurons in the neuron population with the trained p neurons. Return to Step 3 and repeat Steps 3-5 until each group in the network population has d NNs. Evaluation phase:
Step 6) Calculate the fitness of the NN.
Step 7) Assign fitness values to the neurons in the neuron population through fitness sharing.
Step 8) Preserve the NN with the best fitness.
Step 9) If maximum generation is achieved, then terminate the algorithm; otherwise, continue to Step 10. Reproduction phase:
Step 10) Copy the best N p /2 parents as the offspring.
Step 11) Generate the remaining N p /2 offspring through neuron crossover based on the whole neuron population.
Step 12) Perform neuron mutation on the N p /2 offspring from Step 11.
Step 13) Perform the generational replacement and return to
Step 2.
IV. EXPERIMENTAL RESULTS
This section provides three examples that verify the performance of the SSLA-derived FNAGM, called the FNAGM-SSLA, in real-time prediction applications.The first example predicts the chaotic time series. The second example predicts the object trajectory acquired from a visionbased robot. The third example predicts the lower limb motion for a rehabilitation system. The experiments were executed with an Intel Pentium CPU at 1.5 GHz with 512 MB RAM.
A. EXAMPLE 1: CHAOTIC TIME SERIES PREDICTION
The Mackey-Glass system [30] is a benchmark system of time series prediction research, as shown in Fig. 10a . It generates an irregular time series from the following delay differential equation:
where τ = 25 and x(0) = 1.2 in the simulation. The objective involves using [x(t − 3)x(t − 2)x(t − 1)x(t)] to predict x(t + 1). Thus, the input of the NN in the FNAGM is [e GM (t − 3)e GM (t − 2)e GM (t − 1)e GM (t)] and the output is e GM (t + 1). The first 250 input-output data pairs are used VOLUME 5, 2017 as the training data for the structure learning of the FNAGM by the SSLA. The initial values of µ and β are set at 0.001 and 4/3, respectively, in the FNAGM. The parameters of the SSLA are established as follows: probability of mutation (p m ) = 0.1, neuron population size (N p ) = 50, number of groups (P) = 5, number of group members (d) = 3, and maximum number of generations (G max ) = 250.
To compare the performance of the FNAGM-SSLA with other methods, the GM(1,1) [19] , advanced GM(1,1) [31] and FNAGM [18] were implemented, where the advanced GM(1,1) adopted the Lagrange polynomial to further improve the GM (1,1) , and the FNAGM was designed without the SSLA. Furthermore, a NN applied to forecasting time series [32] was implemented to identify the strengths and weaknesses of the FNAGM-SSLA. The NN adopted the first 250 input-output data pairs to train the weights offline, and then predicted the subsequent 750 input-output data pairs online. The number of hidden neurons of the FNAGM and NN were selected using a preliminary test, in which the performance of both was evaluated with 1-20 hidden neurons. The evaluation results showed that the FNAGM with four hidden neurons and the NN with seven hidden neurons exhibited the optimal performance; both the FNAGM and NN in this scenario possessed a fully connected topology. GM(1,1) , advanced GM(1,1), and NN, whereas the FNAGM-SSLA further improved the FNAGM and had a smaller prediction error. Although the FNAGM-SSLA had a larger prediction error in the early time steps, it continually learned to predict and improve the prediction error. To more clearly illustrate the efficiency of the proposed FNAGM-SSLA, Table 1 summarizes a comparison of the RMSE, number of hidden neurons (N h ), number of connections (N c ), and computation time of each prediction step (T c , in seconds) for all of the methods. The computation time was measured from reading new time series data until the onestep-ahead predictive value was determined. All results of the NN, FNAGM, and FNAGM-SSLA are the average of ten independent runs. In particular, the FNAGM-SSLA exhibited a smaller RMSE (6.92 × 10 −4 ) than did the other methods. It also had a more compact structure than the FNAGM and NN in terms of N h and N c because of the use of the SSLA. This implies that more connections do not necessarily lead to superior prediction performance; the key to improving prediction ability is the appropriateness of the connected topology, rather than the number of connections. Because the FNAGM-SSLA had fewer connections (13.6 on average) than the FNAGM (25) and NN (43), it required less computation time (1.90 × 10 −3 s on average) than did the FNAGM (4.80 × 10 −3 s) for both prediction and online batch training. Although the FNAGM-SSLA required more computation time than did the NN (1.81 × 10 −4 s) for online batch training, it can be employed for real-time prediction applications where the sampling time is longer than 2 ms. inputs u 1 , u 2 , u 3 , and u 4 represent e GM (t), e GM (t − 1), e GM (t − 2), and e GM (t − 3), respectively. Additionally, the evolved NN consists of two hidden neurons with a hyperbolic tangent activation function and ten connections (of note, the bias does not connect to either hidden neuron). Furthermore, u 3 connects to the right neuron while u 1 , u 2 , and u 4 do not. This indicates that the evolved NN originally consisted of a few hidden neurons with a linear activation function. According to the concept described in Section III-A, the evolved NN can be further simplified to an equivalent NN by transforming the hidden neurons with a linear activation function into weights connected between the inputs and the output neuron. Therefore, u 1 -u 4 directly connect to the output neuron because of simplification. The SSLA's emphasis on evolving neurons with linear and hyperbolic tangent activation functions in the reproduction phase can reduce not only the network complexity but also the computation time; thus, the evolved NN is clearly a partially connected feedforward NN.
B. EXAMPLE 2: OBJECT TRAJECTORY PREDICTION
A low sampling rate and high latency are inherent problems in most vision systems [33] . Thus, a robot must predict object trajectories in order to make adequate decisions for real-time human-robot interactions. To demonstrate the ability to solve a real problem, the FNAGM-SSLA was adopted to predict the object trajectory for a vision-based robot (described in detail in [34] ). The movement of the object was generated according to an arbitrary pattern with varying velocity and a set level of noise. The movement was captured by the camera of the robot (30 frames per second) in an indoor environment and is shown in Fig. 12a . This experiment was designed to predict movement during one sampling interval (3.3 × 10 −2 s in this case), and the input-output data pair was obtained in the same format as that in Example 1 (which adopted the four most recent data points as the input data and the one-step-ahead value as the output data). The setup of the FNAGM-SSLA was identical to that in Example 1, and the input-output data were normalized within the range [−1, 1].
To evaluate the effectiveness of the proposed FNAGM-SSLA, the GM(1,1), advanced GM(1,1), FNAGM, and NN were implemented, and the number of hidden neurons in the FNAGM and NN were selected following the same procedure used in Example 1. Consequently, the FNAGM with five hidden neurons and NN with four hidden neurons exhibited the optimal performance; notably, both possessed a fully connected topology. The training procedure of the NN was also identical to that for Example 1, and Fig. 12b-f show the absolute prediction errors of these methods. Notably, the GM(1,1) outperformed the advanced GM (1, 1) and NN in this example, whereas the advanced GM(1,1) and NN outperformed the GM(1,1) in Example 1. Because the movement pattern was inconsistent over time, the GM(1,1) adjusted its parameters to handle the movement variations when online, whereas the NN did not. However, the FNAGM outperformed the GM(1,1) because of the application of the online batch training, and the FNAGM-SSLA further improved the prediction error of the FNAGM because of the evolved partially connected NN. Table 2 compares all of the methods in terms of their RMSE, N h , N c , and T c results, which are the average of ten independent runs. In particular, the FNAGM-SSLA achieved a smaller RMSE (5.3806) than did the other methods. Furthermore, the FNAGM-SSLA exhibited fewer hidden neurons (1.3) and connections (8.7) than did the NN and FNAGM. The SSLA was demonstrably more efficient at exploring the structure search space than was observed in the preliminary test, resulting in the construction of a partially connected NN with high prediction accuracy. Owing to its compact structure, the FNAGM-SSLA required less computation time (1.80 × 10 −3 s) than did the FNAGM for both prediction and online batch training. The experiments showed that partially connected NNs have greater storage capacity per connection than fully connected NNs in online prediction applications. Furthermore, it was confirmed that the FNAGM-SSLA can continuously adapt the NN to dynamic changes in movement for a real-time robot vision system. Fig. 13 shows the evolved NN of the FNAGM-SSLA. This evolved NN consisted of one hidden neuron with a hyperbolic tangent activation function and eight connections. Notably, neither the bias nor the u 2 were connected to the hidden neuron; however, the bias and four inputs were directly connected to the output neuron. The direct connection from the inputs to the output neuron is similar to that shown in Example 1. The evolved partially connected NN demonstrates that the application of the linear activation function in the reproduction phase is a crucial factor of the SSLA for evolving a compact topology. 
C. EXAMPLE 3: ANGULAR RATE PREDICTION
Acquisition of lower limb movement is key in many rehabilitation systems. Relatedly, prediction of the lower limb movement is necessary when a wireless protocol is adopted to transmit the data of the lower limb movement, which may lead to a slow response and inaccurate decisions due to the low sampling rate. Fig. 14 shows an inertial measurement unit (IMU) package that includes inertial sensors and a wireless unit attached to a subject's lower limb, which measures the movement for a real-time rehabilitation application. Because the lower limb motion (i.e., gait pattern) is a periodic but irregular pattern, as shown in Fig. 15(a) , an online adaptation of the prediction model is required to deal with the time variant gait patterns. For this experiment, the FNAGM-SSLA was adopted to predict the lower limb motion (i.e., angular rate) for a rehabilitation system. The IMU package was developed in the Mechanical System Control Laboratory at the University of California (Berkeley), where the sampling rate is 20 Hz. The four most recent data points were adopted as the input data and the one-step-ahead value was adopted as the output data. The setup of the FNAGM-SSLA was identical to that in Example 1. Fig. 15b-f show the absolute prediction errors of all methods. First, the FNAGM outperformed both the GM(1,1) and advanced GM (1,1) . Notably, the NN performed better in the first 250 time steps (training data) than it did in the remaining 750 time steps (testing data). A slight difference between the training and testing data was observed, and was attributed to the irregular nature of subject's gait patterns. However, although the FNAGM had a larger prediction error in the early time steps than did the NN, it was able to conduct continuous adaptation so that its prediction performance in the remaining 750 time steps was more accurate than the NN. The FNAGM-SSLA further improved the FNAGM, and it had an even smaller prediction error than did the FNAGM. Table 3 compares all of the methods in terms of their RMSE, N h , N c , and T c results, which are the average of ten independent runs. Notably, the FNAGM-SSLA achieved a smaller RMSE (3.6797) than did the other methods; this method also exhibited fewer hidden neurons (3.8) and connections (25.8) than did the NN and FNAGM. These results were attributed to the SSLA, which could obtain a FNAGM with a partially connected NN and thus ensure a higher prediction accuracy performance than that of a FNAGM with a fully connected NN. Furthermore, the FNAGM-SSLA required less computation time (3.85 × 10 −3 s) than did the FNAGM due to its compact structure. Although the computation time of the FNAGM-SSLA was longer than the GM(1,1), advanced GM(1,1), and NN, it was sufficient for the real-time application that had a sampling time of 0.05 s. Similar to the first two examples, this experiment showed that the FNAGM-SSLA can continuously adapt the NN to time variant gait patterns for a real-time rehabilitation system. . 16 shows the evolved NN of the FNAGM-SSLA, which consists of four hidden neurons with hyperbolic tangent activation function and 19 connections. The u 1 did not connect to the hidden neurons, whereas the bias and four inputs were directly connected to the output neuron. This direct connection from the inputs to the output neuron was conducted by using the linear activation function of the SSLA, which facilitates a compact topology and short computation time.
V. CONCLUSIONS
This paper presented a novel forecasting system, the FNAGM-SSLA, which first facilitates the structure learning of an FNAGM by using the SSLA when offline and then achieves prediction and online batch training by applying the evolved FNAGM. The primary concepts underlying the SSLA are to evolve a set of neurons that cooperate well with each other, and to construct a partially connected NN from the neurons through symbiotic evolution. The SSLA shares the fitness of the NNs with the participating neurons and evolves the neurons through neuron crossover and mutation processes. Additionally, the SSLA emphasizes evolving neurons with linear and hyperbolic tangent activation functions in the reproduction phase, resulting in a compact network topology. Experiments were conducted to assess the performance of the FNAGM-SSLA in three real-time prediction problems, relative to that of other methods. For all three problems, the FNAGM-SSLA was found to be the superior prediction model. The experimental results also demonstrated that applying the linear activation function triggers the evolution of direct connections from the inputs to the output neuron, thus reducing network complexity. Moreover, the FNAGM-SSLA has a more compact topology and smaller prediction error than does the FNAGM, which has an empirical design. In other words, the partially connected NNs possess more efficient information-processing capabilities per connection than fully connected NNs. This implies that an appropriately connected topology is the key to improving prediction accuracy. Finally, the experiments revealed that the FNAGM-SSLA can continuously adapt NNs to the dynamic variation of time series by using online batch training. Although the FNAGM-SSLA requires longer computation time than the other methods (because of the online batch training), it remains feasible for real-time prediction applications.
