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Abstract
For a nontrivial measurable set on the real line, there are always exceptional points, where the lower and
upper densities of the set are neither 0 nor 1. We quantify this statement, following work by V. Kolyada,
and obtain the unexpected result that there is always a point where the upper and the lower densities are
closer to 1/2 than to zero or one. The method of proof uses a discretized restatement of the problem, and
a self-similar construction.
© 2010 Elsevier Inc. All rights reserved.
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0. Introduction and notation
0.1. Formulation of the problem
Denote by λ the Lebesgue measure on the real line. We will call a measurable set S ⊂ R
nontrivial if neither S nor R \ S is of measure zero. A point p ∈ R is called a density point of S
if
lim
ε→0
λ(Iε(p) ∩ S)
2ε
= 1,
where Iε(p) is the interval (p − ε,p + ε).
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For any measurable set S ⊂ R, almost all points p ∈ R are either density points of S or density
points of R \ S.
It is a natural problem to investigate the set of Lebesgue-exceptional points for S, i.e. the
set of those points which are neither density points of S, nor those of R \ S. Note that this is a
topological notion, since as far as measure theory is concerned, the set of exceptional points is
negligible.
We can quantify the notion of exceptional point as follows. Given a measurable S ⊂ R and
0 δ  1/2, we will call p ∈ R a δ-exceptional point for S ([3], cf. also [1]) if
δ  lim inf
ε→0
λ(Iε(p) ∩ S)
2ε
 lim sup
ε→0
λ(Iε(p) ∩ S)
2ε
 1 − δ.
In this article, we study the set of those δ > 0 for which the statement is true:
H(δ): There is a δ-exceptional point for every nontrivial S ⊂ R.
Clearly, if δ1 > δ2 then H(δ1) implies H(δ2), hence our problem boils down to finding the
universal constant δH:
δH = sup
{
δ
∣∣H(δ) is true}.
0.2. History of the problem
The problem of determining the constant δH was introduced and studied in [3, §4]; in this
paper Viktor Kolyada showed that
1/4 δH  (
√
17 − 3)/4 ∼ 0.281.
On his suggestion, the question of proving the inequality 1/4 δH became one of the problems
in the 1983 Schweitzer competition (cf. [5, Problem 9, 1983]), a contest for mathematics under-
graduates in Hungary. As it turned out, the author could not solve this problem at the time, and,
as a result, failed to win the first prize in the competition. Probably, to some extent motivated by
this disappointment, the author undertook a thorough study of the problem after the competition,
and this led to a result obtained in 1984, which, with apologies for the considerable delay, we
submit in the present paper.
0.3. Results, and contents of the paper
There is a simple analytic proof of the fact that δH  1/4; we recall this proof in Section 1.
In Section 2 we describe a discretized restatement of our problem, and using this approach, in
Section 3, we give an upper bound for δH. This upper bound is a solution of a cubic equation; its
value is approximately 0.272. The main result of the paper is presented in the last section, where
we prove a lower bound on δH. This lower bound is about 0.263, and it is also a solution of a
cubic equation.
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thus disproving a conjecture in an earlier version of this paper.
Notation and conventions: In this article, every set is assumed to be measurable. Given a set
S ⊂ R and a number a ∈ R, we denote by a + S the set {a + x; x ∈ S} and by a − S the set
{a − x; x ∈ S}.
All intervals will be considered to be open. For an interval J we will use the notation |J | for
its length, and λ(H |J ) for the relative measure of a subset H ⊂ R in J :
λ(H |J ) = λ(H ∩ J )|J | .
Finally, we denote by Iε(p) the ε-neighborhood of the point p ∈ R, i.e. the interval
(p − ε,p + ε).
1. The solution of the problem from the Schweitzer competition
Proposition 1. The statement H(1/4) is true.
Proof. We are given a nontrivial S ⊂ R, and we are looking for a 1/4-exceptional point for S.
Let a be a density point for S and b be a density point for the complement of S. Without loss of
generality we may assume that a = 0 and b = 1. Denote by Ŝ the truncated set Ŝ = (−∞,0) ∪
[S \ (1,∞)] and let dŜ(x) = λ(Ŝ ∩ (x,∞)). Then the function
f (x) = dŜ(x) + x/2
goes to infinity linearly as x → ±∞, and its derivative is negative at 0, and positive at 1. This
implies that f (x) has a global minimum at a point p in the interior of the interval (0,1). Now,
given ε > 0, we have
λ
(
Ŝ|Iε(p)
)
 λ((p − ε,p) ∩ Ŝ)
2ε
= dŜ(p − ε) − dŜ(p)
2ε
= [dŜ(p − ε) + (p − ε)/2] − [dŜ(p) + p/2]
2ε
+ 1
4
= f (p − ε) − f (p)
2ε
+ 1
4
 1
4
; (1.1)
one can show similarly that
λ
(
Ŝ|Iε(p)
)
 3
4
.
As 0 < p < 1, the sets S and Ŝ coincide near p, and thus p is a 1/4-exceptional point for S as
well. This proves that H(1/4) holds. 
It does not appear that this proof can be improved easily, thus it seems natural to conjecture
that δH = 1/4. Thus we were very surprised to discover otherwise. To explain the reasons behind
this phenomenon, we first recast the problem in a discrete form.
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Based on an idea of Miklós Laczkovich, we formulate a discretized variant of our problem,
which turns out to be equivalent to the original one (also cf. [3, §4]).
Given a finite, increasing sequence of positive real numbers,
b0 = 0 < a1 < b1 < · · · < ar < br,
we call the union of intervals
C = (−∞,0) ∪
r⋃
i=1
(ai, bi)
a configuration, and the elements of the sequence (including 0) the vertices of C. We will be
interested in the relative measure of the set C in intervals centered at its vertices.
Lemma 2. For every vertex v of C,
(1) the function α 
→ λ(C|Iα(v)) is continuous on R>0,
(2) λ(C|Iα(v)) = 1/2 for 0 < α  lmin(C), where lmin(C) is the shortest distance between
neighboring elements of the sequence defining C,
(3) limα→∞ λ(C|Iα(v)) = 1/2.
The proofs are straightforward and will be omitted.
Given δ, 0 δ  1/2, introduce the statement
K(δ): Every configuration C has a vertex v for which
δ  λ
(
C|Iω(v)
)
 1 − δ for all ω > 0.
Let us write down the opposite of K(δ) as well:
¬K(δ): There exists a configuration C such that for every vertex v of C, there is a positive
radius ω(v) satisfying λ(C|Iω(v)(c)) /∈ [δ,1 − δ].
Again, K(δ1) implies K(δ2) if δ1 > δ2. Set δK = sup{δ > 0; K(δ) true}.
Proposition 3. The constants δH and δK are equal.
Proof. First we show that if H(δ) is false, then so is K(δ + τ) for any τ > 0. Assume that S
is a counterexample to H(δ). Using the cut-off construction at the beginning of the proof of
Proposition 1, without loss of generality, we can assume that (1,∞) ∩ S = ∅ and (−∞,0) ⊂ S.
Then for every x in the closed interval [0,1], there exists a radius α(x) such that λ(S|Iα(x)(x)) /∈
[δ,1 − δ].
At the cost of increasing δ, one may put a uniform lower bound on α(x) as follows. Fix a
small t > 0. It is easy to check that for y ∈ Itα(x)(x) we have λ(S|Iα(x)(y)) /∈ [δ + t,1 − δ − t].
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cover [0,1]. Setting η = minx∈F tα(x), we can conclude that for each y ∈ [0,1] there is an
x ∈ [0,1] such that α(x) η, y ∈ tα(x) and
λ
(
S|Iα(x)(y)
)
/∈ [δ + t,1 − δ − t]. (2.1)
Finally, by approximating S with a finite union of intervals, we can find a configuration C such
that for any interval I we have
∣∣λ(I ∩ C) − λ(I ∩ S)∣∣< tη. (2.2)
Applying (2.1) and (2.2) to each vertex of C, it is easy to verify that C provides a counterexample
to K(δ + 2t). Thus we showed that a counterexample to H(δ) gives rise to a counterexample
K(δ + 2t) for any t > 0; this implies that δK  δH.
Now we prove the opposite inequality. Assume that the configuration C is a counterexam-
ple to K(δ). This means that for each vertex v of C there is a radius ω(v) > 0 such that
λ(C|Iω(v)(v)) /∈ [δ,1 − δ].
Without loss of generality, we can assume that C ⊂ (−∞,1); let Ĉ = C ∩ (0,1). Set H1 = Ĉ,
ai(1) = ai , bi(1) = b1 for 1  i  r , fix a small ε > 0 and define a sequence of finite disjoint
unions of intervals Hn =⋃r(n)j=1(aj (n), bj (n)), n = 1,2, . . . by induction:
Hn+1 =
r(n)⋃
j=1
([
aj (n) − εnĈ
]∪ (aj (n), bj (n))∪ [bj (n) + εnĈ ]).
Note that Hn ⊂ Hn+1.
Now we show that for any τ > 0 one can choose a sufficiently small ε > 0 such that
H [ε] =⋃∞n=1 Hn is a counterexample to H(δ+ τ). This will require that we estimate the relative
measures of the set H [ε] in intervals centered at some x ∈ R.
Clearly, it will be sufficient to consider the case when x is a boundary point of H [ε]. Then
summing the geometric series εn + εn+1 + · · · , we obtain the bound
|x − vn| ε
n
1 − ε , (2.3)
where vn is the vertex of Hn closest to x.
Since C is a counterexample to K(δ), there is a radius ωn > lmin(C) (cf. Lemma 2(2)) such
that
λ
(
Hn|Iεn−1ωn(vn)
)
< δ or λ
(
Hn|Iεn−1ωn(vn)
)
> 1 − δ. (2.4)
Also, using the trivial bound λ(Ĉ) 1, we obtain the estimate
λ
(
(H \ Hn) ∩ Iεn−1ωn(vn)
)
< εn−1 Mε
1 − Mε, (2.5)
where M is the number of vertices of C. Now (2.5) and (2.3) allow us to shift vn to x and replace
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λ
(
H |Iεn−1ωn(x)
)
< δ + t or λ(H |Iεn−1ωn(x))> 1 − δ − t,
independently of n, with
t = ε
2lmin
(
1
1 − ε +
M
1 − Mε
)
.
Since εn−1ωn → 0 as n → ∞, this implies that δH < δK + t . Finally, we observe that t → 0 as
ε → 0, hence we can conclude that δH  δK, and this completes the proof. 
3. An upper bound
The main goal of this article is to give precise estimates for the constant δH introduced in
Section 0. So far, we have seen that δH  1/4 (Proposition 1) and that we can replace δH by a
more accessible constant δK (Proposition 3).
The following statement provides an upper bound for δK.
Proposition 4. If (2δ)3 + (2δ)2 + 2δ > 1, then there is a counterexample to K(δ).
Remark 3.1. This provides the bound δK < 0.2719.
Proof. We begin by defining a configuration C(m, s,N) depending on 2 real parameters 0 <
m,s  1, and a large integer N , and then we adjust these parameters so that C(m, s,N) is a
counterexample to K(δ) with the smallest possible δ. Thus let
C(m, s,N) = (−∞,0) ∪ {x ∈ (1 − m,1); 0 < frac[N(x + m − 1)/m]< s},
where frac[y] stands for the fractional part of the real number y. Outside the ray (−∞,0), this
configuration consists of N intervals of length sm, located in (1 − m,1) (see Fig. 1).
Now let us assume that 1/2 s  1 and 1/m − s  1, which implies that 1/2m 1. Thus
the pair (m, s) lies in the curvilinear quadrangle Q shown in Fig. 2. Let us compile the table of
optimal radii for this configuration (see Table 1).
The first column lists the vertices of C(m, s,N), the second column – a radius chosen for
each vertex, and the last one contains the corresponding relative measures multiplied by 2. The
third line of Table 1 represents the last vertex of C(m, s,N), which approaches 1 as N → ∞;
the corresponding relative measure is given in this limit as well. The intervals corresponding to
lines 2 and 4 are marked on Fig. 1.
Fig. 1. The counterexample to K(δ).
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Table 1
Vertex v Radius r 2λ(C(m, s,N)|Ir (v))
0 1 sm + 1
1 − m m 2 − (1/m − s)
∼ 1 1 ∼ sm
all other sm/N 2 − (1/s − 1)
Because of our assumptions on m and s, all but the rightmost vertex give relative measures
> 1/2, thus we need to minimize largest of the quantities
1 − sm, 1
m
− s, sm, 1
s
− 1 for (m, s) ∈ Q.
A quick calculation shows that for (m, s) ∈ Q, we have 1 − sm 1/m − s, and hence, we can
ignore the first item in the list.
It is easy to verify that the optimal configuration (in the limit when N → ∞) is achieved when
1
m
− s = sm = 1
s
− 1. (3.1)
Indeed, it is sufficient to check that no pair of the 3 gradient vectors of the functions which
appear here is collinear for (m, s) ∈ Q, and then compute the values on the boundary of Q. The
corresponding optimal point is marked by a black dot on Fig. 2.
Eliminating m from (3.1) we obtain
2s3 − 2s2 + 2s = 1.
This quickly leads to the equation
(2δ)3 + (2δ)2 + 2δ = 1
for the parameter δ = (1/s − 1)/2, which represents the relative measure. This completes the
proof. 
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The rather “natural” proof of Proposition 1 seems to suggest that δH = 1/4. In this section,
we will prove, however, that δH = δK > 1/4!
Theorem 5. K(δ) is true if 4δ3 + 2δ2 + 3δ < 1.
Remark 4.1. This statement give us the lower bound δK > 0.2629.
Proof. The structure of the proof is as follows. Assume that K(δ) does not hold for some 1/4 <
δ < 1/2, and let r be the smallest possible number of intervals in a counterexample to K(δ); let
C = (−∞,0) ∪ (a1, b1) ∪ · · · ∪ (ar , br = 1)
be such a minimal counterexample. In the course of the proof we present two statements about the
“anatomy” of such a minimal configuration: Propositions 7 and 12. Both are proved by arguing
that were they not true, one could construct a counterexample to K(δ) with fewer than r intervals.
These two statements provide us with δ-dependent upper and a lower bounds on the length of a
certain characteristic interval I◦ associated to C, and the resulting inequality involving only δ is
then shown to imply the inequality in Theorem 5.
Note that according to Lemma 2, the set
Dp =
{
ω ∈ R>0; λ
(
C|Iω(p)
)
/∈ (δ,1 − δ)}
is nonempty and bounded for every vertex p of C.
• Denote by ω(p) the radius supDp . Note that
λ
(
C|Iω(p)(p)
)= δ or 1 − δ.
• We will call a vertex p black if λ(C|Iω(p)(p)) = 1 − δ, and white if λ(C|Iω(p)(p)) = δ. We
denote the set of black vertices by B = B(C), and the set of white vertices by W = W(C).
Note that 0 is a black, while 1 is a white vertex.
• For v ∈ B denote by μ(v) the largest radius of the symmetric interval around v in which the
relative measure of C is maximal. Thus we have
λ(C|Iμ(v)) λ
(
C|Iα(v)
)
if α < μ(v), and λ(C|Iμ(v)) > λ
(
C|Iα(v)
)
if α > μ(v).
Similarly, for v ∈ W , we denote by μ(v) the largest radius of the symmetric interval around
v in which the relative measure of C is minimal.
• Denote by ρ the sum of the lengths of the intervals of C:
ρ =
r∑
i=1
(bi − ai).
We record a few simple statements related to the radii ω(p) and μ(p), p ∈ B ∪ W .
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(1) For p ∈ B ∪ W , we have ω(p) μ(p).
(2) For p ∈ B, the endpoints of Iμ(p)(p) are endpoints of connected components of C∩Iμ(p)(p).
Moreover, at least one of the endpoints of Iμ(p)(p) does not belong to C.
(3) For p ∈ B, at least one of the endpoints of the interval Iω(p)(p) does not belong to C.
The analogous statements hold for p ∈ W .
Now we are ready to prove our first statement about the structure of our counterexample C.
Proposition 7. If p  1/2 is a black vertex, then either ω(p) < p or ω(p)  1 − p. Similarly,
for 1/2 p ∈ W , we have ω(p) < 1 − p or ω(p) p.
Proof. Assume that contrary to the statement of the proposition, there is a p ∈ B such that
p  ω(p) < 1−ω(p). Then, according to Lemma 6(3), we must have bi  p+ω(p) ai+1 for
some i < r . This implies that the vertices of the configuration
Ĉ = C \ (p + ω(p),∞)
form a subset of the vertices of C, and that Ĉ contains fewer than r intervals.
Now we show that Ĉ is a counterexample to K(δ), i.e. for every vertex v of Ĉ, we find a
radius ω˜(v), for which
λ
(
Ĉ|Iω˜(v)(v)
)
/∈ [δ,1 − δ]. (4.1)
We choose
ω˜(v) =
{
ω(v), if v ∈ W(C), or v ∈ B(C) and v + ω(v) p + ω(p);
p + ω(p) − v, if v ∈ B(C) and v + ω(v) > p + ω(p).
The first case is obvious; in the second case, to verify (4.1), we need to show
λ
(
Ĉ|Ip+ω(p)−v(v)
)
> 1 − δ. (4.2)
According to the definition of ω(p), we have λ(C|Iω(p)(p)) > λ(C|Iω(v)+v−p(p)). As
ω(p) p, it follows that λ(C|(p + ω(p), v + ω(v))) < 1 − 2δ, and hence we have
1 − δ = λ(C|Iω(v)(v))< λ(C|Ip+ω(p)−v(v)).
This inequality clearly implies (4.2).
We have thus shown that Ĉ, a configuration with fewer intervals than C, is counterexam-
ple to K(δ), which contradicts our assumptions about C. This completes the proof of the first
statement of the proposition. The second statement is proved similarly. 
We can divide the set {v ∈ B; v  1/2} into two groups: in the first group we collect the black
vertices which satisfy ω(v) < v; the second group will contain the vertices for which ω(v) v,
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since it contains 0. Introduce a special notation for the largest vertex from the second group:
vB = max
{
v ∈ B; v  1/2, ω(v) v},
and also let
vW = min
{
v ∈ W; v  1/2, ω(v) 1 − v}.
We will call the interval I◦ = (vB, vW ), the characteristic interval of C.
Remark 4.2. Note that for the configuration from Section 3, we have vB = 1 − m, while vW is
the last vertex: 1 − m(1 − s)/N .
We can derive some important inequalities from Proposition 7.
Indeed, since ω(vB) vB , according to Proposition 7, we have ω(vB) 1−vB . Since vB  1/2,
this implies the inequality λ(C|I1−vB (vB)) 1 − δ, which may be written explicitly as
(1 − 2vB) + ρ
2(1 − vB)  (1 − δ).
Similarly, the inequality λ(C|IvW (vW )) δ leads to
ρ
2vW
 δ.
After rearranging the terms in these two inequalities, one arrives at
Corollary 8. We have
1 − ρ  2(1 − vB)δ and ρ  2vWδ, (4.3)
where ρ = λ(C ∩ (0,1)).
Now, adding the two inequalities in (4.3), we obtain
Corollary 9. The following lower bound for the length |I◦| = vW − vB holds
|I◦| 12δ − 1. (4.4)
Now we turn to the second part of our proof. Again, we start with some notation. Let
F = {p ∈ B ∪ W; vB < p < vW }
stand for the set of vertices of C in I◦. Note that by the definition of vB and vW , for every p ∈ F ,
we have Iω(p)(p) ⊂ (0,1). We also have Iμ(p)(p) ⊂ Iω(p)(p) for the symmetric interval around
p of maximal (minimal) relative measure according to Lemma 6(1).
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J (p) =
⎧⎨
⎩
Iμ(p)(p) if p ± μ(p) /∈ C,
Iμ(p)(p) ∪ (ai, bi) if p − μ(p) ∈ (ai, bi) for some 1 i  r,
Iμ(p)(p) ∪ (ai, bi) if p + μ(p) ∈ (ai, bi) for some 1 i  r.
Note that according to Lemma 6(2), for p ∈ F ∩ B exactly one of the cases listed above will
occur.
Similarly, setting b0 = 0, for p ∈ F ∩ W , we define
J (p) =
⎧⎪⎨
⎪⎩
Iμ(p)(p) if p ± μ(p) /∈ int(R \ C),
Iμ(p)(p) ∪ (bk−1, ak) if p − μ(p) ∈ (bk−1, ak) for some 1 k  r,
Iμ(p)(p) ∪ (bk−1, ak) if p + μ(p) ∈ (bk−1, ak) for some 1 k  r,
where by int(R \ C) we denoted the interior points of the complement of C.
Remark 4.3. As an example, consider the point 1−m+sm/N ∈ F in Fig. 1 for the configuration
in Section 3. We have J (1 − m + sm/N) = (1 − m,1 − m + (s + 1)m/N).
Now we list some properties of the intervals J (p), p ∈ F .
Lemma 10.
(1) We have
λ
(
C|J (p)) /∈ [δ,1 − δ].
(2) For p ∈ F ∩B, the interval J (p) is of the form (ai, bj ), 1 i < j  r , while for p ∈ F ∩W ,
J (p) is of the form (bk−1, al), 1 k < l  r .
(3) For p ∈ F , the closure J (p) contains both of the neighboring vertices of p.
The proofs are straightforward: (1) follows from the fact that for p ∈ B, we have
λ(C|Iμ(p)(p)) > 1 − δ, and J (p) is obtained from Iμ(p)(p) by adding a part of an interval
from C, and, similarly, for p ∈ W , we have λ(C|Iμ(p)(p)) < δ, and J (p) is obtained from
Iμ(p)(p) by adding a part of an interval from the complement of C. Statement (2) follows from
Lemma 6(2), while (3) follows from (1) and Lemma 2.
Finally, we introduce the open sets
JB =
⋃
p∈F∩B
J (p) and JW =
⋃
p∈F∩W
J (p).
Lemma 10 has the following consequences.
Corollary 11.
(1) JB, JW ⊂ (0,1).
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a disjoint union of intervals of the form (bk−1, al), 1  k < l  r . Each of these intervals
intersects I◦.
Now we are ready to formulate our second structural statement about C.
Proposition 12. If F is nonempty, then I◦ ⊂ JB or I◦ ⊂ JW .
Proof. First note that Lemma 10(3) implies that, as long as F is nonempty,
I◦ = (vB, vW ) ⊂ JB ∪ JW .
Assume now that, contrary to the statement of the proposition, we have I◦ ⊂ JB and I◦ ⊂ JW .
This could happen in two ways:
(1) either there is x ∈ I◦ such that (vB, x) is a connected component of JB ∩ I◦, but (vB, x) ⊂
JW ;
(2) or, the other way around, for some x ∈ I◦ the interval (vB, x) is a connected component of
JW ∩ I◦, but (vB, x) ⊂ JB .
In the first case, x /∈ JB , and, according to Corollary 11, x ought to be a vertex of C of the
form bj . At the same time, x needs to belong to a component of JW , which, again, according
to Corollary 11, is of the form (bk, al). Note that bk must be in I◦, otherwise, we would have
(vB, x) ⊂ JW . Thus we have 4 vertices ai, al, bj , bk of C satisfying
ai < bk < bj < al, vB < bk and bj < vW ,
such that (ai, bj ) is a connected component of JB and (bk, al) is a connected component of JB .
Also, observe that, bk ∈ I◦ \ JW implies bk ∈ F ∩ B; similarly, we have bj ∈ F ∩ W .
Now we claim that if this were to take place, then the configuration
Ĉ = [(−∞, bk) ∪ [C ∩ (bk, bj )]]− bk
would be a counterexample to K(δ). As Ĉ has fewer intervals than C, this would contradict our
assumption that C is a counterexample to K(δ) with a minimal number of intervals. Indeed, for
p ∈ B ∩ [bk, bj ), we have p + μ(p) bj according to the definition of JB , and hence, clearly
λ
(
Ĉ|Iμ(p)(p − bk)
)
 λ
(
C|Iμ(p)(p)
)
 1 − δ.
Similarly, for p ∈ W ∩ (bk, bj ] we have p − μ(p) bk , and hence,
λ
(
Ĉ|Iμ(p)(p − bk)
)
 λ
(
C|Iμ(p)(p)
)
 δ.
The second case is analogous: here we observe that there must be vertices of C satisfying
bk < ai < al < bj , vB < ai and al < vW ,
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and then we show that
Ĉ = al −
[
(al,∞) ∪
[
C ∩ (ai, al)
]]
,
would be a counterexample to K(δ). Again, this is in contradiction with our assumptions on C,
and this completes the proof. 
According to Proposition 12, as long as the set of vertices F in I◦ is nonempty, I◦ is contained
in either JB or JW . In the former case, since JB is a union of intervals intersecting I◦, the open
set JB is itself an interval; similarly, in the latter case, JW is an interval. To summarize, if F = ∅,
then
(1) either there is an interval JB , I◦ ⊂ JB ⊂ (0,1), which is the union of intervals in which the
relative measure of C is more than 1 − δ,
(2) or there is an interval JW , I◦ ⊂ JW ⊂ (0,1), which is the union of intervals in which the
relative measure of C is less than δ.
To finish the proof, we need the following elementary lemma.
Lemma 13. Suppose that an interval J is represented as a union of intervals: J =⋃nj=1 Jj .
Assume that 0 < δ < 1, and let B be a measurable set such that λ(B|Jj ) 1−δ for j = 1, . . . , n.
Then
λ(B|J ) 1 − δ
1 + δ .
Proof. Without loss of generality we can assume that J = (0,1), and that our collection of
intervals Ji , j = 1, . . . , n, satisfies
(1) the left endpoints of Ji , j = 1, . . . , n, form a strictly increasing sequence, and
(2) Ji ∩ Ji+2 = ∅ for j = 1, . . . , n − 2.
Indeed, the first condition may be satisfied by renumbering the intervals, and the second by elim-
inating intervals which are contained in the union of the rest. Introduce the following parameters
of our collection of intervals: setting J0 = Jn+1 = ∅, for 1 j  n let
xi = λ(Ji ∩ Ji+1), xBi = λ(Ji ∩ Ji+1 ∩ B),
yi = λ
(
Ji \ (Ji−1 ∪ Ji+1)
)
, yBi = λ
(
(B ∩ Ji) \ (Ji−1 ∪ Ji+1)
)
.
Using these parameters, we can rewrite the inequality λ(B|Ji) 1 − δ as
xBi−1 + yBi + xBi  (1 − δ)(xi−1 + yi + xi).
Summing these inequalities for j = 1, . . . , n, we obtain
2xB + yB  (1 − δ)(2x + y),
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x =
n∑
j=1
xi, y =
n∑
j=1
yi, x
B =
n∑
j=1
xBi , y
B =
n∑
j=1
yBi .
Now using the fact that x + y = 1, and that xB  x, we can conclude that
2xB + yB  (1 − δ)(1 + xB).
Hence
(1 + δ)xB + yB  1 − δ,
which implies that
xB + yB  1 − δ
1 + δ .
This last inequality is exactly the statement of the lemma. 
Applying Lemma 13 to the collection of intervals {J (p); p ∈ F ∩ B} and the set C, using
Lemma 10(1), we obtain the bound
λ(C ∩ JB) 1 − δ1 + δ · |JB|. (4.5)
In the other case, when I◦ ⊂ JW , we apply Lemma 13 to the collection of intervals {J (p); p ∈
F ∩ W} and the set B = R \ C, and obtain the bound
λ
([
(0,1) \ C]∩ JW) 1 − δ1 + δ · |JW |. (4.6)
Now we are ready to leave our assumption F = ∅, and write down our second set of inequal-
ities for |I◦|.
Corollary 14. Assume that C is a minimal counterexample to K(δ). Then
1 − δ
1 + δ · |I◦| ρ or
1 − δ
1 + δ · |I◦| 1 − ρ, (4.7)
where ρ = λ(C ∩ (0,1)).
Indeed, if F = ∅, then I◦ is either an interval of C or an interval in the complement of C,
and in these cases the corresponding inequalities in (4.7) are obvious. If F = ∅ and JB ⊃ I◦,
then (4.5) implies the first inequality in (4.7), since ρ  λ(C ∩ JB) and |JB| |I◦|. In a similar
fashion, if F = ∅ and JW ⊃ I◦, then (4.6) implies the second inequality of (4.7).
There is just a short calculation left to finish the proof of Theorem 5. Recall that for a min-
imal counterexample C to K(δ), we constructed an interval I◦ ⊂ (0,1), and proved 3 sets of
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using 0 vB , and vW  1, the inequalities (4.3) imply
1 − ρ  2δ and ρ  2δ.
Substituting these and (4.4) into (4.7), we obtain
1 − δ
1 + δ
(
1
2δ
− 1
)
 2δ.
Expanding this inequality leads to
4δ3 + 2δ2 + 3δ  1,
which completes the proof of the theorem.
Finally, note that were it possible to improve the bound 1−δ1+δ to
1
1+2δ in inequality (4.5), our
calculations would lead to 8δ3 + 4δ2 + 2δ  1. This would mean that the configuration con-
structed in Section 3 is optimal, which, however, was shown not to be the case in [2] by Csörnyei
et al. The construction in [2] implies the bound δH < 0.2711. Finding the precise value of δH
remains an interesting open problem.
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