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Introduction générale
1 Contexte général
Les besoins de la société actuelle dans le monde des systèmes embarqués amènent à
des systèmes électroniques de plus en plus présents dans le contexte des applications mul-
timédias. Ces besoins posent de nouvelles contraintes sévères lors de la conception de ces
systèmes à savoir : puissance de calcul, consommation faible, surface réduite et un temps
de mise sur le marché rapide (Time To Market).
La feuille de route ITRS [SMN+11] a prédit depuis de nombreuses années que le nombre
de cœurs dans une même puce augmente suivant une courbe exponentielle, permettant ainsi
l’intégration de plusieurs cœurs sur une seule puce. Cette prédiction repose sur la loi de
Moore qui prédit une diminution de la taille de la mémoire intégrée et une augmentation
de la densité d’intégration et des performances du circuit (vitesse et consommation). De-
puis 2011, les travaux effectués par l’ITRS présentent une diversification fonctionnelle en
parallèle à la loi de Moore comme indiqué dans la Figure 1. Cette intégration importante
permet l’apparition de nouveaux circuits complexes avec de nombreuses fonctionnalités. De
ce fait, les concepteurs peuvent dorénavant implanter un système complet sur une seule
puce, formant ce qu’on appelle un système sur puce (SoC). Ce dernier peut contenir plu-
sieurs processeurs, mémoires, des blocs d’entrés/sorties ou des blocs IPs.
La complexification croissante des applications et l’augmentation importante du nombre
d’IPs posent un problème majeur au niveau de la communication d’un système sur puce.
Les solutions d’interconnexions classiques telles que les communications par bus présentent
plusieurs limitations à cause de leur faible débit de transmission et leur manque de flexibilité.
Pour faire face à ces limitations, les architectures actuelles du SoC intègrent une nouvelle
structure de communication adaptée à l’augmentation massive du nombre de cœurs. Cette
structure est basée sur des réseaux de communication sur puce appelés NoC (Network-
on-Chip). Cette architecture de communication est inspirée de la technologie qui existe
dans les réseaux informatiques tout en assurant une communication flexible et un débit de
transmission important.
Á cause de la diversification des tâches multimédias dans un seul système sur puce, les
liens de communication peuvent partager plusieurs flux de données. Pour supporter cette
diversification et accélérer leur traitement, les réseaux sur puce sont exploités dans la nou-
velle technologie [Elh12]. En plus, dans ces applications, les cœurs peuvent êtes intégrés avec
des co-processeurs pour la mise en œuvre des applications complexes. Les co-processeurs
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Figure 1 – Evolution des systèmes intégrés en termes de cœurs et de performances de calcul.
sont généralement des IPs synthétisables pour calculer des tâches intensives telles que le
codage vidéo, l’amélioration de l’image et la transformation multidimensionnelle.
2 Motivation
Le prototypage matériel sur FPGA est une solution efficace si nous prenons en compte
le temps de conception du circuit et le temps d’exécution d’une application. L’avantage
principal du prototypage sur FPGA est sa grande vitesse d’exécution qui est très proche
des conditions réelles du système ciblé. De plus, la disponibilité des outils d’implantation
qui raccourcirent le temps entre la modélisation d’un système complexe SoC et son im-
plantation sur FPGA. Cependant, les architectures à nombre de cœurs élevés nécessitent
un nombre de ressources important sur FPGA. Souvent, la taille d’un système complet est
supérieur au nombre de ressources disponibles sur un seul FPGA. De plus, les plateformes
de prototypage n’exploitent pas pleinement la puissance des cartes FPGAs à cause des pro-
blèmes de ressources sur FPGA. Par conséquent, l’évaluation ou l’exploration des SoCs par
prototypage sur FPGA sont fortement pénalisées. En revanche, de nombreuses applications
embarquées ont des exigences en temps réel sur leur comportement de communications. Le
nombre croissant des applications et les exigences croissantes requièrent une architecture
de système évolutif au niveau physique, architectural et fonctionnel. Des industriels comme
Dinigroup [dina] proposent une multitude de plateforme multi-FPGA à base des familles
Xilinx ou Altera. Ces plateformes produisent une communication entre plusieurs FPGA de
type directe (via des PCB silicium) ou indirect (via des connecteurs, bus) entre les FPGAs.
Par conséquent, les plateformes multi-FPGA peuvent exploiter la totalité d’un SoC com-
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biné avec un NoC, afin de surmonter le problème du nombre de sa ressource et répondre à
ses besoins de communications.
Parmi les solutions proposées pour implanter un NoC sur multi-FPGA consiste à le
découper en plusieurs sub-NoC et placer chacun dans un seul FPGA [KMAMSP08]. Ac-
tuellement, les environnements de prototypage complets sur multi-FPGAs sont rares. L’un
des problèmes majeurs pour réaliser un prototypage d’un NoC sur multi-FPGA est la limi-
tation du nombre des IOs disponibles au sein d’un FPGA. De plus, les solutions proposées
dans la littérature ne sont pas optimales et présente un des verrous portant sur les commu-
nications inter-FPGA. En effet, les IOs FPGAs sont devenus des ressources rares aggravant
la bande passante inter-FPGA. Le multiplexage d’un ensemble de signaux et leurs intercon-
nexions avec une seule broche IOs affaiblissent la bande passante du circuit prototypé. Vu
que les NoC sont inspirés des réseaux informatiques, il est intéressant de suivre l’analogie
avec ces réseaux et proposer des algorithmes de gestion du trafic inter-FPGA qui permet de
gérer les interférences qui apparaissent entre les signaux. Ces algorithmes de gestion de col-
lisions permettent d’équilibrer l’accès entre les routeurs qui partagent le même lien physique
externe. Une comparaison entre plusieurs techniques d’arbitrage doit se faire pour choisir
l’architecture qui donne de meilleures performances en termes de latence et ressources.
Les études abordées dans cette thèse portent sur la proposition et la modélisation des ar-
chitectures efficaces qui permet d’implanter un large SoC à base de NoC sur une plateforme
multi-FPGA. De plus, la proposition d’une architecture de NoC dédiée aux applications
multimédias.
2.1 Déploiement de SoC/NoC sur multi-FPGA : Limitations des
pins d’IOs FPGA
Il faut noter que même si les capacités logiques et le nombre d’IOs des FPGAs aug-
mentent d’une génération à une autre, les capacités logiques évoluent à un rythme beaucoup
plus élevé que le nombre des IOs sur FPGA [TMMA15]. Le Tableau 1 montre le rapport
entre la capacité logique et le nombre d’IOs pour chaque génération de FPGA en partant du
Virtex-4 au Virtex-7 dans la famille Xilinx [dinb]. Il y avait environ 2000 blocs d’IOs dans
la famille Virtex-4. Dans le cas de la dernière génération (Virtex-7), il y avait presque 1200
blocs d’IOs. Cette évolution signifie que les IOs des FPGA sont devenu de plus en plus une
ressource rare comparée aux ressources internes du circuit, ce qui peut affaiblir la bande
passante des futures générations du FPGA. Malheureusement, les plateformes multi-FPGA
souffrent également d’une évolution lente des IOs par rapport aux capacités logiques, cela
conduit à un goulot d’étranglement dans le cas du prototypage d’un NoC/SoC sur une
plateforme multi-FPGA.
Dans certains travaux relatifs au déploiement de NoC sur multi-FPGA, le NoC est
découpé sur plusieurs sous-NoC et les signaux de routeurs sont remplacés par des liens
physiques externes [KMAMSP08]. Cette solution n’est possible que dans le cas où la taille
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Tableau 1 – Les IOs VS capacité logiques dans les familles FPGA
Year Family Capacity (gates equivalents) Max IOs (pins) Capacity per IOs
2003 Virtex-II PRO 1,230,000 1.040 1.183
2004 Virtex-4 2.490.000 2.594 960
2006 Virtex-5 3.320.000 1.200 2.767
2009 Virtex-6 9.105.000 1.200 7.588
2011 Virtex-7 14.000.000 1.200 11.667
du NoC est petite. Le nombre de protocoles étant limité et le nombre de routeurs du NoC
étant élevé, il devient nécessaire de partager un protocole de communication par plusieurs
routeurs. Dans ce cas, des goulots d’étranglements apparaissent ralentissant fortement les
performances du système déployé.
Dans le contexte du goulot d’étranglement, l’usage des mécanismes d’accès planifiés
cause des problèmes au niveau des ressources et au niveau du temps de transmissions. Les
études faites sur les accès traditionnels indiquent clairement qu’ils possèdent des perfor-
mances non directement compatibles avec la transmission en temps réel. En effet, leurs
utilisations peuvent conduire à une augmentation du nombre de cycles pour transférer une
donnée. Dans ce cas, nous proposons de mettre en œuvre un nouvel algorithme de gestion
du goulot d’étranglement inter-FPGA basée sur l’algorithme Backoff (BO). L’algorithme
BO est utilisé á la base dans les réseaux informatiques. Dans notre travail, il sera adapté au
NoC sur multi-FPGA. Cette nouvelle architecture consiste à minimiser les collisions entre
plusieurs routeurs qui accèdent au protocole de communication externe en même temps. Á
la fin, cette solution sera comparée avec des solutions traditionnelles existantes.
Dans le cas d’implantation d’un NoC sur multi-FPGA, le nombre de ressources utili-
sées et le temps de transmission sont deux critères importants pour évaluer l’efficacité de
l’architecture. Dans le cadre de cette thèse, nous mettrons une nouvelle méthodologie pour
estimer le nombre de ressources consommées par l’architecture de NoC intégrant l’algo-
rithme de gestion de collision. Les caractéristiques de cette modélisation s’affranchissent
par une base de données qui contient plusieurs valeurs calculées par l’outil ISE de xilinx.
Dans ce modèle, nous avons établi une relation directe entre différentes architectures et
leurs paramètres d’entrée qui représentent les valeurs calculées par l’outil ISE. Au-delà de
la proposition à la modélisation de l’algorithme, cette méthode s’avère donc une nouvelle
méthode de prédiction appliquée aux NoCs.
2.2 Architecture de NoC dédiée aux applications multimédias
Aujourd’hui, les applications multimédias sont de plus en plus présentes dans les sys-
tèmes électroniques embarqués. Les architectures NoC actuelles utilisent des politiques de
routages qui traitent les paquets avec le même niveau de priorité pour différentes appli-
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cations ce qui rend l’utilisation de ces NoC pour des applications multimédias n’est pas
envisageable. En effet, les paquets qui proviennent des applications particulièrement sen-
sibles à la latence sont traités avec le même niveau de priorité que les autres paquets moins
critiques, ce qui diminue les performances de l’application multimédia considérablement.
Afin de pallier à ces inconvénients, nous proposons une nouvelle architecture de NoC
particulière dédiée aux applications multimédias. Dans notre approche, les routeurs clas-
sifient les paquets en fonction de la catégorie de trafic à laquelle ils appartiennent. Deux
types d’architectures de NoC dédiées aux applications multimédias ont été proposées afin
d’évaluer l’efficacité de ces architectures. Ces dernières ont été comparées avec une archi-
tecture de NoC basée sur les canaux virtuels (VC) et une architecture de base qui déploie
le protocole handshake.
L’objectif de ces travaux de thèse s’articulera à la résolution des problématiques sui-
vante :
• Un partitionnement efficace d’un NoC sur plusieurs FPGA : pour un SoC de grand
taille, il devient nécessaire de le déployer sur plusieurs FPGAs pour avoir le nombre
de ressources nécessaires. Le partitionnement est appliqué sur les architectures NoC.
Donc, des goulots d’étranglement peuvent apparaitre ralentissant la communication inter-
FPGA. Dans ce cas, nous proposons de mettre en œuvre un algorithme de gestion de
collision pour résoudre ce problème du goulot d’étranglement.
• Proposition des modèles qui nous permet de prédire le nombre de ressources nécessaires
pour chaque architecture sans passer par les outils de synthèse de xilinx ou altera.
• Une architecture de NoC dédiée aux applications multimédia qui devra supporter diffé-
rentes services. Cette architecture sera comparée avec une architecture de NoC qui utilise
les canaux virtuels pour fournir la QoS.
• Une étude analytique sera menée pour estimer le nombre de points d’accès nécessaire afin
d’implanter un NoC dédié aux applications multimédias sur multi-FPGA.
3 Contributions
La première contribution de ce travail de thèse est de proposer un algorithme de gestion
de collision pour une architecture NoC implantée sur une plateforme multi-FPGA. Son
principe est de déployer des sous-NoCs en multi-FPGAs avec un nombre minimal de cartes
FPGA. Plusieurs nœuds partagent un lien externe, de sorte que plusieurs signaux coupés
sont multiplexés. Un goulot d’étranglement inter-FPGA peut se produire si plusieurs rou-
teurs veulent envoyer des données vers le lien externe en même temps. Nous proposons une
structure de gestion des collision pour éviter les collisions et pour distribuer efficacement
les accès au lien de communication externe. Premièrement, nous proposons deux améliora-
tions de l’algorithme BO utilisé dans les réseaux informatiques et l’adapter avec le NoC.
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Le BO adapté devrait être mis en œuvre efficacement avec des performances élevées en
termes de latence et de ressources utilisées. Une structure de gestion des collision basée sur
la stratégie traditionnelle RR est également développée pour comparer les performances.
La structure de gestion de collision est générique dans le sens qu’elle est adaptée à toutes
les architectures inter-FPGA utilisant le protocole handshake. Pour tester nos algorithmes
et atteindre des potentiels de hautes performances en termes de latence entre deux FPGAs,
nous utilisons des blocs d’émulation.
Dans la deuxième contribution de ce travail, nous proposons une méthodologie basée
sur la régression linéaire pour automatiser le calcul de l’occupation de ressources d’un NoC
sur multi-FPGA. Un dimensionnement de ressource sera effectué pour évaluer l’intérêt de
la structure proposée et pour extraire la linéarité si elle existe. Dans ce cas, nous calculons
le nombre de routeurs maximaux qui peuvent être connectés avec le point d’accès dans le
cas de l’utilisation d’un accès planifié ou aléatoire.
Finalement, une architecture de NoC dédiée aux applications multimédias sera proposée.
Cette architecture permet d’améliorer les performances des applications qui demandent la
qualité de service. Des expérimentations ont été effectuées pour évaluer notre architecture.
4 Plan du manuscrit
Ce travail de thèse s’articule autour de cinq chapitres :
Dans le premier chapitre, nous présentons un brefi historique des paradigmes de SoC et
de NoC, et leurs évolutions au cours du temps. Après, nous avons parlé des méthodes de
vérification d’un système multi-cœurs à base de NoC comme le prototypage, l’émulation et
la simulation. Après, nous avons posé la problématique du passage du mono au multi-FPGA
afin d’implanter un NoC de grande échelle. Finalement, nous avons présenté les algorithmes
de gestion de trafic qui existent dans la littérature.
Le deuxième chapitre est divisé en trois parties. Dans la première partie, nous présentons
un état de l’art sur le déploiement d’un NoC sur multi-FPGA et le contraintes rencontrés.
Ensuite, nous avons détaillé la méthodologie de déploiement d’un NoC sur multi-FPGA.
Dans cette partie, nous avons présenté comment mettre en œuvre les algorithmes de gestion
de collision basée sur le BO et le RR sur des architectures NoC. Dans la dernière partie,
nous décrivons les algorithmes de gestions de collision déployés à savoir la version-1 et la
version-2 du BO anisi que l’architecture du RR.
Dans le troisième chapitre, nous présentons les expérimentations obtenues pour chaque
architecture. Le calcul de ressources et de latences est expliqué afin de choisir la meilleure
architecture. Après, une analyse et une modélisation mathématique appliquée aux deux
algorithmes sont effectuées.
Le quatrième chapitre est divisé en trois parties : Dans la première partie nous pré-
sentons l’architecture de NoC dédiée aux applications multimédias. Pour évaluer l’effica-
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cité de cette architecture, nous proposons une amélioration de cette architecture. Dans la
deuxième partie, la nouvelle structure du NoC multimédia sera présentée et comparée avec
les architectures de NoC traditionnelles qui offrent la QoS. Dans la troisième partie, une
étude mathématique est effectuée pour estimer le nombre de point d’accès nécessaire pour
implanter un NoC multimédia sur multi-FPGA.
Enfin, une conclusion générale clôturera les différents points traités dans ce manuscrit.
Après, nous aborderons les différentes perspectives relatives aux travaux de cette thèse.
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Chapitre 1
Etat de l’art des systèmes sur puce
à base de NoC
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Chapitre 1. Etat de l’art des systèmes sur puce à base de NoC
1.1 Introduction
Le prototypage à base de FPGA permet de vérifier le fonctionnement d’un circuit avant
la phase de fabrication et de s’assurer qu’il répond bien aux contraintes temporelles, aux
contraintes de ressources disponibles sur une puce et aussi à la consommation d’énergie.
De plus, il permet de répondre aux besoins du concepteur dans un délais de temps réduit.
Le prototypage à base de multi-FPGA est devenu obligatoire pour la vérification précoce
des architectures matérielles à grande échelle. Aujourd’hui, les architectures existent sont
majoritairement des architectures de type SoC/MPSoC mettant en œuvre un réseau sur
puce appelé NoC (Network On Chip). Cependant, les ressources d’un seul FPGA ne sont
pas suffisantes pour supporter un large SoC. Il est donc nécessaire de partitionner un SoC
sur plusieurs sous-systèmes, dont chacun cible un FPGA unique. L’implantation et le pro-
totype d’un SoC à base du NoC sont des tâches difficiles à faire à cause de l’augmentation
exponentielle des IPs (Intellectual Property) qui rendent leurs répartitions un peu compli-
qués. De plus, l’augmentation du nombre d’IPs rend la vérification d’un code HDL est très
lente ce qui crée un écart entre la capacité de vérification et la période de conception.
Dans ce chapitre, nous allons détailler en premier lieu le paradigme des SoCs et des
NoCs ainsi que l’évolution de chacun vers l’état où il est aujourd’hui. Par la suite, nous
allons présenter les différentes méthodes utilisées pour faire la vérification d’un circuit et
déterminer son influence sur le comportement du système complet à la fin. La partie suivante
est dédiée à la présentation du prototypage d’un NoC sur FPGA. La solution mono et
multi-FPGA existent et la limite de chacune sera listée. La dernière partie de ce chapitre
est consacrée à la présentation des algorithmes de gestions de collisions existent dans les
réseaux informatiques. Ainsi, qu’une analyse de ces algorithmes sera effectuée pour évaluer
le portage de ces solutions vers des plateformes multi-FPGA.
1.2 Le paradigme des SoCs/NoCs
Dans cette section, nous présentons les éléments de base d’un système sur puce complet.
Tout d’abord, nous présentons quelques types de SoCs avec les caractéristiques les plus
pertinentes de chacun. Ensuite, nous passons à détailler le paradigme d’un NoC avec ces
éléments de base.
Un réseau sur puce est une architecture de communication entre les cœurs sur un SoC.
Un NoC applique les techniques de communications qui existent dans les réseaux informa-
tiques et les adapte à la conception d’un système matériel sur une seule puce. Les NoCs
sont les architectures de communications les plus utilisées pour améliorer les performances
de transmission de données entre plusieurs IPs, la scalabilité et l’efficacité énergétique des
SoCs.
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1.2.1 SoCs
Un SoC est un système embarqué intégré sur une seule puce, il contient des unités de
traitement matérielles ou IPs et/ou des unités logicielles mises en œuvre par des proces-
seurs et des mémoires (RAM, ROM, etc). Les processeurs peuvent être un microprocesseur
standard, ou un processeur de médias spécialisés pour le son ou pour les applications vidéo
[Ben07]. Les processeurs sont reliés entre eux en utilisant une variété de mécanismes, y
compris des mémoires partagées et des liens de communications. Le premier SoC a été créé
à la dernière décennie, il est constitué d’un nombre limité de processeurs (maximum deux),
d’une mémoire principale avec un seul niveau de mémoire cache [Sch11]. La communica-
tion entre les cœurs a été assurée au début via des techniques de communication classiques
comme le crossbar notamment les bus de communication point à point comme le bus unique
partagé ou le bus hiérarchique. Nous présentons dans le Tableau 1.1 quelques exemples de
SoC avec un nombre important de cœurs. Dans cette architecture, tous les IPs partagent
le même bus de communication. Pour les systèmes fortement contraints, l’utilisation d’un
nombre d’IPs important conduit à une bande passante faible et de mauvaises performances
en termes de timing.
Tableau 1.1 – Quelques types de SoCs.
Réfé-
rence
Nom Nombre de
coeurs
Communication
SpinN, 2011 [PCD+11] SpiNNaker 18 Bus hiérarchique
GOPS, 2009 [KKK+09] 81.6 GOPS 10 réseau maillé
LETI, 2009 [CLP+09] The MAGALI 15 réseau maillé
ARM, 2009 [arm] ARM cortex-15,
cortex-5,
cortex-8
Multi-cores
processor
clusters
réseau maillé
Tilera, 2009 [KAG+09] Famille Tile-64 64 Bus
MIPS, 2009 [IHY+08] MIPS32 1074K double cœurs Bus
Aujourd’hui, l’utilisation d’un NoC pour interconnecter les IPs d’un SOC prend de plus
en plus de place dans les systèmes électroniques. En effet, avec la croissance du nombre de
cœurs, les techniques d’interconnexion classiques ne sont plus suffisantes. Nous présentons
dans le Tableau 1.1, un résumé de différentes architectures de SOC qui existent dans la
littérature. Nous remarquons que la topologie du NoC la plus populaire est la topologie
2D maillée, en raison de sa symétrie et de son compromis avec le réseau FPGA. Â titre
d’exemple, le processeur ARM est adapté avec la topologie 2D maillée. Ce processeur est
un produit de la famille Cortex avec une technique au-dessous de 40 nm et Tilera a atteint
les 64 cœurs avec son SOC Tile comme présenté à la Figure 1.1.
Dans [JP09], un flot de conception a été proposé qui vise à générer une application
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Figure 1.1 – Schéma du processeur Tile-64 [Tile-64].
spécifique multiprocesseur hétérogène sur un ASIC. Ce flot de conception est composé de
deux étapes distinctes qui sont : une étape de génération de conceptions et une étape
d’exploration de conception. Dans l’étape de génération de conception, le concepteur four-
nit l’application partitionnée, l’architecture avec des pipelines et la contrainte d’exécution
comme entrées. Les différentes configurations et les instructions sont déterminées pendant
la phase de génération de la conception. L’utilisateur peut choisir les processeurs de base
comme une entrée à ce flot de conception. Dans cette méthodologie les auteurs ont utilisé
un ASIP (Application des processeurs spécifiques de jeu d’instructions) qui est généré en
utilisant un outil commercial nommé Tensilicia [Ten]. Selon les paramètres d’entrée (nombre
d’IPs ou la taille de données) et en utilisant l’outil Tensilicia, un concepteur peut contrôler
le nombre de ressources nécessaires sur une puce pour générer une application particulière.
Dans la deuxième phase consacrée à l’exploration de conception de l’espace, les auteurs ont
utilisé l’approche heuristique pour exécuter une exploration rapide.
1.2.2 Réseau sur puce
Depuis une dizaine d’années, la technique d’interconnexion dans les systèmes embarqués
est réellement intensifiée pour pouvoir surmonter les problèmes venant de l’augmentation
de la densité d’intégration des transistors dans les circuits. Dans [KN05], l’auteur a proposé
de remplacer les solutions d’interconnexions classiques (bus partagé, liaison point à point,
etc.) par des réseaux sur puce qui utilisent des techniques d’interconnexions très avancés
[FP09] en termes de topologie ou du parallélisme.
Dans les réseaux informatiques, la structure du modèle OSI garde l’interaction entre
l’utilisateur et le réseau. Il est constitué de sept couches qui sont parfois réparties en deux
groupes de couches matérielles inférieures et hautes. Les couches hautes (Application, pré-
sentation, session et transport) sont orientées applications et plutôt sont réalisées par des
programmes spécifiques. Les couches matérielles inférieures (Physique, liaison et réseau)
sont orientées surtout communication. Dans le contexte de réseaux sur puce, la fonction-
nalité se différencie un peu par rapport aux réseaux informatique du fait que dans une
12
1.2. Le paradigme des SoCs/NoCs
Figure 1.2 – Modèle OSI du NoC.
infrastructure de communication entre deux routeurs, l’utilisateur n’est pas présent. En
revanche, les concepteurs ont gardé les trois couches matérielles inférieures et la couche ap-
plication du groupe supérieure [SBT06]. En effet, la couche application est le point d’accès
de toutes les applications fourni par l’utilisateur dans le réseau. La couche réseau contrôle la
transmission de paquets entre les routeurs et détermine leurs parcours via des techniques de
routage. La couche liaison décrit les techniques d’arbitrages utilisées pour circuler les don-
nées entre deux composants adjacents ainsi, il insère les adresses de paquets et de routeurs.
Enfin, dans la couche physique la transmission de signaux se fait sous forme numérique
ou analogique. La structuration des couches du modèle OSI dans un réseau sur puce est
illustrée dans la Figure 1.2.
Les éléments de base d’un réseau sur puce sont les suivants :
— Les interfaces réseaux (NI) : elles établissent une connexion entre les IPs et les
routeurs. Selon le cas, l’interface réseau peut être connecté avec un ou plusieurs IPs.
Les interfaces réseaux fournissent un ensemble de services aux IPs. Elles peuvent
adapter les paquets issus des IPs sous format adéquate au mode de transfert dans
le réseau. Il s’agit aussi de fournir des fonctionnalités liées à la configuration des
données transmis. De plus, les interfaces réseaux permettent d’envoyer et de recevoir
des paquets provenant des IPs ayant des fréquences d’horloges différentes.
— Les routeurs : ils permettent d’aiguiller les paquets dans le réseau en respectant
une stratégie de routage bien définie. Selon un protocole de communication choisi,
les routeurs sont amenés à acheminer les paquets de la source vers la destination.
Les routeurs sont constitués par des ports en entrée et en sortie contenant des files
d’attente pour stocker les Flits, un algorithme de routage, des blocs de contrôle et
d’arbitrage vers les ports de sortie. La taille des files d’attente correspond à la taille
de flits.
— Les liens : ils permettent de relier les routeurs entre eux. Ils sont du type monodi-
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rectionnel ou bidirectionnel selon le sens des transmissions et la topologie du réseau.
Ils servent à transporter les paquets entre un routeur et une interface réseau ou
entre deux routeurs. Ces derniers peuvent être composés par un ou plusieurs canaux
physiques.
— IPs : Ils correspondent aux différents nœuds d’un SoC. Ces nœuds sont constitués
par des processeurs, des mémoires ou une combinaison de plusieurs éléments de SoC,
etc. Ainsi, ils sont déployés pour faire le traitement de données.
Figure 1.3 – Structure d’un réseau sur puce.
L’assemblage de tous les éléments d’un NoC avec les IPs constituent un système SoC
complet à base de NoC. La Figure 1.3 illustre la structure d’un réseau sur puce intégrant
tous ces composants. L’organisation physique, le placement et l’interconnexion entre tous
ces composants sont définis par une topologie. Dans la suite de cette partie, nous allons
présenter les différentes mécanismes utilisés pour évaluer un réseau sur puce comme la
topologie, les mécanismes de commutations, les algorithmes de routages, etc.
a) Topologie : la topologie décrit la façon dont les routeurs sont reliés entre eux. Une topo-
logie peut être régulière facilement extensible en fonction du nombre d’IPs et supportant
des algorithmes de routages simples ou irréguliers qui a un surcoût important sur les
ressources [GLM+09][DL11]. Une topologie régulière permet de définir des règles de rou-
tage simples et de fournir de bonnes propriétés électriques. En revanche, la topologie
irrégulière est adaptée aux besoins spécifiques et peut donc offrir de meilleures perfor-
mances temporelles. Il existe différents types de topologies régulières comme la topologie
2D maillée qui est la plus utilisée aujourd’hui à cause de sa simplicité. Avec la topologie
2D chaque routeur est connecté au minimum avec deux routeurs voisins. L’adresse d’un
routeur est définie par ses coordonnées dans chacune des deux dimensions (X, Y). Pour
le groupe irrégulier, il existe une topologie 3D maillée qui offre une grande bande pas-
sante par rapport à la topologie 2D. L’inconvénient majeur de cette topologie est que
le placement et le routage de l’architecture sur silicium sont très compliqués, aussi ils
sont peu adaptés aux réseaux des circuits FPGA et aussi les liens verticaux qui lient les
couches entre eux s’échauffent rapidement. Ainsi, il y a la topologie en arbre élargi. Dans
cette dernière, les feuilles représentent les IPs et les nœuds supérieurs représentent les
routeurs utilisés pour l’acheminement des paquets. La topologie torus est basée sur la
topologie maillée, mais les routeurs extrêmes sont rebouclés entre eux. Leurs adressages
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sont effectués de la même façon que la topologie grille.
b) Les mécanismes de commutations : Dans le contexte de réseaux sur puce, l’informa-
tion transférée s’appelle message comme illustrée dans la Figure 1.4. Elle représente la
totalité des données à transmettre d’une source à une destination. Un message est dé-
coupé en plusieurs paquets pour fournir un mode de transmission parallèle des éléments
d’un message. Un paquet est constitué d’un entête et des données qui se composent en
plusieurs FLITs (Flow Control Unit). Un Flit est l’unité de base dans un réseau sur
puce.
Figure 1.4 – Structure d’un message dans un NoC.
Les mécanismes de commutation correspondent aux méthodes utilisées pour transpor-
ter un paquet de la source vers la destination. Il existe deux stratégies de commutation
[MMM+03] dont la première représente la commutation par circuit et la deuxième repré-
sente la commutation de paquets. Avec la commutation par circuit, le chemin de routage
entre la source et la destination est réservé dans le réseau avant de commencer la phase
de transmission de paquets, et il est libéré dans la condition où le transfert est terminé.
Cette méthode fournit des garanties de performance, mais elle peut donner une mauvaise
utilisation des ressources du réseau, car quand le réseau est occupé d’une réservation, il
bloque tous les autres routeurs qui ont des transmissions prêtes. La deuxième méthode
utilise la commutation par paquet. Dans ce cas, les messages sont divisés en plusieurs
paquets. Ces derniers sont acheminés de façon indépendante. Cette méthode est flexible
et plus rentable que la première méthode, et pour ces raisons, elle est beaucoup plus
utilisée dans les réseaux sur puce.
c) Les algorithmes de routage : Les algorithmes de routage implantés dans chaque routeur
définissent la stratégie d’acheminement des paquets entre la source et la destination. Il
existe plusieurs types d’algorithmes de routage comme les algorithmes de routage déter-
ministes [SC13] et les algorithmes de routage adaptatif [BM06a]. Avec les algorithmes
de routage déterministes, le chemin est choisi par les paquets en fonction de sa destina-
tion. Il fournit une faible complexité, mais les performances sont faibles si le réseau est
surchargé. L’algorithme de routage XY fait partie des algorithmes de routage détermi-
nistes, il est très simple à implanter et il peut fonctionner sur une topologie 2D. Dans les
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algorithmes de routage adaptatif, le trajet est susceptible d’être évolué dynamiquement
en fonction des conditions de congestion du réseau. Il permet une régulation dynamique
du trafic où les paquets peuvent circuler librement dans le réseau et contourner toutes
les zones de conflit qui peuvent les croiser. L’algorithme de routage West-First fait partie
des algorithmes de routage adaptatif. Un chemin de routage peut être également défini
à la source avant que la transmission commence (routage source). La mise en œuvre de
cette technique est très compliquée et aussi, elle peut poser beaucoup de conflit dans
le réseau. Finalement, il existe l’algorithme de routage semi-adaptatif qui combine la
flexibilité du routage adaptatif et le coût modéré de la complexité du routage détermi-
niste. Il permet aux paquets d’éviter les zones de conflit, par conséquent les paquets
ne peuvent pas circuler librement dans le réseau et l’algorithme l’empêche de faire un
retour en arrière.
d) Récapitulatif sur les architectures NoC : Le Tableau 1.2 donne un aperçu global sur
l’ensemble des architectures NoC basé sur une topologie maillée et qui intègre la QoS
pour améliorer les performances de transmission des paquets.
Tableau 1.2 – Tableau synthétique des architectures NoC sur FPGA.
NoC Topologie Signaux de contrôle Routage QoS
Hermes
[MCM+04]
2D maillée 16-32-64 Bits de données,
2 bits de contrôle
XY
semi-adaptatif
Canaux
virtuels
QNoC
[BCGK04]
2D maillée 16 bits de données, 10 bits
de contrôle
XY Canaux
virtuels
ANoC (Faust)
[VLC+07]
2D maillée 32 bits de données, 2 bits
de contrôle
Source Canaux
virtuels
Mango [BS05] 2D maillée 32 bits de données, 2 bits
de contrôle
Source Circuit
Nostrum
[MNTJ04]
2D maillée 128 bits de données, 10
bits de contrôle
Hot-potato Canaux
virtuels
e) Métriques d’évaluation des architectures NoC : il existe plusieurs métriques pour évaluer
les performances d’un NoC comme la latence, le nombre de ressources utilisés ou la
consommation d’énergie. L’objectif principal d’une conception intelligente est de faire
un compromis entre les performances temporelles et le nombre de ressources utilisés.
— Latence : La latence est définie comme étant le temps (en cycles d’horloge) écoulé
entre l’envoi d’une requête par l’IP source jusqu’au la réception du paquet au niveau
du nœud destination [PGJ+05]. En fonction de l’algorithme de routage déployé et
de l’état du réseau, chaque paquet peut avoir un temps de transmission différent qui
influence la latence globale. Aussi, le temps de blocage du paquet dans l’IP avant de
commencer la circulation dans le réseau et l’occupation du port local de la destination
influencent également sur la latence globale. Par conséquent, pour transmettre un
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message de donné, la latence moyenne est appelée Li comme démontré dans (1.1). Le
temps d’envoi, représente le temps du blocage du paquet à l’interface réseau avant
de commencer la circulation dans le réseau à cause de l’occupation du port local. Le
temps de propagation est le temps nécessaire pour amener un paquet de la source à la
destination. Ce dernier tient en considération l’état du réseau. Le temps de transit est
le temps nécessaire pour traiter la distance parcourue par un message pour atteindre
sa destination.
Li = temps d′envoi + temps de propagation + temps de transit (1.1)
Dans ce manuscrit, nous utilisons différentes métriques pour évaluer les performances
temporelles de nos architectures comme la latence moyenne, minimale et maximale.
Ses différents types de latences sont exprimés en fonction de P et Li. Soit P le nombre
total de paquets qui circule dans le réseau et Li représente le nombre de cycles écoulés
pour qu’un message atteint sa destination. La latence moyenne L, est calculée selon
l’équation (1.2). La latence minimale est le temps écoulé pour que le premier routeur
destinataire arrive à recevoir le premier message. La latence maximale est le temps
écoulé pour que le routeur récepteur reçoit le dernier message.
L =
∑
Li
P
(1.2)
— Nombre de ressources utilisées : Le nombre de ressources correspond à la surface d’un
circuit. En effet, elle est vérifiée après la modification de chaque architecture. Donc,
les concepteurs du NoC doivent prendre en considération le nombre de routeurs
dans l’architecture, la taille des blocs interconnectés surtout la taille des liens de
communications entre les routeurs, le nombre de ports d’entrée/sortie et la logique
combinatoire dans un routeur pour ne pas dépasser les ressources disponibles sur le
FPGA. Les FIFO et les signaux de comparaisons ont un effet respectivement sur le
nombre de registres et le nombre de LUTs utilisés sur un FPGA.
1.3 Techniques de vérification pré-silicium
Il existe principalement trois principaux techniques de vérification avant la phase de
fabrication d’un système sur puce à base du NoC : la simulation, l’émulation et le proto-
typage à base de FPGA. Chaque technique permet de tester le bon fonctionnement d’une
conception avant de l’orienter vers un ASIC. Une description détaillée de ses différentes
méthodes de vérification est présentée dans les sous-sections suivantes.
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1.3.1 Simulation
La vérification par simulations correspond à la vérification de la fonctionnalité d’une
conception SoC ou ASIC à plusieurs niveaux. Plus le système est complexe, plus l’exécution
de la simulation est lente. Cette technique fournit un excellent contrôle du fonctionnement
interne du circuit et une visibilité complète de l’état des signaux interne du système. La
simulation RTL (Register Transfert Level) demande de la vérification et de la validation
bloc par bloc du système complet. Néanmoins, la vitesse d’exécution des simulateurs est en
progression. Les simulateurs sont des outils logiciels s’exécutent pour vérifier la fonction-
nalité de chaque bloc sur ordinateur. Les trois principaux simulateurs de logiciels existants
sont Entreprise Simulator [Das09], Mentor Graphics ModelSim/SE [CBA14], et Synopsys
VCS [Ber12]. La simulation fonctionnelle fait l’abstraction complète des caractéristiques
temporelles. De plus, elle peut être réalisée rapidement dans quelques heures, mais le ré-
sultat de la simulation peut être loin du résultat de l’implantation finale sur circuit. Il est
possible de vérifier le comportement du système après la phase de synthèse et aussi après
la phase de placement et routage. Dans la phase de placement et routage, la simulation
est proche à ce qu’on obtient après l’implantation sur FPGA. Ce type de simulation prend
en considération le temps de propagation des signaux dans le circuit. L’intérêt de ces si-
mulations est d’obtenir des comportements plus proches du résultat final. Par conséquent,
la technique de simulation est très utile dans la phase de conception grâce à sa souplesse,
son observabilité, sa grande flexibilité et son temps de mise en œuvre qui est souvent très
courte. Plus le modèle de la conception devient complexe, plus la précision augmente ce qui
implique une vitesse d’exécution lente.
1.3.2 Émulation
Un SoC peut être déployé sur des plateformes matérielles ou logicielles d’émulation.
L’émulation d’un circuit SoC/ASIC complet permet de résoudre la limitation de la vé-
rification par simulateur. Le processus d’émulation permet de réaliser des évaluations et
des explorations de solutions d’un système. L’émulation peut se faire à base de proces-
seurs ou bien à base de bloc HDL sur FPGA. Pour l’émulation à base de processeur, le
marché est dominé par l’émulateur de cadence Palladium [Pal]. L’émulateur palladium est
constitué par dizaines de milliers de microprocesseurs qui se communiquent entre eux en
parallèle. L’avantage de palladium est qu’il permet de faire en même temps et sur la même
machine l’émulation de plusieurs circuits. Pour l’émulation sur un FPGA, un émulateur
fonctionne plus rapidement qu’un simulateur logiciel, car ce dernier déploie une analyse de
déboguage détaillée. Toutes les fonctionnalités de déboguages qui existent dans la simula-
tion, existent également dans l’émulation. Le prototypage par émulation offre une grande
visibilité au niveau RTL du circuit. Le temps d’exécution par émulation est plus rapide que
le temps d’exécution par simulation (∼ 1 MHz). De plus, l’émulation coûte plus cher, car
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la conception d’un émulateur est coûteuse par rapport la simple utilisation de PC utilisé
pour les simulations. Les trois principales plateformes d’émulations matérielles existantes
sont [RHCG11], Mentor Graphics, Veloce Emulation Systems [RHCG11] et Synopsys EVE
ZeBu Emulation [ANM10].
1.3.3 Prototypage à base de FPGA
Le prototypage est une technique de vérification proche de l’émulation, il vise à vérifier
le bon fonctionnement du système final. Cependant, il n’offre pas l’observabilité du fonc-
tionnement interne du système. Il est utilisé pour vérifier le bon fonctionnement du système
dans la phase d’implantation sur matérielle. Le prototypage à base de SoC est très com-
pliqué, il est limité par l’aperception de la condition générale du système comme les états
actuels et précédentes des signaux. Le principe consiste à prototyper le système complet sur
un ou plusieurs FPGAs permettant une exécution en temps réel dans un modèle précis avec
une fréquence donnée de type CABA (Cycle Accurate Bit Accurate). Le prototypage à base
de FPGA offre la meilleure vitesse d’exécution (∼ 10MHz) [MS06]. En revanche, le proto-
typage coûte des dizaines de milliers de dollars et prend plusieurs semaines à plusieurs mois
pour configurer et implanter un système complet sur FPGA. De plus, le prototypage d’un
SoC nécessite des interfaces externes à les développer et à les intégrer dans la conception
comme des interfaces mémoires DDR, bus PCI et Ethernet.
La mise en œuvre d’une conception sur une plateforme à base de FPGA est un pro-
cessus complexe. Cependant, le prototypage consiste à utiliser des plateformes existantes
alors qu’un émulateur doit être généralement développé à partir d’un système à tester. Les
principaux fournisseurs existant de prototypes à base de FPGA sont Cadence Protium Ra-
pid Prototyping Platform [Tan15b] qui offrent à la fois la plateforme matérielle et l’outil
de mise en œuvre. Dini Group [CKLA11] et HyperSilicon [Tan15a] produisent seulement
des plateformes matérielles. Flexras technologies ne prévoit que l’outil de mise en œuvre
Wasaga [TTMM13].
1.4 Prototypage du NoC sur FPGA
La densité croissante des FPGAs nous permet aujourd’hui de faire un prototypage rapide
pour des circuits numériques complexes. L’implantation d’un SoC avec un nombre limité
d’IPs et l’interconnexion entre eux via un NoC sont à notre portées aujourd’hui. Un système
de grande taille demande la communication de plusieurs FPGA entre eux. Dans ce qui suit,
nous détaillerons la solution de prototypage mono/multi-FPGA. Le but principal de cette
étude est de faire apparaitre la problématique du prototypage d’un NoC sur FPGA et le
passage du mono au multi-FPGA.
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1.4.1 Architecture des FPGAs
Le prototypage matériel cible beaucoup les circuits FPGA. Il y a deux grands fabricants
de FPGA qui dominent le marché aujourd’hui qui sont Xilinx [xil] et Altera [alt]. Un FPGA
est composé par des IOs, des blocs logiques configurables connectés entre eux par des liens
configurables. Les dernières générations de FPGAs contiennent d’autres composants pour
améliorer les performances de timing et de surface.
— Bloc logique : dans un FPGA, un bloc logique est constitué par une bascule du
type Flip-Flop et d’une table de correspondances (LUT : Look-Up-Table). Les LUTs
servent à implanter des équations logiques ayant des entrées varient de 4 à 6 et une
sortie comme présentée dans le Figure 1.5. Parfois, elle peut être considérée comme
un multiplexeur, des registres à décalage ou une petite mémoire. Les blocs logiques
sont présents en grande quantité dans un FPGA et ils sont connectés entre eux par
une matrice reconfigurable. Les actuels circuits FPGA peuvent contenir d’autre com-
posant que les LUTs comme les mémoires RAM et des cœurs de microprocesseurs.
Figure 1.5 – Un bloc logique à 4 entrées.
— Les liens d’interconnexion : les liens d’interconnexion entre les blocs logiques recon-
figurables dans un FPGA sont placés régulièrement et forment une topologie 2D
matricielle comme illustrée dans la Figure 1.6. Les lignes d’interconnexion pour les
blocs logiques sont organisées d’une manière horizontale et verticale. Ces liens d’in-
terconnexion horizontaux et verticaux facilitent beaucoup l’implantation d’un NoC
avec une topologie 2D.
Figure 1.6 – Structure d’un FPGA.
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— Les ressources d’IOs : les FPGAs contiennent des pins d’entrées/sorties dont leur
nombre varie d’une famille FPGA à une autre. Le nombre d’IOs maximal pour les
FPGAs de la famille Xilinx ne dépasse pas 1200 pins. Le nombre maximal de pins
dans les FPGAs de la famille Altéra ne dépasse pas 1640 [ORK+15].
1.4.2 Solution mono-FPGA
Le déploiement d’un NoC sur mono-FPGA a posé plusieurs problèmes au niveau du
nombre de ressources à occuper. En effet, comme illustré dans la Figure 1.7, il n’est pas
possible d’utiliser un NoC de taille 6 × 6 caractérisé une taille de Flit de 32-bit. Un NoC
de taille 5× 5 avec une taille de Flits de 32-bit utilise environ 85% du nombre de LUTs. De
plus, un NoC de taille 6×6 qui possède une taille de FLIT de 8-bit est non implantable sur
une carte FPGA Virtex-5, car le nombre de LUT nécessaire était nettement supérieur au
nombre de LUTs disponible sur ce FPGA. En revanche, même si les ressources des futurs
FPGA augmentent, la taille des SoCs augmente également. Par conséquent, la nécessité du
déploiement d’un NoC sur multi-FPGA a été démontrée dans [Tan12].
Figure 1.7 – Nombre de ressources utilisées par un NoC Hermes sur un FPGA virtex-5 pour
différents tailles de NoC et Flits.
1.4.3 Solution multi-FPGA : les différentes techniques de déploie-
ment de NoC
La plupart des architectures de réseaux sur puce récente ciblent des cartes mono-FPGA.
La majorité des NoCs n’est pas conçue pour s’adapter aux plateformes multi-FPGA à
cause des problèmes de topologie. En effet, il y a seulement quelques NoCs qui ciblent des
plateformes multi-FPGA. La méthode la plus connue pour implanter un NoC sur multi-
FPGA consiste à couper le NoC d’une manière équilibrée et le partitionner sur différents
FPGAs [KMAMSP08] [NMMG13]. Dans [KMAMSP08] [NMMG13] [KMSP07], les signaux
internes du NoC inter-FPGA sont remplacés par des bus séries ou parallèles pour connecter
deux routeurs implémentés sur deux FPGAs différents.
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Le but du prototypage multi-FPGA est d’évaluer les performances d’un NoC avec une
configuration et une installation simple, tout en gardant le même algorithme de routage
XY utilisé dans la topologie 2D. La seule modification a effectué dans le passage du mono
au multi-FPGA se trouve au niveau des signaux NoC inter-FPGA. Le calcul du temps de
transfert entre deux routeurs via les liens de communications externes est facile à l’estimer
puisque la communication entre eux est une liaison point à point et aussi nous connaissons
le débit et la fréquence de transmission. L’inconvénient majeur de cette approche vient du
nombre de cartes FPGAs utilisées. En effet, les plateformes FPGAs actuelles possèdent un
nombre de protocole de communications externes limité. Donc, il s’avère difficile de déployer
un NoC de grande taille sur plusieurs cartes FPGA avec un nombre minimal de protocoles
de communication. Dans l’exemple d’un NoC 8×8 implémenté sur 2 cartes FPGAs, huit bus
externes sont nécessaires, ce qui n’est pas toujours disponible dans les cartes de prototypage
actuelles [LH08] [CTBK15]. Il devient donc nécessaire d’augmenter le nombre de FPGAs
pour équilibrer le nombre d’interfaces demandé et d’augmenter le degré de partitionnement.
Tan et al. [Tan12] a proposé un adaptateur pour adapter les signaux du NoC à l’inter-
FPGA. L’idée consiste à limiter le nombre de liens externes en ajoutant des blocs d’adapta-
tion inter-FPGA pour communiquer plusieurs routeurs entre eux dans le cas où le nombre
de signaux de routeurs est nettement supérieur au nombre de pins existants. Ce choix dé-
pend du nombre des liens inter-FPGA et du nombre de routeurs à multiplexer par FPGA.
Le bloc d’adaptation est constitué par des FIFOs, des multiplexeurs et des démultiplexeurs
comme illustré dans la Figure 1.8.
Figure 1.8 – Emulation d’un NoC sur une plateforme multi-FPGAs générée par un flot de concep-
tion.
Comme observation sur ce travail, le nombre de routeurs multiplexés, le bloc adaptateur
et la taille de flits ont une influence directe sur la latence et le nombre de ressources
sur FPGA. En effet, l’augmentation du nombre de routeurs dans l’axe-Y engendre un
goulot d’étranglement inter-FPGA. Ce dernier est dû au partage d’un seul pin par plusieurs
signaux de NoC, ce qui affaiblit la bande passante. Aussi, cette augmentation conduit à une
augmentation quasi-linéaire mais toujours importante du nombre de ressources.
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1.4.4 Comparaison des différentes plateformes multi-FPGA
Bien que la nouvelle technologie est orientée vers des plateformes avec un nombre im-
portant de cœurs, en revanche leur implantation sur un seul FPGA est devenue de plus en
plus complexe. Par exemple, Intel a développé un co-processeur appelé x86 knights corner
possède 72 cœurs [ABE+15] et Nvidia a annocé un design multi-core appelé Quadro M6000
avec 3072 coeurs CUDA [GD15]. Avec l’évolution technologique rapide et la minorité de
travaux qui entame les plateformes multi-FPGA, le prototypage d’un SoC de grande taille
sur une plateforme multi-FPGA peut être une solution prometteur.
Dans cette sous-partie, nous présentons une taxinomie de classification des plateformes
multi-FPGA existantes. Dans cette classification, nous prenons en considération les caracté-
ristiques du plateformes multi-FPGA. En effet, nous proposons deux approches en fonction
des interconnexions entre les FPGAs. Dans la première approche, les FPGAs sont localisés
dans la même plateforme et la communication se fait d’une manière directe entre eux. De ce
fait, les données se transfèrent via des pistes de silicium entre les FPGAs. Dans la deuxième
approche, les FPGAs se situent dans des plateformes séparées et la communication entre
eux se fait d’une manière indirecte via des bus externes.
a) Communication directe entre les FPGAs : dans cette approche, la communication entre
les FPGAs est directe. En effet, nous parlons d’une connexion générique entre les cir-
cuits FPGA, où elle est fixée et réalisée via des PCB traces ou des connecteurs. Un
exemple de ce type de plateforme est la famille DNV7F4A [DNV] comme présentée
dans la Figure 1.9. Le DNV7F4A est une plateforme de prototypage complète qui
permettent aux concepteurs d’ASIC ou d’IP de réaliser un prototypage logique avec
des mémoires à faibles coûts. Cette plateforme utilise quatre FPGA virtex-7 qui repré-
sentent les dernières versions de la famille Xilinx (package : FLG1925, FPGA type :
XC7V2000TFLG1925). Chaque FPGA est connecté avec une DDR. Seul le FPGA D est
connecté avec le bus PCIE via des connecteurs. Les connecteurs sont fixes et spécifiques.
Cela signifie qu’il n’y a pas de connexions directes entre les interfaces externes DDR et le
bus PCIE. Si l’architecture prototypée utilise moins de 4 DDR, plusieurs IOs connectés
avec le DDR sont gaspillés. Ces contraintes augmentent la complexité des architectures
partitionnées et réduisent les performances du système. Le nombre de pins inter-FPGA
est fixe comme illustré dans la Figure 1.9(a).
Il existe deux conceptions de pins intra-FPGA sur une plateforme multi-FPGA [XHL14]
telles que les interconnexions à 2-points ou à multi-point comme illustré dans la Fi-
gure 1.10. Les pistes PCB peuvent interconnecter plusieurs FPGAs selon l’une des deux
catégories (2-points ou multi-points). En effet, avec une communication à 2-points pistes,
un FPGA se connecte directement avec un autre FPGA. En revanche, avec multi-point
pistes plusieurs FPGA se connectent entre eux construisant un système multi-points. Le
nombre de pins dans une communication multi-point est 120 dans l’exemple présenté
dans la Figure 1.9.(a). De plus, il y avait 300 pins dans les connexions verticales et
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Figure 1.9 – Communication directe entre FPGA : (a) placement des FPGAs, (b) Architecture
du groupe DINI.
horizontales et 150 pins sur les diagonales. Ces pistes inter-FPGA sont figées et géné-
riques. La Figure 1.9.(b) montre le placement des FPGAs avec une communication
multi-points.
Figure 1.10 – Communication directe entre FPGA.
Conclusion sur la communication directe entre les FPGAs
Les plateformes du groupe DINI ont adopté une communication directe entre les FPGAs
via des pistes de silicium. Ils peuvent être configurés sur deux ou multi-point pistes selon
la taille de l’architecture à implanter et selon les besoins des FPGAs. Néanmoins, les
outils actuels ne sont pas autorisés à router et à multiplexer les signaux du NoC coté
inter-FPGA sur des pistes multi-points, car les IOs des FPGAs sont des ressources rares.
b) Communication multi-FPGA indirecte : le câblage de plusieurs plateformes FPGAs
est un nouveau paradigme par rapport à la communication directe entre FPGA dans
la même plateforme. Elle se compose par plusieurs FPGAs localisés dans des plate-
formes différentes qui sont interconnectés entre eux via des connecteurs ou des câbles.
La connexion inter-FPGA peut être modifiée et adaptée au protocole de communica-
tion externe utilisé et aux architectures prototypées [NMMG13]. Á titre d’exemple, si
la transmission d’une donnée dans le NoC prend deux cycles d’horloges, alors que la
transmission d’une donnée via le protocole de communication externe se fait dans un
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seul cycle d’horloges, donc l’un des deux domaines d’horloges doit être adapté à l’autre.
Dans IBM [ABB+12], les communications inter-FPGA sont réalisées via des câbles ex-
ternes comme illustré dans la Figure 1.11. Alors que, l’acheminement des données
de l’inter-FPGA à l’intra-FPGA est réalisé par des traces silicium. Les pistes inter-
FPGA peuvent être modifiées afin d’être adaptées avec la conception demandée. Les
IOs occupés par ces interfaces externes peuvent présenter un gaspillage s’ils ne sont
pas totalement utilisés. Le choix du protocole de communication externe et l’interface
d’interconnexion sont essentiels pour atteindre des performances optimales en termes de
latence et ressource, mais ils dépendent aussi de l’expérience du concepteur qui s’occupe
de l’adaptation entre intra et inter-FPGA.
Figure 1.11 – Communication indirecte entre FPGA.
Conclusion sur la communication indirecte entre les FPGAs : le prototypage
d’un SoC sur des plateformes multi-FPGAs différentes peut apporter un gain au ni-
veau de vitesses de transmission. Par exemple, avec l’utilisation du protocole Ethernet
entre deux FPGAs, le débit de transmission peut atteindre 1000 Mb/s. Les seuls in-
convénients sont la limitation du nombre d’IOs et les protocoles de communications
externes sur FPGA et aussi la domaine d’horloge différent entre l’intra et l’inter FPGA.
De plus, acheter plusieurs plateformes multi-FPGA et les interconnecter entre eux pour
prototyper un large SoC ça peut être cher.
c) Récapitulatif sur les plateformes multi-FPGA
Les avantages de prototypage d’un SoC à base du NoC sur une plateforme multi-FPGA
avec une communication directe sont évidents. Les deux plateformes multi-FPGA pré-
cédentes sont comparées entre elles en termes de disponibilité sur une seule plateforme,
de performance entre inter et intra FPGA, de flexibilité et de coût comme démontré
dans le Tableau 1.3. Avec des communications indirectes, le concepteur doit avoir de
l’expérience pour adapter l’architecture avec le protocole de communication externe dé-
ployé, par contre avec la communication directe la liaison entre les FPGA est générée
automatiquement.
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Tableau 1.3 – Différents plateforme multi-FPGA.
Les plateformes
de prototypages
multi-FPGA
Performance
Flexibilité
coût
débit
inter-
FPGA
Distribution
des pistes
Prix
unitaire
cout de
déploie-
ment
Communication
directe entre
FPGA
Haut générique et
équilibré
Moyen Faible Haut
Communication
indirecte via des
câbles
d’interconnexion
Haut Expérience du
désigner
Haut Faible Haut
Nous citons dans la section suivante quelques exemples d’arbitrages utilisés dans la
littérature pour gérer le goulot d’étranglement et l’affaiblissement de la bande passante
inter-FPGA seront détaillées dans la section suivante.
1.5 Différentes techniques d’arbitrage
Dans la couche liaison, les protocoles d’accès peuvent être classé en deux grandes caté-
gories. La première catégorie est basée sur des accès aléatoires. Il contient les précurseurs
(Carrier Sense Multiple Access) et Aloha. Tans dit que la deuxième catégorie contienne
des méthodes d’accès planifiés. Dans le deuxième groupe, nous trouvons le Time Division
Multiple Access, Round-Robin, etc : . Issus des deux méthodes d’accès, nous distinguons
un protocole d’accès hybride qui regroupe les accès aléatoires et planifiés [KW07].
Dans la suite de cette partie, nous énumérons trois techniques d’arbitrage utilisées dans
la littérature pour gérer la communication entre plusieurs routeurs [DT04]. Mais avant
cela, nous devons comprendre la terminologie liée à l’apparition de chaque technique et sa
relation avec le goulot d’étranglement inter-FPGA. Nous proposons trois terminologies en
fonction du mode d’accès [DT04].
— Collision : dans ce mode, de nombreux ports d’entrées demandent l’accès à un même
port de sortie en même temps.
— Deadlock : le port de sortie ne peut pas être pris par un port d’entrée, car il attend
un autre port pour libérer l’accès.
— Livelock : les paquets du port d’entrée sont en mouvement, mais ils ne peuvent pas
atteindre le port de sortie souhaité.
Dans notre cas, il y a un goulot d’étranglement dû à une demande d’accès multiples vers
le port de sortie effectué en même temps par les routeurs du NoC. Dans ce qui suit, nous
présentons quelques solutions qui existent dans la littérature pour résoudre le problème de
26
1.5. Différentes techniques d’arbitrage
collision.
1.5.1 Round-Robin : RR
Cette technique donne l’accès à chaque émetteur par ordre cyclique [LJL13] [Bec12]. Les
stations sont servies à tour de rôle avec un temps d’allocation équitable. Cette solution est
efficace pour des émetteurs ayant des paquets identiques à envoyer d’une manière régulière et
répartie entre plusieurs routeurs. L’augmentation du nombre d’émetteurs dégrade l’efficacité
du RR et augmente la complexité de faire l’ordre cyclique entre les routeurs. En effet, si un
routeur vient de finir la processus, il se place à la fin de la liste des routeurs émetteurs.
1.5.2 Weighted Round-Robin : WRR
Le WRR est une extension du RR, il est couramment utilisé comme un ordonnanceur
de paquets dans les commutateurs ATM (Asynchronous Transfer Mode) en raison de sa
simplicité de calcul et de sa coût faible de mise en œuvre [QLD10]. Un WRR affecte des
poids différents aux demandes. Ces poids définissent les niveaux de services de chaque
paquet. Les niveaux de services les plus élevés ont un poids plus important et ne préemptent
pas les plus bas. Il est important pour les concepteurs de trouver les poids appropriés à la
politique du WRR de telle sorte que les niveaux de services correspondants peuvent prendre
en charge les exigences du QoS. Il permet d’optimiser le retard et le débit dans le réseau.
1.5.3 Hiérarchique Round-Robin Arbitre : HRRA
Le HRRA fonctionne en divisant le processus d’arbitrage en plusieurs fragments [KYAC11].
Les entrées du RR sont disposées de manière hiérarchique de sorte qu’au moins certaines
de ces entrées peuvent travailler en parallèle pour réduire le retard critique. Les requêtes
de la part des routeurs du NoC sont divisés en un ensemble de q-entrées, appelées sous-RR
(SRRA). Chaque SRRA génère un gagnant local parmi les demandeurs locaux. Les résul-
tats présentés dans ce travail montrent que le HRRA peut être une solution d’arbitrage
efficace. Un exemple de HRRA à 16 entrées est illustré à la Figure 1.12. Il se compose de
deux étapes de RR. Dans la première étape, le HRRA se compose de 4 SRRA de 4 entrées,
appelées SRRA0_0 à SRRA0_3. Les gagnants locaux vont être dirigés vers la deuxième
étape du SRRA. Dans cette dernière, le HRRA est constitué d’un SRRA à 4 entrées appelée
SRRA1.
Pour les premiers blocs de SRRA0, â chaque cycle d’horloge, chaque SRRA0 sélectionne
une requête locale en mode RR. L’index de la demande locale sélectionnée s’affiche à la
sortie select des SRRA0. S’il n’y a pas de requête dans un SRRA0, la sortie NoReq sera
mis à l’état haut. Pour tout SRRA0, si l’index de requête sélectionné est inférieur à la
valeur du pointeur SPT0, la sortie Down Request (DRQ) sera mis à l’état haut. Dans le
bloc SRRA1, les entrées de requêtes locales de SRRA1 sont connectées aux sorties DRQ
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des SRRA0. Le pointeur SPT1 indique le gagnant des SRRA0. À chaque cycle d’horloge,
SRRA1 sélectionne l’un des SRRA0 avec une sortie DRQ réglée de manière robuste.
Figure 1.12 – Exemple d’un HRRA avec 16-entrées.
1.5.4 Arbitre en anneau
Généralement dans cette architecture, des éléments d’exclusion mutuelle bidirectionnelle
ainsi que certaines portes standard sont utilisés pour constituer un arbitre à N voies. Le
concept de l’arbitre en anneau apparaît alors qu’un signal de verrouillage est généré par un
jeton et que le signal doit avoir la caractéristique de la signalisation de non-retour à zéro.
Il trouve son importance pour un environnement surchargé pour atteindre un débit élevé
et une latence faible. Les arbitres en anneau sont basés sur le Token-ring [Kin08].
1.5.5 Time Division Multiple Access : TDMA
Ce mécanisme d’accès est basé sur le partage des ressources physiques entre plusieurs
routeurs émetteurs [RGM+06]. Afin de permettre à tous les routeurs de partager les res-
sources régulièrement, le mécanisme TDMA utilise une horloge globale pour synchroniser
l’arbitrage des routeurs. Un routeur ne peut transmettre que dans un délai qui lui est des-
tiné. Si un routeur n’a pas de données à transmettre, la période qui lui est réservée est pris
en considération par le mécanisme, ce qui augmente les délais de transmission.
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1.5.6 Backoff : BO dans les réseaux informatiques
Le BO est une méthode d’accès beaucoup utilisée dans les réseaux sans fil pour limiter la
chance d’avoir plusieurs stations qui transmissent des données en même temps. L’algorithme
Backoff est combiné avec le mécanisme CSMA/CA qui assure la suppression de collisions.
Le protocole CSMA/CA est proche du protocole CSMA/CD utilisé dans le réseau Ethernet
pour détecter les collisions et non pas la suppression de collisions.
Avec l’utilisation du CSMA/CA, lorsqu’un routeur désire émettre des données, il écoute
le support de transmission. Si ce dernier est occupé, la transmission est différée. Si le support
est libre, le routeur attendra un temps donné avant de commencer toute transmission.
Si le support est toujours occupé, le protocole CSMA/CA fait appel à la procédure BO
[SKSM03]. L’accès au canal de transmission externe est effectuée d’une manière aléatoire.
Les valeurs aléatoires sont tirées arbitrairement par chaque routeur qui souhaite accéder
au canal partagé. Pendant la durée aléatoire, si aucune communication n’est détectée, le
canal partagé est considéré comme étant libre et la transmission commence. L’avantage
principal de la combinaison du BO avec le CSMA/CA est qu’il minimise les collisions
malgré l’augmentation du temps de transmission. L’algorithme de Backoff se déroule de la
manière suivante :
• La station choisit un nombre aléatoire compris entre [0, CW-1] et calcule son temporisa-
teur Backoff_Timer donné par l’équation suivante :
Backoff_Timer = Random(0, CW)× TS (1.3)
Avec :
— Random () : Nombre pseudo-aléatoire choisi entre 0 et CW-1 ; où CW est la taille de
la fenêtre de contention. Dans les réseaux informatiques, cette fenêtre de contention
a des valeurs qui varient entre 0 et 256.
— TS : durée du time slot nécessaire pour qu’une station puisse savoir si une autre
station a accédé au lien partagé au début des écoutes précédentes.
• Quand le canal devient libre et après un temps d’attente, la station commence à décré-
menter son temporisateur cycle par cycle. Une fois que le temporisateur devient nul, la
station peut alors commencer sa propre transmission.
1.6 Conclusion
Dans ce chapitre, nous avons détaillé les différents thèmes qui sont en relation avec notre
travaux de recherche à savoir : les paradigmes SoC/NoC, les techniques de vérification pré-
silicium, le prototypage d’un NoC sur FPGA et les différentes techniques d’arbitrages à
utiliser. Quelques exemples de NoC et SoC ont été présenté tout en mettant en oeuvre
les caractéristiques de chacun. D’autre part, nous avons analysé l’impact du déploiement
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d’un large NoC sur le nombre de ressources disponibles sur FPGA. Aussi, nous avons
parlé des différentes techniques d’interconnexion utilisées pour prototyper un NoC à grande
échelle. Après, nous avons présenté les limitations d’un système mono-FPGA pour supporter
un système complet et l’efficacité de le prototyper sur multi-FPGA. Ensuite, nous avons
donné une vision globale des plateformes multi-FPGA qui dominent le marché aujourd’hui
et comment se fait la communication entre les FPGAs. De plus, nous avons présenté les
limitations qui ont conduit à la création du goulot d’étranglement inter-FPGA. Finalement,
nous avons présenté les méthodes d’accès les plus populaires qui vont être utilisées pour
résoudre le problème du goulot d’étranglement en montrant les caractéristiques distinctives
de chaque politique.
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2.1 Introduction
Les cartes multi-FPGA sont largement utilisées pour le prototypage rapide des systèmes
sur puces. Cependant, les travaux de recherche qui ont été effectué précédemment pour im-
planter des SoC à base de NoC sur multi-FPGA prouvent la faiblesse de la bande passante
inter-FPGA. En plus, ces travaux ne proposent pas des solutions efficaces pour résoudre le
problème du goulot d’étranglement inter-FPGA. L’objectif de ce chapitre est de proposer
une nouvelle méthodologie de déploiement d’une architecture de gestion du goulot d’étran-
glement inter-FPGA dédiée au NoC sur une plateforme multi-FPGA. Dans nos travaux,
nous proposons des architectures qui permettent d’acheminer les données entre différents
FPGAs en temps réel, d’améliorer la bande passante inter-FPGA, de résoudre le problème
de limitations de pins sur FPGA et aussi d’assurer un accès distribué entre tous les routeurs.
Ce chapitre est divisé en trois parties. Dans la première partie, nous allons présenter un
état de l’art sur les NoC implantés sur multi-FPGA. Cette vue d’ensemble, nous permettra
d’introduire notre contribution et de la positionner par rapport à ce qui était fait précé-
demment dans ce contexte. Ensuite, nous allons proposer une méthodologie de déploiement
d’un NoC sur une plateforme multi-FPGA. Dans ce contexte, un flot de création d’une
plateforme multi-FPGA, ainsi les méthodes de partitionnement qui peuvent être déployées
et une méthodologie de déploiement de l’algorithme de gestion de collision seront présen-
tés. L’architecture de gestion de collision inter-FPGA est décrite dans la partie suivante.
Cette architecture est constituée par deux blocs, notamment un bloc d’accès basé sur des
méthodes aléatoires ou planifiées et un point d’accès. Pour la méthode d’accès aléatoire,
nous allons décrire deux versions de BO, dont la deuxième architecture représente une
amélioration de la première.
2.2 Généralité d’implantation d’un NoC sur multi-FPGA
Dans la littérature, quelques architectures de NoCs existants sont ciblés aux plateformes
multi-FPGA. Les approches proposées dans ces travaux consistent à partitionner le NoC et
à placer chaque partie sur un FPGA. Après le partitionnement du NoC sur plusieurs FPGA,
les liens de communications internes sont remplacés par des liens de communications ex-
ternes série ou parallèle. La limitation du nombre de liens de communications provient de la
limitation du nombre d’IOs disponible sur FPGA. Cependant, il est nécessaire d’augmenter
le nombre de FPGAs pour implanter un NoC à grande échelle et donc augmenter le nombre
de bus inter-FPGA. De plus, la limitation des liens externes est influencée par la manière
de partitionnement du NoC sur multi-FPGA. En effet, la stratégie de partitionnement d’un
NoC sur plusieurs FPGAs influence sur la taille du NoC et le nombre de connexions inter-
FPGA. Il faut également s’assurer que les IPs du SoC, l’architecture du sub-NoC ainsi que
l’architecture de gestion de collision qui lui est associé sont supportés par un seul FPGA.
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Dans [SLS10], l’auteur a implanté un NoC sur deux FPGAs. Pour résoudre le problème de
limitations des IOs, il a utilisé une topologie en arbre élargi et il a connecté la feuille au
sommet avec le protocole de communications externe. Nejad et al [NMMG13] ont proposé
une architecture générique pour interconnecter un sub-SoC basé sur un NoC 2D avec un
autre sub-NoC implanté sur un autre FPGA. Dans cette approche, les liens de communica-
tions internes ont été supprimés sauf pour un seul routeur. Ce dernier est connecté avec un
bridge et un adaptateur. Ce bridge est basé sur le protocole Ethernet. L’adaptateur permet
d’adapter les signaux entre le routeur du NoC et le protocole Ethernet. Bien que cette
solution résoudre le problèmes de limitation des IOs, mais elle présente des inconvénients.
Cependant, l’inconvénient majeur de cette architecture réside dans le fait que l’algorithme
de routage XY a été changé, ainsi que l’accès vers le lien de communication externe n’est
pas équilibré et aussi la présence d’un goulot d’étranglement important dans le routeur
connecté avec le bridge.
2.3 Méthodologie de déploiement d’un NoC sur multi-
FPGA
L’absence d’une méthodologie claire et efficace a handicapé le déploiement d’un NoC sur
multi-FPGA. Ainsi, la limitation du nombre d’IOs a aggravé ce handicap. Pour contourner
ces limitations, nous allons s’intéresser à la proposition d’une méthodologie d’implantation
d’un large NoC sur une plateforme multi-FPGA. Ensuite, nous allons présenter les diffé-
rentes méthodes de partitionnement existant et étudier son influence sur la partition du
NoC. De plus, nous allons présenter une architecture de gestion de collisions pour gérer le
problème du goulot d’étranglement à l’inter-FPGA.
2.3.1 Flot de conception d’une plateforme multi-FPGA
Pour créer une connexion entre différentes FPFAs, il y a des étapes à suivre.
— Choisir le type du FPGA (c’est-à-dire le vendeur : Xilinx ou Altera, famille : Virtex-
7 ou Stratix-5, tels que les dispositifs : 2000T ou GXAB et package : FLG1925 ou
F1932).
— Estimer le nombre minimal de FPGA requis dans la plateforme (selon la capacité
logique de la conception d’entrée et le nombre de ressources maximales du FPGA
choisi).
— Trouver une solution de distribution des FPGAs, des interfaces de communications
externes et connecter les câbles externes entre les FPGAs.
— Implanter l’architecture du NoC sur cette plateforme, ce qui signifie que la conception
est partitionnée et routée dans chaque FPGA. Comme il y a moins de pins disponibles
dans les FPGAs que le nombre de signaux, un algorithme de gestion de collision
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est intégré afin que les données peuvent circuler sur une seule voie entre plusieurs
FPGAs.
— Évaluer les performances après l’intégration de l’algorithme de gestion de collision.
Si les performances sont acceptables, l’architecture sera validée. Si ce n’est pas le
cas, des améliorations seront demandées pour améliorer les performances.
Ce flot de conception est principalement manuel et itératif. Par conséquent, ce processus
prend du temps et l’optimisation des performances dépend de l’expérience des concepteurs.
Dans la partie suivante, nous allons présenter les méthodes de partitionnement possibles
d’un NoC sur multi-FPGA.
2.3.2 Méthode de partitionnement
Dans le cas du besoin de partitionner une architecture de NoC sur plusieurs FPGA, il
y a trois grandes préoccupations à garder à l’esprit qui sont :
— Quels blocs (IPs et NoC), il faut les implanter sur le FPGA pour ne pas dépasser la
capacité logique disponible dans le système de prototypage matériel ?
— Comment interconnecter les FPGAs ? Car, la plupart des designs du NoC dépassent
le nombre d’IO disponibles sur FPGA.
— Enfin, les conceptions NoC incluent souvent des éléments qui doivent être convertis
en une forme appropriée pour une implémentation FPGA, comme les mémoires ou
les structures en topologie d’arbre.
Il existe deux méthodes de partitionnement d’un NoC [CS14] [YZW+14] manuelles et
automatiques. Premièrement, dans le partitionnement manuel, le concepteur décide la posi-
tion de chaque IP dans le système. Cependant, il y a deux raisons majeures pour cela. Tout
d’abord, il peut simplement être la procédure standard et la façon dont le partitionnement
doit se fait pour cette architecture. C’est souvent le cas lorsque le nouveau design n’a que
des modifications mineures par rapport à la conception de base. Le partitionnement dans
ce cas, ne peut pas être aussi difficile. La deuxième raison pour le partitionnement manuel
peut être un manque de budget ou de temps à investir dans l’ajout d’un nouvel outil à un
flot qui fonctionne déjà. Dans le cas d’un partitionnement manuel, le concepteur doit s’assu-
rer qu’aucune logique supplémentaire n’a été placé à côté des signaux multiplexés lorsqu’il
n’y a pas assez d’IOs entre les FPGAs. Aussi, une connaissance approfondie des FPGAs
utilisé par le concepteur pour s’assurer que le nombre de ressource adéquate maintient le
fonctionnement prévu de la partition.
Le deuxième type de partitionnement est automatique, il se fait par un outil. Il existe
un nombre limité d’outils pour partitionner une architecture SoC sur multi-FPGA [Fle].
Ces outils existants doivent avoir la capacité de considérer et d’optimiser les exigences de
ressources et d’IOs pour parvenir à une solution fiable et aussi une estimation exacte de
la taille des partitions synthétisées. De plus, ces outils offrent la possibilité d’exécuter en
parallèle un niveau RTL et netlist. Il doivent avoir la capacité de faire une estimation rapide
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des caractéristiques du circuit et de vérifier’adaptation de la conception sur la plateforme
de prototypage. par exemple si la carte à des zones qui ont des horloges de grandes vitesses,
l’outil doit connaitre le domaine d’horloge utilisé et aussi améliore le partitionnement à ces
caractéristiques.
Dans ce qui suit, nous allons présenter deux types de stratégies de partitionnements
manuels qui ont été présentés dans le travail [LLJ+10] : un partitionnement basé sur les
fonctions et un autre basé sur les régions. L’une de ces deux solutions de partitionnement
sera sélectionnée dans nos travaux pour intégrer une architecture de NoC sur multi-FPGA
basé sur l’architecture de gestion de collision.
2.3.3 Partitionnement basé sur les fonctions
Dans la stratégie de partitionnement basé sur les fonctions, le système est divisé en
deux sub-SoC en fonction de leur rôle et leur fonctionnalité. Un premier groupe de FPGAs
permet d’émuler les IPs du SoC et un deuxième groupe de FPGAs sera dédié au réseau
d’interconnexion. Dans le premier groupe des FPGAs, chaque FPGA peut être configuré
pour émuler un ou plusieurs IPs. Un IP prend en charge une ou plusieurs fonctionnalités.
Les éléments de base de ces IPs sont des générateurs et des récepteurs de trafic (TG et TR)
dans le cas d’une plateforme d’émulation ou de simulation. Le deuxième groupe de FPGA
est configuré pour émuler différentes structures de NoC de même ou de différentes tailles.
La stratégie de partitionnement basée sur les fonctions utilise le nombre maximal d’IOs
disponibles sur le FPGA. Les liens de communications externes mettent en œuvre des
interconnexions entre les routeurs et les IPs. Cette stratégie de partitionnement simplifie
également la re-synthèse des FPGAs. En effet, dans le cas d’un changement à faire sur l’une
des deux parties (fonctions ou réseau), seul le FPGA correspondant doit être reconfiguré et
les autres FPGA restent inchangés. Ainsi, nous ne pouvons pas modifier que la topologie du
NoC, l’algorithme de routage et d’autres paramètres du NoC comme le nombre de routeurs
sur les deux axes, tandis que l’interface réseau et les routeurs restent aussi inchangés.
Sous cette stratégie de partitionnement, la taille du NoC émulé sera limitée par le nombre
d’IOs disponible sur les FPGAs. Par exemple, avec un Virtex-6, le FPGA dédié au réseau
ne peut pas dépasser 15 routeurs avec des tailles de flits de 16-bits et 8 routeurs sur 32-bits
par flit. La Figure 2.1.a illustre un exemple d’une architecture maillée d’un NoC de taille
4×4 implémenté sur un FPGA et connecté avec quatre autres FPGAs dont chacun contient
quatre IPs. Chaque IP est connecté avec son routeur par un lien de communication externe.
Pour réaliser ce type de partitionnement, le concepteur a besoin de cinq FPGAs, dont un
est réservé pour le réseau et les quatre autres pour les IPs.
35
Chapitre 2. Proposition d’une architecture de gestion de collisions sur multi-FPGA
Figure 2.1 – Partitionnement d’un NoC maillé basé sur : (a) les fonctions, (b) les régions.
2.3.4 Partitionnement basé sur les régions
Dans la stratégie de partitionnement basée sur les régions, chaque FPGA intègre un sub-
système. Chaque région est composée d’un ensemble de cœurs de traitement et des routeurs
auxquels ils sont connectés. Une modification dans les IPs du SoC ou dans l’architecture du
NoC nécessite la re-synthèse et re-implantation de l’architecture de de zéro. Dans le cadre
du partitionnement basé sur les régions, le nombre de pins nécessaires dépend du nombre
des signaux entre les routeurs du NoC découpé. Par exemple, un NoC de taille 16 × 16
déployé sur 2 ou 4 FPGAs nécessite 16 protocoles de communications où chaque protocole
remplace un bus entre 2 routeurs adjacents. Le type de protocole peut dépendre aussi de la
taille des flits et des débits nécessaires entre 2 FPGAs (soit 2 routeurs). La Figure 2.1.b
montre un exemple pour un partitionnement basé sur les régions pour un NoC 4×4 maillé.
Ce type de partitionnement permet d’exploiter au mieux les protocoles de communication
externe entre les FPGAs ainsi que le nombre de FPGAs utilisés qui a été diminué par
rapport au partitionnement basé sur les fonctions. Ce type de partitionnement permet
d’atteindre des objectifs différents, une meilleure utilisation de ressources de FPGAs, une
meilleure utilisation du nombre de protocoles de communications externes et une meilleure
utilisation du nombre de FPGA.
Pour une meilleure utilisation des IOs, une implantation d’une architecture de taille
8× 8 a été réalisée avec un partitionnement basé sur les régions dans [LLJ+10]. La solution
proposée utilise un émetteur-récepteur MGT sur une plateforme de type communication
directe contenant cinq FPGAs de type virtex-5 LX110T. Les huit liens MGT intra-FPGA
sont utilisés pour la connexion des modules adjacents formant un réseau maillé de taille
8 × 8 répartie sur plusieurs FPGAs. Les liens de communications externes entre les deux
routeurs adjacents partagent plusieurs blocs via un émetteur-récepteur MGT.
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2.3.5 Méthodologie de déploiement de l’algorithme de gestion de
collision
L’ajout d’une architecture de gestion de collision dans un système matériel nécessite le
positionnement d’un protocole d’accès et d’un point d’accès (AP) à l’extrémité de chaque
NoC. Ils permettent de connecter plusieurs nœuds entre eux implantés sur des cartes FPGA
différentes et de gérer les goulots d’étranglement inter-FPGA. Il est important de noter que
toute communication vers l’extérieur du FPGA nécessite le passage par ce point d’accès
central. La liaison entre deux points d’accès situés sur deux-FPGAs différentes est effectuée
par un protocole de communication comme Aurora, Ethernet, etc. La Figure 2.2 illustre
la démarche de déploiement d’un NoC sur plusieurs FPGAs en partant d’une architecture
NoC de base jusqu’au son partitionnement sur quatre FPGA.
Figure 2.2 – Méthode de déploiement d’une architecture NoC sur plusieurs FPGAs.
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Dans notre flot de prototypage proposé, le déploiement et l’intégration des blocs de
gestion de collision nécessite plusieurs consignes qu’il faut les prendre en considération tels
que :
• Il existe un ou plusieurs AP par FPGA. L’AP est positionné manuellement par l’utilisa-
teur dans chaque FPGA.
• Un ou plusieurs routeurs dans chaque sub-NoC peuvent partager le même AP.
• Tous les protocoles disponibles sur une carte de prototypage peuvent être utilisés dans
la plateforme finale.
• Une architecture d’accès efficace au protocole de communication externe sera explorée et
développée. Cette architecture doit gérer au mieux les transferts de paquets provenant
de plusieurs nœuds vers un protocole unique sans créer des goulots d’étranglement et
répartir les transferts de manière équilibrée.
Les architectures décrivent dans la partie suivante portée sur la description de l’archi-
tecture de gestion de collision.
2.4 Mise en œuvre de l’architecture de gestion de colli-
sion
Dans cette partie, nous allons détailler l’architecture de gestion de collision. L’architec-
ture proposée est constituée par un point d’accès et un protocole d’accès. Pour le protocole
d’accès, deux méthodes seront étudiés : aléatoire et planifiées qui correspondent respecti-
vement aux architectures de BO et de RR. Deux versions de BO seront proposées, dont la
deuxième est une amélioration de la première.
2.4.1 Point d’accès
L’AP est une interface qui assure la connectivité entre le protocole d’accès et le lien
de communication externe. Il est constitué par un buffer unidirectionnel pour envoyer et
recevoir des données. Si un routeur veut envoyer des paquets à l’autre FPGA, l’AP vérifie
la disponibilité du lien de communication externe. S’il est libre, les paquets peuvent être
envoyés. Si plusieurs routeurs veulent accéder en même temps vers le lien de communication
externe, l’AP se connecte avec le routeur sélectionné par le protocole d’accès. Le nombre de
ressources utilisées par l’AP n’est pas important. L’utilisation de l’AP permet d’optimiser
le nombre de pins des IOs utilisés et de les adapter avec le nombre important de signaux
venant des routeurs du sub-NoC. Un flux de contrôle de type handshake est également
nécessaire pour connecter l’AP avec le NoC et le lien de communication externe.
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2.4.2 BO architecture : Version-1
Dans un premier lieu, une adaptation de l’algorithme BO de base utilisé dans les ré-
seaux informatiques vers les réseaux sur puce a été effectuée. Cette nouvelle architecture
adaptée permet de gérer les goulots d’étranglement liés au nombre limité de protocoles de
communication disponibles entre les plateformes FPGAs. L’adaptation de l’algorithme BO
de base utilisé dans la norme Wifi [PSS16] [HWZ+16] à un système matériel nécessite des
modifications au niveau des paramètres et de la structure de l’algorithme initial en gardant
le principe de fonctionnement. La Figure 2.3 montre l’intégration de l’architecture de BO
avec le NoC sur deux FPGAs. L’architecture de l’algorithme BO est constituée par deux
blocs majeurs, un bloc d’émission et un autre pour la réception.
Figure 2.3 – Structure d’un NoC intégrant l’algorithme BO dans un Multi-FPGA.
a) Partie émettrice : l’interface émettrice est constituée par plusieurs sous-blocs qui sont une
machine d’état, un générateur pseudo-aléatoire (Pseudo Random Number Generator :
PRNG) [XHWS12] et un temporisateur nommé BackOff_Timer par routeur. Un routeur
peut envoyer des données à l’AP, s’il est occupé, sinon la transmission est différée, à
la fin de la transmission actuelle le routeur choisit une valeur aléatoire et commence
la décrémentation. Une fois le temporisateur BackOff_Timer atteint zéro et le canal
est toujours disponible, le routeur convenable commence sa propre transmission. Le
multiplexeur utilisé consiste à connecter le routeur sélectionné avec l’AP pour faire une
transmission à l’extérieur du FPGA. Un bloc "Time Allocation Vector" fait l’extraction
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de la taille des paquets à transmettre afin de l’envoyer au bloc "count" pour assurer
une transmission complète d’un paquet. Le BO utilise un contrôle du flux basé sur la
commutation par paquets pour transférer les données. La commutation par paquet est
une solution attractive pour les communications intensives lorsque le nombre de routeurs
connectés avec le lien partagés est supérieur à huit routeurs [MIC+11]. Ce bloc est extrait
des réseaux informatiques et il est adapté au NoC sur un multi-FGPA.
— Machine d’état (FSM) : Il gère les demandes d’accès par les routeurs vers l’AP. Une
fois un routeur quelconque termine la transmission, le routeur qui demande l’accès
choisit une valeur aléatoire et commence la décrémentation. Une fois la décrémen-
tation est terminée et l’AP est disponible, le routeur commence la transmission. La
Figure 2.4 illustre le déroulement de la première version du BO. Dans cet exemple,
il y a trois routeurs concurrents et demandent l’accès à l’AP en même temps. Les rou-
teurs choisissent une valeur aléatoire et commencent la décrémentation, celui qui a
la petite valeur termine la décrémentation le premier et commence après la transmis-
sion (Routeur "01"). Une fois le routeur actuel termine la transmission, les routeurs
restants commencent à décrémenter leurs temporisateurs Backoff_Timer. Le routeur
qui a fini à décrémenter son temporisateur Backoff_Timer le premier, peut commen-
cer sa phase de transmission (Routeur "00"). Ce mécanisme est répété jusqu’à ce
que tous les routeurs accèdent un par un au lien de communication externe.
Figure 2.4 – Déroulement de la première version de l’algorithme BO
— PRNG : les générateurs de nombres pseudo-aléatoires génèrent des séquences binaires
en sortie qui semblent aléatoires, mais ils sont en réalité des générateurs statiques.
Les valeurs à la sortie sont indépendantes les unes aux autres. Ce PRNG s’agit
d’un algorithme déterministe qui permet de générer une suite de nombres dont la
propriété statistique respecte ce qui est attendu des vrais générateurs aléatoires. De
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plus, les générateurs pseudo-aléatoires sont les plus rapides pour les applications
en mode simulation. Par contre, le nombre d’états de ces générateurs aléatoires est
limité et dépend de la taille des registres à décalages utilisés. En conséquence, nous
remarquons qu’avec ce type de générateurs le séquencement est périodique et il arrive
des moments où l’état actuel est similaire à l’état précédent.
La théorie des séquences basées sur les registres à décalage de rétroaction linéaire
est décrite dans [VL12]. Ces PRNG sont basés sur des registres à décalage appelés
LFSR (Linear Feedback Shift Register). Ces registres à décalage sont de tailles n
bit et sont caractérisés par une boucle à rétroaction assurant des fonctions linéaires
avec ces bits comme présenté dans la Figure 2.5. Á chaque décalage d’un registre,
un nouveau bit est généré dans bitn. Selon la configuration de Fibonacci, une com-
binaison entre tous les bits est effectuée par la fonction de rétroaction linéaire. La
configuration de Fibonacci est une série dans laquelle chaque élément est la somme
de deux éléments précédents. Un générateur de nombres pseudo-aléatoires de Fibo-
nacci est une généralisation dans laquelle chaque nombre est calculé en effectuant
une certaine opération sur les deux nombres précédents. Les opérations habituelles
utilisés par la suite de Fibonacci étant l’addition, la soustraction et l’opération XOR.
Les simples générateurs de Fibonacci produisent toujours des séquences retardées,
dans lesquelles chaque nombre est le résultat d’une opération arithmétique ou lo-
gique effectuée entre deux nombres qui se sont produits quelque part plus tôt dans
la séquence et pas nécessairement dans les deux derniers. Tous les générateurs de
Fibonacci retardés présentent de nombreux avantages par rapport aux générateurs
linéaires. La période maximale atteignable par les générateurs de Fibonacci dépend
de l’opération particulière utilisée. La période peut être grande et nous permet de
choisir une valeur aléatoire appropriée, avec le même nombre de bits n.
Figure 2.5 – Registre à décalage selon la configuration de Fibbonacci.
La combinaison entre les différents registres à décalages de la structure de Fibonacci
permet d’obtenir une période de séquence avec une valeur maximale est égale à
(2n–1). Les registres à décalages constituent une combinaison qui forme un polynôme.
Par exemple, si les bits d’entrée de la fonction de rétroaction linéaire sont b1, b2, b3
et b6 alors le polynôme correspondant est x6 + x3 + x2 + 1. Le degré du polynôme
dépend du nombre des registres. La fonction de rétroaction linéaire est basée sur la
fonction logique XOR. La suite de bits générés est linéaire. Il est possible de trouver
la fonction de rétroaction linéaire à partir des bits consécutifs [Bla12].
Il existe une autre structure de PRNG basée sur la configuration de Galois [Dub09]
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[Gol06] où la fonction de rétroaction prend sa source à partir de la sortie de séquence
de bits comme démontrée dans la Figure 2.6. Des inverseurs sont utilisés à la place
des registres à décalage. Les fonctions intégrées entre les registres sont basés sur
des portes logiques XOR. Les bits de sortie des inverseurs sont combinés avec le bit
d’entrée par une boucle de retour. Donc, le nouveau bit de sortie est le bit d’entrée
suivante. L’effet de cette séquence est que lorsque le bit de sortie est égal à zéro, tous
les bits dans le registre à droite restent inchangé et le bit d’entrée devient nul. Les
générateurs de Galois ne concatènent pas chaque registre pour produire la nouvelle
entrée. Il est possible que chaque registre est calculé en parallèle pour augmenter la
vitesse d’exécution. Il existe plusieurs travaux qui ont été effectués pour combiner
les avantages des deux types de PRNG [Dub10]. Dans notre architecture, nous avons
utilisé les deux structures. En effet, les PRNG utilisés de taille 3, 4 et 5 bits sont du
type Fibonacci et pour 8 bits il est du type Galois.
Figure 2.6 – Registre à décalage selon la configuration de Galois.
— Backoff_Timer : Le Backoff_Timer permet de compter le nombre de cycles afin que
le routeur puisse accéder à l’AP. Ce temporisateur commence à décrémenter à la fin
de chaque transmission et quand l’AP n’est pas disponible. L’entrée du temporisateur
BackOff_Timer est connectée avec la sortie du PRNG.
b) Partie réceptrice : la partie réceptrice est constituée par un bloc de routage, démulti-
plexeur et un compteur de données. Elle assure le routage de paquets vers leurs desti-
nations finales situées dans le deuxième FPGA. Le bloc de routage est réagi avec les
demandes de transmission envoyées par l’AP et la disponibilité des routeurs. Dès que
l’AP reçoit des données, elle envoie une requête au bloc de routage pour vérifier laquelle
des routeurs est disponible. Une fois les signaux d’acquittement entre l’AP et le bloc de
routage sont activés, le dé-multiplexeur se connecte avec le routeur convenable et la taille
de paquets s’envoie au bloc "count". Une fois la transmission commence, le bloc "count"
commence la décrémentation jusqu’à atteindre zéro pour indiquer la fin de transmission
de la totalité du paquet.
2.4.3 BO architecture : Version-2
Dans cette sous-partie, nous présentons la nouvelle version du BO. En effet, la première
version de l’architecture du BO a été légèrement modifiée pour annuler le maximum possible
de délais supplémentaires après chaque transmission et pour réduire le nombre de collisions
en évitant qu’elles se produisent. Le mécanisme fait appel à différents blocs utilisés dans
l’ancienne architecture, telle que : le FSM, le compteur, le temporisateur et le multiplexeur.
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La seule modification qui a été faite par rapport à l’ancienne architecture c’est au niveau
du FSM. Chaque routeur a des données à les transmettre et quand il trouve l’AP occupé, il
doit choisir une valeur aléatoire et commence directement la décrémentation sans attendre
la fin de la transmission actuelle. La décrémentation masquée par la transmission actuelle
nous permet de gagner plus de cycles d’horloges. L’organigramme de la nouvelle version de
l’algorithme BO lorsque plusieurs routeurs veulent envoyer un paquet est illustré dans la
Figure 2.7 :
Figure 2.7 – Diagramme de fonctionnement du BO-Version 2.
Les étapes décrites dans l’organigramme précédent sont les suivantes :
— Un routeur demande l’accès à l’AP lorsqu’un paquet arrive.
— Une nouvelle valeur aléatoire est attaché au routeur correspondant.
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— Si l’AP est déjà utilisé, le Backoff_Timer décrémente jusqu’à ce qu’il atteigne zéro.
— Tous les autres routeurs qui demandent l’accès à l’AP décrémentent leurs valeurs du
temporisateur Backoff_Timer.
— Le premier Backoff_Timer qui atteint zéro force l’arrêt de la décrémentation des
valeurs aléatoires des autres routeurs.
— Ce dernier routeur, dès qu’il retrouve l’AP libre, il commence la transmission. Sinon,
il attend que l’AP soit libre.
— Le routeur qui accède à l’AP envoie ses paquets à l’autre FPGA via le lien de
communication externe.
— Une nouvelle valeur aléatoire est définie pour ce dernier routeur s’il y a de nouveaux
paquets à envoyer.
La Figure 2.8(a, b) présente un exemple sur le déroulement de la nouvelle version de
BO. Pendant que l’AP est occupé par la transmission effectuée par le routeur "00", les autres
routeurs ("01" et "02") ayant des paquets à transmettre, chacun il tire une valeur aléatoire
et commence à la décrémenter. Étant le premier routeur à terminer la décrémentation, le
routeur "03" gagne l’accès et bloque la décrémentation des autres routeurs. Dès que le
routeur "00" a terminé sa transmission, ce dernier prend la main sur l’AP et les autres
routeurs reprennent leurs décrémentations. Pendant la transmission du paquet 0, le routeur
"02" atteint zéro le premier, il bloque les autres décrémentations et c’est lui qui gagne la
prochaine période de transmission. Ce processus se répète jusqu’à ce que tous les routeurs
qui ont des paquets à transmettre accèdent à l’AP.
2.4.4 RR dans les réseaux sur puce
Dans nos travaux de thèse, nous avons développé aussi l’architecture du RR tradition-
nelle pour la comparer avec le BO. Le RR est une technique couramment utilisée pour
planifier l’accès dans un ordre bien régulier (du routeur 0 au routeur m-1, m étant le
nombre de routeurs connectés à l’AP). Chaque paquet transmis par un routeur possède une
période réservée sur le lien de communication externe nommée Timealloc. Le Timealloc
dépend de la taille de paquets à envoyer. L’arbitre RR contrôle tous les signaux de requête
et d’acquittement [BSA15] à l’entrée et à la sortie. Dans le cas où il y a plus d’un routeur
qui veut transmettre sur le lien externe en même temps, l’accès est accordé selon un ordre
circulaire [GL08] [ADB08] [ZKL08]. Un exemple d’un RR est donné dans la Figure 2.9.a.
La stratégie RR est basée sur l’attribution d’un Timealloc fixé par le demandeur. Ceci peut
être réalisé en utilisant un compteur qui compte le nombre de cycles pour déterminer la
fin de transmission d’un paquet. L’arbitre RR attribue l’accès aux routeurs selon un ordre
cyclique par position. Si un routeur n’a pas de données à les transmettre, la période allouée
pour ce dernier ne sera pas pris en considération et le RR peut sauter directement pour
tester le routeur suivant. Un signal d’acquittement est généré par le RR vers le routeur
concerné pour l’informer de la bonne transmission du paquet.
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Figure 2.8 – Déroulement de la nouvelle version du BO.
Figure 2.9 – RR arbiter : Principe de fonctionnement, (b) Machine d’état d’un RR.
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Chaque routeur active indépendamment sa requête quand il souhaite accéder à l’AP.
Cette requête est désactivée une fois que la transmission est terminée. Si plusieurs requêtes
sont envoyées en même temps vers l’AP, l’accès est accordé conformément à la stratégie de
RR comme indiqué dans la Figure 2.9.a. Après la fin de la transmission actuelle, le prochain
routeur attend quelques cycles d’horloges afin de commencer sa propre transmission. Ce
temps d’attente est appelé test_time pour tester tous les routeurs et sélectionner le routeur
convenable.
L’arbitre RR est basé sur un FSM qui gère les accès au point d’accès. Le nombre d’états
est égal au nombre de routeurs connectés avec l’AP en ajoutant un état de repos. Si aucune
demande ne provient d’un routeur, le RR reste dans l’état de repos. Dans l’exemple de
la Figure 2.9. b, nous supposons qu’il y avait trois routeurs ("00", "01" et "02") sont
connectés à l’AP. Si ces trois routeurs envoient les requêtes simultanément, l’accès est
donné au routeur "00" et les autres routeurs restent à l’état de repos. Cette stratégie
indique qu’une fois un routeur a été servi, il devra attendre que tous les autres routeurs
soient servis avant d’obtenir un nouvel accès à l’AP. Dans la Figure 2.9. b, les événements
sont organisés dans un accès circulaire. Si l’arbitre est dans l’état "00", "01" ou "02", la
détermination du prochain état est critique et est effectué par le test de l’ordre du routeur
et aussi par l’état des requêtes (req0, req1, req2). Cette stratégie de RR est efficace dans le
cas où il y a un faible nombre de routeurs voulant accéder à l’AP avec un petit nombre de
paquets réparti par routeurs.
2.5 Conclusion
Dans ce chapitre nous avons présenté en première partie la méthodologie utilisée pour
implanter un NoC de grand échelle sur une plateforme multi-FPGA. Puis, nous avons décrit
la structure des blocs de gestion de collision proposée pour gérer le goulot d’étranglement
inter-FPGA. L’architecture de gestion de collision proposée se compose de deux blocs : un
AP pour envoyer des paquets vers le protocole de communications externes et un protocole
d’accès pour gérer les accès multiples vers l’AP. L’utilisation de l’AP peut diminuer le
nombre d’IOs externe. Le protocole d’accès est basé sur deux architectures différentes,
l’algorithme de BO qui distribue d’une façon aléatoire l’accès et l’algorithme RR qui gère
l’accès par ordre cyclique vers l’autre FPGA. Enfin une amélioration de l’algorithme BO
a été proposée par rapport à la première version afin d’optimiser les délais d’attente des
routeurs.
Dans le chapitre suivant, nous allons présenter les expérimentations de ressources et
temporelle des deux versions de l’algorithme BO comparé au RR. Une comparaison entre
les différentes architectures développée pour choisir la meilleure.
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3.1 Introduction
L’efficacité de l’algorithme de gestion de collision dépend de la méthode d’accès utilisée
que se soit aléatoire ou planifiée. Le choix de cette méthode d’accès doit être justifié par des
évaluations de ressource et de timing. Une plateforme d’émulation rapide, robuste et flexible
est la clé de la réussite de la réalisation et de la validation de ces différentes architectures
dans un temps très court. La régression linéaire est un art qui permet de présenter un
système quelconque sous forme d’un modèle en observant les conséquences des entrées sur
la sortie. Dans ce chapitre, nous allons évaluer les performances des deux architectures
proposées en comparant les deux versions du BO avec le RR. Ensuite, nous allons utiliser la
régression linéaire pour estimer le nombre de ressources sur FPGA et faire une comparaison
entre les modèles de chaque algorithme. Ces modèles proposés nous permet aussi d’estimer
le nombre maximal de routeurs pouvant être connectés avec l’AP pour un FPGA donné.
Dans la dernière partie, la meilleure architecture sera comparée avec le HRRA utilisé dans
un autre travail dans le contexte de la gestion de trafic dans un réseau sur puce.
3.2 Conception d’une plateforme d’émulation d’un ré-
seau sur puce
Les plateformes d’émulation sont très importantes pour évaluer une telle conception
de NoC. Plusieurs structures d’émulation des architectures NoC ciblant des FPGA ont
été proposés dans le passé. Ces structures sont constituées par certains composants qui
injectent du trafic dans le NoC et d’autres qui reçoivent les trafics et effectuent son analyse.
Les trafics générateurs (TG) et récepteurs (TR) et un NoC sont les éléments de base pour
cette plateforme d’émulation sur FPGA. L’atténuation d’une grande vitesse d’émulation
a été la priorité pour la plupart des schémas d’émulation. Le NoC Hermes est déployé
dans notre plateforme d’évaluation. Dans ce qui suit, nous détaillons l’architecture de NoC
utilisé, les blocs d’émulation et comment se fait la génération d’une plateforme d’émulation.
3.2.1 NoC Hermes
Une architecture du NoC Hermes sur FPGA utilise en général une topologie maillée
régulière à deux dimensions. Chaque routeur est couplé avec un ou plusieurs IPs par l’in-
termédiaire d’une interface réseau. Chaque routeur est identifié par ses coordonnées (X, Y)
qui sont respectivement l’abscisse et l’ordonnée. Le routeur est constitué de cinq ports bidi-
rectionnels, dont quatre ports sont connectés avec les autres routeurs voisins (East, West,
North, South) et un port local connecté avec l’IP (dans le cas où il y a un IP). L’algorithme
de routage utilisé est un algorithme XY du type déterministe minimal. La commutation est
du type Wormhole.
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Chaque routeur possède des buffers situés sur chaque port d’entrée et un bloc de contrôle.
Ces buffers sont des FIFOs du type circulaire qui permettent de stocker temporairement les
données reçues. Le bloc de contrôle est constitué par la logique de routage et d’arbitrage.
L’arbitre permet de sélectionner le port d’entrée correspondant alors que l’algorithme de
routage achemine le paquet vers le port de sortie approprié. L’accès prioritaire des données
au port est effectué grâce à un arbitre du type RR. La communication entre les routeurs
est synchrone. Dans ce NoC, il existe deux modes de contrôle de flux pour échanger les
données entre un bloc IP et un routeur ou entre les routeurs : le mode « crédit-based » et
le mode « Handshake ». Avec les deux flux de contrôles, la transmission d’un Flit besoin de
deux cycles d’horloge.
— Mode Handshake : lorsqu’un émetteur a des données à transmettre, il envoie tout
d’abord un signal de requête pour avertir le routeur récepteur qu’une donnée va être
envoyée. Chaque routeur récepteur reçoit un Flit et génère un signal d’acquittement
pour accuser le routeur émetteur de la bonne réception. Le routeur émetteur ne peut
commencer une nouvelle transmission qu’après la réception du signal d’acquittement.
— Mode credit-based : avec ce mode, le routeur émetteur envoie un signal de requête
vers le routeur destinataire. Il commence ensuite à envoyer une succession de paquets
qui vont être stockées dans un buffer. Après la réception de chaque paquet, le routeur
récepteur envoie au routeur émetteur un signal crédit pour l’informer s’il a un espace
disponible ou non. Le passage du signal crédit à zéro, implique que le buffer est plein
et l’émetteur doit arrêter l’envoi de paquets jusqu’à ce que le buffer ait de nouveau
de la place.
3.2.2 Les blocs d’émulations
Les blocs d’émulation sont représentés par des TG et des TR. Ils ont été développés au
sein du laboratoire Hubert Curien afin d’émuler des trafics dans le NoC Hermes [TFR11].
Ces blocs sont connectés au NoC pour simuler les trafics dans le circuit, remplaçant ainsi
processeurs de calcul. L’intégration de ces blocs est utile pour analyser les performances du
réseau, pour choisir les meilleurs paramètres du NoC ou pour évaluer les performances du
réseau dans un contexte applicatif précis. Les scénarios de trafic sont définis par l’utilisateur
dans une bibliothèque spécifique, les blocs d’émulations étant configurés et intégrés grâce
aux informations contenues dans la bibliothèque. Ces blocs peuvent être intégrés avec le
NoC dans le même FPGA ou en dehors du FPGA. Dans nos tests, ces blocs sont intégrés
avec le NoC dans le même FPGA.
1) Les TG : ils utilisent des modèles synthétiques ou réels pour générer des données au
sein du NoC. Une évaluation d’une architecture de NoC dépend du modèle utilisé pour
spécifier la distribution spatio-temporelle des trafics. Les besoins de transfert des données
sont fixés selon :
— Un ou plusieurs émetteurs qui envoient les données vers une ou plusieurs destinations.
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— La charge du réseau (pouvant aller de 0% jusqu’au 100 %)
— La taille des paquets générés par chaque TG.
— L’adresse de la source qui envoie les données.
Les paquets générés par les TG contiennent une partie de données qui suit l’entête
comme présentée dans la Figure 3.1. L’entête est constitué par quatre Flits qui sont
utilisés pour les circuler entre la source et la destination. La fonctionnalité de chaque
Flit est décrite ci-dessous :
— Destination : désigne l’adresse de la destination, elle configuré sur la moitié d’un Flit.
— Size Packet : taille des paquets transmis, il est configuré sur la totalité du Flit.
— Source : désigne l’adresse de la source, elle est configuré sur la totalité d’un Flit.
— Number_of_Packets : représente le nombre des paquets transmis, elle est configuré
sur la totalité d’un Flit.
Figure 3.1 – Structure d’un paquet dans un réseau sur puce.
Dans une bibliothèque vhdl, l’utilisateur spécifie le nombre de paquets et la taille de
paquets à envoyer par chaque TG. Aussi, l’utilisateur identifie toutes les destinations
pour chaque TG. La valeur 1 indique que l’IP est activé pour envoyer des données et
la valeur 0 indique qu’il n’y a aucune donnée. Last_destination indique le nombre de
TRs conçus pour chaque TG. Enfin, Total_packet indique le nombre des paquets reçus
par les TRs et il est utilisé pour calculer la latence moyenne afin de recevoir tous les
paquets.
2) TR : Les paquets générés par les TG sont reçus par les TR via le NoC. Ils font l’extraction
de la latence ou de débits. Après la réception finale de tous les paquets par un routeur
destinataire, le TR affiche une valeur finale de latence. S’il y a un paquet qui manque à
la réception, le TR n’affiche aucune valeur de latence. La valeur de latence calculée par
le TR prend en considération le retard abouti aux paquets à cause de la congestion du
réseau.
3.2.3 Principe de la génération de la plateforme d’émulation
Les blocs TG et TR se communiquent directement avec les ports locaux du NoC. Les
TGs génèrent plusieurs paquets qui ont le même format dans adaptés à l’architecture NoC.
Si des données sont envoyées à plusieurs nœuds destinataires, chaque TG génère plusieurs
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paquets. De plus, les TG peuvent envoyer des données avec une taille et un nombre de
paquets différentes vers un ou plusieurs nœuds destinataires. Les paquets générés circulent
dans le réseau avec un taux d’injection qui varie entre 0% et 100%. Le concepteur fixe le
taux d’injection de données à la sortie de chaque TG selon l’équation suivante :
Idle_Time =
2× size_packet× (1 – Taux d′injection de paquets(%))
Taux d′injection de paquets(%)
(3.1)
Les paramètres d’émulation représentées sur la Figure 3.2 sont placés en matériel
dans les blocs d’émulation [NJdMM13] [TMG+05]. L’augmentation du taux d’injection
de paquets engendre une saturation au niveau du réseau. Cette saturation dépende de
l’algorithme de routage utilisé et de la taille de FiFos dans chaque routeur. De plus, cette
saturation influence la latence moyenne de transmission.
Figure 3.2 – Illustration de deux taux d’injection de paquets : (a) 100% charge, (b) 50% charge.
3.3 Étude des performances du NoC sur Multi-FPGA
Tous les blocs décrits précédemment sont développés en VHDL et ils sont synthétisables.
L’architecture de gestion de collision est intégrée dans le NoC Hermes et plusieurs expéri-
mentations ont été menées. L’objectif de l’évaluation d’un NoC intégrant le BO et le RR
est la suivante :
— Étudier la faisabilité du déploiement des deux versions de l’algorithme BO comparées
au RR.
— Le dimensionnement des ressources du NoC intégrant les architectures de gestion de
trafic : Voir l’impact du nombres de routeurs accèdent à l’AP, l’influence de la taille
de flits et le nombre de paquets sur les ressources d’un sub-NoC sur FPGA,
— L’impact des paramètres d’émulation (nombre et taille de paquets) et le scénario
choisi sur les performances temporelles.
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3.3.1 Etude du nombre de ressources des différentes architectures
Dans ces expérimentations, nous avons calculé le nombre de ressources d’un sub-NoC
seul sans algorithme de gestion de collision (NoC-O), sub-NoC basé sur BO et sur RR. Le
nombre de routeurs qui accèdent à l’AP varie entre 2 et 16 routeurs pour des tailles de flits
de 16-bits. La largeur du buffer dans l’architecture NoC est de 16 flits. Les Figure 3.3 et
la Figure 3.4 représentent le nombre de ressources (en LUTs et en registres) utilisés pour
les différentes tailles de l’architecture NoC sur deux FPGA.
Figure 3.3 – Nombre de registres utilisés sur une plateforme ML605 basé sur FPGA virtex-6.
Nous observons dans la Figure 3.4 que le nombre de ressources des différentes archi-
tectures s’évolue quasi-linéairement lorsque le nombre de routeurs augmente. Même si le
nombre de routeurs augmente, le nombre de registres reste faible : entre 0.08% et 0.84%
pour un NoC-O, entre 0.12% et 1.29% pour NoC-basé sur BO et entre 0.12% et 1.09% pour
NoC-basé sur RR. Aussi, le nombre de LUTs augmente en fonction du nombre des routeurs
qui sont connectés avec l’AP comme présenté dans la Figure 3.5. Par conséquent, nous
constatons que le nombre de LUTs n’est pas aussi important que le nombre de registres. Il
varie entre 0.53% et 5.59% pour une architecture NoC-O, entre 0.68% et 6.67% pour une
architecture NoC basé sur le BO et entre 0.68% et 9.07% pour un NoC basé sur le RR.
Le nombre de ressources supplémentaires à l’architecture NoC-O lors de l’intégration de
l’architecture de gestion de collision est présenté dans les Figure 3.6 et Figure 3.7. Les
pourcentages de registres ajoutés à l’architecture NoC-O en utilisant le BO varient entre
43% et 58%, et entre 30% à 48% en intégrant le RR. En utilisant l’architecture du NoC
basé sur le RR, le pourcentage de registres ajoutés reste stable quand le nombre de routeurs
connectés avec l’AP devient supérieur à quatre. Comme illustré dans la Figure 3.6, le
pourcentage de LUT ajoutée varient entre 10% et 26% pour une architecture de sub-NoC
1× 4 en utilisant respectivement les architectures BO et RR. Ces variations correspondent
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Figure 3.4 – Nombre de LUTs utilisés sur une plateforme ML605 basé sur virtex-6 FPGA.
respectivement à 245 et 185 slices registres et slices LUTs. De plus, les deux architectures
BO et RR utilisent respectivement 54%, 30% de registres, et 19%, 62% des LUTs pour une
architecture sub-NoC de taille 1× 16. Cet ajout correspond à 1373, 5239 de LUTs, et 1629,
762 des registres pour une architecture de NoC basé sur BO et le RR.
Figure 3.5 – Nombre de LUTs utilisés sur une plateforme ML605 basé sur virtex-6 FPGA.
Durant les expérimentations précédentes, nous constatons que le pourcentage de LUTs
est plus élevé avec l’algorithme RR qu’avec le BO. Ce pourcentage de LUT s’évolue d’une
manière linéaire avec le BO. L’évolution non-linéaire des valeurs du LUTs avec le RR est due
à l’augmentation des signaux de contrôle dans chaque état pour tester les autres routeurs
dans l’ordre cyclique. Le pourcentage de registres avec le RR est plus petit comparé au BO.
Le pourcentage total des ressources (registres et LUTs) ajoutées est quasiment le même en
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Tableau 3.1 – Nombre d’IO avant et après l’intégration de point d’accès dans une architecture
NoC déployée.
Taille des flits (bit) 32-bits 64-bits
Nombre d’AP maximale sur inter-FPGA 9 4
Nombre de routeurs maximale dans un prototypage normale 8 4
utilisant les deux architectures.
Figure 3.6 – Nombre de LUTs utilisés sur une plateforme ML605 basé sur virtex-6 FPGA.
3.3.2 Étude des besoins de ressources d’IOs
Dans nos évaluations, nous utilisons un seul AP. Tous les routeurs partagent cet AP. Une
entité d’un sub-NoC possède les signaux de données et de contrôle. Le nombre d’AP intégré
à l’inter-FPGA dépend du nombre de broches disponibles dans un FPGA et de la taille des
Flits à transmettre. Pour la taille de flits de 32-bits et 64 bits, le nombre maximal d’AP
est respectivement 9 et 4. Dans le cas de la non-utilisation d’un AP, le nombre maximal
de routeurs qui peuvent être connectés à des broches externes est de 9 routeurs sur une
plateforme ML605 si la taille de données est de 32-bits [PL11]. Le nombre maximal de
routeurs à connecter avec l’AP et le nombre maximal d’AP à mettre en inter-FPGA est
présenté dans le Tableau 3.1. Nous pouvons remarquer que l’utilisation d’un AP peut
augmenter le nombre routeurs connectés avec l’inter-FPGA. De plus, l’utilisation des APs
offre une amélioration substantielle par rapport à la limitation faite par le nombre d’IO.
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3.3.3 Performances temporelles en utilisant BO-V1
Dans cette partie, nous analysons les performances temporelles obtenues avec l’utili-
sation de la première version du BO. Les résultats temporels sont comparés avec celles
obtenues avec la structure RR. Les résultats de timing avec le NoC-O ne sont pas considé-
rés cette fois. L’objectif de ces analyses temporelles dans cette première partie est d’évaluer
l’impact des deux architectures sur le temps de transmission en variant la charge injectée,
la taille et le nombre de paquets. Plusieurs expérimentations ont été faite en utilisant des
trafics synthétiques et avec une application réelle. Pendant l’envoi des paquets, chaque rou-
teur d’adresse (0, j) dans le premier FPGA communiqué uniquement avec le routeur (1, j)
dans le deuxième FPGA. Les expérimentations sont effectuées sur des charges homogènes
et hétérogènes. Les charges sont homogènes lorsque tous les paquets envoyés par le même
routeur ont la même taille et le même temps entre deux paquets successifs. Le trafic est
hétérogène lorsque la charge aux différents routeurs émetteurs n’est pas la même, donc la
taille et le temps inter-paquet sont différents. Les expérimentations effectuées sont basées
sur les principes suivants :
— Trafic homogène : tous les TGs envoient des paquets avec le même taux d’injection
de données.
— Trafic hétérogène : il y a deux cas à étudier, dans le premier cas les TGs envoient
la même taille de paquets, mais la période entre deux paquets est variable. Dans le
deuxième cas, la période inter-paquet est fixe, mais la longueur des paquets varie
d’un TG à un autre.
— Trafic hétérogène basé sur une application réelle : dans ce test, les paramètres d’ému-
lation sont basés sur une application d’imagerie multispectrale [Tan12]. Dans cette
application, le nombre et la taille de paquets et la période inter-paquet sont variables
d’un routeur à un autre.
a) Trafic homogène : le premier scénario à tester est basé sur un trafic homogène. L’archi-
tecture sub-NoC est de taille 1 × 8 sur chaque FPGA. Chaque TG envoie 50 paquets,
chaque paquet contient 100 flits. Le PRNG est de taille 8-bits. La période entre deux
paquets est la même pour tous les routeurs. La Figure 3.7 et Figure 3.8 présentent
les résultats obtenus pour les latences minimales et maximales. La charge injectée varie
entre 10% à 90%.
En se basant sur les expérimentations réalisées sur ModelSim, nous remarquons que la
latence minimale et maximale dépend fortement du protocole d’accès utilisé, du nombre
de routeurs connectés avec l’AP et de la charge injectée. Nous constatons aussi que la
latence minimale avec l’algorithme BO possède une courbe convergente et atteint la
zone de saturation à partir de la charge injectée est égale à 50%. La latence minimale
est la même quel que soit le nombre de routeurs connectés avec l’AP pour la même taille
d’architecture en utilisant le BO. Avec l’algorithme RR, la latence minimale varie en
fonction du nombre de routeurs connectés avec l’AP. La charge injectée n’a pas d’impact
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Figure 3.7 – Latence minimale pour un sub-NoC à base de BO et RR.
sur la latence minimale en utilisant le RR. Ces expérimentations initiales montrent
que l’architecture RR fournit de meilleure latence minimale après le dépassement du
charge injectée de 50%. Le BO donne des latences minimales meilleures qu’avec le RR
avant une charge de 50%. La Figure 3.8 présente les latences maximales en utilisant
le BO et le RR avec un nombre de routeurs qui varie de 4 à 16 routeurs et une charge
injectée varie de 10% à 90%. En comparant les résultats obtenus, nous remarquons qu’il
existe une dégradation de latence maximale avec le BO. Cette dégradation dépende
du nombre de routeurs et de la charge injectée. Par conséquent, avec la plupart des
scénarios testés, le RR fournit une latence maximale meilleure que la nouvelle méthode
d’accès proposée basé sur le BO. La latence maximale est presque identique lorsqu’il y a
4 routeurs connectés avec l’AP et pour une charge d’injection de données supérieures à
10%. L’évaluation de la latence maximale est également identique pour 8 ou 12 routeurs
connectés avec l’AP et avec une charge injectée à partir de 40%. En revanche, avec 16
routeurs la latence maximale des deux algorithmes est identique pour une charge injectée
à partir de 30%.
Figure 3.8 – Latence maximale avec un sub-NoC basé sur BO et RR.
La latence maximale de BO est parfois supérieure au RR à cause des valeurs aléatoires
sélectionnées qui varient entre 0 et 255 valeurs. Pour différentes tailles de sub-NoC,
les latences minimales et maximales sont variables en utilisant l’architecture du BO. En
revanche, cette variation ne semble pas avec le RR où les latences minimales et maximales
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ne dépendent que de la longueur du paquet et du nombre de routeurs connectés avec
l’AP. En utilisant le RR, le temps d’inactivité entre deux paquets est masqué par la
demande du routeur suivant. Alors, la latence minimale et maximale pour le RR reste
constante jusqu’à la fin de la transmission.
b) Trafic hétérogène : dans ces scénarios, nous déployons des trafics hétérogènes. En effet,
nous utilisons deux différents types de scénarios. Ces deux scénarios sont basés sur des
envois intenses vers l’AP. Dans le premier scénario, la période inter-paquet est fixée à
100 cycles et la taille de paquets est choisie de manière arbitraire pour tous les routeurs
émetteurs. Dans le deuxième scénario, tous les routeurs envoient des paquets avec la
même taille et le même nombre, mais avec une période inter-paquet variable. Trois tests
sont effectués pour chaque scénario (S0, S1 et S2). Dans toutes les expérimentations, la
latence moyenne, minimale et maximale est comparée. Dans la première expérimenta-
tion, la position de la charge injectée varie d’un routeur à un autre. Le Tableau 3.2
décrit les paramètres pour configurer les deux scénarios (inter-paquet et de la taille des
paquets).
Tableau 3.2 – Configuration des paramètres des TGs pour les deux scénarios.
Chemin
Variation taille paquet Variation temps inter-paquet
Taille de paquets
Tidle
Tidle
Taille de paquets
S0 S1 S2 S0 S1 s2
R0 -> R1 10 200 200 100 10 360 95 20
R2 -> R3 50 100 50 100 15 160 160 20
R4 -> R5 100 50 100 100 25 95 15 20
R6 -> R7 200 10 10 100 40 60 360 20
R8 -> R9 10 200 200 100 60 40 25 20
R10-> R11 50 100 50 100 95 25 60 20
R12-> R13 100 50 100 100 160 15 10 20
R14-> R15 200 100 10 100 360 10 40 20
La Figure 3.9.a présente les résultats de la latence minimale, maximale et moyenne
pour les trois scénarios en intégrant les architectures BO et RR. Le temps inter-paquet
(Tidle) est de 100 cycles d’horloge et la taille de paquets varie comme illustrée dans
le Tableau 3.2. Les latences moyennes, minimales et maximales sont similaires avec
l’utilisation de la RR quel que soit le scénario. Les latences moyennes et minimales sont
mieux avec le BO et la latence maximale est mieux avec le RR. En utilisant le BO,
le premier paquet arrive rapidement qu’avec le RR, par contre le dernier paquet prend
plus de temps pour atteindre sa destination. En moyenne, les paquets arrivent plus vite
avec le BO par rapport au RR. La distribution de paquets est plus uniforme avec le RR
qu’avec le BO. Les performances temporelles sont moins optimisées avec l’architecture
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du BO en utilisant des trafics hétérogènes. La Figure 3.9.b présente les résultats de
simulation en modifiant le temps inter-paquet pour chaque TG comme démontré dans
le Tableau 3.2. Les latences moyennes pour les deux algorithmes sont très proches. La
latence minimale est prometteuse lorsqu’on utilise le BO. Par contre, la latence maximale
est plus performante avec le RR.
Figure 3.9 – Latence des différents scénarios : Variation de la taille des paquets, (b) Variation
de Tidle.
c) Résultat sur une application d’imagerie multispectrale : dans les scénarios précédents,
les expérimentations sont réalisées avec des connexions point à point entre deux FPGA
en utilisant des trafics homogènes et hétérogènes. Maintenant, nous allons utiliser une
application réelle pour évaluer notre architecture. Cette dernière est basée sur une appli-
cation d’imagerie multispectrale développée pour l’authentification de l’art [DFBM14].
Cette application contient 14 tâches qui se communiquent entre eux sous forme d’un
graphe de tâches comme illustrée dans la Figure 3.10.a. La configuration des TGs est
basée sur le triplet (x, y, z) qui indique la taille de paquets, le nombre de paquets et
le temps inter-paquet (Tidle). Par exemple, le message de T3 à T6 est présenté par ce
triplet (8, 26215, 8). Ce triplet indique que la configuration contienne 26215 paquets à
transmettre avec une taille de paquets de 8-flits et un temps inter-paquet de 8 cycles
d’horloge. L’architecture sub-NoC utilisée est de taille de 1×8 implantée sur deux FPGA
comme présenté dans la Figure 3.10.b.
Selon le partitionnement de tâches effectuées sur l’architecture 2× 8, la communication
entre les tâches de cette application se fait dans les deux sens de FPGA. La Figure 3.11
illustre les latences totales de communication entre les tâches (les routeurs représentés
sur la figure sont les récepteurs). Les communications entre les routeurs sont plus rapides
avec le RR qu’avec le BO. La différence de latence entre le BO et le RR est très impor-
tante en utilisant l’application d’imagerie multispectrale. En effet, il y a plus que 50%
de cycles d’horloge sont ajoutées lors de l’utilisation du BO. Finalement, l’architecture
RR est plus efficace que l’architecture de la première version du BO.
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Figure 3.10 – (a) Graphe de tâche de l’application d’imagerie multispectrale, (b) Partitionnement
de l’application dans le NoC.
Figure 3.11 – La latence globale de l’imagerie multi-spectrale.
3.4 Étude de l’utilisation de la version-2 du BO
Dans cette partie, nous allons présenter les performances de la nouvelle proposition de
l’algorithme BO et les comparer avec les résultats obtenus en utilisant le RR [DFC+17].
Pour évaluer l’efficacité du modification du BO, plusieurs simulations temporelles et des
analyses mathématiques ont été menées. Nous avons évalué l’architecture sous différents
trafics synthétiques et avec un nombre de paquets significatif. Nous allons ensuite analyser
les données de ressources pour les caractériser sur FPGA en se basant à la méthode de la
régression linéaire.
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3.4.1 Analyses temporelles
Dans cette évaluation, nous utilisons un PRNG de taille 3-bits (n=3). Les performances
temporelles d’un NoC-O sont utilisées comme références pour comparer le coût de la latence
ajouté en déployant le BO et le RR. Les trafics synthétiques utilisés dans cette évaluation
sont bit-complément, point-à-point, et transpose [RAKP09].
— Avec le trafic Point-à-point, la sélection des routeurs émetteurs et récepteurs est
arbitraire. La destination devrait être dans le deuxième FPGA et elle est sélectionnée
en regard de la position des nœuds de source dans le premier FPGA.
— Bit-complement : un routeur de coordonnées (e, k) dans le premier FPGA envoie
des paquets au routeur de coordonnées (i-e, j-k) dans le deuxième FPGA, avec (i, j)
représente la taille de l’architecture du NoC utilisée.
— Transpose : Chaque routeur de coordonnées (e, k) dans le premier FPGA commu-
nique uniquement avec le routeur de coordonnées (k, e) dans le deuxième FPGA.
Plusieurs expérimentations ont été menées avec différentes architectures de NoC 4× 4,
8× 8 et 10× 10. Nous considérons dans ces expérimentations les paramètres suivants :
— Les TGs génèrent des paquets de taille 10 et 50-Flits dans chaque architecture de
NoC avec les différents trafics synthétiques.
— Le nombre de paquets généré est de 500 paquets par routeur.
— La fréquence de simulation est de 100Mhz.
— La latence moyenne est calculée selon l’équation (1.2) [PGJ+05].
— La charge injectée varie entre 10% et 50%.
Les résultats de simulations des différentes architectures proposées sont illustrées dans
les Figure 3.12, Figure 3.13 et Figure 3.14. La latence moyenne du sub-NoC basé sur
BO est considérablement inférieure à la latence moyenne du sub-NoC basé sur RR durant
le taux d’injection, sauf pour un NoC de taille 4× 4. Avec ce dernier, les latences moyennes
de NoC-BO et de NoC-RR sont presque identiques. La latence moyenne d’un sub-NoC basé
sur le BO est considérablement plus faible que la latence basée sur le RR. Avec le trafic
bit-complément, l’architecture 8×8 basée sur l’algorithme de gestion de collision BO a une
différence de latence par rapport au RR. Cette différence de latence est égale 265 et 447
cycles en utilisant des paquets de tailles 10 et 50-Flits. Avec le trafic transpose, la différence
de latence entre un sub-NoC basé sur le BO et le RR est égale à 118 et 229 respectivement
avec 10 et 50-Flits. Avec le trafic point-à-point, un sub-NoC basé sur le RR dépasse le BO
d’un nombre de cycles égale à 254 et 578 respectivement en utilisant des tailles de paquets
de 10 et 50-Flits. Puis, avec l’architecture 10 × 10, la différence de latence moyenne entre
un sub-NoC basé sur le RR et le BO est égale à 486 et 578 cycles respectivement sur 10 et
50-Flits en utilisant le trafic synthétique Bit-complément. La différence entre l’utilisation
du RR et BO avec un trafic transpose est égale à 164 et 590 respectivement pour des tailles
de paquets de 10 et 50-Flits. Avec un trafic de type point-à-point, la différence en latence
moyenne entre l’utilisation du RR et du BO est égale à 480 et 1000 cycles respectivement
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sur 10 et 50-Flits. Finalement, nous concluons que la latence moyenne dépend de la taille
du paquet à transmettre et du nombre de routeurs connectés à l’AP.
Figure 3.12 – Latence moyenne pour une architecture 4× 4 : (a) Bit-complément, (b) Transpose,
(c) Point-à-point.
Figure 3.13 – Latence moyenne pour une architecture 8× 8 : (a) Bit-complément, (b) Transpose,
(c) Point-à-point.
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Figure 3.14 – Latence moyenne pour une architecture 10×10 : (a) Bit-complément, (b) Transpose,
(c) Point-à-point.
Dans la suite de cette partie, nous calculons le coût de l’utilisation de chaque algorithme
pendant la transmission des paquets. Ce coût sera positionné par rapport à l’architecture
d’un NoC-O comme illustré dans les Figure 3.15, Figure 3.16 et Figure 3.17. Dans un
premier lieu, la latence moyenne ajoutée à l’architecture NoC-O ne dépasse pas 20 cycles
en utilisant les deux architectures pour une taille de NoC 4×4. Ensuite, avec l’architecture
8 × 8, la latence moyenne ajoutée pour un trafic synthétique de type bit-complément est
égale à 68 et 17 cycles comparés au NoC-BO et NoC-RR respectivement avec 10 et 50-
Flits. Avec le trafic transpose, la latence moyenne ajoutée à l’architecture NoC-O 8× 8 en
utilisant les NoC-BO et NoC-RR est égale à 32 et 26 cycles d’horloges respectivement avec
10 et 50-Flits. Finalement, avec l’architecture 10 × 10 ; les latences moyennes ajoutées à
l’architecture NoC-O avec le trafic bit-complément sur des tailles de paquets de 10 et 50-
Flit sont respectivement aux alentours de 86 et 19 cycles avec l’architecture NoC-BO et aux
alentours de 110 et 25 cycles avec l’architecture NoC-RR. Avec le trafic transpose, la latence
moyenne ajoutée lors de la comparaison de l’architecture NoC-BO par rapport au NoC-O
est égale respectivement à 1010 cycles avec des tailles de paquets de 10 et 50-Flits, et aux
alentours de 47 et 55 cycles respectivement avec 10 et 50-Flits avec une architecture NoC-
RR. Avec le trafic point-à-point, la latence ajoutée au NoC-O comparé à un NoC basé sur
BO et RR est égale respectivement à 106 et 130 cycles avec 10-Fits, et aux alentours de 24 et
38 cycles pour 50-Flits. Selon les résultats obtenus, on peut conclure que la nouvelle version
du BO peut être une solution efficace pour gérer les goulots d’étranglement à l’inter-FPGA.
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Figure 3.15 – Latence ajoutée une architecture 4 × 4 : (a) Bit-complément, (b) Transpose, (c)
Point-à-point.
Figure 3.16 – Latence ajoutée une architecture 8 × 8 : (a) Bit-complément, (b) Transpose, (c)
Point-à-point.
3.4.2 Modélisation des ressources
L’identification des performances d’un système numérique est un domaine très vaste.
Cette identification dépende des techniques utilisées pour la présenter sous forme d’un
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Figure 3.17 – Latence ajoutée une architecture 10× 10 : (a) Bit-complément, (b) Transpose, (c)
Point-à-point.
modèle : linéaire, non-linéaire, statique et dynamique [LL08] [RLL06]. Le bus de la modéli-
sation dans cette partie est de construire un modèle mathématique qui permet d’estimer le
nombre de ressources utilisées sur FPGA sans passer par un outil de synthèse de Xilinx ou
Altera. Les analyses basées sur la linéarité du système sont l’une des méthodes statistiques
les plus utilisées dans les sciences de l’homme, les sciences appliquées et dans la société. Ses
objectives sont doubles : Elles consistent à décrire une relation entre des variables d’entrée
et la sortie du système.
La régression linéaire est une métrique ciblée pour la modélisation des systèmes en fonc-
tion des paramètres d’entrée. Ces procédés sont intéressants en raison de sa simplicité et
de sa généralité applicative à tous les systèmes. Cependant, les méthodes d’interpolation
ou régression linéaire peuvent diverger même pour des fonctions régulières. En outre, ils
prennent une régularité et une forme spécifique de la métrique cible. Dans [CP05], la régres-
sion linéaire est utilisée pour modéliser la relation entre les événements produits dans une
architecture NoC comme l’influence du point de saturation sur la consommation d’énergie
et sur la latence moyenne. Les modèles de latence obtenus ont des cycles précis et peuvent
être appliqués à différentes technologies du NoC. Différents modèles pour l’estimation de
la consommation d’énergie de chaque routeur avec nombreux types de trafic généré synthé-
tiquement sont vérifiés. De plus, la modélisation par régression linéaire au niveau RTL a
été largement appliquée à divers circuits combinatoires et séquentiels [BBFDM98] [RJD12]
[Che16]. Dans [FCB14], Fresse et al ont identifié des modèles mathématiques appliqués au
NoC Hermes pour estimer les ressources FPGA. Les modèles mathématiques sont obtenus
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à partir d’une base de données contenant un ensemble de résultats observés. En utilisant
la base de données, le coefficient de corrélation de Pearson et le regroupement de variables
sont utilisés pour définir les variables et les constantes les plus appropriées. Les modèles
mathématiques sont obtenus et validés avec un ensemble de résultats expérimentaux. La
validation montre que le taux d’erreur entre les résultats observés et les résultats estimés
analytiquement est inférieur à 5%. Le concepteur peut donc ajuster le NoC en temps d’ex-
ploration plus court. Nous exposons dans la suite de cette partie les différentes métriques
utilisées pour évaluer nos modèles. La méthodologie d’application de la régression linéaire
pour proposer des modèles mathématiques est illustrée dans la Figure 3.18. Six étapes
sont alors nécessaires pour trouver et valider les modèles mathématiques, ces étapes sont :
Figure 3.18 – Méthodologie de la modélisation mathématique.
a) Dimensionnement des ressources : l’objectif du dimensionnement des ressources est de
trouver un modèle qui relie le nombre de ressources utilisées pour chaque algorithme
en fonction des paramètres d’entrée. Un modèle mathématique a été proposé pour les
NoC-O sur un FPGA dans [FCPR15]. Ils ont montré la faisabilité de l’identification
d’un modèle mathématique pour un NoC sur un FPGA. Les deux architectures du
NoC modélisées sont les NoC Hermes et ADO Net avec les techniques de modélisations
prédictives. Ce modèle (pour chaque NoC) peut être extrait à partir de trois points d’un
ensemble de points de synthèse réalisés en utilisant le même FPGA. L’extraction de
trois points parmi un ensemble de points dans une base de données est suffisante pour
fournir un modèle qui estime les ressources d’une architecture sur un FPGA. L’objectif
de cette partie est de proposer un modèle similaire qui peut être utilisé pour prédire
le nombre de ressources pour les deux algorithmes BO et RR. Le dimensionnement des
ressources est effectué uniquement sur un NoC-O et sur un sub-NoC basé sur BO et RR
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en variant le nombre de routeurs dans l’axe Y qui sont connectés avec l’AP. Dans notre
modélisation, nous supposons que la structure de gestion de collision est basée sur un
nombre de routeurs variable connectés à l’AP (sur l’axe Y du NoC) et nous considérons
que le nombre de routeur dans l’axe X est égal à 1.
b) Modèles mathématiques : l’objectif ici est de se baser sur le calcul de ressources détermi-
nées par l’outil ISE de xilinx. Ces valeurs calculées vont être sauvegardées dans une base
de données pour analyser les liens entre la variable d’entrée (n2) et les ressources FPGA
(LUT et registres). Il est possible de regrouper les variables en fonction de leurs corréla-
tions. Les mesures de distance et de similarité entre deux vecteurs colonnes peuvent être
envisagées. La similitude entre les variables est mesurée. Cette mesure peut être effectuée
sous la forme de coefficients de corrélation. Le Tableau 3.3 énumère les corrélations
pour le NoC-O et pour le sub-NoC basé sur le RR ou le BO.
Tableau 3.3 – Corrélation de PEARSON pour trois structures.
n2 Reg
NoC-O
Reg
NoC-RR
Reg
NoC-BO
LUT
NoC-O
LUT
NoC-RR
Reg NoC-seul 1.000
Reg NoC-RR 1.000 1.000
Reg NoC-BO 1.000 1.000 1.000
LUT NoC-seul 1.000 1.000 1.000 0.999
LUT NoC-RR 0.985 0.985 0.985 0.983 0.986
LUT NoC-BO 0.999 0.999 0.999 1.000 0.999 0.979
La corrélation de Pearson est utilisée comme critère afin de déterminer parmi ces algo-
rithmes celui qui possède le moins de ressources [BCHC09] [AP10]. Ce paramètre montre
qu’il existe une forte corrélation entre le nombre de routeurs (n2) et les ressources FPGA
utilisés quelle que soit la structure. Pour valider la relation linéaire entre le nombre de
registres, LUT et n2, nous avons appliqué la technique de régression linéaire sur trois
points obtenus par les résultats de synthèses (n2 = 2, 8 et 16). Les modèles obtenus
pour les registres et les LUTs sont respectivement présentés dans la Figure 3.19 et la
Figure 3.20. Le coefficient de détermination (R2 notée) utilisé indique la qualité de la
prédiction de ressources via la régression linéaire, c’est un rapport entre la variance expli-
quée et la variance totale [VR13] [MPV15]. Ce coefficient de détermination indique dans
notre cas la façon comment les données peuvent être présentées sous forme de courbes
linéaires ou exponentielles pour chaque algorithme. Les équations obtenues avec les trois
points sont utilisés pour calculer le nombre de ressources utilisées avec le reste de valeurs
de n2. Toutes les valeurs analytiques calculées sont comparés avec les résultats trouvés
via l’outil ISE xilinx pour estimer l’erreur relative. Cette erreur relative [Woo10] est
utilisé pour évaluer les résultats analytiques obtenus par rapport aux résultats réels de
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base [CH15]. Les valeurs de l’erreur relative estimées peuvent être sous ou surestimées.
Figure 3.19 – Courbes de régression pour le nombre de registres pour chaque structure.
Figure 3.20 – Courbes de régression pour le nombre de LUTs pour chaque structure.
Dans nos modèles nous avons obtenu des modèles de régression linéaire simples et une
régression polynomiale qui correspond à une forme de régression non-linéaire. Le modèle
polynomial correspond au nombre de LUTs pour la structure de sub-NoC basé sur RR.
Dans ce cas, la relation entre la variable indépendante x et la variable dépendante y
est modélisée comme un polynôme de degré 2. Les équations suivantes sont destinés au
nombre de LUTs utilisés pour un sub-NoC basé sur le RR selon deux cas : une régression
linéaire simple telle que présentée dans l’équation (3.2) et une régression polynomiale
comme présentée dans l’équation (3.3) :
Ya(x) = 1586.4x – 3111.9 (with R2 = 0.9823) (3.2)
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Yb(x) = 54.128x
2 + 594.55x – 361.62 (with R2 = 1) (3.3)
avec x = n2 est le nombre de routeurs connectés au point d’accès.
La Figure 3.21 illustre l’erreur relative des LUTs pour l’architecture NoC-RR. Cette
erreur varie entre [1,39% ; 9,14%] pour le modèle polynomial et entre [-94,17% ; 32,43]
pour le modèle linéaire. Selon le flot de la régression linéaire, l’étape suivante consiste à
valider les modèles obtenus en comparant les résultats estimés avec les résultats réels.
Figure 3.21 – Taux d’erreur des LUTs pour le RR avec des modèles polynomiaux et linéaires.
c) Validation : cette étape consiste à comparer les résultats estimés avec les résultats réels.
Pour valider nos modèles, nous avons effectué 16 synthèses pour les trois architectures
(NoC-O, NoC-BO et NoC-RR). Après, nous appliquons les équations (3.2) au (3.3) sur
les différentes tailles d’architectures.Ensuite, nous comparons les valeurs estimées avec
les valeurs réelles pour trouver l’erreur relative. Le taux d’erreur des registres est illustré
dans la Figure 3.22. Le taux d’erreur des LUTs est représenté dans la Figure 3.23. Un
taux d’erreur négatif indique que les ressources des modèles sont plus importantes que les
ressources synthétisées. Un taux d’erreur positif indique que les ressources des modèles
sont inférieures aux ressources synthétisées. L’erreur relative pour le nombre de LUTs est
respectivement [-3.46% ; -9,14%] pour un NoC-O, [-3,37% ; -7.05%] pour une architecture
de NoC intégrant le BO est [0% ; 9.14%] avec RR. En effet, l’erreur relative pour le NoC-
O et le NoC-BO est sous-estimée. En revanche, l’erreur relative pour un NoC-RR est
sur-estimée. L’erreur relative pour les registres est respectivement [-0,240% ; -0,266%]
pour un NoC-O, [-1,847% ; 7.569%] pour un NoC avec BO est [-0,470% ; 0,293%] pour
un NoC avec RR. Pour toutes ces structures, les taux d’erreur relatifs sont inférieurs
à ±10%. Cela veut dire qu’il serait possible de prévoir les ressources en utilisant les
modèles mathématiques.
68
3.4. Étude de l’utilisation de la version-2 du BO
Figure 3.22 – Erreur relative pour le nombre de registres utilisés.
Figure 3.23 – Erreur relative pour le nombre de LUTs utilisés.
d) Analyse des résultats : dans les étapes précédentes d’analyse des résultats, nous avons
conclu que le nombre de ressources augmente lorsque le nombre de routeurs connectés
avec l’AP augmente. Quelques observations peuvent être faites :
— La non-linéarité des LUTs pour un NoC-RR lorsque le nombre de routeurs augmente,
— Le nombre de ressources est basée sur des modèles linéaires pour les registres et il
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dépend du nombre de routeurs n2,
— Le pourcentage de LUT utilisé est plus élevé que le pourcentage des registres,
— Ces pourcentages sont très petits, car le nombre de ressource dans le FPGA utilisé
est très important,
Pour cette fin plusieurs questions peuvent être posées :
— Combien de routeurs que je pourrais les connecter avec l’AP pour les deux struc-
tures de gestion de collision avec le même nombre de ressources (à savoir, qui est la
structure de gestion de collision moins gourmande en termes de LUT et registres ?).
— Les modèles sont-ils toujours linéaires lorsque le pourcentage de ressources FPGA
utilisé est élevé ? Est-ce que l’outil de synthèse a un impact sur les résultats ?
— Est-ce que la linéarité existe encore quand nous utilisons d’autres types de FPGA?
e) Impact du nombre de ressources des structures de gestion de collisions sur le déploie-
ment d’un grand NoC : les Figure 3.19 et Figure 3.20 illustrent que les LUTs sont
des ressources critiques pour l’ensemble des trois architectures comparées. En effet, le
nombre de LUT requis est supérieur au nombre de registres. Comme le nombre de re-
gistres est le double du nombre de LUT dans la plupart des FPGA Xilinx [WMPW03],
alors le nombre maximal de routeurs connectés à l’AP sera limitée par le nombre de
LUT. Pour une application complétée mise en œuvre sur FPGA, l’architecture finale
contienne une structure de NoC, les IPs et la structure de gestion de collision qui fait
une partie des ressources complètes. Considérant un FPGA Virtex-6, le nombre maximal
de routeurs connectés à l’AP est estimé pour les trois structures, comme indiqué dans
le Tableau 3.4.
Tableau 3.4 – Nombre de routeurs maximal pouvant être mis en œuvre sur les ressources FPGA.
NoC-O NoC-RR NoC-BO
LUT 276 47 232
Registres 1,852 1,422 1,210
En se basant sur les équations (3.4) au (3.9) et le nombre de ressources disponibles sur le
FPGA Virtex-6, nous déduisons que le nombre maximal de routeurs est respectivement
47 pour un sub-NoC basé sur le RR et 232 pour un sub-NoC basé sur la structure BO
(presque quatre fois le nombre de routeurs avec le RR sur le même nombre de ressources
FPGA). L’architecture BO est plus efficace, car elle utilise moins de ressources que le
RR. Dans ce cas, il est possible de mettre en œuvre un grand NoC avec BO.
YLUT(sub–NoCwithRR)(x) = 54.128x
2 + 594.55x – 361.62. (3.4)
YLUT(sub–NoCwithBO)(x) = 645.86x – 195.16. (3.5)
YLUT(NoC–O)(x) = 545.21x – 304.15. (3.6)
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YRegister(sub–NoCwithRR)(x) = 211.91x – 62.514. (3.7)
YRegister(sub–NoCwithBO)(x) = 249.12x – 95.045. (3.8)
YRegister(NoC–O)(x) = 162.7x – 82.757. (3.9)
f) Impact du pourcentage des ressources utilisées sur les modèles de régression : les mo-
dèles du sub-NoC basé sur le BO conduisent à une fonction linéaire pour le nombre de
registres et LUT. Cette linéarité est vraie puisque le pourcentage de ressources FPGA
(où les ressources réservées pour la structure de gestion de collision) est faible (moins
de 18%). L’outil de synthèse est capable de synthétiser cette structure même s’il occupe
une grande surface. L’objectif de cette partie est d’analyser l’impact du pourcentage de
ressources utilisées sur la linéarité des modèles. Une autre expérimentation a été menée
pour synthétiser la structure du BO sur un petit FPGA Xilinx. Le FPGA utilisé est
le Virtex-5 ayant 12 480 registres et 12 480 LUT. Le pourcentage de ressources FPGA
est présenté dans la Figure 3.24. En utilisant un pourcentage plus élevé de ressources
FPGA, la linéarité du modèle ne se modifie pas. Les modèles linéaires sont encore dispo-
nibles pour d’autres types de FPGA. Il est donc possible de prévoir le nombre de registres
et de LUT quel que soit le pourcentage de ressources FPGA utilisée. Par conséquent, le
concepteur peut trouver les modèles linéaires appropriés pour les LUTs et les registres
à l’aide de trois points de synthèses.
Figure 3.24 – Pourcentage de ressources utilisé pour le BO structures sur un virtex-5 FPGA (x
dans cette équation correspond à n2).
3.4.3 Étude de l’impact de la taille des PRNG
L’étude menée dans cette partie consiste à comparer plusieurs architectures de BO basé
sur différentes tailles de PRNG. L’architecture polynômiale utilisée dans cette configuration
est illustrée dans (3.10).
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P(x) = 1 + cn–1x + cn–2x2 + cn–3x3 + . . .+ cnxn (3.10)
où c1, c2,. . . , cn représentent les coefficients binaires.
Les valeurs aléatoires sont générées si le coefficient binaire est égal à "1". Le bit d’entrée
est piloté par les portes logiques xor qui prennent la sortie des registres convenables comme
entrée. Les séquences générées par les PRNG et qui sont utilisées dans cette comparaison
sont indiquées dans le Tableau 3.5 [PRS12b] [PRS12a]. Les premiers et les derniers bits
sont toujours connectés respectivement à l’entrée et à la sortie du PRNG [HY14].
Tableau 3.5 – Longueur possible des polynômes.
Taille
PRNG
Polynôme Nombre de valeurs
3-bit P(X)= X3+X2+1 8
5-bit P(X)=X5+X2+1 32
8-bit P(X)= X8+ X4+ X3+ X2+1 256
16-bit P(X)=X16+ X14+ X13+ X11+
1
65536
32-bit P(X)=X32+ X22+ X2+ X+ 1 4 294 967 296
La taille du PRNG indique le degré du polynôme. Une séquence de huit valeurs aléatoires
est générée par un LFSR de taille 3 bits et de 4 294 967 296 valeurs avec une structure d’un
LFSR de taille 32-bits.
a) Etude des latences en fonction de la taille des PRNG : pour évaluer les performances
temporelles des différentes architectures, la taille des LFSR utilisés est 3-bits, 5-bits
et 8-bits. La latence moyenne, minimale et maximale sont des métriques utilisées pour
évaluer les performances des différentes architectures de BO. La taille des architectures
NoC testé est respectivement 2 × 8 et 2 × 16. Le modèle de trafic utilisé est de type
point à point. Le nombre de paquets transmis par chaque routeur est de 3000 paquets,
dont la taille de chaque paquet est de 50 flits.
Les Figure 3.25 et Figure 3.26 illustrent les latences minimales et maximales pour
une architecture sub-NoC basé sur un BO. Ces latences sont meilleures avec un LFSR
de taille 3-bits qu’avec un BO de taille 5 et 8-bits. La latence moyenne pour le BO basé
sur un LFSR de taille 5-bit est meilleure qu’avec un LFSR de tailles 3 et 8 bits. Pour
l’architecture NoC 2 × 16, la structure BO basée sur un LFSR de taille 5-bits offre de
meilleures latences minimale, maximale et moyennes qu’avec un LFSR de tailles 3 et
8-bits.
Les gains moyens de la latence minimale pour une architecture NoC-BO de taille 2× 8
durant la charge injectée sont respectivement 17%, 60% et 46% entre BO de tailles 3/5-
bits, 3/8 bits et 5/8-bits. Les gains moyens de latence maximale sont respectivement
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Figure 3.25 – Latence pour un NoC 2× 8 sous un trafic point-à-point.
9%, 27% et 19% entre BO basé sur 3/5-bits, 3/8-bits et 5/8-bits. Les gains moyens de
la latence moyenne sont -2%, 34% et 36% entre BO basé sur 3/5-bits, 3/8-bits et 5/8-
bits. Les gains moyens en latence minimale pour un NoC-BO de taille 2 × 16 durant
les charges injectées sont respectivement -74%, 35% et 57% entre BO de tailles 3/5-
bits, 3/8-bits et 5/8-bits. Les gains moyens en latence maximale sont respectivement
5%, 17% et 12% entre BO basé sur 3/5-bits, 3/8-bits et 5/8-bits. Les gains moyens
en latence moyenne sont -9%, 23% et 29% entre BO basé respectivement sur 3/5-bits,
3/8-bits et 5/8-bits. Par conséquent, les performances de latences sont étroitement liées
à la taille de LFSR et à la taille du NoC déployé. Une structure de PRNG de tailles
3-bits est approprié à une architecture NoC de tailles 2×8 dans la condition que chaque
routeur a une valeur aléatoire différente pour éviter les collisions entre les routeurs
lors de la génération de la séquence. L’utilisation d’une structure de PRNG avec une
grande marge peut augmenter le temps d’attente jusqu’au atteindre zéro. Pour les autres
dimensions du NoC, l’utilisation d’une structure PRNG de tailles 3-bits ne convient pas
aux architectures NoCs à grande échelle. Avec une architecture NoC de tailles 2 × 16,
de nombreuses collisions se produisent entre les routeurs parce qu’il y a plusieurs LFSR
ont les mêmes valeurs initiales. Dans ce cas, une plus grande structure de PRNG doit
être utilisée.
Avec l’architecture NoC de taille 2×8, la latence moyenne ajoutée au NoC-O par message
durant le taux d’injection varie entre 3,75 et 6 cycles en utilisant respectivement BO-
3bits, BO-5bits et BO-8bits. La latence minimale ajoutée au NoC-O durant le taux
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Figure 3.26 – Latence pour un NoC 2× 16 sous un trafic point-à-point.
d’injection varie entre 1 et 4,2 cycles respectivement pour les BO-3bits, les BO-5bits
et les BO-8bits. La latence maximale ajoutée au NoC varie entre 5,38 et 7,42 cycles
respectivement pour BO-3bits, BO-5bits et BO-8bits. Avec l’architecture NoC de tailles
2 × 16, la latence moyenne par message ajoutée au NoC-O en utilisant un BO-3bits,
un BO-5bits et un BO-8bits durant la charge injectée est entre une marge de 10,1 à
13,45 cycles. La latence minimale ajoutée au NoC-O pendant le taux d’injection varie
entre 5,1 et 8,95 cycles en utilisant un BO-3bits, un BO-5bits et un BO-8bits. La latence
maximale ajoutée au NoC-O durant la charge injectée est dans une marge de 13,71 à
16,74 cycles en utilisant les différentes architectures de BO-3bits, BO-5bits et BO-8bits.
b) Étude des ressources en fonction de la taille des PRNG : L’architecture sub-NoC utilisé
dans chaque FPGA est de taille 1×N, où N = 2, 4, 8, 12 et 16 est le nombre de nœuds
sur l’axe des ordonnées. Les PRNG utilisés sont des tailles 3-bits, 5-bits, 8-bits, 16-bits
et 32-bits. La taille des Flits et des buffers sont de taille 16-bits.
La Figure 3.27.(a et b) illustre les pourcentages de ressources utilisées sur un FPGA
Virtex-6. Le pourcentage de registres utilisé augmente d’environ 390 à 3 881, de 406 à 4
001, de 430 à 4 18 , de 494 à 4 661 et de 622 à 5621 respectivement pour les architectures
sub-NoC de tailles 1 × 2 jusqu’au 1 × 16 en se basant sur des PRNGs de tailles 3-bits,
5-bits, 8-bits, 16-bits et de 32-bits. Le pourcentage de LUT augmente d’environ 1 061
à 10 112, 1 079 à 10 247, 1 125 à 10 502, de 1 194 à 11 217, de 1 325 à 12 477 avec
3-bits, 5-bits, 8-bit, 16-bit et 32-bit. Nous remarquons que le nombre de ressources pour
les différentes architectures BO évolue linéairement, quelle que soit la taille du PRNG
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utilisée.
Le pourcentage de LUT et de registres ajoutés d’une architecture à une autre est compris
entre 0,02% et 0,84%. Le nombre de ressources supplémentaires en utilisant différentes
tailles de PRNG est faible. Le nombre de ressources le plus bas est celui avec une
structure PRNG de taille 3-bits.
Figure 3.27 – Nombre de ressources utilisés : (a) Registres, (b) LUTs.
c) Modélisation des ressources : l’objectif dans cette partie est d’utiliser la méthodologie
basée sur la régression linéaire présentée DANS LA SECTION PR2C2DENTE pour
analyser les liens entre la variable d’entrée (n : Taille de PRNG) et les ressources FPGA
(LUT et registres). Cette méthodologie est appliquée sur les quatre différentes archi-
tectures de BO afin de choisir la meilleure entre eux. Nous avons obtenu des modèles
de régression linéaire simples, correspond à des formes linéaires. Les équations pour le
nombre de LUT des différentes architectures pour une régression linéaire simple sont
présentées dans la Figure 3.27.(a et b). Nous avons tracé la courbe de chaque archi-
tecture en se basant sur la technique de trois points. Chaque équation va être appliquée
sur tous les points des différentes architectures pour calculer l’erreur relative.
D’après les résultats obtenus dans la Figure 3.28 et Figure 3.29, l’erreur relative pour
le nombre de registres en utilisant BO est comprise entre [-1,39% ; 7,56%], [-1,85% ;
7,30%], [-1,87% ; 6,94%], [-1,91% ; 6,13%] et [-1,97% ; 5,14%] respectivement avec des
PRNG de tailles 3-bits, 5-bits, 8-bits, 16-bits et 32-bits. L’erreur relative pour le nombre
de LUTs en utilisant l’architecture BO de taille 3-bits, 5-bits, 8-bits, 16-bits et 32-bits
est compris entre [-3,37% ; 7%], [-3,25% ; 6,94%], [-3,5% ; 7,03%], [-2,86% ; 6,07%] et [-
4,025% ; 5,61%]. L’erreur relative d’estimation de ressources des différentes architectures
de BO basé sur les modèles résultants est au maximum 7% par rapport au résultat de
synthèse réelle obtenu via l’outil ISE.
3.5 Comparaison entre BO et HRRA
Une approche hiérarchique a été applique à l’arbitre RR pour obtenir une évolution dans
les performances avec un nombre accru de routeurs à l’entrée [KYAC11]. Tout d’accord, dans
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Figure 3.28 – Erreur relative pour les Registres.
cette hiérarchique, N routeurs demandeurs ont été divisés en k ensembles de N-entrées géré
par un RRA, appelés SRRA (sub-RRA). Dans chaque SRRA, un arbitrage a été effectué
sur les demandes locales. Le HRRA peut-être étendu à plusieurs SRRA possédant plusieurs
étapes. L’arbitrage entre les demandeurs gagnants locaux se fait dans les étapes ultérieures
des SRRA. Cette approche localisée garantit le traitement d’un seul SRRA à chaque étape
à un moment donné. Tous les SRRA restants fonctionnent sur un paramètre de priorité
unique et non circulaire très simple qui simplifie leur fonctionnement.
Une comparaison entre le HRRA et le RR dans le contexte d’un NoC a été effectuée
dans [KYAC11]. Cette comparaison a montré que le HRRA peut être une solution intéres-
sante que le RR pour un NoC. Le HRRA a été présenté comme étant une solution efficace
pour gérer l’accès de plusieurs routeurs de NoC vers un lien partagé. Dans cette partie,
nous proposons de se baser sur les résultats temporels et des surfaces d’occupation pour
faire la comparaison entre le HRRA et notre algorithme BO. L’analyse de la comparaison
proposée est basée sur les résultats expérimentaux précédemment présentés et sur les résul-
tats théoriques présentés dans [KYAC11]. Le gain temporel entre le HRRA et le RR pour
différents nombres de routeurs connectés avec un seul lien partagé est prouvé. Les tests
ont été effectués sur 8 et 16 routeurs. Comme présenté dans le Tableau 3.6, avec 8 :1 et
16 :1, pour le HRRA, le retard a été diminué de 23%. Dans notre proposition, avec 8 :1, la
diminution du délai en utilisant BO varie entre 13% (pour 10 Flits) et 29% (pour 50 Flits)
pour les trois modèles de trafic. Avec 10 :1, le délai de latence varie entre 13% (pour 10
Flits) et 50% (pour 50 Flits) en utilisant BO.
Le Tableau 3.7 compare le gain de surface entre la nouvelle architecture de BO pro-
posée et le HRRA par rapport au RR pour différentes architectures. Le HRRA utilisait 4%
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Figure 3.29 – Erreur relative pour les LUTs.
Tableau 3.6 – Gain temporelle du HRRA et BO par rapport au RR
n2 Gain of time (%)
HRR (1-Flits) 8 -22.9
16 -23.5
BO (10-Flits) 8 -13
10 -13
BO (50-Flits) 8 -29
10 -50
de surface de plus et 27,7% moins de ressources par rapport au RR respectivement lorsque
n2 = 8 et n2 = 16. Le nombre de ressource du HRRA diminue beaucoup que le BO lorsque
le nombre de routeurs connectés avec le lien partagé augmente.
Comme conclusion, le BO peut être une solution efficace pour la gestion de collision
dans le contexte d’un NoC en termes de ressources et timing.
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Tableau 3.7 – Gain de surface du HRRA et BO par rapport au RR
n2 Gain of resources (%)
HRRA 8 +4
16 -27.7
BO 8 -1.87
16 -8.56
3.6 Conclusion
Dans ce chapitre nous avons présenté les différentes expérimentations effectuées pour
évaluer les architectures proposées afin de choisir la méthode de gestion du goulot d’étran-
glement inter-FPGA la plus appropriée. Au début, des comparaisons au niveau du timing
et de ressource ont été appliqué sur la première version de l’algorithme BO. Après, des tests
ont été fait pour évaluer la deuxième version de l’algorithme BO. Des expérimentations ont
été réalisés sur deux FPGA pour valider les performances. Nous avons effectué une compa-
raison au niveau de ressource et de timing. Ensuite, nous avons appliqué la méthode de la
régression linéaire sur les résultats de ressource obtenus pour estimer des modèles mathé-
matiques pour chaque architecture. Les résultats obtenus ont montré que lorsque le nombre
de routeurs connectés avec le point d’accès augmente, la latence moyenne et la ressource
consommée et mieux avec l’algorithme BO qu’avec le round-robin. Avec une structure BO,
le gain en latence moyenne peut atteindre 37% et nous avons pu connecter 232 routeurs à
un AP. Puis, nous avons comparé plusieurs architectures de BO basé sur différentes tailles
de PRNG. Cette comparaison a montré que la sélection du PRNG de chaque architecture
BO dépend du nombre de routeur connecté avec l’AP et la taille de paquets à soumettre.
Dans le prochain chapitre, nous allons commencer une nouvelle partie de notre manuscrit
de thèse, cette partie sera dédiée au déploiement de la QoS dans le contexte d’un NoC.
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4.1 Introduction
Un SoC moderne se compose de nombreux composants différents et des blocs IP inter-
connectés entre eux par un NoC spécifique. Ces composants peuvent présenter des caracté-
ristiques et des contraintes de trafic disparates. En revanche, ils demandent des exigences
pour un débit garanti et une latence de communication bornée. La QoS est un terme uti-
lisé dans les réseaux de communication qui fait fournir un meilleur service pour un trafic
sélectionné ou une connexion sélectionnée sur le réseau. L’objectif principal de la QoS est
de rendre la latence adaptée aux besoins de l’utilisateur et de diminuer les pertes de don-
nées. De plus, la QoS peut être introduit pour équilibrer la distribution de charges dans
le réseau. Une architecture de NoC doit posséder un support de communication qui sépare
entre des services différenciés. Cette architecture met l’accent sur le contrôle du trafic et
sur la reconnaissance des trafics.
Dans ce chapitre, une nouvelle architecture de NoC dédié aux applications multimé-
dias sera proposée. Une comparaison entre notre nouvelle architecture et les architectures
traditionnelles qui assure la QoS comme un NoC basé sur les canaux virtuels sera faite.
Finalement, une méthodologie de déploiement d’un NoC multimédia sur multi-FPGA sera
proposée.
4.2 Réseaux multi-services
L’évolution technologique pendant les dernières années dans le domaine multimédia de-
mande un support de communications évolué pour supporter la diversité d’applications
[BM06b]. Cette diversité se traduit par la diversité des besoins de la QoS. Les futurs
NoC sont fortement hétérogènes et demandes d’offrir plusieurs services en même temps
[RVFG05]. De plus, ils demandent un important effort pour combiner les notions de la QoS
avec les supports de communications. Pour pouvoir garantir la qualité de service des flux
transportés, il est intéressant d’utiliser des architectures qui traitent les flux de trafics avec
des niveaux de priorités différentes.
4.2.1 Les applications multimédia sur les NoC
Les applications multimédias fournissent des flux de trafics différents et contiennent des
sous applications audio/vidéo [LG91]. Afin de les circuler dans les bonnes conditions, ces
applications demandent une qualité de communications interactives. Au niveau du support
de communication, ce service est variable selon l’application et s’exprime en termes de
garantie sur le délai, le ressource sur FPGA ou sur le débit de transmission.
Aujourd’hui, les applications multimédias sont moins supportées et déployer sur les ar-
chitectures NoCs [MPY09]. Cependant, ces derniers souffrent de certains points au niveau
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de la topologie et des délais de transmission qui sont relativement faible [SC13]. Une uti-
lisation optimale et efficace aux réseaux sur puce dédiée aux applications multimédias et
alors nécessaires pour assurer une haute garantie de services.
4.2.2 QoS dans les NoCs
La garantie de la QoS dans les NoC est définie par la capacité à fournir aux différentes
priorités pour différents flux donnés. Ces priorités appliquées aux flux de données sont ca-
ractérisés par des garanties sur les débits, sur la latence de transmission et sur la probabilité
de perte de données [BM06c]. Ces garanties perdent tout leur sens si la capacité du réseau
est insuffisante pour supporter la quantité de flux à transmettre. Dans la suite de cette
partie, nous présentons un état de l’art sur les mécanismes de qualités de service déployés
actuellement dans les systèmes de communications.
Les nouvelles générations de SoCs sont basées sur plusieurs IPs dédiés aux applications
embarquées ciblées pour divers domaines d’application par exemple pour l’aviation ou l’au-
tomobile [RGR+03]. Ils sont basés sur une infrastructure NoC qui offre un ensemble de
services de base. Les services de communication mis en œuvre par les NoCs peuvent être
classés en deux types : meilleur effort (BE : Best Effort) ou un service garanti (GS-service
garanti) [GDR05]. Une communication du type BE garantit la transmission de tous les pa-
quets entre une paire de source et de destination, mais elle ne fournit aucune garantie quant
à des mesures de performance telles que le débit ou la latence. Le GS donne la même priorité
pour tous les paquets, ce qui empêche un traitement différencié et rapide pour les flux d’une
application qui possède des trafics de haute priorité. En effet, le terme QoS se réfère à la
capacité d’un réseau NoC à différencier les flux en offrant plusieurs niveaux de traitements.
Par conséquent, les communications à base des services BE sont insuffisantes pour répondre
aux exigences des applications avec des contraintes temporelles strictes. Une combinaison
entre les services BE et GS est désiré [RGR+03], en profitant de l’amélioration du partage
de tous les liens du réseau et du temps réel de transmission des flux. La combinaison de
ces deux services donne une architecture de NoC très complexe et consomme beaucoup de
ressources dans un FPGA, mais elles peuvent garantir un temps de transmission rapide.
L’architecture présentée dans [CCM14] relie le niveau matériel du NoC au niveau logi-
ciel MPSoC basé sur des applications embarquées. Les auteurs dans ce travail proposent
la mise au point d’une API (Application Programming Interface) de communication qui
expose les services de communication offerts par NoC à l’application développée. Pour dé-
montrer l’approche proposée, plusieurs applications réelles et synthétiques ont été exécutés
en utilisant différents services dans différentes architectures MPSoC à base de NoC. Les
applications réelles sont basées sur des flux de vidéo à l’aide d’un décodeur MJPEG et
des flux audio composés d’un décodeur ADPCM. Les flux audio et vidéo ont la plus haute
priorité dans le graphe de tâches utilisé dans les tests. Aussi, une nouvelle structure pour
l’architecture NoC basé sur la QoS est proposé dans [WB14]. Cette structure maintienne
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une différenciation de transmission des données dans le réseau, le coût de l’implantation est
raisonnable et le trafic au sein du réseau est bien équilibré. Pour répondre aux exigences de
performance temporelles et de surfaces, le réseau utilise la différenciation entre les trafics
et il assure une allocation de la bande passante entre la source et la destination. Cette
architecture intègre un système de contrôle de congestion basé sur un arbitre dynamique et
un algorithme de routage adaptatif. Cet algorithme de routage est utilisé pour router les
trafics de haute priorité vers les zones les moins congestionnées.
Dans notre proposition, il existe deux mécanismes pour assurer le soutien de la QoS : (i)
la différenciation de service en fonction des priorités fixées et (ii) la génération de la topologie
du réseau. Le service de communication basée sur la priorité fournit des garanties flexibles
à certaines applications où les variations de performances de débit ne sont pas pertinentes.
La topologie offre des garanties strictes de transmission du réseau pour la totalité du temps
de transmission. Les services de communication basée sur la priorité ou la topologie offrent
une sorte de garantie qui peut explorer la QoS afin d’éviter toute interférence entre les flux
d’applications qui circulent simultanément sur la même architecture de NoC.
4.2.3 Mécanisme de priorités
Pour être en mesure de placer et de justifier notre approche du NoC basé sur la priorité,
il est d’abord nécessaire de fournir un aperçu des différentes techniques et services pris en
charge par les réseaux informatiques d’aujourd’hui et d’introduire différents termes bien
connus dans ce domaine.
a) Qualité de service dans les réseaux informatiques : afin de soutenir diverses applications
qui ont différentes caractéristiques et qui demandent des niveaux de services différentes,
l’Internet a essentiellement proposé deux classes de service avec une communication
point-à-point : les services intégrés (IntServ) et les services différenciés (DiffServ).
L’IntServ est bien adapté pour une communication fiable en temps réel et permet de
fournir une distinction orientée connexion de bout en bout entre les flux. Une com-
munication orientée connexion de bout en bout est caractérisée par la réservation des
ressources. Autrement dit, les flux doivent mettre en place des chemins entre la source
et la destination et de réserver chaque chemin avant de commencer la transmission.
Les principaux inconvénients de cette technique sont la non-efficacité de l’utilisation des
ressources et la surcharge introduite par la configuration de la connexion de bout en
bout.
Le DiffServ fournit différents niveaux de QoS à chaque classe. Dans ce cas, les trafics
sont agrégés en différentes classes. Il fournit une communication sans réservation de
ressources, ce qui offre une meilleure adaptation de la circulation des trafics dans les
réseaux et une meilleure utilisation des ressources du réseau. Le DiffServ est très adapté
aux applications multimédias et de télécom comme par exemple les applications H.264
et MPEG4. Á cause de sa flexibilité, le DiffServ a été adapté aux réseaux NoC.
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b) DiffServ dans les NoC : Les éléments introduits par la technologie DiffServ dans les
réseaux informatiques peuvent être facilement adaptés au paradigme NoC. Par consé-
quent, le NoC peut offrir des services de communication différents. Aussi, il offre une
meilleure utilisation de ressources du réseau sur FPGA, à l’opposé de l’exploitation de
ressources pour les applications multimédia en utilisant IntServ. Néanmoins, le point la
plus importante dans la communication sur puce après avoir introduire le DiffServ, c’est
que la complexité du NoC n’augmente pas. Par conséquent, ce travail a emprunté un
sous-ensemble d’éléments de DiffServ.
Dans la suite de cette partie, nous allons présenter notre architecture. Les contributions
techniques clés de l’architecture présentée dans cette partie sont les suivantes :
— Maintenir une séparation entre les trafics et protéger les données de haute priorité
par rapport aux données de faible priorité.
— Fournir un contrôle pour les liens physiques entre les routeurs en utilisant l’algo-
rithme de routage double XY.
— Adapter les flux de l’application multimédia avec le NoC à base de la technologie
DiffServ.
4.3 Architecture du NoC dédiée aux applications multi-
média
Les futurs SoC qui possèdent plusieurs IPs demandent une bande passante importante.
Pour cette raison, dans notre architecture, une topologie spécifique est essentielle pour
l’amélioration des performances sans utiliser des interconnexions coûteuses. Une topologie
NoC présente de nombreux avantages pour les conceptions complexes qui peuvent exploiter
la localité du système. L’architecture NoC de base utilisée dans ce travail est basée sur
l’étude comparative présentée dans [YCPC13], où les performances de la consommation
d’énergie et de la zone d’occupation ont été comparées en utilisant soit de nombreux canaux
virtuels ou des liens physiques parallèles. L’architecture finale générée respecte les étapes
suivantes :
— Une application multimédia existant est extraite et séparée en plusieurs flux.
— Une fois que le service différencié est spécifié, l’architecture NoC basée sur plusieurs
liens physiques parallèles sera intégrée.
— Un adaptateur est incorporé entre les ports locaux des routeurs et les flux séparés.
4.3.1 Architecture basée sur la différenciation du trafic
Les flux de trafics sont reçus à partir d’un fichier multimédia localisé dans la couche
application. La classification des services est prise en charge au niveau des couches au milieu
du modèle OSI. Les flux de données sont extraits à différentes unités dans les couches bas du
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réseau. Chaque unité a sa propre priorité dans la couche liaison. Ces unités sont nommées
catégorie de trafic. Il existe quatre types de catégories de trafic qui sont (voix, vidéo, BE
et Background). La priorité de chaque paquet est vérifiée dans tout le système.
Pour adapter ces différents flux avec notre architecture, nous proposons quatre IPs qui
présentent les catégories de trafics. Ces quatres IPs sont connectés avec le port local de
chaque routeur via une interface s’appelle « wrapper ». Les catégories de trafics ont la
même structure des paquets (l’en-tête et les données) [DFBM15]. Le Tableau 4.1 détaille
les différents champs de paquets.
Tableau 4.1 – Structure des paquets dans le NoC multimédia
HEADER
Payload DATAFlit0 Flit1 Flit2 Flit3
Prio DEST LENG SRC MSG
L’attribution des champs au niveau de l’en-tête est expliquée ci-dessous :
— Prio : Désigne les informations de la priorité. Sa taille est de 4 bits.
— DEST : Indique l’adresse de destination. Sa taille est égale à la moitié du premier
flit.
— LENG : Désigne la taille du paquet. Elle est configurée su la totalité d’un Flit.
— SRC : Représente la source du paquets. Elle est configurée su la totalité d’un Flit.
— MSG : Présente le nombre de paquets dans chaque message. Elle est configurée su
la totalité d’un Flit.
Le champ Prio est codé sur 4 bits pour indiquer la priorité de chaque catégorie de trafic,
où "0001" est la plus haute priorité, suivi de "0010", puis par "0011" et enfin la priorité
la plus basse "0100". Des paquets appartenant à différentes sources dans la même classe
de trafic peuvent être expédiés vers différents ports de sortie. La distribution des paquets
permet d’équilibrer les charges dans le réseau.
4.3.2 Support de communications
L’architecture du NoC multimédia illustrée à la Figure 4.1.a est composée d’une ar-
chitecture globale et locale : les composants de base de la partie globale sont les unités des
catégories de trafics, le wrapper (W), et l’architecture NoC. L’architecture locale du NoC
comprend les routeurs qui sont interconnectés entre eux par des liens physiques. Ces liens
sont utilisés pour augmenter la bande passante et de permettre au trafic de haute priorité
de récupérer les retards à cause des congestions. L’architecture du routeur de base utili-
sée dans cette structure NoC est illustrée dans la Figure 4.1.b. Cette architecture utilise
la technique de différenciation de service (DiffServ) pour introduire la notion de priorités
entre les trafics. De plus, elle déploie l’algorithme de routage double-XY et un arbitre pour
acheminer le paquet dans la direction appropriée. L’architecture finale adoptée pour ce NoC
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possède les caractéristiques suivantes : un réseau maillée 2D, un flot de contrôle basé sur le
protocole handshake, un algorithme de routage double-XY, huit ports bidirectionnels avec
un port unidirectionnel local connecté au wrapper. Tous ces éléments de base sont détaillés
ci-dessous :
Figure 4.1 – Architecture du NoC multimédia : (a) Topologie, (b) structure des routeurs.
— Classifieur : permet de sélectionner les paquets selon leur niveau de priorité sur
la base des informations contenues dans l’en-tête. Ceci est la première étape du
traitement de paquets dans le routeur après son passage par le wrapper. Ce classifieur
permet d’acheminer les paquets vers les autres routeurs.
— Wrapper : le wrapper traite les paquets qui viennent des IPs en fonction de leur
type. Cela se fait via un arbitre de type priorité entre les différentes catégories de
trafics. L’utilisation de ce type d’arbitre est justifiée par sa souplesse et sa faible
occupation de ressources. De plus, il fait le multiplexage de communications entre
les IPs vers le port local de chaque routeur. Aussi, il gère la gestion des priorités
entre les catégories de trafic pour accéder au réseau. Cet adaptateur gère les trafics
selon leur priorité comme dans le réseau. La priorité la plus élevée ou la plus basse
est détectée automatiquement. Quand un nouveau type de trafic arrive, les paquets
sont classés par ordre de priorité par le wrapper. L’ordre de priorité est choisi en
se référant aux types de flux dans le port local. La voix possède toujours la plus
haute priorité. Á l’absence de la voix, la vidéo aura la priorité de transmission la
plus haute, et ainsi de suite.
— Algorithme de routage double-XY : l’architecture du NoC multimédia utilise une
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approche basée sur la transmission wormhole et un algorithme de routage double-
XY. L’algorithme de routage double-XY peut supporter une transmission surchargée
de données dans les conditions de saturation du NoC et peut donner aux paquets de
haute priorité plusieurs chemins pour récupérer leur retard. Les liens supplémentaires
permettent aux paquets de haute priorité d’être plus accélérés qu’aux paquets de
faibles priorités. De plus, l’utilisation de l’algorithme de routage double-XY peut
être une solution prometteuse dans cette proposition.
L’algorithme double-XY est une extension de l’algorithme XY traditionnel. Pour
éviter les dépendances entre les liens physiques pour chaque direction comme dans
le cas avec les canaux virtuels, chaque lien physique dans la topologie 2D est doublé.
L’architecture finale du NoC multimédia contient quatre directions doublées pour
chaque routeur : N+E0, N –E0, N+E1, N –E1, N+W0, N –W0, N+W1, N –W1, N+N0,
N –N0, N+N1, N –N1, N+S0, N –S0, N+S1, N –S1. Le choix du port de sortie est spécifié
selon l’adresse de la destination du paquet actuel et de le disponibilité des ports. X0-
dir, X1-dir, Y0-dir et Y1-dir sont des paramètres à utiliser pour déterminer le chemin
le plus court de la destination.
Lorsque les paquets veulent se déplacer vers la droite ou vers la gauche, l’ordre suivit
par l’arbitre pour tester la disponibilité des ports est le suivant : east0, east1 et west0,
west1. De même, l’ordre suivit lorsque les paquets veulent se déplacer vers le haut
ou vers le bas est de tester au début la disponibilité des directions nord0, nord1
ensuite south0 et south1. Cependant, lorsqu’il y a un retard dans l’acheminement
d’un paquet de haute priorité, il peut utiliser le deuxième port disponible dans la
même direction pour dépasser les faibles priorités et atteindre la destination. Si
le deuxième port dans la même direction est bloqué, l’algorithme double-XY peut
changer l’axe d’acheminement de paquets. Les liens physiques peuvent supporter
tout type de trafic.
Figure 4.2 – intra-router arbitrage pour les différents niveaux de QoS.
Un exemple qui représente la concurrence d’accès entre les quatre catégories de trafic
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est illustré à la Figure 4.2. La voix, la vidéo et le Background sont en concurrence
pour gagner les ports de la direction west du routeur 1. Seulement la catégorie de
trafic qui a la haute priorité va accéder en premier et sera transmis à la région west
via le routeur 2. Dans ce cas, la voix sera servie par le port N+W0, tandis que
l’autre port N+W1 sert la vidéo avec une exigence de qualité de service inférieure à
la voix. Dans ce processus, il y aura une forte chance que le trafic Background a resté
bloquer jusqu’à la disponibilité de l’un des ports west dans le routeur 1. Lorsque la
voix arrive au routeur 2, le port N+W0 est bloqué par contre le port N+W1 est
disponible, de sorte que la voix utilise le second port pour suivre le chemin afin
d’atteindre sa destination. Vue que les deux ports west du routeur 2 sont occupés, la
vidéo reste bloquer dans le port N+E1 en attendant la disponibilité de l’un des deux
ports de la direction East. Le bloc d’arbitrage "Inter-routeur" reçoit des informations
du classificateur pour router le trafic selon sa priorité pour être servi le premier entre
une paire de routeurs voisins.
4.4 Expérimentations
Pour évaluer davantage notre architecture NoC dédiée aux applicatons multimédias,
plusieurs expérimentations sont faites. Tout d’abord, nous choisissons des flits de taille 32
bits, une architecture NoC de taille 4 × 4, des buffers dans les routeurs de taille 32 flits.
Dans l’architecture complète, les TG et les TR sont reliés avec le wrapper pour générer les
données émulées par l’architecture NoC. La configuration des paquets qui circulent dans
le réseau est basée sur des modèles synthétiques largement utilisés dans l’évaluation des
performances d’une telle architecture NoC. Ces modèles de trafic sont le bit-comprennent,
le bit-reverse et le transpose. Ces trafics synthétiques sont utilisés afin d’évaluer la notion
de la priorité dans l’architecture NoC multimédia. Dans ce cas, nous effectuons deux tests
différents. Dans le premier cas, les catégories de trafic qui sont connectés avec le wrapper
sont identiques. Dans le deuxième cas, chaque wrapper est connecté avec des catégories de
trafics du type différent. Ensuite, nous allons calculer le nombre de ressources occupées par
notre architecture de NoC sur une plateforme ML605. L’objectif de ces expérimentations
est de vérifier l’efficacité du NoC multimédia sur des différents niveaux de priorités.
4.4.1 Résultat temporelle
Dans les évaluations temporelles de notre architecture NoC multimédia, nous allons
présenter l’évolution de la latence avec des trafics hétérogènes et ensuite avec des trafics
homogènes à l’entrée de chaque wrapper.
a) Uni-Trafic par wrapper : dans ce type de scénario, il y a un seul type de trafic connecté
avec l’entrée de chaque wrapper. En effet, chaque port local peut ne recevoir qu’un seul
type de trafic pour l’envoyer au réseau. Les paquets ont une taille identique de 50 Flits
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dont le nombre de paquets envoyés par chaque catégorie de trafic est de 10 paquets. Dans
ce cas, la priorité au niveau du wrapper n’a pas d’effets sur les données reçus par le port
local. Par conséquent, la priorité appliquée aux différents niveaux de trafics fonctionne
seulement à l’intérieur du NoC quand il y a une concurrence entre les trafics qui passent
par le même routeur.
Figure 4.3 – Latence moyenne pour unique trafic : (a) Bit-Complement, (b) Bit-reverse, (c)
Transpose.
Comme illustré dans la Figure 4.3.(a, b et c), toutes les catégories de trafics ont presque
la même latence moyenne avec tous les types de trafics synthétiques. Cette égalité est
due à l’absence de la différenciation entre les trafics au niveau du wrapper. De plus, nous
remarquons l’absence d’un grand conflit entre différents trafics dans le même routeur.
La latence de chaque catégorie de trafic est influencé par toutes ces raisons.
b) Différents type de trafics par wrapper : dans ces tests, la manière d’évaluation de l’ar-
chitecture NoC est un peu différente aux précédentes. Cette fois chaque wrapper est
connecté avec quatre types de trafics différents. Deux scénarios sont testés dans ce cas.
Avec le premier scénario, toutes les catégories de trafics ont la même taille (50 flits)
et le même nombre de paquets (10 paquets). Dans le deuxième scénario, nous allons
tester une application de télécom réelle. La configuration de cette application est basée
sur les paramètres définis par la norme IEEE 802.1D-2004 comme démontré dans le
Tableau 4.2 [FSMT06].
1. Premier scénario : la Figure 4.4.(a, b et c) présente la simulation obtenue pour
le premier scénario. Cependant, il est clair que la voix qui a la plus haute priorité
arrive toujours avant les autres trafics. La différence de latence entre la voix et la
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Tableau 4.2 – Paramètre de simulation du NoC multimédia.
Catégorie de
trafic
Débit
audio 368 kbps
Vidéo 1.4 Mbps
Best-Effort 1 Mbps
Background 1.2 Mbps
vidéo durant la charge injectée n’est pas importante, cette différence ne dépasse pas
10 cycles d’horloge. La différence entre les trafics de haute priorité et les trafics de
faible priorité devient important après un taux d’injection de paquets de 40%. Après
ce dernier taux, la charge injectée devient très rapide et seulement les paquets de
haute priorité qui passent les premiers. En effet, les paquets de hautes priorités sont
sélectionnée par le wrapper et aussi ils gagnent les premiers accès quand il y a une
concurrence dans le réseau. La différence de latence entre les trafics de haute et faible
priorité peut attendre 200 cycles d’horloges.
Figure 4.4 – Latence moyenne pour homogène trafic : (a) Bit-Complement, (b) Bit-reverse, (c)
Transpose.
2. Deuxième scénario : dans ce test, nous allons se baser sur une application de télé-
com. La Figure 4.5.(a,b et c) rapporte les résultats des performances temporelles
de soumission de tous les paquets pour l’application multimédia basée sur le trafic
synthétique bit-complément. Il est clair que les catégories de trafics voix et vidéo
ont une faible latence par rapport aux BE et Background. Toutes les catégories de
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trafics ont une courbe descendante sauf la voix qui reste constante. La latence de la
voix reste constante, car il a la plus haute priorité. Nous pouvons conclure que même
s’il y a un accès retardé, la catégorie de trafic prioritaire peut récupérer le retard en
profitant du doublement des liens physiques. Durant la charge injectée, le gain de
latence entre la vidéo et la voix est égale à 40%, ceci est dû à la quantité de données
transmises par le vidéo. La Latence du background est élevée quelle que soit la charge
injectée.
Figure 4.5 – Latence moyenne pour hétérogène trafic : (a) Bit-Complement, (b) Bit-reverse, (c)
Transpose.
Le gain de la latence moyenne durant les charges injectées avec tous les trafics synthé-
tiques atteint 7% entre la voix et la vidéo, 50% entre la voix et le best-effort, et 122%
entre la voix et le Background. Finalement, nous déduisons que le NoC multimédia
assure une transmission rapide des trafics de haute priorité dans le cas où il y a une
hétérogénéité de trafics connectés avec le wrapper.
4.4.2 Ressources utilisés
Le Tableau 4.3 indique le pourcentage de ressources utilisées. En effet, le nombre de
registres est faible par rapport au nombre de ressources disponibles sur le FPGA. D’autre
part, le nombre de LUT devient élevé avec une architecture NoC de taille 6× 6. L’avantage
de l’architecture du NoC multimédia devient clair avec une augmentation de la taille du
réseau. Par conséquent, le pourcentage d’utilisation des registres augmente de 0.4% pour
un NoC multimédia de taille 2× 2 à 5% approximativement pour une architecture de taille
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6×6. Le pourcentage de LUT augmente d’environ 4% à 76% pour les mêmes tailles de NoC.
En revanche, Le pourcentage des ressources est important dans le cas d’un grand NoC. Le
nombre de ressources est linéaire et il dépend du nombre de routeurs dans l’architecture
NoC. Cette linéarité confirme que l’architecture NoC multimédia proposée a de bonnes
performances en termes de ressources.
Tableau 4.3 – Nombre de ressources du NoC multimédia sur ML605
Tille du NoC
Synthesis to Xilinx virtex 6 Evaluation ML605
registers LUTs
2× 2 1240 (0%) 6152 (4%)
4× 4 6914 (2%) 45395 (30%)
5× 5 11410 (3%) 76176 (50%)
6× 6 17012 (5%) 115512 (76%)
Pour conclure, nous remarquons que dans les expérimentations temporelles, le bloc
wrapper a beaucoup d’influence sur la transmission de paquets allant de la source jusqu’à
la destination. La circulation des paquets dans le réseau dépend totalement de la sélection
de la priorité des catégories de trafics effectuée par le wrapper. De plus, l’ajout du wrapper
peut masquer l’efficacité du classifieur à l’intérieur du réseau. Pour cette raisons, nous allons
enlever le wrapper et nous allons augmenter le nombre de ports locaux dans les routeurs.
De ce fais, les IPs se connectent directement avec ces ports locaux.
4.5 Architecture du NoC multimédia multi-ports
Dans cette section, nous évaluons l’architecture du NoC dédiée aux applications multi-
médias avec multi-ports locaux. Le principe de la génération de la plateforme d’émulation
du NoC multimédia multi-ports est présenté dans la Figure 4.6. L’objectif de cette nouvelle
architecture est d’approuver l’efficacité de l’algorithme double-XY à l’intérieur du réseau
sans wrapper. L’architecture finale du NoC multimédia sera comparé avec une architecture
de NoC basé sur des canaux virtuels (VC) et avec l’architecture de base du NoC Hermes
Handshake sans QoS.
4.5.1 Flot de conception
Le flot de conception dans cette phase est conçu autour d’une architecture VHDL hié-
rarchique pour assurer l’instanciation des différents composants pour différents niveaux de
conception. Les points d’entrée du flot sont des fichiers textes. Dans ces deux fichiers, l’uti-
lisateur peut agir pour spécifier les différents paramètres du NoC comme le nombre de
routeurs, la taille des Flits, le nombre de paquets pour chaque catégorie de trafics, etc. Ces
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Figure 4.6 – Flot de conception pour la génération de l’architecture NoC multimédia.
deux fichiers permettent à la sortie de créer des pseudos paquets qui vont être utilisés après
comme entrée dans le réseau NoC. Après, la structure du NoC ainsi que son paramétrage
doit être pris en considération par le flot de conception. L’utilisateur doit agir sur le package
écrit en VHDL pour choisir la taille des flits convenables. Pour les algorithmes de routage il
y a qu’un seul algorithme qui va être utilisé « double-XY ». Après, les blocs générateurs de
trafics (TG1, TG2 et TG3) qui sont connectés aux ports locaux vont utiliser les informations
qui existent dans les fichiers textes pour créer des vrais paquets pour les circuler dans le
réseau. Des TRs sont utilisés pour calculer la latence de chaque catégorie de trafics. Pour la
structure du NoC, nous sommes partis de l’architecture avec un seul port local pour chaque
routeur qui était décrite précédemment. Nous avons supprimé le wrapper, donc les TGs
deviennent connecter directement avec les ports locaux. Chaque routeur possède trois ports
locaux et deux autres ports dans chaque direction comme présentée dans la Figure 4.7.
Le partitionnement des catégories de trafics dépend des applications à mapper.
4.5.2 Évaluation de l’architecture NoC multimédia multi-ports
Pour évaluer les performances de notre architecture de NoC, nous effectuons une compa-
raison en termes de latence et de ressource entre notre architecture NoC dédié aux applica-
tions multimédias, l’architecture du NoC Hermes basé sur le protocole handshake sans QoS
et un NoC Hermes intègre les VCs. L’idée est d’analyser l’impact de l’algorithme de routage
double-XY sur les différents niveaux de priorité à l’intérieur du réseau, aussi d’évaluer notre
architecture par rapport aux architectures traditionnelles du NoC.
a) Nombre de ressources : dans cette évaluation, nous choisissons des architectures NoC
de taille 5 × 5 et 8 × 8. La taille de Flits est 32 bits et le FPGA utilisé est le Virtex-
7 (XC7V2000T). Les ressources LUTs et registres de ces différentes architectures sont
présentés respectivement dans les Figure 4.8 et Figure 4.9.
D’après les résultats de synthèse obtenus, nous remarquons que le nombre de ressources
utilisées est pratiquement doublé en allant du NoC Hermes Handshake vers le NoC
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Figure 4.7 – Nouvelle structure du NoC multimédia.
Hermes avec des VCs. Ce dernier NoC utilise plus de ressources en registres pour les
deux dimensions mais il utilise moins de LUTs avec la dimension 8× 8. L’utilisation des
ressources est proportionnelle à la dimension du NoC, plus cette dernière est grande,
plus les besoins en ressources logiques sont importants. Le nombre de slice registres du
NoC multimédia 8 × 8 est presque le triple de celui du NoC multimédia 5 × 5, et de
même pour le nombre de LUTs.
Figure 4.8 – Comparaison des différents registers utilisés.
En se basant sur les expérimentations effectuées, il est important de noter que pour
l’utilisation de ressources, un NoC Hermes Handshake garantit des meilleurs résultats
souhaités. Dans ce contexte, le NoC Multimédia et le NoC avec des VCs sont les plus
défavorables.
b) Latence : l’idée de base est d’analyser les performances temporelles du NoC multimédia
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Figure 4.9 – Comparaison des différents LUTs utilisés.
comparé au NoC Hermes Handshake sans QoS et le NoC Hermes basé sur des VCs. Nous
choisissons des architectures de tailles 4× 4 et 8× 8. La taille des flits est de 32 bits, la
taille des buffers est de 16 bits. Des modèles d’applications sur lesquelles étaient faites
les mesures sont présentés dans la Figure 4.10 (a, b et c).
Figure 4.10 – Modèles d’applications : : (a) 1er opération, (b) 2ème opération, (c) 3ème opération.
Dans le premier test, nous évaluons la variation du nombre de paquets dans un message
et leurs influences sur les performances temporelles. Le partitionnement des catégories
de trafics se fait manuellement sur les routeurs. La Figure 4.11 illustre l’influence de
la taille du NoC sur la latence du trafic multimédia. Les résultats obtenus ont permis
d’interpréter que le passage d’une architecture NoC de 16 routeurs à une architecture
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de 64 routeurs, la latence globale du flux vidéo présente un grand écart par rapport à la
latence des flux audio et donnés qui sont relativement identiques. La latence globale du
flux vidéo est presque trois fois plus importante que celle des flux audio et donnés. Ceci
étant logique puisqu’un flux vidéo est plus volumineux, donc le temps nécessaire à un
paquet vidéo pour passer de la source à la destination est plus grand que pour les flux
audio et donnés.
Figure 4.11 – Influence de la dimension du NoC Handshake sur la latence du trafic.
Les Figure 4.11 et Figure 4.12, nous permettent de remarquer que pour la même
application et la même dimension du réseau, le NoC Hermes Handshake présente une
latence approximativement 1,5 fois plus grande que celle dégagée par le NoC Hermes
basé sur les canaux virtuels. Pour le trafic vidéo, la latence est deux fois plus grande que
le trafic audio et presque une fois par rapport au trafic des donnés. Ce qui engendre par
la suite une latence globale de l’application avec les canaux virtuels plus petite que celle
du Handshake. Ainsi, nous pouvons conclure qu’un NoC basé sur les canaux virtuels
permet de réduire le temps de transmission des paquets tout en augmentant le nombre
des points de connexion.
La Figure 4.13 présente la variation de la latence globale en fonction du type du trafic
circulé dans le réseau. Nous remarquons que le NoC multimédia permet de réduire la
latence globale de chaque trafic par rapport aux autres NoCs présentés. Le NoC multimé-
dia permet de réduire la latence moyenne vu qu’il distingue trois types de générateurs
selon le type du trafic. Aussi, le NoC multimédia garantit un gain de latence vue la
simplicité de leur architecture.
Afin d’évaluer les performances entre l’architecture du NoC multimédia et le NoC Hermes
handshake, différents tests ont été effectués en se basant sur le placement décrit dans
[Tan12]. Dans les trois placements effectués il y a seulement des changements au niveau
de la position des tâches vers la verticale et la diagonale. Le graphe présenté dans
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Figure 4.12 – Influence de la dimension du NoC avec des canaux virtuels sur la latence du trafic.
Figure 4.13 – Influence de la dimension du NoC multimédia sur la latence du trafic.
la Figure 4.14 montrent la comparaison effectuée entre la latence moyenne du NoC
multimédia et le NoC Hermes, avec les différents tests du premier placement. Dans
chaque test, c’est le nombre de routeurs connectées avec des IPs vidéo, audio et data
qui change d’un test à un autre. Les résultats obtenus nous montrent qu’il existe une
réduction d’environ 22% entre la latence du NoC Hermes handshake et celle du NoC
multimédia pour les mêmes tests.
La Figure 4.15, présente les résultats de la 2ème placement de tâches. Il s’agit de simuler
les mêmes paramètres du premier placement, mais avec des emplacements de tâches
différentes en faisant la symétrie par rapport à la verticale. D’après les résultats obtenus,
nous remarquons qu’il existe une réduction maximale d’environ 33% entre la latence du
NoC Hermes handshake et celle du NoC multimédia pour les mêmes tests.
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Figure 4.14 – Latence moyenne entre le NoC multimédia et Hermes handshake avec le 1er place-
ment de tâches.
Figure 4.15 – Latence moyenne entre le NoC multimédia et Hermes handshake avec le 2ème
placement de tâches.
La Figure 4.16 présente les résultats de simulation du 3ème placement de tâches. Nous
avons appliqué le même principe appliqué au 2ème, mais avec des emplacements de tâches
différentes en faisant la symétrie par rapport à la diagonale. Nous remarquons l’existence
d’une réduction maximale d’environ 24% entre la latence du NoC Hermes handshake et
celle du NoC multimédia pour les mêmes tests.
Les résultats obtenus précédemment mettent en évidence la variation de la latence
moyenne. Le NoC multimédia permet d’avoir une latence moyenne plus réduite que
celle du NoC Hermes handshake. En effet, nous remarquons que l’algorithme de rou-
tage double-XY permet de réduire la latence moyenne des paquets puisqu’il offre un
deuxième chemin pour éviter les délais d’attentes en cas d’utilisation de l’autre che-
min. Cette réduction peut atteindre jusqu’à 33% ce qui est important pour garantir une
des performances du NoC qui se présente à la rapidité de transmission. Grâce à ces
résultats, nous arrivons à valider une importante performance de l’architecture du NoC
multimédia, qui est la latence moyenne.
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Figure 4.16 – Latence moyenne entre le NoC multimédia et Hermes avec le 3ème placement de
tâches.
La Figure 4.17 illustre la variation de la latence moyenne en fonction de la catégorie
du trafic, pour les architectures du NoC multimédia et le NoC Hermes handshake. Dans
cette figure, nous sommes basés sur les résultats obtenus dans le premier placement. Nous
remarquons une réduction maximale de latence après l’utilisation du NoC multimédia
par rapport au NoC Hermes Handshake avec les mêmes tests. Cette réduction est due
à l’utilisation importante de tous les liens physiques et l’efficacité de l’algorithme de
routage double-XY.
Figure 4.17 – Variation de la latence en fonction de la catégorie de trafic.
4.6 Vers une architecture NoC multimédia sur multi-
FPGA
Afin de permettre à un grand nombre d’applications d’accéder de manière concurrente
aux ressources offertes par le NoC multimédia sur multi-FPGA, une politique de traite-
ment des flux sur la partie inter-FPGA doit être mise en œuvre. Une étude théorique sera
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effectuée dans cette partie pour estimer le nombre maximal d’AP nécessaire pour répondre
aux exigences de transmission des catégories de trafics de haute priorité. Le nombre d’AP
est limité par le nombre de protocoles de communication externes disponibles sur FPGA.
Les contraintes de ressource et temporelle sont imposées pendant la communication entre
inter-FPGA et le protocole de communication externe. Les applications de haute priorité
demandent un fonctionnement en temps réel associé au protocole de haut débit. Dans les
applications de faible priorité qui ne demandent pas un temps réel de transmission, il y a
une tolérance dans les délais mais sans aucune perte de données.
Pour estimer le nombre d’AP nécessaire pour implanter un NoC multimédia sur multi-
FPGA, nous avons besoin de calculer le débit injecté pour chaque catégorie de trafic au
premier FPGA et le débit réceptionné à l’AP au deuxième FPGA. Ce débit dépend du
protocole de communication externe utilisée. Par exemple, le protocole Ethernet peut fonc-
tionner avec un débit de 10, 100 ou 1000 Mb/s. Le PCIe possède 8 lignes pour effectuer des
transferts de données au taux de 2Gb/s ou 4 Gb/s. Pour l’UART, le débit de transmission
est égal 9,6kb/s. Dans la suite de cette partie, nous allons proposer une relation entre la
charge injectée au niveau de la source et la charge acceptée au niveau de la destination pour
estimer le nombre d’AP nécessaire afin de garder une transmission rapide des catégories de
trafics de hautes priorités.
4.6.1 Principe de base
Pour estimer la disponibilité du lien de communication externe, nous injectons un train
de paquets pour différentes catégories de trafics dans le NoC multimédia jusqu’aux satura-
tions de l’AP. La source envoie à la destination des paquets qui correspond à une certaine
charge injectée. Si la charge injectée de la source est égale à la charge acceptée à la des-
tination, alors le temps entre deux paquets est stable. En revanche, si la charge acceptée
est inférieure à la charge injectée alors le temps inter-paquet possédé des délais croissants.
Donc, une auto-congestion existe et nous devons augmenter le nombre d’AP.
Nous supposons que les paramètres de (T1s , T2s ) et (T1d, T
2
d) sont respectivement les
temps inter-paquet à l’émission et la réception de deux paquets de la même catégorie de
trafics. Deux paquets successifs de la même catégorie de trafics qui ont la même taille
signifient qu’ils ont la même charge injectée. Dans le cas où il y a une dispersion entre
les paquets de l’ensemble des catégories de trafics, il existe deux possibilités de variation
de la charge injectée : si la taille du paquet (2) est plus grande que celle du Tin de la
catégorie de trafic (1), le temps inter-paquet va s’élargir. Si la taille du paquet (2) est
plus petite que du Tin celle du paquet (1), alors il se peut que le temps inter-paquet aille
rester constant. L’AP devient surchargé dans le cas où la charge acceptée est inférieure à
la charge injectée, donc Tout est inférieur à Tin. Dans le cas de congestion, les formules de
charges injectées et acceptées respectivement au niveau de la source et la destination dans
un système multi-FPGA sont présentées par les équations suivantes [KMSP07] [PGJ+05] :
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Figure 4.18 – Principe d’estimation des APs pour un NoC multimédia sur multi-FPGA.
Charge acceptée =
∑
Charge acceptée(i)
Nombre totale de switch
[%] =
∑ Charge injectée(i)
Chargetotale(i) × 100
Nombre totale de switch
[%] (4.1)
Où i désigne l’indice du catégorie de trafic, la charge injectée est présentée dans l’équa-
tion (4.2).
Charge injectée =
M× sizepacket
I× T
(4.2)
Charge totale = débit dans tous les TGs (4.3)
Dans l’exemple de la figure dans la Figure 4.18, la taille de l’architecture sub-NoC
est de 1 × 4. Par conséquent, entre les deux FPGA il y aura deux AP (switch). Pour que
les trafics de haute priorité arrivent rapidement à leur destination, il faut qu’il n’y ait
pas beaucoup de différences entre la charge injectée et acceptée. Donc, en se basant sur
les équations (4.1) et (4.2), nous obtenons la relation entre la charge injectée et la charge
acceptée, présentée dans l’équation (4.4) :
Charge injectée(i) ≥ Charge acceptée(i) (4.4)
Comme il y a au minimum deux AP pour relier les deux FPGAs, le nombre d’AP dans
chaque FPGA dépend de la charge injectée et acceptée pour chaque catégorie de trafic
comme présenté dans l’équation (4.5).
100
4.7. Conclusion
Nombre totale d′AP ≥ 2×
∑ Charge injectée(i)
Charge totale(i)
Charge injectée
(4.5)
4.6.2 Étude d’un exemple
Pour estimer le nombre d’AP nécessaire qui répond aux exigences de la QoS des trafics de
hautes priorités sur multi-FPGA, nous étudions les donnés présentés dans la Figure 4.10.a.
Nous proposons de partitionner les catégories de trafics sur une architecture NoC de taille
2× 8. La charge injectée de l’audio est égale à 0.3, la charge injectée de la vidéo est égale
à 0,1 et la charge injectée de la donnée varie entre 0,1 et 0,3.
En se basant sur l’équation (4.5), pour que la charge injectée de l’audio (0.3) soit trans-
mis rapidement, il faut que le nombre d’AP dans un seul FPGA soit supérieur ou égal à
2.
4.7 Conclusion
Ce chapitre a présenté une contribution de la structure d’un NoC multimédia en utilisant
des liens physiques doublés. Grâce à la stratégie d’adaptation à ce qui existe dans les réseaux
informatiques, nous avons proposé un NoC multimédia qui supporte plusieurs niveaux de
priorités. La contribution de notre architecture proposée est illustrée dans l’utilisation de
mécanismes avancés sur la surface limitée du FPGA, composé de routeurs qui utilisent
l’algorithme de routage double-XY et intègre la priorité entre les catégories de trafics. Deux
architectures sont adoptées dans notre travail. Ces architectures sont basées sur des routeurs
mono-port local ou avec multi-ports locaux. L’architecture avec multi-ports locaux a été
comparé’ avec un NoC à base des VCs et avec une architecture d’un NoC simple à base du
protocole handshake. Les résultats obtenus avec un NoC multi-port locaux sont prometteurs
surtout pour les applications qui ont des priorités différentes. Une architecture d’un NoC
basé sur les canaux virtuels a été utilisé pour prouver l’efficacité de notre architecture
NoC multimédia en testant plusieurs scénarios. Pour implanter notre architecture du NoC
multimédia sur multi-FPGA, il est nécessaire d’estimer le nombre d’AP nécessaire qui
répond au besoin de la QoS des trafics de haute priorité. Une étude analytique a été entamée
pour calculer le nombre d’AP nécessaire pour les trafics de haute priorité en fonction de la
charge injectée, acceptée et totale.
101
Chapitre 4. Proposition d’un réseau sur puce multi-services
102
Conclusion générale et perspectives
L’utilité du prototypage à base de PFGA est incontestée aujourd’hui dans la phase de
conception d’un système sur puce. Il permet aux concepteurs de développer et de tester
leurs systèmes pré-silicium. Ainsi, il donne aux développeurs du logiciel un accès précoce
à une plateforme matérielle entièrement opérationnelle. Comme la conception des circuits
SoC devient de plus en plus complexe, le prototypage à base des circuits FPGA n’est plus
facultatif. En effet, le prototypage d’un NoC sur une carte FPGA présente un meilleur
compromis entre le temps de conception d’une architecture et le temps d’exécution d’une
telle application avec QoS. Comme un SoC à base du NoC demande une surface de sili-
cium plus élevée que le circuit FPGA, les plateformes de prototypage multi-FPGA sont
indispensables.
Malgré que la capacité logique et le nombre d’IOs sur un FPGA augmentent d’une géné-
ration à une autre, la capacité logique croît avec un rythme beaucoup plus élevé. Ainsi, les
IOs sur un FPGA deviennent une ressource rare, aggravant la bande passante inter-FPGA
et permettant l’apparition d’un goulot d’étranglement inter-FPGA. Malheureusement, les
plateformes multi-FPGA souffrent de manque de pins suffisants pour implanter un SoC à
base de NoC à grande échelle. Par conséquent, il devient de plus en plus difficile de proto-
typer une conception d’un SoC à base de NoC pour atteindre de bonnes performances.
Les travaux abordés durant cette thèse nous ont mené à proposer un nouvel algorithme
de gestion de collision. Cet algorithme permet de gérer les goulots d’étranglements dans le
cadre de réseaux sur puce sur multi-FPGA. Ce réseau sur puce est dédié aux applications
multimédias et télécommunications. L’algorithme de gestion de collision proposé est inspiré
de la technologie qui existe dans les réseaux informatiques wifi. Les performances de ce
nouvel algorithme ont été comparées par rapport aux techniques d’accès traditionnelles.
Cette nouvelle architecture de gestion de collision assure une transmission de paquets dans
les meilleures conditions en termes de timing et de ressources. Ainsi, elle assure un accès
équilibré vers le lien de communication externe et une une résolution du problème d’affai-
blissement de la bande passante inter-FPGA. Une modélisation mathématique basée sur
la technique de la régression linéaire a été proposée. L’objectif de cette modélisation est
de proposer des prédicateurs analytiques capables d’estimer le nombre de ressources sur
FPGA pour telle architecture sans utiliser les outils de synthèse de xilinx.
La conception d’une architecture d’un NoC dédiée aux applications multimédias est
compliquée. Elle nécessite de tenir en compte le type du trafic à transporter pour assurer
la QoS. L’architecture du NoC multimédia doit tenir en compte les contraintes temporelles
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pour chaque catégorie de trafic et elle doit aussi être supportée par l’espace disponible sur
un FPGA. Ainsi, Il est nécessaire que l’architecture NoC proposée aboutit aux besoins des
trafics traités quelle que soit l’application multimédia.
Dans la première partie de cette thèse, un état d’art a été abordé pour détailler l’évolu-
tion des SoC à base du NoC. Différentes architectures de topologie 2D qui sont très utilisées
dans la littérature ont été discutées. Ensuite, nous avons présenté les différentes techniques
utilisées pour vérifier le bon fonctionnement d’un circuit avant la phase de fabrication. Avec
l’augmentation du nombre d’IPs dans un SoC, la simulation n’est plus possible. Seulement,
l’émulation et le prototypage sont utilisés pour évaluer des architectures NoC à grande
échelle. Après, nous avons parlé de la problématique de prototypage d’un SoC à grande
taille sur FPGA et le passage du mono au multi-FPGA. Dans ce qui suit, nous avons pré-
senté les différentes plateformes multi-FPGA qui dominent le marché, les problématiques
majeures des implémentations multi-FPGA et les solutions proposées. Enfin, nous avons
abordé les algorithmes de gestion du goulot d’étranglement qui existent dans la littérature
et leurs caractéristiques.
Dans le deuxième chapitre, nous avons introduit une méthodologie de déploiement de
l’architecture NoC sur multi-FPGA. Le principe de cette méthodologie est de partir d’une
architecture d’un NoC de base, la découper en plusieurs partitions, connecter les liens de
communications internes du NoC avec l’algorithme de gestion de collisions et finalement
partitionner le NOC sur plusieurs FPGAs. Cette architecture de gestion de collision est
constituée par un AP et un protocole d’accès. L’implantation d’un NoC sur multi-FPGA est
influencé par le type de partitionnement. Dans ce qui suit, nous avons présenté les différentes
techniques de partitionnement d’un NoC sur multi-FPGA, les avantages et les inconvénients
de chacune. Pour équilibrer le partitionnement de l’architecture NoC et minimiser le nombre
de signaux sortant du NoC vers l’autre FPGA, nous avons choisi un partitionnement basé
sur les régions. Enfin, nous avons détaillé la conception de chaque architecture de gestion
du trafic inter-FPGA constitué par BO et RR. Vu que la première version du BO est une
adaptation complète à ce qui existe dans les réseaux informatiques, il n’était pas optimal
par rapport au RR. Afin de surmonter ces inconvénients, nous avons proposé une version
améliorée du BO. Dans la deuxième version, nous avons effectuait des modifications dans
le principe de fonctionnement de la première version l’optimiser.
Dans le troisième chapitre, nous avons évalué nos architectures de gestion du trafic inter-
FPGA. Dans un premier lieu, nous avons présenté la plateforme d’émulation utilisée et le
principe de déploiement et configuration des TGs et des TRs. Ensuite, nous avons présenté
la comparaison effectuée entre le RR et la première version du BO. Cette comparaison a
montré qu’une inspiration et une implantation complète à ce qui existe dans les réseaux
informatiques n’est pas suffisante pour prouver le choix du BO par rapport au RR. Avec
la version améliorée, nous avons pu prouver l’efficacité du BO par rapport au RR. Après,
un modèle mathématique a été proposé pour chaque algorithme. Le principe de cette mo-
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délisation consiste à sauvegarder les valeurs de ressources calculées par l’outil ISE Xilinx
dans une base de données afin de lui appliquer la méthode de la régression linéaire. Cette
dernière est alors appliquée pour construire un prédicateur analytique. Ce prédicateur est
capable de faire des estimations de ressources sans passer par l’outil de Xilinx. Le calcul
de l’erreur relative entre les valeurs estimées et les valeurs réelles a montré qu’il existe une
surestimation importante avec le RR qu’avec le BO. Enfin, nous sommes basés sur une
comparaison effectuée entre le HRRA et le RR pour évaluer le BO. Les résultats de com-
paraisons présentés dans ce manuscrit pourraient être satisfaisantes pour gérer le goulot
d’étranglement des trafics inter-FPGA.
Une des motivations principales de ce travail est de proposer une architecture NoC dédiée
aux applications multimédias. Cette nouvelle architecture fait l’objet du quatrième chapitre.
En effet, nous nous sommes concentrés sur la proposition d’une nouvelle architecture de NoC
basée sur les technologies utilisées dans les réseaux informatiques pour assurer la QoS. Dans
cette architecture de NoC, nous avons doublé les liens physiques et les ports dans chaque
direction sauf le port local qui a été connecté avec un adaptateur "wrapper". Ce dernier
est déployé pour multiplexer différentes catégories de trafics (audio, vidéo, Background
et donnée) avec des niveaux de priorités différentes. Ce doublement de liens physiques
permet aux paquets de haute priorité de récupérer le retard par rapport aux trafics de
faibles priorités. L’efficacité du fonctionnement interne de la nouvelle architecture du NoC
multimédia a été masquée par le wrapper, car il sélectionne toujours les paquets selon
leurs priorités avant qu’ils circulent dans le réseau. Donc, le DiffServ ne fonctionne pas
comme il faut, car les paquets sont classifiés dès le début. Pour l’architecture améliorée,
nous avons supprimé le wrapper, construire un routeur avec multi-ports locaux et connecter
les TGs directement avec les ports locaux. Plusieurs comparaisons entre le NoC multimédia
avec multi-ports et des NoC basés sur ou sans des canaux virtuels ont été effectuées. Les
expérimentations finales ont montré que le NoC multimédia est plus efficace en termes de
ressources et timing que le NoC à base de canaux virtuels et le NoC Handshake. Enfin
dans la dernière partie de ce chapitre, nous avons préposé une analytique pour estimer le
nombre de point d’accès nécessaire pour déployer un NoC multimédia sur multi-FPGA afin
de garder de hautes performances.
Ce travail de thèse offre plusieurs perspectives de recherche :
Système GALS (Globally asynchronous locally synchronous) : L’architecture
de gestion de collision cible les architectures de NoC synchrone, il est donc intéressant de
cibler cette architecture à un système GALS avec plusieurs domaines d’horloges différents.
Du fait que le débit des pins FPGA sont à l’arrêt, il est intéressant dans les futurs travaux
d’augmenter le débit de transmission en utilisant par exemple un protocole Ethernet.
Adaptabilité du chemin : Cette propriété fait référence à la capacité d’un routeur
à adapter dynamiquement le chemin d’un paquet en fonction de l’état actuel du réseau.
Lorsque le routeur détecte qu’un port de sortie est congestionné, il modifie dynamiquement
105
Conclusion générale et perspectives
la politique de routage de telle sorte que les paquets suivants de haute priorité peuvent
éviter le canal bloqué [HP11]. L’adaptabilité des chemins repose sur l’utilisation étendue
des canaux virtuels pour chaque lien physique. Elle peut être utilisée pour implanter des
solutions raffinées pour éviter ou récupérer l’impasse des catégories de trafics.
Buffer dynamique : Les buffers dans chaque port d’entrée d’un routeur peuvent être
de tailles différentes pour optimiser les performances du NoC [HOM06]. De plus, il est
intéressant d’ajuster dynamiquement la profondeur des buffers connectés avec les ports
d’entrée selon chaque catégorie de trafic [HOM06].
Tolérance aux fautes : La tolérance aux fautes dans les NoCs est une question d’im-
portance croissante pour les SoC complexes [KBB11]. En effet, il est intéressant de proposer
des techniques qui rendent le NoC capable de s’affranchir aux fautes qui existent dans le
réseau en considérant les contraintes de surface et de timing. Cependant, les NoC multimé-
dia offrent des options de tolérance aux fautes supplémentaires : L’algorithme de routage
double-XY peut être adapté pour éviter de rouler des paquets vers un lien physique dé-
fectueux en choisissant un lien physique différent. Comme tous les liens physiques sont
complètement séparés les uns des autres, le NoC multimédia peut tolérer les défauts causés
par les liaisons, les arbitres à l’intérieur des routeurs et les switchers.
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Acronymes et abréviations
AC : Access-Point
API : Application Programming Interface
ASIC : Application Specific Integrated Circuit
ASIP : Application des processeurs spécifiques de jeu d’instructions
ATM : Asynchronous Transfer Mode
BO : Backoff
CAO : Conception Assistée par Ordinateur
CABA : Cycle Accurate Bit Accurate
CSMA/CA : Carrier Sense Multiple Access Collision Avoidance
CSMA/CD : Carrier Sense Multiple Access Collision Detection
DDR : Double Data Rate
FLIT : Flow Control Unit
FPGA : Field-Programmable Gate Array
FSM : Finite State Machine
GALS : Globally asynchronous locally synchronous
HRRA : Hiérarchique Round-Robin Arbitre
IO : Input/Output
IP : Intellectual Property
ITRS : International Technology Roadmap for Semi-conducteur
ITU : International Telecommunication Union
LFSR : Linear Feedback Shift Register
LUT : Look-Up-Table
MPSoC : Multi-Processor System On Chip
MAC : Media Access Control
NoC : Network-on-Chip
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Acronymes et abréviations
NI : Network Interface
OSI : Open Systems Interconnect
PCB : Printed Circuit Board
PRNG : Pseudo Random Number Generator
QoS : Quality of Service
RAM : Random Access Memory
ROM : Read-Only Memory
RTL : Register Transfer Level
RR : Round-Robin
SoC : System-on-Chip
TDMA : Time Division Multiplexing Access
TG : Traffic Generator
TLM : Transaction Level Modeling
TR : Traffic Receptor
VC : Virtual Channel
VHDL : VHSIC Hardware Description Language
WI-FI : Wireless Fidelity
WRR : Weighted Round-Robin
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Résumé
Avec la complexité croissante des systèmes sur puce, la conception de la nouvelle généra-
tion des systèmes embarqués dédiée aux applications multimédia doit intégrer des structures
de communication efficaces telles que le réseau sur puce (Network-on-Chip : NoC). Vu la
limitation du nombre de ressources d’un seul FPGA, les plateformes multi-FPGA sont consi-
dérées comme la solution la plus appropriée pour émuler et évaluer ces grands systèmes.
Le déploiement passe souvent par le partitionnement du NoC sur plusieurs FPGAs et de
remplacer les liens de communications internes par des liens de communications externes.
Cette solution possède des limitations. En fait, l’évolution des FPGAs tend à rendre les IOs
des ressources rares aggravant la bande passante intra-FPGA d’une génération à une autre.
Actuellement, le nombre de signaux inter-FPGA est considéré comme un problème majeur
pour déployer un NoC à grand échelle sur multi-FPGA. Comme il y a plus de signaux à
connecter que les IOs disponibles sur FPGA, un goulot d’étranglement important a été crée
laissant les concepteurs soufrera.
Les contributions principales de cette thèse sont : (1). Nous avons développé deux ar-
chitectures de gestions de collisions, une basée sur un accès aléatoire (Backoff) et l’autre
basée sur un accès planifié (Round-Robin). Des comparaisons temporelles et des ressources
ont été effectuées pour choisir la méthode d’accès la plus performante pour prototyper un
NoC sur multi-FPGA. L’architecture basée sur le Backoff permet de partager efficacement
le lien externe entre plusieurs routeurs avec un nombre minimum de collisions. Ainsi, cet
algorithme permet de gérer le goulet d’étranglement et équilibre les accès des routeurs vers
l’inter-FPGA. La nouvelle architecture inter-FPGA pour le Network-on-Chip basée sur
l’algorithme BackOff fournit une latence plus faible avec moins de ressources par rapport
à d’autres solutions comme le RR (Round-Robin) et le HRRA (Hierarchical Roun-Robin
Arbiter). (2) Une méthodologie de modélisation a été émergée pour estimer le nombre de
ressources utilisées par chaque architecture. Cette modélisation est basée sur la régression
linéaire. Il y a des grandes surestimations avec le round-robin qu’avec le Backoff. (3) Fi-
nalement, une architecture de NoC dédiée aux applications multimédias a été proposée.
L’objective de cette architecture est de transmettre des trafics avec des niveaux de priorités
différentes dans des bonnes conditions. Dans cette architecture de NoC multimédia, nous
avons doublé les liens physiques au lieu d’utiliser des canaux virtuels pour permettre aux
trafics de haute priorité de récupérer le retard. De plus, nous avons intégré à l’intérieur des
routeurs un simple arbitre pour traiter les niveaux de priorité pour chaque paquet. Cette
nouvelle architecture a été comparée avec des architectures de NoC traditionnelles avec
(basée sur des canaux virtuels) ou sans (NoC Handshake) qualité de service. Plusieurs tests
ont été effectués pour prouver l’efficacité de l’architecture du NoC multimédia. Finalement,
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une étude analytique a été proposée pour estimer le nombre d’AP nécessaires pour que
cette architecture de NoC multimédia afin de répondre aux exigences d’utilisateurs dans le
contexte de multi-FPGA.
Mots-clés: NoC, Multi-FPGA, architecture de gestion de collisions, NoC multimédia.
Abstract
With the increasing complexity of System-on-Chip, the design of efficient embed-
ded systems dedicated for multimedia applications must integrate effective communication
interconnects such as Network-on-Chip. Given the limited number of resources of a single
FPGA, multi-FPGA platforms are considered the most appropriate means for experimen-
tation, emulation and evaluation for such large systems. Deployment often involves parti-
tioning the Network-on-Chip on several FPGA and replacing internal communication links
with external ones. The limitation of this solution stems from the fact that with ongoing
evolution of FPGAs, their I/O resources become scarcer in time. This, consequently, de-
creases intra-FPGA bandwidth. Currently, the number of inter-FPGA signals is considered
a major problem to prototype a Network-on-Chip on multi-FPGA. Since there are more
signals needed for routers than the number of available FPGA I/Os. Therefore, inter-FPGA
links must be shared between routers, resulting in significant bottlenecks. Since the ratio
of logical capacity to the number of IOs increases slowly for each FPGA generation, this
technological bottleneck will be remaining for future system designs.
The main contributions of this thesis are : (1). We have developed two collision man-
agement architectures, one is based on a random access (Backoff) and the other is based
on a round-robin algorithm. Timing and resources comparisons are made to evaluate the
two inter-FPGA traffic management architectures. The Backoff-based sub-NoC architec-
ture effectively shares external links between multiple routers with a minimum number
of collision and balances access between all routers. The new inter-FPGA architecture for
the Network-on-Chip based on the BackOff algorithm achieves lower latency with fewer
resources compared to other solutions such as Round-Robin and Hierarchical Round-Robin
Arbiter. (2) A modeling methodology has emerged to estimate the number of resources used
by each architecture. This modeling is based on linear regression. There are considerable
over-estimations in the round-robin compared to the Backoff. (3) A NoC architecture dedi-
cated for multimedia applications has been proposed. The objective of such architecture is
to transmit traffic with different priority levels under right conditions. In this architecture
of NoC multimedia, we have doubled the physical links instead of using virtual channels
to allow high priority traffic to recover the delay and to ensure quality of service. In Ad-
ditionally we have integrated within the routers a simple arbiter to deal with the priority
levels for each packet. This new architecture has been compared with traditional architec-
ture based on virtual channels using several test partitioning. Finally, an analytical study
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was proposed to estimate the number of APs needed for the NoC Multimedia deployed in
multi-FPGA systemse to meet the user’s requirements.
Keywords: NoC, Multi-FPGA, collision management architecture, NoC multimedia.
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