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Abstract 
Fluorescence Lifetime Imaging Microscopy (FLIM) and fluorescence lifetime 
spectroscopy have been used to characterise the photophysics of different mutants of 
Green Fluorescent Protein (GFP) and to show evidence of Förster Resonance Energy 
Transfer (FRET) between different mutants in both model systems and in 
biologically significant cell samples. Two different imaging systems have been used 
and compared, a time gated intensified CCD camera (tgiCCD) system and a time and 
space correlated single photon counting (TSCSPC) system. 
GFP has been cloned into Escherichia co/i and investigated by FLIM and lifetime 
spectroscopy, both in vivo and in vitro, to show how the fluorescence lifetime of the 
protein changes as the microenvironment of the protein, and hence the fluorophore, 
changes. In conjunction with collaborators, cancer cell signalling was investigated by 
looking for FRET between molecules tagged with different GFPs in fixed 
mammalian cells. When no consistent energy transfer was observed between GFP 
and Yellow Fluorescent Protein (YFP), or between GFP and Red Fluorescent Protein 
(RFP), in the biologically important cells, a model system was devised. This model 
system consisted of the mutant enhanced Cyan Fluorescent Protein (CFP) expressed 
in fixed cells both alone and as an engineered FRET construct with enhanced Yellow 
Fluorescent Protein (YFP). This system showed a reproducible FRET signal. 
Comparison of the results from the CCD camera system, frequently used by 
biologists to undertake FLIM, and the higher resolution TSCSPC detector 
highlighted a phenomenon that potentially undermines work that relies on average 
lifetime results. There is a difference in the rate, or amount, of energy transfer from 
different conformers of the UP to the YFP acceptor. This results in an 
overestimation in the separation distances calculated by FRET between this donor - 
acceptor pair. 
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Acronyms and Abbreviations 
(E)GFP (Enhanced) green fluorescent protein 
wtGFP Wild-type green fluorescent protein 
(E)CFP (Enhanced) cyan fluorescent protein 
(E)YFP (Enhanced) yellow fluorescent protein 
FRET Förster resonance energy transfer 
FLIM Fluorescence lifetime imaging microscopy 
CCD Charge coupled device 
TCSPC Time correlated single photon counting 
TSCSPC Time and space correlated single photon counting 
RFP Red fluorescent protein 
tgi Time gated intensified 
TAC Time to amplitude converter 
MCP Micro channel plate 
PMT Photo multiplier tube 
CFD Constant fraction discriminator 
FWHM Full-width at half maximum 
LED Light emitting diode 
ND Neutral density (filter) 
NA Numerical aperture 
OD Optical density 
ROt(s) Region(s) of interest 
lv 
CBD 	Chitin binding domain 
DTT 	1 ,4-dithiothreitol 
IPTG 	isopropyl-beta-D-thiogalactopyranoside 
EDTA 	ethyl enediaminetetraacetic acid 
TCEP 	Tris(2-carboxyethyl)phosphine hydrochloride 
SDS-PAGE Sodium dodecyl sulphate polyacrylamide gel electrophoresis 
Tris 	2-Amino-2-(hydroxymethyl)- I,' -propanediol 
TMR 	Tetramethyirhodamine 
LB 	Luria-Bertani 
M9 	'M9' minimum broth 
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ChaDter 1 Introduction 
After the success of genomics, with the completion of a rough draft of the human 
genome and a burgeoning genonlics industry, the next target is proteomics. The term 
was coined as an analogy of genomics, but proteomics is far more complicated. The 
goal of proteomics is a full molecular-level understanding of the cellular functioning 
of protein molecules'.This requires the development of advanced technologies to 
study the spatio-temporal distribution and behaviour of proteins in vivo. In particular, 
knowledge of the nanoscale interaction of proteins with other cellular components 
(including other proteins) is essential. Fluorescence microscopy has proven to be an 
invaluable method for imaging in cell biology, primarily due to its high sensitivity 
and the wide range of probes available for selectively labelling cellular structures 2 . 
Although the simultaneous use of multiple probes has been used to co-localise some 
of these structures, conventional fluorescence microscopy is ultimately limited in the 
spatial resolution achievable (diffraction limited to -300 nm). 
Spatial resolution can be improved by using point scanning methods such as confocal 
microscopy3 , and other sophisticated microscopy developments 4 (e.g. multiphoton, 
stimulated emission depletion. 4-Pi, image interference, near-field scanning). A 
simpler, yet powerful, approach is to take advantage of the phenomenon of Förster 
resonance energy transfer (FRET) 5 . This involves monitoring the transfer of energy 
from an excited fluorescent molecule (donor) to another molecule (acceptor). Probes 
are chosen such that the emission of the donor fluorophore overlaps the absorption 
spectrum of a fluorescent acceptor, resulting in enhanced emission from the acceptor 
upon excitation of the donor. The efficiency of energy transfer varies inversely with 
the 6th power of the separation distance between donor and acceptor, making it 
extremely sensitive to interactions in the 1-10 nm range, which is a significant 
increase in spatial resolution compared with standard optical microscopy. 
Whilst the choice of potential fluorophores is vast, the most important for in vivo 
fluorescence studies in recent years has been the green fluorescent protein (GFP), 
which is an inherently fluorescent recombinant probe 6 . GFP was originally found in 
the jellyfish Aequorea victoria. but its cloning and the discovery that it can be 
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expressed in many other organisms have led to its great importance in biological 
imaging. A wide range of GFP mutants have been engineered to extend and optimise 
their physicochemical properties. In particular, a number of colour variants have 
been constructed for use as complementary donor-acceptor pairs for FRET studies 7 . 
Although these FRET probes are very popular in cell biological studies, the 
photophysical properties of GFP and derivatives are proving to be highly complex, 
which means that their use in FRET studies in vivo may be restricted to very 
qualitative studies. 
Quantification is particularly difficult with steady-state fluorescence imaging 
because variations in intensity can be due to local environmental effects (such as 
energy transfer) or simply caused by changes in the probe concentration or, indeed, 
by a range of optical artefacts. An alternative approach is fluorescence lifetime 
imaging microscopy (FLIM), which measures the lifetime at every point in a 
fluorescence image 8 . In principle, this overcomes the problems of intensity-based 
methods because the lifetime is independent of the number of fluorescing molecules, 
so changes in lifetime reflect true changes in the environment of the probe (e.g. 
proximity of an acceptor chromophore, calcium concentration, temperature etc). 
FLIM has been successfully used to probe energy transfer in cells 9 ' °"', but the 
multiple decay pathways available to an excited molecule and the different 
environments of the molecule mean that the fluorescence decay is often complex. 
Therefore, extracting quantitative information from FRET measurements using 
FLIM must take this dynamical complexity into consideration. 
FLIM can be performed in the time domain using a pulsed excitation light source or 
in the frequency domain using a phase-modulated light source and gain-modulated 
detector. Time-domain FLIM is normally used when complex fluorescence decays 
must be resolved whilst frequency-domain methods generally allow more rapid 
acquisition 12.  In an effort to speed up image acquisition times using time-domain 
FLIM, the use of high intensity pulsed lasers and gated detectors such as time-gated 
intensified CCDs (tgiCCD) has proven popular' 3-14  However, the limited number of 
time-gates available (from 2 to approximately 50 time gates per pixel) results in a 
description of the fluorescence decay containing at most two lifetime components, 
which is comparable to frequency-domain techniques. The most accurate time 
domain method is time-correlated single photon counting (TCSPC). although this is 
generally perceived as being a slow technique. TCSPC can be used in conjunction 
with confocal or multiphoton scanning microscopy for FLIM' 5 . This allows 3D 
imaging but wastes much of the emitted light, leading to problems of photo 
bleaching due to the intense laser spot and a difficulty in acquiring sufficient photons 
for data analysis. A promising technique in this respect is time- and space-correlated 
single photon counting (TSCSPC), which uses a quadrant anode photomultiplier to 
allow widefield detection 16 . 
In this work, FLIM has been used to image several GFP mutants, using both this high 
sensitivity single photon counting detector and a more common, time gated 
intensified CCD detection system. Using bacterial protein expression and 
purification techniques, GFP has also been characterised using standard biochemical 
techniques, both in vivo and in vitro, to better understand the complex photophysics 
of the GFPs. The FLIM technique has been used to try and observe FRET between 
several different GFP FRET pairs in fixed mammalian cells, and to compare the two 
different imaging systems on the same sample. The different resolving power of the 
two systems has brought to light a previously unobserved phenomenon concerning 
FRET between two particular mutants, CFP and YFP. This observation may have 
significant implications for researchers hoping to extract the quantifiable data 
necessary to further the understanding of protein-protein interactions. 
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Chapter 2 - Theory and Instrumentation for Fluorescence: 
The work presented in this thesis uses fluorescence, and particularly fluorescence 
lifetime, to reveal the fundamental photophysics of GFPs. Therefore, before going on 
to describe the experiments performed and the results obtained, there is a large 
amount of theory that must be explained. In this chapter the theory of all the 
processes involved with fluorescence, fluorescence lifetime and fluorescence, or 
more correctly Förster, resonance energy transfer will be explained as fully as is 
necessary to understand the work described herein. As such, a full quantum 
mechanical explanation will not be given for most processes. 
Theory of fluorescence: 
Luminescence is the emission of light from any substance and occurs from 
electronically excited states. To get to this electronically excited state, the molecule 
can either absorb a photon of light, known as photoluminescence, or it can receive 
the energy from a chemical reaction, known as chemiluminescence. If the chemical 
reaction occurs inside living organisms it is termed bioluminescence. The main 
subject of this thesis, GFP, occurs naturally and receives its energy in nature by 
energy transfer from a molecule of aequorin, which is bioluminescent. However, in 
this work only photoluminescence will be performed. The luminescence that is 
emitted can be of two types, fluorescence and phosphorescence. An energy level 
diagram, called a modified Jablonski diagram as shown in figure 2.1, can help to 
explain the differences between them'. In the Jablonski diagram, the ground, first and 
second electronic states are depicted by S 0, S, and S 2 . respectively. At each of these 
electronic energy levels the fluorophores can exist in a number of vibrational energy 
levels (denoted by 0, 1. 2, etc.). Transitions between states are depicted as vertical 
lines to illustrate the instantaneous nature of light absorption. When a molecule 
absorbs a photon of light it is typically excited to a higher vibrational level of the 
first or second singlet excited electronic state, S, or S2. Transitions occur in 
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Figure 2.1: A modified Jablonski diagram showing the main processes in 
absorption and emission, along with the timescales involved. Radiative 
absorption and emission processes are indicated by solid arrows, and non-
radiative pathways by dashed arrows. 
After the absorption of a photon, the molecule then rapidly relaxes to the lowest 
vibrational level of S1. This is termed vibrational relaxation, or internal conversion, 
where the molecule loses energy to its surroundings as heat and it occurs on a 
timescale of 1012 S. It is a consequence of there being strong overlap between 
numerous states of nearly equal energy in the condensed phase. The molecule can 
then emit a photon to relax to a higher vibrational level of the ground S 0 state, which 
then rapidly reaches thermal equilibrium. This is termed fluorescence and the 
emission rate is indicated by rF on the Jablonski diagram. Because this is a transition 
between states of the same multiplicity it is spin allowed and occurs on the timescale 
of 10-8 s. Alternatively, the molecule can undergo spin conversion to the first triplet 
state. T 1 . This is termed intersystem crossing. Emission from the first triplet state to 
the singlet ground state is a transition between states of different multiplicity, is spin 
forbidden and consequently occurs on a much slower timescale, usually several 
orders of magnitude slower than fluorescence at 106 - 100 s. This is called 
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phosphorescence, and the rate is shown as T. Phosphorescence will not be dealt with 
in this work. 
Fluorescence and phosphorescence are the two radiative relaxation processes, in that 
a photon is emitted. There are, however, alternative relaxation pathways competing 
with fluorescence and phosphorescence that do not result in the emission of a photon. 
These include quenching, where the molecule loses its energy in an interaction with 
another molecule such as oxygen, the formation of a non-fluorescent complex, 
energy transfer to the matrix or other regions of the same molecule, or by energy 
transfer to another molecule. This final route is a special case termed resonance 
energy transfer which will be investigated in more depth later. The other, non-
radiative processes are generally grouped together under a single rate constant shown 
as k nr on the diagram. 
The Stokes' Shift 
The first thing that becomes obvious from the Jablonski diagram is that the emitted 
photon, whether fluorescence or phosphorescence, is typically of lower energy than 
the absorbed photon. This is known as the Stokes' shift, after Sir George Gabriel 
Stokes who first observed the phenomenon, and it is fundamental to the success of 
fluorescence spectroscopy. It is a consequence of the fact that, after absorption, there 
is always rapid relaxation to the lowest vibrational level of S 1 . Because this 
relaxation is generally two or three orders of magnitude faster than fluorescence, the 
molecule has almost always reached the lowest energy level before fluorescence can 
occur. Another reason is that fluorophores generally decay to higher vibrational 
levels of the ground, 5o  state. Because there are a multitude of different vibrational 
levels that the molecule can be excited into, and a multitude of vibrational levels of 
the ground state that it can decay into, there is a broad spectrum of both excitation 
and emission wavelengths. These are usually termed the absorption and emission 
spectra respectively. 
The Stokes shift is also the reason that fluorescence spectroscopy is such a highly 
sensitive method of analysis. Because the emitted fluorescence is shifted in 
wavelength from the excitation source, the bright excitation source can be filtered 
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out, by use of band pass filters or more frequently monochromators, before detection 
of the fluorescence. Also the emission is omni directional, and so the emission can be 
detected at right angles to the excitation beam, further reducing the interference from 
the excitation source and enhancing the sensitivity. This means that even small 
amounts of fluorescence emission can easily be detected. 
Kasha's Rule 
Another consequence of the rapid relaxation to the 5, level is that, generally, 
fluorescence emission is independent of excitation wavelength. Because emission is 
predominantly from the lowest S 1 level, its wavelength is not a consequence of its 
excitation. This is known as Kasha's rule 2 . Like most rules, there are some 
exceptions although they are rarely encountered in biological molecules. In 
particular, there are molecules that have different ionization states, each with their 
own distinct excitation and emission spectra. 
The Mirror Image Rule 
Absorption occurs into a multitude of different vibrational levels of the Si  and S2 
excited states and emission occurs into a multitude of vibrational levels of the S 0 
ground state. In most molecules there is a strong similarity in the vibrational levels in 
S0 and S 1 . Because similar transitions are occurring between absorption and emission 
this results in the emission spectrum being a mirror image of the absorption 
spectrum. More precisely, the emission spectrum, S, -> so, is the mirror image of the 
So -* S, absorption spectrum. It is often the case, however, that there is a strong so 
-> S2 absorption, such as in the case of quinine solution, which leads to a higher 
energy absorption peak in the absorption spectrum 3 . This, of course, is not mirrored 
in the emission, since emission is predominantly from S i . The similarity in the 
absorption and emission can be further explained by considering the Franck-Condon 
principle. The Franck-Condon principle states that all electronic transitions are 
vertical, that is they occur without any change in the position of nuclei, since they are 
effectively simultaneous. Because of this, if the probability of a transition between, 
say, the zeroth and second vibrational level is greatest in absorption. then the 
reciprocal, zeroth to second, transition is also most probable in emission. This is 
demonstrated in figure 2.2. 
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Figure 2.2: Demonstration of how the Franck-Condon factor results in the 
mirror image rule. The energy diagram (left) shows how, if the zeroth to second 
vibrational level transition is most probable in absorption, the reciprocal zeroth 
to second transition is also most probable in emission. This results in the 
symmetry in the absorption and emission spectra (right). (adapted from ref. 4) 
Quantum Yield and Fluorescence Lifetime 
Two very important concepts in fluorescence are the quantum yield and the 
fluorescence lifetime. The quantum yield is the proportion of emitted photons to the 
number of absorbed photons. The closer to unity the quantum yield is, the brighter 
the fluorescence emitted. The lifetime is a measure of the time taken for the 
fluorescence photon to be emitted. The longer the lifetime, the more time there is for 
the fluorophore to interact with its environment before emitting the photon, and the 
more information can be gleaned about that environment. 
From figure 2.1, the fluorescence emission rate and the rate of non-radiative decay 
are FE and knr respectively. Since the quantum yield, Q. is the fraction of 




The fluorescence lifetime is denoted by r, and is defined as the average time that the 
fluorophore spends in the excited state before returning to the ground state. In the 
absence of any non-radiative pathways. this would be the reciprocal of the emission 
decay rate given by equation 2.2. 
	
I / F 	 (equation 2.2) 
This is known as the intrinsic or natural lifetime and is denoted r. In practice 
however, it is the reciprocal of the combined emission and non-radiative decay rates, 
shown in equation 2.3. 
T = I / (F+ knr) 	 (equation 2.3) 
By rearrangement of equations 2.1 to 2.3. it can be seen that the natural lifetime can 
be found from the measured lifetime and the quantum yield, equation 2.4. 
= t / Q 	 (equation 2.4) 
From the above it can be seen that both the fluorescence lifetime and quantum yield 
are affected by changes in the radiative and non-radiative decay rates. The emissive 
rate is essentially a constant for most fluorophores, since it is a consequence of the 
intrinsic electronic properties of the molecule. Consequently the measured 
fluorescence lifetime, in particular, is profoundly effected by changes in the non-
radiative decay pathways. Any increase in non-radiative decay pathways will 
increase knr  and so reduce the lifetime observed. This makes the fluorescence lifetime 
a sensitive indicator of changes in the micro-environment of the fluorophore. 
Förster Resonance Energy Transfer - FRET 
One very important non-radiative pathway is resonance energy transfer. This is a 
transfer of energy from an excited fluorophore to another molecule, through space, 
via a dipole-dipole interaction. In particular, but not exclusively, it is the transfer of 
energy from one fluorophore to a nearby fluorophore. leading to fluorescence 
emission from that fluorophore. This can only occur if the emission spectrum of the 
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donor fluorophore overlaps with the excitation spectrum of the acceptor, as shown in 
figure 2.3, and if they are separated by a distance of approximately 10-100 A. 
Overlap integral 
J (?) 
Donor 	 Acceptor 
emission 7 	 absorption 
4 
In 
Figure 2.3: Schematic showing the overlap between the donor emission and 
acceptor absorption spectra, in blue and green respectively, required for FRET. 
The area of overlap between the two spectra, shown in grey, is the overlap 
integral, J(X). 
The rate of energy transfer varies inversely with the 6th power of the separation 
distance and is best described in terms of R 0 , known as the FOrster distance, named 
after Professor Theodor Förster who developed the theory of resonance energy 
transfer 5 . R0 is the distance, in A, where there is 50% energy transfer and can be 
defined in terms of equation 2.5. 
R = 8.785 x 10 5 [K QD° J(X) n] A 	(equation 2.5) 
IC' is a factor describing the relative orientation of the transition dipoles of the donor 
and acceptor. It is usually assumed to be 2/3, appropriate if there is random 
orientation, for example due to free rotation between the two molecules. n is the 
refractive index of the medium, often estimated to be 1.4 for bio molecules in 
aqueous medium. QD°  is the quantum efficiency of the donor in the absence of the 
acceptor and J (?) is the overlap integral, in units of M cm 3 , and expresses the 
degree of overlap between the emission of the donor and the absorption of the 
acceptor. Consequently R 0 can be estimated given the corrected absorption and 
emission spectra of the acceptor and donor respectively and the donor quantum yield. 
Once the value of R 0 is known, the rate of energy transfer. k 1 (r) can be easily 
calculated using equation 2.6 
k 1(r) = i/ID (R0/r)6 
	
(equation 2.6) 
Where TD  is the lifetime of the donor in the absence of the acceptor. The efficiency of 
energy transfer is the fraction of photons absorbed by the donor whose energy is then 
transferred to the acceptor. as shown in equation 2.7 
E = k 1 / (z5' + kT) 	 (equation 2.7) 
Given equation 2.6, this equation can be rearranged as equation 2.8 
E = R06 / ( R06 + r6 ) 	 (equation 2.8) 
Because of the r 6  dependence of FRET, the efficiency of transfer rapidly approaches 
100% at distances <R 0 and rapidly approaches 0% at distances >R 0 . Practically, r can 
only be within a factor of 2 for FRET to be useful. The efficiency can also be easily 
calculated by measuring the lifetime of the donor in the absence. TD,  and presence 
TDA of the acceptor, as shown in equation 2.9. 
E= l-(IDA /ID) 
	
(equation 2.9) 
From this it can be seen that, given R 0 for a particular donor/acceptor pair and the 
lifetime of the donor in the absence of the acceptor. then measuring the lifetime of 
the donor in the presence of the acceptor will reveal the distance between the two 
fluorophores. This is the basis of lifetime FRET analysis and is pivotal to the 
research presented here. However, it relies on measuring fluorescence lifetimes 
which will be described in the next section. 
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Measuring Fluorescence Lifetime 
Fluorescence Spectroscopy 
In steady state fluorescence spectroscopy the sample is illuminated by a continuous 
beam of light at the required excitation wavelength and the intensity of fluorescence 
is measured over a range of emission wavelengths to produce an emission spectrum. 
It is termed'steady state' because the fluorescence emitted has a lifetime of 
nanoseconds and so almost immediately after the illumination begins, steady state is 
achieved. There is a close relationship between the intensity of emission and the 
fluorescence lifetime. Fluorescence emission is a random process obeying first order 
kinetics according to equation 2.10 
1(t) = 1 0 .e` 
	
(equation 2.10) 
where 1(t) is the intensity at time t. Jo is the intensity at time zero and t is the 
fluorescence lifetime. In order to measure r, a pulsed excitation source is required. If 
the sample is illuminated by a very short pulse of light, preferably much shorter than 
the fluorescence lifetime, then the amount of time that has elapsed between the 
excitation pulse and the detection of the emission photon can be measured. The 
fluorescence lifetime, by definition, is the time taken for the emission intensity to 
drop to l/e of its initial intensity. In practice the lifetime is found by measuring the 
slope of a plot of log(I) v t, where the slope is -1/(2.303t), as shown in figure 2.4. 
Figure 2.4: Plots of fluorescence intensity, I, versus time, t (left) and log(I) 
against t (right), indicating how to calculate T from each plot type. 
To measure the fluorescence lifetime, therefore, a spectrometer is required that has a 
pulsed light source and ultra fast electronics to detect photons picoseconds after the 
excitation pulse of light. 
Time-resolved Fluorescence Svectrosco 
Performing time-resolved spectroscopy requires a pulsed light source. This could be 
a simple xenon flash lamp, but recent advances in laser technology have made pulsed 
laser sources relatively inexpensive and these are the usual excitation sources used. 
The work in this thesis has been performed using both a tuneable femtosecond pulsed 
Titanium: Sapphire (Ti: Sapphire) laser and simpler LED and diode pulsed sources. 
A full explanation of the theory behind the Ti:Sapphire laser is beyond the scope of 
this thesis, but a brief explanation of the practical workings of the laser is not. The 
laser produces ca. 200 fs pulses of light at a repetition frequency of 76 MHz tuneable 
over a wavelength range of 700-1000 nm. While the length of the pulse is ideal for 
time resolved spectroscopy. the repetition rate and the wavelength of emission are 
too high for practical use. To resolve this problem the output from the laser is first 
passed through a pulse picker, which reduces the repetition rate to 4.75 MHz, and 
then through a harmonic generator, which halves the wavelength to a more useful 
350-500 nm. This can then be used in the spectrometer. 
The principles of operation of the spectrometer are simple. The excitation pulse 
triggers a timing device before illuminating the sample. The fluorescence photon 
emitted is detected and the detector triggers the timing device again. From this, the 
timing electronics assigns a time after the pulse, or delay, for the photon. This delay 
is then logged. The timing process resets and awaits the next trigger. This process is 
repeated several million times and the logged delays are plotted on a histogram from 
which the fluorescence lifetime is calculated. Because single photons are detected 
one after another, this is termed Time Correlated Single Photon Counting or TCSPC. 
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TCSPC 
Single photon counting requires specialist electronics to work. These are normally 
located on a computer card and are controlled by computer software. The card 
contains the timing electronics, the data readout and storage circuits and the interface 
between the detector and the computer. The computer software controls the card and 
allows adjustment and optimisation of all the parameters of the system. The 
principles of the operation of TCSPC are detailed below. 
The Timing Signal 
The spectrometer can be operated in either forward or reverse mode. Reverse mode 
is more efficient  but the operation in forward mode is more intuitive and will be 
explained first. The excitation pulse from the laser provides a Start' signal. In the 
case of the Ti:Sapphire laser this signal is provided by splitting off a portion of the 
excitation beam using a half-silvered mirror and directing it to a fast photodiode 
which acts as the trigger. The start signal is directed to a Time to Amplitude 
Converter, or TAC, located on the computer card. The fluorescence photons are 
detected by a Micro Channel Plate, or MCP, detector which sends a stop signal to the 
TAC. The TAC contains a capacitor. When it is triggered by the start pulse it begins 
to accumulate charge until stopped by the stop signal. This accumulation of charge is 
linear and so the amount of charge is proportional to the time that has elapsed 
between the start and stop pulses. This charge (delay) is recorded and the TAC is 
reset. Once reset. which takes a finite time, the TAC is able to record the next start-
stop cycle. The configuration of the TAC can be adjusted to change the length of 
time, or range, that the TAC can record. from 20 ns to 1 ms. The shorter the TAC 
range, the higher the temporal resolution, since there is a minimum increase in 
charge that can be measured. These increments are defined as channels. A TAC 
range of 20 ns produces a channel width of fractions of a picosecond. 
Constant Fraction Discriminator 
To ensure that the timing of the arrival of the photons is consistent, the timing signals 
from the photodiode and the MCP detector are first passed through a Constant 
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Fraction Discriminator, or CFD 7 . This is necessary since the pulses have a finite 
width and may vary in amplitude, if the signals were timed once the leading edge of 
the pulse reached a threshold value, then there would be a timing difference between 
pulses of different amplitudes, as shown on the left of figure 2.58.  The CFD takes the 
pulse signal, splits it by a constant fraction, usually 2/3 to 1/3, inverts the smaller 
fraction and delays the other by half the pulse width. When the two parts are 
recombined, it results in a zero point that is independent of the amplitude and gives 
consistent timing of the pulses, as shown on the right of figure 2.5. 
t 	 t 
Figure 2.5: Comparison between threshold triggering (left) and constant 
fraction triggering (right). The constant fraction discriminator times a pulse 
arrival consistently, irrespective of the amplitude of the pulse. (Adapted from 
ref.8) 
Forward versus reverse mode 
As described above, if the TAC is working in forward mode then the TAC starts 
charging when the excitation pulse triggers it. If a fluorescence photon is detected 
before the TAC reaches the end of its range then the delay (charge) is recorded, the 
TAC is discharged and resets. This takes a finite time. usually several microseconds. 
This is the known as the dead time of the TAC. when no signals, start or stop, can be 
recorded. Once it has reset, the TAC is triggered by the next start signal from the 
excitation pulse and the cycle begins again. This is the reason that the ultra high 
repetition rate of the laser needs to be reduced. Otherwise the vast majority of pulses 
will arrive during the dead time of the TAC and will never be detected. More 
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importantly any fluorescence caused by the pulses will also not be recorded. 
However, if no emission is recorded after the excitation pulse, the TAC is not 
stopped, reaches the end of the cycle and resets itself. It may be many tens or 
hundreds of cycles before another fluorescence photon is detected. This puts a heavy 
load on the TAC for no reason. This can be avoided by running in reverse mode. 
In reverse mode the start signal for the TAC is provided by a detected fluorescence 
photon, and is then stopped by the next excitation pulse. This ensures that the TAC 
only runs when a photon is detected. This has two major advantages. More 
fluorescence photons are counted, since the TAC only cycles when a photon has 
been detected, and the TAC runs less frequently. which reduces the load on the 
electronics. The minor irritation is that the decay curves appear reversed on the 
screen, but the software allows for this when doing the calculations. 
Pulse Pileup 
When operating the spectrometer, the count rate, the rate at which photons are being 
recorded. should never be above 1% of the repetition rate of the laser. This is to 
avoid a phenomenon called pulse pileup' 9 . This introduces errors into the timing of 
the photons, since the TAC can only record the first photon that arrives during a 
cycle. If the count rate is higher than 1% of the laser pulse rate, then the photon that 
arrives to stop the TAC may not be the one that was emitted as a result of excitation 
by the pulse that started the TAC. It may be a photon emitted very quickly after the 
next pulse, or one emitted very much later from an earlier pulse. In practice, 
increasing the count rate starts to reduce the lifetime recorded for the decay. The 
same rationale holds if the spectrometer is running in reverse mode. Reducing the 
count rate to 1% reduces these errors to the point where the actual and recorded 
lifetimes coincide. When using the Ti:Sapphire laser at a repetition rate of 4.74 MHz. 
this results in a maximum count rate of 47 kHz, although 30 kHz was more common. 
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Flntnctnr 
The detector used for the spectroscopy in this project was a Micro Channel Plate 
Photo-Multiplier Tube, or MCP PMT. While it is beyond the scope of this thesis to 
describe in detail the engineering characteristics of the detector used, a simplified 
explanation of the mode of operation is necessary to understand the limitations and 
the effect on the overall timing precision of the instrument. 
An MCP PMT consists of a photo cathode and an anode operating at high voltage. In 
between the two electrodes are two MCPs. The arriving photon hits a photo cathode 
on the face of the detector and causes a photoelectron to be emitted from the cathode. 
The high potential between the two electrodes causes the photoelectron to be 
attracted to the anode. In between the electrodes are the MCPs. These have small 
channels, usually microns in diameter, lined with dynode material which amplifies 
the electrons. The increasing number of electrons continues down the channels until 
a measurable current arrives at the anode and is recorded. The time taken from the 
initial photon arrival to measuring the current at the anode is known as the transit 
time. This is simply a delay that is corrected for in the electronics. What cannot be 
corrected for is the transit time spread or TTS. This is the uncertainty in the timing of 
the transit through the detector and is caused by the electrons travelling different path 
lengths. By restricting the electrons to narrow individual channels, and reducing 
feedback between adjacent channels. MCP PMTs reduce the TTS by an order of 
magnitude over traditional PMTs. This is important as it is a major contributor to the 
Instrument Response Function, or IRF. 
Instrument Response Function 
This is a measure of the instrument's response time, that is the time it takes to record 
an instantaneous event. As described in the previous sections, the TAC, the detector 
and all the other electronic components of the timing system take a finite time to 
record and relay data. The broader the IRF, the greater the uncertainty in measuring 
short lifetime components. It is measured by recording the excitation light scattered 
by a suitable scatterer such as Ludox, a suspension of colloidal silica. By recording 
the response time for an instantaneous event, the software can take this into account 
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when recording actual data, as will be described in the next section. Figure 2.6 shows 
a typical IRF recorded on the spectrometer. For the experiments reported herein, the 
typical IRF was -40 PS. 
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Figure 2.6: Typical IRF recorded on the spectrometer, showing the main peak 
caused by the pulse itself and the lower intensity broadening caused by the 
electronic noise in the timing circuits. 
Displayed as a Log (I) v time graph, it clearly shows the sharp peak caused by the 
pulse itself which makes up the majority of the response and the lower intensity 
broadening noise' caused by the electronics recording the signal. 
The IRF will change whenever any parameters change in the spectrometer. These 
include, but are not restricted to, changing the size of the monochromators slits, 
changing the size of the detection iris, changing any filters being used, changing the 
cuvette used to hold the sample. changing the wavelength of excitation. In short, a 
new IRF needs to be recorded whenever any changes are made to the instrument. 
Data Analysis 
Fluorescence decay is a first order process, and the fluorescence intensity at any 
time, t. was described by equation 2.5. This is however only true for a single 
exponential decay, i.e. a single species decaying. In almost all real situations, there 
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are more than one species, or components, present and each will have a distinct 
decay. These are therefore known as multi-exponential decays. Therefore the lifetime 
recorded is a sum of all the individual decays, as shown in equation 2.11. 
(i) t = B + a i.e thT)  + a2.e t2 ) 	 (equation 2.11) 
Where B is a background constant and as.. . a 1 are known as the pre-exponentials, or 
a-factors. These are the fractions of the total population with each individual lifetime, 
so that a 1 is the proportion of the total population with lifetime -rl etc. B is the 
background count, i.e. the photons that are not correlated with the excitation pulse 
and so have no lifetime. It is this equation that the software attempts to fit to the data. 
It does this by a process of iteration using a non-linear least squares analysis. The 
program is given a starting point, or points for multi exponential decays, by the 
operator and then changes these values slightly until the best fit between the recorded 
data and the assumed parameters is achieved. This best fit is achieved when the 
goodness-of-fit parameter, x2 ' is minimised. x 2 . pronounced chi squared', is defined 
as ' the sum of the squared deviations between the measured values, N(tk) and the 
expected values, N(tk), each divided by squared deviations expected for the number 
of detected photons", as shown in equation (2.12). 
= --JN(tk) - NJtk 
) ]2 	[Ntk - N(tk)] 	(equation 2.12) 
k=l Ok 	 k=I 
This was simplified, since Cyk  is the standard deviation of each data point and Poisson 
statistics state that the standard deviation is the square root of the number of photons, 
and so ak 2  is equal to N(tk). 
An algorithm is used to decide what small changes to make to the assumptions to 
increase the goodness of fit. The F900 software used for data analysis in this project 
uses the Marquardt - Levenberg algorithm' 0 . In practice, x2  depends on the number 
of data points" and so the reduced XR  value is used as shown in equation 2.13 
= x2 / ( n-p) = x2  / u 	 (equation 2.13) 
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where n is the number of data points, p is the number of floating parameters and so u 
is the number of degrees of freedom. If only random errors contribute to it. then X 2 R 
is expected to be near unity. For simplicity, x2 will be deemed to be X2R  whenever it 
appears in this manuscript. 
Goodness of Fit 
In general, the closer x2 is to unity the better the fit, but this figure should not be 
viewed in isolation. It relies on estimating the uncertainties in the data, which could 
be significant. It is better to look at the x2 figure alongside the residuals, the amount 
the fit deviates from the data at each point. The residuals should be randomly 
distributed around zero, with no systematic component, for a good fit. If x 2  is low, 
but the residuals are not random, then the fit is likely to be suspect. Figure 2.7 shows 
how increasing the number of variables from two lifetime components to three has 
reduced the x2  figure and improved the residuals. 
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Figure 2.7: Comparison between a 2-component (left) and 3-component fit 
(right), of the same decay, complete with the fit (shown in blue) and the fitting 
data. While the x 2  figure has been reduced from 1.472 to 1.034, this should be 
viewed along with an improvement in the residuals (shown in red), where a 
periodic element in the 2-component fit has been reduced dramatically in the 3-
component fit. 
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With regard to increasing the number of components in the fit, if by increasing the 
number of exponentials the fit does not improve markedly, then it is unlikely that the 
increased number of components is any more valid than the original number. In 
practice, once x2  is significantly below 2, any improvement in the value should not 
be viewed alone as evidence of an improved fit. 
Minimum data points necessary for a reliable fit. 
Single exponential decays can be resolved from very few data points but multi-
exponential decays require many more. As the number of components increases so 
does the number of peak counts in the decay required to give a fit with the same 
amount of confidence. In fact the number of peak counts has to rise by an order of 
magnitude for each additional component 4 . For a single exponential decay, a peak 
count of 100 would be sufficient, for a bi-exponential 1.000 and for a three 
component fit 10.000 would be seen to be a minimum. In practice, the higher the 
number of counts, the better the reliability of fit. For most experiments performed 
using the spectrometer in this work, the spectrometer was set to stop at 20,000 counts 
in the peak channel. 
Global Analysis 
To increase the confidence in computed lifetimes a global analysis can be 
performed 12  Global analysis can be performed on two or more experiments where 
some of the parameters are expected to be the same and some different. In particular, 
in chapter 6 of this thesis, several different cells expressing the same fluorophore 
were analysed separately and found to have similar distributions of lifetimes. 
Assuming that the lifetimes were the same, and that the only difference between the 
cells was the distribution of those lifetimes, global analysis was performed. This 
means that all the different decays are analysed simultaneously until the lifetimes fit 
all of the different experiments, with only the distribution of those lifetimes being 
different in each experiment. This then gives both a global x 2 . which is a measure of 
how reliable the global lifetimes are, and individual x 2  values representing the 
reliability of the distribution of lifetimes for that individual data set. Obviously, if the 
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assumption that the lifetimes are the same was false, then the global analysis will be 
unable to find a reasonable global fit. 
Reconvolution 
As was described earlier, the IRF is a measure of the spectrometer's ability to record 
an instantaneous event, such as scattered excitation light. The above data analysis 
section has not taken this in to account. This is referred to as tail-fitting, since the fit 
is restricted to the 'tail' of the decay from just below the peak. This will include a 
certain amount of the instrument response function, since although the IRF peak will 
be before the fluorescence peak (because of the vibrational relaxation time described 
earlier) it is several picoseconds wide at full width - half maximum (FWHM). If the 
decay being analysed has a short, picosecond, component then the IRF will interfere 
with the satisfactory resolution of this short component. One way to resolve the short 
component is to reconvolute the decay with the IRF. In effect, the IRF is treated as 
an additional component, and the remaining components are fit so that they are 
independent of the IRF. This is done automatically by the fitting software. However, 
if the IRF is different, because some parameters of the experiment have been 
changed. then trying to reconvolute the data is impossible, since the data it is trying 
to account for is different. This is the reason that it is essential to record a new IRF 
whenever the parameters of the experiment change. However, if the decay that is 
being analysed has no short lifetime components, than the influence of the IRF is 
marginal, and a tail-fit is satisfactory. In the work described in this thesis, the fits are 
tail-fits unless specifically described as being reconvolutions. 
Fluorescence Lifetime Imaging Microscopy - FLIM 
The principles of recording fluorescence lifetimes can also be applied to imaging by 
microscope. The only differences are that the sample is held on a microscope rather 
than in a cuvette and that spatial information also needs to be acquired. All the other 
factors previously described still hold. Modern fluorescence microscopes are 
designed for laser illumination, so the only new requirement is time resolved 
detection. This can be achieved in many ways, but in the work presented here it is 
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achieved using an adaptation of TCSPC, called TSCSPC, for Time and Space 
Correlated Single Photon Counting, and by a time-gated CCD camera detection 
system. Both of these systems will be described in greater detail in the following 
chapter but the problem of acquiring a reliable IRF will be covered here. 
Recording an IRF in a spectrometer is a straightforward process. The sample is 
replaced by a scattering medium in a cuvette and the response recorded. No other 
parameters are changed. This is trivial, because the emission is recorded at right 
angles to the excitation beam. In a microscope, in particular an epi-fluorescence 
microscope used in this research, the excitation and emission are in the same 
direction and through the same objective lens. The excitation beam is excluded from 
being detected by means of a dichroic mirror and emission filters. Consequently, 
simply placing a scatterer on the sample stage and recording a response is not 
possible. The emission filter, located in a filter cube between the sample and the 
detector, needs to be removed to allow the scattered light to enter the detector. This 
involves moving it out of position and back into position again, subtly changing the 
alignment. The scatterer needs to be placed in some transparent container, and 
because the excitation beam is inline with the detector this introduces reflection as 
well as scattering. For the scattered/reflected excitation light to enter the detector 
relies on the fact that the dichroic mirror does not reflect 100% of the excitation 
light. However, because of the reflective scatterer, the photons that do pass through 
the dichroic may have been reflected at an angle from the dichroic and back to the 
scatterer before passing through the dichroic. To reduce the reflections as much as 
possible, it becomes necessary to angle the excitation beam slightly. All of this has 
two outcomes. The IRF is frequently broadened by reflections, and more importantly 
the optical path is changed from that of the experiment itself, by the reflections and 
the changed beam path. The IRF recorded with the microscope was consequently 
much broader than that from the spectrometer, typically an order of magnitude 
broader. It was also often impossible to reconvolute, since the optical pathways were 
different. 
These problems could be overcome by using a fluorescence standard with a known 
ultra-short lifetime, rather than scattered light. In this way, the IRF could be recorded 
without having to remove the emission filter or relying on reflected as well as 
scattered light. Unfortunately, it would also be necessary to have several standards 
for all the different emission ranges that were to be used, all of which would have to 
have a known ultra-short lifetime. 
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Chapter 3 - Methods and Materials 
This section describes the instrumentation used in the work presented here, along with 
the bacterial methods used to produce the wtGFP used in analysis. 
FLIM Microscope 
- 
Figure 3.1: Side view of the Nikon TE300 in crted epi-fluorescence microscope 
used in the FLIM experiments presented here. 
All imaging was undertaken using a Nikon TE300 inverted epi -fluorescence 
microscope, as shown in figure 3.1. It had been adapted in house to allow both laser 
and continuum lamp illumination through the rear port. All four imaging ports on the 
microscope were utilised. This allowed FLIM imaging from both an intensified. gated 
CCD system mounted on the side, port and the Time and Space Correlated 
Single Photon Counting detector on the bottom. D' port. Steady state imaging was 
performed using a Nikon CCD camera on the front. B" port and the eyepiece on the 
port. FLIM illumination was provided by either a Ti-Sapphire tuneable laser or 
from LED or diode lasers. 
W01  
Figure 3.2 contains a diagram of the microscope setup. 
Sample 
Figure 3.2; A schematic of the microscope setup for FLIM, using the Ti-Sapphire 
laser. The excitation laser is split, and a portion used to trigger a photodiode. 
The beam is then expanded and collimated before being focused onto the sample. 
Emitted fluorescence is passed through an emission filter and focused onto any 
of the three detection systems. 
For the time resolved experiments the primary excitation source was a Ti-Sapphire 
femtosecond laser system from Coherent (10 W Verdi and Mira Ti-Sapphire laser) 
producing pulses of Ca. 200 fs at 76 MHz. The output of the Mira was passed through 
a pulse picker (Coherent 9200) reducing the repetition rate to 4.75 MHz and then 
frequency doubled (Coherent 5-050 harmonic generator) to give an output between 
430 nm and 478 nm. The excitation beam was split and one portion was used to 
trigger a fast photodiode. The photodiode output was passed through a constant 
fraction discriminator (CF4000. Ortec), and used as the trigger signal for the FLIM 
systems. The alternative excitation source was a pulsed diode laser driver unit 
(Picoquant PDL 80013) with either pulsed LEDs or a diode head unit (Picoquant 
LDH-P-C 470). 
PWA 
Figure 3.3 shows the arrangement of lenses and mirrors used to steer the laser 
illumination into the microscope. A detailed explanation of how the illumination was 
optimised for experiments is included in the operating manual for the TSCSPC 
detector (appendix viii) 
Figure 3.3: Arrangement of lenses and mirrors used to condition and steer the 
laser illumination into the microscope. The elements indicated by the red arrows 
were those used for the Ti:Sapphire and diode lasers and those indicated by the 
white arrows for the LED laser. 
The arrangement indicated by the red arrows was used for aligning both the Ti-
Sapphire laser and the diode laser. The beam was passed through the ND attenuation 
wheel, was focused through a pinhole and then collimated before being directed into 
the microscope by mirrors. When using the diode laser, the laser head was held in the 
same line as the Ti-Sapphire beam by post holders (shown at far right of image) and 
in addition to the above arrangement was further conditioned by being passed through 
a cylindrical lens to adjust for the 'line-type' beam profile from this type of laser 
head. The LED laser heads were positioned on the rail shown indicated by the white 
arrows and focused with a single lens and steered into the microscope using a 
removable mirror. 
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The continuum illumination was provided by a high pressure mercury lamp (Nikon 
LH-M100CB-1). To enable the continuum light source to be directed into the 
microscope through the same rear port used for the laser sources, the lamp was fixed 
behind the microscope and the light directed into the microscope, using a'flip' mirror 
housing. This was achieved by adapting the flip housing from a Nikon E600 upright 
microscope and attaching it to extended rails from the rear port. The lamp housing 
itself was supported by a lab jack. White light transmission illumination was achieved 
using the microscope standard condenser. Transmission imaging was undertaken 
using a Nikon CCD camera (DXM1200 using ACT-1 software control) fitted to the 
front port of the microscope. The front port of the microscope had a 2X magnification 
factor, reducing the field of view of the camera when compared to the detector 
images. 
The excitation light, from either the lasers or mercury lamp, was reflected from a 
dichroic mirror, mounted in a standard microscope filter cube loaded into the 
microscopes standard filter cube mounting arrangement as shown in figure 3.4, and 
focused onto the sample using either lOOx (Ph3, NA1.3, oil immersion. Nikon) or 
40x (PA. NA  1 3. oil inimcrsion. Nikon) objectives. 
Screw-it e=dabon 
(a) 	 - 	 (b) 
Figure 3.4: A typical filter cube (a), with the excitation and emission filters and 
the mounting slot indicated. The dichroic mirror is mounted inside the cube at 
45° to both filters. The filter cube is attached to the mounting rail and moved in 
and out of position by the selection lever, as shown in (b). 
The laser power incident on the entry port of the microscope was typically around 
300 .tW when using the LaVision CCD detector and 2 p.W when using the more 
sensitive TSCSPC detector. The resultant fluorescence was collected through the 
same objective, passed through an emission barrier filter in the filter cube and imaged 
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onto the FLIM detectors or the Nikon camera. When imaging using the detectors, the 
microscope stage was enclosed in blackout cloth to reduce to a minimum any stray 
light. 
The Europhoton TSCSPC Detector 
The Europhoton detector is a time- and space-correlated single photon counting 
(TSCSPC) detector'. It consists of a photocathode, two micro-channel plates (MCPs) 
and an anode divided into 4 quadrants. It works by the incident photon on the 
photocathode being converted into a cone of electrons by the two MCPs which then 
strikes the quadrant anode (QA). From the charge distribution on each of the anodes, 
the centre of the cone can be established, and hence the x,y, position of the incident 
photon on the photocathode. The second MCP also triggers a stop (or start) signal in 
the Time to Amplitude converter (TAC), establishing the arrival time of the photon 
with reference to the laser pulse start( or stop) signal provided by the photodiode. 
Hence for each photon detected there is an x and y coordinate, an arrival time after 
(before) the excitation pulse and an absolute arrival time after the beginning of the 
experiment. This absolute arrival time can be excluded if not needed to reduce the 
quantity of data recorded. Because every single detected photon is counted it is 
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Figure 3.5: Schematic of the Europhoton detector (adapted from ref 1) 
A very large amount of information can be collected over an extended period, for 
example a 20 minute experiment may have 10 million events. 
Each detected photon is assigned to one of 4096 channels, each of 27 Ps width. As an 
experiment continues, an intensity image from the detector is built up and displayed in 
the manufacturefs control softwareprogram, QACapture. A detailed description of 
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how the software works is provided in the Europhoton operating manual in appendix 
viii. It allows the operator to decide when sufficient information has been gathered 
and the exposure can be stopped. In particular, small areas of the detector can be 
examined in greater detail, by defining small regions of interest (ROts), and the decay 
from this area monitored until sufficient events in the peak channel have been 
collected. As described earlier in chapter 2. the minimum for a satisfactory fit to 2 
exponentials is 1000 counts in the peak channel. Once the experiment has been 
completed, the data can be analysed by the analysis software. For the initial 
experiments undertaken by the Europhoton detector the software supplied by the 
manufacturer was Decman. This allowed only rectangular ROIs to be defined and the 
decays from them extracted and analysed. The detector malfunctioned at one point 
and had to be returned to the manufacturer for repair. When it was returned and 
reinstalled on the microscope it had a new and improved software analysis program, 
entitled QAAnalysis5. This was very similar to the Decman program but with two 
significant improvements. It allowed free-form, as well as rectangular, ROIs to be 
defined for decay analysis and it allowed the channels to be binned'. This allowed 
the data from, for example 10 channels, to be binned into one channel. This enabled 
even small areas to be analysed with sufficient data points in the peak to give 
satisfactory fits. It reduced the time resolution, in this case to 270 Ps per channel, but 
this was still comparable to the alternative detector, the LaVision system, as detailed 
in the next section. 
The LaVision time-gated intensified CCD camera 
The time gated intensified CCD camera detector was a Picostar HR-I2QE system 
(LaVision GMBH, Berlin). It was connected to the side. C' port, of the microscope. 
It consisted of an Imager QE 12 bit cooled CCD camera. connected to a PicoStar HR 
time gated intensifier. The delay of the intensifier was controlled by a DEL150 
picosecond delay module (Becker and Hickl) located in the control computer. 
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Figure 3.6 shows an image of the system installed on the microscope. 
Figure 3.6: The LaVision Picostar HR-1201 CCD camera installed on the 'C' 
port of the microscope. 
Fluorescence from the sample passes through the intensifier to the CCD camera. The 
intensifier 'opens' for a short time window, or gate, after a predetermined delay after 
the excitation pulse, established by the signal from the CFD. By varying the delay the 
fluorescence that appears from a succession of these gates is imaged by the camera 
and so a complete decay is built up of the fluorescence, as shown in the schematic in 
figure 3.7. The minimum gate width available with the intensifier was 200 Ps. 
I 
Laser pulse I 
Figure 3.7: Schematic showing the fluorescence decay built up from time gated 
detection. 
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The camera was peltier cooled and was a 12 bit. progressive scan interline sensor with 
1370, (H), by 1040.(V), pixels (pixel size 6.45 pm x  6.45 l.tm). Each pixel saturated at 
4050 counts and so it was important not to exceed this level, while ensuring that the 
maximum number of counts per pixel was achieved. To ensure this was the case, and 
before beginning an exposure, the peak time gate was established and the camera set 
at this gate and the laser attenuated until the peak pixels were in the 3800-4000 range. 
If the laser was at full power, i.e. with no neutral density filters in place. then the 
exposure time was increased to allow as much intensity as possible up to the peak 
level. For the majority of samples the exposures were set to 200 ms and the minimum 
gate width of 200 ps was used. It was found that taking single exposures at each gate 
resulted in very pixelated lifetime maps and so it was decided to make each exposure 
the average of 5 individual images. This was deemed appropriate since the samples 
were not live and there was unlikely to be any movement between exposures. This 
also had the advantage of reducing the chances of having saturated exposures from 
which the lifetime data would be incorrect. The camera was set to use 4x4 pixel 
binning to further reduce pixilation. The step width was also set to 200 ps to match 
the gate width, to ensure that the maximum amount of data was recovered from each 
image. 
Once the images were recorded they were analysed and lifetime maps produced by 
the DaVis 6.2 software supplied by the manufacturer. The background counts (-50) in 
each image were removed before analysis. This was done automatically by the camera 
before each imaging session by taking an image with the laser source obscured and 
then subtracting this level from all subsequent images. The resulting images were 
analysed and a low level cut-off established by adjusting the level above which the 
pixels were displayed until the cell was clearly defined above the background. This 
was typically around 300-700 counts. The resultant images were then analysed and 
the decays fitted to 2 exponentials. A lifetime map was produced by assigning a 
colour on a 16-bit pseudo colour scale to the single exponential average of the fitted 
lifetimes, and these were displayed over a range of 0-2.8 ns 
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Edinburgh Instruments Spectrometers 
Time resolved fluorescence lifetime spectroscopy was undertaken using one of two 
spectrometers supplied by Edinburgh Instruments. The high resolution spectrometry 
was performed on an FL920 series spectrometer, using the Ti-Sapphire laser as the 
illumination source. Figure 3.8 shows a schematic of the system used. As in the FLIM 
setup, part of the excitation beam was directed to a fast photodiode to provide the start 
pulse while the rest passes through the sample, located in a cuvette in the sample 
chamber, and the resulting fluorescence collected at right angles and directed through 
a monochromator (M300. Edinburgh Instruments) to a micro channel plate (MCP) 
detector (Hammamatsu R3809-50) which provided the stop pulse. The lifetime 
analysis and computer control of the spectrometer were undertaken by means of F900 
software (Edinburgh Instruments) controlling the electronics, including the Time to 
Amplitude Controller (TAC) located on the TCC900 computer card. 
P -- 	i 	 j 	A - Coherent Verdi pump laser 	- 
E A 
B - Coherent MIRA 900 Ti-Sapphire laser 
C - Coherent model 9200 pulse picker 
D - Coherent 5-050 harmonic generator 
E - Beam sp lit ter 
F - Fast photod lode 
G - Sample chamber 
H Edinburgh Instruments M300 monochromator 
- Hamamatsu R3809 MCP detector 
J - PC, housing Edinburgh Instruments TCC900 card 
••-•••—No Start pulse 
* Stop pulse 
D 	4 	 C 4 	 B 	 4 	A 
Figure 3.8: Schematic of the high resolution Edinburgh Instruments lifetime 
spectrometer. The incoming excitation beam from the Ti:Sapphire laser setup 
(A-D) is split (E) and a portion sent to a photodiode (F) which acts as the start 
pulse. The rest is focused onto the sample in the sample chamber (G), where the 
emitted fluorescence is passed through a monochromators (H) and detected by 
the MCP detector (I), which provides the stop pulse. The lifetimes are calculated 
by the TCSPC card located in the PC (J). 
The low resolution spectroscopy was undertaken using an Edinburgh Instruments 
mini-tau" desktop fluorescence lifetime spectrometer. The excitation laser source 
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was a 405 nm picosecond pulsed diode laser set at 1 .25 MHz repetition rate. The 
beam from the laser was attenuated by a ND attenuation wheel before passing into the 
sample chamber where it was directed onto the sample, located in a cuvette. The 
resultant fluorescence emission was collected at right angles through one of a number 
of 45 nm width bandpass filters and detected with an ultra fast, single photon counting 
PMT detector ( Hamamatsu H5773-03). The timing electronics for the spectrometer 
were located on a PC card (Edinburgh Instruments. TCC900) and controlled using the 
T900 software. Figure 3.9 shows the spectrometer sample chamber, highlighting the 
beam path and the emission filter wheel. For the wIGFP work the 500/45 nm filter 
was used. 
Figure 3.9: Sample chamber of the Edinburgh Instruments "Mini - tau" lifetime 
spectrometer, showing the path of the excitation beam (in blue) and the detected 
emission (in green). The emission band pass filter wheel (in red) and attenuation 
wheel (in burgundy) are also indicated. 
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Bacterial methods 
To provide a simple and reproducible system in which to study the photophysics of 
GFP, amounts of the protein were produced by bacterial methods and then analysed 
both in vivo and in vitro. The history and structure of the GFP will be covered in 
greater detail in later chapters, but in this chapter the bacterial methods used to 
produce the protein will be described. 
Eschericia co/i (E.co/i) bacteria were used to produce the wild-type GFP (WtGFP) 
used in the later analyses, using the IMPACT CN protein purification system from 
New England Biolabs (NEB). This involved transforming a commonly used 
BL2IDE3 laboratory strain of E.coli with a pTYBI plasmid cloning vector, into 
which had been introduced the coding sequence for wtGFP. The pTYBI is an E.coli 
cloning and expression vector. It allows the target protein to be overexpressed as a 
fusion to a self-cleavable affinity tag. This allowed for simple thiol induced cleavage 
of the protein from the intein tag, with no vector derived residues 2 . The plasmid was 
kindly donated by Dr Derek Macmillan from the School of Chemistry at the 
university. Details of the pTYBI cloning vector used, including the restriction map, 
the methods and protocols used to prepare, grow and harvest the bacteria, as well as 
the method of extraction and purification of the GFP protein itself are listed below 
Plasmid Purification 
The sample of pTYB1 plasmid from Dr Macmillan was purified using the QlAprep 
Spin Miniprep Kit protocol, as described in the QlAprep Miniprep Handbook 
(03/2003. QIAGEN Inc. Valencia CA. USA, p22). The resultant stock of plasmid 




The restriction map for the plasmid is shown in figure 3.10. 
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Figure 3.10: Restriction map for pTY131, showing the cloning site for the GFP 
sequence (in red) 3 . 
The GFP sequence was cloned between the Nde I site, which already had the ATG 
(adenine, thymine, guanine) sequence for initiation, and the EcoR I site. 
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Figure 3.11 shows the resultant GFP-intein-CBD fusion and the steps that result in the 
cleavage of the GFP. 
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Figure 3.11: Schematic showing the purification steps from the GFP-Intein 
fusion moiety (1) that undergoes an N-S acyl rearrangement to yield the thioester 
(2). Cleavage with DTT results in an initial thioester between the GFP and 
DTT(3) which hydrolyses to yield the CFP with no intein derived residues (4) 
(1) shows the resultant fusion of the C —terminus of the GFP to the N-terminal 
cysteine of the intein tag. An N-S acyl rearrangement then results in a thioester 
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linkage between the protein and the intein (2). Thiol induced cleavage of this thioester 
linkage by I ,4-dithiothreitol (DTT) or f3-mercaptoethanol results in a thioester linkage 
between the protein and the thiol compound (3). This is not stable and hydrolyzes to 
release the GFP protein with no vector derived residues (4). This facilitates one-step 
protein purification using a chitin bead column. where the intein containing the CBD 
tag is cleaved using DTT leaving the native GFP. To protect the GFP from oxidation 
during this process, a small concentration (1 mM) of TCEP was used, as the stronger 
reducing agent DTT was being used for the cleavage. This compound reduces the 
disulphide bonds without affecting the intein mediated cleavage reaction 4 . 
Transformation 
Samples of E.coli strain BL2I DE3 were made competent by the Rubidium Chloride 
method and then transformed with the pTYB I plasmid as described in Protocols and 
Applications Guide" from Promega Corp. (ISDN - 1882274571, 3"', pp  45-46) and 
plated onto agar plates containing Luria-Bertani broth (LB) and 100 jig/ml of 
carbenicillin antibiotic. The plates were incubated overnight at 37°C and the resultant 
plated colonies were kept refrigerated for up to 1 month for future use. The expression 
and purification of the GFP was undertaken using a method modified from the 
IMPACT - CN manual, 
Protein expression 
5m1 of LB. again containing 100 jig/ml of carbenicillin antibiotic, were incubated 
with single transformant colonies from the plates and left to incubate overnight at 
32°C with shaking. For small scale expression, for use in imaging, the overnight 
culture was diluted into fresh 5 ml antibiotic LB and incubated with shaking at 32°C 
until the resultant broth was at mid log phase. This was determined by checking that 
the optical density at 600 nrn (0D 600 ) was 0.5±0.1 using a Hitachi model U-2001 UV 
Vis spectrophotometer. At this point the culture was induced to produce the protein by 
the addition of the promoter IPTG (isopropyl-beta-D-thiogalactopyranoside) to a final 
concentration of 1 mM. The length of time and temperature of induction was varied to 
find the optimum conditions. These were found, by serendipity, to be induction for -1 
hour at 32°C with shaking. followed by cooling overnight in the fridge without 
shaking. This seemed to best satisfy the two processes of protein production by the 
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bacteria, best achieved at higher temperature. and then slow native folding of the 
protein, best achieved at lower temperature. Many different combinations had been 
tried before circumstances forced the cutting short of an expression, because a 
colleague needed the shaker at higher temperature overnight, and so the culture was 
placed in the refrigerator overnight and was found to be highly fluorescent in the 
morning. For imaging on the microscope, the resultant culture was spun down at 4000 
g for ten minutes at 4°C in a centrifuge (l-leraeus Biofuge Stratos) and resuspended in 
M9 minimum broth. This was repeated twice and then 3 tl portions spread onto ultra-
clean microscope slides and covered with cover slips. The cover slips were loosely 
sealed with tape to ensure they did not dry out too quickly, or the coverslip move, and 
then were imaged on the microscope, using the 100 x magnification objective (Ph3, 
NA=1.3. oil immersion, Nikon). 
GFP Durification 
To allow purification of the GFP for analysis in vitro, larger quantities of the bacteria 
were cultured. Several 5 ml overnight cultures were used to incubate a number of 250 
ml portions of LB in 1000 ml conical flasks. These were then incubated overnight at 
32°C with shaking and were then induced with IPTG at a final concentration of 1 mM 
once they had reached an 0D 600 of 0.5. They were induced for 1 hour at 32°C and 
then kept overnight in a cold room at 5°C with gentle shaking, using a stirrer bar. The 
next day, the resultant culture was centrifuged at 4000 g and 4°C for 10 minutes and, 
after discarding the supernatant, the precipitate transferred to a 50 ml falcon tube and 
stored at -17°C until extraction was required. 
Protein extraction 
The GFP was extracted from the bacterial cells by sonification. The frozen cells were 
resuspended in a cell lysis buffer consisting of the standard column buffer (20 mM 
Tris - HCI (pH 8), 100 mM NaOH, 1 mM EDTA, 1 mM TCEP) with the addition of 
0.1% Triton X. After sonication, at a rate of I min for each mg of cells, the clarified 
cell extract (supernatant) was obtained by centrifugation at 20.000 g for 30 minutes at 
4°C. 40 i1 samples of the total cell extract before and after the centrifugation were 
taken and kept aside for SDS-PAGE analysis. The clarified cell extract was then 
loaded onto the separation column. 
Ertl 
Separation Column 
The GFP was purified on a chitin bead column, as per the IMPACT-CN manual. A 
thin bore (10 mm) glass tube was filled with chitin beads to a final column volume of 
3 ml and equilibrated in a cold room at 5°C by passing 10 column volumes of the 
column buffer through the column under gravity. The cell extract was loaded onto the 
column under gravity at a flow rate of <1 ml/min. a 40 .tl sample of the flow through 
was taken for SDS-PAGE analysis. Once loaded, the column was then washed with 
10 column volumes of column buffer. To induce on column cleavage of the GFP the 
column was washed quickly with 3 column volumes of cleavage buffer, comprising 
column buffer with the addition of 50 mM DTT or Cysteine, and then left overnight 
with the flow stopped. The GFP protein was then eluted from the column by washing 
the column with column buffer. The protein was most concentrated in the first few 
fractions. 40 t1 samples of the eluted protein were taken from several fractions for the 
SDS-PAGE analysis. After eluting the protein, the column was loaded with cleavage 
buffer again and then left for, first 48 hours, then 72 hours to cleave any remaining 
protein. 40 til samples of these fractions were also taken for analysis. Each of the 
analysis samples were mixed with 20 tl of 3X SDS sample buffer and loaded onto a 
gel for analysis. 
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Figure 3.12 shows the resultantgel. with the lanes labelled from A to K. It should be 
noted that lanes C and D are in the wrong order. Lanes A and G are the molecular 
weight marker 'ladder'. Lane B is the raw cell extract, lane D the supernatant. lane C 
the flow through from the column loading and all subsequent lanes, apart from G. 
samples from the eluted fractions. It can be seen that, while the raw cell extract 
contains many components, the supernatant is predominantly the target protein. It also 
shows that some target protein escapes from the column under loading (before 
cleavage induction), along with all the other components, but that only the target 
protein is eluted from the column after cleavage. 
B CD 	E F 	- H I 	J 	K 
L 1111 	 4WD 
A - M.Wt marker 
B - Raw cell extract 
C - Column loading flow through 
D - Supernatant 
E - Elution fraction (after 0/N cleavage) 
F - Elution fraction 
G - M.Wt marker 
H - Elution fraction (after 48 hr cleavage) 
I - Elution fraction 
J - Elution fraction 
K - Elution fraction (after 72 hr cleavage) 
Figure 3.12: SDS-PAGE gel analysis for the purification of GFP, with the lanes 
identified. The gel shows that only the target protein is eluted after on-column 
cleavage. 
Detection of the GFP protein in the elution fractions was easily achieved by placing 
the fractions under a long wavelength UV lamp in a lamp box. Even small 
concentrations of GFP were clearly visible as a green glow. The fractions containing 
the GFP were pooled and stored in a refrigerator until needed for analysis. The 
addition of the TCEP to the column buffer prevented aggregation of the protein and 
its precipitation, particularly at high protein concentrations. 
Non-Bacterial methods 
GFP beads 
A sample of the beads was extracted from the column before the elution of the 
protein. These were stored in the refrigerator and then mounted on slides, by 
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spreading a small quantity (-5 p.1) onto a clean microscope slide and sealing with a 
cover slip. These were then imaged under the microscope. 
Synthesis of a GFP-TMR construct 
After purification of the GFP it was possible to synthesise a construct to investigate 
FRET, by the addition to the end of the GFP protein of a fluorescent dye molecule to 
act as an acceptor with the GFP fluorophore as the donor. As described earlier in 
chapter 2, to act as a donor - acceptor pair the emission spectrum of the donor must 
overlap significantly with the excitation spectrum of the acceptor. This is the case 
with the dye rhodamine, available as a thiol reactive tetramethylrhodamine (TMR) 
maleimide from Molecular Probes Inc. This maleimide would react specifically with a 
cysteine residue left on the C terminus of the GFP after cleavage from the chitin 
column with cysteine. When the GFP was cleaved using DTT. the resulting thioester 
with DTT was unstable and hydrolysed to leave the GFP with no intein derived 
residue. However, if the GFP was cleaved from the column with cysteine instead of 
DTT, the cysteine initially forms a thioester but then a spontaneous S-N shift leads to 
a peptide bond and an attached C terminal cysteine. This cysteine could then be 
reacted with the maleimide to form a thioester bond between the C terminal of the 
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GFP and the TMR dye, as shown in figure 3.13. 
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Figure 3.13: Reaction of thiol reactive tetramethyirhodamine maleimide with the 
cvsteine residue on GFP to form the GFP-TMR construct. 
The maleimide was reacted with the GFP by the method included with the reactant. 
The resultant product was purified by repeated centrifugation in a spin column of cut-
off molecular weight 8 kDa, to remove any unreacted dye and then analysed 
immediately. 
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Chapter 4 - Experiments in vivo and in vitro with GFP 
Green Fluorescent Protein 
GFP is a naturally occurring protein found in Aequorea victoria, a jellyfish found in 
the northwest Pacific Ocean, and other marine organisms. The structure of GFP is 
shown in figure 4.1, with the chromophore highlighted in red. 
Figure 4.1: Molecular model structure of wtGFP with the B-stands shown in 
green, the a-helices in blue and the chromophore in red. 
It is a protein consisting of 238 amino acids and a mass of 27 kDa. It has a barrel 
structure formed from 11 f3-strands with an a-helix running through the middle of the 
i3-can. The barrel is approximately 24 A wide and 42 A long, with short a-helical 
sections forming lids' on both ends of the can. The chromophore in GFP is located 
almost in the centre of the can, in the central a-helix, and is a 4-(p-
Hydroxybenzylidene)-imidazolid-5-one formed from the autocatalytic, 
posttranslational cyclization and oxidation of amino acid residues 65-67, which in 
wtGFP are Ser-Tyr-Gly. 
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Figure 4.2 shows a schematic of the two step process that is now the generally 
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Figure 4.2: Schematic of the two step chromophore formation reaction in 
wtGFP. The cyclization reaction is a nucleophilic attack on the carbonyl group of 
residue 65, followed by elimination of water. The oxidation of the Ca -c P bond 
of residue 66 by gaseous oxygen forms the extended delocalised pi- system of the 
chromophore. X signifies residues 1-64 and V residues 68-238 (adapted from ref 
1) 
The first step is a nucleophilic attack of the amino group of G1y67 onto the carbonyl 
group of Ser65 (upper left). Subsequent elimination of water results in the formation 
of the imidazolidone ring (upper right). In a second step the C' -c bond of Tyr66 is 
oxidized to give a large delocalized pi-system (bottom). Imidazolin-5-ones are known 
to undergo autoxidative formation of double bonds at the 4-position, which in this 
case would complete the fluorophore. The protein folding, chromophore formation by 
cyclization and final oxidation steps occur at very different rates. The initial protein 
folding is rapid, but this is followed by a slower auto cyclization step (k=3.8x 10 -3 s- 
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ty= 180s) and then the much slower oxidation step (k 0 1.5xlO 4s tv2=76mins). 
However, refolding from a denatured state occurs at a much faster rate, with half of 
the previously measured fluorescence returning after only 24s for acid denaturing  
and, at worst, after only 5 mins for guanidine denaturing 4 . This suggests that the 





The rigid barrel structure is key to this process, ensuring that the three residues are 
tightly constrained to allow the reaction to occur. Even small deletions to the amino 
acid residues in the barrel sections of the protein result in the total loss of 
fluorescence. Li, et al found that residues from 7 to 229 are necessary for functional 
fluorescence 5 . However, changes to the amino acid residues, both in the a-helix and 
the - strands that surround the chromophore, and even to residues 65 and 66 in the 
chromophore itself, alter the electronic interactions of the emitting species and gives 
rise to the enhanced fluorescence and shifted spectral characteristics of the many 
mutants of GFP that have been developed. Figure 4.3 shows a schematic of some of 
the possible interactions between the residues 6 . 
96 	Q183 (P 
NH 
Figure 4.3: Schematic diagram of the possible hydrogen bond interactions, 
shown as dashed lines, between the chromophore (shown in green in the 
phenolate form) and the surrounding residues (labelled in bold) of wtGFP. X 
signifies residues 1-64 and V residues 68-238 (adapted from ref 6). 
These mutants will be described, along with the experiments undertaken with them, in 
later chapters. This chapter, however, is concerned only with the production, 
purification and experimentation on wtGFP. 
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Because the chromophore is located in the centre of a rigid barrel structure, it is 
protected from quenching. The fluorescence from the isolated chromophore is 
completely quenched. The rigid structure of the barrel also imparts significant 
stability to the protein, making it particularly resistant to denaturing, requiring 
guanidine concentrations of approximately 6M as will be shown later. It is stable 
through a large pH range, losing fluorescence only at alkaline pHs of 10-11 and acidic 
pH values around 4-5. Fluorescence returns spontaneously after renaturation. in a time 
significantly shorter than the time required to form the fluorescent protein initially. It 
has a tendency towards aggregation and the formation of insoluble, and non-
fluorescent, inclusion bodies, particularly when expressed in bacteria. 
Spectral Characteristics 
The absorption spectrum of wtGFP is unusual in that it has two peaks, a major peak at 
398 rim and a minor one at 475 nm, while its emission spectrum has, essentially, only 
one peak, as shown in Figure 4.4. Excitation at 398 nm results in an emission 
maximum at 508 nm, while excitation at 474 rim gives an emission peak at 503 rim. 
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Figure 4.4: Absorption (blue) and emission (green) spectra of wtGFP. Spectra 
were obtained from protein in buffer using a SPEX Fluoromax spectrometer. 
It is now widel y accepted that a change in protonation is responsible for this, with a 
neutral form of the chromophore being responsible for the 398 rim absorption and an 
anionic form responsible for the 475 rim absorption. Excitation of either species 
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results in a similar emission spectrum. This is attributed to the fact that the phenolic 
oxygen of Tyr66 is more acidic in the excited state and results in a common anionic 











Figure 4.4: Schematic diagram of the Förster cycle in wtGFP. The protonated 
form (top left) is excited at 398 nm to the excited, protonated form (top right). 
This undergoes fast ESPT to form the excited, anionic form (bottom right), 
which emits a photon to form the dc-excited anionic form (bottom left) which 
rapidly reforms the original protonated form, or can be excited at 475 nm. 
GFP is an example of a Förster cycle, shown in schematic form in figure 
4•46.89• 
Depending on whether Tyr66 is in its hydroxyl form (upper left) or in its phenolate 
form (lower left), the fluorophore absorbs light at 395 nm or at 470 nm, respectively. 
As phenols are known to be more acidic in their excited state than in their ground 
state. it is postulated that the protonated excited form of the fluorophore (upper right) 
converts to the excited phenolate (lower right), which is the only fluorescent species 
and emits light at 509 nm. As a result, a cycle is formed, in which the fluorophore 
absorbs a photon. then loses a proton, emits a photon and finally takes up a proton, 







Figure 4.5 shows the proposed mechanism for this Excited State Proton Transfer 
(ESPT) process' ° . The excited protonated form, A*,  transfers the proton via 
neighbouring residues and water molecules to residue Glu 222 to form the excited 
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Figure 4.5: The proposed ESPT mechanism from the excited state protonated 
form, A*, to the excited intermediate phenolate form, I,  which is the emitting 
species in CFP (adapted from ref 10) 
Substitution of Ser65 with Thr. Ala or Gly results in stabilisation of this anionic form 
of the chromophore and the loss of the 398 nm absorption". This is because the extra 
steric hindrance of the additional methyl group prevents ionisation of the Glu 222 
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residue. This is the basis of almost all of the mutants, since the longer wavelength 
excitation is preferable in most applications. Using wtGFP, however, gives the added 
advantage of being able to excite at two different wavelengths. In the case of 398 nm 
excitation, this results in a large 'Stokes shift' of over 100 nm. ensuring that there is 
no spectral overlap. 
Experimental Procedures 
In order to investigate the properties of the GFPs in a controlled and systematic way it 
was necessary to analyse them in vivo in a simple biological system. and then to 
isolate them and investigate them in vitro. One of the most common systems used by 
biologists is the bacterium Eschericia coil (E.coli). It is very widely used because it is 
easy to work with and has several, readily available, engineered lab strains with 
excellent expression and cloning characteristics. Bacteria can be easily cultured by a 
relative novice in large quantities and can be imaged live under the microscope, or 
can be broken up and their contents imaged either under the microscope or in a 
spectrometer. In particular, Dr Derek MacMillan of Edinburgh University had kindly 
donated a sample of plasmid DNA that expressed wtGFP in E.coli. The plasmid used 
the IMPACT CN (New England Biolabs) tagging system, to allow expression of the 
GFP with a chitin binding domain (CBD) tag. The GFP could therefore be imaged 
inside the bacterium and then extracted from the cell and analysed in a spectrometer, 
allowing a comparison of the in vivo and in vitro characteristics of the protein. The 
plasmid also allowed for the synthesis of a model, non-biological FRET construct. 
whereby a fluorescent dye molecule could be attached directly to the GFP and any 
energy transfer analysed. 
To investigate wtGFP in bacterial cells simple biological techniques were used to 
amplify the plasmid DNA, prepare competent cells to accept the plasmid. transform 
samples of E.coli with the plasmid and induce the expression of the protein before the 
bacteria could be imaged under the microscope. In addition, to investigate the protein 
out with the cells, a large batch (>500ml of culture) of E.coli had to be induced to 
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express the protein before it was harvested by extraction and column purification. All 
of these biological and biochemical techniques needed to be learned. This was a steep 
learning curve and the author is indebted to Dr Mark Tock for his invaluable 
assistance in this regard. The procedures used are described in detail in Chapter 3. 
Once the cells/extracts were produced the GFP was characterised by various 
spectroscopic and microscopic techniques and these are detailed within this chapter. 
The bacteria expressing the protein were imaged under the microscope by simply 
placing a small aliquot (-2i1) of the broth containing the bacteria on a clean 
microscope slide and covering with a clean coverslip. The coverslip was crudely 
sealed by the application of self adhesive tape to the four edges. This was merely to 
prevent the coverslip sliding while being handled and on the microscope stage. The 
first attempts to image the cells in this manner highlighted two problems. The first 
was that there was a high fluorescence background' from the Luria-Bertani (LB) 
nutrient broth used to culture the bacteria. The contents of this broth, and all other 
media used in the production of the GFP are contained in appendix vii. LB contains 
yeast extract and so is high in organic material that has a high fluorescence signal. 
The other problem was the time taken after induction of the bacteria before significant 
amounts of fluorescent protein have been formed. The first problem was solved by 
spinning down the cells in a centrifuge after induction ( 4000g for 10 minutes at 4CC), 
decanting off the liquor and replacing it with sterile M9 minimum broth'(M9). This 
was repeated to ensure all the LB had been removed. M9 has only essential salts to 
keep the bacteria alive but no yeast extract food source, only a small amount of 
glucose (0.2%), so eliminating the fluorescence response. 
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At the wavelengths being used the fluorescence signal of the M9 was effectively zero. 
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Figure 4.6: Fluorescence emission scans of the LB (red) and M9 (blue) broths, 
showing the dramatic reduction in 'auto-fluorescence'. Excitation was at 398 nm. 
The second problem however, took a little more experimentation to overcome. It had 
been shown by Heim et al.' that GFP fluorescence appears 90 minutes to 4 hours after 
protein synthesis. This delay is due to the slow auto-oxidation step in the 
chromophore formation, which is driven by 02 diffusion. However, the speed with 
which the fluorescence appears is also driven by the folding process itself, which can 
be greatly influenced by the temperature at which the protein was produced. wtGFP is 
known to be difficult to fold into a native state at elevated temperatures 12 . Many of the 
mutants of GFP produced have been so called folding mutants' designed to facilitate 
higher temperature folding ' 3 . Here there is a fundamental compromise that has to be 
made. E.coli, like most aerobic bacteria, feed and multiply best at warm' 
temperatures. typically 32-37°C. GFP evolved in nature in a cold water pacific 
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jellyfish that is accustomed to temperatures of 6-10°C. Consequently the protein folds 
best at cold temperatures but the bacteria only makes it at warm temperatures. Finding 
the optimum compromise temperature, therefore, was difficult. 
The first samples imaged had been induced for 1 hour at 32°C and then immediately 
mounted, at varying culture concentrations, on the microscope slides and taken to the 
imaging suite. No appreciable fluorescence was observed from any of the first 6 
slides. However, after a couple of hours of trying, the first slides were investigated 
again and found to have noticeable fluorescence. After extensive experimentation, 
varying both the temperature and duration of induction, the optimum conditions 
appeared to be an induction at 37°C for an hour before then reducing to room 
temperature for several hours or even placing the samples in a fridge overnight. This 
allowed the protein to be efficiently produced by the bacteria and, once produced, 
allowed to fold, and importantly, re-fold at the much lower temperatures experienced 
in the natural habitat of the jellyfish. 
Although it was possible to image individual bacteria under the microscope, there was 
insufficient data from individual cells to obtain a reliable lifetime decay. This was 
because the decays were best fitted to at least two exponentials. However, it was 
possible to image many hundreds of cells simultaneously by concentrating the cells at 
the edge of the liquid droplet between the coverslip and the slide. 
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Figure 4.7 below shows the detector image of such a group of cells (a), showing the 
ROL used to provide the decay shown on the right, along with a fluorescence image 
taken with the Nikon camera (b). The scale bar is 20 tm. The Ti-Sapphire laser was 
used as the excitation source (398 nm) and the images were taken through the FITC 
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Figure 4.7: Lurophoton detector image of a large group of E.coli cells expressing 
wtGFP (a). The decay extracted from the rectangular ROl (in red) is shown on 
the right, along with the fit (blue) and fitting data and residuals (red). The 
corresponding Nikon camera fluorescence image is shown below (b). The scale 
bar is 20 rim. 
The tail-fit decay from the RO! was best fitted to two exponentials, as shown, a longer 
component of 2.55± 0.02 ns (0.95) and a shorter 0.5± 0.2 ns component (0.05), with a 
x2 figure of 1 .106. This equates to an average lifetime of 2.45 ns. 
It was also possible to investigate the bacteria in the spectrometer. A sample of the 
expressing bacteria were suspended in M9 and placed in a cuvette and analysed in the 
Edinburgh Instruments spectrometer. The cells were periodically resuspended during 
the experiment by pipetteing, as the cells settled to the bottom of the cuvette. The Ti-
Sapphire laser (at 398 nm) was the laser source and the emission was analysed at 510 
± 5 nm, the peak of emission. A 470 nm LP filter was inserted before the spectrometer 
grating to eliminate any scattered light from the sample chamber. The decay was 
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reconvoluted with the IRF and was best fitted to three exponentials. 2.12 ns (0.44), 
3.36 ns (0.45) and 0.33 ns (0.11) with ax 2  figure of 1.028 (figure 4.8). This equates to 
an average lifetime of 2.48 ns, which is in close agreement with the microscopy 
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Figure 4.8: decay (black) of bacterial cells expressing GFP suspended in M9 
broth reconvoluted with the IRF (dark green), showing the best fit to three 
exponentials (lime green) and the residuals (red). 
However, a sample of cells that had been transformed but not induced was also 
analysed and was best fitted to four exponentials. two similar to lifetimes seen in the 
GFP. 2.24 ns (0.23) and 0.47 ns (0.26). along with both a very long component of 
7.16 ns (0.11) and a very short component of --65 ps that dominated (0.41) 
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(figure 4.9). This equates to an average lifetime of only 1.45 ns. 
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Figure 4.9: decay (black) of non-induced control cells suspended in M9 broth 
reconvoluted with the IRF (dark green), showing the best fit to four exponentials 
(lime green) and the residuals (red). 
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The emission scans (430 nm - 700 run) of the controls, the GFP cells and the M9 
broth alone are shown in figure 4.10. Two things of note are that the control bacteria 
do seem to have some GFP present. This was to be expected since the plasmid is 
present and some un-induced expression would occur. The other thing of note is the 
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Figure 4.10: emission scan (ex 398 nm) of bacterial cells expressing GFP (lime 
green) and control cells (red) suspended in M9 buffer, along with the M9 alone 
(blue). Note the Raman band at 460 nm. 
The GFP was extracted and purified from the bacteria cells using a chitin bead 
column, as described in chapter 3. and the resultant GFP solution in Tris buffer [20 



















Figure 4.11 shows the decay resulting from collecting the 510 nm emission, which 
was best fit to two exponentials of 3.25 ns (0.98) and 0.32 ns (0.02) with a x2  figure of 
1.053. This resulted in an average lifetime of 3.19 ns, longer than that seen for GFP in 
the bacterial cells and in broad agreement with other researchers' results for GFP in 
solution 1416 . 
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Figure 4.11: Decay from GFP in buffer, reconvotuted with the IRF (blue), 
showing the best fit (green) and the residuals (red). Excitation was at 398 nm and 
emission taken at 510 nm. 
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The decays from 500 - 570 nm showed no appreciable differences and gave 
substantially the same result (Table 4.1). although there was an expected change when 
analysing the emission below 480 nm due to position of the minor excitation peak of 
WtGFP at 475 nm4 . 
wtGFP in Tris buffer 








570 325 0.96 027 0.04 - - 1.019 3.13 
550 3.25 0.96 0.34 0.04 - - 1.054 3.13 
530 3.26 0.97 0.31 0.03 - - 1.042 3.17 
510 325 0.97 032 0.03 - - 1.051 3.16 
500 3.28 0.99 0.23 0.01 - - 1.015 3.25 
490 3.38 0.89 0.14 0.11 - - 1.040 3.02 
480 341 0.11 037 0.08 0.02 081 1.050 0.42 
Table 4.1: Lifetime fit data from different emission wavelengths for wtGFP in 
Tris buffer. The change at 480 nm is due to the presence of the minor excitation 
peak. 
It was also possible to analyse the GFP bound to the chitin beads from the separation 
column under the microscope. A sample of the chitin beads was extracted from the 
column before the on-column cleavage of the GFP had been performed. These beads 
were then mounted on a clean microscope slide and imaged under the microscope 
using the Europhoton detector. 
ZE 
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Figure 4.12 shows the detector image, taken with a lOx objective lens, of a group of 
the beads (a), above a fluorescence image of the same beads taken with the Nikon 
camera (b). The scale bar is 200 kim. Shown on the right of the figure is the 
fluorescence lifetime decay extracted from the rectangular ROl. along with the fitting 
data and residuals. 
Figure 4.12: Lurophoton intensity image of the GFP coated chitin beads (a), and 
the corresponding fluorescence image from the Nikon camera (b). The decay 
extracted from the indicated ROl is shown along with the fit (blue) and fitting 
data and residuals (red). The scale bar is 200 gm 
As can be seen, the GFP is not uniformly distributed on the beads, with areas of low 
and high intensity due to the natural variation in the chitin. The decay was best fit to a 
single exponential, giving a lifetime of 2.915 ±0.005 ns (1 standard deviation) and a 
2  figure of 1.059. This lifetime is intermediate between the lifetime seen in vivo and 
that seen for GFP in the solution phase. 
The above experiments help to show how the lifetime of essentially the same 
fluorophore is shortened by changes in its environment. The protein in free solution 
has a lifetime of --3.2 ns, which is shortened slightly by being bound to a surface but 
is reduced dramatically once it is incorporated into a biological system, with many 
more interactions with other bio-molecules and a move away from an essentially 
aqueous environment. This will be discussed more in later chapters. 
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A GFP-TMR FRET construct 
Having analysed the free GFP in solution it was possible, using a thiol-reactive probe 
containing a rhodamine dye, to construct an artificial FRET pair by linking an 
acceptor dye molecule on the end of the GFP protein. The construct was synthesised, 
as described in chapter 3, and analysed in the Edinburgh Instruments FL series 
spectrometer. along with samples of both the free GFP and free rhodamine dye. The 
Ti-Sapphire laser, tuned to 398 nm, was used as the excitation source and the lifetime 
decays of both the construct and the free GFP alone were obtained. Figure 4.13 shows 
the decays from both samples, along with the best fit analysis. 
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Figure 4.13: Lifetime decays for both GFP alone and the GFP-TMR construct, 
along with the fitting data showing an additional short, -1.5 ns, component 
present in the construct. Excitation was at 398 nm. 
While the two decays seem visually indistinguishable, the best fit analyses show that 
there is a small, 5%, component in the construct that displays a shortened lifetime of 
1.48 ns along with the much larger component with, essentially, the same lifetime as 
the GFP alone, -3.2 ns. This would suggest that only a small proportion of the 
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rhodamine probe had been attached to the protein. Any free rhodamine dye still 
present would not undergo any energy transfer, but would still contribute to the 
observed rhodamine emission centred on 573 rim. Figure 4.14 shows a comparison of 
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Figure 4.14: Emission spectra (Excitation at 398 nm) for free GFP (red), the 
GFP-Rh construct (blue), free rhodamine dye (Olive) and buffer (lime green) 
It shows a shoulder corresponding to the rhodamine emission at 573 rim. This is 
consistent with a small amount of the excitation energy being transferred to the 
acceptor probe, rather than being emitted by the GFP itself. While the construct was 
separated several times in a spin column, it was still likely that there was a small 
amount of free rhodamine present. This rhodamine does not appear in the lifetime 
decays, since there is no rhodamine emission at 5 10 nm. 
Given the reduction in lifetime observed, the distance between the donor and acceptor 
can be established. The efficiency of energy transfer. E. is given by equation 4.1 
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E=1—-- 	 (equation 4. 1) 
T D 
where 'tDA is the lifetime of the donor in the presence of the acceptor and TD  is the 
lifetime in the absence of the acceptor. Since t1) = 3.19 ns and ThA = 1.48 ns, this gives 
an efficiency of 54%. This suggests that the distance between the donor and acceptor 
is close to R0 . the distance where there is 50% efficiency. R0 values for GFP and TMR 
are in the region of SOA, and so the distance between the FRET pairs would be a 
similar figure. Crystallographic data for the GFPs" show that the C-terminus of GFP 
is only --25A from the fluorophore. approximately half of R 0. However, if the 
rhodamine was this close to the GFP chromophore the expected efficiency would be 
much higher. The relationship between the distance between the FRET pairs, r, and R 0 
is given by equation 4.2 
1/6 
r R0 	 (equation 4.2) 
From this we find that, if r is R0/2 then E = 98%. If this is the case, then TDA  would be 
60 ps. Given the experimental parameters, it is not surprising that no component that 
short was found. If, however, two molecules of the construct were to dimerise, then 
the distance between the TMR attached to one GFP molecule and the chromophore of 
the other GFP molecule could be close to 50A. GFP is known to dimerise to a small 
extent in dilute concentrations t1 and so it could be FRET in this small percentage of 
dimer that had been observed. Further investigation of this hypothesis is, 
unfortunately, out with the scope of this thesis. 
Unfolding and quenching experiments 
The fluorophore in GFP is protected to a large extent from denaturing and solvent 
quenching by the 13  barrel'. Denaturing this barrel, with a protein denaturant such as 
guanidine hydrochloride (Gu), would have an effect on both the intensity and lifetime 
of the GFP fluorophore. as would increasing concentrations of an effective quencher 
such as acrylamide (Acryl). To investigate these two processes, samples of the free 
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fluorescence intensity and lifetime recorded. These experiments were undertaken in 
the Edinburgh Instruments Mini- t desktop spectrometer, as described in chapter 3. 
Guanidine unfolding experiment 
To investigate the effect of denaturing on the fluorescence properties of the GFP, 
samples of the protein were subjected to increasing concentrations of Gu and allowed 
to equilibrate overnight in the refrigerator. The following morning the samples were 
briefly vortexed to ensure proper mixing and then analysed in the Mini-t 
spectrometer. Figure 4.15 shows the resultant plot of fluorescence intensity and 
lifetime against Gu concentration. The sigmoidal fit of the intensity data and the linear 
fit of the lifetime data are also shown, along with the fitting legends. 
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Figure 4.15: Plots of fluorescence intensity and lifetime versus guanidine 
concentration for wtGFP, showing the sigmoidal and linear response of intensity 
(black) and lifetime (blue) respectively. 
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This result is in close agreement with published data ' 7 .The first thing to note is that 
the fluorescence intensity of the protein remains steady, and may increase slightly at 
concentrations of Gu up to about 2M. This would at first seem puzzling, since any 
denaturing of the protein should reduce the intensity. However, it was noted by 
Tsumoto et al.18  that low concentrations of Gu allowed mis-folded protein to refold 
correctly. This is a common problem in bacterially expressed proteins, where 
insoluble inclusions aggregate. Small amounts of denaturants, such as guanidine, 
allow these inclusion bodies to refold to the native state, so increasing the amount of 
correctly folded, and so fluorescent. GFP. It is not until the concentration rises above 
this threshold level that the protein a-barrel is denatured, the chromophore is exposed 
and the fluorescence intensity drops. The second thing to note is that while the 
intensity drops dramatically, the lifetime of the GFP only gradually reduces as the Gu 
concentration increases, until the intensity disappears entirely at 6M Gu 
concentration where there are insufficient emitting species. This can be explained 
since, while the concentration of fluorescent species drops dramatically, the 
environment of the species that are emitting is only gradually changing with the 
increasing salt concentration, and so the lifetime gradually changes with it. The 
environment that is causing this change is the refractive index of the surrounding 
medium. It was found by Suhling et al. 19 that the inverse of the fluorescence lifetime 
of an emitter scales approximately with the square of the refractive index of the 
solution, according to the Strickler-Berg equation 4320• 
= kr = 2. 	X lO_9n2 
f I(cIc 	g(';) 	 (equation 4.3) 
TO 	 f I()_I J ( 
in which n is the refractive index. I is the fluorescence emission. c is the extinction 
coefficient and v is the wavenumber. This effect is caused by changes in the 
polarizability of the medium. They also found that. in contrast to the refractive index, 
changes in viscosity had no effect on the lifetime of the emitting species. 
The refractive index of the guanidine solutions was determined using a refractometer. 
The refractive index of the stock solution of GuHCI was calculated from equation 4.4 
M = 57.147(AN) + 38.68(AN)2 - 91.60(AN) 3 	 (equation 4.4) 
Where M is the concentration. in mol dm 3 , and AN is the difference in refractive 
index between the solution and pure water (N = 1.333). The refractive index of all the 
guanidine solutions can hence be calculated. The refractive index of the GFP in buffer 
can be approximated to 1 .335, the refractive index of the Tris l-lCl buffer solution. 
Figure 4.16 shows the plot of t 1 versus n 2 , along with the linear fit. It clearly shows 
that there is indeed a linear relationship between the inverse of the lifetime and the 
square of the refractive index. 
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Figure 4.16: Plot of r 4 versus n 2 for wtGFP in increasing guanidine 
concentration, showing the linear relationship predicted by the Strickler-Berg 
equation. 
Quenching by Acrylamide 
To investigate the effect of quenchers, samples of the free GFP were subjected to 
increasing concentrations of acrylamide in a similar way. The samples were 
MM 
equilibrated overnight and analysed in the Mini-t spectrometer the following 
morning. 
Figure 4.17 shows a plot of the fluorescence intensity and lifetime of GFP versus 
Acrylamide concentration. along with the linear fits of both data. 
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Figure 4.17: Plot of fluorescence intensity and lifetime versus acrylamide 
concentration for wtGFP. Both intensity and lifetime decrease linearly with 
increasing acrylamide concentrations. 
In this case, notwithstanding the large scatter evident in the intensity data. both the 
lifetime and the fluorescence intensity of the GFP decrease linearly as the 





The Stem-Volmer plots of both F 0 ! F and t0 / tare shown in Figure 4.18: 
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Figure 4.18: Stern-Volmer plot of F0IF (black) and t o/t (red) versus acrylamide 
concentration for wtGFP. The plot of t o/t approximates to horizontal, while the 
F0IF gradient is remarkably low. 
It can be seen that both plots are linear, with the plot of -r0 / t versus [Q] being 
virtually horizontal. As before with the unfolding experiment, this gradient can 
probably be accounted for by the slight increase in refractive index as the 
concentration of acrylamide increases. The plot of F 0 / F versus [Q]  shows a gradient, 
K5  of 0.197 M'. This is at least an order of magnitude lower than would be 
expected for a protein, and is similar to the extreme cases of the actin binding enzyme 
aldolase and the electron transfer protein azurin 21 . It is, however, in close agreement 
with similar experiments on GFP mutants 17 . This again shows the extreme protection 
afforded the chromophore by the B-barrel. 
Conclusions 
The experiments described in this chapter were undertaken to better understand the 
fundamental properties of the protein, not just the simple fluorescence emission 
properties. The folding and quenching studies help to explain why the protein is so 
useful in biological systems, as it can withstand harsh conditions and still retain its 
fluorescence. However, the main information that was obtained was how the lifetime 
of the fluorophore changed with the changing micro-environment of the protein. In 
particular, it showed that even quite simple changes, such as the refractive index of 
the solution or whether it was adsorbed onto surfaces, had a subtle but measurable 
effect on the fluorescence lifetime. These effects and changes needed to be taken into 
account when trying to understand the lifetime changes that would be encountered in 
the more complex cellular environments in the following chapters. 
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Chapter 5 - Initial GFP-YFP FRET experiments: 
A collaborating researcher, Joan Grindlay of the Beatson Cancer Institute in Glasgow, 
wished to image FRET between GFP and YFP in fixed mammalian cells. The 
researcher was looking for evidence of a conformational change in the Raf-1 protein 
(also known as c-Raf) in response to growth factor stimulation. The Raf-1 protein had 
been linked to cancer signalling processes in mammalian systems, and the researcher 
was hoping to confirm the binding of Raf-1 to specific binding partners implicated in 
the cancer signalling cascade by using FRET between two FRET pairs. The cells had 
enhanced GFP and enhanced YFP tagged to opposite ends of the Raf-1 protein, such 
that if there was a conformational change brought about by the growth factor, the two 
fluorescent proteins would be brought into close proximity and allow energy transfer 
to occur between the donor GFP and the acceptor YFP. The YFP was in either a 
dark' or light' form. The dark form had the fluorescence emission quenched by 
replacement of the Tyr 67 residue with a leucine residue '. This removed the YFP 
fluorescence emission, while retaining the ability for the YFP to accept any energy 
transfer from the GFP. The samples were further characterised by a time period, of 0, 
5 and 15 minutes. This was the time that the cells were subjected to a growth factor 
after transfection, but before being fixed in formaldehyde. 
The cells were fixed onto cover slips and imaged by the Europhoton detector. At the 
time that these samples were imaged the LaVision system was not operational on the 
microscope and only the original QA software was available, which did not allow for 
binning of data or the production of FLIM maps. Being the first time that the detector 
had been used for imaging biological samples the optimum imaging parameters had 
not yet been established. In particular, it was not yet understood how many data points 
were required, and hence how long the exposures needed to be, to get truly qualitative 
data. This was quickly learned and implemented in the subsequent experiments. 
The cells to be imaged were chosen by Joan Grindlay from the sample slides by 
screening for those cells that showed expression of the particular fluorescent protein. 
This was achieved by illuminating the cells with the mercury lamp through an FITC 
filter cube, but with the excitation filter placed between the mercury lamp and the 
back aperture of the microscope rather than on the cube. This was so that the filter 
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could be easily removed before laser illumination, which did not require an excitation 
filter. Cells were chosen that showed emission in the green. It was quite common to 
have only one or two cells in any field of view with enough expression to be visible, 
as shown in figure 5.1. This shows a transmission image of a group of 3 cells under 
white light illumination and the same cells under mercury lamp illumination and 
imaged through the FITC filter cube, so that only the fluorescence emission is seen. It 
is clear that the lower central cell in the transmission image is not expressing the GFP, 
as it is not seen in the fluorescence image. and there is a sharp cutoff. 
-I- 	 . 
4 
Figure 5.1: Transmission image of three cells (left) and a fluorescence image of 
the same cells, (right). The lower central cell is not expressing the GFP, as it does 
not appear in the fluorescence image. 
The samples were illuminated by the Ti-Sapphire laser at 478 nm through the 
standard FITC cube with emission collected between 505 and 555 nm. 
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Fig 5.2 below shows a typical image of a cell as recorded by the Europhoton detector. 
This is an intensity image built up over approximately 20 minutes. Rectangular 
regions of interest (ROIs), shown in red in the figure, could be defined post 
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Fig 5.2: Typical Europhoton detector image (GFP 15min cell2), and the decay 
extracted from the red ROl. The decay was best fit to two exponentials, with a 
of 1.032. The scale bar is 20pm. 
It can be seen that the fluorescence emission is not uniform throughout the cell, with 
'hotspots' and areas of low intensity. This was anticipated, since the proteins, 
although over-expressed in the cell, were associated with particular organelles and not 
just freely expressed throughout the cytoplasm. In particular it was expected that the 
proteins would accumulate in the area of the cell membrane and pen-nuclear envelope 
and to be generally absent from the nucleus. This was indeed the case, with very few 
cells showing any significant nuclear staining. The one example of significant nuclear 
staining was noted (GFP-YFP light Omins ce113) and it was found that the lifetimes 
were significantly different from the other cells imaged. 
To ascertain whether FRET was occurring, the decays from the ROls were analysed 
and the lifetimes recorded. Only small areas with high fluorescence intensity, or were 
thought by Joan to be interesting, were defined. The decays were extracted and 
analysed by F900 software (Edinburgh Instruments). All the decays were tailfits. 
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fitted from the peak to a point approximately 10 times the background level. This left 
the decays with few counts in the peak channel, typically less than 1000. However, it 
did ensure that the background level in any one area was reduced to a minimum. It 
was possible to perform reconvolutions with the IRF, but these were inconsistent due 
to the method of obtaining the IRF as described in chapter 2. Unlike in a 
spectrometer. where the excitation light is scattered by a highly scattering medium 
such as Ludox, and all other parameters remain identical, the IRF was recorded by 
replacing the sample with a mirror and reflecting the excitation light off it. This meant 
that the emission filter was removed and so the light path was altered. There was also. 
often, several reflections recorded, caused by repeated reflections off the mirror and 
the dichroic mirror in the filter cube, since the dichroic was designed to reflect the 
excitation light anyway. All of these factors resulted in an IRE that was much broader 
than would be expected in a spectrometer, 200 Ps as opposed to 40-60 ps, and often 
resulted in a reconvolution that was a less satisfactory fit than the tailfit from the peak. 
The residuals from the tailfit rarely showed any systematic error close to the peak that 
would indicate the presence of a very short lifetime component that would need 
reconvolution to be resolved. The decays were best fit to two exponentials, giving x2 
figures significantly below 2 and mainly very close to 1. 
All the images and associated decays are included in appendix i. It should be noted 
that the cells with the highest fluorescence intensity stand out well from the 
background, whereas those with lower intensity are much less well distinguished from 
the background. Figure 5.3 shows a high (a) and low (b) intensity cell with their 
associated decays, along with the images of the control cell (c), not expressing any 
fluorescent protein and an image of an area of slide with no visible cell (d), i.e. only 
background. It should be noted that the low intensity samples show a similar decay to 
the cells containing no fluorescent protein at all. The exposure times of the images 
were determined such that the total number of counts over the entire detector area 
reached 1,000,000. This had the effect of making the control cell and the low intensity 
fluorescent image have similar counts in the peak channel, from similar sized ROIs. If 
they had been exposed for similar times, the control would have had a lower peak 
channel count. 
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Figure 5.3: Comparison between images of cells showing a high (a), and low (b), 
fluorescence intensity, along with a cell expressing no fluorescent protein (c) and 
an area of slide which contains no visible intact cell (d). The decays extracted 
from the appropriate ROl are shown on the right. It can be seen that the low 
intensity cell is close in magnitude to the non-expressing cell and background. 
The scale bars are 20im 
Table 5.1 below shows the 2 exponential decays derived from all the ROIs for the 
three different types of cell and the three different growth factor exposure times. The 
decay from the control cell with no GFP or YFP was also included. 
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Lifetime analysis of the decays from indicated ROls from initial GFP-YFP FRET Experiment 
undertaken between 11th and 13th August 2003 
Ave lifetime 
tl/ns 	al 	t2/ns 	a2 	y2 	Ins 	Mean 
GFPOmin ce113 363 	1 010 180 090 1099 1 , 980 
1.842 
ce114 257 	1 0.48 1.01 0.52 1.015 1 758 
cellS 2.79 0,47 0.90 0.53 1.090 1,790 
GFP 5min celIl 2.43 0.64 086 0,36 1.063 1 . 865 
1.890 
ce112 2.34 0.70 064 0.30 1127 1 . 826 
ce113 2.61 0.55 089 0.45 1.166 	j 1 , 838 
cellS 245 0.74 0.82 0.26 1 037 2030 
GFP 15min celIl 1 	3.73 1 	0.29 1 37 0.71 1.005 2.051 
2.025 cell2 1 376 1 0.31 1 21 069 1.032 1.999 
	
Ave 	2.92 	 1.05 	 1.08 
SD 0601 0.211 	0,352 0.211 	0,074 	0 . 111 
Mean 	 0.48 0.52 1.90 
Ave lifetime 
11 +.no 	 SmnI 	cllns 	a! 	t2/ns 	a2 	X2 	Ins 	Mean 
GFP-YFP dark Ornin ceIll 3.41 031 083 069 1.090 1.628 
1.723 
cell3 126 0.28 0.95 0.72 1.094 1.598 
ce115 2.95 031 1.49 0.69 1.088 1.942 
GFP-YFPdark 5min celIl 3.62 0.34 0.85 0.66 1.138 1.791 
1.699 
ce112 3.39 037 0.71 0.63 1.169 1.701 
cell6 331 1 	0.33 0.87 0.67 1163 1.674 
cell7 371 1 029 0.76 071 1.056 1.613 
ce118 3.22 039 075 061 1.075 1.714 
GFP-YFPdark 15min ceII2 3.62 0.42 0.85 0.58 1,027 2.015 
1.834 
ceU3 3.48 0.30 0.80 0.70 1.106 - .601 
ce114 3,78 0.32 0.76 0.68 1.255 - .728 
ce116 4.26 028 111 072 1 . 060 1.993 
Ave 	3.50 	 0.89 	 1.11 
SD 0.335 0.044 	0.216 0.044 	0.062 	0.153 
Mean 	 0.33 0.67 1.75 
Ave lifetime 
mnlA 	¶lIns 	al 	t2/ns 	a2 	72 	Ins 	Mean 
GFP-YFPlight Ornin 
nuclear stain! 
celIl 3.54 0.32 0.95 0.68 0.870 1.783 
1.767 
ce112 3.75 0.31 0,84 0.69 1.126 1740 
ceII3 2.49 0.68 0.95 0.32 1.113 2.000 
ceIl4 3.41 0.33 0.79 0.67 1.093 1.652 
ce115 3.66 0.34 0.77 0.66 1,270 1.754 
ce116 341 0.34 0.78 0.66 1.086 1,675 
GFP-YFPlIght 5min ceIll 243 054 0.90 0.46 1142 1.723 
1.797 
cel 1 2 357 036 077 0.64 1003 1.780 
ce 114 2 51 0.40 0.65 0.60 1.008 1.391 
cellS 6.65 0.11 1.76 0.89 1.062 2.293 
GFP-YFPlightl5min celIl 3.15 041 0.96 0.59 1.016 1.861 
1.782 ce 11 2 351 032 085 0.68 1 	1.114 1.702 
Ave 	J.01 	 u. - 1 
SD 1.100 0137 	0281 	0,137 	0.093 	0 . 215 
Mean 	 0.37 0.63 1.78 
Non GFP (control) 	I 	celli 	I 	3.78 	I 	033 	I 	0.70 	I 	0.67 	j 	1.069 I 	1.715 
Table 5.1: 2-exponent lifetime analysis of GFP, GFP-YFP 'dark' and GFP-YFP 
'light' cells imaged using the Europhoton detector. While any reduction in 
lifetime is within one standard deviation of the GFP data it can be seen that there 
is a small change in the distribution of lifetimes between the GFP and both GFP-
YFP cell types, from -50:50 to -65:35, also the distribution in the control cell. 
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It can be seen from these data that, while there is a small drop in average lifetime 
between the corresponding GFP and the GFP-YFP cells (both dark' and light') there 
is a large amount of variation between cells of the same and different types, and that 
the drop in lifetime is only an amount similar to one standard deviation of the mean 
lifetime for the cell types, making confirmation of any energy transfer impossible 
from the data. The one thing of interest is that the fractional distribution between the 
two lifetime components in the GFP only and the GFP-YFP cells changes from 
approximately 50:50 to approximately 35:65. However, it is also worth noting that 
35:65 is also the distribution in the non-GFP expressing cell. 
While there was no conclusive data for energy transfer from this experiment several 
key lessons were learned. The first of these was that more data points needed to be 
collected to ensure that there were a significant number of counts in the peak channel. 
In some cases there were fewer than 300 counts in the peak channel. While this would 
be more than enough to satisfactorily fit a single exponential, an absolute minimum of 
1000 counts in the peak channel was required to give any credence to decays fitted to 
two exponentials, as described in chapter 2. It would be better to have 10,000 or more, 
especially if there was evidence for a third exponential. 
This required that the experiments were performed with an eye to the minimum ROt 
that would likely be analysed, and to continue the exposure until the peak counts in 
this small area reached an absolute minimum of 1000 counts. At the time that the 
experiments were being performed the software analysis tool available (Decman) did 
not allow for binning of channels and so subsequent experiments were conducted in 
this manner. To achieve this, the exposure was monitored for several minutes until the 
particular cell was well defined and then a suitable small area was identified. By 
opening a new dataview window in the QACapture software of only this small area, 
the decay from this area could be monitored and the exposure stopped as soon as the 
peak channel in this decay reached 1000 counts. 
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The second lesson was with regard to picking and focusing of suitable cells to sample. 
Many of the samples from this first experiment appeared 'smeared or 'out-of-focus', 
as shown in figure 5.4, or had low fluorescence emission. These images were not used 
for the analysis, as it was impossible to define the cells sufficiently to exclude 
Figure S4: Examples of a 'smeared' (a), and an 'out-of-focus' (b), image not 
used in analysis, since it was impossible to properly distinguish the cells from the 
background. The scale bars are 20pim. 
The former made them difficult to identify as cells and the latter meant that there was 
a much higher relative background. The fitted decays for the non-expressing cell was 
very similar to those of the expressing cells, albeit at a much lower intensity, which 
cast some doubt that there was enough fluorescence intensity above the background, 
sometimes referred to as 'auto fluorescence', to be able to rely on the results. Future 
experiments paid greater attention to ensuring that the sample was properly focused 
and to ensure that the sample was secured properly to the stage to ensure no relative 
movement. 
With regard to the low emission samples it was decided to concentrate on samples 
showing a much greater emission. While these cells obviously had greater 
concentrations of the fluorophores, there was also concern that these larger amounts 
could affect the cells metabolically. This is, however, a problem often encountered in 
biological imaging and so was deemed necessary. 
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Second GFP-YFP FRET experiment: 
New cells were transfected and brought for analysis. The samples differed from the 
first experiment in that only the dark' version of GFP-YFP was used in these cells, 
not the light'. The GFP only cells were labelled WT for 'wild type', although this 
was only to distinguish them from a 'stable' form - they were still the enhanced GFP 
and not wtGFP. Joan had dispensed with the 15 minute time period for growth factor 
and so these samples were of 0. 2 & 5 minute durations. 
To ensure that there were sufficient counts in the peak channel of the smallest area to 
be analysed, these experiments were of a longer duration, typically 15-30 minutes 
each. A typical image is shown in Fig 5.5 below, along with the decay from the 
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Fig 5.5: Typical cell, GFPWT 5min cell2, detector image (left) and decay 
extracted from the indicated ROl (in red). The decay was best fit to 2 
exponentials. Scale bar is 20tm. 
More than one ROl was often defined for each cell, with the areas chosen by Joan as 
likely to be of biological significance. and the decays analysed as before with the 
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Table 5.2 below shows the results for the GFP WT and GFP-YFP dark' at the 
different growth factor timings. 
Lifetime analysis of the decays from indicated ROls from second GFP-VFP FRET Experiment 
undertaken between 12th and 14th November 2003 
Ave lifetime 
CII tvnP 	Samnl 	r1/ns 	al 	r2/ns 	a2 	Y2 	Ins 	Mean 
GFPWT Omin ceIll 230 079 1 07 021 1 	1.156 2041 
2.045 
ceIlla 2.37 072 1.22 0.28 0.991 2.049 
ce112 2.30 0.74 1.35 0,26 1 087 2,052 
ce113 231 078 1.11 0.22 0.973 2.048 
ceIl3a 2.25 084 0.91 016 1.173 2,035 
GFPWT 2min cell2 238 069 1.35 0.31 0.994 2,063 
2.087 
ceIl2a 2.38 072 1.31 0.28 1 	1.037 2.084 
ce113 2.51 054 1.85 046 1.052 2.204 
ceII3a 2.97 0.50 1.02 0.50 1.080 1.995 
GFPWT5min ce112 1 	230 085 1.14 0.15 1.093 2125 
2.108 ceII3 1 231 1 	082 1.09 0.18 1.094 2.090 
	
Ave 	2.40 
SD 0.202 	0.115 
Mean 	 0.73 
(eII tvnA 	Smnl 	ri /ns 	al 
1.22 	 1.01 
0.252 0115 	0.065 	0 , 055 
0.27 2.07 
Ave lifetime 
t2/ns 	a2 	y2 	Ins 	\lean 
GFP-YFP dark Ornin celIl 2.23 085 115 0.15 1.121 2067 
2.055 
cell la 2.47 063 1.64 0.37 1.068 2.166 
ce112 2.35 079 1.22 0.21 1.100 2.115 
ce113 2,22 078 1.05 0.22 0.976 1.961 
ceII3a 2.21 0.79 1.04 0.21 1.084 1.967 
GFP-YFPdark 2min celIl 1 	2.29 084 1.08 1 	0.16 1.131 2.095 
2.125 
ceIlla 2.32 0.81 1.22 1 0.19 1.118 2.108 
ceII2a 2 11 0.93 0.59 0.07 1.037 2.002 
ce113 2.42 071 1.35 0.29 1.261 2.113 
ceII3a 2.50 0.63 1.51 0.37 1.035 2.136 
ce114 2.42 0.78 1.44 0.22 1.052 2.204 
ceII4a 2.33 0.81 1,75 0.19 - .032 2.219 
GFP-YFPdark 5min celIl 2.23 085 1.05 0.15 = 1 .087 2.049 
2.140 
celIla 2.23 089 1.13 0.11 1.007 2.109 
ce112 2.49 081 1,12 0.19 1.034 2.225 
ceII2a 2.49 078 1.01 0.22 1.216 1 	2,163 
ceII3 2.16 1.00  1.092 2.159 
ceII3a 2.13 1.00  1 . 165 2,133 
Ave 	2.31 	 1.21 	 1.0 
SD 0130 0.101 	0.281 0.081 	0.072 	0.078 
Mean 	 0.82 0.21 2.11 
Table 5.2: Lifetime analysis of GFP WT and GFP-YFP 'dark' cells. There is no 
measurable reduction in lifetime between the two cell types, at any timing. 
Again it can be seen that there is no appreciable difference in average lifetime 
between the corresponding GFP and GFP-YFP cells. The only real difference between 
the two types is a slight change in proportion between the long and short lifetime 
components from approximately 75:25 to approximately 80:20. However, this is a 
significant difference from the first experiment. In the first experiment the proportions 
were vastly different, being 50:50 and 35:65. This could be explained by the relatively 
low Counts of the first experiment. By increasing the exposure time to give much 
higher counts in the peak channel, and using samples with higher fluorescence 
intensity, the proportion of background had been dramatically reduced. The samples, 
therefore, are less similar to the background and the recorded lifetimes more likely to 
be representative of the GFP emission. The only other notable feature is the 
consistency in the lifetimes both within and between cell types. The values were 
considerably lower than reported by other researchers, which were predominantly 2.4-
2.6 ns 4 . These groups had reported only average lifetime figures, which were close 
to the larger component in the two recorded here. It was obvious that there was no 
evidence of any energy transfer in the samples. After a third unsuccessful attempt 
using different forms of the GFP-YFP combination it was decided to try two different 
FRET pairings. 
Initial GFP-RFP FRET Experiment: 
The next pairing that was tried was that of GFP with the longer wavelength, red 
fluorescent protein. RFP. Unlike the other fluorescent proteins like YFP. which were 
mutations from the wild type protein, REP was a naturally occurring protein found in 
similar marine animals, in this case the sea cucumber. While substantially similar to 
the wild type GFP. RFP in nature was found as an obligate quadramer. To make it 
useful for cloning work it was mutated to leave it as a dimer. This, while not ideal, did 
make it small enough to be useful as a fluorescent tag. 
Cells were produced by Joan in a similar fashion to the previous experiments, this 
time consisting of cells expressing only GFP and those expressing one of two 
different GFP-RFP constructs, denoted as GFPbamRFP and GFPbg1RFP. The two 
different cell types differed by how the two fluorescent proteins were connected. As 
in the previous experiments, the different cell types were screened by eye to pick 
suitable samples to image. The suitable sample cells were imaged using the standard 
FITC cube, with no excitation filter, as in the previous GFP experiments. The same 
excitation source parameters were used as in the previous experiments. 
Figure 5.6 below shows a typical sample image along with the decay extracted from 
the indicated ROl (red rectangle). 
-- 	 - 	
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Figure 5.6: Europhoton image of a cell, GFP cel13 (left) and the decay extracted 
from the indicated ROl (right). The decay was best fitted to 2 exponentials. The 
scale bar is 20.tm. 
The other images, along with the decays used for the analysis are located in appendix 
iii. Table 5.3 shows the tabulated lifetime data for the three types of cell. 
Lifetime analysis of the decays from indicated ROls from first GFP-RFP FRET Experiment 
undertaken between 28th and 30th April 2004 
Ave lifetime 
,-,ii 	 rl/ns 	al 	t2/ns 	a2 	y2 	Ins 	\Iean 
GFP control ceIll 	1 228 1 0.74 116 026 1 053 1 	1,988 
1.983 
cel12 1 231 1 	0.66 1.04 0.34 0.984 1 1.878 d cel13 1 	2 36 1 	0.70 1.42 030 1.166 1 	2.082 
	
Ave u.i 
SD 	0042 	0.040 	0.195 	0.040 	0.092 	0.102 
Mean 0.70 0.30 1.98 
Ave lifetime 
ts,, 	 SmnI 	illns 	al 	r2lns 	a2 	X2 	Ins 	Mean 
GFPbamRFP celIl 2.14 0.60 0.98 040 1.138 1.678 
1.654 
cel12 2.22 0.58 0.99 042 0 999 1,702 
cel13 212 0.60 0,96 040 1.064 1.659 
cel14 205 0.62 081 038 1.046 1576 
GFPbgIRFP celIl 195 0.59 0.73 041 1.031 1450 
1.510 
cel12 1 	210 1 	056 1 	0.80 1 	044 1 	1.028 1 	1 527 
cel14 1 203 1 058 1 089 1 0.42 1 1.229 1 1,553 	1 
Ave 	Z.US 	 u.00 
SD 0.087 0019 	0,102 	0.019 	0080 	0.091 
Mean 	 0.59 0.41 1.59 
Table 5.3: Lifetime analysis of cells GFP, GFPbamRFP & GFPbgIRFP. 
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Although only a small number of samples were analysed. there appeared to be a 
significant, and consistent, reduction in lifetime between the GFP and the GFP-RFP 
cells, with a larger reduction seen for the GFPbg1RFP samples. A change in the 
proportional distribution similar to that observed in the GFP-YFP was also seen. 
While too few samples were analysed to confirm a statistical reduction in lifetime, the 
pairing showed promise of being a good FRET pair. The only concern was that it 
would prove difficult to clone into biologically important proteins due to its tendency 
to dimerize. 
Initial CFP-YFP FRET experiment: 
Another possible FRET pairing was between the previously examined YFP and 
another, blue shifted, mutant. The emission of this mutant was in the cyan area and so 
it was named cyan fluorescent protein or CFP. The mutations responsible for this 
mutant will be described in detail in the following chapter. A small number of 
samples containing either CFP or CFP and YFP joined by a small 2aa linker were 
imaged to see if any energy transfer could be seen. Like the GFP-RFP samples, they 
were not biologically significant constructs, they simply had either the CFP or the 
CFP-YFP construct co-expressed with the RAS protein. A typical cell image, along 
ith the decay extracted from the ROT indicated, is shown in Figure 5.7: 
Figure 5.7: Europhoton image of a cell, CFPcell2b (left) and the decay extracted 
from the indicated ROJ (right). The decay was best fitted to 2 exponentials. The 
scale bar is 20pm. 
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Small areas of each cell were defined as ROls and the decays from the brightest ROIs 
tabulated in Table 5.4. The images and all decays are contained in appendix iv. 
Lifetime analysis of the decays from indicated ROls from first CFP-YFP FRET Experiment 
undertaken between 11th and 13th February 2004 
Ave lifetime 
('011 f.anc. 	SmnIo 	tl/ns 	al 	r2/ns 	a2 	 Ins 	\Iean 
UP celIl 2.82 0.63 1 	0.94 1 0,37 1 	1.006 1 	2 120 
2.038 
ceII2 2.78 0.64 0.96 0.36 1.025 2 121 
ce113 2.75 0.61 0.88 1 	0.39 1 	1 064 2.023 
ce114 2.67 060 0.71 1 0.40 1 1.023 1 887 
Ave 	2.15 
SD 0.060 	0.018 
Mean 	 0.62 
('oil tvnp 	Samnlp 	runs 	al 
U.tsf 	 1.U11 




r2/ns 	a2 	y2 	Ins 	Mean 
CFP-YFP ceIll 2.60 0,56 1 	0.90 1 0.44 	1 1124 1 	1 853 
1.731 
ce112 2.28 048 0.67 052 1.006 1.442 
ce113 2.56 056 084 1 044 1.081 1.799 ce114 2.61 0.52 0.99 1 	0,48 1.190 1.829 
Ave 	2.51 	 O.5 	 1.1u 
SD 0.154 0.038 	0.135 0038 	0.077 	0.194 
Mean 	 0.53 0.47 1.73 
Table 5.4: Comparison of CFP and CFP-YFP lifetimes. There is a small decrease 
in average lifetime, accompanied by a change in the distribution of lifetimes. 
While only a representative sample of the cells that were imaged, the data appeared to 
show a consistent shortening in the average lifetime, along with a small but consistent 
change in contributions between the longer and shorter lifetime components. 
Conclusions 
These initial experiments, although a success as far as the instrumentation was 
concerned, proved to be somewhat inconclusive with regard to seeing FRET in the 
systems. The original choice of FRET pair. GFP-YFP, showed no measurable 
reduction in lifetime, even after a second attempt and many imaged cells. The two 
alternative FRET pairs tried, GFP-RFP and CFP-YFP. however, did both show 
measurable lifetime reductions in the limited trials used. While there was a larger 
consistent reduction in lifetime with the GFP-RFP than the CFP-YFP pairing, there 
were potential biological problems in using the RFP in cell systems because of its 
dimeric nature. It was not an ideal labelling agent because it would be considerably 
more hindering in any interactions between the proteins. On the basis of these results, 
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and the dirneric properties of the RFP, the decision was then made to continue with 
the CFP-YFP as a possible model FRET pair. 
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Chapter 6 - CFP-YFP experiments using the tgiCCD and the 
TSCSPC detectors: 
Having shown promise as a FRET pair in the earlier experiments, cells were produced 
by Joan that were genetically engineered to express either enhanced CFP (ECFP) or a 
specially prepared construct of ECFP and enhanced YFP (EYFP) separated by a short, 
2 amino acid linker (Gly-Thr). While not biologically important fusions, they would 
act as a model system to supply proof of principle' that FRET between these two 
fluorescent proteins was observable and, hopefully, quantifiable. Unfortunately, when 
the cells were brought to the lab to be analysed, the Europhoton detector developed a 
fault and was out of commission. We did, however, have the LaVision time gated 
intensified CCD (tgiCCD) camera system fitted to the microscope and so were able to 
image the cells. After several promising experiments where energy transfer appeared 
to be observed, the Europhoton detector returned from the manufacturer and a 
comparison between the two systems became possible. This chapter documents these 
experiments and the unexpected results that came from them. 
CFP and YFP mutants 
Table 6.1 shows the amino acid (aa) residue changes that are present in the CFP and 
YFP mutants of GFP. 
Mutant I 	aa residue chanoes (bold = chanoes to chromophore tri-peptide) 
EGFP F64  S65T H231  I I 
ECFP K26R F64L S65T N1461 M153T V163A N164H N212K 
EYFP S65G V68L S72A I T203Y I 
Table 6.1: List of the mutations from wtGFP for EGFP, ECFP and EYFP. The 
mutations highlighted in the appropriate colour are the main changes giving rise 
to the spectroscopic shifts in CFP (cyan) and YFP (yellow). 
They both have a change to Ser65 in the chromophore that stabilises the anionic form 
of the chromophore and removes the higher energy excitation peak, as in the 
enhanced GFP as described previously. The main mutation in the CFP is that of 
replacing the tyrosine in residue 66 with tryptophan (highlighted in cyan in the table). 
This produces an indole in the chromophore, rather than a phenol or phenolate, as 




Figure 6.1: Structure of the chromophore in ECFP, showing the S65T (red) and 
Y66W (blue) substitutions. X signifies residues 1-64 and V residues 68-238 
This has the effect of shifting the emission to higher energy, producing a blue-green 
or cyan colour'. The large number of other mutations are necessary to adjust for the 
increased bulk of the indole group. The main mutation in the YFP is that of replacing 
the threonine at residue 203 with an aromatic one, in this case tyrosine (highlighted in 
yellow in the table). This has the effect of stacking another delocalised it-group on top 
of that of the chromophore itself. This results in a reduction in the excited state 
energy, and thus a shifting of the excitation and emission spectra to longer 
wavelength'. 
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Figure 6.2 shows the excitation and emission spectra of CFP and YFP, along with the 
overlap between the CFP emission and YFP excitation 2 . As discussed in chapter 2, 
this overlap is necessary for energy transfer to occur. The spectra have been 
normalised for clarity, but it should be noted that, in practice, the lower quantum yield 
of CFP reduces the maximum of the emission peak, and so the magnitude of the 
overlap. It should be noted that the CFP spectra have double maxima in both the 
excitation and emission. This is discussed later in chapter 7. 
UP 	 YFP 
A. 	Em. 	ADS. Em. 
400 	 500 	 W. 	600 
. (rim) 
Figure 6.2: Normalised excitation and emission spectra of CFP (blue and aqua) 
and YFP (green and yellow), highlighting the overlap between the CFP emission 
and YFP excitation (pale green area) necessary for energy transfer (Adapted 
from ref 2). 
Initial LaVision experiments with CFP-YFP 
Cells were prepared that expressed either CFP or the CFP-YFP construct and were 
imaged with the LaVision detector. As with the previous experiments, the cells were 
screened by eye using the mercury lamp to find suitably fluorescent samples. The Ti-
Sapphire laser, tuned to 430 nm, was the excitation source and this was attenuated by 
means of neutral density filters until the peak intensity in the brightest image was 
between 3000 and 4000 counts. The camera saturated at 4050 counts in each pixel, 
shown as white in the corresponding intensity images, but it was necessary to have the 
maximum number of counts, without saturating, to allow the highest number of data 
points from which to derive the lifetime data. The detector was set-up with 200 Ps 
gates. the minimum possible to get the highest time resolution. and the scan was set at 
200 Ps steps over 10 ns. The peak in intensity was found in the 6th gate and the 
decays were constructed from this peak to the end of the scan, a timescale of 9 ns. 
This was approximately 3x the expected lifetime. An IRF was taken using the mirror 
and the peak found in the 5th gate. and had decayed sufficiently to allow the peak to 
be used for the decays. The camera was set to record the average of 5 exposures and 
the exposure time was varied to allow the maximum counts. It was typically 200ms 
but was extended to Is in some cases where the fluorescence intensity was so low 
that, with the laser at zero attenuation, there were too few counts in the images. 
Once the images were taken they were analysed with the DaVis 6.2 software to 
produce the lifetime maps and to generate the 2 exponential lifetime decays. To 
produce the lifetime maps the background of approximately 50 counts were 
subtracted from all pixels. This was achieved automatically by defining the 
background before the experiment began by taking a background image with the 
shutter closed and the laser obscured. Then a lower limit of counts was established by 
subtracting the pixels with fewer than. typically. 700 counts until the cell appeared 
distinctly from the background. The resultant pixels were then used to generate the 
lifetime map and the decays. The lifetime maps were constructed by assigning each 
pixel a colour according to the single exponential average of the bi-exponential decay 
generated. The colours were assigned on a pseudocolour scale between 0-2.8 ns. 
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Figure 6.3 shows a typical cell image as (a) the average intensity in the brightest 
image and (b) the lifetime map. The colour scale in the intensity image shows as 
white if over 4000 counts. This is to ensure that any saturation of the camera is 
observed and can be taken into account when analysing the lifetimes. As figure 6.3 
shows, if the camera is saturated at any point, the corresponding lifetime map shows 
an area of longer lifetime compared to its nearest pixels. This is caused by the decay 
being generated by an artificially lower peak count. This has the effect of making the 
decay appear shallower than it should be, and hence assigning it a longer lifetime. 
Figure 6.3: Images of a cell (('F lcell 9) showing the average intensit (a), 
including areas in white where the image is saturated, and the lifetime map 
generated from the pixels (b). The white area in the intensity image shows as a 
slightly longer lifetime in the map. The colour scale in (b) is in ns and the scale 
bar is 20.tm. 
Figure 6.4 shows a comparison of CFP and CFP-YFP cells. It can be seen that there is 
generally good homogeneity within the cells and that different cells within the cell 
types h()\\ 'irnilar liletites. 
Figure 6.4: Comparison between CFP cells, left, and ( 1- l>-\ 1 I' cells, right, 
showing the observed reduction in average lifetime. Colour scale is in ns and the 
scale bar is 20p.m. 
Unfortunately the software does not record the ROts used to calculate the lifetimes, 
only the x-y co-ordinates as shown in the calculations. The ROIs were selected to 
include the majority of the cell but as little of the background as possible, given the 
limitations of using a rectangle. Where more than one cell appears in the image, the 
cells are labelled accordingly, e.g cel12 top and bottom. Cell I was too low intensity 
and cells 2 and 3 were single exposures, and 2a and 3a averages of 5. Averaging the 5 
exposures produced a more uniform image and was standardised for all the images 
from then on. The saturated images were not used in the analysis. 
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The lifetimes have been tabulated in table 6.2, and all the images, along with the 
lifetime calculations, are shown in appendix vi. 
LaVision lifetime data for experiment undertaken on 18th Aug 2004 











.1 nc 	 1 	 i?/nc 	 is 
2.379 0.76 0.474 0.22 1.960 
2.398 0.81 0455 0.19 2.027 
2.520 0.78 0.596 0.22 2.097 
2.469 0.79 0.527 0.21 2.061 
2.316 0.82 0.437 0.18 1.978 
2.327 0.83 0.512 0 17 2.018 
2.252 085 0.403 0.15 1.975 
U.lJ2 	U.U2( 
	
U.Ub4 	U.U2( 	U.UU 
2.38 0.81 0.49 0.19 2.02 	0.05 
Ave lifetime 
Cell type Sample 















1,995 0,70 0.429 0.30 1.525 
1.894 0.713 0.369 0.30 1.443 
1.632 0.69 0.345 0.31 1.371 
1.874 0.68 0.372 0.32 1.393 
1.800 0.73 0.330 0.27 1.403 
1.831 0.71 0.335 0.29 1.397 
1.756 0.75 0.306 0.25 1394 
1 792 0.73 0.317 0.27 1.394 
1.803 0.68 0.404 0.32 1.410 
1.616 0.70 0.360 0.30 1.379 
1.858 0.69 0.394 031 1.404 
1.881 0.87 0.410 0.33 1.396 
	
0.082 	U.U24 	U.U4U 	U.U24 	U.U41 
1.85 0.70 0.37 0.30 1.41 	0.04 
Average lifetime Reduction 	0.61 
Table 6.2: Comparison of 2-exponent lifetime fits for CFP and CFP-YFP cells. 
Lifetimes are in ns 
There is a clear lifetime reduction in the CFP-YFP cells from 2.02 ± 0.05 ns to 1.41 + 
0.04 ns, an average drop of -600 ps as compared to the CFP only cells. The reduction 
in lifetime is observed in both components, and in similar proportions in each. There 
is also a change in the distribution of the two lifetimes, from approximately 80:20 in 
the UP cells to approximately 70:30 in the CFP-YFP cells. This change in 
distribution was similar to that observed previously with the Europhoton data, where 
there was an increase in the proportion of the shorter lifetime component in the CFP-
YFP cells, although the actual distribution was different. There is good consistency in 
the data, with the spread, as defined by the standard deviation, being low in all the 
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variables. However, there is slightly greater variation in average lifetime in the CFP 
only cells. It should be noted though that the absolute lifetimes of all the cells are 
shorter than in the previous experiments undertaken with the Europhoton detector. 
There were also some anomalous results, where it appeared that some cells in the 
CFP-YFP group seemed to be expressing only CFP. Figure 6.5 demonstrates this. 
CFP-YFP cell 3, (a) shows two cells on the right with the characteristic lifetime of 
CFP-YFP, while there is a small cell to the left of the image that appears to have a 
similar lifetime to the CFP only cells. This also occurred in CFP-YFP cell 8, (b) 
where a much fainter cell above the main cell showed a much longer lifetime similar 
to CFP only. These anomalies were noted and were initially put down to natural 
variation in the cells, since it was quite common to observe groups of cells where only 
one \\as expressing the fluorescent protein. 
Figure 6.5: CFP-\F1' cell 3, (a), showing a small cell to the left, and CFP-\'FP 
cell 8, (b), showing the fainter cell above, with lifetimes closer to that of CFP 
alone. The colour scale to the right is in ns and the scale bars are 20jtm. 
Despite these few anomalies, the experiment clearly showed a significant, and 
reproducible, reduction in lifetime in the CFP-YFP cells, as compared to the CFP only 
cells. Armed with these data, and with the Europhoton detector due to be returned 
from the manufacturer, a further experiment was planned and more cells were 
prepared. 
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Comparison experiment with Europhoton and LaVision 
The TSCSPC detector was returned from the manufacturer and was re-installed on the 
microscope. This allowed the two imaging systems to be directly compared on the 
same samples without changing any of the imaging parameters, other than attenuation 
of the excitation source due to the higher sensitivity of the TSCSPC detector. As well 
as the detector being repaired, the manufacturer also supplied updated software for 
analysing the data. This new version of the software, called QAAnalysis 5, had two 
major improvements. The first of these was that the channel data could be binned, 
reducing the time resolution from the previously fixed 27 ps per channel but allowing 
an increase in the data points in the peak channel. This would allow better decay 
analysis for regions of lower intensity in images. It would also allow the time 
resolution of the TSCSPC detector to be more closely matched to that of the tgiCCD 
system should it be required. No channel binning was used for any of the data in this 
chapter. However, the more important improvement was the ability to produce 
lifetime maps from the data. This greatly improved the ease of use of the system. 
With the old software it was necessary to assign ROIs and then extract the decays 
from them without first having any indication as to whether there was any difference 
in lifetimes. The new software offered the ability to produce a lifetime map of the 
sample quickly, and then extract data from areas that showed variation in lifetime. It 
also allowed the direct comparison of the lifetime maps produced by the two different 
systems from the same sample. 
Cells expressing either CFP or the CFP-YFP construct were prepared by Joan in the 
two days before being brought to be imaged. The cells were chosen as samples by 
looking for the intensity of fluorescence in the same manner as previous experiments, 
using the mercury lamp. Once the samples were chosen they were first imaged using 
the LaVision tgiCCD camera. As before the excitation intensity was adjusted to give a 
peak intensity of between 3000 and 4000 counts in the brightest image, which 
corresponds with the start of the fluorescence decay. This resulted in images that were 
occasionally saturated in some areas after the exposure was completed, but it did 
ensure that the maximum number of exposures were bright enough to allow a 2 
exponent decay analysis. As before, the images were the average of 5 separate 
exposures, and were recorded in steps of 200 ps over a 10 ns range, and employed 4 x 
4 hardware binning. The camera exposure time for each image was generally 200ms, 
but was increased to is in some cases to increase the pixel intensity of less bright 
samples. This gave a typical acquisition time of one minute. 
After the LaVision exposure was completed, and without changing the position of the 
sample, the excitation source was further attenuated by adding an additional neutral 
density filter into the beam path and the sample imaged with the Europhoton TSCSPC 
detector. Fine adjustment of the attenuation was then made by rotation of the 
additional attenuation wheel to give a count rate over the entire detector of no more 
than 40 kHz and the exposures stopped once the counts in the peak channel of a small, 
-4%, area of the cell reached 1000. This gave a typical acquisition time of 10 
minutes. 
It should be noted that, although the acquisition time for the Europhoton images was 
an order of magnitude longer than the LaVision images, the laser power being 
directed onto the sample was more than two orders of magnitude lower. The laser 
power incident on the entry port of the microscope was typically around 300 tW 
when using the tgiCCD detector but only 2 tW when using the more sensitive 
TSCSPC detector. When imaging samples where the incident excitation can be 
damaging, such as live cells or those samples that are prone to photo bleaching, this 
reduction in laser power would be very advantageous. If necessary, for example if 
looking at live cells, the acquisition time for the TSCSPC detector could be reduced to 
that of the tgiCCD while still retaining the quantity of data by the process of channel 
binning. By binning the channel data 10 times, the number of counts in the peak 
channel when analysing the TSCSPC data would be comparable. The only loss would 
be in time resolution, which at 270 ps would still be comparable with the minimum 
gate width available with the CCD camera system. 
The only other change that was required when moving between the two detectors was 
the transfer of the timing signal between the two software control systems. This was 
achieved by transferring the cable connection from the CFD from one computer to the 
other. 
Lifetime mass and imaaes 
The images from the LaVision detector were analysed using the DaVis 6.2 software. 
The peak of the fluorescence intensity was found in the sixth image of the image 
series. To ensure that the instrument response did not interfere with the fitting, an 
instrument response function (IRF) was recorded with the mirror and it was found that 
the IRF peak occurred I gate before the emission peak and had decayed sufficiently to 
allow the fluorescence decay to be calculated from the emission peak image. Images 6 
to 51, covering 9 ns, were analysed, allowing a decay curve to be constructed for each 
pixel. Pixels with low counts in the first analysed image (typically 700 counts) were 
removed at this stage. Each of these curves was then fitted to a bi-exponential decay. 
A lifetime map was produced by assigning a colour on a 16-bit pseudocolour scale to 
the single exponential average of the fitted lifetimes, and these were displayed over a 
range of 0-2.8 ns. 
The images from the Europhoton detector were analysed with the new QAAnalysis 5 
software from the manufacturer and the decays analysed with the F900 software from 
Edinburgh Instruments. To produce the lifetime maps, the background was estimated 
by taking the mean counts per pixel (cpp) of areas of background and subtracting this 
level from the entire image. A lifetime map was then produced by assigning a colour 
on a 16-bit pseudocolour scale to the single exponential average of the fitted lifetimes, 
and these were displayed over a range of 0-2.8 ns, as with the LaVision images. This 
allowed for direct comparison between the two sets of images, although the two 
pseudocolour scales were slightly different. 
Individual cells expressing CFP and the CFP-YFP construct were imaged with the 
lOOx oil immersion objective. This proved time consuming and so. to ensure that a 
statistically valid number of cells were analysed, groups of cells were imaged together 
in a single exposure using the lower magnification 40x objective. 
Figure 6.6 shows a typical cell imaged with the I 00 objective with both systems. and 
the lifetime map produced by each. The LaVision average intensity image (a) and 
lifetime map (b) of CFP cell 3 are shown above the Europhoton intensity image (c) 
and lifetime map (d). The lifetime col(ur scales arc in ns and the scale bars are 2() urn 
Figure 6.6: (omparion i)ct%% ccii the LaVisuon average intensity image (a) and 
lifetime map (b), and the corresponding Europhoton intensity image (c) and 
lifetime map (d) of CFP cell 3. The lifetime colour scales are in ns and the scale 
bars are 20 pm. 
There is close agreement between the two systems, although it should be noted that 
the colour scales on the two systems are not identical. 
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A cell from each cell type was analysed closely, with several small ROIs taken from 
each, and the decays from these regions compared graphically, as shown in Figure 
6.7. While there is very little variation in the decays from within each cell, there is a 
clear difference in the profile of the decays from the two different cell types. with the 
kc\ hcinL ccncr. inJ hence a shorter lifetime, in the case of the CFP-YFP cell. 
Figure 6.7: Europhoton intensity images of CFP cell3 (a) and CFP-YFP cell! (b), 
along with the decays extracted from the indicated ROIs. The decays have been 
normalised to allow a direct comparison. It can be seen that the decays from 
within each cell are similar, but differ widely between the two cell types. The 
scale bar is 20 pm. 
There was also clear difference in lifetime, as shown by the lifetime maps, between 
the CFP and the CFP-YFP cells. 
Figure 6.8 shows the Europhoton images of the three CFP cells imaged on the first 
day. The top images are the lifetime maps while the bottom are the intensity images, 
along with the ROIs used to extract the decays for the subsequent lifetime analysis. 
The scale bars are 2() l,tlil. 
Figure 6.8: Lifetime maps, above, and intensity images, below, of (FP cells 1(a), 
2(b) & 3(c), imaged by the Europhoton TSCSPC detector. Decays were taken 
from the ROIs indicated by rectangles for analysis. Lifetime colour scale is in ns 
and scale bars are 20m. 
Figure 6.9 shows the CFP cell images using the lower magnification. 40x objective 
and the Europhoton detector. This allowed multiple cells to be imaged in one 
exposure. As before. the top are lifetime maps and the bottom are intensity images 
showing the ROTs used for the later lifetime analysis as multi-coloured rectangles. 
Thc 	i1 har arc 	urn. 
Figure 6.9: Lifetime maps, aho e, and intensit images below, with the l(OIs 
used in the decay analysis shown as rectangles, of CFP cells la-e(a), 2a-c(b) & 3a-
f(c), imaged by the Europhoton TSCSPC detector. Individual cells are lettered 
from top to bottom and left to right. Lifetime colour scale is in ns and scale bars 
are 50pm. 
While the lifetime was consistent between different CFP cells, there was more 
variation in the CFP-YFP cells. 
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Figure 6.10 shows the Europhoton images of several CFP-YFP cells. As before, the 
top are lifetime maps and the bottom are intensity images showing the ROIs used to 
extract the decays tr the subsequent lifetime anal\ sis. 
Figure 6.10: Lifetime maps, above, and intensity images, below, of 'F1'-\Fl 
cells I top and bottom (a), 2(b), 3(c) & 4 top and bottom (d), imaged by the 
Europhoton TSCSPC detector. Decays were taken from the ROIs indicated by 
rectangles or freeform enclosures for analysis. Lifetime colour scale is in ns and 
scale bars are 20tm. 
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Some cells appeared to have lifetimes very close to that of the CFP only cells. In 
particular. CFP-YFP cells 4, both top and bottom. appeared to have an average 
111tine only narinallv shorter than the CITP  cells, as shown in Fiure 6.11 
Figurc 6.11: Lifetime map of CFP ccl13 (a), and ( I- l'-) 1 i uii -4 [up ui&k I)UUWII, 
(b) from the tgiCCD detector, showing that the CFP-YFP cells have a lifetime 
only slightly shorter than the CFP only cell. Colour scale is in ns and scale bar is 
20 jim. 
This had occurred in the previous experiment with CFP-YFP cells, where a CFP-YFP 
cell appeared to have a lifetime closer to the CFP only. This had been put down to 
natural variation in the cells, or a possible failure of the linkage between the two 
proteins. With the higher quality data available now from the Europhoton detector, 
this phenomenon could be investigated further, as will be discussed in a later chapter. 
Lifetime decay analysis 
To quantify this observed lifetime reduction, large areas of each cell were then 
defined as ROIs and the decays calculated using both systems. The ROIs were 
essentially the entire cell, since it was difficult to define more than one ROl in the 
smaller, 40X magnification images. The ROIs used for the analysis are shown in the 
Europhoton intensity images in appendix vi. Again, the LaVision system did not 
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Etirophoton Data Ave 
lifetime 
Date 	Sample 1;1.ns 	al 	t2; ns 	a2 2 	/ns 
27/4/05 ceIll 3.031 0.63 1.327 0.37 2.401 
ce112 3 , 062 0. 58 1.343 0.42  2 , 340 
cetI3 3.043 0.60 1.327 0.40 2.357 
ceItla 3.004 28/4/05 0L60 1.410 0.40  2.414 
ceIlib 3.033 0.64 1.410 0.36 2.449 
ceIIlc 2.965 0.66 1.378 0.34 2.425 
celIld 3090 0.61 1.581 0.39 
12.457 
2.501 
ceIlle 2.966 0.68 1.376 0.32 
ceII2a 3.052 0.60 1.437 0.40 2.406 
ceII2b 3.093 0.59 1.515 0.41 2.446 
ceII2c 2,803 0.84 1.341 0.16  2.569 
ceIt3a 3,088 0.59 1.456 0.41  2.419 
ceII3b 3.176 0.56 1.573 0.44 2.471 
ceII3c 3.155 0.59 1.514 0.41  2.482 
ceII3d 3,087 0.59 1.581 0.41  2.470 
ceIt3e 3.179 0.55 1.868 0.45  2.589 
ceII3f 3.367 0.39 2.135 0.61  2.615 
allow an image of the ROIs used, but these were defined to be as close to those used 
in the Europhoton images as possible. 
Table 6.3 shows the lifetime data for the CFP cells as calculated from the Europhoton 
and LaVision data. Both the LaVision and the Europhoton data were best fitted to 2 
exponentials. 
Lifetime fits for CFP cells 
	
1aVision Data 	Ave 
lifetime 
tl!ns al t2/ns a2 	.ns 
2.733 0 77 0.830 10.23 2.295 
3.061 0.65 0.936 0.35 2.317 
3.094 0.66 0.978 0.34 2.375 
2.730 10.79 0.584 0.21 2.279 
2754 1 0.82 0.575 0.18 2.362 
2.740 1 0.81 0.486 0.19 2.312 
2.706 0.85 0.433 0.15 2.365 
2790 103 0.491 0.17 2.399 
2.705 0.82 0.577 010 2.322 
2.762 0.83 0.575 0.17 2.390 
2,795 0.86 0.493 0.14 2.473 
2.670 1 082 0.650 10.18 2.306 
2603 0.84 0.531 0.16 2.271 
2.634 0.84 0.325 0.16 2.265 
2.696 0.04 0.514 0.16 2.347 
2.750 0,87 0.371 0.13 2.441 
2.726 066 0.341 0.14 2.392 
SD 	0.116 0.086 0.212 0.086 0.076 0.129 0.063 0.189 0.063 0.060 
Mean 	3.07 0.61 1.50 0.39 2.46 2.16 0.81 0.51 0.19 2.35 
Table 6.3: Lifetime fits from the cells expressing CFP only from both the 
Europhoton and LaVision detectors. 
While the LaVision data does not show any indication of the reliability of the fitting, 
the quality of fit of the Europhoton data. as fitted with the F900 software, is shown by 
the x2  factor shown in red in the table. This showed a good fit, with figures of close to 
1.00 in most cases. When comparing the average lifetime recorded by the two 
systems, there was good agreement between the two data sets. The average lifetime 
recorded by the LaVision data was lower than that from the Europhoton data, but 
within the 1 standard deviation spread. The two data sets did. however, differ in the 
distribution of the two lifetimes, with the Europhoton data showing an approximately 
60:40 split between the longer and shorter lifetime components and the LaVision an 
approximately 80:20 split. Both lifetime components in the Europhoton data were also 
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generally longer than the corresponding ones in the LaVision data. Nevertheless, as 
the standard deviation data showed, there was no large variation between individual 
samples. 
There was, however, a significant difference in the CFP-YFP cell data between the 
two systems. When fitting the Europhoton data, it was found that the decays from the 
CFP-YFP cells were best fitted to three exponentials and not two. The limited amount 
of information contained in the LaVision data did not allow fitting to more than two 
components, whereas the larger amount of information contained in the Europhoton 
data did. This is shown by a comparison between the two- and three-exponent fits of 
the Europhoton data. Table 6.4 compares the X 2 figure for the two and three 
component fits. There is often a considerable reduction in the figure when fitting the 
data to three exponentials. 
Comparison between the 2 figure for the 
2- and 3- exponent fits of the CFP-YFP cells 
Date 	Samule 2-exp Y2 
27i104t2005 celil 	top 1.400  
cclii 	bot 1.472  
cel12 2.022  
cel13 1.414  
26i1J4i2005 ceIll 1.419  
cel12 1.270  
04,05/2005 celil 	left 1,154  
cclii 	right 1.062  
ceiI2 left 1.296  
cel12 right 1.199  
Table 6.4: Comparison of the x2  values from the 2- and 3-exponenential fits of 
the Europhoton CFP-YFP cell data. 
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This can also be seen graphically in Figure 6.11 On the left is the decay and residuals 
for the 2-component fit and on the right is the corresponding 3-component fit for 
CFP-YFP cell] bottom. There is a periodic component in the residuals of the 2-
exponent fit that disappears in the 3-component fit on the right. The x2  figure also 
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Figure 6.12: Comparison between the 2-exponential fit, on the left, and the 3-
exponential fit, on the right, for CFP-YFP cell! bottom. There is a clear periodic 
element to the residuals in the 2-component fit that is not present in the 3-
component fit. The X 2 figure also drops from 1.472 to 1.034. 
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cclii 	bat 2966 023 1 . 543 0.53 I&W 0.24 1 631 
ce112 2.917 035 1 467 046 0493 019 1.799 
ce113 3.594 III 	13 1 887 055 I& E- 73 027 1 856 
ce114 top 3,023 04 1.474 0/08 10.733 1108 2.251 
ce114 bot 3.004 10.56 11 404 039 I&BOO 0.05 2.270 
celil 2.997 036 11.521 050 10.408 0.14 1 897 
ce112 3.351 017 11 , 671 063 0521 0.20 1 	1 727 
celli 	left 2.979 0.33 1.657 0.40 0.749 0.27 1,848 
ceill 	right 3318 0.21 2026 0.47 0871 0.32 1.928 
ce112 left 3.059 0.22 1.658 0.49 0.635 0.29 1,670 
ce112 right 2.952 0.38 1444 045 0.532 0.17 1.862 
LaVision Data 	Ave 
lifetime 
1/n 	at t?Ins a2 	Ins 
2.059 1 062 0499 038 1.466 
2.063 062 0492 0.38 1.466 
2 299 0 69 0 599 031 1 772 
2251 267 045[I 11133 1660 
2.588 0.75 0.835 0.25 2,150 
3.037 0.60 1139 040 2.278 
2.245 086 10433 014 1.991 
1.945 0.85 0277 015 1.695 
2.296 0.72 0.525 0.28 1.800 
2.353 0.71 0.520 029 1.821 
2.227 0.78 0.536 0.22 1.855 
2.083 075 0.510 0.25 1.690 
28/4/05 
4/6/05 
Europhoton Data Ave 
lifetime 
Date 	Sample 	tl/ns 	at 	2/ns 	a2 	3/ns 	a3 12 	Ins - 
27/4/05 cclii 	top 2/062026 1.608 8 0593036 1 622 
Table 6.5 shows the comparison between the lifetimes calculated from the LaVision 
and Europhoton data for the CFP-YFP cells. 
Lifetime fits for CFP-YFP cells 
SD 	0.218 0.131 0187 0 . 071 0.139 0.084 0.053 0212 	0 . 290 0.085 0.220 0085 0.244 
Mean 	3.09 0.32 1.61 0.48 0.63 0.21 	 1.86 2.29 0.72 0.57 0.28 	1.80 
Table 6.5: Lifetime fits from the CFP-YFP cells for both the Europhoton (left) 
and LaVision detectors (right). 
As was the case with the CFP cells, there is broad agreement in the average lifetimes 
calculated by the two systems, although the spread of values, as indicated by the 
standard deviation figures, is much greater. The average lifetime from the Europhoton 
data of 1.86 ± 0.21 ns (one standard deviation) compares well with the LaVision data 
average lifetime of 1.80 + 0.24 ns. If the. seemingly, anomalous data for cells 4 top 
and bottom are removed from both analyses the agreement is better, with an average 
lifetime of 1.78 ns and a standard deviation of 0.114 for the Europhoton data and 1.72 
ns and a standard deviation of 0.165. Cells 4 top and 4 bottom seem anomalous as 
they show an average lifetime only slightly shorter than that of the CFP cells. They 
do, however, show a 3 exponential decay along with the other cells, with similar 
lifetimes to them. They only differ in the fractional distribution of those lifetimes. 
Another cell. Ce112 bottom. was excluded from the analysis. It only had two 
components that were in similar proportions to CFP only cells, although both were 
shorter than those seen in the CFP cells. This could be attributed to the fact that the 
intensity of the cell was very much lower than the other cells. It was so low that it did 
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not appear in the LaVision image, and so could not be analysed. It may theret'ore have 
had a much higher contribution from the background fluorescence of the cell. 
It should be noted that the two longest lifetimes, of approximately 3.1 ns and 1.6 ns, 
shown by the CFP-YFP cells are very similar to the two lifetimes seen in the CFP 
cells. Another feature is that the middle lifetime component, of approximately 1.6 ns, 
remains reasonably constant at approximately half the total, while the longer and 
shorter lifetime components appear to be more variable, but add up to the other half. 
The possible explanations for this, and their implications, will be discussed in the 
final chapter. 
Global analysis 
While the individual decay analyses from different cells in each cell type show 
similarities in both the magnitude and fractional distribution of the lifetimes, it is 
important to determine whether there are distinct lifetimes and distributions for each 
cell type. The most powerful method to achieve this is through global analysis. In a 
global analysis, several different experiments on similar samples are analysed 
simultaneously and fitted to the same parameters (Lakowicz). In this case, the 
individual decays for each cell type were fitted globally to reveal global lifetimes, 
with both individual and global fractional distributions, or a-factors. The reliability of 
the fit is given by both global and individual x2  factors. 
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Table 6.6 shows the global fit data for both the CFP and the CFP-YFP cells. The 
global analysis of the CFP cells fits well to a bi-exponential decay, with lifetimes of 
3.04 ns and 1.36 ns and mean a-factors of 0.62 ±0.07 and 0.39 ±0.07 respectively. The 
CFP-YFP cells do indeed fit well to 3 exponents, as in the individual analysis, with 
lifetimes of 3.11 ns. 1.65 ns and 0.65 ns and mean a-factors of 0.30 ± 0.10, 0.50 ± 
0.07 and 0.20 ± 0.09 respectively. 
Global Analysis 
UP cells: 	 CFP-YFP cells: 
t13.04ns, 2=1.36ns Global i2=1.104 	t1=3.11ns, r2=1.65ns, t3=0.65ns Global 12=1.189 
Sample al a2 Local 
I2 
celIl 0.58 0.42 1.054 
cel12 0.58 0.42 1.067 
ce113 0.59 0.41 0.974 
celIla 0.62 038 0.974 
cellib 064 0.36 1.067 
C8111  062 0.38 1.127 
celIld 0.66 0.34 1.056 
celIle 0.64 0.36 1.065 
cell2a 0.61 0.39 1.026 
cell2b 0.43 0.57 1.054 
cell2c 0.52 0.48 1.067 
celI3a 0.62 0.38 1.188 
cell3b 0.65 0.36 1.127 
cell3c 0.65 0.35 1.056 
cell3d 0,54 0.36 1.065 
cell3e 0.69 0.31 1.026 
cell3f 0.71 0.29 1.188 
SD 	0.065 	0.065 
Mean 0.62 0.38 
Sample al a2 a3 Local 3 2 
Celli top 018 0.52 0.30 1.091 
celli bottom 0.18 0.53 0.29 1.079 
ce112 0.27 0.50 0.23 1.207 
ce113 0.32 0.42 0.26 1.873 
cel14 top 0.48 0.42 0.10 1.022 
cel14 bottom 0.48 0.44 0.08 1.011 
ceIllall 0.32 0.50 0.18 1.085 
cel12 all 0.21 0.57 0.23 1.088 
Celli 	left 0.28 0.50 0.22 1.065 
ceill 	right 0.31 0.50 0.19 1.116 
cel12 left 0.21 0.51 0.28 1.151 
cell2 right 0.30 0.47 0.23 1.090 
celI2 bottom 0.33 0.67 0.00 1.240 
SD 	0.096 	0.066 	0.089 
Mean 0.30 0.50 0.20 
Table 6.6: Global fitting data for both CFP (left) and CFP-YFP (right) cells. The 
decays used for the global analysis were extracted from the same ROIs as the 
individual fits. 
This global analysis confirmed the findings from the individual decays. The lifetimes 
of the two longer components in the CFP-YFP cells were essentially the same as those 
seen in the CFP cells, but there was an additional shorter component that appeared. 
The fractional contribution of the intermediate lifetime in the CFP-YFP cells had 
remained essentially the same as in the CFP cells, while that of the long component 
had halved. Why this should occur is discussed in detail in the next chapter, but it 
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would appear that some FRET had occurred. One way to confirm this would be if 
FRET could be detected independently. 
Detection of the rise time of YFP 
One advantage of using FLIM to probe FRET is that only the fluorescence from the 
donor needs to be measured, not the fluorescence of the acceptor. If the acceptor 
fluorescence could be sufficiently resolved, however, in principle it should be 
possible to detect a rise time of the acceptor emission. This rise time would be the 
same as the decay time of the donor molecules transferring the energy to the acceptor. 
One of the drawbacks of the GFPs is that there is significant spectral overlap between 
the potential FRET pairs. However, in an attempt to detect this rise time, some CFP-
YFP cells were imaged using the TSCSPC detector for both CFP and YFP emission. 
The cells were imaged first through the CFP filter set as before. but then they were 
immediately imaged through an YFP emission filter set, without changing any other 
parameters. This YFP filter set contained a 505 nm dichroic mirror and a 515 nm - 
555 nm band pass emission filter. This allowed the YFP emission to be detected, 
while eliminating most, but not all, of the CFP emission. 
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Figure 6.13 shows intensity images of CFP-YFP cell  imaged through the CFP filter 
set (a) and through the YFP filter set (b). Identical ROIs were defined in the two 
images and the decays extracted. along with the lifetime analysis. are shown 
graphically on the right. The two decays have been normalised to allow an easy visual 
comparison of the Iwo. 
 
io 	 (b) YFP emission 
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Figure 6.13: Europhoton images of a CFP-YFP cell imaged through the CFP 
emission filter (a) and the YFP filter set (b). Decays were extracted from 
identical ROIs from both images and shown with the fitting data and residuals. 
Scale bar is 20 gm. The rise, resulting from energy transfer is apparent in the 
YFP emission data. 
The shape of the two decays is quite different, with the CFP emission decay having a 
concave profile below the peak and the YFP emission a convex one. The YFP 
emission shows a single exponential decay of 2.69 ns, along with a rise, shown by the 
negative pre-exponential a-factor, of 0.53 ns. This is confirmation that there has been 
energy transfer followed by fluorescence decay. Ideally this rise time would be equal 
to the lifetime of the species from which the transfer originated. However, due to the 
complicated 3-exponential decay of the CFP. and because of the overlap of the YFP 
fluorescence with residual CFP emission, more detailed analysis of this is precluded. 
All that can be said is that the emission of the YFP has been instigated by energy 
transfer. 
Cells expressing only YFP had also been prepared, and so it was possible to compare 




from CFP excitation. Samples of cells expressing the CFP-YFP construct and cells 
expressing YFP alone were imaged by the Europhoton detector under longer 
wavelength excitation. The excitation source was the PLS-500 pulsed LED source 
(PicoQuant). This had a very broad emission spectrum, with a FWHM spread between 
440 nm and 520 nm. To restrict the excitation a 480/30 nm band pass filter was used 
on a filter cube with a 505 nrn dichroic mirror and a 535/40 nm band pass emission 
filter. These were not the ideal filter settings for YFP excitation, as the excitation band 
included the tail of the CFP excitation spectrum and did not include the peak of the 
YFP excitation spectrum. This did not cause a problem for the YFP cells, but did 
mean that there was some direct CFP excitation of the CFP-YFP cells, which allowed 
energy transfer to the YFP, as shown in the lifetime analysis results. 
Figure 6.14 shows the lifetime maps of the YFP cells, above, and the CFP-YFP cells, 
below, with the same lifetime scale of 0-2.8 ns as used in the earlier experiments. 
There is good correlation between the two cell types, as shown by the similar colours. 
i: 	u 
Figure 6.14: Lifetime maps produced from the Europhoton images of cells 
expressing YFP only, YFP cells 1-4 (a-c), and the CFP-YFP construct, CFP-YFP 
cells 1-3 (e-g), when illuminated under YFP excitation. Scale bars are 20tm. 
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Table 6.7 shows a comparison of the lifetime analysis of the decays extracted from 
both sets of cells, alongside the results for the YFP emission data from the CFP 
excitation experiment undertaken earlier. As before, the ROIs from which the decays 
were extracted were essentially entire cells and were labelled accordingly in the table. 
YFP Lifetime analysis 
CFP-YFP cells under YFP excitation 	 YFP cells 
"%- amnlp tins at 12.1ns a2 	r2 	Samnie tlins al 	i2 
ceHileft 2485 1 06 0.138 -0.06 
celliright 2.472 1.07 0.117 -0.07 
ce112 2.474 1.09 0.239 -0.09 
ce1I3 mid 2.467 1.11 0.156 -0.11 
cell3 right 2.482 1.12 10.176 -0.12 
SD 	0.005 0.025 0.047 0.025 
Mean 2.47 1.09 0.17 
ceIll 2.447 1 .00 
cell2 2.452 1 .00 
celI3 2.462 1.00 
cell4 2.409 1.00 
SD 	0.023 0.000 
Mean 2.44 1.00 
CFP-YFP cells under UP excitation 
Samnle tl!ns al 12/ns a2 	r2 
celIlleft 2.703 108 0,288 -008 
celliright 2.699 1.09 0.269 -0.09 
ce112 left 2.691 1.11 0.526 -0.11 
ceII2 right 2.702 1.07 0.204 -0.07 
SD 	0.005 0.017 0.141 0.017 
Mean 2.10 1.09 0.32 
Table 6.7: Comparison of the YFP lifetimes derived from YFP excitation of CFP-
YFP cells and YFP only cells (above) and the YFP lifetimes derived from CFP 
excitation of CFP-YFP cells (below). 
It can be seen that there is essentially no difference in the single lifetimes calculated 
for YFP from cells undergoing YFP excitation, whether from the CFP-YFP construct 
or the YFP only cells. The data also show that there is still a significant amount of 
energy transfer in the CFP-YFP cells undergoing YFP excitation. shown by the 
observed rise time. This is due to the overlap of the CFP and YFP excitation spectra 
described earlier. While the excitation band covers only the tail of the CFP excitation 
spectrum, it does not include the peak of the YFP spectrum either. Therefore there are 
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comparable amounts of both CFP and YFP excitation, resulting in the substantial 
amount of energy transfer seen in the results. 
The lifetimes recorded by both cell types under YFP excitation are, however, shorter 
than those for the CFP-YFP cells imaged under CFP excitation recorded some time 
earlier, as are the rise times. The cells previously recorded had a YFP lifetime of 2.70 
± 0.01 ns and a rise time of 0.32 ±0.15 ns. These cells, whether the construct or the 
YFP only cells, had a lifetime of approximately 2.45 ±0.02 ns, and a rise time for the 
CFP-YFP cells of 0.17 ±0.05 ns, approximately half the value for the earlier cells. 
This could have been an artefact of the two week refrigerated storage of the cells 
before they were recorded under YFP excitation. As stated earlier, the complicated 3-
exponent decay of CFP and the overlap of the CFP and YFP spectra mean that a 
detailed analysis of the reasons for these differences are beyond the scope this thesis. 
Conclusions 
The experiments described in this chapter have shown a consistent lifetime reduction 
due to FRET between a CFP-YFP construct using two different imaging systems. 
They also show that there is an accompanying rise time in the lifetime of YFP when 
this FRET occurs. But the most interesting result is the finding that, with the high 
quality data available from the TSCSPC detector, a more complicated decay process 
is evident in the CFP-YFP construct that requires greater discussion. This discussion 
will take place in the next chapter 
References: 
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Chapter 7: Discussion 
The initial aim of the research was to characterize the photophysics of the GFPs and 
establish whether FRET pairs could be used to obtain quantifiable data on protein-
protein interactions. The initial data obtained seemed to show that it was possible to 
observe FRET between different GFPs using FLIM. However, the high quality data 
achieved with the TSCSPC detector has highlighted a possible problem with using 
CFP as a FRET donor. In this chapter the possible reasons for the observed data, and 
the consequences this could have for proteomic research, will be discussed. 
CFP-YFP Lifetime and FRET data 
The unexpected result from the CFP-YFP data requires careful consideration. A 
close comparison with published work in this area was necessary. While no 
researchers had previously reported a 3-exponential decay for CFP, it was necessary 
to compare the average lifetimes reported by other groups in similar circumstances. 
This would at least suggest that others were recording average lifetimes similar to 
this work but that, without the high resolution available from the TSCSPC detector, 
they were unable to resolve the additional component. The results obtained in the 
preceding chapter were compared to other published FLIM-FRET studies of 
fluorescent proteins, specifically with cyan and yellow variants as donor and 
acceptor respectively. The bi-exponential lifetime of CFP in mammalian cells is in 
good agreement with previously reported time-resolved studies of this protein. 
Several groups used single photon counting methods to describe a 2-component 
decay. Tramier et al.' found the lifetime of CFP in live cells to be 1.30 ns and 3.84 
ns. with A-factors of 53% and 47%. while Becker et al. 2 measured the two 
components of CFP in cells to be 1.2-1.3 ns (-40%) and 2.8-2.9 ns (-60%). These 
two cases both resulted in an average lifetime in close agreement with that reported 
here, of 2.4 ±0.5 ns. Duncan et al 
.3  also reported bi-exponential decays of 0.42 ns 
(38%) and 2.19 ns (62%). but these yield a much shorter average lifetime of—l.5 ns. 
While the above researchers experimented on cells, others had reported results of 
114 
solution based experiments. Rizzo et al. 4 measured the lifetime as being bi-
exponential with components of 1.2 ns and 3.6 ns, and A-factors of 14% and 86%, 
while Borst et al. fitted two lifetimes of 1.14 ns (67%) and 2.86 ns (33%). Flabuchi 
et al .6  found evidence for a third, short lifetime component (0.24 ns) for CFP in 
sodium phosphate-buffered saline solutions, although this made a small contribution 
to the overall decay (1%), with the biggest contribution coming from lifetimes of 1.1 
ns (--10%) and 3.3 ns (89%). These solution based results generally yield a longer 
average lifetime, as would be expected since this was also seen in the work reported 
earlier on WtGFP in chapter 4. 
The studies cited above all used time correlated single photon counting techniques. 
Other techniques have been used to report CFP lifetimes, such as phase modulation 7 , 
but these techniques generally only yield an average lifetime in general agreement 
with the above data. 
The existence of two lifetimes for CFP is now widely accepted. The origin of these 
two lifetime components has been attributed to the presence of two canonical forms 
of the chromophore in CFP. These cause conformational changes in nearby amino 
acids, His 148 and Tyrl 458• 
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Figure 7.1 shows the two canonical forms, along with the rearrangements these cause 
in the protein structure. It is also the explanation for the twin peaked excitation and 
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Figure 7.1: Diagram showing the interchange between the major, A', and 
minor, B', canonical forms of the chromophore in CFP along with the 
corresponding major and minor conformations of residues 11is148 and Tyr145 
responsible for the twin excitation and emission peaks, and bi-exponential 
decays observed in CFP (adapted from ref 8). 
The NMR data suggests that this conformational change occurs on the millisecond 
time scale, much longer than the nanosecond fluorescence decay. Consequently 
fluorescence emission, and energy transfer, would be seen to occur from both 
conformations of CFP. The electronic structure of the two conformers would be 
different, and so the lifetimes exhibited by the fluorophore would almost certainly be 
different. 
In contrast to the CFP data, when a fusion of CFP with YFP is expressed in 
mammalian cells the time-resolved fluorescence, measured by TSCSPC, is best 
described by three lifetime components. In other photon-counting FLIM-FRET 
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studies, between CFP and YFP in cells, the extent of FRET has been described by bi-
exponential kinetics, with two new lifetimes appearing 13 ' 5 . More complex kinetics 
were not observed. Becker et al. suggested the possibility of a third lifetime when 
CFP and YFP take part in FRET, but they could not discriminate between the two 
and three-component decay 2 . The TSCSPC data allows much higher photon counts 
to be measured than conventional photon-counting FLIM (confocal or multiphoton), 
which has allowed the greater complexity of the dynamics to be revealed. In 
contrast, the tgiCCD data for CFP-YFP cells could only be fitted to two different 
lifetimes. 
Consequently the data reported for CFP are in broad agreement with other published 
results, in that they show a bi-exponential decay for CFP. While the average reduced 
lifetimes reported for FRET between CFP and YFP cannot be directly compared, 
since the degree of energy transfer is certain to be different in each case, the presence 
of FRET between CFP and YFP is also in broad agreement with the other research 
groups. It is also in agreement with the tgiCCD data reported here. The striking 
difference is in the observed three component decay seen in the TSCSPC data. This 
has certainly only been observed because of the high quality of the data from the 
Europhoton detector. 
This detector was also used by other researchers at the university and their work has 
given confirmation of the multi-exponential nature of GFP mutants. The results of 
this independent research is summarised below. Although the work was undertaken 
on the same instrument, none of this work was undertaken by the author and is 
reproduced with the very kind permission of the researcher. 
FRET between Cerulean and Venus in live Fungal Cells 
A fellow researcher at the University, Miss Kirsten Altenbach, was using improved 
mutants of CFP and YFP, known as Cerulean and Venus respectively, to investigate 
FRET in live fungal cells. The Cerulean and Venus were expressed in the cells, along 
with a construct of Cerulean and Venus connected by a short aa linker. These cells 
were imaged in a similar fashion to the author's work with fixed mammalian cells. 
The images of cells containing just the Cerulean mutant revealed a bi-exponential 
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decay, with a long lifetime component of 3.65 ns (5 1%) and a shorter component of 
1.97 ns (49%), under global analysis. The images of cells containing the FRET 
construct revealed three lifetimes, under global analysis, of 4.26 ns (9%). 1.99 ns 
(51%) and 0.72 ns (40%). This behaviour was unexpected for the Cerulean protein, 
as it was thought to have much simpler dynamic behaviour than CFP 4 . Even though 
the proteins were different, and the analysis was on live fungal cells rather than fixed 
mammalian cells, the similarities with the results reported here was striking. In 
particular, the shorter component of the Cerulean decay remained unchanged in the 
fusion construct data, as was the case for CFP and CFP-YFP in the mammalian cells. 
This data confirmed that the complex lifetimes observed for CFP, and its mutant 
Cerulean, was not merely a consequence of the cell types investigated. 
Having established that the phenomenon existed, it had to be explained. Why was a 
difference in the number of emitting species in the FRET constructs observed? The 
majority of the rest of this chapter will be devoted to answering this question. 
Possible explanations for the 3-component CFP-YFP fits. 
The first possible explanation for the three component fits seemed simple at first. 
The CFP cells have a bi-exponential decay, a longer component of —3.1 ns 
accounting for —60% and a shorter component of —1.5 ns accounting for the other 
40%. The CFP-YFP cells have two similar components of-3.1 ns and —1.6 ns and an 
additional, shorter component of —650 ps. While the middle component of —1.6 ns 
has a similar 50% contribution as in the CFP cells, the longer component has 
dropped to 30%, with the newer short component making up the final 20%. 
Therefore the shorter of the two CFP components has remained essentially the same, 
while approximately half of the longer component has disappeared to be replaced by 
a newer shorter component. The simplest explanation for this is that only one of the 
two components is undergoing energy transfer. The long lifetime component in CFP 
is undergoing energy transfer to be reduced to the short component. and the shorter 
of the original components is, essentially, undergoing no energy transfer at all. It 
appeared to be a simple explanation, but with one important caveat. Why was the 
other component not undergoing FRET? 
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For one conformer to undergo FRET. and the other not, would require that the dipole 
orientation of one conformer be orthogonal to the other. While there are slight 
orientational changes between the two conformations, there is unlikely to be more 
than a couple of degrees difference in the dipole orientations between the two 
chromophore moieties. This would seem to rule out this hypothesis. However there 
could be a spectroscopic difference. 
Trarnier et al. 9 have suggested that the longer and shorter lifetimes components of 
CFP emission could be assigned to the red and blue shifted peaks of the CFP 
emission spectrum respectively. If the higher energy peak were sharper in profile 
than the lower energy peak, then the majority of the overlap between the CFP 
emission and YFP absorption would be with the longer lifetime component. This 
would explain the fact that only the longer lifetime component seems to undergo 
FRET with the YFP. However, as the emission of CFP has a long tail, as shown in 
figure 7.2 and described in chapter 6, it would seem very unlikely that the blue 
shifted peak should not also have a long tail. In addition to this, there would still be 
some overlap even if the spectrum was sharp, since the absorption peak of YFP has a 
long upsiope, with a shoulder immediately below the blue shifted peak. 
(b) 
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A. 	Em. 	Abs. Em. 	- 
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Figure 7.2: Absorption and emission spectra of CFP and YFP showing the 
spectral overlap, shaded in green. Note the shoulder on the absorption of YFP 
below the blue shifted peak of the CFP emission. (adapted from ref 7) 
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Consequently. there needed to be another explanation for the observed results. 
Another difficulty with this explanation was the large proportion of the longer 
lifetime component that was also not undergoing FRET. While the —1.5 ns 
component remained essentially unchanged, only approximately half the population 
of the long lifetime component was replaced by the short component. There were 
also occasions when considerably less than half the population underwent energy 
transfer. 
Some CFP-YFP cells appeared to have similar lifetimes to CFP only cells. This had 
also been observed in the previous, tgiCCD only, experiment with CFP-YFP 
described in Chapter 5. However the 3-component decays revealed by TSCSPC 
showed that they did, in fact, have a small amount of the short lifetime component. 
This implied that very little of the long component population had undergone energy 
transfer. This is illustrated in figure 7.3, where the two CFP-YFP cells on the right of 
the image have an average lifetime only slightly shorter than the CFP only cells, but 
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Figurt. 7.3: Comparison between lifetime maps of three (FP-\ F1' cells. The two 
cells on the right display a longer average lifetime, indicated by the colour, than 
the cell on the left, whereas the 3-exponent fit data reveals that they differ only 
in the proportion of the components. The colour scale is in ns and the scale bar 
is 20 gm. 
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It had been noted earlier that cells were often encountered that appeared to have very 
poor expression, or no expression at all. By definition, these cells were not imaged. 
Given the experienced problems with expression of GFP in bacterial cells, it seemed 
reasonable that there was likely to be occasions where the lack of visible 
fluorescence was due to incorrect folding of the protein, or an error in translation of 
the protein by the cell. If this was the case, there would be several different outcomes 
observed, dependent upon which part of the construct protein was involved. These 
have been collated in table 7.1, along with the observed fluorescence, or lack of it. 
that would be the outcome. 
State of the protein or 
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Table 7.1: Possible problems with the expression of the CFP-YFP 
construct, along with the observed outcome of each event. 
While it should be noted that the vast majority of the expression is likely to go 
without any problems, even a small proportion of the other outcomes could explain 
the variation observed in the CFP-YFP emission. Anything other than an intact 
construct could only result in a CFP lifetime being observed, since all other options 
would have no signal at all. 
This would explain the differences seen in a few of the cells, but not why, in almost 
all of the rest of the cells, approximately 30% of the donor molecules did not 
undergo FRET. One possible explanation for this is the observation that YFP cannot 
act as an acceptor when protonated' ° . From the reported pKa of 7. there would be a 
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30% proportion of protonated protein at pH 7.4, a reasonable estimate for the 
intracellular pH in mammalian cells. 
After discussions with a colleague, Dr Steven Magennis. and the author's supervisor 
Dr Anita Jones. an additional explanation for the three component fits became 
apparent. There were actually four components, but with two components 
indistinguishable from each other. 
In this theory both the CFP components undergo energy transfer, but the longer 
donor lifetime component was reduced by FRET to a lifetime identical, or very close, 
to the shorter donor lifetime component. This would explain why the shorter of the 
two CFP components remained essentially unchanged. Any reduction in the initial 
population with this lifetime, caused by energy transfer to the short component, 
would be balanced by an increase from the reduced, longer lifetime, component. Two 
very similar lifetime components would be indistinguishable under these 
experimental conditions, resulting in the three component decay observed. This 
explanation had the advantage that it did not require any difference in photophysical 
behaviour between the two conformers of CFP. The proportional reduction in 
lifetime of the two donor species would also be similar. 
Given these two theories for the three component analysis observed, the question 
arises of the importance of this discovery. How important is it that nobody else has 
observed this phenomenon? Is this merely a novelty, or are there implications for 
other researchers? The answers to these questions rely heavily on whether one is 
undertaking qualitative or quantitative experiments, and on whether one is relying on 
average lifetimes to achieve this. If the only wish is to ascertain whether FRET is 
occurring between two fluorophores, then the answer is probably no. If, on the other 
hand, one wants to quantify the distances between two fluorophores then the answer 
could be yes, if one is relying on average lifetimes to reveal the answer. The 
following section applies the different theories for the multi-exponential decays 
observed for CFP-YFP to FRET distance calculations. 
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FRET distance analysis. 
One of the aims of the work reported in this thesis was to investigate the use of GFPs 
to make quantitative FRET measurements. The short amino acid linker used in the 
CFP-YFP construct allowed for an estimate of the separation of the chromophores, 
given basic crystallographic data. These could then be compared to the distances 
calculated using the R 0 values obtained from the corrected spectra of the 
fluorophores involved. The key issue is whether the new information gained by 
resolving more complex decays using TSCSPC significantly changes the 
interpretation of the data, and the FRET parameters extracted, and results in better 
agreement with the calculated values, compared with the typical approach of 
measuring average lifetimes. In other words, did it give a better estimate of the 
separation between the chromophores of CFP and YFP? 
Calculating the R 0 values for the GFPs 
Without purified samples of the GFPs used in this study it was not possible for the 
author to calculate the R 0 values for the fluorophores used. However, published data 
exists of both corrected spectra and the calculated spectral overlap of all the GFPs 
used in this work, and from these data it is possible to calculate the R 0 values and 
hence the separation between the fluorophores, given the FRET efficiencies reported 
here. 
Hink and co-workers" collected corrected steady state excitation and emission 
spectra for a selection of enhanced GFP variants and from these data calculated the 
values of spectral overlap integral (I) between the different proteins. Using these 
data, and the published data for the donor quantum yield (QD0)12,  a range of Förster 
distances (R0) can be calculated from the previously described equation (Equation 
2.5) 
R06 = 8.785 x 10 5 [, QJ)0 J(X) n 4] A 	(equation 2.5) 
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,assuming values for the refractive index of the medium (n) to be 1.33 to 1.44 for 
aqueous and cellular systems respectively and K values from 2/3 (random 
orientation) to 1 (anti-parallel dipoles). 
Table 7.2 below shows the published I and QD°  values and the lowest (n = 1.33, K 2 = 
2/3) and highest (n = 1.44. K = 1) R0 values calculated from them. While these vary 
somewhat, they are in close agreement to other's estimation, and the widely accepted 
values, of these Förster distances 13 . 
R, (A) 
Donor - Acceptor pair J ('M' cm3) Qj,° 
1K2 = 2/3, n = 1.441 	1K 2  = 1, n = 1.331 
CFP - YFP 1.55479x 10 15 0.39 45 51 
GFP - YFP 2.30938 x 10 15 0.64 52 59 
GFP - RFP 2.88576 x 10 15 0.64 54 61 
Table 7.2: Range of R9 values, in A, for the GFP pairs used in this work, 
calculated from published overlap integral values (J) and donor quantum yields 
(QD°), assuming different n and 
x 
  values. 
To investigate this, the lifetime of the donor in the donor-only CFP cells, 'ED,  and the 
donor lifetime in the CFP-YFP donor-acceptor fusion, tDA must be related to both the 
energy-transfer rate constant, kET,  (equation 7.1) and the energy transfer efficiency, 
E, (equation 7.2). 
k H  = k /)4 + kL) = 	- 	 (equation 7.1) 
T DA 	V L) 
E = 1 - 	 (equation 7.2) 
VI) 
As discussed in the previous section, there are three ways to interpret the data for 
FRET analysis, with each using different values for TD and TDA  in the calculations 
discussed above. The lifetime values from the global analysis have been used, rather 
than an average of the individual data. The results are displayed in table 7.3. 
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- The average lifetimes of the donor-only construct and fusion construct are used 
for TD  and CDA respectively. This is the conventional approach used by most 
researchers. This is labelled average" in table 7.3. 
Three donor decay components are measured for the fusion construct, two of 
which are very similar to that of the donor on its own. The contribution of the shorter 
donor component does not change, whilst the decrease of the longer is exactly 
balanced by the contribution of the new short decay. The simplest interpretation of 
this is that only one of the two donor conformations participates in energy transfer. 
The longest lifetime component of the fusion construct has been used for CD,  since 
the long components are similar for both CFP and CFP-YFP, and the shortest 
component for CDA. This method is labelled '3t" in the table. 
In this case, it is assumed that both donor conformations participate in FRET. 
The lifetime of the donor conformation with the short lifetime is reduced by FRET to 
give the shortest lifetime seen in the fusion, while the donor conformation with the 
longer lifetime is reduced by FRET to give a lifetime that matches, or is very similar 
to, that of the donor component with the short lifetime. In other words, there are four 
decay components, but two are very similar. Therefore, a separate calculation for 
each of the two distinct FRET pairs must now be made. The values from the fusion 
were used for CD and 1DA•  This method is labelled "4t" in the table. 
FRET 	 kETI/ 	kT2I 
CDI / n 	CDAI / n 	CD2 / n 	CDA2 	/ (ns)' (ns)' 	
E 1 /'Y,, 	E2/% 
method 
Average 	2.40 	1.89 	- 	- 	0.11 	- 	21.3 	- 
3- t 3.11 0.65 - 	 - 	 1.22 - 	 79.1 	- 
4-t 3.11 1.65 1.65 	0.65 	0.93 0.28 	47.0 	60.6 
Table 7.3: Comparison of the three different FRET methods, with the resultant 
calculated values for Ki-r and E 
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There is a marked increase in the rate and efficiency of energy transfer in going from 
the average model to the 3-component model, an order of magnitude in the case of 
the rate. The rate constants and efficiencies for the 4-component model are less than 
for the 3-component model, but they are still considerably higher in magnitude than 
the average model. 
It is difficult to accurately translate the calculated efficiencies into donor-acceptor 
distances since R0 , the distance at which energy transfer efficiency is 50%, is likely 
to be slightly different for each conformation of CFP (due to a different relative 
angular distribution and variations in the donor quantum yield). The published values 
of R0 must clearly be an average for the two donor conformations. 
What is clear is that the energy transfer efficiency will be underestimated using the 
conventional average measurement. Using the previously calculated and widely 
accepted R 0 figure of —50 A for CFP-YFP 12 and assuming random orientation such 
that 1<2 = 2/3, the distances between the chromophores can be estimated from 
equation 7.3. 
E = R06 / ( Rob + r6 ) 	 (equation 7.3) 
The FRET efficiency of 21.3%, calculated using the average method, equates to a 
distance between the chromophores of CFP and YFP of -62A. The three component 
model brings this distance down to -40A and the four component model to 51A. 
However, rough estimates of the distance between the chromophores, obtained by 
molecular modelling using the crystallographic data on CFP and YFP and the short 
amino-acid linker, are substantially closer to 50A, a figure closer to that calculated 
from the two individual lifetime methods. He, et al. 14  have estimated the distance 
between CFP and YFP. separated by a 2 aa linker, to be -'-44A from a measured 
efficiency of 54%, although this was using flow cytometry and steady state FRET. 
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Distance estimation from crystal structures 
The donor-acceptor distances in fusions of cyan and yellow proteins were estimated 
using structures from the RCSB protein data bank (www.rcsb.org/pdb) . Given the 
previously described flexible nature of the N and C' termini of the proteins, along 
with the fact that they were transcribed in frame, it seemed appropriate, without the 
ability to do more detailed modelling, to simply measure the distances from the 
chromophore to the C' and N' termini in the crystal structures of the CFP and YFP 
respectively. The cyan protein used was ECFP (code ICV7.pdb) and the yellow 
protein was EYFP (IYFP.pdb). The structures were studied using DeepView/Swiss-
Pdb Viewer v 3.7 (www.expasy.org/spdbv) . Figure 7.4 shows the molecular models 
used for this calculation. with only the termini and chromophores coloured. 
Figure 7.4: Crystal structures of tEl' (I C%'7) and YFP (l\ FP) using Ss iss-l'dh 
Viewer used in estimating the chromophore separation with the chromophore 
shown in yellow and the 'N' and 'C' termini shown in red and blue respectively. 
127 
Figure 7.5 shows the distances calculated from the centre of the chromophore. 
coloured yellow in the molecular models, to the C-terminal amino acids of CFP 
(blue) on the left and N-terminal amino acids of YFP (red) on the right. The rest of 
the structure has been removed for clarity. 
Figure 7.5: Distance estimates, using Swiss-Pdh Viewer, from the chromophore 
(yellow) to the C-terminal (blue) and N-terminal (red) amino acids of CFP 
LICV7I on the left and YFP IIYFI1 on the right. Distances are in A. 
While there is considerable flexibility in these end regions of the proteins, and the 2 
amino acid linker, this does allow an estimate of the likely distance between the 
chromophores. As the protein is expressed in frame from CFP - linker - YFP, the 
distance is estimated from the N-terminus of CFP to the C-terminus of YFP, 
allowing for the two amino acids in the linker. This gives a figure of approximately 
50A. 
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Chapter 8 Conclusions 
The work presented here has shown that the photophysics of the GFPs can be very 
complex. The increasingly important area of proteomics will require more and more 
quantifiable evidence if it is to reveal the complex nature of protein-protein 
interactions. The common method of using average lifetimes to describe FRET 
interactions, while probably sufficient in most cases. may not be in all cases. In 
particular, the limited amount of data that can be extracted from some widely used 
FLIM-FRET systems being used by researchers in this area may be overestimating 
the distances involved in FRET. On the other hand, it may not. This research has 
highlighted that, without a better understanding of the photophysics of the complex 
fluorescent proteins involved, it will remain just that - uncertain. 
The work presented here has highlighted that the GFPs can exhibit multi-exponential 
decays. The accurate measurement of such fluorescence decays, with 3 or more 
components of widely varying lifetimes and amplitudes requires photon-counting 
methods. The particular advantages of the widefield TSCSPC technique described 
here are that very high photon counts can be acquired using low excitation power. 
This can be advantageous in a lot of biological applications, where gated imaging has 
become popular but where the limitations on the sensitivity of the detector require 
high excitation flux. While photon-counting methods are viewed as being 
comparatively slow, certainly when compared to video-rate imaging used by 
biologists for live-cell work. the development of new widefield photon-counting 
detectors is underway by a number of research groups, so it is anticipated that this 
technique will be extended to real-time cellular imaging. The detector used in this 
work can also be speeded up' by binning the channel data, with only a small drop in 
time resolution that this imparts. 
This work has provided the first clear evidence that FLIM-FRET methods must be 
highly quantitative if they are to provide meaningful information about the molecular 
interactions that are occurring in vivo. FRET has been studied here in control 
systems, where the donor and acceptor are linked by permanent covalent bonds, yet 
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unexpected complexity has been demonstrated in the fluorescence lifetime 
measurements. More complexity is likely when trying to reveal the complex, non-
covalent, interactions between proteins that are occurring in cells and lead to the 
cellular changes that proteomics must unravel. This emphasizes the need for GFP 
variants with truly mono-exponential decays. However, even when donors with 
simple kinetics are used, complexity can also arise as a result of the presence of 
donors that do not participate in FRET or because of a greater range of donor-
acceptor distances. In these situations. the ability to accurately resolve and assign the 
individual decay components will be essential. 
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Appendix i: 
Europhoton images, along with the 2 exponential tailfit decays from the indicated 
ROIs for cells used in the analysis from the initial GFP-YFP FRET experiment 
undertaken between 11th  and I 3' Auust 2003 
Europhoton images, aboe, and taillh deca)s Irom the indicated ROls, 
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Europhoton images, above, and tailfit decays 
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cells l(a),2(b),3(c) & 5(d) 
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Europhoton images, above, and tailf'it decays from indicated ROls. below, 
of GFP-YFP dark 0 mins cells 1(a), 3(b) & 5(c). Scale bar is 20 tm 
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Europhoton images, above, and tailfit 
decays from indicated ROIs, below, for 
GFP-YFP dark 15 mins cells 2(a), 3(b), 
4(c) & 6(d). Scale bar is 20 tm 
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Europhoton images, above, and tailfit decays 
from indicated ROIs, below for GFP-YFP 
light 5 min cells 1(a), 2(b), 4(c) & 5(d). Scale 
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Appendix ii: 
Europhoton images, along with the 2 exponential tailfit decays from the indicated 
ROIs for cells used in the analysis from the second GFP-YFP FRET experiment 
undertaken between 12 1h  and 14111  November 2003. 
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tailfit decays from indicated 
ROIs, below, for GFPWT 2 mm 
cells 2(a), 2a(b), 3(c), & 3a(d). 
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urophoton images, above, and tailfit 
iecays from indicated ROIs, below, 
or GFPYFP dark 2 min cells 1(a), 
I a(b), 2a(c), 3(d), 3a(e), 4(f) & 4a(g). 
Scale bars are 20 .im 
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Europhoton images, along with the 2 exponential tailfit decays from the indicated 
ROIs, for cells used in the analysis from the initial GFP-RFP FRET experiment 
undertaken between 28th  and 30th  April 2004. The lifetime fitting data has also been 
included. 
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Europhoton images, above, and tai1ft decays from indicated ROTs, below, 
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GFP-RFP lifetime analysis fitting data 
GFP control 
Edinburgh Analytical Instruments F900 
GFP cell 1d.txtF2(gfcel11 tail) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.981 to 28.350 ns 
Fit Parameters 
Fit = A± Bl.exp(-tITl)-I- B2.exp(-t/T2) 





TI 	1.I55E-9 	2.231E-10 BI 	3.295E±2 	1.180E-2 
12 2.28 1E-9 7.917E-1 I B2 9.604E+2 1.236E±2 
Chisa lOSW±0 	 A 	l.000E+O 
1 
Shift 	-- 
Ave lifetime = 1.988 ns 
Edinburgh Analytical Instruments F900 
GFP cell2d.txtF2(gfcel12 tail): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.008 to 31.050 ns 
Fit Parameters 
Fit = A + B I .exp(-tITl) ± B2.exp(-tJT2) 
Value 	Std Dev 	 Value Std Dev 	Rel % 
TI 	2.308E-9 	2.I51E-1I BI 3.379E±3 	1.102E+2 
T2 1.043E-9 4.918E-1I B2 1.707E±3 1.014E+2 
Chisq 9.841E-I 	 A 	1.000E+0 
Shift 	-- 
Ave lifetime = 1.878 ns 
Edinburgh Analytical Instruments F900 
GFP cell3d.txtF2(gfcell3 tail) : Properties 
Scan Type : Exponential Fit Time Scan 
Comment 
Time range : 19.062 to 31.050 ns 
Fit Parameters 
Fit = A + B I .exp(-t/TI) + B2.exp(-tJT2) 
Value Std Dev 	 Value 	Std Dev 	Rel % 
TI 	2.364E-9 5.144E-I1 BI 	3.915E+3 	4.224E+2 
T2 1.423E-9 1.286E-10 B2 	1.694E+3 4.114E+2 
Chisq 	1.166E+0 A 	2.000E±0 
Shift -- 
Ave lifetime = 2.082 ns 
GFPbamRFP 
Edinburgh Analytical Instruments F900 
GFPbamRFP cell I d.txtF2(GFPbamRFP cell]) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 







Fit = A + B1.exp(-t/TI) + B2.exp(-t/T2) 
Value 	Std Dev 	 Value Std Dev 	Rd % 
TI 	2.143E-9 	I.660E-Il BI 	3.907E+3 	1.II3E-2 
T2 9.812E-10 3.121E-II B2 2.633E±3 1.020E±2 
Chisq l. 138E+0 	 A 	I.000E+0 
Shift 	-- 
Ave lifetime = 1.678 ns 
Edinburgh Analytical Instruments F900 
GFPbamRFP cell2d.txtF2(GFPbamRFP cell2): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.927 to 29.700 ns 
Fit Parameters 
Fit = A + BI.exp(-t/TI) + B2.exp(-t!T2) 
Value 	Std Dcv 	 Value Std Dev 	Rel % 
TI 	2.216E-9 	6.645E-1l BI 2.716E±3 	2.190E+2 
T2 9.933E-l0 6.380E-I I B2 I.987E+3 2.094E+2 
Chisq 9.993E-I 	 A 	1.592E+0 
Shift 	-- 
Ave lifetime = 1.702 ns 
Edinburgh Analytical Instruments F900 
GFPbamRFP ceIl3d.txtF2(GFPbamRFP cell3) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.900 to 29.700 ns 
Fit Parameters 
Fit = A - BI .exp(-t!TI) - B2.exp(-tJT2) 
Value 	Std Dcv 	 Value Std Dcv 	Ret % 
TI 	2.124E-9 	2.510E-I1 BI 2.493E+3 	I.028E+2 
T2 9.605E-I0 4.360E-II B2 I.652E±3 9.451E+I 
Chisq 1.064E+0 	 A 	I.000E+0 
Shift 	-- 
Ave lifetime = 1.659 ns 
Edinburgh Analytical Instruments F900 
GFPbamRFP ceIl4d.txtF2(GFPbamRFP cell4): Properties 









Time range 	 : 18.954 to 29.700 ns 
Fit Parameters 
Fit = A + BI.exp(-tJTl) + B2.exp(-t!T2) 
Value 	Std Dev 	 Value Std Dcv 	Rd % 
TI 	2.046E-9 	2.023E-11 B 	1.996E+3 	6.128E±l 
T2 8.095E-I0 3.801E-1 I B2 I.246E+3 5.528E+I 
Chisq 	1.046E-4-0 	 A 	1.000E±0 
Shift -- 




Edinburgh Analytical Instruments F900 
GFPbgIRFP cell I d.txtF2(GFPbgIRFP cell I) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 18.954 to 28.350 ns 
Fit Parameters 
Fit = A ± Bl.exp(-t/Tl) + B2.exp(-tlT2) 
Value 	Std Dcv 	 Value Std Dcv 	Rd % 
TI 	I.948E-9 	6.638E-1 I BI 	I.040E±3 	7.940E+I 
12 7.337E-l0 6.619E-l1 B2 7.115E+2 7.363E±1 
Chisq 	I.031  E+0 	 A 	7.71 OE- l 
Shift -- 
Ave lifetime = 1.450 ns 
Edinburgh Analytical Instruments F900 
GFPbgIRFP celI2d.txtF2(GFPbgIRFP cell2): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.008 to 29.700 ns 
Fit Parameters 
Fit = A -- B1.exp(-tJTl) + B2.exp(-t112) 
Value 	Std Dcv 	 Value Std Dcv 	Rd % 
TI 	2.095E-9 	1.735E-11 BI 2.669E--3 	6.669E--1 
T2 8.033E-10 2.567E-1 I B2 2.115E+3 5.994E+l 
Chisq 1.028E±0 	 A 	l.000E-0 
Shift 	-- 






Edinburgh Analytical Instruments F900 
GFPbgIRFP cell4d.txtF2(GFPbgIRFP ceI14): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 18.927 to 28.350 ns 
Fit Parameters 
Fit = A + BI.exp(-tITl) ± B2.exp(-t/T2) 
Value 	Std Dev 	 Value Std Dev 	Rel % 
Ti 	2.033E-9 	4.253E-1i BI 	9.311E+2 	6.452E-rI 	75.87[0.58] 
T2 8.905E-10 6.431E-11 B2 6.760E+2 5.905E+1 24.13[0.42] 
Chisq 	I .229E+0 	 A 	I .000E+0 
Shift -- 
Ave lifetime = 1.553 ns 
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Appendix iv; 
Europhoton images, along with the 2 exponential tailfit decays from the indicated 
ROIs for cells used in the analysis from the initial CFP-YFP FRET experiment 
undertaken between 11th  and 13th  February 2004. The lifetime fitting data used in the 
analysis has also been included. 
Europhoton images, above, 
and tailfit decays from the 
indicated ROIs, below, for 
CFP cell 1(a), (b), (c), & (d). 
Scale bars are 20 J..Lm 
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Scale bars are 20 .im 
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Europhoton images, above, 
and tailfit decays from the 
indicated ROIs, below, for 
CFP cell 3(a), (b), (c), & (d). 
Scale bars are 20 jim 





Europhoton images, above, 
and tailfit decays from the 
indicated ROIs, below, for 
CFP cell 4(a), (b), (c), & (d). 
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Europhoton images, above, and tailfit decays trom the indicated ROls, 
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Europhoton images, above, 
and tailfit decays from the 
• 	indicated ROIs, below, for 
CFP-YFP cell 2(a), (b), (c) & 
(d). Scale bars are 20 pm 
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Europhoton images, above, 
and tailfit decays from the 
indicated ROIs, below, for 
CFP-YFP cell 3(a), (b), (c) & 
(d). Scale bars are 20 im 
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Europhoton images, above, 
and tailfit decays from the 
indicated ROTs, below, for 
CFP-YFP cell 4(a), (b), (c) & 
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Initial CFP-YFP experiment, brightest spot lifetime fit analysis 
CFP 
Edinburgh Analytical Instruments F900 
cfpcellldd.txt(cfpcelllad.txt)(Multi Scans)F2(Multi Time Scan) : 	Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.819 to 32.400 ns 
Fit Parameters 
Fit = A + Bi.exp(-tITl) + B2.exp(-t/T2) 
Value 	Std Dev 	 Value 	Std Dev 	Rel % 
Ti 	2.815E-9 	1.985E-11 Bi 	2.008E-s-3 	3.757E+1 83.65[0.63] 
12 9.363E-10 3.707E-11 B2 1.180E+3 3.430E+1 16.35[0.37] 
Chisq 	1.006E+0 	 A 	2.000E+0 
Shift -- 
Ave Lifetime = 2.120 ns 
Edinburgh Analytical Instruments F900 
cfpcell2bd.txt(cfpcell2bd.txt)(Multi Scans)F2(Multi Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.846 to 32.400 ns 
Fit Parameters 
Fit=A -' - B1.exp(-t/T1) + B2.exp(-t/T2) 
Value 	Std Dev 	 Value 	Std Dev 	Re] % 
Ti 	2.775E-9 	2.213E-i1 Bi 1.682E+3 	3.671 E+1 83.70[0.64] 
T2 9.574E-10 4.364E-1i B2 9.499E+2 3.331 E+1 16.30[0.36] 
Chisq 	1.025E-'-O 	 A 	1.000E+0 
Shift -- 
Ave Lifetime = 2.120 ns 
Edinburgh Analytical Instruments F900 
cfpcell3cd.txt(cfpcell3cd .txt)(Multi Scans)F2(Mu Iti Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 :18.873 to 31.050 ns 
Fit Parameters 
Fit = A + B1.exp(-tfTi) + B2.exp(-tIT2) 
Value 	Std Dev 	 Value 	Std Dev 	Rel % 
Ti 	2.752E-9 	2.866E-11 Bi 1.007E+3 	2.663E4-1 82.81[0.61] 
T2 8.825E-10 4.651E-11 B2 6.516E+2 2.437E+1 17.19[0.39] 
Chisq 	1.064E+0 	 A 	1.000E+0 
Shift -- 
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Ave Lifetime = 2.023 ns 
Edinburgh Analytical Instruments F900 
cfpcell4bd.txtF2(Multi Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.954 to 31.050 ns 
Fit Parameters 
Fit = A + Bi .exp(-tITl) + B2.exp(-t/T2) 
Value Std Dev 	 Value Std Dev 	Rel % 
Ti 	2.672E-9 	2.470E-11 Bi 8.019E+2 	1.686E+1 	85,00[0.60] 
T2 7.098E-10 3.883E-11 B2 5.328E+2 1.738E+1 15.00[0.40] 
Chisq 1.023E+0 	 A 	1.000E+0 
Shift 	-- 
Ave Lifetime = 1.887 ns 
C F PYF P 
Edinburgh Analytical Instruments F900 
cfpyfpcelll cd.txt(cfpyfpcelll ad.txtd.txt)F2(Multi Time Scan) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.900to31.050ns 
Fit Parameters 
Fit = A + B1.exp(-t/Ti) + B2.exp(-tIT2) 
Value Std Dev 	 Value Std Dev 	Rel % 
Ti 	2.603E-9 	2.627E-11 Bi 1.256E+3 	3.439E+1 	78.71[0.56] 
T2 8.975E-10 3.694E-11 B2 9.853E+2 3.11OE+1 21.29[0.44] 
Chisq 1.124E+0 	 A 	1.000E+0 
Shift 	-- 
Ave Lifetime = 1.852 ns 
Edinburgh Analytical Instruments F900 
cfpyfpcell2bd .txtd.txt NormalisedF2(M ulti Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.927 to 29.700 ns 
Fit Parameters 
Fit = A + B1.exp(-UT1) + B2.exp(-t/T2) 
Value Std Dev 	 Value Std Dev 	Rel % 
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Ti 	2.283E-9 	2.367E-11 Bi 	8.928E+2 	2.255E+1 75.79[0.48] 
T2 6.659E-10 2.405E-11 B2 9.776E+2 2.219E+1 24.21[0.52] 
Chisq 	1.006E+0 	 A 	1.000E+0 
Shift -- 
Ave Lifetime = 1.442 ns 
Edinburgh Analytical Instruments F900 
cfpyfpcell3bd .txtd.txt(cfpyfpcell3ad.txtd .txt)F2(Multi Time Scan) : Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 18.873 to 32.400 ns 
Fit Parameters 
Fit = A + Bi.exp(-t/T1) + B2.exp(-tIT2) 
Value 	Std Dev 	 Value 	Std Dev 	Rel % 
Ti 	2.555E-9 	1.964E-11 Bi 	1.518E+3 	3.140E+1 79.37[0.56] 
T2 8.375E-10 2.898E-11 B2 1.204E+3 2.926E+1 20.63[0.44] 
Chisq 	1.081E+0 	 A 	1.000E+0 
Shift -- 
Ave Lifetime = 1.799 ns 
Edinburgh Analytical Instruments F900 
cfpyfpcell4dd .txt(cfpyfpcell4ad.txtd.txt)F2( Multi Time Scan) : 	Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.900 to 31.050 ns 
Fit Parameters 
Fit = A + B1.exp(-t/Ti) + B2.exp(-tIT2) 
Value 	Std Dev 	 Value 	Std Dev 	Rel % 
Ti 	2.607E-9 	3.237E-11 Bi 	1.121E+3 	4.069E+1 74.37[0.52] 
12 9.862E-10 3.966E-1i B2 1.022E+3 3.658E+1 25.63[0.48] 
Chisq 	1.190E+0 	 A 	1.000E+0 
Shift -- 
Ave Lifetime = 1.829 ns 
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Appendix v: 
LaVision lifetime maps and average intensity images of the CFP and CFP-YFP cells 
imaged in the experiment of 
8th  August 2004. The fitting data used in the analysis is 
inc1udcL 
LiItime maps ofCFP cells aa), 3a(h), 4(e) & d). Coiour sca I  is 
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Lifetime maps of CFPYFP cells 1(a), 2(b), 3(c) & 5(d). Colour 


































0.0 (a) 	 (b) 
Average intensity images of CFPYFP cells 7(a) & 8(b). 
Colour scale is counts per pixel and scale bars are 20 pm 
18.08.04 LaVision lifetime data 
CFP 
celli 
Recti xl/yl: 129 /133 - xl/yl: 186 /175 
Fit Function: y = aO + a 1*ex p(tIt1) + a2*exp(t/t2) 
Fit Result: 
aO = 15.1951 
al = 431.987 
ti = 10.779 
a2 = 125.49 
t2 = 1.57281 
--> Lifetimes: 
Tau 1 Eff = 2.15576 [ns] [0.78] 
Tau 2 eff = 0.314557 [ns] [0.22] 
Average Lifetime = 1.751 ns 
cell2a 
Recti xl/yl:1641112-xl/yl:200/14l 
Fit Function: y = aO + a 1*exp(tJt1) + a2*exp(t/t2) 
Fit Result: 
aD = 27.9002 
al = 1318.27 
ti = 11.8944 
a2 = 369.101 
t2 = 2.37228 
--> Lifetimes: 
Tau 1 Eff = 2.37884 [ns] [0.78] 
Tau 2 eff = 0.474448 [ns][0.22] 
Average Lifetime = 1.960 ns 
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celI3a 
Recti xl/yl: 147/127-xl/yl:216/197 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(tIt2) 
Fit Result: 
aO = 20.1373 
al = 866.931 
ti = 11.9805 
a2 197.048 
t2 = 2.27317 
--> Lifetimes: 
Tau 1 Eff = 2.39606 [ns] [0.81] 
Tau 2 eff= 0.454626 [ns] [0.19] 
Average Lifetime = 2.027 ns 
cell4 
Recti xl/yl:168/133-xl/yl:209/171 
Fit Function: y = aO + a 1*exp(tIt1) + a2*exp(t/t2) 
Fit Result: 
aO = 6.64285 
al = 407.614 
ti = 12.5997 
a2 = 112.89 
t2 = 2.97925 
--> Lifetimes: 
Tau 1 Eff= 2.5199 [ns] [0.78] 
Tau 2 eff = 0.59584 [ns] [0.22] 
Average Lifetime = 2.097 ns 
cell5 
Recti xlIyl: 162 / 120 - xl/yl: 210 / 161 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(tIt2) 
Fit Result: 
aO = 10.4646 
al = 441.688 
ti 12.3437 
a2 = 120.715 
Q = 2.6363 
--> Lifetimes: 
Tau 1 Eff = 2.46871 [ns] [0.791 
Tau 2 eff= 0.527253 [ns][0.21] 
Average Lifetime = 2.060 ns 
ceII6 
Recti xl/yl: 178/101 -xl/yl: 258/160 
170 
Fit Function: y = aO + a 1*ex p(t/t1) + a2*exp(t/t2) 
Fit Result: 
aO = 17.8232 
al = 595.383 
ti = 11.5809 
a2 = 129.858 
t2 = 2.18476 
--> Lifetimes: 
Tau 1 Eff = 2.31614 [ns] [0.82] 
Tau 2 eff = 0.436945 [ns] [0.18] 
Average Lifetime = 1.978 ns 
cell7 
Rect 1 xl/yl: 151 / 121 - xl/yl: 222/165 
Fit Function: y = aO + a 1*ex p(tJt1) + a2*exp(tIt2) 
Fit Result: 
aO = 34.503 
al = 1095.56 
ti = 11.6352 
a2 = 222.56 
t2 = 2.56093 
--> Lifetimes: 
Tau 1 Eff = 2.32701 [ns] [0.83] 
Tau 2 eff = 0.512178 [ns] [0.17] 
Average Lifetime = 2.018 ns 
cell8 
Recti x1/yl:150/162-xl/yl:206/213 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(tIt2) 
Fit Result: 
aO = 25.4809 
al = 841.48 
ti = 11.2607 
a2 = 151.607 
t2 = 2.01283 
--> Lifetimes: 
Tau 1 Eff = 2.25211 [ns][0.85] 
Tau 2 eff = 0.40256 [ns][0. 15] 





Recti xl/yl: 68 / 62 - xl/yl: 136/133 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(t/t2) 
Fit Result: 
aO = 25.0662 
al = 996.786 
ti = 9.97633 
a2 = 425.535 
Q = 2 14327 
--> Lifetimes: 
Tau 1 Eff = 1.99524 [ns] [0.70] 
Tau 2 eff = 0.428648 [ns] [0.30] 
Average Lifetime = 1.525 ns 
celil right 
Rect 1 xl/yl: 196/154 - xlIyl: 264/224 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(t/t2) 
Fit Result: 
aO = 15.2591 
al = 518.49 
ti = 9.46868 
a2 = 218.685 
Q = 1.94643 
--> Lifetimes: 
Tau 1 Eff= 1.89371 [ns] [0.70] 
Tau 2 eff = 0.389279 [ns] [0.30] 
Average Lifetime = 1.443 ns 
cell2 top 
Recti xlIyl: 155/61 - xl/yl: 213 / 114 
Fit Function: y = aO + a 1*exp(t/t1) ± a2*exp(tIt2) 
Fit Result: 
aO = 20.8004 
al = 776.033 
ti = 9.16223 
a2 = 349.428 
t2 = 1.72544 
--> Lifetimes: 
Tau 1 Eff= 1.83242 [ns] [0.69] 
Tau 2 eff = 0.345082 [ns] [0.31] 
Average Lifetime = 1.371 ns 
cel12 bottom 
Recti xl/yl: 134 / 167 - xl/yl: 189 / 234 
Fit Function: y = aO + a 1*exp(tJt1) + a2*exp(t/t2) 
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Fit Result: 
aO = 17.4252 
al = 611.403 
ti = 9.37236 
a2 = 289.651 
t2 = 1.86053 
--> Lifetimes: 
Tau 1 Eff = 1.87444 [ns] [0.68] 
Tau 2 eff = 0.3721 [ns] [0.32] 
Average Lifetime = 1.393 ns 
cel13 right 
Recti xl/yl: 169 / 68 - xl/yl: 236/125 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(tJt2) 
Fit Result: 
aO = 26.9933 
al = 1021.43 
ti = 8.99973 
a2 = 369.773 
t2 = 1.64843 
--> Lifetimes: 
Tau 1 Eff= 1.79992 [ns] [0.73] 
Tau 2 eff = 0.329682 [ns] [0.27] 
Average Lifetime = 1.403 ns 
cell3 left 
Rect 1 xl/yl: 69/112 -xlIyl: 135/176 
Fit Function: y = aD + a 1*exp(tIt1) + a2*exp(t/t2) 
Fit Result: 
aO = 19.7745 
al = 745.07 
ti = 9.1571 
a2 = 302.043 
2= 1.67521 
--> Lifetimes: 
Tau 1 Eff= 1.83139 [ns] [0.71] 
Tau 2 eff = 0.335038 [ns] [0.29] 
Average Lifetime = 1.397 ns 
cell4 faint and overlaid with lower lifetime cell (or debris) 
cell5top 
Recti xl/yl: 136 / 103 - xl/yl: 187 / 156 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(t/t2) 
Fit Result: 
aD = 23.8621 
al = 793.878 
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ti = 8.78221 
a2 = 267,544 
t2 = 1.52764 
Lifetimes: 
Tau 1 Eff= 1.75641 [ns][0.75] 
Tau 2 efl = 0.305523 [ns][0.25] 
Average Lifetime = 1.394 ns 
cel15 bottom 
Recti xlIyl:1711155-xl/yl:2161217 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(tJt2) 
Fit Result: 
aO = 24.8364 
al = 879.596 
ti = 8.96063 
a2 = 321.737 
t2 = 1.58729 
--> Lifetimes: 
Tau 1 Eff= 1.7921 [ns] [0.73] 
Tau 2 eff= 0.317452 [ns][0.27] 
Average Lifetime = 1.394 ns 
cel16 main cell saturated but small cell to right OK 
Recti xl/yl:264/123-xl/yl:306/172 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(t/t2) 
Fit Result: 
aO = 25.2551 
al = 857.931 
ti 9.17525 
a2 = 343.17 
t2 = 1.74274 
--> Lifetimes: 
Tau 1 Eff = 1.83502 [ns] [0.71] 
Tau 2 eff = 0.348 542 [ns][0.29] 
Average Lifetime = 1.404 ns 
cel17 right 
Rect 1 xl/yl: 281 /67-xl/yl: 324/ 129 
Fit Function: y = aO + a l*exp(.t/tl) + a2*exp(t/t2) 
Fit Result: 
aO = 19.9397 
al = 819.049 
ti = 9.41657 
a2 = 389.917 
Q = 2.02044 
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--> Lifetimes: 
Tau 1 Eff= 188329 Ens] [0.68] 
Tau 2 eff = 0.404082 Ins] [0.32] 
Average Lifetime = 1.410 ns 
cell7 middle 
Rect 1 xl/yl: 177 /74 - xl/yl: 227/133 
Fit Function: y = aO + a 1*exp(t/t1) + a2*exp(t/t2) 
Fit Result: 
aO = 21.1147 
al = 754.568 
ti = 9.08169 
a2 = 327.298 
t2 = 1.79909 
--> Lifetimes: 
Tau 1 Eff= 1.81631 Ins] [0.70] 
Tau 2 eff = 0.359812 Ens] [0.30] 
Average Lifetime = 1.379 ns 
cell7 left 
Recti xlIyl: 125 / 128 - xl/yl: 174/176 
Fit Function: y = aO + a 1*ex p(t/t1) + a2*exp(t/t2) 
Fit Result: 
aO = 18,2274 
al = 648.18 
ti = 9.28915 
a2 = 297.28 
Q = 1.9682 
--> Lifetimes: 
Taul Eff=1.8578Ins] [0.69] 
Tau 2 eff= 0.393635 [ns][0.31] 
Average Lifetime = 1.404 ns 
ce118 bottom 
Recti xl/yl: 163/140-xl/yl:233/219 
Fit Function: y = aD + a 1*exp(tJt1) + a2*exp(t/t2) 
Fit Result: 
aD = 14.6281 
al = 572.937 
ti 9.40695 
a2 = 278.792 
Q = 2.04844 
--> Lifetimes: 
Tau 1 Eff= 1.88136 Ins] [0.67] 
Tau 2 eff = 0.409681 Ins] [0.33] 
Average Lifetime = 1.396 ns 
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Appendix vi: 
Lifetime and intensity images for the CFP-YFP experiments undertaken between the 
27 Ih  April and the 4 Ih  of May 2005. The images from both the LaVision and 
Europhoton detectors are included. The ROIs used to calculate the decays are shown 
on the Europhoton images, and are approximately equal on the LaVision images. The 
Europhoton fitting data is also included, as is a comparison between the 2- and 3-
exponent fits for the CFP-YFP data. 
Lifetime maps, above, and average intensity images, below, of CF  cells 1(a), 2(b) & 3(c), imaged by 
the LaVision tg1CCD camera. Lifetime colour scale is in ns and scale bars are 20 p.m 
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Lifetime maps, above, and intensity images, below, of CFP cells 1(a), 2(b) & 3(c), imaged by the 
Europhoton TSCSPC detector. Decays were taken from the ROts indicated by rectangles for 
analysis. Lifetime colour scale is in ns and scale bars are 20iim 
Lifetime maps above and intensity images Oelow witn the ROls used in tfle decay analysis snon as rectanges 
of CFP cells la-e(a), 2a-c(b) & 3a-f(c). imaged by the Europhoton TSSPC detector Individual cells are lettered 
from top to bottom and left to nght. Lifetime colour scale is in ns and scale bars are 501im 
177 
Lifetime maps, above, and average intensity images, below, of CFP cells la-e(a), 2a-c(b) & 3a-e(c), 
imaged by the La Vision tgiCCD camera Lifetime colour scale is in ns and scale bars are 50im 
LIfefne maps. auuve and dvea 	dn;1y LHLJd 	ueiuv. of CFP-YFP celis 1 (a). 2(b). 3(c) & 4d). 
imaged by the LaVision tgiCCD camera. Lifetime colour scale is in ns and scale bars are 20im 
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Lifetime maps. above, and intensity images :ec. 	 s 	ar a octtm ia 2(b), 3(c) & 4 top 
and bottom (d), imaged by the Europhoton TSCSPC detector. Decays were taken from the ROls indicated 
by rectangles for analysis Lifetime colour scale is in ns and scale bars are 20jim 
Lifetime map, left, and intensity image, right, of 280405 CFP-YFP 
cells 1, and 2, imaged by the Europhoton TSCSPC detector. 
Decays were taken from the ROls indicated by coloured outlines 
for analysis. Lifetime colour scale is in ns and scale bar is 50 im 
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Lifetime map, left, and average intensity image, right, of 280405 CFP-YFP 
cells 1, and 2, imaged by the LaVision tgiCCD camera. Lifetime colour scale is 
in ns and scale bar is 50 tm 
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Lifetime map, above, and intensity image, below, of 040505 CFP-YFP 
cells 1 left & right (a), and 2 left & right (b), imaged by the Europhoton 
TSCSPC detector. Lifetime colour scale is in ns and scale bar is 20j.m 
H 
Lifetime map, above, and average intensity image, below, of 0405 05 CFP-YFP cells 
1 left & right (a), and 2 left & right (b), imaged by the LaVision tgiCCD camera. 
Lifetime colour scale is in ns and scale bar is 20 pim 
270405 CFP lifetime data 
Edinburgh Analytical Instruments F900 
cell lb.txt(celllbtail)F2 (cell ib) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 14.040 to 40.500 ns 
Fit Parameters 
Fit = A + Bi .exp(-tlTl) + B2.exp(-tIT2) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	3031E-9 6.127E-12 	Bi 	4142E+4 2.849E+2 	76.93(0.63] 
T2 1,327E-9 1.068E-11 B2 2-837E+4 2.605E+2 23.07[0.37] 
Chisq 	1,180E+0 	 A 	3.882E+0 
Shift -- 
Edinburgh Analytical Instruments F900 
cell2b.txtF2(cell2b) : Properties 
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Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 14.067 to 40.500 ns 
Fit Parameters 
Fit = A + 131.exp(-t/T1) + B2.exp(-tiT2) 
Value 	Std Dev Value Std Dev 	Rel % 
Ti 	3.062E-9 	1.279E-11 Bi 9.653E+3 	1.378E-4-2 
T2 1.343E-9 	2.084E-11 B2 7.110E+3 	1.260E+2 
Chin 	I I79P+fl A 1.870E-1 
Shift -- 
Edinburgh Analytical Instruments F900 
cell3b.txtF2(cell3b): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 14.121 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-tITi) + B2.exp(-t/T2) 
Value 	Std Dev Value Std Dev 	Rel % 
Ti 	3.043E-9 	6.307E-12 Bi 3.916E+4 2.747E+2 
T2 1.327E-9 	1.109E-11 B2 2.648E+4 2.511E+2 
ehisn 	1 363E+U A 4.001E+0 
Shift -- 
280405 CFP lifetime data 
Edinburgh Analytical Instruments F900 
cellla.txt(celllatail)F2(celIla) Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.116 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-tITl) + B2.exp(-t/T2) 
Value 	Std Dev Value Std Dev 	Rel % 
Ti 	3.084E-9 	2.625E-i1 B  5.279E+3 	1478E+2 
T2 1.410E-9 	3.976E-ii B2 3.530E+3 	1.376E+2 
(hisri 	q 422E-1 A 5.780E-1 
Shift -- 
Edinburgh Analytical Instruments F900 
cell  b.txt(celli btail)F2(celll b) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.170 to 40.500 ns 
Fit Parameters 
Fit = A + Bi .exp(-t/Ti) + B2.exp(-t/T2) 
Value 	Std Dev Value Std Dev 	ReI % 
Ti 3.033E-9 	2.527E-i1 Bi 5.987E+3 	1.668E+2 
T2 1.41 OE-9 	4.437E-1 1 B2 3.435E+3 	1.559E+2 
Chisq 1.232E+0 A 2.169E+0 
Shift - 










cell lc.txtF2(celllc) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.170 to 37.800 ns 
Fit Parameters 
Fit = A + B1.exp(-tITl) + B2.exp(-t/T2) 
Value 	Std 0ev Value Std Dev 	Re! % 
Ti 	2.965E-9 	2.552E-i1 Bi 2.468E+3 	7.883E+1 	80.70[0.66] 
T2 1.378E-9 	6.165E-11 B2 1.270E+3 	7.267E+1 19.30[0 34] 
Chisa 	1.096E+0 A 1.000E+0 
Shift -- 
Edinburgh Analytical Instruments F900 
cell ld.txtF2(cellid) Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 19.062 to 37.800 ns 
Fit Parameters 
Fit = A+ B1.exp(-tITl)+ B2.exp(tIT2) 
Value 	Std Dev Value Std Dev 	Re! % 
Ti 	3.090E-9 	3.072E-11 Bi 3.030E+3 	1.241E+2 	75.15[0.61] 
T2 1.581E-9 	5.825E-1i B2 1.959E+3 	1.164E+2 24.85[0.39] 
Chisi, 	1 098E+0 A 1.000E+0 
Shift 
Edinburgh Analytical Instruments F900 
cell ie.txtF2(ceIlie) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 19.062 to 37.800 ns 
Fit Parameters 
Fit = A + Bi.exp(-tITl) + B2.exp(-t112) 
Value 	Std Dev Value Std Dev 	Re! % 
Ti 	2.966E-9 	4.808E-11 Bi 2.269E+3 	1.174E+2 	82.33[0.68] 
12 1.376E-9 	9.547E-11 B2 1.050E+3 	1.105E+2 17.67[0.32] 
Chisn 	q 930E-1 A 3.410E-1 
Shift - 
Edinburgh Analytical Instruments F900 
cell2a.txtF2(cell2a): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.224to40.500 ns 
Fit Parameters 
Fit = A + Bi.exp(-tITl) + B2.exp(-t/T2) 
Value 	Std Dev 	 Value Std Dev 	Re! % 
Ti 3.052E-9 	2.216E-ii 	B  8.286E+3 	2.045E+2 	76.49[0.60] 
12 1.437E-9 	3.450E-11 B2 5,410E+3 	1.913E+2 23.51[0.40] 
Chisq 1 104E+0 A 1.165E+0 
Shift -- 
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cell2b.txtF2(cell2b)' 	Properties 
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Scan Type : Exponential Fit Time Scan 
Comment 
Time range : 19.224 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-tITl) + B2.exp(-t1T2) 
Value Std Dev 	 Value 	Std Dev 	Rel % 
Ti 	1093E-9 4.830E-11 	Bi 	2.246E+3 	1.244E+2 	74.83[0.59] 
12 1.515E-9 7.100E-11 B2 1.542E+3 	1.174E+2 25.17[0.41] 
(hisn 	I 047E+0 A 	-3.070E-1 
Shift -- 
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cell2c.txtF2(cell2c) : Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 19.035 to 40.500 ns 
Fit Parameters 
Fit = A + Bi exp(-tITl) + B2.exp(-t/T2) 
Value 	Std Dev Value Std Dev 	Rel % 
Ti 	2.803E-9 	2.829E-11 Bi 1.565E+3 	5.923E+1 	91.60[0.84] 
12 1.341E-9 	2.030E10 B2 3.000E+2 	5.484E+1 8.40 [0.16] 
r.hisri 	I f)SE+U A 1.000E+0 
Shift -- 
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celI3a.txtF2(cell3a) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.116 to 40.500 ns 
Fit Parameters 
Fit = A + Bi .exp(-t/Ti) + B2.exp(-t/T2) 
Value 	Std Dev Value Std Dev 	Re] % 
Ti 	3.088E-9 	4.493E-ii Bi 2.155E+3 	1.063E+2 	75.62[0.59] 
T2 1.456E-9 	6610E-ii B2 1.473E+3 	9.964E+1 24.38[0.41] 
('hiqri 	I 074F+O A 2.11 OE-1 
Shift -- 
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cell3b.txtF2(ceIl3b) : Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 19.197 to 40.500 ns 
Fit Parameters 
Fit = A + Bi .exp(-tITl) + B2.exp(-tIT2) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	3.176E-9 4.555E-11 	Bi 	3.183E+3 1.620E+2 	71.80(0.56] 
T2 1.573E-9 5.661E-11 B2 2.524E+3 1.533E+2 28.20(0.44] 
Chisq 	1.106E+0 	 A 	4.650E-1 
Shift -- 
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cell3c.txtF2(celI3c): Properties 
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Scan Type : Exponential Fit Time Scan 
Comment 
Time range : 19.224 to 37.800 ns 
Fit Parameters 
Fit = A + B1.exp(-t/T1) + B2.exp(-tiT2) 
Value Std Dev 	 Value 	Std Dev 	Rel % 
Ti 	3.155E-9 1.010E-10 	Bi 	9.144E+2 	9.433E+1 	7510[0.59] 
12 1.514E-9 1.271E-10 B2 6.317E+2 	8.968E+1 2490[0.41] 
Chisa 	1.01 7E+0 A 	-2.580E-1 
Shift - 
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cell3d.txtF2(cell3d) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.116 to 40.500 ns 
Fit Parameters 
Fit = A + 81 ,exp(-tITl) + B2.exp(-tiT2) 
Value 	Std 0ev Value Std Dev 	Rel % 
TI 	3.087E-9 	2.684E-11 Bi 3.265E+3 	1.191E+2 	74.04[0.59] 
T2 1.581E-9 	5.017E-11 B2 2.236E+3 	1.114E+2 25.96[0.41] 
Chisri 	1. 124E+O A 1.000E+0 
Shift -- 
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cell3e.txtF2(cell3e) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 19.143 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-t/T1) + B2.exp(-tiT2) 
Value 	Std 0ev Value Std 0ev 	Re] % 
Ti 	3.179E-9 	4682E-11 Bi 2.691E+3 	1.999E+2 	67.25[055] 
12 1.868E-9 	7.045E-11 82 2.230E+3 	1.921E+2 32.75[0.45] 
Chisci 	1220E+0 A 1.000E+0 
Shift -- 
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cell3f.txt172(cell3f): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 19.143 to 36.180 ns 
Fit Parameters 
Fit = A + B1.exp(-tITl) + B2.exp(-tIT2) 
Value 	Std 0ev Value Std 0ev 	Re[ % 
TI 3367E-9 	1.387E-10 Bi 1.546E+3 	3.484E+2 	50.68(0.39) 
T2 2.135E-9 	9.991E-i1 B2 2.373E+3 	3.408E+2 49.32[0.61] 
Chisq 1.152E+0 A 1.000E+0 
Shift -- 
CFP YFP lifetime data 
040505 
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cell  cfpem left. txtF3(cell 1 cfpem left) : 	Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 : 18.792 to 37.800 ns 
Fit Parameters 
Fit =A+ B1.exp(-tJTi)+ B2.exp(-t/T2)+ B3.exp(-tIT3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	1.657E-9 	1820E-10 	Bi 	1.667E+4 9.062E+2 	3612 [0.40] 
T2 7.486E-10 6.120E-11 82 1.091E+4 	2.131E+3 	10.68 [0.27] 
T3 	2.979E-9 	1.030E-10 	B3 	1.366E+4 2.314E+3 53.20 [0.33] 
Chisq 	9.935E-1 A 1.910E+0 
Shift -- 
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cell  cfpemright.txtF3(cell 1 cfpem right): Properties 
Scan Type 	 ; Exponential Fit Time Scan 
Comment 
Time range 	 : 18.846 to 37.800 ns 
Fit Parameters 
Fit = A + Bi .exp(-tJTl) + B2.exp(-t/T2) + B3.exp(-t/T3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	2.026E-9 	4.540E-10 	Bi 	6.236E+3 1.722E+3 	49.24[0.47] 
T2 8.710E-10 9.627E-11 62 4.216E+3 	1.114E+3 	14.31[0.32] 
T3 	3.318E-9 	5.948E-10 	B3 	2.819E+3 2.742E+3 36.45(0.21] 
Chisq 	1.137E+0 A -2.607E+0 
Shift - 
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cell2cfpemleft.txtF3(cell2cfpem left) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.819 to 37.800 ns 
Fit Parameters 
Fit = A + B1.exp(-tJTl) + B2.exp(-t/T2) + B3.exp(-tIT3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	1.658E-9 	1.256E-10 	Bi 	1.055E+4 5.019E+2 	47.97[0.49] 
T2 6.354E-10 4.299E-ii B2 6.280E+3 	7.325E+2 	10.94[0.29] 
T3 	3.059E-9 	1.451E-10 	63 	4.898E+3 1.060E+3 41.09[0.22] 
Chisq 	1.082E+0 A -3.140E-1 
Shift -- 
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cell2cfpem right.txtF3(cell2cfpemright) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.846 to 37.800 ns 
Fit Parameters 
Fit = A + Bi.exp(-tJTi) + B2.exp(-tIT2) + B3.exp(-t/T3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	2952E-9 	6.093E-11 	131 	7.344E+3 6.110E+2 	60.01(0.38] 
T2 1.444E-9 	1.021E-10 B2 8,791E+3 3.339E+2 35.15[0.45] 
T3 	5.317E-10 6.654E-ii 	B3 1289E+3 6.378E+2 	4.84 [0.17] 
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Chisq 	1.059E+0 	 A 	-6.580E-1 
Shift - 
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cell2cfpem bottom.txtF2(cell2cfpembottom) : Properties 
Scan Type 	 r Exponential Fit Time Scan 
Comment 
Time range 	 : 18.738 to 32.400 ns 
Fit Parameters 
Fit = A + Bi.exp(-tITi) + B2.exp(-tiT2) 
Value 	Std Dev 
Ti 	2766E-9 5.391E-11 
T2 1.157E-9 4.482E-ii 




Value Std Dev 	Rel % 
Bi 3.368E+3 	1.652E+2 
82 2.879E+3 	1.558E+2 
A 3.430E+0 
270405 
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cfpyfp celil top.txtF3(cell1top3exp): 	Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 i 13.473 to 32.400 ns 
Fit Parameters 
Fit = A + Bi .exp(-tITi) + B2.exp(-t/T2) + B3.exp(-tIT3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	2.862E-9 	8.126E-11 	Bi 	7.958E+3 1.021E+3 	45.61[026] 
T2 1 508E-9 	9.054E-1i B2 1.483E+4 4.736E+2 44.80[0.48] 
T3 	5.932E-10 3.899E-ii 	B3 8.079E+3 	9.276E+2 	9.59 [0.26] 
Chisq 	1.099E+0 	 A 2.526E+0 
Shift -- 
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cfpyfp celli bottom .txtF3(celll bottom3exp): 	Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 13.473 to 32.400 ns 
Fit Parameters 
Fit = A + Bi .exp(-t/Ti) + B2.exp(-t/T2) + B3.exp(-tIT3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	1.543E-9 	6.931E-11 	Bi 	1.605E+4 4.233E+2 	49.79[0.53] 
T2 5.472E-10 3.302E-11 B2 7.390E+3 	6.463E+2 	8.13 [0.24] 
T3 	2.966E-9 	8.393E-1 1 	83 	7.052E+3 8.636E+2 42.07[023] 
Chisq 	1 034E+0 A 3.190E-1 
Shift -- 
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cfpyfp ce112.txtF3(cell23exp) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 13.473 to 32.400 ns 
Fit Parameters 
Fit =A + B1.exp(-t/T1) + B2.exp(-t/T2) + B3.exp(-tIT3) 
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Value 	Std Dev 	 Value 	Std Dev Re[ % 
Ti 	2.917E-9 	3.368E-1i 	Bi 	2.768E+4 1334E+3 56.85[0.35] 
T2 1.487E-9 	4.605E-ii B2 3.635E+4 6.967E+2 38.06[0.46] 
13 	4.926E-10 2.397E-11 	B3 1.466E+4 9.337E+2 5.09 	[0.19] 
Chisq 	1.144E+0 	 A 6.335E+0 
Shift -- 
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cfpyfp ce113.txtF3(cell3 3exp): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 13.446 to 35.100 ns 
Fit Parameters 
Fit =A+ Bi.exp(-tfTl)+ B2,exp(-tIT2)+ B3.exp(-t/T3) 
Value 	Std 0ev 	 Value 	Std Dev Rel % 
Ti 	1.887E-9 	8.783E-11 	Bi 	1,450E+4 4345E+2 55,02[0.55] 
12 6729E-10 3.572E-ii B2 7.221E+3 	5.744E+2 9.77 	[0.27] 
13 	1594E-9 	1.501E-10 	B3 	4.869E+3 8.663Ei-2 35.20[0.18] 
Chisq 	1034E+0 A 6.701E+0 
Shift -- 
280405 
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cell  allcfpem .txtF3(celli allcfpem 3exp) : 	Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 : 18.468 to 37.800 ns 
Fit Parameters 
Fit = A + Bi .exp(-t/Ti) + B2.exp(-tIT2) + B3.exp(-tJT3) 
Value 	Std Dev 	 Value 	Std 0ev Re] % 
Ti 	2.997E-9 	4.940E-11 	Bi 	1.002E+4 6.661E+2 	57 .0610. 361 
T2 1.521E-9 	5.613E-11 B2 1.382E+4 4.196E+2 39.94[0.50] 
13 	4.079E-10 3.652E-11 	B3 	3,861E+3 	3.255E+2 	2.99 [0.14] 
Chisq 	1 045E+0 	 A 1.483E+0 
Shift -- 
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cell2allcfpem.txtF3(cell2al1cfpem3exp) 	Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 : 18.468 to 35.100 ns 
Fit Parameters 
Fit = A + B1 .exp(-tJTl) + B2.exp(-tiT2) + B3.exp(-tIT3) 
Value 	Std 0ev 	 Value 	Std 0ev Rel % 
Ti 	1.671E-9 	1.123E-10 	Bi 	6.630E+3 3.503E+2 	61.20[0.63] 
T2 5.207E-10 5.721E-11 B2 	2,159E+3 	3,015E+2 	6.21 	[0.20] 
T3 	3.351E-9 	3.192E-10 	B3 	1.761E+3 5.990E+2 32.59[0.17] 
Chisq 	1.090E+0 A -1.554E'-O 
Shift - 
270405 cfp-yfp data for cells that look like UP 
Edinburgh Analytical Instruments F900 
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cfpyfp ce114 top. txtF3(cell4top3exp): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 13,419 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-t/T1) + B2.exp(-tIT2) + B3.exp(-tiT3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	1.474E-9 	1.670E-10 	Bi 	8.571E+3 1.840E+3 	2465[0.38] 
T2 7.332E-10 2.139E-10 B2 1.777E+3 	2109E+3 	2.54 [0.08] 
T3 	3.023E-9 	2.244E-1 1 	B3 	1.234E+4 4.887E+2 72.80[0.54] 
Chisq 	1.177E+0 A 1.000E+0 
Shift -- 
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cfpyfp ce114 bottom.txtF3(cell4bottom3exp): 	Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 : 13.365 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-tiTl) + B2.exp(-tIT2) + B3.exp(-t/T3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	1.404E-9 	1.106E-10 	Bi 	7.048E+3 1,372E+3 	2 3. 79[0 . 39] 
T2 8.002E-10 4.291E-10 B2 8.534E+2 	1,511E+3 	164 [0.05] 
T3 	3.004E-9 	1.574E-11 	B3 	1.032E+4 2.514E+2 74.57[0.56] 
Chisq 	1.073E+0 A 1.000E+0 
Shift -- 
CFP-YFP 2- and 3-exponent comparison 
270405 
celli top 
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cfpyfp cell'! top.txtF2(Multi Time Scan) : Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 : 13.473 to 32.400 ns 
Fit Parameters 
Fit = A + B1.exp(-tITl) + B2.exp(-tiT2) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	2.500E-9 9.136E-12 	Bi 	1.375E+4 1.417E+2 	69.00 [0.45] 
T2 9.342E-10 	8.360E-12 B2 	1.653E+4 1.278E+2 	31.00 [0.55] 
Chisq 	1.400E+0 A 	8.983E+0 
Shift - 
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cfpyfp celli top.txtF3(Multi Time Scan) : Properties 
Scan Type 	 . Exponential Fit Time Scan 
Comment 
Time range 	 : 13.473 to 32.400 ns 
Fit Parameters 
Fit = A + Bi .exp(-t/Ti) + B2.exp(-tJT2) + B3.exp(-tIT3) 
Value 	Std Dev 	 Value 	Std 0ev Rel % 
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Ti 	2.862E-9 	8.126E-11 	BI 	7.958E+3 1.021E+3 	45.61 (0.26] 
T2 1.508E-9 	9.054E-11 B2 1.483E+4 4.736E+2 44.80 [0.481 
13 	5.932E-10 3.899E-11 	B3 8.079E+3 	9.276E+2 	9.59 [0.26] 
Chisq 	1.099E+0 	 A 2.526E+0 
Shift -- 
cell'! bottom 
Edinburgh Analytical Instruments F900 
cfpyfp celli bottom.txtF2(Multi Time Scan) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 13.473 to 32.400 ns 
Fit Parameters 
Fit = A+ B1.exp(-tJTi)+ B2.exp(-t/T2) 
Value 	Std 0ev 	 Value 	Std Dev Rel % 
Ti 	2.515E-9 	9.442E-12 	Bi 	1.360E+4 1.451E+2 	69.06 [0.46] 
12 9.501E-10 8.714E-12 B2 1.613E+4 	1.308E+2 	30.94 [0.54] 
Chisq 	1.472E+0 	 A 	8.302E+0 
Shift -- 
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cfpyfp celli bottom.txtF3(celll bottom 3exP) 	Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 13.473 to 32.400 ns 
Fit Parameters 
Fit = A + Bi .exp(-tJTl) + B2.exp(-tJT2) + B3.exp(-t/T3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	1.543E-9 	6.931E-11 	Bi 	1.605E+4 4133E+2 	49.79 [0.53] 
T2 5.472E-10 3.302E-11 B2 7.390E+3 	6.463E+2 	8.13 	[0.24] 
T3 	2.966E-9 	8.393E-11 	B3 	7.052E+3 8.636E+2 42.07 [0.23] 
Chisq 	1.034E+0 A 3.190E-1 
Shift - 
cell2 
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cfpyfp ceI12.txtF2(Multi Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 13.473 to 32.400 ns 
Fit Parameters 
Fit = A + Bi .exp(-tITi) + B2.exp(-t/T2) 
Value 	Std 0ev 	 Value 	Std Dev Re[ % 
Ti 	2.635E-9 	5.498E-12 	Bi 	4.058E+4 2.281E+2 	75.54 [0.53] 
T2 9.573E10 6.405E-12 B2 3.617E+4 	2.061E+2 	24.46 (0.47] 
Chisq 	2.022E+0 	 A 	2.586E+1 
Shift -- 
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cfpyfp ce112.txtF3(Multi Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 13.473 to 32.400 ns 
Fit Parameters 
Fit = A + Bi .exp(-tITi) + B2.exp(-tIT2) + B3.exp(-tJT3) 
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Value Std Dev 	 Value Std 0ev Rel % 
Ti 2.917E-9 3.368E-11 	Bi 2.768E+4 1.334E+3 56.85[0.35] 
T2 1.487E-9 4.605E-ii B2 3.635E+4 6.967E+2 38.06[0.46] 
13 4.926E-10 2.397E-ii B3 1.466E+4 9.337E+2 	509 (0.19] 
Chisq 1.144E+0 A 6.335E+0 
Shift -- 
cell3 
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cfpyfp ceI13.txtF2(Multi Time Scan): Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 : 13.446 to 35.100 ns 
Fit Parameters 
Fit = A + Bi .exp(-t/Ti) + B2.exp(-t/T2) 
Value 	Std Dev 	 Value 	Std 0ev Rel % 
Ti 	2.875E-9 1.122E-11 	Bi 	1.190E+4 1.300E+2 	69.15 [0.46] 
T2 1.083E-9 1.013E-11 B2 1.409E+4 1173E+2 30.85 [0.54] 
Chisq 	1.414E+0 	 A 	1.627E+1 
Shift - 
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cfpyfp cel13.txtF3(Multi Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 13.446 to 35.100 ns 
Fit Parameters 
Fit = A + B1.exp(-t/Ti) + B2.exp(-tIT2) + B3.exp(-tIT3) 
Value 	Std 0ev 	 Value 	Std Dev Rel % 
Ti 	1.887E-9 8.783E-11 	Bi 	1.450E+4 4.345E+2 	55.02 [0.55] 
T2 6.729E-10 	3.572E-11 B2 	7.221E+3 5,744E+2 	9.77 [0.27] 
T3 	3.594E-9 1.501E-10 	83 	4.869E+3 8.663E+2 	35.20 [0.18] 
Chisq 	1.034E+0 	 A 6.701E+0 
Shift -- 
280405 CFP_YFP 2&3exp comparison 
celil allcfpem [equivalent to LaVision] 
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cell  allcfpem .txtF2(Multi Time Scan): Properties 
Scan Type 	 Exponential Fit Time Scan 
Comment 
Time range 	 : 18.468 to 37.800 ns 
Fit Parameters 
Fit =A+ B1.exp(-t/T1)+ B2.exp(-t/T2) 
Value 	Std 0ev 
	
Value 	Std 0ev Rel % 
Ti 	2.721E-9 1.066E-11 
	
Bi 	1.446E+4 1.614E+2 
	
75.01 (0.54) 
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cell  allcfpem.txtF3(Multi Time Scan): Properties 
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Scan Type . Exponential Fit Time Scan 
Comment 
Time range : 18.468 to 37.800 flS 
Fit Parameters 
Fit =A + B1.exp(-t/T1) + B2.exp(-t/T2) + B3.exp(-tIT3) 
Value Std Dev 	 Value 	Std Dev Rel % 
Ti 	2.997E-9 4.940E-ii 	Bi 	1.002E+4 6.661E+2 57.06 [0.36] 
T2 1.521E-9 5.613E-11 B2 1.382E+4 4.196E+2 39.94 [0.50] 
T3 	4.079E-10 3.652E-11 	B3 3.861E+3 	3.255E+2 2.99 [0.14] 
Chisq 	1.045E+0 A 1.483E+0 
Shift - 
ce112 allcfpem 
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cell2al1cfpem .txtF2(Multi Time Scan) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.468 to 35,100 ns 
Fit Parameters 
Fit =A+ B1.exp(-tJTi)+ B2.exp(-t/T2) 
Value 	Std Dev 	 Value Std Dev Re] % 
Ti 	2.517E-9 	2.093E-ii 	Bi 5.049E+3 1.173E+2 70.86 [0.49] 
T2 1.001E-9 	1.954E-i1 B2 5.222E+3 1.065E+2 29.i4[0.51] 
Chisq 	1.270E+0 A 6.557E+0 
Shift - 
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cell2al1cfpem.txtF3(Multi Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.468 to 35.100 ris 
Fit Parameters 
Fit = A + Bi .exp(-tITl) + B2.exp(-tIT2) + B3.exp(-t/T3) 
Value 	Std Dev 	 Value Std Dev Rel % 
Ti 	1.671E-9 	1.123E-10 	Bi 6.630E+3 3.503E+2 61.20 [0.63] 
T2 5.207E-10 5.721E-11 82 	2.159E+3 	3.015E+2 6.21 	(0.20] 
T3 	3.351 E-9 	3.192E-10 	B3 1.761E+3 5.990E+2 32.59 [0.17] 
Chisq 	1.090E+0 A -1.554E+0 
Shift -- 
040505 CFP-YFP 2&3 exp comparison 
celli cfpem left 
Edinburgh Analytical Instruments F900 
cell lcfpem left. txtF2(Multi Time Scan) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.846 to 40.500 ns 
Fit Parameters 
Fit = A + Bi.exp(-tITl) + B2.exp(-tJT2) 
Value 	Std 0ev 	 Value 	Std 0ev Rel % 
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Ti 	2.735E-9 7.779E-12 	Bi 1.949E+4 1.633E+2 	71.82 (0.501 
T2 1.054E-9 8.678E-12 B2 1 986E+4 1.475E+2 28.18 [0.50] 
Chisq 	1.154E+0 A 6.006E+0 
Shift -- 
Edinburgh Analytical Instruments F900 
cell lcfpemleft.txtF3(Multi Time Scan) Properties 
Scan Type : Exponential Fit Time Scan 
Comment 
Time range : 18.846 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-tITi) + B2.exp(-tIT2) + B3.exp(-tJT3) 
Value Std 0ev 	 Value Std Dev Re] % 
Ti 	1.562E-9 1.041E-10 	Bi 1.702E+4 6.945E+2 	35.77 10.43] 
T2 6.736E-10 5.454E-ii B2 8.697E+3 	1.438E+3 	7.88 	[0.22] 
T3 	2.949E-9 4.994E-i1 	B3 1.420E+4 1.156E+3 56.35 [0.35] 
Chisq 9.572E-1 A 1.993E+0 
Shift 	- 
celli cfpemright 
Edinburgh Analytical Instruments F900 
cell icfpemright.txtF2(Multi Time Scan) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.819 to 35.100 ns 
Fit Parameters 
Fit =A+ B1.exp(-tJTi)+ B2.exp(-tIT2) 
Value 	Std Dev 
Ti 	2.701 E-9 1.977E-11 





Value Std Dev 	Rel % 
Bi 7130E+3 	1.371E+2 
B2 6.305E+3 	1.250E+2 
A 5.162E+0 
Edinburgh Analytical Instruments F900 
cell  cfpemright.txtF3(Multi Time Scan) : Properties 
Scan Type : Exponential Fit Time Scan 
Comment 
Time range : 18.819 to 35.100 ns 
Fit Parameters 
Fit = A + Bi.exp(-tJTi) + B2.exp(-tIT2) + B3.exp(-t/T3) 
Value Std Dev 	 Value 	Std Dev Rel % 
Ti 	6.050E-9 8.228E-9 	Bi 	3.708E+2 1.026E+3 8.53 [0,03] 
T2 2 395E-9 2.928E-10 B2 8.135E+3 3.826E+2 74.05 [0.60] 
T3 	9135E-10 7.231E-ii 	B3 5.017E+3 	8.077E+2 17.42 [0.37] 
Chisq 1.055E+0 A -1.402E+1 
Shut 	-- 
cell2cfpemleft 
Edinburgh Analytical Instruments F900 
cell2cfpem left. txtF2(Multi Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.819 to 40.500 ns 
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Fit Parameters 
Fit = A + Bi exp(-tITl) + B2exp(-t/T2) 
Value 	Std Dev 	 Value 
Ti 	2.615E-9 1.001E-11 	Bi 
T2 9346E-10 	 9.554E-12 
Chisq 	1.296E+0 A 
Shift -- 
Std Dev Re[ % 
9.528E+3 1.061E+2 	6852 [0.45] 
B2 	1.175E+4 9.602E+1 	 31.48 [0.55] 
3.493E+0 
Edinburgh Analytical Instruments F900 
cell2cfpemleft.txtF3(Multi Time Scan): Properties 
Scan Type : Exponential Fit Time Scan 
Comment 
Time range : 18.819 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-t/T1) + B2.exp(-tJT2) + B3.exp(-tIT3) 
Value Std Dev 	 Value 	Std Dev Ret % 
Ti 	1.573E-9 9.616E-11 	Bi 	1.022E+4 1479E+2 44 13[0.47] 
T2 6.144E-10 4.250E-11 B2 5.850E+3 6.753E+2 9.86 	[0.27] 
T3 	2.958E-9 7604E-11 	B3 	5.669E+3 6.935E+2 46.01 	[0.26] 
Chisq 	1.061E+0 A 7.920E-1 
Shift -- 
cell2cfpemright 
Edinburgh Analytical Instruments F900 
cell2cfpem right.txtF2(Multi Time Scan) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 18.846 to 37.800 ns 
Fit Parameters 
Fit = A + B1.exp(-t/T1) + B2.exp(-t/T2) 
Value 	Std Dev 
Ti 	2.732E-9 1.211E-11 





Value Std Dev 	Ret % 
Bi 9.768E+3 	1.173E+2 
82 9.268E+3 	1.058E+2 
A 3.458E+0 
Edinburgh Analytical Instruments F900 
cell2cfpemright.txtF3(Multi Time Scan): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 18.846 to 37.800 ns 
Fit Parameters 
Fit = A + Bi .exp(-tITi) + B2.exp(-tIT2) + B3.exp(-tIT3) 
Value 	Std Dev 	 Value 	Std Dev Re] % 
Ti 	2.952E-9 	6.096E-11 	Bi 	7.344E+3 6.114E+2 	60.01 [0.38] 
T2 1.444E-9 	1.022E-10 82 8.791E+3 3.339E+2 3515 [0.45] 
T3 	5.317E-10 6.660E-11 	B3 1289E+3 6384E+2 	4.84 [0.17] 
Chisq 	1.059E+0 	 A -6.580E-1 
Shift - 
Edinburgh Analytical Instruments F900 
cfpyfp ceII4 top. txtF3(cetl4top3exp): Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
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Time range 	 13.419 to 40.500 ns 
Fit Parameters 
Fit = A + Bi .exp(-t/T1) + B2.exp(-t/T2) + B3.exp(-t/T3) 
Value 	Std Dev 	 Value 	Std Dev Ret % 
Ti 	1.474E-9 1.670E-10 	Bi 	8.571E+3 1.840E+3 	24.65 
T2 7.332E-10 	2.139E-10 B2 	1.777E+3 2109E+3 	2.54 
T3 	3.023E-9 2.244E-1l 	B3 	1.234E+4 4887E-*-2 	72.80 
Chisq 	1.177E+0 	 A 1.000E+O 
Shift -- 
Edinburgh Analytical Instruments F900 
cfpyfp ceI14 bottom. txtF3(cett4bottom3exp) : Properties 
Scan Type 	 : Exponential Fit Time Scan 
Comment 
Time range 	 : 13.365 to 40.500 ns 
Fit Parameters 
Fit = A + B1.exp(-tITl) + B2.exp(-t/T2) + B3.exp(-t/T3) 
Value 	Std Dev 	 Value 	Std Dev Rel % 
Ti 	1.404E-9 1.106E-10 	Bi 	7.048E+3 1.372E+3 	23.79 
T2 8.002E-10 	4.291E-10 B2 	8.534E+2 1.511E+3 	1.64 
T3 	3.004E-9 1.574E-11 	B3 	1.032E+4 2.514E+2 	74.57 




Media and Solutions used in Bacterial Protein production 
Luria-Bertani (LB) broth (per litre) 
10 g tryptone 
5 g 	yeast extract 
10 g sodium chloride 
(adjusted to p1-17 with NaOH) 
M9 minimum broth (per ml) 
0.2% glucose 
25j.ig tryptophan, threonine & proline 
SOpg leucine & arginine 
lojig histidine 
20p.g uracil & thymidine 
I j.tg thiamine 
LB agar (per litre) 
10 g trypt one 
5 g yeast extract 
10 g sodium chloride 
15g agar 
Column buffer 
20 mM TrisHCl (2-Amino-2-(hydroxymethyl)- 1,3-propanediol), hydrochloride) pH7 
0.2 M NaCl 
1 mM EDTA (ethylenediaminetetraacetic acid) 
I mM TCEP (Tris(2-carboxyethyl )phosphine hydrochloride) 
Cell lysis buffer 
20 mM TrisHCl pH7 
0.2 M NaCl 
1 mM EDTA 
I mM TCEP 
0.1% TritonX 
Column cleavage buffer 
20 mM TrisHCl pH7 
0.2M NaCl 
1 mM EDTA 
1 mM TCEP 
50 mMCysteine 
Column stripping solution 
0.3 M NaOH 
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Appendix viii 
Europhoton QA Detector User Guide 
CAUTION 
The Europhoton QA TSCSPC detector is highly sensitive 
use the detector with the fluorescent lights on 
dim the low-level lights during exposure 
ALVVAYS cover the microscope with blackout cloth 
AQA/k 	start exposures with the shutter closed 
ALVv/ 	switch off the HV supply immediately after exposure 
ALWI 	close the shutter before removing/adjusting samples 
stop cooling 1 hour before switching off detector 
Unless you have £100,000 to spare! 
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Using the Europhoton Detector 
The Europhoton detector is a highly sensitive and quantitative Time and Space 
Correlated Single Photon Counting (TSCSPC) detector. It uses a Micro Channel 
Plate (MCP) to detect the arrival of individual fluorescence photons and assign the 
arrival time after the excitation pulse and a quadrant anode that defines the x-y 
position of the photon on the detector. It can also assign an absolute arrival time 
relative to the start of the experiment. It does this at a typical working count rate of 
40 kHz but can work at a maximum count rate of 100 kHz. It can be cooled down to 
-1 8°C to reduce the thermal noise in the detector (the dark count) to approximately 
10 Hz. Because of its high sensitivity to photons it must only be used in subdued 
lighting. Operating the detector with the fluorescent lighting on will cause permanent 
damage to the MCP. Even when the High Voltage (HV) supply is not activated the 
shutter to the detector should always be closed to minimise any damage from 
ambient light conditions. When starting an experiment, the shutter must start closed 
and then be opened slowly to the fully open position, checking the count rate on the 
display carefully to ensure that it does not exceed the maximum. One may find it 
useful to have a small pencil torch or other low intensity light source with one when 
doing experiments, to allow one to adjust the focus or stage during an exposure. This 
should not be a bright LED type device. During exposures the blackout cloth must 
be in position over the microscope to cut out any stray light. These simple 
precautions are a small price to pay for the highly quantitative data that this rare and 
powerful detector can supply. This guide will help use the detector to acquire this 
data and push the boundaries of Fluorescence Lifetime Imaging Microscopy. 
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Setting up the laser light source 
The detector requires a pulsed laser source to acquire the lifetime data. It also 
requires a start (or in this case a stop) trigger signal to reference to the arriving 
fluorescent photon. How it gets this signal depends on whether the Ti-Sapphire laser 
or a diode / LED laser is being used. The setting up of these two types of laser source 
is different. The set-up and tuning of the Ti-Sapphire laser is beyond the scope of this 
manual and must only be attempted by a qualified operator, but the final alignment 
and collimation of all types of laser into the microscope is a task that must be 
understood and can be undertaken by the microscope user. The two types of laser 
illumination will be covered separately, starting with the Ti-Sapphire laser. 
Using the Ti-Sapphire Laser 
When the Ti-Sapphire laser is being used, the trigger signal is supplied by a fast 
photodiode. This photodiode is powered by the Edinburgh Instruments spectrometer 
and so the power switch to the No 1 sample chamber must be activated. If the trigger 
signal fails at any time, this is the first thing to check. A portion of the laser beam is 
directed to this photodiode by a half-silvered mirror and the signal is taken by a cable 
to the input of the Constant Fraction Discriminator (CFD). This is situated in the 
large frame to the left of the microscope. The CFD ensures that the timing signal is 
essentially independent of the amplitude of the pulse. The output of the CFD is 
connected to the STOP port of the control box via the delay box. The delay box is 
required to ensure that the stop signal is within the range of the Time to Amplitude 
Converter (TAC) of the system. This needs to be checked and adjusted if necessary 
before any experiments are started. This process will be dealt with later. 
The laser beam is directed into the back of the microscope via a number of lenses 
and mirrors. The lenses expand and collimate the beam, to provide a suitable field of 
view, and the mirrors centre the beam on to the back aperture of the microscope 
objective. Fine adjustment of these, particularly the mirrors, is crucial to any 
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experiment undertaken on the microscope. Even if the laser has been set-up 
previously, the beam profile can change slightly due to the variability of this type of 
laser and so the field of view needs to be checked at the start of any experiment. It is 
also necessary to include a variable Neutral Density (ND) attenuation wheel in the 
beam path when using the Ti-Sapphire laser. Without suitable attenuation the laser 
power will be too high for the detector, even at wavelengths where the power is 
limited, such as 478 nm. It may be necessary to have additional attenuation at 
particularly high laser powers. above I mW. This can be achieved by inserting an 
additional attenuation wheel or a glass ND filter. 
Adjusting the light distribution and field of view - Ti Sapphire 
Figure 1: Beam conditioning and alignment optics 
The laser beam passes through the conditioning optics before being directed into the 
microscope by the two mirrors. The conditioning optics consist of a lens that focuses 
the beam onto a pinhole, to exclude any peripheral scattering, and then is collimated 
by another lens before being redirected by the two mirrors into the back of the 
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microscope. The Ti-Sapphire laser should have been set-up by the qualified person, 
but final fine adjustment of the beam through the conditioning optics can be achieved 
by adjusting the beam-directing mirror located alongside the pump laser (not shown 
in figure 1). Place a piece of A4 white paper after the conditioning optics and adjust 
the mirror until the beam is maximised on the paper. Adjusting the size and position 
of the pinhole alters the diameter of the beam. Ensure that the beam is collimated by 
repositioning the final lens until the size of the collimated beam remains constant 
between the final mirror and the back of the microscope. This is best achieved by 
moving a white card between the mirror and the back of the microscope and 
observing any change in the size. One should also check that the beam has a uniform 
light distribution. 
To ensure that the beam is focused centrally on the back of the objective, one should 
use the centring tool. This is screwed into the objective turret and has a screen to 
show the position of the beam. Remove the stage plate and turn the objective turret 
until the centring tool is located above the filter cube. Ensure the correct filter cube is 
in place and observe the position of the beam spot on the centring tool screen. Adjust 
the position by turning the x and y screw adjusters on the final mirror until the beam 
is centred. Final adjustment needs to be made at the beginning of the experiment by 
checking the field of view on the detector, but this will be dealt with later. 
Adjusting the light distribution and field of view - Diode laser 
The diode laser uses the same conditioning and final alignment optics as the Ti-
Sapphire, as the diode is positioned in the same beam line. It must be positioned into 
the two post holders located before the attenuation wheel. Adjustment of the height 
and direction of the beam can be made by loosening the fixing and post locking 
screws and raising/twisting the diode housing before re-securing the screws. The 
diode laser has a narrow line-like beam pattern and so to ensure a suitable 
illumination profile a cylindrical lens needs to be inserted into the empty lens holder 
positioned at the front of the beam conditioning assembly. Rotate the lens in the 
holder until an acceptable beam pattern is observed. The lens can be secured by use 
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of the grub screw in the holder. Adjust the pinhole and final collimating lens as for 
the Ti-Sapphire laser above to ensure the beam is properly collimated. 
Adiustina the liaht distribution and field of view - LED laser 
The LED laser heads do not have a collimated beam pattern and so cannot be 
installed in the same beam line as the diode and Ti-Sapphire lasers. These should be 
fitted in the alternative beam line as shown in Figure 1. When using the LED laser, a 
mirror is fitted to the post immediately behind the back of the microscope to direct 
the beam into the microscope. The height of the laser head, direction of beam and 
angle of the mirror must all be adjusted and the screws tightened once the optimum 
position is attained. The beam cannot be perfectly collimated easily, so the focusing 
lens is used to focus the image of the LED onto the centring tool. The LED has a 
bow tie' shape and the focusing lens is adjusted until the clearest image of the bow 
tie' appears on the centring tool. The position of the image is centred by adjusting the 
x and y screw adjusters on the final positioning mirror. As before, final alignment 
needs to be done at the beginning of the experiment using the detector image. 
Usina the hiah rressure mercury lam 
If the mercury lamp is to be used, for locating fluorescent biological samples for 
example, it should be switched on and allowed to warm up for approximately 10 
minutes before use. The lamp is already focused and so needs no further alignment. 
To turn the lamp on, switch on the power supply to the right of the microscope and 
after 2-3 seconds press the ignition switch. A click will be heard and the lamp ready 
light will illuminate briefly. Once the lamp has reached temperature the lamp ready 
light will illuminate permanently. The bulb in the lamp has a 200 hour lifespan, the 
display shows the cumulative hours. However, continually switching the lamp on and 
off greatly reduces this lifespan so it is better to leave it on for the duration of the 
experiment, rather than switching it on and off as required. The lamp illumination is 
directed into the microscope by means of a flip mirror in the housing behind the rear 
port. 
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CAUTION: The light from the mercury lamp is a high intensity broadband UV 
& visible source. This light is unfiltered until a suitable excitation filter is 
inserted. Please avoid direct exposure to the illumination, particularly if the 
excitation filter is incorporated into the filter cube. If this is the case, the 
blackout cloth should be positioned over the stage to screen any unfiltered 
UV light from the operator. NEVER observe through the eyepiece unless a 
suitable emission filter is inserted into the filter cube. 
If one is using the Ti-Sapphire laser source, and an excitation filter is not needed in 
the filter cube, a suitable excitation filter can be fitted into the circular holder and 
placed on the rails between the mercury lamp turret and the back of the microscope. 
This ensures that only the filtered light enters the microscope, and there is less 
danger of accidental UV exposure to the operator. If this is the case, please 
remember to remove the filter before laser illumination is restored. 
Once the laser light source has been aligned, the objective lens can be fitted to the 
turret and the sample set-up on the microscope stage. If possible, the sample to be 
imaged should be found and focused before detection takes place, by using the 
mercury lamp. the transmission light source or both. The transmission light can only 
be used where the sample is mounted on a transparent glass slide, as the transmission 
light source is above the sample stage. Instructions for using the transmission light 
source are included later on. 
Installing Obiectives and Filter Cubes 
The objectives are screwed onto a vacant port on the rotating objective turret. This 
allows several different magnification objectives to be installed and then rotated into 
position below the sample. The filter cubes are installed in a housing below the turret 
and can be moved in and out of position by a lever. It is vitally important to any 
experiment that the correct filters and filter cube are used. If these are not checked 
before the experiment then hours of work can be lost. Never assume that the filter 
cube is the same one that was left in there last night and always take it out and check 
it before running the experiment. 
rtbngsot 
Sctew-M exatatjo" 
Figure 2: A filter cube showing the excitation and emission filters and the filter 
cube mounting rail and selection lever 
The filter cube consists of a filter block containing a dichroic (DC) mirror. This 
mirror reflects light up to the cut-off wavelength and transmits light above this 
wavelength. The block will have the cut-off wavelength of the DC, in nanometres, or 
the fluorophore set it has been designed for stamped on a yellow label. One needs to 
ensure that the cut-off is above the wavelength of the laser one is using, and below 
the fluorescence emission wavelength range one is imaging. There are spectra in the 
lab showing the cut-off and cut-on wavelengths of the filters and filter blocks used in 
the lab. The excitation filters are screwed on to the front of the block and the 
emission filters are a bayonet fit onto the bottom of the block. If a fitted filter of the 
correct wavelength range is unavailable, a suitable round filter can be secured to the 
block by tape. Please be particularly careful when taping an emission filter into the 
block that it does not become detached, as it can fall down and jam the filter cube in 
the loaded position and can take considerable time and effort to remove it. Once the 
correct filters have been installed, the complete filter cube is loaded onto the rail, 
emission filter down. The end of the rail is made accessible by moving the lever to 
the left until the end of the rail is visible, but not at the end of the housing. The filter 
cube should click into position at the end of the rail once it is properly mounted. Up 
to four cubes can be fitted onto the rail at the same time and can be moved into 
position below the sample by means of the selection lever. Empty plastic blocks are 
fitted into the vacant positions when not all of the cubes are loaded, to ensure that the 
cubes cannot move from their original position. The selection lever moves in the 
opposite direction to the rail, so that the position of the lever mirrors the position of 
the cube that is loaded below the sample, so that when the lever is fully to the right 
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the cube on the right end of the rail is positioned under the sample. Always check the 
position of the filter cube just before starting the experiment, particularly if one is 
using transmitted light to locate samples and need to move the filter cube out of 
position to see the full spectrum transmission. 
Usina Transmission illumination and the port selection wheel 
It is often faster and easier to focus on the sample using transmission light and the 
eyepiece before undergoing a fluorescence experiment. This is only possible when 
the sample is mounted on a transparent slide and no additional equipment, such as 
heaters or stirrers, are located above the sample slide as the transmission condenser is 
located above the sample stage. It is possible to focus on the scratched mirror using 
the transmission light source, since the scratched areas allow light through to the 
objective. This is a useful way of roughly focusing the microscope onto the face of 
any flat surface before placing it onto the sample stage. it is also useful to allow 
checking of the pulse peak location and for uniformity of illumination, which will be 
discussed in the next section. 
To use the transmission light source the power supply needs to be switched on. This 
is the rectangular box to the right of the microscope with a power switch and power 
dial located on the front panel. Once switched on, the brightness of the source can be 
adjusted by several means. There is an attenuation lever located at the head of the 
transmission pillar. The field aperture can be opened or closed by means of a lever 
on the transmission contrast selector. Finally the intensity of the light can be adjusted 
by means of the dial located to the left of the microscope, just forward of the left 
hand focusing knob. Also located here is the on/off switch for the light. 
When using the transmission light source it is also important to have the correct 
setting on the contrast wheel. This is located above the condenser lens. It should be 
turned to the contrast applicable to the objective lens one is using. e.g. DIC. Phi. Ph3 
etc. If the correct contrast is not selected the image will be blurred or distorted in the 
eyepiece/ camera image. 
To choose between the different imaging ports, select the appropriate letter on the 
port selection wheel. The selection wheel is located on the right side of the 
microscope. Port A directs the image to the eyepiece only. while B directs 80% to the 
eyepiece and 20% to the front (camera) port. C directs 100% to the side port 
(LaVision) and D directs 100% to the bottom port (Europhoton). If no image is 
visible when looking through the eyepiece or no image appears on the Europhoton 
screen, please check that the port selection wheel is in the correct position. This is 
particularly important when the experiment requires constant selection of different 
samples for imaging by eye. It is easy to forget to change the wheel back from A to 
D. 
Checkinci for peak location and uniform illumination 
Before undertaking an experiment the position of the excitation peak must be 
determined with regard to the timing software and then the quality of illumination 
and the field of view of the detector optimised. This is best achieved by focusing on 
the scratched mirror with no emission filter and recording an image of the reflected 
light. Because there is no emission filter the amount of light reaching the detector 
will be many magnitudes higher than in a fluorescence image and so the laser 
illumination must be reduced to the absolute minimum possible. With the Ti-
Sapphire laser this means putting the maximum attenuation wheel in place, as well as 
an additional ND filter. In the case of diode or LED illumination, the power dial of 
the driver unit can be reduced as an alternative to increasing the ND attenuation. 
although this will change the profile of the laser pulse slightly. Once the maximum 
attenuation has been achieved, and the mirror focused. one is ready to start the 
experiment. Therefore one will need to open the QACapture software. How this is 
done is covered in the next section. 
Switching on the detector and using the QACapture software 
Unlike the confocah it is not necessary to switch on the computer and detector in a 
certain order. The computer can already be switched on and running the QACapture 
software when the detector control box is switched on without errors occurring. The 
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power switch for the control box is located at the rear. Be careful not to dislodge any 
cables while switching the power on and off, as the RS232 and ribbon cables do not 
have locks on them and can be easily dislodged. It is good practice to check the 
cables are firmly in place before any experiment. Once the control box has been 
powered up the amplifier can be switched on. Please note that all the switches on the 
front of the control box are opposite from what would be expected, i.e. ON in the UP 
position, not down. Please ensure that the HV switch is off (down) before 
switching on the amplifier. This is located at the far right hand side of the 
control box. Again, also ensure that the shutter is closed so that no stray light can 
enter the detector. With the amplifier switched on the QACapture software can be 
used to test the system. It is important to do this before running an experiment, to 
ensure that all the detector quadrants are working and returning sharp signals before 
sending the HV signal to them. 
With the amplifier switched on and the software running the system can be tested. 
0 
Figure 3: QACapture front screen toolbar description. 
From the main screen toolbar, press the QA Configuration button and ensure that the 
work mode is set to 'Test'. From the toolbar press the New Data view button. This 
will bring up the screen shown in Figure 4 where one can define the size and 
resolution of the data view. This only defines the resolution and field of view of the 
display on the computer during the exposure. Data is collected from the whole 
detector and can be viewed later at any resolution and field of view. For most 
applications a resolution of 250x250 is sufficient for the entire field of view. The 
range is the fraction of the full area of the detector being viewed. There is little data 
at the edges of the detector, especially if the field aperture is closed to any degree. 
Figure 4: The new DataView screen 
For most applications 0.2 to 0.8 in both x and y directions will include most of the 
field of view. If one reduces the range (size of the field of view) dramatically one 
needs to reduce the resolution accordingly. If during the experiment one wants to 
zoom in' on an area of interest one can open up an additional DataView with a 
range that only includes that area, although that view will only include data received 
after the DataView was opened. There is no limit to the resolution that the DataView 
will show, so common sense needs to prevail. One should never have a resolution 
higher than the diffraction limit, as this will show meaningless data. To test the 
system, a resolution of 250x250 and full range will be adequate. After pressing 
create, the DataView will open. One will need to close the DataView creation screen, 
as it does not close automatically! 
The DataView screen shows the output from the detector on the left-hand screen. at 
the resolution and range selected, and any one of 9 different parameters on the right-
hand screen. By clicking on the pull-down menu at the top right one can choose to 
display the output from any of the 5 quadrants, the TAC and TAC uncorrected. 
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showing the decay, the x and y position output or the Tabs, which shows the total 
output from the quadrants. To test the system one needs to check the output from 
each of the 5 quadrants and the Tabs. The display can be changed during the test to 
check each one individually. 
Press the Start experiment' red button on the toolbar and the following online 
options screen should appear. Ensure that this is blue, indicating that the system is in 
test, or offline, mode. As it says, check that the HV switch is off (down). 
, •;c 
Figure 5: The 'Start Test' screen 
When pressing the OK button the test starts. The count display on the front of the 
control box should change to reading 999 or 1.00 and data should start to be received 
by the computer. The control box is now sending a test signal to the detector which 
should display the results. This should be a sharp peak in each of the quadrants and a 




Figure 6: The quadrant and TAbs screens during a test 
If any of the quadrants show a broad peak or the Tabs display shows less than/more 
than 6, or fluctuates, then STOP THE TEST IMMEDIATELY and report this to the 
lab supervisor. The detector may have a fault and it should be investigated BEFORE 
continuing with any experiment. 
If the test results are OK then the system can be put into online mode and the peak 
location and illumination checked. Ensuring that the maximum attenuation is still in 
place, the shutter closed and the lights low the hv can be switched on at the control 
box and the online mode activated on the QA Capture software. This is done by 
pressing the configuration button on the toolbar or by clicking settings on the menu 
bar. By clicking onto online, the online parameters appear. as shown in figure 7, and 
should be checked. The protection level can be left at 200 kHz, the use TAC' button 
ticked and window of 1000 left. Ensure that the 'use external TAC' button is clear 
and the use CFD' button checked. The channel width should be 27 ps, but should be 
periodically checked. This can be done when checking the peak channel position, as 
described later, by introducing various large delays via the delay box and checking 
the change in channel position. It is important to do this over the full range to ensure 
that the channel width is consistent across the full TAC. 
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Figure 7: Checking the online configuration settings 
Once the parameters have been checked press the OK button. Open a new Dataview, 
change to TAC uncorrected view and press the start experiment' button. This will 
bring the 'Online Options' dialogue box up (figure 8). If one is only checking the 
peak position and illumination do not tick the 'record data' box. If one is doing an 
experiment, or one wishes to save the data anyway, ticking the box will bring up the 
'save as' box allowing one to enter a file name for the data file. Ensure that this is in 
one's own documents folder as it defaults to the last folder used, which may be 
someone else's. One can also choose whether to save absolute arrival time data. 
Please note that saving absolute arrival time almost doubles the size of the file, so 
only tick this if there is a need to use this data, for example for comparing data at 
different times during a long experiment or for time binned 'movies'. Once one has 
given the data file a name one is left with the warning that pressing 'OK' will start 
the experiment and to ensure that the HV is on and all external light sources are off. 
After ensuring that this is the case press 'OK' to start the experiment. 
212 
- 	 0FPF°P 
0.20  QADoo 
-j oa02 QdLoata 
0.10 !°°' c.I3.QAD4Ce ­d.  





Ready I Ff. - - 
Figure 8: Recording data files before starting experiment 
-- 	 -;] 	 - 	 JE 
js 	J 
iTL ---- 	 - 	
- ------- 1 
A , 	C. S l!J 	 Offl.ne Mode 
1.00 






FF 1 	CaceI 
wr!te ebSOhJte amy 
rh3reS 
After a few seconds the QA software should start to record data. With the shutter 
closed there should only be a few counts registering and no peak should be visible, 
since the only counts are from stray photons or dark noise which are both non-
correlated. The control box display should show some counts, hopefully only a 
couple of hundred counts per second. [If the control box display shows counts but no 
events are registering on the software then there is no timing signal arriving at the 
computer. Check that the discriminator and photodiode have not been switched off 
(if using the Ti Sapphire laser) or that the diode laser trigger has not been switched 
off.] If both the control box and the software are recording events then SLOWLY 
open the shutter. watching the control box display carefully to ensure that the counts 
don't exceed the cut-off (200 kHz). As soon as the shutter has been opened a sharp 
peak should appear on the Dataview decay and an image should start to appear on the 
display. If high counts are showing on the control box display but no sharp peak 
appears on the computer, the delay box needs to be altered to bring the peak into the 
timescale of the TAC. Adjust the attenuation until the control box display shows -20 
kHz and then adjust the delays by sliding the switches in and out until the peak 
registers in the graphical display. Change from the higher ns values (32 and 64 ns) to 
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the lower ones once the peak is visible and keep adjusting until the peak is at channel 
3600 to 3800. This should give sufficient decay without being at the end of the TAC. 
One can now check the channel timing, if it has not been checked for some time, by 
putting a known, large delay into the delay box and measuring the difference in 
channels of the sharp peak. Ensure that the peaks are at the same height when 
measuring. This can be done by zooming into the graph by right clicking and 
dragging over the bottom scale until it is only a few channels around the peak. Then 
divide the delay by the number of channels separating the two peaks to find the time 
delay per channel. If the channel timing has altered dramatically please check with 
the lab supervisor in case there is a fault somewhere. 
If the illumination is not uniform, and particularly if it is much brighter on one side 
than the other, the alignment of the beam can be fine tuned by adjusting the final 
mirror directing the beam into the microscope. This is best achieved by changing the 
display to a short refresh rate of about 5-10 seconds. This is done by pressing the 
data refresh' button on the toolbar and changing from manual' to 'time' and setting 
the desired number of seconds, as shown in Figure 9. 
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Figure 9: The auto refresh settings 
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The dataview will now reset automatically after the set number of seconds. This 
allows one to make fine adjustments to the mirrors and ascertain if the result is better 
or worse after the system has reset. Don't forget to reset the refresh to manual' 
afterwards. 
Once the peak and illumination have been set a new experiment can be undertaken. 
Remember to replace the emission filter in the filter cube if one has been using the 
mirror to set the illumination and peak position. 
General guidance on performing experiments 
All experiments will be different but there is some general advice that is common to 
all situations. 
Focusing: 
It is generally not the case that what appears focused under transmission illumination 
will also be focused for fluorescence emission. This is particularly true for large 
biological samples. Therefore it is wise to double check that a sample is in focus on 
the detector while running an experiment, by altering the focus by a small amount 
and manually refreshing the display until the image is as sharp as possible. At the 
time of writing, the focal plane of the detector is also very slightly different than that 
of the eyepiece or Nikon camera. After the sample has been focused by eye, through 
the eyepiece or with the camera, the fine focus wheel should be adjusted 2 minor 
divisions counter-clockwise to bring the detector to the same focus. If the detector 
has been replaced or moved subsequently this will no longer be the case and manual 
adjustment may be necessary. 
Photo bleaching: 
Care should be taken not to subject the sample to excessive illumination. For this 
reason it is best to start with high attenuation and slowly build up the intensity. When 
using the mercury lamp remember to close the flip mirror as soon as one has finished 
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using the lamp for locating samples or taking emission photos with the Nikon 
camera. 
Exoosure time: 
The length of an exposure is determined by the amount of information required. The 
longer the exposure, the greater the number of data points. However it is also true 
that the longer the exposure the more chance of photo damage. Therefore a 
compromise needs to be made. The best way to decide is to use a new dataview to 
zoom into the smallest area one will need to examine and wait until the counts in the 
peak channel from that small area is sufficient for one's needs, say for example 1000 
counts. Please be aware, however, that the software allows for channel binning post 
experimentally. This will increase the number of counts in the peak channel, while at 
the same time decreasing the time resolution. Since each channel is only 27 ps, lOx 
binning still allows a high level of time resolution, at least comparable to the 
LaVision system. 
Customising the Dataview: 
The image on dataview can be viewed in grey-scale or 2 different pseudo-colours. 
These can be changed at any time during an exposure by right-clicking inside the 
panel. The default resolution for the dataview is 250 x 250. It is usually safe to 
increase this to 500 x 500 for a full field image (or even 0.2 - 0.8 which is the 
approximate size of the detector field of view). However, if one is zooming in to a 
small area, the resolution needs to be reduced by an appropriate amount, i.e if using a 
0.1 x 0.1 field then the resolution should be reduced to 50 x 50 or less and 0.01 x 
0.01 to 5 x 5. Please remember when opening a new dataview during an experiment 
that it only shows data from when it was opened, not from the beginning of the 
experiment. 
Operating the detector under cooling 
For most applications the detector can be operated at room temperature with no 
cooling. However this can mean that the detector temperature can increase to over 
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35 °C after several hours of operation. As the temperature of the detector increases, 
so do the dark counts. This manifests itself as a general increase in the background 
counts level in the decays. The detector can be cooled to any temperature by the use 
of cold nitrogen gas boiled off from liquid nitrogen contained in a special dewar. 
This is connected to a cooling pipe on the back-plate of the detector, allowing the 
cold nitrogen evolved to pass over the detector. The process is controlled by means 
of a small heating element suspended in the dewar controlled by the software 
program. To activate the cooling one must set the minimum and maximum 
temperature in the QA software AND switch on the cooling on the front panel of the 
control box. Please remember to switch off the cooling on the control panel after 
disabling the cooling in the software. otherwise the control box will continually boil 
off the nitrogen thinking that the temperature is too high and cause freezing in the 
detector. The cooling is controlled by clicking on the cooling' button on the toolbar 
and activating automatic and setting a minimum and maximum temperature, as 
shown in Figure 10. 
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Figure 10: The cooling settings 
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The system will now boil off nitrogen until the temperature of the detector reaches 
the set minimum and then allow the temperature to rise to the maximum before 
boiling off again. A range of 2 °C is adequate. The temperature display should show 
a 'saw tooth' pattern as the temperature fluctuates between the upper and lower 
levels. 
IMPORTANT: It is imperative that the cooling is switched off and the detector 
allowed to warm up again for at least an hour before the system is switched off. 
This is to ensure that no condensation forms on the detector as this will cause 
damage and may stop it from working. If the system does not restart after a 
session of cooling it may be due to condensation on the detector, which should 
be dried out by purging with dry nitrogen as shown below. 
Dry nitrouen purgin 
Carefully unscrew the nitrogen supply from the Ti-Sapphire laser cavity and insert it 
into the end of the length of clear tubing usually found under the microscope bench. 
The other end of the tube needs to be connected to the cooling tube located on the 
back-plate of the detector, under the microscope table. This is most easily achieved 
by fitting the tube to the dewar end of the insulated tube used for liquid nitrogen 
cooling, since the other end of this should always be attached to the detector. Please 
DO NOT remove the insulated tube from the top of the dewar if cooling has been 
recently undertaken and the dewar filled with liquid nitrogen, as it will be very cold. 
In this case the tube will need to be attached directly to the cooling tube on the 
bottom of the detector. Once the tube has been connected open the nitrogen tap on 
the wall beside the computer counter clockwise until there is a free flow of nitrogen. 
Leave the nitrogen purging for about 1 hour. This should be sufficient to drive out 
any moisture on the detector. Please remember to switch off the nitrogen tap 
afterwards. otherwise the entire cylinder of nitrogen will be discharged overnight!! 
Also, remember to reconnect the purge tube to the laser cavity afterwards. 
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Abstract 
We have used widefield photon-counting FLIM to study FRET in fixed and living cells using control FRET pairs. We have studied fixed 
mammalian cells expressing either cyan fluorescent protein (CFP) or a fusion of CFP and yellow fluorescent protein (YFP), and living fungal cells 
expressing either Cerulean or a Cerulean-Venus fusion protein. We have found the fluorescence behaviour to be essentially identical in the 
mammalian and fungal cells. Importantly, the high-precision FLIM data is able to reproducibly resolve multiple fluorescence decays, thereby 
revealing new information about the fraction of the protein population that undergoes FRET and reducing error in the measurement of donor-
acceptor distances. Our results for this simple control system indicate that the in vivo FLrM-FRET studies of more complex protein-protein 
interactions would benefit greatly from such quantitative measurements. 
© 2007 Elsevier By. All rights reserved. 
Keywords: CFP; YFP; Fluorescence; Lifetime; Proteins 
I. Introduction 
The goal of proteomics is a full molecular-level understand-
ing of the cellular functioning of protein molecules [1]. This 
requires the study of the spatio-temporal distribution and be-
haviour of proteins in vivo. In particular, knowledge of the 
nanoscale interaction of proteins with other cellular components 
(including other proteins) is essential. Fluorescence microscopy 
has proven to be an invaluable method for imaging in cell 
biology, primarily due to its high sensitivity and the wide range 
of probes available for the selective labelling of cellular struc- 
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tures [2]. While conventional fluorescence microscopy is 
ultimately limited in the spatial resolution achievable (diffrac-
tion limited to — 200 nm), spatial resolution can be improved by 
using point scanning methods such as c.mfocal microscopy [3], 
and other sophisticated microscopy developments such as 
multiphoton, stimulated emission depletion, 4-Pi, image inter-
ference and near-field scanning microscopy [4]. 
An alternative approach is to take advantage of the phenom-
enon of Förster resonance energy transfer (FRET) [5]. This 
involves monitoring the transfer of energy from an excited 
fluorescent molecule (donor) to another molecule (acceptor). 
The efficiency of energy transfer is proportional to the inverse 
sixth power of the distance between donor and acceptor, making 
it extremely sensitive to interactions in the 1 -10 nm range [5]. 
Whilst the choice of potential fluorophores is considerable, 
the most important for in vivo fluorescence studies in recent 
years has been the green fluorescent protein (GFP), which is an 
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inherently fluorescent recombinant probe [6]. A wide range of 
GFP mutants have been engineered to extend and optimize their 
physicochemical properties In particular, a number of colour 
variants have been constructed for use as complementary 
donor-acceptor pairs for FRET studies [7]. Although these 
probes have made an enormous impact on cell biology, 
extracting quantitative information is non-trivial. Quantification 
is particularly difficult with steady-state fluorescence imaging 
because variations in intensity can be due to local environmen-
tal effects (such as energy transfer), changes in the probe 
concentration or a range of optical artefacts. 
Fluorescence lifetime imaging (FLIM), which spatially maps 
the donor lifetime [8], can overcome the problems of intensity-
based methods because the lifetime is independent of the 
number of fluorescing molecules, so changes in lifetime reflect 
changes in the environment of the probe (e.g. proximity of an 
acceptor chromophore, ion concentration or temperature). 
FLIM has been successfully used to probe energy transfer in 
cells [9-11 ]. However, the multiple decay pathways available to 
an excited molecule due to variations in local environment or 
chemical structure (e.g. due to tautomerisation, protonation or 
ion binding) mean that the fluorescence decay is often complex. 
Such dynamic complexity must be taken into consideration 
when extracting quantitative information from FRET measure-
ments, and this is an emerging area of research [12 16]. 
In this paper, we report the use of the widefield time-domain 
FLIM technique of time- and space-correlated single photon 
counting (TSCSPC) [17] to investigate the effect of the photo-
physical complexity of popular GFP-derived FRET probes, 
expressed in fixed mammalian and living fungal cells, on the 
amount of information that may be extracted. The cells express 
either a cyan variant of GFP or a fusion protein of the cyan 
variant with a short amino acid linker to a yellow variant of 
GFP. This constrains the two fluorophores to be in close 
proximity and allows FRET to occur. For the mammalian cells, 
the cyan variant is ECFP (called CFP henceforth) and the 
yellow variant is EYFP (called YFP henceforth). YFP is 
attached to CFP by a two amino acid linker. The fungal cells 
express either mCerulean (called Cerulean henceforth), which is 
a relatively new cyan variant [18] or Cerulean linked by an eight 
amino acid linker to Venus, an improved variant of YFP [19]. 
We show that the high-precision photon-counting data reveal 
complex fluorescence decays in fixed and living cells. We show 
that an accurate measurement of FRET in cells requires the 
quantitative analysis of complex decays in terms of multiple 
fluorescence lifetimes. The use of average lifetimes can result in 
a significant underestimation of FRET efficiency and donor-
acceptor separation. In this work, we determine for the first time 
the donor and acceptor ratio of FRET interactions in cells using 
FLIM. 
2. Experimental section 
Plasmids used for mammalian expression: eCFP-C I was 
from BD-ClonteCh. pcDNA3-CFP YFP was a gift from G. 
Milligan (IBLS, Glasgow University). YFP was inserted as a 
Kpnl/Notl fragment in pCDNA3 (Invitrogen). CFP was added  
between HindIII and Kpnl. The expressed protein has a two 
amino acid linker (Gly-Thr) between the last amino acid of 
CFP and the first amino acid of YFP. All plasniid constructs 
were verified by DNA sequencing (AGOWA, GmBH). 
Mammalian cell culture and transfection: Cos-1 cells (ATCC 
CRL-1650) derived from African green monkey kidney fibro-
blasts were maintained in DMEM/lO% fetal calf serum 
(Invitrogen). 10 cells were seeded in 6-well dishes and trans-
fected with 0.5 .tg plasmid DNA using Effectene (Invitrogen). 
After 18 h, cells were washed in PBS, tiypsinised and replated 
on sterile glass coverslips, then protein expression was allowed 
for a further 20- 24 h in fresh medium before fixation in 370/ 
para formaldehyde and cold methanol [20]. Coverslips were 
mounted on glass slides using Vectashield (VectorLabs H- 1000) 
and stored in the dark. Data were recorded within 2-3 days. 
Construction of plasniids p9mCer and p9CeVe-N used for 
fungal expression: DNA containing the gene for the mCerulean 
protein was kindly provided by D. W. Piston (Vanderbilt 
University, U.S.A.) and for the Venus protein by A Miyawaki 
(RIKEN Brain Science Institute, Japan). To construct p9mCer, 
mCerulean was amplified by PCR using the following 
oligonucleotides: mCerulean 213 5'-cca!ggtgagcaagggcga-3' 
(NcoI) and 183 5'-gaaucttacttgtacagctcgtccatgcc-3' (EcoRI). 
The resulting PCR fragment, digested with Ncol and EcoRl, 
was introduced into the fungal expression vector pMOJ009 
under control of the A. nidulans gpdA promoter and trpC 
terminator over the NcoI/EcoRI sites. 
To construct p9CeVe-N, mCerulean and Venus were 
amplified by PCR using the following oligonucleotides: 
mCerulean 213 5'-ccatggtgagcaagggcga-3' (NcoI) and 185 5'-
gaattcgcalgcgggcggcggtcacgaactCc-3' (EcoRI, SphI); Venus 
184 5 'ggaicccgca1gcatgggggcaccggtgggtCcgagC1Catggtgag-
caagggcgagg-3' (BamHl, Sphl, SstI) and 183 5'-gaattcttacttg-
tacagctcgtccatgcc-3' (EcoRI), leading to the introduction of the 
stated oligonucleotides at the 5' ends. The resulting PCR 
fragments, digested with Ncol and SphI (mCerulean fragment) 
or Sphl and EcoRl (Venus fragment) were introduced into 
pMOJ009 over the NcoI/SpHI/EcoRl sites. In the expressed 
CeVe-N protein, mCerulean and Venus are separated by an eight 
amino acid linker with sequence MHGGSGGTE. 
Fungal cell culture and transformation: 100 ml of liquid CM 
medium, supplemented with final concentrations of leucin 
(0.2 g/l), nicotinamide (I mg/I) and uridine (5 mM) were inoc-
ulated with 10' spores of the Aspergillus niger strain 455 and 
incubated for 16 h at 30 °C in a shaking incubator. Protoplasts 
were prepared after harvesting the mycelium by treatment with 
10 tg/ml Caylase C4 (Cayla, Toulouse, France) and trans-
formed as described by Kusters-van Someren et al. [21]. Prior to 
imaging, coverslips were inoculated with 100 pJ of the A. niger 
spore suspension and incubated for 16 h at 30 °C. 
Fluorescence imaging: The excitation source was a Ti-
Sapphire femtosecond laser system from Coherent (I OW Verdi 
and Mira Ti-Sapphire laser) producing pulses of 200 fs at 
76 MHz. The output of the Mira was passed through a pulse 
picker (reducing the repetition rate to 4.75 MHz) and then 
frequency doubled to give an output at 420 nm (live cells) or 
430 nm (fixed cells). The excitation beam was split, and one 
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portion was used to trigger a fast photodiode. The photodiode 
output was passed through a constant fraction discriminator 
(cr4000, Ortec), and used as the trigger signal. 
The Ti Sapphire laser beam was expanded, collimated and 
directed into a Nikon TE300 inverted microscope operating in an 
epifluorescence configuration. This excitation light was reflected 
from a dichroic mirror (DM455, Nikon) mounted in a standard 
filter cube and focussed onto the sample using either 100 x  (PF, 
NA=1.3, oil immersion. Nikon), 60x(PA, NAI.2, water 
immersion, Nikon) or 40>< (PF, NA= 1.3, oil immersion, Nikon) 
objectives. The laser power incident on the entry port of the 
microscope was typically around 2 .tW. The resultant fluores-
cence was collected through the same objective, passed through a 
barrier filter (465-495 nm for cyan donor; 510-560 nm for 
yellow acceptor) and imaged onto the FLIM detector (see below). 
For initial location of the cells, the laser was replaced with a Hg 
lamp (Nikon, LH-MIOOCB-l) using a 410-420 rim, excitation 
filter and DM455 dichroic (Nikon) for cyan fluorescence and a 
460-500 nm excitation filter, DM505 dichroic (Nikon) and 505-
560 nm emission filter for yellow fluorescence. Transmission 
images were recorded using the TE300 condenser and a Nikon 
camera (DXM 1200 using ACT-I software control). 
Fluorescence emission from the sample was imaged using 
the technique of time and space-correlated single photon 
counting (TSCSPC) using a quadrant anode detector from 
Europhoton GmbH (Berlin). The data acquisition was in reverse 
mode, with each detected photon assigned to one of 4096 
channels, each of width 27 ps. Typically the count rate over the 
entire detector was 30 kHz, giving an acquisition time of 
-IS mm. Areas of the image were selected and the lifetime 
decay data extracted and analyzed. Data analysis was performed 
with F900 software (Edinburgh Instruments, Livingston, UK), 
via a tail-fitting procedure from the peak of the decay. The 
instrument response of the system, measured using a mirror, 
was 400 p5 FWHM, and no improvement in fits was found by 
reconvoluting with the instrument response. Families of decays 
(e.g. from different regions of interest of cells of the same type) 
were analysed globally using Alango's FAST software 
(Edinburgh Instruments), i.e. they were fitted simultaneously, 
with lifetimes, Ti, as common parameters. The counts in the 
peak channel were typically around 104  . The quality of fit was 
judged on the basis of the reduced chi-squared statistic, x2 ' and 
the randomness of residuals. The lifetime maps were generated 
using QA Analysis software (Europhoton GmbH), fitting from 
the peak of the fluorescence decay. The background was 
estimated by taking the mean counts per pixel (cpp) of areas of 
background and subtracting this level from the entire image. A 
lifetime map was then produced by assigning a colour on a 16-
bit pseudocolour scale to a fitted single exponential decay time, 
and these were displayed over a range of 0-3.2 ns. 
Distance estimation from crystal structures: The donor-
acceptor distances in fusions of cyan and yellow proteins were 
estimated using structures from the RCSB protein data bank 
(www.rc sb.org/Pdb) . The cyan protein was ECFP (code ICV7. 
pdb) and the yellow protein was EYFP (IYFP.pdb). The 
structures were studied using DeepView/Swiss-Pdb Viewer v 
3.7 (www.expaSy.org/Spdbv).  
3. Results 
Cos-] mammalian cells expressing CFP alone or a CFP-
YFP fusion protein, and living fungal cells (germinated spores) 
of A. niger expressing Cerulean or a Cerulean-Venus fusion 
were studied using TSCSPC. The TSCSPC data were used to 
generate a lifetime map, by fitting data from each point in the 
field of view to a single exponential decay; typical lifetime 
maps are shown in Fig. I. Cells that express the same 
fluorescent protein have similar lifetimes with little intracellular 
variation. Uniform lifetime distribution is expected since the 
CFP fluorophore is not fused to any mammalian protein or 
directed to any specific cellular location. There is a consistent 
drop in the average lifetime of CFP between the CFP cells 
(Fig. la) and the CFP -YFP cells (Fig. lb), there is a similar 
drop in the average lifetime of Cerulean between the Cerulean 
(Fig. Ic) and the Cerulean-Venus cells (Fig. Id). This decrease 
in lifetime is attributed to FRET between the two fluorescent 
proteins that are closely tethered by a short amino acid linker in 
the donor- acceptor constructs. 
The lifetime map represents an approximate lifetime and 
only displays the true fluorescence decay when it is mono-
exponential. However, TSCSPC can also be used to detect and 
quantify complex decay behaviour in cells, which can 
potentially provide much more information about the FRET 
process. Fig. 2 shows typical TSCSPC data for mammalian cells 
expressing CFP (Fig. 2a) or CFP-YFP (Fig. 2b), and fungal 
cells expressing either Cerulean (Fig. 2c) or Cerulean--Venus 
(Fig. 2d), together with decays from various regions of interest 
(ROls), as indicated on the fluorescence intensity image. 
The decays, which have been normalized to allow easy 
comparison, clearly show that there is little variation between 
different parts of the same mammalian cell and that Cerulean or 
Cerulean Venusexpressed in living fungal cells display 
qualitatively similar dynamics to the CFP and CFP-YFP in 
fixed mammalian cells. 
To quantify the decay processes in these cells, the data were 
fitted to a multiexponential decay function (Eq. (1)): 
'I 
i(s) = >A1  exp(±) +B 	 (I) 
Ti 
1=1 
where Tj is the fluorescence lifetime, A-, the "A-factor", is the 
fractional amplitude of the ith decay component, and B is the 
background. The A-factor indicates the fraction of the emitting 
molecules that has a particular lifetime, Ti. As will be 
demonstrated later, the .4-factors of the donor decay enable 
the fraction of donors undergoing FRET to be determined. The 
resolution and accuracy of the analysis is improved by 
simultaneously fitting all of the ROls of a particular cell type 
[22]. The results of this global analysis for the mammalian and 
fungal cells are shown in Table 1, giving the globally fitted 
lifetimes, mean A-factors, and the global x2  values. Details of 
the individual A-factors and local x2  values from global 
analysis are shown in Supplementary Table I. 
The global analysis ofCFP shows that the decay is well fitted 
by a biexponential function with lifetimes of 1.36 ns and 
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mammalian cells expressing CFP (a) or a CFP--YFP fusion protein (b), and for 
living fungal cells expressing Cerulean (c) or a Cerulean--Venus fusion protein 
(d). The flinoal cells continued to grow throughout the period ofdata acquisition. 
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.04 ns, and A-factors of 38±6% and 62±6%. respectively. For 
,:ells expressing CFP-YFP, three lifetimes are required to give 
cxcellent fits with lifetimes of 0.65 ns, 1.65 ns and 3.11 ns, and 
illean A-factors of 20±9%, 50±7% and 30±10%, respectively. 
'he lifetimes of the two long components in CFP-YFP are 
sentiaIly the same as those seen in the CFP cells the fractional 
ontribution of one remains essentially unchanged, while the 
contribution of the longer one (-3 ns) is halved. The additional 
lifetime component is the shortest of the three. A comparison 
netween the 2- and 3-exponential fits from a typical CFP- YFP 
cell is shown in Fig. 3. The residuals for the 2-exponential fit 
have an obvious systematic deviation, which disappears in the 
-exponential fit, and there is a concomitant decrease in the X 2 
'.alue. 
Previous time-resolved studies have also found that the 
fluorescence lifetime ofCFP in cells is biexponential. Tramier et 
al. [23] found that the lifetimes ofCFP in live cells were 1.30 ns 
and 3.84 ns, with A-factors of 53% and 47%, Duncan et al. [24] 
measured biexponential decays of 0.42 ns (38%) and 2.19 ns 
wc.,c:. 	- spressingCFP(a)oraCFP-YFP fusion protein (b). and for living 
fungal cells expressing Cerulean (c) or a Cerulean-Venus fusion protein (d). Ihe decays have been normalized to allow direct comparison. The flings] cells continued 
to grow throughout the period of data acquisition. The scale bar is 50 gm for all images. 




Global analysis of TSCSPC data from mammalian and fungal cells 
Cell type 	Construct - 	 T, Ins 	r/ns 	TJflS 	A 1 	 .42 	
A 5 	 Global x. 
Mammalian 	CFP 3.04 1.36 0.62±0.06 0.38±0.06 	
- 1.10 
CFP-YFP 3.11 1.65 0.65 	0.30±0.10 0.50±0.07 
0.20±0.09 1.19 
Fungal 	 Cerulean 3.65 1.97 - 	 0.49±0.03 0.51±0.03 	
- 1.06 
Cerulean-Venus 4.26 1.99 0.72 0.090.03 0.51 ±0.03 0.40±0.06 
1.17 
The individual .4-factors and local y values from global analysis are shown in Supplementary Table I. Errors are standard deviations from global analysis. 
(62%), while Becker et at. [25] measured the two components of 
CFP in cells to be 1.2-1.3 ns (-40%) and 2.8-2.9 ns (-60%). 
For CFP in solution, Rizzo et al, measured the decay to be 
biexponential with 1.2 ns and 3.6 ns lifetimes and A-factors of 
14% and 86% [18], while Borst et al. [26] fitted two lifetimes of 
1.14 ns (33.5%) and 3.72 ns (66.5%). Habuchi et at. [2 7] found 
evidence for a third short lifetime component (0.24 ns) for CFP 
in sodium phosphate-buffered saline solutions, though this 
made a small contribution to the overall decay (1%), with the 
biggest contribution for lifetimes of 1.1 ns (--10%) and 3.3 ns 
(89%). The origin of these two lifetime components has been 
attributed to the presence of two different conformations of the 
chromophore in CFP due to interactions with nearby amino 
acids [28]. There is evidence from NMR spectroscopy that these 
two conformations interconvert on a millisecond timescale [29], 
which is a much slower timescale than the fluorescence decay. 
Each conformer will, therefore, exist as a distinct emitting 
species. 
In other photon-counting FLIM studies of FRET between 
CFP and YFP in cells, the extent of FRET has been described by 
biexponential kinetics, with two lifetimes that are different to 
the donor-only decays [23-25]. More complex kinetics were 
not observed. Biexponential decays were also observed for 
fusions of Cerulean with the yellow acceptor rnCit [18]. 
TSCSPC allows much higher photon counts to be acquired than 
conventional photon-counting FLIM (confocal or multiphoton), 
which we believe has allowed us to discern the greater com-
plexity of the dynamics. Becker et al. suggested the possibility 
of a third lifetime when CFP and YFP take part in FRET, though 
they were unable to discriminate between the two and three-
component fits in the cells they studied [25]. 
The results of global analysis for the fungal cells are 
remarkably similar to those found for the mammalian cells 
expressing CFP and CFP-YFP, despite the fact that Cerulean 
and Venus are different fluorescent protein variants and are 
expressed in completely different cells. The global analysis of 
Cerulean returns a biexponential decay with lifetimes of 1.97 ns 
and 3.65 ns, with A-factors of5l±3% and 49±3%, respective-
ly, while the data for the Cerulean-Venus fusion protein fits 
three lifetimes of 0.72 ns, 1.99 ns and 4.26 ns, with A-factors of 
40±6%, 51±3% and 9±3%, respectively. Not only do the 
absolute lifetimes match those of the mammalian cells, but the 
populations of each species are of similar magnitudes. There is a 
twofold larger population with a subnanosecond lifetime in 
Cerulean-Venus than in the CFP YFP fusion protein, and a 
concomitantly smaller population with a --4 ns lifetime. 
Notably, the population of the --2 ns component is exactly  
the same (5 1%) in cells expressing the Cerulean alone or the 
fusion, mirroring the trend observed for the mammalian cells. 
Whilst the biexponential decay of CFP is now established, 
Rizzo et al. reported that Cerulean displayed simpler fluores-
cence decays that were best described by monoexponential 
kinetics [18]. However, these authors reported that fitting the 
Cerulean decays to a two-exponential decay model with life-
times of 2.3 ns (38%) and 4.5 ns (62%) improved the x2  from 
2.3 to 1.4. Our data show definitively that Cerulean, like CFP, 
shows a biexponential decay. An independent check was made 
by diluting fungal cell extracts in buffer and measuring the 
fluorescence lifetimes in a fluorescence spectrometer, which 
had high temporal resolution (5-10 ps). Extracts of cells that 
expressed Cerulean displayed biexponential kinetics with 
lifetimes of 1.41 ns and 3.33 ns, each with populations of 
55% and 45% respectively at an emission wavelength of 
470 nm. Fluorescence decays of cell extracts of the fusion 
protein required 3 lifetime components, with lifetimes of 0.35 ns 
(51%), 1.50 ns (43%) and 3.42 ns (26%). These are very similar 
to the results found in intact living cells. The decays are all 
faster in the cell extract, but this minor difference can be 
attributed to the effect of the buffer medium. For example, 
intracellular refractive index variations will alter the lifetime of 
the fluorescent proteins, [26,30]. A recent report also comments 
on the necessity to fit 3 decay components to CFP-YFP bulk 
TCSPC data in cells, although the decay parameters were not 
reported [12]. In the absence of crystallographic evidence, we 
presume that the chromophore in Cerulean can adopt two 
conformations, similar to the CFP. Therefore, in terms of decay 
complexity, Cerulean is not an improvement over CFP. 
However, the markedly higher quantum yield and extinction 
coefficient, and increased resistance to photobleaching of 
Cerulean do make it an improved chromophore for FRET 
[18]. 
One of the benefits of using FLIM to probe FRET, is that it is 
not necessary to measure fluorescence from the acceptor, only 
from the donor. This is particularly advantageous for fluorescent 
proteins, where the available FRET pairs have significant 
spectral overlap. However, if the acceptor emission can be 
spectrally resolved it should be possible to measure its rise time 
which will be identical to the lifetime of those donor molecules 
that transfer energy to the acceptor. We measured the acceptor 
fluorescence using TSCSPC to verify the occurrence of FRET. 
YFP fluorescence of mammalian cells expressing CFP-YFP 
was detected in the 510-560 nm range, eliminating most of the 
CFP fluorescence. The images in Fig. 4 show a cell expressing 
the CFP-YFP fusion through the CFP emission filter set (a) and 




)2 	= 2.52ns 
A1 = 0.46 
)1 t2 = 0.95ns 




1 = 2.97ns 
A 1 = 0.23 











Fig. 3. Comparison of the 2-and 3-exponential fits of the CFP-YFP TSCSPC data in fixed mammalian cells. The structure in the residuals of the 2-exponential fit 
disappears upon adding a third component and the reduced x parameter decreases from 1.472 to 1.034. 
the YFP emission set (b) together with the lifetime decays from 
both images. The YFP emission displays a single exponential 
decay of 2.69 ns with a rise time of 0.53 ns. The YFP emission 
of the Cerulean-Venus fungal cell extracts was also measured 
and displayed a single exponential decay of 3.06 us and a rise of 
0.51 ns. The observation of a rise shows that there has been 
energy transfer from CFP, although the overlap of the YFP 
fluorescence with residual CFP emission, and the difficulty in 
accurately measuring rise times, preclude a more detailed 
analysis. 
4. Discussion 
We now address the key issue as to whether the new 
information gained by resolving more complex decays using 
TSCSPC significantly changes the interpretation of the data and  
the FRET parameters extracted, compared with the typical 
approach of measuring average lifetimes. To investigate this, we 
relate the lifetime of the donor in the donor-only construct (TD) 
and the donor lifetime in the donor-acceptor fusion (TDA) to the 
energy transfer efficiency, E, (Eq. (2)). The donor-acceptor 
distance, r, can be calculated using the measured efficiency and 
the Förster distance, R0, at which energy transfer efficiency is 
50% (Eq. (3)). Since the donor and acceptor proteins are linked 
by a flexible polypeptide linker, we have assumed that the 
orientation factor, ,2,  is 2/3 [6]. The homogeneity of lifetimes 
within and between cells suggests that the relative orientation of 
the donor and acceptor is dynamically averaged. Even if the 
assumption of 1(2=2/3  is invalid, the relative values of the 
distances calculated below should be correct. We are currently 
adapting our FLIM experiment to simultaneously measure the 
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orientation factor and its effect on absolute distance measure-
ments. 
E= I— 	 (2) 
TD 
1/6 
r=Ro (_l)  
We have measured three donor decay times for the fusions, 
two of which (-r 1  and m) are very similar to those of the donor 
(Table I). We label the long-lifetime and short-lifetime con-
formations of the cyan donor protein as D 1 and D 2 , respectively, 
and assign the lifetimes as t1-31 and r02, respectively. The value 
of A (the contribution of D, to the emission) is essentially 
unchanged in the fusion, compared with the free donor, whereas 
the value of A I is decreased. The decrease in A l is exactly 
balanced by the new contribution (A 3 ) from the third decay 
component. 
It has been demonstrated that the protonated chromophore of 
YFP cannot act as a FRET acceptor [31 j.  Therefore, in con-
structing a model to interpret our decay data, we assume that the 
yellow protein in our fusions can exist in two different forms; 
one can participate in energy transfer by acting as an acceptor 
(AC 1 ), whilst the other cannot (AC,). When the cyan donor 
undergoes energy transfer to the yellow acceptor (AC I ), the new 
cyan protein lifetime is labelled TDAI when D 1 is the donor and  
'rDA2 when D2  is the donor. When the cyan donors are fused to 
the protonated form of the yellow protein, AC-,, the donor 
lifetimes are unchanged. 
We believe that there are two ways to interpret our data for 
FRET analysis, as illustrated by the models in Fig. 5 and the 
decay times in Table 2. The first model is labelled "3f'. This is 
the simplest interpretation of the data and assumes that only one 
of the two donor conformations (13 1 ) participates in energy 
transfer. Thus, both the lifetime and A-factor of D 2 are un-
changed in the fusion because none of the D2 population 
undergoes FRET. The persistence of T01 in the fusion, with a 
reduced A-factor, shows that only a fraction of the population of 
D undergoes FRET to give the new short decay time TOAI. The 
A-factor ofrl)Ai (A 3  in Table I) thus corresponds to the decrease 
in the A-factor oft 01 . This model requires an absence of FRET 
for one conformation. Whilst this is possible, the flexibility of 
the polypeptide linking the donor and acceptor proteins and the 
apparent similarity in position of the two conformations within 
the protein barrel [28] lead us to propose a second interpretation 
of the data. 
The second model is labelled "4?' in Table 2. Borst et al. 
briefly discussed that each of the two CFP decay components 
might have an associated FRET decay component [26]. In this 
case, we assume that both conformations participate in FRET, 
but that one of the unquenched donor lifetimes, r 02 , is so 
similar to one of the donor--acceptor lifetimes, TDAI, that they 
cannot be resolved and appear as a single lifetime, 'N, in the 
X 
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Fig. 5 Schematic model ofphotophysical processes insolved in I-RET for cells expressing a cyan protein or cyan-yellow fusion protein. (a) ihe cyan donor 
is in an 
equilibrium between two conformations (D, and D2). The cyan donors absorb blue light and have cyan emission, with each conformation having a unique fluorescence 
lifetime (In, or 102). The yellow protein is in an equilibrium between non-protonated (AC,) and protonated states 
(AC2). Only AC, acts as a FRET acceptor of cyan 
light, producing yellow emission with lifetime, -r,.(b) In the 31 model, FRET only occurs between one of the cyan conformations and the yellow acceptor, giving three 
unique lifetimes. (c) In the 4i model, both cyan conformations participate in FRET, resulting in four unique lifetimes. Since our data is well fitted by three lifetime 
components, this model assumes that two of the lifetimes (102 and IDA,) are similar and cannot be resolved. 
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Table 2 
FRET analysis of TSCSPC data from mammalian and fungal cells 
Cell type FRET method i-nuns TDA I /nS i-wins rnA2 	E 1 1% E21% 	R 01 1A R52/A 	r1 1A 	r(A 
Mammalian 3-i- 3.11 0.65 1.65 - 	 79.1±4.6 - 	 52.2 - 	 41.8±1.9 	- 
4-i- 3.11 1.65 1.65 0.65 47.0±7.1 60.6±9.9 	52.2 47.0 53.3±2.5 433±3.0 
Average 2.40 1.89 - - 	21.3±10.2 - 	 50 62.2r6.3 	- 
Fungal 3-i 3.65 0.72 - - 	 80,3±4.4 - 	 56.5 - 	 44.7±2.1 -. 
4-i 3.65 1.99 1.99 0.72 45.5±7.2 68.9±9.2 	56.5 51.0 58.2±2.8 	46.4±3.3 
Average 2.79 1.69 - - 	 39.4±8.0 - 	 54 - 	 58.0±3.2 - 
The donor lifetimes (ri)). donor- -acceptor lifetimes (iOA). FRET efficiencies (E). Förster distances (R0) and donor-acceptor distances (r) are given. See text and Fig. 5 
for details of the different FRET models. The lifetimes are from global analysis. The errors in the efficiencies and distances were propagated from the standard 
deviations in lifetimes extracted from single decay analyses of the data (not shown). 
fitted decay function. In other words, there are actually four 
decay components, but only three can be resolved. Thus, the A-
factor (A 2) of T2 (Table I) remains unchanged in the fusion 
because the increase in A-factor ofr[)AI, as result of FRET from 
D 1 to AC 1 , is exactly balanced by the decrease in A-factor of 
TD2, as a result of FRET from D 2 to AC I . 
In both models, the fraction of unquenched donor fluores-
cence in the fusion, due to donor bound to AC,, is the same and 
is given by the value of A,, the A-factor of TD I, in the fusion. In 
the majority of the cells expressing the CFP-YFP fusion, there 
is -30% of unquenched donor, while cells containing the 
Cerulean -Venus constructs have '-9% unquenched donor. The 
mammalian cells were maintained and fixed in solutions 
buffered to p1-I 7.4. From the reported PKa of EYFP of around 
6.9 [19], there should be a 24% proportion of protonated at 
pH7.4, which is in good agreement. The PKa of the Venus 
chromophore is reported to be 6.0 [19]. At pH of 7.6, which is a 
reasonable estimate for the pH in fungal cells [32], there would 
be 2.5% of pro tonated acceptor. 
Taking the uncertainty in the actual intracellular pH values 
into account, all of the unquenched donor fluorescence can be 
explained by an equilibrium between protonated and unproto-
nated acceptor. We have assumed that all of the fluorescent 
proteins in the cells are identical. In principle, it is possible that 
some of the unquenched donor is also due to a small fraction of 
the protein population in which the acceptor is not expressed or 
is incorrectly folded. However, since we do not see smaller 
protein products on a Western blot, and since misfolded proteins 
are normally degraded in the cell, we do not believe that such 
proteins are likely to be a significant component of our cells. 
The energy-transfer parameters for each model are calculated 
using Eqs. (2) and (3) and are presented in Table 2. For the 4T 
model, we must make separate calculations for each of the two 
distinct FRET pairs, hence there are two sets of each parameter, 
which are given the subscript I or 2, according to whether they 
are associated with donor D, or D 2. respectively. We contrast 
the results for the two models with that of the conventional 
approach of using average lifetimes of the donor-only construct 
and fusion construct for r0 and TDA respectively. This is 
labelled "average" in Table 2. The value of R0 that is 
conventionally used in Eq. (3) is derived from steady-state 
spec troscopic measurements and is an average of the R 0 value 
for each distinct donor and acceptor pair that exists in a sample. 
In our case, the yellow protein exists in two forms, but only one  
participates in FRET. The single decay time of YFP fluo-
rescence, shown in Fig. 4, confirms this. However, the donor 
exists in two forms, so R ) is an average value for two donor-
acceptor pairs (D, AC, and D2 AC 1 in Fig. 5). 
We observed that the relative contributions of the two decay 
components of the Cerulean protein in solution were indepen-
dent of emission wavelength, in agreement with experimental 
studies [27] and recent quantum mechanical calculations ofCFP 
[ 33 1. Therefore, the only unknown in calculating R () for the two 
donor-acceptor pairs is the donor quantum yield. It is 
reasonable to assume that the radiative rates of the donors D 1 
and D7 will be similar, and that the quantum yield of each donor 
conformation will be proportional to the measured decay time 
for that conformation. Therefore the R0 for each donor--
acceptor pair can be calculated as follows [34]: 
R01 	 T)1/6 	 (4) 
where R 01 is the value of R 0 for the ith donor decay (i.e. R 0 , is 
for D,-AC, and R 02 is for D 2 -AC,) and R,, is the average 
measured from steady-state spectroscopy. 
The donor-acceptor distances for each FRET pair have been 
calculated using these individual values of R 0 , and the results 
are shown in Table 2. The R 0 figure of 50 A for CFP YFP 
[6,15] is used for the calculation of CFP-YFP and the value of 
54 A for Cerulean-Venus [IS]. 
The clearest outcome from Table 2 is that the average 
method overestimates the distance because it includes fluores-
cence from unquenched donor proteins. There is a marked 
increase in the efficiency of energy transfer in going from the 
average measurement to the 3-component model for both types 
of cells. The efficiencies for the 4-component model are less 
than for the 3-component model, but they are still considerably 
greater than those for the average method. The differences are 
most marked for the mammalian cells. The differences between 
the different methods are smaller for the fungal cells because 
there is less unquenched donor in the Cerulean -Venus system. 
Estimates of the absolute distance between the chromo-
phores in the CFP-YFP fusion protein have been made by a 
simple approach using published crystallographic data. Crystal 
structure data for ECFP and EYFP were used to estimate the 
distances from the centre of the chromophore to each of the 
termini, giving values of 25.1 A for CFP and 23.2 A for YFP. 
Together with the two amino acid linker, this gives a reasonable 
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estimate of 50 A for the donor- acceptor distance. In com-
parison, the average lifetime method calculated the distance to 
be 62 A, whilst the 3r model gave a distance of 42 A. The 4r 
model, which is the most physically plausible, gave the best 
match, with distances of 53 A and 44 A. Differences in 
distances for the two FRET pairs in the 4r model are likely due 
to uncertainties in the lifetimes (particularly the middle lifetime, 
which is probably the average of two closely-spaced lifetimes). 
5. Conclusion 
FLIM is a powerful qualitative tool for reliably detecting the 
occurrence of FRET, as has been demonstrated by many 
research groups worldwide. However, FLIM methods that 
measure average lifetimes will only be fully quantitative in the 
absence of heterogeneity in the fluorescence decays. In partic-
ular, fluorescence from unquenched donor molecules severely 
compromises the ability of average lifetime measurements to 
make quantitative assessment of donor-acceptor distances and 
binding stoichiometries. In contrast, we have demonstrated that 
widefield photon-counting FLIM can allow the accurate mea-
surement of fluorescence decays with at least three components. 
This has allowed us to quantify the fraction of donors 
undergoing FRET, and make a more accurate measurement of 
the donor-acceptor distance. 
We have made quantitative FRET measurements of control 
FRET systems using FLIM with very low excitation power, 
albeit with relatively long acquisition times. Many FRET 
experiments require much faster imaging. While photon-
counting methods are viewed as being comparatively slow, 
the development of new photon-counting detectors, associated 
electronics and analysis software is underway by a number of 
research groups, so it is anticipated that this technique will be 
extended to real-time cellular imaging of molecular interactions 
that are occurring in vivo. 
This study also emphasizes the need for GFP variants with 
monoexponential decays, and simple absorption behaviour. 
However, even when donors with simple decay kinetics are 
used, complexity may arise due to the presence of donors that 
do not participate in FRET or, indeed, because of a greater range 
of donor-acceptor distances. In these situations, the ability to 
accurately resolve and assign the individual decay components 
will be essential. Therefore, we believe that high-precision 
FLIM offers new possibilities for the quantitative use of fluo-
rescent proteins in cell biology. 
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