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Abstract
This paper presents spectral decompositions, i.e., eigendecompositions and singular value
decompositions of four types of real circulant matrices. Right and left circulants (whose ele-
ments topple from right to left or from left to right, respectively) as well as skew right and
skew left circulants (whose elements change their sign when toppling) are analyzed.
The inherent periodicity of circulant matrices means that they are closely related to Fourier
analysis and group theory. This relationship is utilized in the spectral decompositions of this
paper.
© 2003 Published by Elsevier Science Inc.
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1. Circulant matrices
Let a ∈ Rn, a := (a0, a1, . . . , an−1)T, be given.
In a right circulant matrix (or simply, circulant matrix)
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CR(a) :=


a0 a1 · · · an−1
an−1 a0 · · · an−2
...
...
...
a1 a2 · · · a0


each row is a cyclic shift of the row above to the right. CR(a) is a special case of a
Toeplitz matrix. It is evidently determined by its first row (or column).
In a left circulant (or anti-circulant or (−1)-circulant) matrix
CL(a) :=


a0 a1 · · · an−1
a1 a2 · · · a0
...
...
...
an−1 a0 · · · an−2


each row is a cyclic shift of the row above to the left. CL(a) is a special Hankel
matrix.
Define the orthogonal (anti-diagonal unit) matrix Iˆm ∈ Rm×m as
Iˆm :=
( 0 1
..
.
1 0
)
.
The matrix
 :=
(
1 0
0 Iˆn−1
)
is an orthogonal cyclic shift matrix (and a left circulant matrix). It holds that
CL(a) = CR(a) and  = F TF = F 2,
where the unitary discrete Fourier transform (DFT) matrix F is given by
(F )pq := 1√
n
ωpq, p = 0, 1, . . . , n− 1, q = 0, 1, . . . , n− 1,
and
ω := cos(2/n)+ i sin(2/n) = e2i/n.
A skew right circulant matrix
SR(a) :=


a0 a1 · · · an−1
−an−1 a0 · · · an−2
...
...
...
−a1 −a2 · · · a0


is again a special case of a Toeplitz matrix. Skew right circulant matrices are also
(−1)-factor circulant matrices [4].
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A skew left circulant matrix
SL(a) :=


a0 a1 · · · an−1
a1 a2 · · · −a0
...
...
...
an−1 −a0 · · · −an−2


is a special case of a Hankel matrix.
With the orthogonal skew left circulant matrix
 :=
(
1 0
0 −Iˆn−1
)
it holds that
SL(a) = SR(a).
Furthermore, it is straightforward to verify that
 = GGT and GTG = Iˆn,
where G with
(G)pq := 1√
n
ωp(q+1/2), p = 0, 1, . . . , n− 1, q = 0, 1, . . . , n− 1,
is strongly related to the DFT matrix, i.e.,
G = diag(1, ω1/2, . . . , ω(n−1)/2)F.
So G is also unitary.
Circulant matrices (right, left, skew right, or skew left) A, B have the following
properties [2]: (i) A+ B and A− B are circulant matrices; (ii) AT is a circulant
matrix; (iii) AB is a circulant matrix; (iv) ∑ki=0 ciAk is a circulant matrix; (v) any
(skew) left circulant matrix is symmetric.
2. Eigendecomposition of antidiagonals
In contrast to diagonal matrices whose eigenvalues are their diagonal elements,
the determination of the eigenvalues of antidiagonals (skew diagonals) requires te-
dious calculation. Their eigendecomposition depends on whether their dimension is
odd or even [5].
As an auxiliary result which will be needed in Section 3 the eigendecompositions
of a special family of antidiagonals are derived. For k ∈ N it is the set of matrices of
the form
Iˆ2k diag(α1, . . . , αk, αk, . . . , α1)
and
Iˆ2k+1 diag(α1, . . . , αk, β, αk, . . . , α1).
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2.1. Even dimension
Theorem 2.1. Let α1, α2, . . . , αk ∈ C with αj = rj eiϕj , rj  0, 0  ϕj < 2, j =
1, 2, . . . , k, be given. With
E :=
√
2
2
diag
(
eiϕ1/2, . . . , eiϕk/2
) ∈ Ck×k
and
R :=
(
EH iEH Iˆk
IˆkE −iIˆkEIˆk
)
∈ C2k×2k
it holds that RHR = I2k and
Iˆ2k diag(α1, . . . , αk, αk, . . . , α1)R = R diag(r1, . . . , rk,−rk, . . . ,−r1).
Proof. (i) RHR = I2k is equivalent to(
E EH Iˆk
−iIˆkE iIˆkEH Iˆk
)(
EH iEH Iˆk
IˆkE −iIˆkEIˆk
)
= I2k
which is obvious since Iˆ 2k = Ik and
EEH = EHE = 12Ik.
(ii) Iˆ2k diag(α1, . . . , αk, αk, . . . , α1)R = R diag(r1, . . . , rk,−rk, . . . ,−r1) is
equivalent to the following equations:(
diag(α1, . . . , αk)E −i diag(α1, . . . , αk)EIˆk
Iˆk diag(α1, . . . , αk)EH iIˆk diag(α1, . . . , αk)EH Iˆk
)
=
(
EH diag(r1, . . . , rk) −iEH diag(r1, . . . , rk)Iˆk
IˆkE diag(r1, . . . , rk) iIˆkE diag(r1, . . . , rk)Iˆk
)
,
diag(α1, . . . , αk)EH = E diag(r1, . . . , rk),
αj e
−iϕj /2 = eiϕj /2rj , j = 1, 2, . . . , k.
The last one is true because αj = rj eiϕj . 
2.2. Odd dimension
Theorem 2.2. Let α1, . . . , αk ∈ C with αj = rj eiϕj , rj  0, 0  ϕj < 2, j = 1,
2, . . . , k, and β ∈ R be given. Define E as in Theorem 2.1 and R according to
R :=
(
EH 0 iEH Iˆk
0 1 0
IˆkE 0 −iIˆkEIˆk
)
∈ C(2k+1)×(2k+1).
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Then RHR = I2k+1 and
Iˆ2k+1 diag(α1, . . . , αk, β, αk, . . . , α1)R = R diag(r1, . . . , rk, β,−rk, . . . ,−r1).
Proof. This result is an immediate consequence of Theorem 2.1. 
3. Eigendecomposition of real circulant matrices
In this section the eigendecompositions of real right, left, skew right and skew left
circulant matrices are presented.
3.1. Real right circulant matrices
A right circulant matrix CR(a) is diagonalized by the unitary DFT matrix F .
Thus, the eigenvectors of CR(a) are independent of a. The eigenvalues of CR(a) can
be obtained from the first row vector a ∈ Rn of CR(a).
Theorem 3.1. CR(a) = FH(a)F,where(a) = diag(λ0(a), λ1(a), . . . , λn−1(a))
and λj (a) :=∑n−1k=0 akω−jk, j = 0, 1, . . . , n− 1.
Proof. See Ref. [2]. 
On the other hand, any matrix of the form FH diag(v0, v1, . . . , vn−1)F is right
circulant [2].
A right skew circulant matrix SR(a) is diagonalized by the unitary matrix G.
Again, the eigenvectors of SR(a) are independent of a. The eigenvalues of SR(a)
can be obtained from the first row vector a ∈ Rn of SR(a).
Theorem 3.2. SR(a) = GM(a)GH ,whereM(a) = diag(µ0(a), . . . , µn−1(a)) and
µj (a) :=∑n−1k=0 akω(j+1/2)k, j = 0, 1, . . . , n− 1.
Proof. See Refs. [2,4]. 
The following theorems, dealing with conjugate symmetry within the spectrum
of CR(a) and SR(a), will be needed for deriving the singular value decompositions
(SVDs) in Section 4.
Theorem 3.3. (a) = H (a).
Proof. For j = 1, 2, . . . , n− 1 it holds that
λn−j (a) =
n−1∑
k=0
akω
(j−n)k =
n−1∑
k=0
akω
jk = λj (a)
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and
λ0(a) =
n−1∑
k=0
ak. 
Theorem 3.4. M(a) = IˆnMH (a)Iˆn.
Proof. For j = 0, 1, . . . , n− 1 it holds that
µn−1−j (a) =
n−1∑
k=0
akω
(n−1/2−j)k =
n−1∑
k=0
akω
−(1/2+j)k = µj (a). 
3.2. Real left circulant matrices
In contrast to CR(a), CL(a) is not diagonalized by F .
Theorem 3.5. CL(a) = FH(a)F .
Proof (See also [2]). Since CL(a) = CR(a) and CR(a) = FH(a)F , it holds
that CL(a) = FH(a)F . So, FH = FH follows, because F TF = F 2 =
. 
The right eigenvectors of CL(a) are the columns of the matrix
FH
(
1 0
0 R
)
.
As the structure of R depends on whether its dimension is odd or even, two different
cases have to be distinguished.
Theorem 3.6. Let n be odd; then
CL(a) = FH
(
1 0
0 R
)
D1
(
1 0
0 RH
)
F
with
D1 := diag
(
λ0(a), |λ1(a)|, . . . , |λ(n−1)/2(a)|,−|λ(n−1)/2(a)|, . . . ,−|λ1(a)|
)
.
Moreover,
FH
(
1 0
0 R
)
is real and orthogonal.
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Proof. The representation of CL(a) is a consequence of Theorem 2.1 with
k := (n− 1)/2 and αj := λj (a), j = 1, 2, . . . , (n− 1)/2.
Clearly,
FH
(
1 0
0 R
)
is unitary; it is real because R = Iˆn−1R, so(
1 0
0 R
)
= 
(
1 0
0 R
)
,
and, since F 2 = ,
F
(
1 0
0 R
)
= F
(
1 0
0 R
)
follows. 
Theorem 3.7. Let n be even; then
CL(a) = FH
(
1 0
0 R
)
D1
(
1 0
0 RH
)
F
with
D1 := diag
(
λ0(a), |λ1(a)|, . . . , |λ(n−2)/2(a)|, λn/2(a),
− |λ(n−2)/2(a)|, . . . ,−|λ1(a)|
)
.
Moreover,
FH
(
1 0
0 R
)
is real and orthogonal.
Proof. The representation of CL(a) is a consequence of Theorem 2.2 with
k := (n− 2)/2, αj := λj (a), j = 1, 2, . . . , (n− 2)/2,
and
β := λn/2(a) =
n−1∑
k=0
ak(−1)k.
Again it is obvious that
FH
(
1 0
0 R
)
is unitary; the same argumentations as before establish the result. 
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A left skew circulant matrix SL(a) is not diagonalized by G.
Theorem 3.8. SL(a) = GIˆnM(a)GH .
Proof. Since SL(a) = SR(a) and SR(a) = GM(a)GH , it holds that
SL(a) = GM(a)GH ;
moreover, GTG = Iˆn, so G = GIˆn. By the fact that G = G it follows that G =
GIˆn. 
The right eigenvectors of SL(a) are the columns of the matrix GR. According to
whether R is odd or even, two different theorems are needed.
Theorem 3.9. Let n be odd; then
SL(a) = GRD2RHGH
with
D2 := diag
(|µ0(a)|, . . . , |µ(n−3)/2(a)|, µ(n−1)/2(a),
− |µ(n−3)/2(a)|, . . . ,−|µ0(a)|
)
.
Moreover, GR is real and orthogonal.
Proof. The representation of SL(a) is a consequence of Theorem 2.2 with
k := (n− 1)/2, αj := µj−1(a), j = 1, 2, . . . , (n− 1)/2,
and
β := µ(n−1)/2(a) =
n−1∑
k=0
ak(−1)k.
Evidently, GR is unitary; it is real because GTGR = R, so GR = GR, since R =
IˆnR. 
Theorem 3.10. Let n be even; then
SL(a) = GRD2RHGH
with
D2 := diag
(|µ0(a)|, . . . , |µ(n−2)/2(a)|,−|µ(n−2)/2(a)|, . . . ,−|µ0(a)|).
Moreover, GR is real and orthogonal.
Proof. The representation of SL(a) is a consequence of Theorem 2.1 with
k := n/2, αj := µj−1(a), j = 1, 2, . . . , n/2.
Obviously, GR is unitary. GR is real, analogous to the proof of Theorem 3.9. 
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4. Singular value decomposition of real circulant matrices
The SVDs of all four types of real circulant matrices can easily be formulated
and computed. For that reason it is most convenient to introduce the discrete Hartley
transform matrix [1]
H(A) := Re(A)+ Im(A), A ∈ Cn×n.
Two of its elementary properties are (A, B ∈ Cn×n):
HT(A) = H(AT), (1)
H(AB) = H(A)Re(B)+H(A) Im(B) = Re(A)H(B)+ Im(A)H(B). (2)
H(F) has the following properties:
H(F) = HT(F ) (by (1)), (3)
HT(F )H(F) = H 2(F ) = H 2(F ) = In (4)
(F is unitary, symmetric and F TF = F 2 = ),
H(F)H(F) = H(F)H(F) = . (5)
H(F) is the matrix of the right singular vectors of CR(a). The matrix of the left
singular vectors is a diagonal and permuted transformation of H(F). The singular
values are the moduli of the eigenvalues of CR(a).
Theorem 4.1. A (not necessarily ordered) SVD of CR(a) is
CR(a) = H(F)
(
Re(Dλ(a))− Im(Dλ(a))
)|(a)|H(F), (6)
where the diagonal and unitary matrix Dλ(a) ∈ Cn×n is defined via
(a) =: |(a)|Dλ(a).
Proof. Since
CR(a) = FH(a)F,
CR(a)F = F(a) = FDλ(a)|(a)|
follows, so
CR(a)H(F ) = H(FDλ(a))|(a)|
by (2). Consequently,
CR(a) = H(FDλ(a))|(a)|H(F).
Further, by (5),
H(FDλ(a))= H(F)Re(Dλ(a))−H(F) Im(Dλ(a))
= H(F)(Re(Dλ(a))− Im(Dλ(a))).
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Finally, with Dλ(a) = Dλ(a) as a consequence of Theorem 3.3,
 Im(Dλ(a))+ Im(Dλ(a)) = Re(Dλ(a))− Re(Dλ(a)) = 0. (7)
So, using (7), (Re(Dλ(a))− Im(Dλ(a))) turns out to be orthogonal. 
H(G) has the following properties:
HT(G)H(G) = H(G)HT(G) = In (8)
(G is unitary, GTG = Iˆn, so G = GIˆn, and, consequently,
ReT(G) Im(G) = ImT(G)Re(G) = 0.
So, HT(G)H(G) = ReT(G)Re(G)+ ImT(G) Im(G) = In.),
HT(G)H(G) = HT(G)H(G) = Iˆn, (9)
H(G)HT(G) = H(G)HT(G) = . (10)
H(G) is the matrix of the right singular vectors of SR(a). The matrix of the left
singular vectors is a diagonal and permuted transformation of H(G). The singular
values are the moduli of the eigenvalues of SR(a).
Theorem 4.2. A (not necessarily ordered) SVD of SR(a) is
SR(a) = H(G)
(
Re(Dµ(a))+ Iˆn Im(Dµ(a))
)|M(a)|HT(G), (11)
where the diagonal and unitary matrix Dµ(a) ∈ Cn×n is defined via
M(a) =: |M(a)|Dµ(a).
Proof. Completely analogous to that of Theorem 4.1, using Theorems 3.2, 3.4 and
properties (8)–(10). 
The left circulant matrices CL(a) and SL(a) have real and orthonormal eigenvec-
tors according to Theorems 3.6, 3.7, 3.9, and 3.10. So establishing their real SVD is
straightforward.
5. Summary
Circulant matrices have important applications in various disciplines including
physics, image processing, probability and statistics, number theory, geometry, and
the numerical solution of ordinary and partial differential equations. Some of these
applications are outlined in [3].
The spectral decompositions of this paper are given in explicit form which can
be easily evaluated in computer programs and provide a useful basis for theoretical
investigations.
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