Abstract. The optimal adaptive control of a linear system in a signal-plusnoise setting with infinite horizon LQ regulator cost is studied. The class of partially observed linear systems for which the certainty equivalence property holds is identified. It is also shown that a linear system is adaptively stabilizable if and only if it is uniformly stabilizable, and the class of partially observed linear systems for which the certainty equivalence value function is a super-solution of the Bellman equation is identified.
Introduction
Adaptive control, the control and stabilization of systems in the presence of uncertainty, is a large field with many techniques, models, and approaches [3] . Here we deal with a very specific problem, the adaptive LQ regulator [1, 6, 10, 12] which we studied previously in [9] .
The adaptive LQ regulator may be modeled as a partially oberved stochastic control problem that is a direct generalization of the LQ regulator. As is well known, any partially observed problem is equivalent to a completely observed problem involving a much larger state space [13, 17] .
In this paper, we isolate a class of linear systems for which the adaptive LQ regulator is completely and explicitly solvable, and we clarify the link between adaptive stabilizability, uniform stabilizability, and super-solutions of the Bellman equation.
The novelty here is two-fold. First, we write down the completely observed problem for the special case at hand and we work directly with the corresponding Bellman equation. Second, by introducing an entropy factor H into the cost functional, we identify the class of linear systems for which the certainty equivalence property holds. Since minimizing entropy is equivalent to maximizing information, introducing this factor is natural. The fact that the factor then facilitates the explicit solvability of the Bellman equation is the surprise. This approach is then extended to super-solutions of the Bellman equation, leading to stabilizing feedback controls.
Let S N denote the set of probabilities p = (p 1 , . . . , p N ) on {1, . . . , N }. Ultimately our analysis rests on explicit solutions of a specific partial differential equation, the Bellman equation, through the simple calculus fact
Nevertheless, partially observed stochastic control problems involve enough subtleties to warrant a careful formulation and re-working of the Bayesian adaptive LQ regulator problem. The adaptive LQ regulator problem can be viewed as the optimal control of the states of N particles interacting by a mean-field feedback. As such, it is an example of mean-field optimal control [8, 14] .
Overview
Suppose there are N linear systems (A j , B j , C j ), j = 1, . . . , N , and initial states x j ∈ R n , j = 1, . . . , N , and θ is a random variable valued in {1, . . . , N } distributed according to p = (p 1 , . . . , p N ). The system dynamics arė x(t) = A θ x(t) + B θ u(t), (2.1)
G θ x(s) ds + w(t), (2.2) and the cost is Here x(0) = x θ is the initial (random) state, z(t) = G θ x(t) ∈ R p is the signal, w is a Wiener process independent of θ, and P is the underlying statistics on the sample space of (θ, y(·)). We assume the system is partially observed in the sense that the control u(t) ∈ R m depends only on past observations y(s), 0 ≤ s < t, for each t ≥ 0, and we seek optimal controls, i.e. those minimizing J.
A control u(t) is admissible at (x, p) if there exist underlying statistics P under which (2.1), (2.2) hold, in the sense that under P , z(s) ds is a Wiener process. Under the null hypothesis that there is no signal G θ ≡ 0, P = p × W on the sample space of (θ, y(·)), where W is Wiener measure.
Given a sufficiently general control, unless there is some feedback mechanism y → u, there is no reason for the underlying statistics P to exist at all. In §4, we show for each control and initial condition (x, p), there is at most one underlying statistics P . Subsequently, in §6, §7, we show that underlying statistics exist for the specific feedback controls we seek.
The above definition of admissibility requires a re-working of the filtering equations associated to the signal-plus-noise model (2.2). In §5, we re-derive the filtering equations without any moment conditions on the signal, underscoring the usefulness of the above definition.
Throughout, v, w denotes the dot product of vectors v, w in euclidean space, |v| 2 = v, v denotes the length squared, and M * is the transpose of M .
Let (x, p) be an initial state ensemble x and reference probability p. An admissible control u(t) is stabilizing at (x, p) if x(t) → 0 as t → ∞, almost surely P . We use J to find stabilizing admissible controls. For this approach to succeed, it is necessary that J be Lyapunov in the sense that the finiteness of J(x, p, u) implies u(t) is stabilizing at (x, p). We show this is in fact so, under the standard controllability/observability assumptions on (A j , B j , C j ), j = 1, . . . , N .
When θ ≡ j is a constant, let x j (t) denote the solution of (2.1). Then the optimal cost and optimal control are given by the standard LQ regulator, and they are K j x j , x j /2 and u(t) = −B * j K j x j (t) respectively, where K j = K(A j , B j , C j ) and the Kalman gain K = K(A, B, C) is the unique positive definite solution of the Ricatti equation
If θ is not constant and we allow controls in (2.3) that have knowledge of θ, the optimal cost and control are given by the LQ regulator. It follows that for any admissible control u,
This is consistent with the fact that the right side is a sub-solution of the Bellman equation below. Given x j ∈ R n and an admissible control u(t), let z j (t) = G j x j (t) be the signal when θ ≡ j. Let
where p j (t) is the conditional probability that θ = j given observations y(s), 0 ≤ s < t, j = 1, . . . , N . A reasonable first guess for a stabilizing admissible control is a feedback control of the form
If for each initial condition (x, p), there is a unique stabilizing admissible control u(t) at (x, p) satisfying (2.8), the system is adaptively stabilizable with feedback F . A necessary condition for adaptive stabilizability with feedback F is uniform stabilizability with feedback F , i.e. the existence of an F such thatĀ j = A j − B j F G j , j = 1, . . . , N , are stable. Using an entropy bound, we show that uniform stabilizability with feedback F implies adaptive stabilizability with feedback F , and moreover the admissible u(t) satisfying (2.8) is finite cost, J(x, p, u) < ∞.
As t → ∞, the conditional probabilities p(t) always converge to a limit, denoted by p(∞) = lim t→∞ p(t). One measure of the information contained in the observations is −E P (H(p(∞))), where H is the entropy (2.9)
Then increasing information corresponds to decreasing entropy, which suggests minimizing the modified cost functional J(x, p, u) + E P (H(p(∞))) instead. As H is bounded, this modification has no effect on stability: The cost functional is Lyapunov before the modification if and only if it is Lyapunov after the modification.
be the modified optimal cost or value function, where the infimum is over admissible controls u(t). Given (x, p), an admissible control u(t) is optimal at (x, p) if
If u(t) is optimal at (x, p) and V (x, p) is finite, then u(t) is stabilizing at (x, p). Let
Then we have the following partially observed version of the certainty equivalence property: We say certainty equivalence holds if
for all x = (x 1 , . . . , x N ) ∈ R n×N and p ∈ S N . We show certainty equivalence holds if there is a partial isometry F :
When this happens, the system is adaptively stabilizable with feedback F , and for each (x, p) the unique admissible control satisfying (2.8) and stabilizing at (x, p) is the unique admissible control optimal at (x, p). We say the signal is faithful if for some 1 ≤ j ≤ N , the linear map G j is surjective. This happens for example if the outputs are scalar. When the signal is faithful and N ≥ 2, certainty equivalence implies there is a partial isometry F :
Let ∇ j U denote the gradient with respect to x j . When V is finite and C 2 , U = V satisfies the Bellman equation
Then certainty equivalence holds if and only if V ce is a solution of (2.14).
A function U is a super-solution of (2.14) if the right side of (2.14) is no greater than the left side of (2.14), for all (x, p). If the reverse inequality holds, U is a sub-solution. Super-solutions are of interest because they lead to finite cost and hence stabilizing controls ( §7).
We show V ce is a super-solution of (2.14) if there is a feedback F : R p → R m of norm at most 1 such that (2.12) holds. When this happens, the system is adaptively stabilizable with feedback F , and for each (x, p) the unique admissible control u(t) given by (2.8) satisfies
When N ≥ 2 and the signal is faithful, V ce being a super-solution implies there is a feedback F : R p → R m of norm at most 1 such that (2.12) holds. Let λ ≥ 0. By replacing H by λ 2 H in the definition (2.10) of V (x, p), this last result generalizes to the case where the norm of the feedback F is at most λ. In particular, the function on the right side of (2.6), corresponding to the case λ = 0, is never a solution of the Bellman equation, unless, of course, N = 1.
The LQ Regulator
We review the LQ regulator [4] emphasizing aspects that we use in the adaptive setting.
The problem is to determine the control u(t) ∈ R m minimizing the cost
over all (possibly discontinuous) controls u, where the state x(t) ∈ R n is given by
We assume throughout (A, B) is controllable, for each x ∈ R n , there is a control u driving (3.2) to the origin in finite time, and (A, C) is observable, the zeroresponse output map x → Ce tA , t ≥ 0, determines the initial state x. In short, we assume the system (A, B, C) is minimal. As is well-known [4] , this happens iff (B, AB, . . . , A n−1 B) and (C/CA/ . . . /CA n−1 ) have rank n. This is the finite or infinite horizon problem according to whether t < ∞ or t = ∞. In either case, we take as admissible controls any square-integrable function u on [0, ∞) valued in R m . With standard convergence on (t, x) and weak convergence on u, J is continuous in (t, x) and lower-semicontinuous in (t, x, u). It follows that minimizing controls for (3.1) exist, for any starting state x and horizon t ≤ ∞. Let
be the optimal cost or value function. Then V is lower-semicontinuous and V (0, x) = 0. Since J(t, λx, λu) = λ 2 J(t, x, u), we have
Moreover V (t, x) is increasing as a function of t and nonnegative, and satisfies the dynamic programming property [2] (3.4)
and J(x, u) ≡ J(∞, x, u) be the infinite horizon value function and cost function. Controllability implies the value function V (x) is finite for all x, and observability implies V (t, x) > 0 for all t > 0 and
By (3.4) with t = ∞, for any admissible control u,
Let ∇J denote the gradient of J with respect to x. Since J is quadratic in the state trajectory, by the Cauchy-Schwarz inequality,
where L(t) is the square root of the norm of
When t < ∞, it follows that
which implies V is continuous as a function of (t, x). From this and (3.4), U = V (t, x) is the unique nonnegative solution of the Bellman equation
It follows that K(t) is an increasing positive-definite matrix-valued function of t, bounded by K(T )x, x /2. This implies the unique solution K(t) of (3.6) exists and (3.7) holds, for all t ≥ 0. Combining (3.4), (3.5), and (3.7), we obtain for each horizon t > 0 the unique optimal control in linear feedback form
This implies (Theorem 7.1 with N = 1) U = V and the unique optimal control is u(t) = −B * ∇V (x(t)) = −B * Kx(t), which implies (2.5) has a unique positive definite solution K = K(A, B, C) corresponding to every minimal triple (A, B, C). It follows from (3.4) that
t > s ≥ 0, for all admissible controls u. Let K(1) > 0 denote the solution of (3.6) at t = 1. Then inserting t = s + 1 into (3.9) and integrating over s ≥ 0 yields
for all admissible controls u. LettingĀ = A − BB * K denote the feedback dynamics. Since J(x, u) = V (x) < ∞, x(t) → 0 as t → ∞, henceĀ is stable. We conclude that a minimal system is stabilizable by state feedback.
Partially Observed Systems
In this section, we derive the existence and uniqueness results for the underlying statistics P for the signal-plus-noise model
Here w(t) is a Wiener process independent of θ ∈ {1, . . . , N }, z j (t), j = 1, . . . , N , are processes depending only on the past of the observations y(t), and
is the sample space for the observed process y, and
is the sample space for our model. Under uniform convergence on compact intervals, Ω is a complete metric space.
Define y(t) : Ω → R p and θ : Ω → {1, . . . , N } by y(t, ω) = α(t), t ≥ 0, and θ(ω) = j. Let Y t = σ(y(s), 0 ≤ s < t), t ≥ 0, denote the sigma-algebra on Ω generated by the observations up to time t, and let Y ∞ denote the sigma-algebra generated by Y t , t ≥ 0. Let B t = σ(θ, Y t ), t ≥ 0, and B ∞ = σ(θ, Y ∞ ). Then Y t ⊂ B t , t ≥ 0, and B ∞ is the Borel sigma-algebra of the metric space Ω.
In later sections, when we introduce controls, the processes z(t), w(t), and the statistics P will depend on the control u(t) (and the initial condition (x, p)). However, the process y(t) and the random variable θ will always refer to the fixed quantities defined above.
Let F t be B t or Y t . By an F t process, we mean an F t progressively measurable process. Let P be a probability measure on B ∞ . When the sample paths are rightcontinuous and almost surely continuous under P , we call the process continuous under P .
If z(t) is a B t process, there are Y t processes z j (t), j = 1, . . . , N , such that z(t) = z θ (t) on Ω.
A B t process z(t) is a signal process under P if
almost surely P . A continuous process is a signal process. If z(t) is a signal process under P , there is a continuous B t process equal almost surely P to t 0 z(s) ds. Let p = (p 1 , . . . , p N ) ∈ S N and let z(t) be a B t process. A probability measure P on B ∞ is a statistics corresponding to p and z(t) if under P ,
(1) θ is distributed according to p, (2) z(t) is a signal process, and (3) y(t) − t 0 z(s) ds is a B t Wiener process w(t).
Since θ is B 0 measurable, (3) implies w and θ are independent under P . Let W be Wiener measure on Y ∞ . Under the null hypothesis that there is no signal z(t) ≡ 0, we have P = p × W . The above definition of statistics is a martingale problem, so we can and will draw upon the techniques of [18] .
The above definition makes sense in a much broader setting. By replacing {1, . . . , N } by a path space, θ may be a process driving a controlled Markov process.
Let P be a probability measure on B ∞ . If w(t) is a (P,
is a local signal process, then I(t; z, w) and ℓ(t; z, w) are uniformly integrable (P, B t ) martingales, I(∞; z, w) and ℓ(∞; z, w) exist, and I(∞; z, w) and ℓ(∞; z, w) have means 0 and 1 respectively. For e ∈ C p , let |e| 2 be the Hermitian length squared of e. When z(t) = e ∈ C p is a constant vector, ℓ(t; e, w) is defined for any process w(t). Then w(t) is a (P, F t ) Wiener process iff ℓ(t; e, w) is a (P, F t ) martingale for all e ∈ iR p , where i = √ −1, and P (w(0) = 0) = 1.
For t ≥ s ≥ 0, let ℓ(t; s, e, w) = exp e, w(t) − w(s) − 1 2 |e| 2 (t − s) .
For each 0 ≤ s ≤ ∞ and α ∈ C([0, ∞), R p ), there is a unique measure W s,α on C([0, ∞), R p ) such that ℓ(t; t ∧ s, e, y) is a (W s,α , Y t ) martingale, and
This is Wiener measure pinned to equal α on [0, s).
The first result is that the definition of statistics is localizable.
Theorem 4.1. Let z(t) be a B t process. Then there are Y t stopping times τ c , c > 0, such that for any statistics P corresponding to p and z(t), we have P (τ c ≤ T ) → 0 as c → ∞, for all T > 0, and there are statistics P c corresponding to p and z(t)1 t<τc , c > 0, such that for each c > 0,
(1) P = P c on B τc , (2) z(t)1 t<τc is local under P and P c , with bound c.
Proof. Let r(t) be the quantity in (4.2), and let 
almost surely P , z(t)1 t<τc is a local signal process under P . Define
for A ∈ B ∞ and B ∈ B τc . In particular, (1) holds and P c (θ = j) = p j , j = 1, . . . , N . Since z(t)1 t<τc is B τc measurable, (1) implies z(t)1 t<τc satisfies (4.4) almost surely P c , hence (2) holds. Let w c (t) = y(t) − t∧τc 0 z(s) ds. It remains to be shown that w c (t) is a (P c , B t ) Wiener process.
Fix e ∈ iR p . Since w(t) = y(t) − t 0 z(s) ds is a (P, B t ) Wiener process, ℓ(t; e, w) is a (P, B t ) martingale, hence ℓ(t ∧ τ c ; e, w c ) = ℓ(t ∧ τ c ; e, w) is a (P, B t ) martingale. But ℓ(t ∧ τ c ; e, w c ) is B τc measurable, hence ℓ(t ∧ τ c ; e, w c ) is a (P c , B t ) martingale. On the other hand, ℓ(t; t ∧ τ c , e, w c ) = ℓ(t; t ∧ τ c , e, y) is a (Q τ,θ,y(·) , B t ) martingale. By [18, 1.2.10], ℓ(t; e, w c ) is a (P c , B t ) martingale. Thus w c (t) is a (P c , B t ) Wiener process.
That τ c is a Y t stopping time, rather than a B t stopping time, is crucial for the derivation of the filtering equations in the next section. That τ c depends only on z(t), and not P , is crucial for proving Theorem 4.2. There is at most one statistics P corresponding to p and z(t).
Proof. By localizability, we may assume z(t) is local under P . Since P is a statistics corresponding to p and z(t), w(t) = y(t) − t 0 z(s) ds is a (P, B t ) Wiener process. By Girsanov's theorem, there is a probability measure Q on B ∞ , sharing the same null events with P in B ∞ , such that y(t) is a (Q, B t ) Wiener process, and Since Q = p × W , P is uniquely determined on B ∞ .
Turning to existence, let p ∈ S N and let z(t) be a B t process. If z(t) is local under Q = p × W , by Girsanov's theorem, P defined by (4.5) is a statistics corresponding to p and z(t). In general, we can localize, obtaining statistics P c corresponding to p and z(t)1 t<τc , for each c > 0. By uniqueness and localizability, P c , c > 0, are consistently defined on B τc , c > 0. for all t ≥ 0, then there is a statistics P corresponding to p and z(t).
Proof. Since P c are consistently defined on B τc , there is a probability measure P on B ∞ whose restriction to B τc is P c [18, 1.3.5]. It follows that θ is distributed according to p under P , P (τ c ≤ t) → 0 as c → ∞, and z(t) is a signal process under P . Let e ∈ iR p . Since w c (t) = y(t) − t 0 z c (s) ds is a (P c , B t ) Wiener process, ℓ(t; e, w c ) is a (P c , B t ) martingale, hence ℓ(t ∧ τ c ; e, w) = ℓ(t ∧ τ c ; e, w c ) is a (P c , B t ) martingale. Since P = P c on B τc , ℓ(t ∧ τ c ; e, w) is a (P, B t ) martingale. Now send c → ∞.
We use (4.6) in §6 and §7 to establish existence of statistics corresponding to specific feedback controls.
Let e(t) be a signal B t process under a statistics P corresponding to p and z(t). It is natural to define the integral I(t; e, y) = t 0 e(s), dy(s) as equal to Theorem 4.4. Let P be a statistics corresponding to p and z(t). If e(t) is a Y t signal process under P , there is a continuous Y t process t 0 e(s), dy(s) equal to (4.7), t ≥ 0, and, moreover ℓ(t; e, y) satisfies (4.8), both almost surely P .
Proof. Assume first z(t) is local under P . By Girsanov's theorem, there is a probability measure Q = p × W , sharing the same null events with P in B ∞ , such that y(t) is a (Q, B t ) Wiener process. Then e(t) is a signal process under Q, hence the Q Ito integral I(t; e, y) = t 0 e(s), dy(s) is a continuous Y t process equal to (4.7) on t ≥ 0, almost surely.
By localizing, for each c > 0, there is a continuous Y t process I c (t; e, y) equal to (4.7) on 0 ≤ t < τ c , almost surely P . Since for c < c ′ , I c (t; e, y) = I c ′ (t; e, y) on 0 ≤ t < τ c , almost surely P , and z(t) is a signal process, there is [18, 4.6.8, 4.6.11] a continuous Y t process I(t; e, y) equal to (4.7) for t ≥ 0, almost surely P .
Filtering Equations
Here we derive the filtering equations, without any integrability or moment conditions on the signal z(t) = z θ (t). For background, see [12, 13, 17] .
Let P be statistics corresponding to p and z(t). Then t 0 z j (s), dy(s) and
. . , N , are continuous Y t processes, and ℓ(t) ≡ ℓ(t; z, y) = ℓ θ (t), t ≥ 0, almost surely.
. . , N , and letẑ(t) be given by (2.7). Then p(t) = (p 1 (t), . . . , p N (t)) and z(t) are Y t processes, and p(t) is continuous. We show p j (t) is the conditional probability that θ = j given Y t .
Theorem 5.1. For t ≥ 0, j = 1, . . . , N , and A ∈ Y t ,
Proof. By localizability, we may assume z(t) is local under P . Let Φ be a nonnegative Y t measurable random variable. Since θ and y(t) are independent under p × W ,
Applying these with Φ = 1 A and Φ = p j (t)1 A , by Girsanov's theorem,
Since p(t) is bounded, p(t) is a uniformly integrable (P, Y t ) martingale, hence p(∞) exists [18, 1.5.10] almost surely P .
Theorem 5.2. Letẑ(t) be given by (2.7).
There is a unique (P, Y t ) Wiener process ν(t) satisfying
Proof. Assume first z(t) is local under P . Then Sinceẑ(t) is a signal Y t process, there is a continuous Y t process ν(t) satisfying (5.2) almost surely P . Then ℓ(t; e, ν) is a continuous Y t process for e ∈ iR p , i = √ −1. Since for A ∈ Y s . Hence ℓ(t; e, ν) is a (P, Y t ) martingale, thus ν(t) is a (P, Y t ) Wiener process. Applying the local case to z(t)1 t<τc , we see ℓ(t ∧ τ c ; e, ν) is a (P, Y t ) martingale. Now send c → ∞.
It follows that for any signal Y t process e(t),
Theorem 5.3. Under P , the conditional probabilities satisfy
Proof. Here we apply Ito's Lemma to the processes ℓ j (t) and p j (t) driven by the (P, B t ) Wiener process w(t), together with (4.7). By Ito's Lemma,
By Ito's Lemma applied to the definition of p j (t), (5.3) follows.
Given p ∈ S N , let H be as in (2.9). It is natural that the expected information −E P (H(p(t))), t ≥ 0, be an increasing function of time. It turns out the time rate of change of the expected information is the mean square conditional variance of the signal z(t).
Theorem 5.4. Let τ be a Y t stopping time. Then
Proof. By replacing τ by τ ∧ τ c and sending c → ∞, we may assume z(t) is local. With L is as in (2.13),
Apply Ito's Lemma to H(p(t)), 0 ≤ t < τ , using (5.3). Since p j log p j is bounded, the expectation of the resulting Ito integral vanishes. This yields
Stabilizability
Now we go back to (2.
If there is a probability measure P on B ∞ such that (2.4) holds almost surely P , then there is a continuous Y t process x j (t) satisfying (6.1)ẋ j (t) = A j x j (t) + B j u(t), x j (0) = x j , j = 1, . . . , N , almost surely P . A control is admissible at (x, p) if there is a probability measure P on B ∞ such that (2.4) holds almost surely P , and P are statistics ( §4) corresponding to p and z(t) = G θ x θ (t).
Theorem 6.1. Assume (A j , B j , C j ), j = 1, . . . , N , are minimal. Then J(x, p, u) finite implies u is stabilizing at (x, p).
almost surely P , which implies x(t) → 0 as t → ∞, almost surely P . Proof. If the system is adaptively stabilizable with feedback F , then by choosing p = δ j , j = 1, . . . , N , we see it is uniformly stabilizable with feedback F . Conversely, suppose there is a feedback F withĀ j = A j − B j F G j stable, j = 1, . . . , N , and fix an initial condition (x, p). 
almost surely Q. Let z j (t) = G j x j (t), 0 ≤ t < τ , and define u(t), 0 ≤ t < τ , by (2.7), (2.8). Then (2.7), (2.8), and (6.1) imply r(τ ) = ∞ on τ < ∞ almost surely Q, where
The goal is to show there are statistics P corresponding to p and z(t) = G θ x θ (t), with τ = ∞ almost surely P . Because the existence of P depends on τ being infinite almost surely P , and τ being infinite almost surely presumes the existence of P , we seem to be stuck in a circular situation. What saves us is the entropy bound (5.4).
For c > 0 there is a Y t stopping time τ c such that r(τ c ) = c, on τ c < ∞, τ c ≤ τ , and τ c → τ as c → ∞, all almost surely Q.
Let u c (t) = u(t)1 t<τc , x j,c (t) = x j (t)1 t<τc , and z j,c (t) = G j x j,c (t), j = 1, . . . , N . Then u c (t) is a control and z c (t) = z θ,c (t) is local under Q, hence there are statistics P c corresponding to p and z c (t).
Let p c (t) = (p 1,c (t), . . . , p N,c (t)) ∈ S N be the corresponding conditional probabilities. Then (x 1,c (t), . . . , x N,c (t), p 1,c (t), . . . , p N,c (t)) is a solution of (2.7), (2.8), (5.2), (5.3), (6.1) up to time τ c . By uniqueness,
surely Q, hence almost surely P c , for each j = 1, . . . , N . Moreover P c , c > 0, are consistently defined on B τc , c > 0.
By Theorem 5.4,
for t < τ c , hence
for t < τ c , almost surely P c . SinceĀ θ = A θ − B θ F G θ is stable, by Young's convolution inequality [15] , and (6.3),
for some constant k 1 (x) = k 1 (x 1 , . . . , x N ) > 0. By (2.8) again, this implies
But by (6.1) and Gronwall's inequality, there are constants k 3 (T, x), k 4 (T, x) such that
almost surely P c . Taking the expectation over τ c ≤ T and recalling r(τ c ) = c on
This proves (4.6), hence there are statistics P corresponding to p and z(t) whose restriction to B τc is P c , and τ = ∞ almost surely P . We conclude z(t) is a signal process under P , and u(t) is an admissible control. Replacing P c by P in (6.5), (6.6) and sending c → ∞ implies J(x, p, u) < ∞. Hence u(t) is stabilizing at (x, p). Uniqueness of the admissible control follows from uniqueness of solutions of the system (2.7), (2.8), (5.2), (5.3), (6.1).
Optimal Control
Corresponding to the system (2.1), (2.2), the cost functional is (2.10) where x = (x 1 , . . . , x N ), p = (p 1 , . . . , p N ), and P is the underlying statistics corresponding to initial state x ∈ R n×N , reference probability p ∈ S N , and admissible control u. If V is finite and continuous, the dynamic programming property
can be used to show U = V satisfies the Bellman equation (2.14) in the viscosity sense. We do not include the proof of this result, as we only need the C 2 case.
Theorem 7.1. Let U be a C 2 nonnegative super-solution of the Bellman equation (2.14). Then for each initial (x, p), there is a unique admissible control u, with statistics P , satisfying
almost surely P , with corresponding cost
If U is a C 2 nonnegative solution of (2.14) satisfying U (0, p) = H(p), then U (x, p) = V (x, p) for all (x, p) and the admissible control satisfying (7.1) is optimal at (x, p).
Proof. Let u be any admissible control and let (6.2) be the corresponding processes. With
Ito's Lemma applied to U (t) ≡ U (x(t), p(t)), t ≥ 0, yields
for any Y t stopping time σ with |x(t)| ≤ c, 0 ≤ t < σ. Let
Since U is a super-solution of (2.14), adding the last two equations implies 
almost surely Q. Define u(t) by (7.1) and set z j (t) = G j x j (t). Let τ c , z c (t), and P c be as in the proof of Theorem 6.2. Using U ≥ 0 and (7.1), (7.3) with σ = τ c ,
which implies u(t) is an admissible control satisfying (7.1). Now insert σ = τ c in (7.3), then let c → ∞. This implies J(x, p, u) ≤ U (x, p) < ∞, hence x(∞) = 0, hence (7.2). For the second statement, if U is a solution of (2.14), then for any admissible control u(t), (7.3) is an equality for all σ, hence for σ = ∞. This implies U = V and u given by (7.1) is optimal at (x, p). for all p ∈ S N and x 1 , . . . , x N ∈ R n . Conversely, if the linear map G j is surjective for some 1 ≤ j ≤ N , and (7.4) holds, there exists a linear map F : R p → R m of norm at most one such that H j = F G j , j = 1, . . . , N . If equality holds in (7.4), then F : R p → R m may be chosen a partial isometry.
Proof. If H j = F G j , j = 1, . . . , N , with the norm of F at most one, then (7.4) is immediate. Conversely, assume (7.4). Choosing j and x k = 0 for k = j implies |G j x j | 2 ≥ |H j x j | 2 hence there exists F j on R p such that H j = F j G j , j = 1, . . . , N . Without loss of generality, assume the range of the linear map G 1 is R p . Choosing j and p 1 + p j = 1, (7.4) yields |G j x j − G 1 x 1 | 2 ≥ |F j G j x j − F 1 G 1 x 1 | 2 for x j , x 1 ∈ R n . Choosing x 1 such that G 1 x 1 = G j x j implies F 1 G j x j = F j G j x j = H j x j , hence F = F 1 . Theorem 7.2. V ce is a super-solution of the Bellman equation if there exists F : R p → R m of norm at most one satisfying (2.12). Conversely, if the signal is faithful and V ce is a super-solution, there exists F : R p → R m of norm at most one satisfying (2.12). When this happens, the unique admissible control u given by (2.8) satisfies (2.15), and the system is adaptively stabilizable with feedback F . Proof. Inserting (2.11) into (2.14) and using (2.5), (5.5), we see V ce is a supersolution of (2.14) if and only if all x 1 , . . . , x N , p 1 , . . . , p N . If there is an F : R p → R m of norm at most one such that (2.12) holds, then (7.5) holds. Conversely, if (7.5) holds, then by Lemma 7.1, there is an F : R p → R m of norm at most one such that (2.12) holds. The second statement follows from Theorem 7.1. Theorem 7.3. Certainty equivalence holds if there exists a partial isometry F : R p → R m satisfying (2.12). Conversely, if the signal is faithful and certainty equivalence holds, there exists a partial isometry F : R p → R m satisfying (2.12). When this happens, the cost of the feedback (2.8) starting from (x, p) equals V ce (x, p), and the system is adaptively stabilizable with feedback F .
Proof. Same proof as the previous Theorem except (7.5) is now an equality.
