Abstract. We study the probability that a random polynomial with integer coefficients is reducible when factored over the rational numbers. Using computer-generated data, we investigate a number of different models, including both monic and non-monic polynomials. Our data supports conjectures made by Odlyzko and Poonen and by Konyagin, and we formulate a universality heuristic and new conjectures that connect their work with Hilbert's Irreducibility Theorem and work of van der Waerden. The data indicates that the probability that a random polynomial is reducible divided by the probability that there is a linear factor appears to approach a constant and, in the large-degree limit, this constant appears to approach one. In cases where the model makes it impossible for the random polynomial to have a linear factor, the probability of reducibility appears to be close to the probability of having a non-linear, low-degree factor. We also study characteristic polynomials of random matrices with +1 and −1 entries.
Introduction
Hilbert's Irreducibility Theorem states that a monic polynomial of degree d, where each coefficient is chosen uniformly and independently from integers in the interval [−K, K], is irreducible over the integers with probability tending to one as K goes to infinity. This statement of the theorem was proved by van der Waerden [25] in 1934. In 1963, Chela [4] proved that the number of reducible (over the integers) polynomials of this form divided by K d−1 approaches a constant as K goes to infinity. Chela's result [4] can be interpreted as proving that the probability of reducibility divided by the probability that the constant coefficient equals zero approaches a constant as K goes to infinity (see Theorem 3.1 and Figure 1 ), and we believe that this interpretation is an example of a universal phenomenon. Heuristic 1.1 (Universality). Let f (x) be a random polynomial with sufficiently well-behaved integer coefficients. Then the probability that f (x) is reducible over the rationals divided by the probability that f has a linear (or lowest possible degree) factor approaches a constant C in the limit as the degree goes to infinity, or in the limit as the support of the random coefficients goes to infinity, or both. Furthermore, in the limit as the degree goes to infinity, whether or not the support goes to infinity, the constant C should equal 1. A result proven by Chela [4] (see Theorem 3.1) implies that the probability that h(x) is reducible divided by the probability the probability that the constant coefficient is zero goes to a limit as K goes to infinity. Above is a plot of data supporting this result when K = 3, 10 and 100, where T is the number of random trials trials to compute the respective data points. The data points are a ratio of the probability of reducibility divided by 1 2K+1 , which is the probability that the constant coefficient is zero. The figure indicates that convergence to the limit proven by Chela is relatively fast, especially for degree 6 and larger. The 99.9999% confidence intervals are ±0.058, ±0.053, and ±0.251 for K = 3, 10, and 100, respectively. factors have positive degree, so we factor over the rationals; for example, 2x 2 + 4 = 2(x 2 + 2) is irreducible over the rationals, because 2 has a multiplicative inverse in the rationals.
O'Rourke and Wood [17] study a variety of models, proving that pointwise delocalization of the roots of a random polynomial implies that low-degree factors are very unlikely. Konyagin [12] studied random monic polynomials with 0 or 1 for coefficients and proved a bound on the probability of low-degree factors which he then used to prove a bound on the probability of reducibility. Heuristic 1.1 compliments these results on low-degree factors by suggesting that high-degree factors are even less likely than low-degree factors, and proving results in this direction is an interesting open problem.
Kuba [13] studied non-monic polynomials with integer coefficients chosen independently in the interval [−K, K] (conditioned on the lead coefficient being nonzero), and proved a result implying that the probability of reducibility divided by the probability that the constant term is zero is bounded by a constant. This can be viewed as a step towards proving a version of Chela's [4] result (and a case of Heuristic 1.1) for non-monic polynomials. In Section 3, we will test generalizations of Hilbert's Irreducibility Theorem, studying polynomials with fixed degree in the limit as the support for the coefficients grows, and we will state special cases of Heuristic 1.1 as conjectures.
In Hilbert's Irreducibility Theorem, the degree is fixed and the support of the coefficients is growing, and we believe that Heuristic 1.1 also holds for cases where the range of support of the coefficients is fixed and the degree goes to infinity. For example, let g {0,1},d (x) be a monic degree d polynomial with constant coefficient equal to 1 and with every other coefficient equal to 0 or 1 independently with probability 1 2 . In 1993, Odlyzko and Poonen [16] conjectured that the Figure 2 . The plot above shows the probability of reducibility for monic 0, 1 polynomials, where the lead and constant coefficients are 1 and all other coefficients are 0 or 1 independently with probability 1/2 (note this figure also appears in [17, Figure 1] ). The exact points (circles) were computed by exhaustive generation of all 0, 1 polynomials of degree up to 20. The random points (squares) were generated with 1,000,000 random trials, giving a 99.9999% confidence interval of ±0.0025. The curve (dashed) is an asymptotic lower bound for the probability of reducibility derived from the probability that x − 1 is a factor of the polynomial (see Proposition 5.1). The data shows that the probability of reducibility approaches the probability that x − 1 is a factor, supporting Konyagin's conjecture [12] and Heuristic 1.1 (see also Figure 4 ). probability of irreducibility for these polynomials approaches 1 as the degree d approaches infinity. Konyagin [12] then conjectured in 1999 that the probability that x + 1 is a factor of g {0,1},d (x), given that it is reducible, approaches 1 as d approaches infinity, which can be viewed as a case of Heuristic 1.1 (see Figure 2) .
We consider the following related model: Let g ±1,d (x) be a monic polynomial with degree d with all other coefficients +1 or −1 independently with probability 1 2 . In Conjecture 2.2, we extend Odlyzko and Poonen's conjecture to these polynomials as well. A version of Konyagin's conjecture appears to apply to odd-degree polynomials g ±1,d (x), where having a linear factor appears to be the most common way for such a polynomial to factor-see Figure 3 and Conjecture 2.1. Even-degree polynomials g ±1,d (x) cannot have a linear factor, but these polynomials may still support a variant of Konyagin's conjecture where having a quadratic or other low-degree factor appears to be the most common way for such a polynomial to factor-see Lemma 5.2. Also, O'Rourke and Wood [17] prove that all polynomials of this form have a vanishingly small probability of having a factor with any fixed degree, including linear factors, as d goes to infinity. Data for both polynomials g {0,1},d (x) and g ±1,d (x) supports these conjectures and our Heuristic 1.1 (see Section 2) .
Random polynomials with coefficients 1 or −1 have also been studied by Peled, Sen, and Zeitouni [18] , and they prove that the probability of a double root is asymptotically equal to the probability Figure 3 . The plot above shows probability of reducibility for monic polynomials where each coefficient is +1 or −1 independently with probability 1/2 (note that this figure also appears in [17, Figure 2] ). The random data was calculated using 150,000,000 trials, giving a 99.9999% confidence interval of 0.0002 for every value. The lower bound on the probability of reducibility for odd degrees (dashed) is the asymptotic probability that a degree d polynomial has a linear factor (see Proposition 5.3). If the degree is even, the polynomials cannot have a linear factor, and the reducibility probability appears to be distinctly lower. For even degrees, a Galois theory argument ([17, Subsection 2.2]) proves that the reducibility probability is exactly zero whenever d + 1 is prime and 2 generates the multiplicative group of (Z/(d + 1)) × , which should happen for infinitely many d by Artin's Conjecture (see, for example, [15] ). that either −1 or 1 is a double root (and they further extend this result to polynomials with coefficients 1, 0, or −1). This result is related to Section 2 where we conjecture for random polynomials with 1 or −1 coefficients that, among reducible polynomials, the probability that x + 1 or x − 1 is a factor tends to 1 (see Conjecture 2.1). Very roughly, both Peled, Sen, and Zeitouni's result [18] and Conjecture 2.1 suggest that the coincidence of having a double root or the coincidence of factoring are most likely to happen in the simplest way, and that is when 1 or −1 is a root.
Random polynomials of the sort considered in Hilbert's Irreducibility Theorem have been studied in probabilistic Galois theory. For example, van der Waerden [25] proved that if
is monic with degree d and all of its coefficients are chosen independently and uniformly from integers in the interval [−K, K], then the probability that the Galois group for h [−K,K],d (x) is S d , the symmetric group of d elements, tends to 1 as K tends to infinity. Work proving successively better upper bounds on the probability that h [−K,K],d (x) does not have Galois group S d has continued with the work of Knobloch in 1955 [10] and 1956 [11] , Gallagher in 1973 [6] , Zywina in 2010 [26] , Dietmann in 2013 [5] , and finally Rivin [19] in 2015, who proved the upper bound log c K K , where c = c d is a constant depending on d, which is the first upper bound demonstrating that the probability decreases linearly in K, up to a polylog factor. Figure 4 . The probability of reducibility for 0, 1 polynomials of high degree. The random data (squares) was generated with 10,000 trials, a relatively small number necessitated by the high degree, giving a 95% (2 standard deviations) confidence interval of ±0.010, which is relatively large for this figure. The asymptotic lower bound (dashed) is the same bound as in Figure 2 , and we believe some points fall below this asymptotic lower bound due to measurement error, which would be corrected if substantially more trials were conducted.
For this paper, computer simulations were used to randomly measure data points in the real numbers whose exact values are unknown, and we quantify the likely difference between our measured data points and the actual values using confidence intervals. For example, we say a randomly measured data value of x has a 99.9999% (five standard deviations) confidence interval of ± to mean that, at the start of the random experiment, there is at most a one-in-a-million chance (i.e., probability 0.000001) that the measured value will differ from the actual value by more than . The data for this paper was collected using HTCondor [2, 14, 21, 24] , a high-throughput computing software system developed and maintained at the University of Wisconsin-Madison, and programming was done primarily in Magma.
The paper is organized as follows. Section 2 studies examples of monic polynomials where the support of coefficients is fixed and the degree is increasing, including coefficients either 0 or 1 and coefficients either 1 or −1, where each coefficient is independently chosen with probability . The probability of reducibility for ±1 polynomials with high degree. The data was calculated randomly using 10,000 trials, giving 95% (2 standard deviations) confidence interval of ±0.01. The lower bound for odd-degrees is the same as the lower bound in Figure 3 .
Fixed Support with Growing Degree
be a random monic polynomial with degree d and constant coefficient 1, where every other coefficient a 1 , . . . , a d−1 is 0 or 1 independently with probability 1/2. As shown in Proposition 5.1, the probability that g {0,1},d (x) has x + 1 as a factor is asymptotically 2 πd , which is a lower bound for the probability of reducibility. Our data suggests that as the degree increases, the probability of reducibility converges to this lower bound (see Figures 2 and 4) .
Consider a random monic polynomial h {0,1},d (x) with the same form as g {0,1},d (x) above, but with the constant term also allowed to be 0 or 1 independently with probability 1/2. One could ask: For polynomials h {0,1},d (x), does the probability of reducibility divided by the probability that the constant term is 0 go to 1 as the degree d increases? The answer to this question is yes if and only if the probability that the polynomials g {0,1},d (x) are irreducible goes to 1 as the degree d goes to infinity. The equivalence is true because the probability of reducibility for polynomials h {0,1},d (x) is equal to 1/2 (the probability that the constant coefficient is zero) plus the probability of reducibility for polynomials g {0,1},d (x). Thus, Heuristic 1.1 for h {0,1},d (x) is equivalent to OdlyzkoPoonen's conjecture [16] that g {0,1},d (x) becomes irreducible with probability tending to 1 as d goes to infinity. Figure 3 and Figure 5 , we see that the probability of reducibility of g ±1,d (x) polynomials decreases as the degree d goes to infinity. For odd-degree d, we prove that 2
is an asymptotic lower bound, based on the probability that x + 1 or x − 1 is a factor (see Lemma 5.2 and Proposition 5.3). For even-degree d, a linear factor over the integers is impossible (see Lemma 5.2) . Figure 3 and Figure 5 suggest that, when the degree is odd, the probability that g ±1,d (x) is reducible Figure 6 . Consider a random monic polynomial where each coefficient is sampled uniformly from integers in the interval [0, K]. Above is a plot of data measuring the probability that such a polynomial is reducible divided by the probability that the constant term is 0, which is 1 K+1 . The ratio appears to tend to 1 as the degree increases, supporting Heuristic 1.1. Each data point was generated with 2500K 2 trials, giving 99.9999% confidence intervals of ±0.1 , ±0.055 and ±0.0505, respectively, for K = 1, 10, and 100. approaches the probability that g ±1,d (x) has a linear factor, supporting Heuristic 1.1 and suggesting the following conjecture, which is analogous to Konyagin's conjecture in [12] . 
where the a i are +1 or −1 independently with probability 1/2, the probability that g ±1,d (x) has a linear factor x + 1 or x − 1, conditioned on g ±1,d (x) being reducible, goes to 1 as the degree d goes to infinity.
The data also suggests the following analog of Odlyzko and Poonen's [16] 
where the a i are +1 or −1 independently with probability 1/2, the probability that g ±1,d (x) is reducible goes to 0 as the degree d goes to infinity.
Growing Support with Fixed Degree
Uniform integers in the interval [−K, K]. Chela [4] proved the theorem below, which we have rephrased in terms of a ratio of probabilities to show its connection with Heuristic 1.1.
Theorem 3.1 (Chela [4]). Let
where the a i are chosen uniformly and independently from integers in the interval [−K, K]. As K goes to infinity, the probability of reducibility divided by the probability that the Figure 7 . Above is a plot of data supporting a result due to Kuba [13] (Theorem 3.2) for K = 10, 50, 100, and 500, with the data generated using 250,000, 6,250,000, 25,000,000, and 625,000,000 trials, respectively. The points are a ratio of the probability of reducibility divided by 1 2K+1 , which is the probability that the constant coefficient is zero. The 99.9999% confidence interval for each data point is at most ±0.105.
constant coefficient is zero goes to the limit C d , i.e.,
, with the iterated integral running over all x i satisfying
We generated data for polynomials h [−K,K],d (x) to find the probability of reducibility for varying K values-see Figure 1 . It is interesting to note that our data fits closely with Chela's limit for small K values, especially when d increases. Also note that the right-hand side of (1) in Theorem 3.1 approaches 1 as d goes to infinity, supporting Heuristic 1.1.
Uniform integers in the interval
We consider the probability of reducibility for polynomials of the form
where the a i are chosen uniformly and independently from the interval [0, K] and K is a positive integer. To study Heuristic 1.1 in this case, we collected data for the probability of reducibility divided by the probability that the constant coefficient is zero (which is 1/(K + 1)) for various degrees and values of K. Figure 6 indicates that, as predicted by Heuristic 1.1, the ratio of probabilities appears to tend to a constant as K increases and to tend to 1 as the degree increases.
Non-Monic Uniform Coefficients. Kuba [13] considered non-monic polynomials and proved the following theorem, which we have rephrased in terms of a ratio of probabilities to show its connection with Heuristic 1.1. 
where C d is a constant depending only on d. (Note that the left-hand side of the inequality above is always at least 1.)
Our computer data indicates that the probability that h K,d (x) is reducible divided by
2K+1
decreases to 1 as d goes to infinity; see Figure 7 . Data with higher degree (we also tested d = 80, 90, 100, 200) further suggests that this ratio goes to 1.
Binomial Coefficients. One natural, non-uniform way to choose coefficients in the interval [0, K] is to use a binomial distribution, Bin(K, p), where K is a positive integer and 0 ≤ p ≤ 1, so that the value is taken with probability K p (1 − p) K− . Heuristic 1.1 is easiest to understand when the probability of a linear factor is dominated by the probability that the constant coefficient is zero, and thus we let p = 1/K, in which case the constant coefficient is zero with probability (1 − 1/K) K , which is close to e −1 especially as K increases. Interestingly, this binomial model has features similar to 0,1 polynomials, in that each coefficient takes the value zero with roughly constant probability as K increases, while still having the support of the coefficients tend to infinity as K increases (the binomial distribution approximates a Poisson distribution as K increases). Data in Figure 8 suggests that Heuristic 1.1 still holds, and we make the following conjecture.
Conjecture 3.3. For a random monic polynomial
with coefficients a 0 , . . . , a d−1 chosen from the interval [0, K] using a Bin(K, 1/K) distribution, the probability that the polynomial is reducible divided by the probability that the constant coefficient is zero goes to 1 as K goes to infinity.
Characteristic polynomial of a random ±1 matrix.
We consider the probability of reducibility for χ(x), the characteristic polynomial of a d by d matrix with integer entries. This case is different than the previous two sections because both the degree of the characteristic polynomial and the support of the coefficients grow as d increases. We study the case where the d by d matrix has entries that are +1 or −1 independently with probability 1 2 . Some results are known for other models of random matrices. In [20] , Rivin studies random integer matrices formed as products of random elements in the special linear group SL(n, Z), where the random elements are chosen in two ways: either uniformly over all matrices in SL(n, Z) with coefficients uniformly bounded by a constant, or in terms of word length based on a fixed generating set for SL(n, Z). Rivin [20] shows that the probability that the characteristic polynomial is reducible tends to 0 in both cases as n increases, and also studies Sp(n, Z) (see further extensions in [7] ).
In the case where the d by d matrix has entries that are +1 or −1 independently with probability 1 2 , Figure 9 indicates that the probability of reducibility decreases as d increases, and the probability of reducibility appears to become close to a lower bound derived from the probability that the matrix has a pair or rows or columns that are dependent (this implies that the constant coefficient, which is the determinant of the matrix, is zero). It has long been conjectured (see, for example, [9, 8, 22, 23, 3, 1] ) that the probability that a uniform random d by d matrix with ±1 entries has determinant zero is asymptotically
where o(1) is a small quantity tending to zero as d tends to infinity. The term 4
d is an asymptotic lower bound coming from the probability that there is a pair of rows or columns that Figure 8 . Let h Bin,K,d (x) be a monic random polynomial with all other coefficients chosen independently from {0, 1, . . . , K} using a Bin(K, 1/K) distribution. The plot shows the probability that h Bin,K (x) is reducible divided by the probability that the constant coefficient is zero for degrees d = 3 to d = 15 and K equal to 10, 30, and 50. Note that the ratio appears to tend to 1 as the degree increases, supporting Heuristic 1.1 (see Conjecture 3.3). For the data points for K = 10, 30, and 50, the 99.9999% confidence intervals are ±0.0017, ±0.0006 and ±0.0004, respectively.
are dependent. Figure 9 uses a different asymptotic lower bound (see Proposition 5.4) that is similar but more accurate for small d. Based on our data we make the following conjecture, which implies the bound in (2) and also supports Heuristic 1.1. 
Propositions and proofs
In this section we collect lower bounds on the probability of a linear factor in given polynomial models using combinatorics. We use the notation o(1) to signify a small function which tends to 0 as d tends to infinity.
where a i is 0 or 1 independently with probability odd-degree terms, and the number of even-degree terms with a non-zero coefficient must equal the number of odd-degree terms with a non-zero coefficient; thus, the number of polynomials with x + 1 as a factor is when d is even is Figure 9 . Above is a plot of the probability of reducibility for the characteristic polynomial of a random d by d matrix with entries either +1 or −1 independently with probability 1 2 . The first 19 points (circles) were calculated randomly using 1,000,000 trials, giving a 99.9999% confidence interval of ±0.0025 for each value. The remaining points (squares) were calculated randomly using 100,000 trials, giving a 99.9999% confidence interval of ±0.0079. The asymptotic lower bound curve (dashed line) is from Proposition 5.4.
Using Vandermonde's identity and Stirling's approximation
Thus, the probability of having x + 1 as a factor is 
Vandermonde's identity. Applying Stirling's approximation we have that the probability of having x + 1 as a factor
completing the proof. having x − 1 as a factor is equal to the number of polynomials g(x) having x + 1 as a factor, which is equal to
Proof. First, we prove that there cannot be a linear factor when d is even, using the fact that having a linear factor implies that there is an integer root. A geometric series argument shows (see [17, Lemma 4.1] ) that for a polynomial g(x), all roots must have absolute value strictly between 1 2 and 2; thus 1 and −1 are the only possible integer roots for a polynomial g(x). In order to have 1 or −1 as a root, the polynomial must have an equal number of positive and negative terms. When d is even, a degree d polynomial has d + 1 terms where d + 1 is odd, and thus, a linear factor is not possible. Next, we compute the number of polynomials g(x) with x − 1 as a factor when d is odd. Having x − 1 as a factor means that g(1) = 0. Note that g(x) has d + 1 terms and the leading coefficient is 1, and so of the remaining d terms, there must be enough negative coefficients to sum to 0 when x = 1. Thus, there must be ways to choose which terms will have a negative sign, so there are
degree d polynomials g(x) with x − 1 as a factor when d is odd.
Finally, we use a bijective proof to show that the number of g(x) with x − 1 as a factor is equal to the number of g(x) with x + 1 as a factor. Letg( We end the section with a proposition and proof giving an asymptotic lower bound on the probability that the characteristic polynomial of a d by d matrix with +1 and −1 entries is reducible. Note that one could use [1, Theorem 2.1] to find a similar lower bound that holds for all d; the bound below highlights the terms that are relevant for small d and is asymptotically accurate for large d. Proof. The determinant of a matrix is the constant coefficient of its characteristic polynomial, and, if the determinant is 0, then χ(x) has 0 for a root. The above asymptotic lower bound on the probability of reducibility comes from an asymptotic lower bound on the probability the matrix has a determinant 0. The first term is the asymptotic probability of 2 rows of the matrix being linearly dependent or 2 columns being dependent, double counting when both events occur (note that an additional factor of two appears because there are two ways for vectors with all entries in {+1, −1} to be dependent). The second term is the asymptotic probability of 2 rows and 2 columns being dependent at the same time. Using inclusion-exclusion, we subtract these terms to avoid double counting. The o(1/2 d ) accounts for lower-order terms, for example the probability that two or more distinct pairs of rows each have a dependency. Note we have included the a second-order term even though it is smaller than the error because it makes the bound more accurate for small d.
