This study is concerned with the problem of finite-time state estimation for T-S fuzzy stochastic jumping neural networks, where the communication links between the stochastic jumping neural networks and its estimator are imperfect. By introducing the fuzzy technique, both the nonlinearities and the stochastic disturbances are represented by T-S model. Stochastic variables subject to the Bernoulli white sequences are employed to determine the nonlinearities occurring in different sector bounds. Some sufficient conditions for the existence of the state estimator are given in terms of linear matrix inequalities, whose effectiveness are illustrated with the aid of simulation results.
are introduced to represent the local dynamics of state space regions. Recently, various previous results have been considered on the stability and other dynamical behaviors of T-S fuzzy neural networks [-] and stochastic differential equations with fuzzy rules [-] . However, in the existing literature, the proposed state estimator design methods were based on knowledge of communication between the neural network and the estimator are perfect. However, in many practical systems, the communication may be partly available. It is necessary to study such general SJNN with unreliable communication links (UCLs) [-], which was neglected in the aforementioned literature. On the other hand, most obtained results concern an infinite-time interval. Compared with the infinite-time one, a finite-time possesses performance of fast convergence and achieves better stability properties. Therefore, many scholars have devoted their studies to the finite-time stability problem for nonlinear systems without delay [] and with delay [-] . From [-, -] and the references therein it is apparent that researchers in this field have not established an estimation problem for fuzzy DTSJNN with UCLs so far. A natural question is how to cope with the finite-time state estimation problem for T-S fuzzy DTSJNN with UCLs. To the best of our knowledge, such a question has not been fully studied.
Motivated by the above discussion, we present a new and more relaxed technique to study the finite-time state estimation for T-S fuzzy stochastic jumping neural networks subject to UCLs. This paper gets more information as regards large and small activation functions, which covers some existing activation functions as special cases. A new random process is introduced to model the phenomenon of signal transmission, and some delay dependent sufficient conditions are given by implementing the Lyapunov functional. Finally a numerical example has been offered to show the effectiveness of the proposed approach.
Notation: R n denotes the n-dimensional Euclidean space; the superscripts - and T denote the inverse and transpose, respectively. · denotes the expectation operator with respect to some probability measure. The symbol He(Q) is used to represent Q + Q . * is employed to represent a term that is induced by symmetry. ⊗ denotes the Kronecker product. e s = [ n×(s-)n I n  n×(-s)n ] (s = , , . . . , ).
Preliminaries
Given a probability space ( , F, ρ) where is the sample space, F is the algebra of events, and ρ is the probability measure defined on F. The T-S fuzzy DTSJNNs over the space ( , F, ρ) are given by the following model:
where x(k) ∈ R n and y(k) ∈ R p represent state and output measured vector, respectively.
The external disturbance ω(k) ∈ R q is a disturbance signal that belongs to l  [, ∞) and
The stochastic jump process {r k , k ≥ } is a discrete-time, discrete-state Markov chain taking values in a finite set L = {, , . . . , s} with transition probabilities π lm given by s m= π lm = , π lm > , l ∈ L. ξ j and M ij (i = , , . . . , q, j = , , . . . , p) are, respectively, the premise variables and the fuzzy sets, q is the number of IF-THEN rules. The fuzzy basis functions are given by
The transmission delay τ (k) is time-varying and satisfies  < τ  ≤ τ (k) ≤ τ  , where τ  and τ  are known constants. f (x(k)) and g(x(k -τ (k))) are the neuron activation functions.
Utilizing the centroid method for defuzzification, the fuzzy system () is inferred as follows:
Throughout the paper, it is definitely understood that the actual input available to the desired estimator is y as (k). In the early research of state estimation for neural networks, the signals' transmissions were assumed to be in an ideal communication link, that is, y as (k) = y(k). However, there exists a spot with transmission from the sensor to the estimator in the real world. The missing data phenomenon was modeled by introducing a stochastic Bernoulli approach, which is employed to described the UCL, and the relationship between y as (k) and y(k) can be described by
where the stochastic variable (k) is Bernoulli-distributed white noise sequence specified by the following law:
where ∈ [, ] is a known constant. Obviously, =  means the information of communication link (CL) is not available. Similarly, =  means the information of CL is available. For the stochastic variable (k), it is easy to see that
For the T-S fuzzy SJNN (), the state estimator is presented as follows:
wherex(k) is the estimate of the state x(k) and for each r k ∈ L, K i (r k ) is the estimator parameter to be determined.
be the state error and the output estima-
, and the other symbols are similarly represented. The resulting estimation error is governed by
In the following, we introduce a new vector
, the state estimation for SJNN can be represented as follows:
where
, 
, it is found that the neuron state-based nonlinear functions f (·) and g(·) are related to η(k) and η(k -τ (k)), respectively, which cannot be handled directly by the Matlab tool. Notice that f () = , g() = , one has
where U  , U  , V  and V  are real matrices with compatible dimensions. In this paper, f (·) and g(·) are mode-dependent nonlinear functions:
where U l , U l , V l , and V l are real matrices with appropriate dimensions. It will be used in the proof of our results.
It is noted that tr(U l ) ≤ tr(U l ) and tr(V l ) ≤ tr(V l ). In such a case, one finds that
where χ  (k) and κ  (k) are two independent Bernoulli-distributed sequences satisfying
which yields
()
Main results
The following is the main result of this paper. 
Proof Let us construct the following Lyapunov functional of the form
On the other hand, for any appropriately dimensioned matrices H s (s = , , ), the following inequalities hold:
From (), for any matrix variables X nl >  and Y nl >  (n = , ), one has
which can be rewritten as
Combining ()-(), one has
Let λ  = min{ }, then λ  >  due to . Finally from (), we obtain, for any k ≥ ,
Taking mathematical expectation on both sides of inequality () and noting that α ≥ , it can be shown from () and () that
In view of conditions (), letting
On the other hand, for all l ∈ L, it can be seen from () that
From () and (), we get
Noting condition (), it can be derived from () and () that η (k)Rη(k) < c  for all k ∈ {, , . . . , N}.
Remark  To estimate the derivative of the Lyapunov functional, more information is needed on the slope of neuron activation functions f (η(k)) and g(η(k -τ (k))) derivative than [-], which yield less conservative results.
Remark  In this brief contribution, the UCL is introduced to save the communication resource, which was assumed to be perfect in the existing literature. Hence, the applicability of SJNN subject to UCL is reasonable and relatively wide.
Remark  Note that the failures of sensors are mode-dependent and depict that the signal may vary between actuator and controller, which is extended to the filtering for T-S fuzzy stochastic jumping neural networks subject to UCLs. 
ii,l < , ()
Moreover, the finite-time state estimator can be constructed by
Proof Letting P l = diag{P l , P l }. 
Illustrative example
Example  Consider the T-S fuzzy Markovian jump neural network () involving two modes with the following parameters:
