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Re´sume´ Dans cet article, nous proposons un syste`me de de´tection d’e´ve´nements base´s sur
les re´seaux baye´siens. Ce syste`me repose sur l’apprentissage automatique de la structure
du re´seau baye´sien a` partir de donne´es d’apprentissage. Nous comparons notre approche
a` une approche na¨ıve qui suppose que les attributs du syste`me sont inde´pendants condi-
tionnellement a` l’e´ve´nement. Afin de valider notre approche, nous conside´rons la de´tection
d’Actions dans un match de football. Les re´sultats expe´rimentaux effectue´s sur une base de
quatre matchs montrent une ame´lioration des performances de classification par rapport a`
la me´thode na¨ıve utilise´e classiquement dans la litte´rature.
Mots cle´s Re´seaux baye´siens, apprentissage de structure, classification, indexation vide´o.
1 Introduction
Plusieurs travaux proposant de faire l’indexation vide´o dans le cadre des re´seaux
baye´siens sont apparus re´cemment dans la litte´rature. Dans [1], les auteurs utilisent ainsi
un re´seau baye´sien pour extraire les moments inte´ressants dans des vide´os de Formule 1.
Wang et al [2] ont quant a` eux mis en place un syste`me utilisant les re´seaux baye´siens
pour la de´tection d’e´ve´nements dans les vide´os de sport. Ces deux approches utilisent une
structure du re´seau baye´sien construite a` la main, a` partir de connaissances sur le do-
maine traite´. Les connaissances sur les diffe´rentes relations qui existent entre les variables
du proble`me ne sont cependant pas toujours disponibles. A de´faut, la structure est fixe´e,
toujours manuellement, mais en supposant ge´ne´ralement l’inde´pendance entre les attributs
conditionnellement a` l’e´ve´nement recherche´.
Il est toutefois e´galement possible d’exploiter les donne´es d’apprentissage pour construire
automatiquement la structure du re´seau baye´sien. Dans de pre´cedents travaux [3], nous
proposions d’utiliser l’apprentissage de structure pour construire automatiquement le
mode`le dans le but de faire la de´tection de publicite´ dans un flux TV. L’approche uti-
lise´e dans [3], qui apprend un re´seau baye´sien non contraint, ne distingue cependant pas
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le nœud de classification des autres nœuds. Cette me´thode n’est pas optimale dans le cas
de la classification d’e´ve´nements rares tels que les Actions ou les Buts dans les matchs de
football. Nos expe´riences montrent en effet qu’une recherche contrainte, ou` un roˆle parti-
culier est donne´ au nœud de classification, s’ave`re plus efficace. Apre`s une description du
concept des re´seaux baye´siens, nous pre´sentons les diffe´rentes me´thodes d’apprentissage
de structure que nous utilisons. Nous poursuivons par la pre´sentation des re´sultats de ce
type d’apprentissage sur l’application que nous avons envisage´e, avant de conclure.
2 Les re´seaux baye´siens
La the´orie des re´seaux baye´siens re´sulte d’une fusion entre la the´orie des probabilite´s et
la the´orie des graphes [4]. On de´finit classiquement un re´seau baye´sien comme un graphe
acyclique dirige´. Il est forme´ d’un ensemble de variables et d’un ensemble d’arcs entre les
variables. Chaque variable correspond a` un nœud du re´seau. A chaque variable Xi ayant
pour parents l’ensemble : pa(Xi), on associe une probabilite´ conditionnelle p(Xi|pa(Xi)).
Dans les re´seaux baye´siens, la probabilite´ jointe du mode`le s’e´crit ainsi :
P (X1, ...Xn) =
∏
1..n
(P (Xi|pa(Xi))) (1)
Un re´seau baye´sien posse`de deux niveaux de parame`tres : des parame`tres quantitatifs
qui sont les probabilite´s conditionnelles associe´es a` chaque nœud, p(Xi|pa(Xi)), et des
parame`tres qualitatifs qui sont les arcs entre les diffe´rents nœuds. L’ensemble de ces arcs
forme la structure du re´seau.
Deux types d’apprentissage sont disponibles dans les re´seaux baye´siens. Le premier
type, largement utilise´ dans la litte´rature, est un apprentissage de parame`tres. Ge´ne´-
ralement, cet apprentissage se fait avec la me´thode du maximum de vraisemblance. Le
deuxie`me type est l’apprentissage de structure.
Dans [3], les auteurs proposent d’utiliser l’algorithme K2 [5], pour re´aliser l’apprentis-
sage de structure d’un re´seau baye´sien non contraint. Ils obtiennent ainsi une structure
ge´ne´rique pour la de´tection de publicite´. Cette me´thode d’apprentissage de structure uti-
lise le score BIC pour e´valuer les structures. Il peut se de´composer au niveau de chaque
nœud Xi sous la forme de l’e´quation 2.
scoreBIC(Xi, p(Xi)) = log(P (Xi/pa(Xi))− 12 .Dim(Xi,G).log(N) (2)
ou` N est le nombre d’exemples dans la base de donne´es, et Dim(Xi,G) est le nombre de
parame`tres ne´cessaires pour de´crire l’information au niveau du nœud dans la structure G.
Le score BIC est ainsi compose´ de deux termes, un premier terme qui tient compte de
la vraisemblance des donne´es par rapport au mode`le, c’est donc un terme d’attache aux
donne´es. Le second terme tient compte de la complexite´ de la structure. Cette formulation
du score ne met cependant aucunement en avant le nœud de classification. Dans ce cadre, la
me´thode d’apprentissage de structure base´e sur le score BIC de l’e´quation 2 peut re´sulter
en une structure qui simulera correctement les donne´es sans toutefois eˆtre optimale pour
notre taˆche de classification. Dans le paragraphe suivant nous proposons donc de revoir
cette me´thode de fac¸on a` l’adapter a` la classification d’e´ve´nements.
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3 Utilisation de l’apprentissage de structure pour la classification
Notre objectif principal est la de´tection d’e´ve´nements dans les vide´os. Nous e´tudions
dans cette partie l’utilisation de l’apprentissage de structure pour automatiser cette taˆche
de de´tection d’e´ve´nements. Le re´seau baye´sien le plus connu dans la litte´rature est le
re´seau baye´sien na¨ıf, connu aussi sous le nom de classifieur baye´sien. Dans ce type de
re´seau, les attributs X1, · · · , Xn−1 sont suppose´s inde´pendants conditionnellement a` la
classe Xc. Les nœuds attributs ne posse`dent qu’un seul parent, c’est le nœud de classifi-
cation. Cette hypothe`se entraˆıne la simplification de la loi jointe de l’e´quation 1 sous la
forme de l’e´quation 3. De tels re´seaux ont e´te´ largement utilise´s dans la litte´rature pour la
classification [6]. Ils se caracte´risent, en effet, par la rapidite´ des ope´rations d’apprentissage
et d’infe´rence.
P (Xc, X1, ...Xn−1) = P (Xc).
∏
1..n−1
(P (Xi/Xc))) (3)
Toutefois, dans les re´seaux baye´siens na¨ıfs, aucune corre´lation entre les attributs n’est
prise en compte. Toutes les caracte´ristiques contribuent a` la classification de la meˆme
manie`re. Le nœud de classification profite de l’information donne´e par chaque attribut
inde´pendamment de l’information donne´e par les autres caracte´ristiques. Ceci peut ne pas
eˆtre optimal pour la taˆche de classification. Nous proposons d’enrichir la structure du
re´seau baye´sien na¨ıf pour tenir compte des corre´lations qui existent entre les diffe´rents
attributs.
Dans [7], les auteurs ont propose´ l’approche TAN pour enrichir la structure du re´seau
baye´sien. Cette approche utilise une structure en arbre afin de faire la classification. La
structure en arbre pre´sente l’avantage d’avoir une complexite´ faible ; elle e´vite donc les
proble`mes de sur-apprentissage. Toutefois restreindre le nombre de parents autres que le
nœud de classification a` exactement un parent pour chaque nœud, est une contrainte forte.
La structure ainsi obtenue ne permet pas de repre´senter le cas ou` une variable est corre´le´e
avec plusieurs autres variables. Elle ne permet pas non plus de repre´senter le cas ou` une
variable est conditionnellement inde´pendante de toutes les autres variables par rapport au
nœud de classification . Dans ce cas, le nœud repre´sentant cette variable n’a besoin que
du nœud de classification comme parent. L’ajout d’un autre parent ne fait qu’augmenter
inutilement la complexite´ et le nombre de parame`tres du re´seau.
Pour ces raisons, nous utilisons l’algorithme K2 pour enrichir la structure du re´seau
baye´sien na¨ıf. Ce choix nous permet de ne plus nous restreindre a` une structure d’arbre
mais d’avoir une structure plus ge´ne´rique. Nous avons e´galement modifie´ le score BIC de
l’algorithme K2, pour tenir compte du fait que chaque nœud attribut doit avoir comme
parent le nœud de classification. Le score BIC modifie´ au niveau de chaque nœud Xi
s’e´crit alors :
scoremBIC(Xi, p(Xi)) = log(P (Xi/pa(Xi), Xc)− λ.Dim(Xi,G).log(N) (4)
A l’image du score BIC, le score BIC modifie´ est compose´ de deux termes. Un premier
terme permettant la maximisation de la vraisemblance ; et un second terme permettant de
tenir compte de la complexite´ du re´seau construit. La variable λ permet une ponde´ration
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entre l’influence de ces deux termes. Ainsi, plus λ est grand, plus la complexite´ de la
structure aura de poids dans le calcul du score, et plus les structures obtenues seront
simples.
4 Re´sultats expe´rimentaux
4.1 Protocole expe´rimental
Afin de tester notre approche, nous avons pris le cadre de la de´tection d’Actions dans
un match de football. Une Action est un moment du match ou` un joueur tente de marquer
un but. D’un point de vue vide´o, cela se traduit par un moment du jeu ge´ne´ralement au
niveau de la zone de but de l’une des deux e´quipes, avec une acclamation de la foule et une
augmentation du niveau d’excitation du pre´sentateur. Cet instant est aussi ge´ne´ralement
suivi par des plans de ralenti.
Les attributs que nous utilisons sont des attributs extrait des signaux audio et vide´o :
niveau sonore de la foule, plage de jeu/non jeu, type de plan (large ou pas), transition,
pre´sence de visage, couleur verte, logo du ralenti, position sur le terrain. Puisqu’une Action
influence e´galement les plans suivants dans la vide´o nous rajoutons a` notre liste d’attributs
les attributs des cinq plans suivants. Nous totalisons ainsi 40 variables pour les attributs,
et une variable pour la classe Action. Notre base de donne´es est constitue´e de quatre
matchs issus de la coupe du monde 2006, ce qui correspond a` 109 Actions et 6300 plans
autres. Notre base de donne´es n’e´tant pas tre`s grande, pour la phase de test, nous avons
choisi d’utiliser un processus de cross-validation. Nous pre´sentons nos re´sultats sous forme
de courbe de Pre´cision/Rappel.
4.2 Re´sultats
Nous proposons dans la figure 1 une comparaison entre l’approche utilisant un re´seau
baye´sien non contraint, l’approche utilisant les re´seaux baye´siens na¨ıfs et l’approche enri-
chissant les re´seaux na¨ıfs par une structure ge´ne´rique telle que propose´e dans le paragraphe
pre´ce´dent. Il apparaˆıt clairement que les re´sultats du re´seau baye´sien non contraint ne sont
pas satisfaisants en terme de classification. Ces re´sultats sont meˆme de moindre qualite´ que
ceux donne´s par un re´seau baye´sien na¨ıf, classiquement utilise´ dans les taˆches de classifica-
tion. Ces re´sultats peuvent eˆtre explique´s par le fait que cette approche ne donne aucune
position particulie`re au nœud de classification. Elle cherche a` maximiser la vraisemblance
du mode`le par rapport aux donne´es, sans tenir compte du fait que notre but principal est
la classification. Dans le cas ou` l’on dispose d’un nombre important d’attributs, le terme
tenant compte de la classification est en effet noye´ par la vraisemblance des attributs.
L’approche que nous avons propose´e suppose, quant a` elle, que le nœud de classification
est connecte´ a` tous les attributs. Elle permet donc au nœud de classification de profiter
de l’information de tous les attributs.
Sur la figure 1, il apparaˆıt aussi que notre approche donne de meilleurs re´sultats que la
structure du re´seau baye´sien na¨ıf, pour lequel on suppose une inde´pendance conditionnelle
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entre les attributs par rapport au nœud de classification. Ce re´sultat montre l’importance
de tenir compte des connexions entre les attributs pour augmenter le pouvoir de classifi-
cation. Dans la figure 2, nous comparons notre approche a` l’approche TAN qui augmente
Fig. 1. Comparaison entre les re´sultats du re´seau baye´sien na¨ıf, du re´seau baye´sien non contraint et du
re´seau baye´sien na¨ıf augmente´ par une structure ge´ne´rique.
le re´seau baye´sien par un arbre, pre´sente´ dans [7]. La diffe´rence entre les deux approches
re´side dans le fait que pour l’approche TAN, la structure du re´seau baye´sien na¨ıf est aug-
mente´e par une structure d’arbre, alors que notre approche enrichit la structure du re´seau
na¨ıf par une structure ge´ne´rique. Nous remarquons que l’enrichissement par une struc-
ture ge´ne´rique donne de meilleurs re´sultats de classification. En effet se restreindre a` une
structure en arbre ne garantit pas des re´sultats de classification optimaux. Cela permet
en outre de tenir compte des corre´lations existant entre les attributs.
5 Conclusion
Les tests expe´rimentaux que nous avons effectue´s montrent que l’apprentissage de
structure des re´seaux baye´siens ame´liore les performances de classification d’e´ve´nements
dans les donne´es vide´o par rapport au re´seau baye´sien na¨ıf classiquement utilise´ dans
la litte´rature. On peut donc conclure que l’apprentissage de structure constitue un outil
efficace pour automatiser la taˆche de de´tection d’e´ve´nements dans la vide´o.
Plus pre´cise´ment, nous avons aussi montre´ que l’apprentissage de structure doit ge´rer
le nœud de classification diffe´remment des nœuds attributs. Nous avons en effet prouve´
dans notre application que les approches de type re´seau baye´sien na¨ıf enrichi ame´liorent les
performances de classification du syste`me. De plus, l’utilisation d’une structure ge´ne´rique
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Fig. 2. Comparaison entre les re´sultats du re´seau baye´sien augmente´ par une structure d’arbre et du re´seau
baye´sien augmente´ par une structure ge´ne´rique.
pour enrichir le re´seau na¨ıf ame´liore encore les re´sultats de classification, par rapport a`
une approche qui utilise une structure d’arbre.
Dans le futur, nous envisageons d’e´tudier l’effet de la se´lection d’attributs sur les
approches telles que les approches de re´seaux baye´siens na¨ıfs enrichis. Ce type d’approches,
tout comme les re´seaux baye´siens na¨ıfs, prend en effet en compte tous les attributs, y
compris ceux qui ne sont pas utiles pour la classification.
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