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Summary  Intrusion  detection  is  the  identiﬁcation  of  malicious  activities  in  a  given  network
by analyzing  its  trafﬁc.  Data  mining  techniques  used  for  this  analysis  study  the  trafﬁc  traces
and identify  hostile  ﬂows  in  the  trafﬁc.  Dimensionality  reduction  in  data  mining  focuses  on
representing  data  with  minimum  number  of  dimensions  such  that  its  properties  are  not  lost  and
hence reducing  the  underlying  complexity  in  processing  the  data.  Principal  Component  Analysis
(PCA) is  one  of  the  prominent  dimensionality  reduction  techniques  widely  used  in  network  trafﬁc
analysis. In  this  paper,  we  focus  on  the  efﬁciency  of  PCA  for  intrusion  detection  and  determine  its
Reduction  Ratio  (RR),  ideal  number  of  Principal  Components  needed  for  intrusion  detection  and
the impact  of  noisy  data  on  PCA.  We  carried  out  experiments  with  PCA  using  various  classiﬁer
algorithms on  two  benchmark  datasets  namely,  KDD  CUP  and  UNB  ISCX.  Experiments  show  that
the ﬁrst  10  Principal  Components  are  effective  for  classiﬁcation.  The  classiﬁcation  accuracy  for
10 Principal  Components  is  about  99.7%  and  98.8%,  nearly  same  as  the  accuracy  obtained  using
original 41  features  for  KDD  and  28  features  for  ISCX,  respectively.
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ostility  in  trafﬁc  ﬂows.  Hostile  trafﬁc  targeted  towards  a
ost  intends  to  either  ﬂood  the  target  with  large  number
f  packets  thereby  stalling  it  is  functioning,  or  probe  the
arget  to  study  it  is  vulnerabilities  or  a  precise  attack  on
he  target  by  exploiting  the  vulnerabilities.  Signature-based
ntrusion  detection  is  inefﬁcient  (Brauckhoff  et  al.,  2009;
ssariyapat  and  Kensuke,  2009;  Vasudevan  et  al.,  2011)  since
he  attacks  are  generated  with  sophisticated  tools  and  sig-
atures  derived  for  a session  becomes  obsolete  for  another
ession.  Data  mining  is  employed  for  intrusion  detection
hereby  useful  patterns  in  the  trafﬁc  can  be  used  to  for
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Figure  1  Classiﬁcation  accuracy  curve  for  KDD  cup  and  ISCX
dataset  with  Random  Forest.
99.92
99.3299.70 98.88
92
94
96
98
100
KDD CUP UNB ISCX
Cl
as
siﬁ
ca
o
n 
Ac
cu
ra
cy
 (%
)
(d=41)                         (d=28 )
Origina l 'd'  Dim ensions
10 Princ ipa l Components
Original Dimensions Vs 10 Principal Components using Random Forest
F
P
I
T
c
o
n
p
i
l
w
a
g
k
h
P
h
d
R
T
e
r
d
o
bDimensionality  reduction  using  PCA  for  network  intrusion  de
further  analysis.  Machine  learning  algorithms  study  these
patterns  and  develop  a  model  for  analyzing  new  trafﬁc  sam-
ples.  The  dataset  (KDD,  2016;  UNB,  2016)  generated  from
the  trafﬁc  traces  consists  of  d  features  and  when  d  is  large,
the  complexity  involves  processing  also  high.  Dimensional-
ity  reduction  helps  to  identify  k  signiﬁcant  features  such
that  k  <  d  and  they  achieve  classiﬁcation  accuracy  same  as
that  of  d  features.  Principal  Component  Analysis  (PCA)  is
a  dimensionality  reduction  technique  which  has  been  used
prominently  in  the  ﬁeld  of  trafﬁc  analysis  (Zhang  et  al.,
2012).  The  organization  of  the  paper  is  as  follows,  ‘Principal
Component  Analysis’  section  discusses  about  Principal  Com-
ponent  Analysis  and  existing  literature  regarding  PCA,  the
results  of  experiments  done  are  in  ‘Experiments  and  results’
section  and  paper  concludes  by  in  ‘Conclusion’ section.
Principal Component Analysis
Principal  Component  Analysis  is  a  feature  extraction  tech-
nique  that  generates  new  features  which  are  linear
combination  of  the  initial  features.  PCA  maps  each  instance
of  the  given  dataset  present  in  a  d  dimensional  space  to  a
k  dimensional  subspace  such  that  k  <  d.  The  set  of  k  new
dimensions  generated  are  called  the  Principal  Components
(PC)  and  each  principal  component  is  directed  towards  max-
imum  variance  excluding  the  variance  already  accounted  for
in  all  its  preceding  components.  Subsequently,  the  ﬁrst  com-
ponent  covers  the  maximum  variance  and  each  component
that  follows  it  covers  lesser  value  of  variance.  The  Principal
Components  can  be  represented  as  the  following
PCi =  a1X1 +  a2X2 +  ·  ·  ·  +  adXd (1)
where  PCi —  Principal  Component  ‘i’;  Xj —  original  feature
‘j’;  aj —  numerical  coefﬁcient  for  Xj.
PCA  is  one  of  the  most  prominently  used  feature  extrac-
tion  methods  for  trafﬁc  analysis.  Brauckhoff  et  al.  (2009)
discuss  about  implementing  PCA  with  KL  expansion  method
for  anomaly  detection  and  issue  of  right  number  of  PC
for  analysis.  Ringberg  et  al.  (2007)  discusses  the  sensitiv-
ity  of  PCA  for  anomaly  detection,  issues  related  to  number
of  PC,  impact  of  anomaly  size  and  gives  a  comprehensive
study  of  the  related  issues  on  Abilene  and  Geant  networks.
Issariyapat  and  Kensuke  (2009)  discuss  about  using  PCA  for
MAWI  network  and  using  the  information  from  packet  header
for  detecting  anomaly.
Experiments and results
The  experiments  were  carried  out  on  labelled  datasets  gen-
erated  from  real  world  network  traces.  The  datasets  include
KDD  Cup  (KDD,  2016),  generated  for  KDD  Cup  Contest  of
1999  from  DARPA  1998  traces  and  UNB  ISCX, from  traces
generated  at  University  of  Brunswick,  Canada.  The  KDD  Cup
dataset  consists  of  41  dimensions  while  the  ISCX  dataset
was  extracted  using  a  novel  framework  (Vasudevan  et  al.,
2011),  having  28  dimensions.  A  subset  used  consists  of  31,279
instances  for  KDD  Cup  and  33,746  instances  for  ISCX.  The
attack  vectors  include  Flood,  Priest  and  Probe  (only  KDD).
Classiﬁer  algorithms  used  for  this  work  include  C4.5  and
Random  Forest.  The  code  for  PCA  and  the  classiﬁers  are
available  in  Weka  library.
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iigure  2  Comparison  between  original  dimensions  and  10
rincipal  Components.
deal  number  of  Principal  Components
he  datasets  of  size  n  ×  d  was  mapped  to  the  given  k —  prin-
ipal  component  framework  and  transformed  into  dataset
f  size  n ×  k,  where  n  is  number  of  instances  and  d  is
umber  of  original  dimensions.  Number  of  Principal  Com-
onents  (PC)  represented  as  k  range  from  2  to  20,  with  an
ncremental  offset  of  two.  The  Random  Forest,  a  supervised
earning  algorithm,  was  applied  to  each  n ×  k  and  a  graph
as  plotted.  Fig.  1  depicts  the  relation  between  k  —  PC
nd  classiﬁcation  accuracy.  It  is  observed  that  initially,  the
rowth  of  accuracy  is  more  for  increase  in  value  of  k.  After
 =  10,  the  growth  is  either  stagnated  or  insigniﬁcant  and
ence,  it  is  inferred  from  the  plot  that  the  ideal  number  of
C,  kideal =  10.
It  is  observed  from  Fig.  2  that  accuracy  of  the  classiﬁer,
ere  Random  Forest  is  nearly  the  same  for  both  kideal and  d
imensions.
eduction  Ratio  for  Principal  Component  Analysis
he  Reduction  Ratio  (RR)  is  the  measure  for  determining  the
xtent  of  dimensional  reduction.  RR  for  PCA  (RRPCA)  is  the
atio  of  number  of  target  dimensions  to  number  of  original
imensions.  Lower  the  value  of  RRPCA, higher  is  the  efﬁciency
f  PCA.  RRPCA for  our  problem  of  intrusion  detection  given
y  the  following  mathematical  expression
RPCA = kideal (2)
d
iven  the  values  of  kideal and  d,  the  RRPCA for  KDD  Cup  dataset
s  0.24  and  ISCX  dataset  is  0.36.
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Zhang, B., et al., 2012. PCA-subspace method — is it good enough for
network-wide anomaly detection. In: Network Operations andKDD CUP Dataset
igure  3  Impact  of  noise  in  data  using  C4.5  classiﬁer.
mpact  of  noise  on  performance  of  PCA
he  KDD  Cup  dataset  initially  has  39  classes  which  were
apped  to  the  attack  vector  mentioned  earlier.  A  new  sub-
et  consisting  of  31,287  instances  was  used  for  this  analysis.
lasses  with  very  few  instances  were  regarded  as  noise.  In
ig.  3,  classiﬁcation  accuracy  of  original  d  dimensional  data
nd  kideal dimensional  data  is  compared.  The  difference  in
lassiﬁcation  accuracy  of  d  and  kideal is  reduced  by  7.3%
hen  noise  is  eliminated,  given  C4.5  classiﬁer.  Similar  reduc-
ions  of  difference  in  classiﬁcation  were  observed  for  other
lassiﬁers  also.  This  shows  that  PCA  improves  classiﬁcation
ccuracy  when  data  is  preprocessed  to  be  noise  free.onclusion
rincipal  Component  Analysis  has  shown  to  be  very  effec-
ive  for  dimension  reduction  in  intrusion  detection.  It  isK.  Keerthi  Vasan,  B.  Surendiran
dentiﬁed  from  experimental  results  that  ideal  number  of
rincipal  Components  (PC)  kideal =  10  for  intrusion  detection.
he  classiﬁcation  accuracy  of  kideal-PC  is  nearly  equal  to  that
f  the  original  d  dimensions.  The  Reduction  Ratio  of  PCA  for
DD  Cup  and  UNB  ISCX  dataset  is  0.24  and  0.36,  respectively.
resence  of  noise  degrades  classiﬁcation  accuracy  and  PCA
nhances  the  accuracy  when  data  is  noise  free.  Using  PCA  for
esigning  an  intrusion  detection  system  will  reduce  the  com-
lexity  of  the  system  whilst  achieving  higher  classiﬁcation
ccuracy.
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