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Re´sume´ – La distribution de Fisher, qui entre dans la classe des “lois a` queue lourde”, est un outil statistique peu utilise´ jusqu’a` pre´sent car
les me´thodes traditionnelles d’estimation de parame`tres sont souvent inadapte´es. Les “statistiques de deuxie`me espe`ce” (ou “Log-statistiques”)
permettent en revanche d’en estimer aise´ment les parame`tres. Aussi son utilisation pour l’analyse des images de Radar a` Synthe`se d’Ouverture
semble prometteur, tant sur le plan de la mode´lisation que sur le plan du traitement.
Abstract – The Fisher probability density function, which can be seen as a “heavy tailed” distribution, is seldom used in statistics as classical
methods cannot be used to estimate its parameters. Yet, with the help of “Second kind statistics ” (also called “log-statistics”), these parameters
are easy to estimate. By this way, the Fisher distribution seems to be an interesting tool to model and process SAR images.
1 Introduction
La loi de Fisher   
	 est une loi bien connue a` 3 pa-
rame`tres[1] :
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pouvant eˆtre vu comme une valeur moyenne et

et
	
comme
des facteurs de forme (3 exemples de loi de Fisher sont donne´s
figure 1). On montre aise´ment que cette loi est solution du
syste`me de Pearson (c’est la solution de type 6 [9]). Cepen-
dant, son usage est assez limite´ car ses moments (entiers ou
fractionnaires) s’e´crivent :
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et ils ne sont donc de´finis que pour 4:;6 et 4<=	 . On
a donc affaire a` une loi a` queue lourde et la relation entre mo-
ments successifs 02> /?) et 02> :
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peut s’ave´rer impossible a` utiliser pour obtenir le jeu de 3 re-
lations ne´cessaires pour de´terminer les parame`tres de cette loi.
La me´thode du maximum de vraisemblance ne peut, elle aussi,
eˆtre mise en œuvre. Aussi trouve-t-on peu d’applications de
cette loi qui, pourtant, pre´sente l’inte´reˆt d’avoir pour limite la
loi Gamma quand
	 FHG
et la loi Gamma inverse quand
IFJG (on peut de´montrer aise´ment ces proprie´te´s en analy-
sant les cas limites des solutions du syste`me de Pearson).
2 Utilisation des Log-statistiques
Lorsque on e´tudie une variable ale´atoire positive, il peut eˆtre
inte´ressant d’utiliser cette proprie´te´ (variable de´finie sur K L
/
)
dans un cadre the´orique spe´cifique : celui des “statistiques de
deuxie`me espe`ce”[6], que l’on peut aussi appeler “Log-statistiques”.
On de´finit ainsi des “fonctions caracte´ristiques de deuxie`me
espe`ce” fonde´es sur l’utilisation et les proprie´te´s de la trans-
forme´e de Mellin : cette axiomatique permet d’introduire les
log-moments et les log-cumulants. Il apparaıˆt alors que la
loi Gamma M
 
:
+
5

ON
P
Q
ﬃ*'*)SR
'5TVU
W
joue un roˆle essentiel dans ce formalisme (analogue a` celui que
joue la loi normale dans le monde des statistiques habituelles).
Notons que ses trois premiers log-cumulants s’e´crivent :
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de´signant la fonction Digamma (de´rive´e logarithmique
de la fonction Gamma) et f-dAﬀ de´signant les fonctions Po-
lygamma (i.e. les de´rive´e de la fonction Digamma).
La convolution de Mellin op (ou convolution multiplicative)
est alors la loi de composition qui permet de formaliser les mul-
tiplications de variables ale´atoires. En particulier, la convolu-
tion de Mellin de deux lois Gamma donne la loi K :
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Ce re´sultat assez me´connu a e´te´ de´montre´ en 1948 par Epstein
dans le cas t
+

	u
+
[2], puis ge´ne´ralise´ dans [5]. Il per-
met d’e´crire directement les log-cumulants de la loi K comme
la somme des log-cumulants de chaque loi Gamma (proprie´te´
d’additivite´ des log-cumulants lors d’une convolution de Mel-
lin).
Il se trouve que dans ce formalisme, la loi de Fisher s’ex-
prime tout simplement comme la convolution de Mellin d’une
loi Gamma et d’une loi Gamma inverse [6] :
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On en de´duit directement les log-cumulants de la loi de Fisher :
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Il faut noter que les cumulants d’ordre supe´rieur a` 1 ne de´pendent
que des parame`tres de forme

et
	
. Il est donc possible de
de´duire les parame`tres  et 	 par une inversion nume´rique du
syste`me (3,4) : cette inversion est aise´e a` effectuer puisque les
fonctions Polygamma sont strictement monotones. Ensuite le
facteur

se de´duit de la relation 2. On voit donc que par le
biais des statistiques de deuxie`me espe`ce, il est possible d’es-
timer les parame`tres d’une loi de Fisher quelles que soient les
valeurs des parame`tres de forme  et 	 (rappelons que les
log-cumulants de tout ordre existent pour la loi de Fisher [6]).
3 Interpre´tation et utilisation de la loi
de Fisher
FIG. 1: Diagramme XY i XY k pour la loi de Fisher : cas (  
l!	  G ), ( tln
	 l ) et (  l!	 
+
). La branche
gauche correspond aux lois Gamma, la branche droite aux lois
Gamma inverse. Le domaine d’existence des lois de Fisher se
trouve entre ces deux branches.
La relation 1 montre que la loi de Fisher se de´finit a` l’aide
d’une loi Gamma (qui peut se voir comme une loi “a` teˆte lour-
de”) et d’une loi Gamma inverse (loi a` queue lourde). En utili-
sant la proprie´te´ de convergence asymtotique des lois Gamma
et Gamma inverse vers la loi homothe´tique  D ( :
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on de´montre que la loi de Fisher tend vers une loi Gamma si
	 F G
et vers une loi Gamma inverse si  F G . Une in-
terpre´tation heuristique de  et 	 consiste donc a` les conside´rer
comme des parame`tres de dosage entre un comportement de loi
a` teˆte lourde et un comportement de loi a` queue lourde.
De manie`re plus formelle, si on conside`re le diagramme XY i XY k ,
on voit que la loi de Fisher occupe toute la zone comprise entre
la loi Gamma et la loi Gamma inverse. La figure 1 propose
plusieurs lois de Fisher (pour  l ) : on voit que le compor-
tement de type “queue lourde” s’accentue lorsque le parame`tre
	 (dosage de loi Gamma inverse) diminue.
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Loi de Fisher
FIG. 2: En haut : histogramme expe´rimental de donne´es RSO
(image ERS sur Paris). En bas : loi de Fisher estime´e (  
l!s !	 l!s  ).
Aussi, on voit apparaıˆtre une raison expe´rimentale d’utili-
ser la loi de Fisher. Si les radaristes ont propose´ la loi K pour
prendre en compte la texture des sce`nes sous jacentes a` une
image RSO, c’e´tait pour lever l’hypothe`se de stationnarite´ de la
texture ne´cessaire aux fondements the´oriques du chatoiement
(speckle) mode´lise´ par une loi Gamma. Utiliser la loi de Fisher
permet d’une part de couvrir le domaine d’existence de la loi K,
mais aussi d’e´tendre la mode´lisation aux cas ou` la loi de pro-
babilite´ est mal localise´e, avec des e´ve`nements peu fre´quents
correspondant a` de fortes valeurs d’intensite´ (queue lourde).
Expe´rimentalement, on voit que cette mode´lisation semble
pertinente : par exemple, sur la figure 2, on voit un histogramme
expe´rimental obtenu sur une image RSO en milieu urbain, et la
loi de Fisher estime´e a` partir de ces e´chantillons a` l’aide des
log-cumulants d’ordres 2 et 3, et dont l’aspect semble re´aliste.
Il est d’ailleurs inte´ressant de noter que sur cet exemple

	
, ce qui fait que la loi de Fisher ainsi estime´e est en fait
tre`s proche d’une loi log-normale (pour laquelle tous les log-
cumulants sont nuls a` partir de l’ordre 3 : cela correspond donc
a` l’axe vertical du diagramme XY i XY k ), choix que propose d’ailleurs
Simonetto pour mode´liser le milieu urbain [8]. Au cas ou` la
zone d’analyse serait homoge`ne, il faut se rappeler de la conver-
gence asymtotique de la loi de Fisher vers la loi Gamma : le
mode`le serait alors toujours justifie´e.
4 Une ge´ne´ralisation de la loi de Ray-
leigh
En imagerie Radar, le concept de “loi a` queue lourde” a
e´te´ exploite´ par Kuruoglu et Zerubia [3] qui ont propose´ une
ge´ne´ralisation de la distribution de Rayleigh. S’appuyant sur
des re´sultats re´cents concernant les distributions  -stable, les
auteurs ont construit cette ge´ne´ralisation sous une forme a` deux
parame`tres (  et  ) dont l’expression ne s’exprime pas sous
forme analytique explicite, mais pour laquelle on connait ce-
pendant les moments. Il est alors possible, par prolongement
analytique, d’en e´crire la fonction caracte´risque de deuxie`me
espe`ce [7] :
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et d’exprimer les log-cumulants en fonction des deux parame`tres
 et  :
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En particulier, les deux premiers log-cumulants permettent de
de´duire directement les deux parame`tres  et  sans passer par
le sche´ma ite´ratif propose´ dans [3].
Par le biais des log-cumulants, on peut aussi caracte´riser
cette loi pour certaines valeurs de  et nous allons voir le roˆle
joue´ par la dsitribution de Fisher :
– Pour 
l
, on retrouve la loi de Rayleigh. En effet :
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C’est donc un cas de´ge´ne´re´ de la loi de Fisher ( 	 F
G ).
– Pour 

+
, les log-cumulants 2 et 3 s’e´crivent :
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En utilisant la formule de duplication des fonctions Po-
lygamma, on peut re´e´crire ces expressions sous la forme
suivante :
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On reconnait la formulation (en amplitude) de la convo-
lution de Mellin d’une loi Gamma par une loi Gamma
inverse. Par re´currence, on peut e´tendre la de´monstration
pour tous les log-cumulants, ce qui est un autre moyen
de montrer que cette distribution est la loi de Fisher sui-
vante :
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, conside´rons le log-cumulant d’ordre 2 :
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On peut re´e´crire cette expression comme :
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Le log-cumulant d’ordre 3 s’e´crit :
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On peut re´e´crire cette expression comme :
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On reconnaıˆt dans le premier terme des expressions 5 et 6
les log-cumulants du cas  
+
, les termes comple´mentaires
correspondant a` deux lois Gamma Inverse ( 	
)
 et
	ﬀ 
k
 ) ce qui donne pour formulation analytique de
la loi de Rayleigh ge´ne´ralise´e l’expression suivante :
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– Par re´currence, on peut ainsi montrer que les cas 

)
iﬂﬁ
sont assimilables a` des convolutions de Mellin d’une loi
de Fisher et de lois Gamma inverse.
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FIG. 3: Diagramme XY i XY k pour la loi de Rayleigh ge´ne´ralise´e
en fonction du parame`tre  (en gras). Le point A correspond
au cas 
7l
, c’est a` dire a` une distribution de Rayleigh.
Soit la loi de Fisher  E 
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: sa repre´sentation de´marre
du point A (cas de´ge´ne´re´ 	 F G ) et intersecte en B la loi
de Rayleigh ge´ne´ralise´e pour la valeur 	 
)
i : ce point
correspond a` la valeur  
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. Depuis B, on construit la
loi M[w 
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: elle intersecte la loi de Rayleigh
ge´ne´ralise´e (avec  
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C.
5 Application au filtrage d’images RSO
Puisque la loi de Fisher semble eˆtre un mode`le bien adapte´
aux images RSO, il doit eˆtre possible de l’introduire dans des
techniques de filtrage prenant en compte une mode´lisation sta-
tistique [4]. Parmi celles ci, les filtres MAP (Maximum A Pos-
teriori) peuvent s’ave´rer faciles d’emploi, mais il est inte´ressant
de noter qu’ils n’ont e´te´ applique´ principalement que sur la loi
K (ce qui conduit au filtre  -MAP), mais jamais sur la loi de
Fisher.
Soit un pixel  et les estime´es des parame`tres d’une loi de Fi-
sher calcule´e sur un voisinage de ce pixel :
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aise´ de montrer que la valeur
o

maximisant la probabilite´ a pos-
teriori s’e´crit :
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ce qui donne au passage un filtre de type adaptatif. Notons que
si
	 F G
,
o

o

, ce qui est sense´ puisque la texture sous
jacente est homoge`ne. Si 	 < <  ,
o
F 
, on attribue une
valeur proche de la valeur initiale du pixel, ce qui semble aussi
une de´marche contructive. Notons enfin que cette expression
est beaucoup plus simple que celle obtenue pour le filtre  -
MAP.
Un exemple d’un tel filtre est donne´ sur une image PRI ERS
de Paris (figure 4).
FIG. 4: Image PRI ERS sur Paris ( c  ESA) et image filtre´e par le
filtre Fisher-MAP (en bas). L’image a pour dimension 256x192
pixels. La feneˆtre d’analyse est de dimension 9x9. La dimension
du pixel est de 12,5m x 12,5m.
6 Conclusion et perspectives
Les statistiques de deuxie`me espe`ce semblent donner a` loi
de Fisher de grandes perspectives. En effet elles offrent la pos-
sibilite´ d’estimer les parame`tres de cette loi par le biais des log-
cumulants, permettant ainsi son utilisation dans un filtre MAP.
De plus, la de´finition de la loi de Fisher comme convolution
de Mellin d’une loi Gamma et une loi Gamma inverse propose
une de´marche heuristique inte´ressante en l’absence de mode`le
the´orique : c’est donc le cas des images RSO en milieu urbain
pour lesquelles on ne peut de´gager, aux re´solutions actuelles,
de mode`le de texture cre´dible et fiable, et pour lesquelles la
loi de Fisher permet de combiner les proprie´te´s connues du
chatoiement pleinement de´veloppe´ (loi Gamma) avec des pro-
prie´te´s expe´rimentales de loi a` queue lourde.
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