Let f be a function holomorphic in the upper half-plane and belonging to the Nevanlinna class N (C + ). Assume that lim sup y→+∞ ln |f (iy)| y ≤ 0 and that the boundary values of f on the real axis lie in L 1 (R). It is shown that if | f (x)| ≤ 1 λ(|x|) , x ∈ R − , where f is the Fourier transform of f and λ is a logarithmically convex positive function on R + , then the condition +∞ 2000 Mathematics Subject Classification. Primary 30D50.
We denote by C + = {z ∈ C : Im z > 0} the upper half-plane, by H(C + ) the set of all functions holomorphic in C + , and by H p (C + ) = H p (0 < p ≤ +∞) the Hardy class on C + .
It is easy to observe that if f ∈ H(C + ), f | R ∈ L 1 (R), and there exists a nonnegative harmonic function U in C + such that (1) |f (z)| p 0 ≤ U (z), z ∈ C + , for some p 0 ∈ (0, +∞), then, by the V. I. Smirnov theorem (see [1, 2] ), we have f ∈ H 1 (C + ), and therefore, the Fourier transform
vanishes on R − = (−∞, 0). The following question arises naturally: is a similar statement true if we replace |f | p 0 by ln + |f | in (1) ? Simple examples show that there exists f ∈ H(C + ) and a nonnegative harmonic function U such that (2) ln + |f (z)| ≤ U (z), z ∈ C + , f | R ∈ L 1 (R), and f (x) = 0, x ∈ R − . We note that the class of functions satisfying (2) coincides with the Nevanlinna class of functions of bounded characteristic (see [2] ); we denote this class by N (C + ). In this paper, we establish that, under the same conditions, if f (x) → 0 sufficiently fast as x → −∞, then f (x) = 0 for all x ∈ R − . Also, we find a complete description of the monotone increasing functions for which the condition | f (x)| ≤ 1 λ(|x|) , x ∈ R − , implies that f (x) = 0, x ∈ R − .
The main results of this paper were announced in [3] . §1. Formulation of the main results and proof of auxiliary statements
Let λ be a monotone increasing, continuous, and positive function on R + ; we assume that lim x→+∞ x n λ(x) = 0, n = 1, 2, . . . .
We call such a function a rapidly growing weight and denote
x n λ(x) , T(r) = sup n≥1 r n m n , r ≥ 0. Theorem 1. Let λ(x) be a rapidly growing weight on
Under these conditions, if
Conversely, if λ is a logarithmically convex and rapidly growing weight such that the integral (4) converges, then there exists
Combining Theorem 1 with estimates for the Carleman-Ostrowski function in the case of a logarithmically convex weight, we obtain the following statement. Theorem 2. Let λ be a logarithmically convex weight. The following statements are equivalent:
1) for every f ∈ N (C + ) ∩ L 1 (R) satisfying (5) and (6), we have
Remark 1. In Theorem 1, condition (6) cannot be lifted. As a simple example in which all conditions of Theorem 1 except (6) are fulfilled, we mention the functions
Obviously, supp f a ∩ R − = ∅.
Remark 2. We also note that the condition f ∈ N (C + ) is necessary in a sense: in [5] it was established that for any measurable function ψ finite almost everywhere on R Remark 3. The rate of decay for the Fourier coefficients of functions of bounded characteristic was studied in the author's paper [6] .
The example (7) shows that there exist functions f ∈ N (
As usual, C ∞ (M n ) denotes the Carleman class on R (see [4] ), i.e.,
It is natural to ask under what restrictions on the monotone increasing sequence
The proofs of Theorems 1-3 are based on several auxiliary statements. For m > −1 we put
Here m 2 denotes the Lebesgue measure on R 2 . Lemma 1. Any f ∈ A 1 (m) can be represented in the form
Proof. Formula (11) follows directly from the Cauchy-Green formula. It suffices to check (11) for a set dense in A 1 (m). Let, for instance,
is the Sobolev class on C + , and C 0 (C + ∪ R) is the class of functions that are continuous in C + ∪ R and tend to zero sufficiently fast as z → ∞. The Cauchy-Green formula (see, e.g., [7, Chapter 1]) yields
Applying (12) to F z (w) and putting w = z, we arrive at formula (11) .
In the general case, for an arbitrary f ∈ A 1 (m), we set
where N and p are sufficiently large positive integers. Writing the representation (11) for f N and letting N → +∞, we complete the proof of the lemma.
Remark 4. Note that in [8] the representation (11) was established in another way.
To formulate the next statement, we denote
exists for any m ∈ Z + and any g ∈ A 1 (m).
where c m is the constant occurring in (11) . We evaluate the inner integral. We have
Clearly, under the assumptions of the lemma the integral on the right is equal to
This identity implies that
Thus,
We shall need the following formula for the derivatives of composition (see [9, Chapter 1]):
The sum is over all positive integers such that m 1 + 2m 2 + · · · + qm q = n, and p = m 1 + m 2 + · · · + m q .
Proof. For g(z) = e z and f (z) = − 1 1+z , formula (13) yields
On the other hand, by the Cauchy formula,
Therefore, (15) implies the estimate
completing the proof.
Here ψ δ,n,λ ∈ H(C + ) and
Applying the Leibniz formula, we obtain
where for convenience we have denoted S δ (z)
Now we apply (14) to the function
and use the identity
This yields
Then, by (16), we have
Obviously, ψ δ,n,λ ∈ H (C + ). To estimate this function, we use (17):
We have used the inequality |t−z| ≥ y,
It remains to apply Lemma 3.
1 + t 2 be a singular inner function on C + , and let δ > 1. Next, put
Proof. By Lemma 4, we have
Consequently, for an arbitrary sequence
We estimate these integrals separately. First,
dx dy.
Using Lemma 4, we obtain
We take into account the identity
and put
Obviously,
Observe that
for all A > 0 and δ > 1. Therefore, p, δ, N ) , p = 1, 2, . . . , n.
(20)
To estimate I 2 , we use Lemma 4 once again:
Recalling (19), we arrive at the inequality
(we have used the condition λ 1 > λ ≥ 0). Estimates (20) and (21) complete the proof. Lemma 6. Suppose that the Fourier transform of a function f ∈ N (C + )∩L 1 (R) satisfies estimate (5) with a rapidly growing λ on (0, +∞). Put
(iN +z) 2 , as before. Proof. By using the relation
and the Parseval identity (see [10, p. 11] ), it is easy to show that the function f (z) admits the representation
Applying the Smirnov theorem (see [11, p. 72 ]), we see that f + (z)N 2 (iN +z) 2 ∈ H 1 (C + ).
Lemma 7.
Let f + and f − be as in Lemma 6 , and let
If ψ 2 (z) = e iaz S(z)h(z), where a ≥ 0, S is a singular inner function, and h is an outer function on C + , then
Proof. We multiply (22) by ϕ N ψ 2 , obtaining
By Lemma 6, we have f + ϕ N ∈ H 1 (C + ), and ψ 2 ∈ H ∞ (C + ) by the hypothesis. Since
Since ψ 2 ∈ H ∞ (C + ) by the assumptions of the lemma, we have h ∈ H ∞ (C + ). By a well-known theorem (see [11, Theorem 7.4] ), there exists a sequence of outer functions f n ∈ H ∞ (C + ) such that f n h ∞ ≤ 1 and f n (x)h(x) → 1 a.e. on R. Replacing g(x) in (23) with functions of the form f n g and passing to the limit as n → ∞, we obtain
Now, to complete the proof, it suffices to let N tend to +∞. 
Proof. There is no loss of generality in assuming that λ(x) > exp(x β ) for x > x 0 , where 0 < β < 1/2. Indeed, otherwise we can takeλ(x) = λ(x) exp(x β ), x ≥ 0, instead of λ(x). Under the conditions of the lemma, there exists an even entire functionF (z) such that |F (z)| ≤ exp(c|z|), z ∈ C, and |F (x)| ≤ 1 (λ(x 2 )) 2 ,F (x) = 0, x ∈ (−∞, +∞) (see [4] ). Put F (z) = z 4F (z). Clearly,
, F(x) = 0, x ∈ R, for some c 2 . Now we define G as follows:
. Thus, the function G is as required.
The next lemma was established in [12] .
Lemma 9. Suppose P is a monotone increasing, continuous, and positive function on (0, +∞). Assume that +∞ 1 P (r) r 2 dr < +∞ and that the function P (r) r is monotone decreasing on R + . Then there exists an entire function G of exponential type such that
Lemma 10. Let G be the function constructed in Lemma 8, G(z) = +∞ n=2 (−1) n A 2n z n , where the A 2n are the coefficients of the expansion of the function F occurring in the proof of Lemma 8, and
Then H is an entire function of exponential type, and
The proof follows readily from Lemma 8, the Stirling formula, and the relationship between the growth of an entire function and the rate of decay of the coefficients in its expansion. §2. Proof of the main theorems First, we prove Theorem 1. It is easily seen that it suffices to check that the function f − (z) constructed in Lemma 6 is identically zero. We put
By Lemmas 2 and 6, Φ is a continuous linear functional on each space A 1 (m) for all m ∈ Z + . By Lemma 7,
for all λ ≥ 0 and all g ∈ H 1 (C + ) ∩ A 1 (m). Recalling Lemmas 2 and 5, we obtain
where n = 0, 1, . . . , δ > 1, and λ 1 > a ≥ 0.
Put ϕ N,δ,λ (z) def = e iλz S δ (z) N 2 (iN +z) 2 , z ∈ C + . Let ϕ N,δ,λ denote the Fourier transform of ϕ N,δ,λ . By the Parseval identity
where f −,y (x) is the Fourier transform of f − (x − iy) and ϕ N,δ,λ,y is the Fourier transform of ϕ N,δ,λ (x + iy). The Paley-Wiener theorem (see [1, p. 187 ]) yields
Therefore,
Using formula (28) once again, as a result we obtain
Now, we apply (24) and arrive at the identities lim y→0+ +∞ −∞ f − (t) ϕ N,δ (−t − λ)e 2ty t n dt = 0, n = 0, 1, 2, . . . , λ > a ≥ 0, δ > 1.
The properties of the functions f − and ϕ N,δ show that 0 −∞ f − (t) ϕ N,δ (−t − λ)t n dt = 0, n = 0, 1, . . . , λ > a ≥ 0, δ > 1.
Consider the function
We use a method well known in the weighted approximation theory (see [13] ). The function G is holomorphic on the upper half-plane. Since
we have
In the next calculation, we apply the Cauchy-Bunyakovski inequality, the Parseval identity, and the relation f − (t) = − f (t) for t ∈ R − . We have
Recall that the numbers m n , n ∈ N, are defined by formulas (3). Thus,
Taking the infimum over n and applying the uniqueness theorem for the class N (C + ) (see [4] ), we see that G(z) = 0 for Im z > 0. In the same way we can check that G(z) = 0 for Im z < 0. Therefore, By the assumptions of the theorem, this implies (29), so that f − (z) = 0, z ∈ C. Consequently, f + (z) = ψ 1 (z) e iaz S(z)h(z)
, Im z > 0.
Remark 5. The above proof shows that the first part of the theorem remains valid if we replace the condition f ∈ N (C + ) ∩ L 1 (R) by the condition f ∈ N (C + ) ∩ L p 0 (R) for some 1 ≤ p 0 ≤ 2.
Proof of Theorem 3. Let G be the entire function of exponential type constructed in Lemma 9. Assume that P (r) ≥ r β , 0 < β < 1. The construction implies that G ∈ H ∞ (C + ), G = 0 for z ∈ C + , and G is an outer function in the upper half-plane. We use estimate (26), put F (z) = G(z) · f (z), z ∈ C + , and observe that F ∈ N (C + ) ∩ L 1 (R).
To estimate F (n) (x), x ∈ R, we apply the Leibniz formula:
Consequently,
Since G is an entire function of exponential type, a Bernstein type inequality (see [14] ) shows that Consider the Fourier transform of F :
Integration by parts yields F (x) = (−1) n √ 2π(ix) n +∞ −∞ F (n) (t)e −itx dt, whence F (x) ≤ A n 1 M n |x| n , n = 1, 2, . . . , x ∈ R. Choosing n appropriately, we see that
Also, we have ln |F (iy)| = ln |f (iy)| + ln |G(iy)|. By Thus, all the assumptions of Theorem 1 are fulfilled. By that theorem, F (x) = 0 for x ∈ R − . Moreover, F ∈ H 1 (C + ), and since G is outer and f ∈ L 1 (R), we have f ∈ H 1 (C + )
