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INTRODUCTION
The objective of this study is to build a vision-based control system for the 
hybrid flying and climbing robot for bridge inspection. The whole robot is 
designed to fly towards a bridge girder, clamp from under a girder and 
transverse along a grider. Previous operation is manually control using 
remote controller. However, the quadrotor drone is hard to control when the 
drone is above the operator’s head because it would be hard to see the 
attitude change and respond in time. What was worse, the lack of GPS 
signal under the bridge makes the drone drift more. Also, the wind and 
ceiling effect make manually operation even harder. Based on these 
practical demands, vision-based control is developed for the existing hybrid 
flying and climbing robot. Hovering test has been made with a small test 
quadrotor under indoor non-GPS environment. The result shows that the 
drone is able to fly by itself without manual operation.
Vision-based control system architecture
 
The current unmanned aerial vehicle (UAV) prototype in S&T laboratory is 
based on an open-source quadrotor platform. This test quadrotor is built with 
the airframe designed by Missouri S&T.
A Jetson TX2 onboard computer in the black case is mounted on top of the 
drone. The Jetson TX2 is a powerful embedded computer with GPU inside. It 
has several interfaces that can connect with different types of sensors. A depth 
camera is mounted on the front of the drone to work as a visual odometry and 
data collector. The visual odometry is working as a supplement when the 
drone goes to some places where GPS signals are weak, such as near 
buildings or under a bridge deck. The camera can detect objects such as 
humans and cars, and keep a safe distance from other objects. The two 
antennas on the Jetson case are for Wi-Fi and BlueTooth communications. 
The Wi-Fi is used to connect the Jetson TX2 to a ground control station. The 
black 3D printed frame around each motor is going to be used to mount safety 
carbon fibers to protect the propellers from hitting other objects.
BUILDING OF AN INDOOR DRONE CAGE
In order to perform the necessary drone tests in the laboratory before doing 
a field test, we designed and built a drone cage in our laboratory, as shown 
in the figure. PVC pipes (2” in diameter) were used to build a 14’ × 10’ × 7’ 
frame. Bungee balls were used to hang the drone net to the frame. Colorful 
foam blocks were used to add more visual features and protect the drone 
from damage when landing. 
CONCLUSIONS
A vision-based control system is built to make the drone fly with less drift 
even under non-GPS environment. A depth camera is used to get the 
drone’s position estimation. Both hand-hold ground test and flight test have 
been done to prove the drone’s ability to fly itself without operating the 
sticks on the remote controller. In the future, the scripts needed will be set 
to automatically run when the Jetson boots up. More experiments will be 
done to evaluate the control performance. After we get Vicon motion 
capture system, the drone will be modelled more accurately and tuned to 
achieve a higher precision. The ceiling effect will be dealt with to get better 
performance when approaching a girder.
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The flight test is done in the drone cage. The Ardupilot flight controller and 
Jetson need to be powered nearly at the same time. After the boot, secure 
shell (SSH) is used to login in the Jetson from the ground control station. 
Then a Python script is launched to get the depth camera working and 
sending the visual position estimation information to the autopilot. After that 
Mission Planner is used to check if the mavlink messages are received at 
30 Hz as expected. Then the drone is moved by hand to check if the 
position can be accurately reflected from the ground control station. Then 
the map in Mission planner is zoomed in and the current position is found 
and set to the EKF origin. Then the drone is armed and taken off in 
Stabilize mode. After the drone is in air, the drone is switched to Loiter 
mode to check if the drone is keeping its position.
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