In this work, we present a method for analyz ing positron emission tomography (PET) functional map ping experiments. The method is useful for identifying statistically significant differences between two PET data sets. First, uniform-variance Z-images are cr�ated and then the statistical uncertainty in region-of-interest values are calculated using a previously published method. The Z-images are calculated from the emission sinograms only-the calculation does not use scanner normalization and attenuation corrections and hence variance from these sources is eliminated, with no decrease in validity.
Summary:
In this work, we present a method for analyz ing positron emission tomography (PET) functional map ping experiments. The method is useful for identifying statistically significant differences between two PET data sets. First, uniform-variance Z-images are cr�ated and then the statistical uncertainty in region-of-interest values are calculated using a previously published method. The Z-images are calculated from the emission sinograms only-the calculation does not use scanner normalization and attenuation corrections and hence variance from these sources is eliminated, with no decrease in validity.
Positron emission tomography (PET) activation studies are becoming more and more popular in mapping the functional organization of the brain. In these studies, two (or more) PET acquisitions are acquired while the patient is in different mental states. Differences between the data sets are asso ciated with regions of the brain involved in the men tal processing differences between the data acqui sitions. Since the signal-to-noise ratio is very small, extreme caution must be exercised before stating significant positive findings. To reduce the noise, repeat studies are usually performed (both inter and intrasubject). Awareness of the difficulty of in terpreting these data has prompted many authors to publish methods for analyzing the data sets. Recent published methods include change distribution anal ysis (Fox et aI., 1988; Mintun, 1989, Wors ley et aI., 1992) , statistical parametric maps (Friston Next, the Z-images are analyzed for activation sites using two separate techniques: a cluster analysis method and a change distribution analysis method. Both of these tech niques are shown to be effective for objectively locating significantly activated regions from the Z-images. Two ad '
vantages of these methods are that they are objective and efficient; all of the parameters necessary in the cal culations can be precomputed and stored since they de pend only upon the geometry of the scanner. Key Words: Activation analysis-Cerebral blood flow-Positron emission tomography-:-Z-images. et aI., 1990, 1991) , and cluster analysis approaches (Poline and Mazoyer, 1993) . Recently, Cherry et ai. (1993a) have presented a method for determining activation centers directly from projection data.
At the heart of any analysis technique is the de termination of when a test data set is different from a reference data set. The reference set can be either a resting data acquisition (change distribution anal ysis, cluster analysis) or data derived from a set of data acquisitions (statistical parametric maps, cor relation and covariance approaches). Similarly, the test data set can be either a single data acquisition or a composite of several separate acquisitions. There are many reasons for variations, both global and local, between data sets. Of interest to the field of functional neuromapping is the variation due to different experimental conditions. Sources of vari ation are both quantifiable (e.g. , radioactive decay statistics, attenuation correction, scanner normal ization, patient mass, and amount of injected activ ity) and not easily quantified (e. g., room tempera ture, emotional state of patient, etc.). All of the techniques referenced here attempt to estimate and remove the quantifiable sources of variation. Most design the experiment so that scanner normaliza tion and attentuation correction errors are small and account for patient mass and injected activity by integrating the total activity in the brain. The meth ods differ in how they estimate the variation due to counting statistics after smoothing, filtering, and back-projecting the image.
The most common method for analyzing activa tion study data is to normalize and then subtract two images and look for values significantly differ ent from zero. Where the subtraction image is sig nificantly different from zero indicates the potential location of an activation site and can be investigated further using other statistical tests. Determination of the decision threshold for a particular level of significance must take into consideration that noise is correlated across the image. Friston et ai. (1991) and Poline and Mazoyer (1993) estimate the vari ance separately for each voxel by performing re peated measures on the same subject. Worsley et ai. (1992) also use repeated measures but a single variance value for all voxels in the image. To reduce the overall false-positive rate to a particular level of significance, a Bonferroni-type correction must be performed. However, a standard Bonferroni cor rection assumes that the separate data values (vox els) are independent and hence is not appropriate. In this application, a standard Bonferroni correc tion would set the decision threshold so high that nearly all activated regions would be missed. Fris ton et ai. (1991) perform a smoothness adjustment based on the theory of level crossings that takes into account that after smoothing, voxel values that exceed a threshold will cluster together. Worsley et al. (1992) use differential topology (in particular, the Euler characteristic) to calculate a Bonferroni-type adjustment. Both of these techniques are part of the theory of stationary Gaussian random fields.
The general approach of subtracting two images and then setting a threshold, above which signal is considered significant, and the change distribution analysis methods suffer from the assumption that noise is uniform across the image. In fact, the noise is nonuniform across the image because of the at tenuation of photons by the head. Photons that orig inate at the center of the head have a larger proba bility of being attenuated than photons that origi nate from the edge of the head. Therefore, for equal activity, the uncertainty in signal arising from the center of the brain is greater than the uncertainty in signal arising from the edge of the brain. By apply ing a single threshold to the whole image, one is forced to compromise between an appropriate level for the edge of the brain and an appropriate level for the center. If one is on the conservative side so as to prevent false-positive results, the threshold is usu ally set high enough to eliminate false signals from the center of the brain. This potentially leads to missing some significantly activated regions at the edge of the brain.
Cherry et ai. (l993a) take the approach of deter mining the activation regions directly from the sino gram data. For each voxel in the image, they define the signal as the sum of all lines of response in the projection data that pass through the voxeI. With this definition of the signal, the noise in the signal is readily calculated and hence a signal-to-noise ratio, or Z-statistic map (Z-image), can be created. From the Z-image, the probability of a chance event oc curring above a threshold can be directly obtained. They perform a Bonferroni-type correction by esti mating the volume of a resolution element and the number of resolution elements in the brain. This approach does not use scanner normalization and attenuation corrections, and hence the possibility of increased variation due to counting statistics in these corrections is eliminated.
The purpose of this work is to present a practical technique that accurately and easily measures the difference between two data sets along with the variation due to decay statistics and a global scaling parameter. With a good estimate of the variance due to the data collection process, the experimenter can draw stronger conclusions regarding a causal relationship between the experimental conditions and the data set. Analysis of the total variance is left to the experimenter. Not discussed in this report is how to determine the variance from other sources of error such as patient movement, intrinsic subject variability, etc.
This article has two distinct and independent parts: The first part creates, from the reference and activation sinograms, a Z-image of any desired smoothness that has uniform noise properties. In the Z-image, the expectation value of voxels that are not activated is zero. When this is the case, it is appropriate to set a single threshold to determine when individual voxels are significantly different from zero. The second part is concerned with find ing clusters of simultaneously activated voxels in the Z-image that signify an activated region in the brain. Two methods are evaluated: analyzing the statistics of a binary image created by setting a cut off threshold on the Z-image and the method of Worsley et ai. (1992) . We concur with Cherry et ai. (1993a) that the starting place for the analysis should be the primary data and that elimination of the normalization and attenuation corrections is beneficial. Our approach is to calculate the statisti cal uncertainty in region-of-interest values from first principles using the method published by Hues man (1984) . Unlike Cherry et aI., we include a de- Huesman (1984) has described how to sum the values inside a region of interest and calculate the error in this sum directly from a sinogram. Equations from his article are as follows:
METHODS

Formation of images with uniform noise
(1) cov(Rc" R(3) = 2: h � m h� m var(p lm )
(2) 1m var(R,,) = 2: (h� m ) 2 var(p lm )
where Ra is the sum of the values inside region of interest 0:, h�m is the fore-projected and filtered region of interest with unit weight per voxel, and plm is the projection data. The filter is understood to be the same filter as would be used in the "filtered back-projection" reconstruction of the image. This work uses a ramp filter in all cases.
Under normal imaging conditions, the sinogram ele ments plm are determined by multiplying the emission data by the normalization and attenuation correction fac tors. plm is then (4) where Nlm are the scanner normalization factors, A i m are the attentuation correction factors, and E l m are the emis sion data.
Of interest to this analysis is finding the difference be tween the region-of-interest values in two studies for the same region, R". To account for variation due to injected activity, patient mass, and global blood flow, the data are normalized (typically by total counts arising from radio activity in the brain) before the subtraction. In sinogram space, the difference in R" between the activation and reference images, using Eq. 1, is
where Act and Rf correspond to the activation and refer ence data, respectively, and T represents the normaliza tion factor. Examples of possible values for T are global counts in the brain, injected dose, or integrated arterial blood activity. Since T is a measured value, its measure ment error must be considered in the error analysis. In the analysis that follows, it is assumed that the variance in T is small compared with the variance in Elm and there fore can be ignored.
Substituting Eq. 4 into Eq. 5 gives 
This result gives an objective method for estimating the error in a region-of-interest determination. With it, stan dard statistical techniques can be used to determine when there is a significant difference between the region-of interest values in the two image sets. Assuming that variables are drawn from a normal distribution, w (R;:if) can be used to set a threshold at a particular level of signifi cance. In analyzing activation data this way, the thresh old for a particular level of significance is different for each individual region of interest due to the presence of the attenuation correction factors. Since attenuation cor rection factors are much larger for projections through the center of the head than they are for projections through outer regions of the head, this correction must be included when analyzing different regions of interest.
The approach taken in this work is to examine the emis sion sinograms only. There are three advantages to this approach: Noise due to estimating the normalization and attenuation corrections is eliminated, the variance in the sinogram data can be estimated straight from the Poisson counts, and artifacts due to mispositioning between the attenuation and emission data are eliminated. The advan tage of eliminating noise from an attenuation correction measurement is demonstrated from the following typical data collected on the Siemens 921 ECA T Exact scanner. The number of detected events per sino gram line of re sponse that passes through the center of the head during a 120-s acquisition following a 60-mCi bolus injection of H 2 150 is 40. A 25-min transmission scan will collect -20 counts in the corresponding lines of response. The atten uation scan noise can be reduced by smoothing the data, but quantitative problems arise when the emission and transmission data are not smoothed to the same resolu tion (Meikle et aI., 1993) . A noise-free calculated attenu ation correction could be performed, but biases may be introduced into the data subject to the accuracy of the calculation. Eliminating the normalization and attenua tion corrections to the emission data eliminates these problems.
Differences between the two data collections must be evident in the sinograms even without the corrections for attenuation and normalization. Consider taking the acti vation and reference sinograms and forming a signal-to noise sinogram, termed Z-sinogram, where the signal is the difference between the two original sinograms. The problem of determining if there is a significant difference between the activation and reference scans is equivalent to determining where the Z-sinogram is significantly dif ferent from zero. The following calculations describe how to find a significant deviation from zero in the Z-sinogram and how to locate the region in the image responsible for the deviation (if it exists). Assuming that the variance in a sinogram element is equal to the expected number of events in that element, and var(Elm) is estimated as Elm, the Z-sinogram has been constructed so that the expected variance in each Z-sino gram element is unity [i.e., Var(Zlm) = 1]. If var(Elm) = Elm is not a good estimate for a particular imaging case, Eq. 8 should be adjusted so that Var(Zlm) = 1 and then the following discussion will still be valid. A case when the assumption is not valid is when the Elm data have been corrected for a large number of random and/or scattered events. See Discussion for further comments. Another complication arises when there is subject movement be tween the separate acquisitions. This situation can be ad dressed with a slight modification to Eq. 8 that does not affect any of the derivations that follow. The modification can be found in Discussion where patient motion is con sidered.
The nature of the data is such that if there is a signifi cant difference from zero in the sinogram, then the dif ference will be accentuated by back-projecting the data [this is the approach taken by Cherry et al. (l993a) ]. If a region in the image is truly activated, then the summation of all elements in the Z-sinogram that correspond to lines of response through the region (back-projection) will dif fer from zero. On the other hand, for regions that are not activated, different elements in the sum will tend to can cel to produce a result close to zero. Regions that are not truly activated, but are close to a region that is, will be obscured somewhat because the lines of response that are shared between the regions will not tend toward zero.
Analyzing the Z-sinogram has the advantage that the normalization and the attenuation correction factors do not appear in the equation. The drawback is that regions in the associated Z-image are blurred with the l/r back projection point response function. This blurring can be removed by ramp filtering the data before it is back projected (Kak and Slaney, 1988) . Since the ramp filter is incorporated into h�m, Eq. 3 is appropriate for calculating the region-of-interest value in the filtered and back projected Z-image. The region-of-interest value R" is cal culated as follows:
(9) 1m and since Var(Zlm) = 1, the variance given by Eq. 3 is
Of particular importance here is that in the filtered and back-projected image of the zim data, the variance in the image from region of interest ex is independent of the nor malization and attenuation corrections and dependent only upon the physical properties of the scanner and the shape of ex. If an image is formed by back-projecting a Z-sinogram from any two PET studies, the variance in region of interest ex will always have the same value. Therefore, the calculation in Eq. 10 can be performed once and stored for use in all future activation studies. Furthermore, the variance is independent of the position of the region of interest in the image space. This can be seen by considering region of interest ex. Fore-projection of region of interest ex is given (Kak and Slaney, 1988) by
It is straightforward to show that if the region of interest is translated by (�, �y), the fore-projected sinogram of the translated region of interest is given by
The him values used in Eq. 10 are determined by convolv ing the fore-projected values with the inverse of the point response function, C. The h�n; values for the translated region of interest are given by h� n; = � C� g �,?, = � C� g� k +6xcos mHysi nm)m (13) k k and the variance in the translated region of interest is given by
where the second line has translated the convolution ker nel as opposed to the projection values. Since the convo lution kernel rapidly approaches zero with respect to the extent of the sum over I, Eq. 14 is equivalent to
Therefore, the variance in the translated region of interest is equivalent to the variance in the original region of in terest. For a region of interest with a given shape, the variance in that region will be a constant regardless of where the region is placed in the image. This result has the implication that a single threshold value may be used to analyze the Z-image (filtered back-projection of the Z-sinogram) to identify all regions of the given shape that are significantly above zero. The identification proceeds as follows: First, the Z-image is convolved with the re gion (all voxels interior to the region are given value 1). Then, all voxels above a threshold are identified. These voxels identify the center of all significantly activated re gions of the given shape. The threshold is found by integrating the tail of the normal distribution. If the desired level of significance is p, the threshold t is determined by integrating the normal distribution N(s,a) as follows:
where a = [var(R)]1/ 2 from Eq. 10. The threshold value depends on the desired level of significance and the vari ance in the region of interest only. Since the variance in the region of interest depends only upon the physical properties of the scanner and the shape of the region of interest, this threshold may be determined once and stored for all future activation analyses. Furthermore, the threshold is determined completely objectively once the level of significance and shape of the region of interest are specified.
The optimal shape of the region of interest deserves further consideration. Since the true shape of the activa tion site is unknown, it makes sense to chose symmetrical regions of interest. In this work, we have calculated pa rameters for the five smallest symmetrical regions of in terest ( Table l) . If the true activation site is large and a large region of interest is used in the analysis, the differ ence between the activation and reference scans can be smaller and the result will remain significant. On the other hand, always using a large region of interest will degrade the resolution unnecessarily when the statistical nature of the data permits a smaller region. Optimally, the convo lution kernel size matches the activation region size; but the activation size is usually not known. For maximal sensitivity, the analysis could be repeated using several differently sized regions of interest. However, if the anal ysis is repeated, the statistical analysis must take into account that there are multiple nonindependent compar isons of the data. In the following discussion to determine the false-positive rate, it is assumed that only one analysis is performed.
The result of these calculations is that a composite im age (termed Z-image here) with uniform noise properties is formed from the separate reference and activation sino grams. The Z-image can be smoothed to any desired res olution by convolution with Ra' The expected value is zero in all regions where activations are not present. In the Z-image, since the noise is uniform in each voxel, it is appropriate to identify all voxels that are significantly dif ferent from zero by setting a single threshold. Depending on the threshold and because there is a large number of voxels in the image volume, there will be many falsely identified voxels due to chance. In the next section, a method for identifying activated regions in the brain is presented that reduces the false-positive rate to below a prescribed level.
Activation site localization
The method of Worsley et al. (1992) can be used to analyze the Z-image for activation sites. To perform this analysis, a T w statistic image is formed as
where Ra is a Gaussian (pixel values are set equal to Gaussian distribution values rather than 1 or 0 as in other sections of this work), and the SUbscript W indicates a value defined by Worsley et al. (1992) . With this defini tion of T w. significantly activated sites, with respect to variance in the radioactivity measurement, will be iden tified.
To determine which voxels are activated, a thresh old T�ax is determined knowing the number of resolu tion elements Rw in the image volume V and the desired fals' e-positive rate p. Rw is calculated as Rw = V/(FWHM x ' FWHM y , FWHMz) (where FWHM is full width at half-maximum), A table of rwax values can be found in Worsley et al. (1992) .
Another method to identify activation regions is by set ting a threshold based on Eq, 16 that gives the probability p that any particular vo ' xel is above the threshold t. Of more interest for activation studies is the false-positive rate in the whole brain. This rate is reduced to an accept able level by requiring that adjacent voxels be simulta neously above the threshold before an activation region is identified, This clustering approach has the advantage of enabling simple and fast simulations for a variety of dif ferent contiguous voxel arrangements and is considered herein, After the Z-image is convolved with the kernel in row I, a threshold is set at the value in row 2, An activated site is identified when a cluster of voxels (third row) are conjointly above the threshold. The number of simulated brains in a Monte Carlo calculation to determine the global false-positive rate is given in row 4. Row 5 contains the results of the calculation. ROI, region of interest.
To objectively apply a cluster analysis technique, the probability that contiguous voxels in the Z-image, are si multaneously above the cutoff threshold must be deter mined (recall that the Z-image has already been con volved with a symmetrical region of interest as de scribed). Since adjacent voxels in the Z-image are correlated, the probability calculations must consider the covariance between adjacent voxels. The covariance of two voxels is given by Eq. 2. A rigorous calculation of the probability that n regions of interest are all above a threshold involves performing an n-dimensional integral of the form
where [R] represents a vector of n voxel values, [ Y rep resents matrix transpose, [COV]-I is the inverse of the covariance matrix, and the integral is over n dimensions with the limits of integration from the threshold value to 00 for each dimension.
Since Eq. 18 is not analytically solvable and the time to perform a numerical integration in more than three or four dimensions is prohibitive, a large number of activation free Z-sinograms have been simulated and the number of detected activation regions have been counted. By de sign, every detected activation region in the Z-image is a false-positive event. To calculate a probability, the num ber of false-positive events is divided by the number of distinct voxels in the brain. The number of voxels in the brain is determined by taking the mass of the brain' as 1,400 g and dividing by the volume of a voxel (3.375 mm3; Siemens 921 scanner; reconstruction zoom = 1) to arrive at -36,000 voxels in the brain.
The simulation proceeds as follows: (a) A sinogram is filled with normally distributed random numbers of unit variance; (b) the sinogram is filtered with a ramp filter; (c) the filtered sinogram is back-projected into an image; (d) the image is convolved with the convolution kernel (Table 1, row 1); (e) the convolved image is converted to a binary image using the decision threshold (Table 1, row 2); (t) the number of clusters equal to or greater in size than the adjacent voxel requirement (Table 1, row 3) that are within the central 120 x 120 voxels of the image are counted; (g) steps a-f are repeated 10,000 times, corre sponding to approximately 4,000 simulated brains, 10,000 images (120 . 120 voxels/image, 36,000 voxelslbrain); (h) the probability of a false-positive event per brain study is then calculated by dividing the number of detected clus ters by the number of simulated brains.
Our goal was to find the threshold values that give a false-positive rate p of 0.05Ibrain. In this case, the ex pected number of identified clusters (Poisson statistics) is np = (n)(0.05), where n is the number of simulated brains. The standard deviation is [np(1 -p)] 1 /2 (Beving ton, 1969) . This data analysis technique has been implemented in the IDL (RSI, Boulder, CO, U.S.A.) environment by tak ing the binary threshold images and performing erode op erations to identify contiguous groups of voxels that are conjointly above the threshold. The threshold values were adjusted so that the final probability of a false positive event in the brain is -0.05. These values need be determined only once since they depend only on the ge ometry of the scanner. The complete procedure for iden tifying activated regions is given in Table 2 and demon strated in Fig. 1 . 
Find voxels above (below) threshold:
B¥ hresh = threshold(B�onv) 6. Identify clusters of activated voxels in B¥ hresh The fourth row shows all voxels above a particular threshold for the corresponding images. The left threshold was empir ically set so that there would be no false-positive results, while the threshold on the right is from Table 1 and 4% of the voxels are above the threshold. The last row shows the acti vation centers that have been identified after requiring that adjacent voxels of a particular arrangement (column 5 from 
Scanner
All data were acquired on a Siemens 921 ECAT Exact scanner. All simulations were designed to mimic this scanner. The scanner data consist of 47 parallel sino grams (spaced 3.375 mm apart) that are 160 projection bins (-27 to 27 cm) by 192 angles (0-180°). The spacing between the projection bins is also 3.375 mm. All of this work assumes that the images are reconstructed with voxel dimensions also equal to 3.375 mm (this corre sponds to reconstructing with zoom = 1 in the Siemens/ CTI nomenclature). The durations of the data acquisi tions was adjusted so the total number of counts per plane was similar to a 60-mCi bolus [ISO] water study (�350,000 counts in the plane through the basal ganglia). The sino gram elements are corrected for random events by mea suring the number of events in a delayed window and subtracting. This is problematical because when rand oms are subtracted, the expected variance in a sinogram ele ment is no longer equal to the expected number of events in the element. See Discussion for further comments.
Phantom studies
To test the techniques described, two phantom studies were performed. First, hollow spheres were placed inside an elliptical cylinder. The hollow spheres were filled with 13N and the background was filled with 'SF. The study was collected in dynamic mode with the frames increas ing in time so that the expected number of detected events from the background eSF decays) were equal in every frame. The faster decay of 13N leads to a different contrast between the spheres and background in every frame. The initial contrast was 20: 1 and the final contrast was �0.1: 1. Each of these frames was taken to be an activation study, and the frame when the activity concen tration in the background and the spheres were equal was taken to be the reference data.
The second phantom study is a variation of the study described by Cherry et al. (l993b) . The three-dimensional (3D) Hoffman brain phantom (Data Spectrum) was scanned with balloon inserts filled with a different activity concentration from background to simulate activation centers. Analogous to the first phantom study, the bal loons were filled with 13N radioactivity (5 ml; � 15-mm diameter by 30-mm length) and the background with 'SF. Scanning consisted of a 16-frame dynamic study over 41 min with the frame duration increasing throughout the study so that an equal number of 18F decay events were expected to be recorded in each frame. At the start, the ratio of 13N to 'SF radioactivity concentration was 12. The ratio of the number of 13N to '8F decays (per volume) ranged from 11.5 in frame 1 to 0.96 in frame 16. As above, the experiment was arranged so that the total number of detected events per frame was similar to that in an ['50] water study. The very high concentration in the balloons at the beginning of the study allows unambiguous deter mination of their size and location so that the results from the last few frames can be tested.
RESULTS
Results of the simulation to determine the cluster analysis parameters are included in Table 1 . After convolving a Z-image with a normalized version of the region of interest (row 1), a threshold is placed at the value indicated in row 2. After this operation, J Cereb Blood Flow Metab, Vol. 15, No.3, 1995 �2% of the voxels are identified as above the threshold. The Monte Carlo calculation results for the probability of a chance occurrence anywhere in the brain of a region (consisting of adjacent voxels in the configuration shown in row 3) are given in the last row. Figure 2 shows data from five frames of the first phantom study. Also shown are the difference im ages and the Z-images. The true ratios of sphere (13N) to background e S F) radioactivity concentra tion for the five columns (left to right) are 6.1, 4. 4, 3. 1, 2.1, and 1. 4. The original images were collected to mimic the count density of a typical e50] water acquisition, and hence a great deal of noise is present in the images. They were reconstructed with a very high statistics measured attenuation correction and a ramp filter. Figure 3 is derived by displaying all points above a threshold in the subtraction and Z-images from the far riglit column of Fig. 2 . It is clear that the noise in the subtraction image is not uniform across the image, but is greatest (indicated by more ran dom points above the threshold) at the center of the image where attenuation effects are greatest. The noise in the Z-image is more nearly uniform.
Results from the hot sphere, warm background experiment are displayed in Fig. 4 . For comparison, results of the SUbtraction/single threshold technique are displayed alongside the Z-image results. The data were smoothed to the indicated resolution with the convolution kernels in Table 1 , and then, for the subtraction images, a threshold was manually set (knowing the location of the spheres) such that there would be no false-positive errors. The thresh old was manually set so that the best possible result using this technique could be compared with the Z-image technique. These results are presented as the left half of each pair of images. Only the largest sphere is identifiable in the next to last column, and none of the spheres is visible, at any smoothing, when the true sphere to background ratio is 1. 4. The results of the Z-image technique are presented as the right half of each image pair. It is evident that the lack of attenuation correction causes the bound ary of the activation center to spread out along the direction of low attenuation correction. This effect is greater when there is a large amount of radioac tivity in the activation center. To the right and top of the figure, where the sphere is at the threshold of being detected, the artifact is much smaller or non existent.
It is most appropriate to compare the techniques by side-by-side comparison of the image pairs, keeping in mind that the columns to the far right are more typical of actual activation studies. In the first column (510% true activation), the Z-technique fails to find one of the spheres. There is very little dif ference between the two techniques in the second column (340% true activation). In the third column (200% true activation), both techniques identify four of the five spheres, but the fourth sphere is identified by a single voxel in the subtraction tech nique. In practice, the subtraction technique would probably miss this sphere because the a priori knowledge for optimally setting the threshold would not be present. Both techniques identify one sphere in column 4 (110% true activation), but only the Z-technique identifies the large sphere in column 5 (44% true activation). Therefore, the Z-image tech nique is more sensitive for finding activation cen ters in this experiment. In nearly every case, the detectable activation centers are more evidently displayed with the Z-image technique. Figure 5 shows the result of the Hoffman brain phantom experiment. The two images at the top of The threshold was set so that 5% of the voxels had values above the threshold. It is clearly seen that the noise is highest at the center of the subtraction image and more uniform in the Z-image. are the original images reconstructed with a ramp filter (the true sphere-to-background radioactivity concentration contrast is indicated). The next five rows correspond to analyzing the top row of data with the subtraction and Z-image techniques corresponding to columns 2 through 5 in Table 1 . The approximate resolution after smoothing with the convolution kernel is displayed at the right. In each pair of images, the left image is the result of the subtraction/threshold technique, and the right is from the Z-image/cluster technique. The threshold for the subtraction images was empirically set at the smallest value such that there were no false-positive events. The Z-image/cluster results use the parameters in Table 1 . FWHM, full width at half maximum.
the figure show the phantom when the true activity concentration contrast (balloon/background) was 3. 6 and 0. 96. These are given as references for all of the other images: The first shows the position of the balloons and the second is the reference data used in all calculations. The next three rows show images (smoothed to 13 mm), subtraction (unsmoothed), and Z-images (unsmoothed). In this experiment, the randoms correction was found to have an effect on the appearance of the Z-images outside the head. In this region, all detected events are either random or scattered events so the randoms correction is large and the assumption connected with Eq. 8 is vio lated. In fact, this region will often have negative sinogram elements due to chance occurrence. Since this region is of no concern to us, if the quantity inside the square root of Eq. 8 was <30, it was set equal to 30. This correction had no effect on the interpretation of the image because every sinogram element inside the head is individually >30. It does have the advantageous effect of removing negative values from the square root. See Discussion for fur ther comments. Row 4 was constructed by smooth ing the subtraction image to a FWHM = 16 mm and then creating a binary image from a single thresh old. The threshold was manually adjusted so that there were no false-positive events in the brain in each particular image. The fifth row shows the re sults of analyzing the Z-images with the Worsley et al. (1992) technique (Eq. 17). To calculate this row, the Z-images were smoothed to a final resolution of 16 mm with a Gaussian kernel and Rw was taken as 1,050. The sixth row shows the Z-image technique using the parameters directly from the last column of Table 1 . It can be seen that the cluster and Wors ley techniques produce very similar results and both outperform the subtraction technique.
DISCUSSION
Analyzing activation data using Z-images and ei ther the cluster analysis or the Worsley et al. (1992) technique is objective. Instead of creating images where equal activity concentrations are represented uniformly and the variance is nonuniform, the Z-im ages have uniform variance but nonuniform repre sentation of equal activity concentration across the image. In this work, we have presented the appro priate parameters for identifying activation centers after smoothing Z-images with the five smallest symmetric smoothing kernels. If one anticipates larger activation centers, it may be appropriate to smooth the data with larger kernels. Other advan tages of the method are independence from normal ization and attenuation corrections. This latter idea removes two sources of error variance and there fore increases the sensitivity, with no decrease in validity.
For comparison, we have presented results of an alyzing the Z-images with the cluster, Worsley et al. (1992) , and subtraction techniques side by side. For the subtraction/threshold technique, we empirically set the threshold at the lowest possible value such that there were no false-positive errors. This is a very generous comparison as the threshold deter mination used knowledge of the position of the ac-tivated centers. In practice (without knowledge of the activation locations), it would be very difficult to find this level. To be conservative, the threshold would almost always be set higher and the sensitiv ity would be less. Since the comparison results are more or less equal on these terms, we feel that, in practice, the cluster and Worsley techniques are su perior. The advantage of these techniques is that they are completely objective in how the activation centers are located.
Applying the technique of Worsley et al. (1992) to Z-images is more appropriate than to subtraction images as was done in their article. Worsley et al. used a pooled variance term that was assumed to be constant across the subtraction images. Figure 3 shows that this assumption is not valid in all cases. The Z-images presented here, on the other hand, are perfectly suited to the technique as they have been designed to have uniform variance.
Omitting the attenuation correction from the analysis can lead to blurring artifacts under certain conditions as indicated in Fig. 4 . The blurring oc curs along the direction of least attenuation, but is minimal under typical activation study conditions. It is noted that this artifact occurs only around a true activation center and does not create false positive results. If there is significant attenuation blurring, then the activation center is considerably above background and will be visible in the raw images. In this case, no special technique is re quired to determine if the activation center is sta tistically significant.
In the examples in this work, we chose to find activation centers that were significantly above background. One may also be interested in activa tion centers that show a decrease in activity uptake during presentation of the task. Since the Z-image has mean zero and uniform variance, the regions with decreased uptake can be found by finding the voxels with values below the negative of the thresh old given in Table 1 . The analyses would then pro ceed exactly as before. One could also find both the increased and the decreased uptake activation cen ters by identifying all voxels with an absolute value greater than the threshold. However, in this case, the threshold would have to be adjusted since by including both tails of the normal curve, the false positive rate would be increased.
The clustering technique retains the true size of identified regions to greater accuracy than the sub traction/threshold and Worsley et al. (1992) tech niques. When the threshold is raised to eliminate background in the subtraction technique, often only one or a few of the voxels at the center of the acti vation region are above the threshold. Since the J Cereb Blood Flow Metab, Vol, 15, No, 3, 1995 clustering technique looks for a group of contiguous voxels that are all above a much smaller threshold, the true size of activation centers is more closely maintained.
By stating Eq. 8 and the comments immediately following, it was assumed that var(Elm) = Elm is a good estimate as is the case for normal radioactive counting experiments. On the ECAT Exact 921 in the normal operation mode, however, the Elm data have already been corrected for randoms so var(Elm) = var(Prlm) + var(Rlm), where Pr repre sents the "prompts" (true plus random events) and R represents random events. If the random rate is small compared with the prompts count rate, then var(Elm) is unchanged. This is the case for lines of response through the head if the activity in the field of view of the scanner is kept below a critical value. In this work, there was �5 mCi in the field of view and no adjustment was made to correct the variance in the sinogram data. The results support the valid ity of this decision. In human studies where up to 75 mCi is injected (causing up to 30 mCi in the field of view at one instant), Elm may not be a good estimate of the variance in the emission sinogram. In this case, we believe that it may be easiest, and give the best results, if the data are not corrected for ran doms. This approach will be valid as long as the injected dose and tissue uptake are similar for each trial. Another option is to simultaneously collect the prompts and randoms events in separate sinograms. If this were done, the variance could be accurately estimated. The authors are investigating the neces sity of this approach with ongoing experiments.
The extension of this technique using 3D cluster analysis is straightforward when the PET data vol ume is constructed from stacking two-dimensional (2-D) data acquisitions. In this case, adjacent planes can be considered to be independent of each other and therefore probabilities can be multiplied. For example, the cross-shaped region of interest from Table 1 could be extended to 3D by adding 1 voxel centered on the region of interest in the plane di rectly above and another in the plane directly be low. The probability that these 7 voxels will be si multaneously activated is the probability that the 2 additional voxels are activated (p2) mUltiplied by the probability that the cross is activated (Table 1 ). This will lead to a reduction in the probability of a false positive event. Therefore, the level of significance p can be raised and the analysis technique will be come more sensitive. Because of the many different possible combinations of 3D smoothing and cluster ing kernels, the optimal 3D technique requires fur ther investigation.
The extension of this work to 3D PET, where the data are collected without interplane septa, is not straightforward but is worthy of investigation. Since the scanner is limited axially, the 3D data set is not complete in the sense of containing projection data from all possible polar angles. Reconstruction methods account for the missing data by using spa tially variant filters or estimating the missing pro jections from the existing data. Both of these situ ations greatly increase the complexity of the vari ance calculation. Every operation in most 3D reconstruction meth ods is linear (e. g., Defrise et aI., 1989) ; therefore, we anticipate a function for calculating a region-of interest value, analogous to Eq. 1, except that the summation must be over three dimensions. It is in tuitively obvious that an equation of this form exists for the 3D PET case because the activity in each voxel in the image must be able to be determined from a linear combination of the measured data. The linear combination coefficients will be compli cated, however, because they contain the combined effects of 2D back-projection followed by 3D fore projection followed by 3D back-projection. After the ROI formula is uncovered, the variance and co variance can be directly obtained. In the 2D case, the variance in Z-images was found to be uniform across the image. This results from the fact that every point in the image is reconstructed from the same number of sinogram elements. In the 3D case, this is not true because there are more lines of re sponse through volume elements near the center of the scanner than volume elements at the edge. Be cause of the uniform variance in the 2D case, it was appropriate to set a single threshold to evaluate the images. In the 3D case, the images must be modi fied to have uniform variance before a single thresh old can be used.
The results of Fig. S show how activation centers can be objectively identified. It is also evident that true radioactivity contrast must be �2 to be able to detect an activation center of � IS-mm diameter. For the majority of activation experiments, this re sult makes repeated trials and image averaging un avoidable. If there is no movement between scans, we recommend that the sinograms be averaged and Eq. 8 be adjusted accordingly so that, again, a Z-sinogram with unit variance per element is cre ated. When this is done, the Z-image analysis meth odology on the modified Z-sinogram can be used in every detail as presented herein, including all pa rameters in Table 1. In practice, however, it is a rare experiment when there is no subject movement between studies. In this case, we recommend that the images first be conventionally reconstructed and then registered using one of the validated techniques (e. g. , Pelizzari et aI., 1989; Turkington et aI., 1993) to obtain the rotation and translation parameters. Next, the sino gram data should be normalized and then translated and rotated to a consistent reference frame, giving (19) were rotr represents the rotation and translation op eration. If a long data acquisition is performed to measure the normalization factors, so that var(Nlm) � var(Elm), then the variation in the realigned sino grams can be estimated by var(Rlm) = rotr [(Nlm? var(Elm) ]. With this modification, Eq. 8 would be come
The analysis from this point on is unchanged from that presented in Methods. The only further com plication will be that there will be some missing sinogram data in the Rim sinograms. We do not an ticipate that this will be a problem with the larger field-of-view scanners such as the Siemens 921 where there are several planes at the top and bot tom of the data set that do not contain brain data.
This technique estimates the variation in the data due to decay statistics. The utility of techniques that measure the total variance in data sets (includ ing variation across subject) (e. g. , analysis of co variance and factor analysis) can now be increased because the variation from the random decay has been measured and can be compared with the total variance. The researcher can use additional statis tical techniques to identify other sources of varia tion and test hypotheses to explain the effect of the activation task. With use of this approach, the num ber of replicate trials necessary in a study can be objectively determined.
The method presented here was designed so that the overall false-positive rate is less than a specified value. If it is desired to test a hypothesis that pre dicts an activation at a specific location, the clus tering portion of the technique can be omitted. One can smooth the Z-image to the desired resolution as described, then check whether the region values are above the threshold value given in Table 1 .
An objective method for identifying statistically significant differences between two PET data sets has been described. The method makes use of the known statistical uncertainty in the sinogram data to create Z-images with uniform variance. Activa tion sites can be objectively identified with either the clustering technique or the Worsley et ai. (1992) technique. This two-part approach has the advan tage that all of the parameters necessary in the cal culation can be precalculated for the particular scanner being used. After these parameters are de termined, all activation studies can be objectively analyzed with the same set of parameters.
