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Radio spectrum is becoming increasingly scarce as more and more devices go wireless.
Meanwhile, studies indicate that the assigned spectrum is not fully utilised. Cognitive
radio technology is envisioned to be a promising solution to address the imbalance
between spectrum scarcity and underutilisation. Cognitive radio enables the unlicensed
(secondary) user to establish a communication link in licensed (primary) spectrum on
the condition that there is no or minimal interference to the primary user.
The interference management has become an important topic in cognitive radio in
order to manage and fulfill the regulatory constraints. The management of interference
is, unquestionably, required to treat and quantify all the interference produced by the
cognitive transmission at the primary users. In order to manage this interference, the
secondary users must be able to adjust their parameters to fulfill these constraints.
In addition, the performance of contemporary multicell wireless networks is limited
by intercell interference (ICI), due to cochannel transmission in other cells. This per-
formance degradation is especially severe for users close to the cell-edge. As a solution,
in this thesis different cognitive beamfomring techniques are proposed by deploying
cognitive cells on the primacy cells boundaries to support the primary cell-edge users
as well as servicing the secondary users.
This thesis proposes interference management techniques based on cognitive beam-
forming in a cellular network. We have identified conditions and proposed different
techniques for optimal usage of radio spectrum, by allowing coexistence on the same
spectrum resources between primary and cognitive users. Deploying cognitive cells on
v
0. ABSTRACT
the primary cells borders results to ICI mitigation for primary cell-edge users within
the cognitive cell and also leads to supporting cognitive users with the same allocated
spectrum to the primary network. The aim is to minimise the total transmit power
across the cognitive network while maintaining the required signal-to-interference-plus-
noise ratio (SINR) for all primary cell-edge/cognitive users within the cognitive cell and
to mitigate the interference caused by the cognitive system towards the primary users.
It forms the fundamental basis for interference management in cognitive radio systems
and consequently gives insights into the design and deployment of cognitive radio net-
works. At the end, we introduce robust cognitive beamforming based on imperfect
channel state information for both primary and cognitive users’ channel. These differ-
ent approaches to interference management at cognitive radio networks contribute to
the increasing set of techniques that will make cognitive radio possible to deploy.
vi
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Reliable and fast wireless data transmission is emerging as a global phenomenon and
becoming a major consideration in our lives such as internet, online shopping, and
social networking. This has caused an exponential increase in the demand for the
radio frequency spectrum. However, due to the huge growth of all wireless technologies,
the radio spectrum is beginning to be crowded. Nevertheless, it has been found that
the major licensed bands, such as those allocated for television broadcasting, amateur
radio, paging, etc. are underutilised and some of the remaining bands are heavily used.
This fact leads to a wastage of spectrum. Therefore, new techniques are needed to
take advantage of the spectrum opportunities causing a reasonable level of interference
in the licensed system. In addition to spectrum sensing algorithms, sharing protocols,
policies, among other things, interference management has also become an important
topic in cognitive radio in order to manage and fulfill the regulatory constraints.
1.1 Towards cognitive radio
1.1.1 Software defined radio
The availability of high computational capacity but low cost flexible hardware tech-
nologies such as Programmable Logic Devices, Digital Signal Processors, and Central
Processing Units has opened new horizons in which non-military communication sys-
tems can be designed and managed. It was only in 1991 that Joseph Mitola coined the
1
1. INTRODUCTION
term software defined radio (SDR) and anticipated the feasibility of theoretical software
design of communication systems within a short time span. Currently available radio
devices are equipped with various standards such as GSM, EDGE, Wi-Fi, Bluetooth,
LTE, etc. Specific dedicated electronic chain for switching from one standard to an-
other which is known as the Velcro approach is required. The design and development
of these radio devices has become a real challenge due to high degree of flexibility which
urgently is required. Recent advances in hardware offer design possibility by which at
least partially, software solutions can replace hardware signal processing devices that
were required in the past. This is vividly a step closer to the anticipated SDR systems.
Moreover, other debatable SDR system definitions exist. The software related radio
concepts of SDR system as agreed by SDR Forum [9] defines software defined radio as
radio in which some or the entire physical layer functions are software defined. The
physical layer and software defined terms are respectively described as:
• Physical layer: This is the layer within the wireless protocol in which processing of
Radio Frequency, Intermediate Frequency, or baseband signals including channel
coding occurs. According to ISO 7-layer model it is the lowest layer adapted for
wireless transmission and reception.
• Software defined: This refers to the use of software processing within the ra-
dio system or device with operating implementation function and not controlling
function.
Thus, SDR systems are solely defined from the design and the implementation point of
views. Consequently SDR appears to be a simple evolution form of the usual hardware
radio systems. However, with the added software layer, enables the current technologies
to control a large set of parameters if adaptation of radio equipment to their commu-
nication environment such as bandwidth, modulation, protocol, and power level are
required. In order to control and optimise the reconfigurable radio devices, optimisa-
tion criteria related to the equipment hardware capabilities for the user and regulator
2
must be defined. Introduction of autonomous optimisation capabilities in radio ter-
minals and networks forms the basis of cognitive radio, a term which has also been
suggested and coined by Joseph Mitola [1], [10].
1.2 The rise of cognitive radio
Joseph Mitola defined cognitive radio (CR), in his PhD dissertation as follows [10]
The term cognitive radio identifies the point at which wireless Personal Digital As-
sistant (PDA) and the related networks are sufficiently computationally intelligent about
radio resources and related computer to computer communication to
1. Detect user communication needs as a function of use context, and
2. Provide radio resources and wireless services most appropriate to these needs.
Thus, this new concept autonomously meets the users’ expectations such as profit
maximisation in terms of Quality of Service (QoS), throughput or power efficiency
without compromising the efficiency of the network. This involves the distribution of
the required intelligence efficiently operating in both the network and the radio device.
In order to fulfill these requirements, J. Mitola introduced the notion of cognitive
cycle (CC) as described in Fig. 1.1 ([1], [10]). The cognitive cycle is empowered with
the capacity to collect information from the surrounding environment and digest the
information for the purpose of the best learning, decision making, and tools prediction




• Interference level (or interference temperature).




Figure 1.1: Cognition cycle introduced by Joseph Mitola [1].
In this work in depth discussion of reconfiguration of radio equipment is not provided,
however it is generally accepted that SDR technology is needed to support cognitive
radio [11].
1.3 Cognitive radio definition and characteristics
Since the original definition suggested by Mitola, several other definitions were pro-
posed to define the edges of cognitive radio. The following few paragraphs provide the
principal alternative definition of cognitive radio found in the literature.
In 2005, F. K. Jondral [12] suggested a definition that insists on one hand, on a tight
relationship between SDR technologies and CR paradigm and on the other hand, on
the importance of information exchange among different CRs. This definition however
keeps its generality and do not seem to tackle a particular application.
1. Definition 1: Cognitive radio, by F. K. Jondral [12]
A CR is an SDR that additionally senses its environment, tracks changes, and
reacts upon its findings. A CR is an autonomous unit in a communication en-
vironment that frequently exchanges information with the networks it is able to
4
access as well as with other CRs.
Whether CR is necessarily based on SDR devices is still a matter of debate. The
evolution from SDR to CR is relevant to the fact that CR can be regarded as a
paradigm to the design of a general purpose decision making engine. This evolu-
tion necessitates flexibility of the strategies of the running equipments. Advan-
tages and disadvantages are associated with this approach. While CR provides a
general optimiser that can transform any adaptable radio into a decent cognitive
radio, it recurrently must be updated to face new radio designs and capabilities.
Such tendency eventually could lead to very complex and heavy systems that
would probably be underutilised by the host radio equipment. This indicates the
importance of dimensioning of the decision making capabilities.
F. K. Jondrals definition further stresses the importance of communication and
information exchange between a CR and surrounding environment, viz., the ac-
cessible networks and other CRs. Information exchange is the synonym of com-
munication overhead and loss of throughput. Time and energy is spent correctly
if the information exchange enables interference mitigation and avoids conflicts.
This point is comprehensively dealt with in later chapters when multi-user CR
networks are discussed. In this work general scenarios where collaboration among
the CR users such as interference avoidance policies when accessing frequency
bands resources are addressed. This does not necessarily imply information ex-
change.
During the same year 2005, the Federal Communications Commission (FCC)
[13], in the United-States, and Simon Haykin [2], respectively, proposed more
pragmatic definitions that described cognitive radio as the possible means that
enables better use of spectrum.
2. Definition 2: Cognitive radio, FCC 2005 [13]
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A cognitive radio is a radio that can change its transmitter parameters based on
interaction with the environment in which it operates.
3. Definition 3: Cognitive radio, S. Haykin 2005 [2]
Cognitive radio is an intelligent wireless communication system that is aware of
its surrounding environment, i.e., its outside world, and uses the methodology of
understanding-by-building to learn from the environment and adapt its internal
states to statistical variations in the incoming Radio Frequency (RF) stimuli by
making corresponding changes in certain operating parameters (e.g. transmit
power, carrier-frequency, and modulation strategy) in real-time, with two primary
objectives in mind: highly reliable communications whenever and wherever needed
and efficient utilisation of the radio spectrum. This definition in general refers
to parameters such as transmission frequency, modulation scheme, and either
bandwidth or power allocated to each user as shown in Fig. 1.2.
More recently, in 2009, the International Telecommunication Union (ITU) [14]
also suggested a general definition, that appears to synthesize both the definitions
proposed by the normalisation task force P1900.1 and the European Telecommu-
nications Standards Institute (ETSI) [11].
4. Definition 3: Cognitive radio, ITU
Cognitive radio System (CRS) is a radio system employing technology that allows
the system to obtain knowledge of its operational and geographical environment,
established policies, and its internal state; to dynamically and autonomously ad-
just its operational parameters and protocols according to its obtained knowledge
in order to achieve predefined objectives; and to learn from the result obtained.
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Figure 1.2: Cognition cycle introduced by Simon Haykin, where it shows the different




1.4 Motivation behind cognitive radio
The phenomenal surge of interest in this relatively new field is due to the fact that cog-
nitive radio not only meets a pressing end by utilisation of precious natural resources,
i.e., the radio spectrum, but also is a multi-challenging alternative to the other avail-
able wireless technologies. Fig. 1.3 shows the comparison between wireless networks
and cognitive radio networks.
Cognitive radio provides novel solution for spectrum underutilisation. The solution
is based on sensing of the radio environment with dual objectives as followings
1. Identification of the underutilised sub-bands of the radio spectrum that are not
employed by the primary (legacy) users.
2. Providing the means for the underutilised sub-bands to be employed by unser-
viced secondary users.
The system autonomously achieves the above objectives. Multi-user cognitive radio
networks ought to be self-organised. Additionally in order to limit the interference
produced by secondary user, there would have to be a paradigm shifts from transmitter-
centric wireless communications to receiver-centric as a new mode of operation. The
underutilised frequency bands of the radio spectrum, owned by legally licensed (pri-
mary) users, are referred to as spectrum holes.
8




A spectrum hole is defined [2] as a band of frequencies assigned to a primary user,
with condition that the assigned band is not utilised by the user at a particular time
and specific geographic location. The operation of cognitive radio is pivotal on the
availability of spectrum holes. Identification and exploitation of spectrum holes is
technically confronted both by computer software and signal processing and commu-
nication technology. The stochastic occurrence of spectrum holes further complicates
these technical challenges. Through real-time interaction with the radio environment,
the spectrum holes at a specific time or location can be identified as shown in Fig. 1.4.
There are five major functional blocks of cognitive radio as
1. Spectrum sensing: This provides estimation of average power content and detec-
tion of spectrum holes.
2. Predictive modeling: This provides prediction of the time span that spectrum
hole is likely to remain available for employment by secondary user.
3. Transmit power control: Where the data rate of each user is maximised subject
to power constraint. This research is based on transmit power control, which will
be continued in later chapters.
4. Dynamic spectrum management: Subject to usage cost, this ensures that the
spectrum holes are fully distributed among secondary users.
5. Packet routing: This is a self organised scheme which is designed to route the
packets across the radio network.
The primary objective of the research is to provide highly reliable communication for
all users of the network while facilitating in a fair manner an efficient utilisation of
the radio spectrum. The emergent behaviour of cognitive radio networks are seem-
ingly irreducible phenomena where this phenomena not explicitly programmed. The
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Figure 1.4: Spectrum hole concept.
emergent behavior of cognitive radio networks can be defined as positive or negative.
The positive emergent behaviour is described as harmonious and efficient utilisation of
the radio spectrum by both primary and secondary users of the cognitive radio, i.e.,
cooperation with or without minimal coordination. Characteristics such as disorder,
traffic jams, chaos, and unused radio spectrum are associated with negative emergent
behaviour.
The interference temperature is advantageous in quantification and management
of interference source at the receiver’s input. The interference temperature threshold
depicts the worst characteristic of the radio environment. CR enables the secondary
user to establish transmission links in vacant primary user channels in such manner that
primary users are subjected to no or minimum interference. CR functionalities such
as spectrum sensing, spectrum access, spectrum allocation, and spectrum management
among various secondary users, and a reconfigurable hardware ensures realisation of the
above operation [10], [2]. Interference temperature which is the widely used technique in
detection of spectrum hole was introduced by FCC in 2003. This technique quantifies
and measures interference in a given spectrum band in a particular location. The
magnitude of this function is used as criteria to detect spectral holes.
In order to determine the spectral holes, spatial variation of the interference tem-
11
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perature is carried out by scanning of the radio environment using large number of
sensor nodes. The radio environment is sensed by measuring the level of incoming RF
stimuli. Thus, the sensed RF spectrum based on interference level falls into following
spaces:
• Black spaces: These bands are occupied by high powered interferes.
• Gray spaces: These bands are partially occupied by low-powered interferes.
• White spaces: These bands are free from any RF interference, except for thermal
noise and noise from lightening, etc.
Gray and White spaces are more desirable due to their low and acceptable interference
temperature. Since the RF stimuli are non-stationary in space and time. Therefore,
spatial and temporal characteristic of the signal are both involved in the estimation of
interference temperature. Thus in relation to spatial-temporal variation of RF stimuli,
quantification of spectral hole detection can be carried out by detection statistics. This
is a parameter which denotes the dwell of a RF spectrum a white space. Alternative
methods of radio scene analysis are featured by detection, matched filter, and energy
detection. The advantage of FCC recommended interference temperature based spec-
trum sensing over the alternative methods lies in the fact that this method strictly
does not exceed interference temperature threshold set by the primary user. Various
secondary user transmission modes of secondary user have either been discussed or pro-
posed in the literature. These can be broadly categorised into interference avoidance,
i.e., white space, and the interference management, i.e, black and gray space modes,
[2]. In [15], the aggregate effect was taken into account and complex stochastic models
were built to characterise the exact PDF (probability density function) of the accu-
mulated interference power. Moreover, the interference avoidance ability of cognitive
radio transmitters was considered by introducing the concept of an exclusion region.
As illustrated in Fig. 1.5 an exclusion region is defined as a disk centered at a primary
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Figure 1.5: Coexistence of a primary network and randomly distributed CR networks
with illustrations of the exclusion region, black space (service region), Gray space
(interfering region), and white space [3].
receiver with a radius R. Any cognitive radio transmitter within the exclusion region
is regarded as a harmful interferer and is therefore forbidden to transmit.
When the locations of cognitive radio transmitters follow a Poisson point process
[16] with a density λ, the PDF of the aggregate interference can be computed as a
function of R. As shown in Fig. 1.6, it is found that a slight increase of R can ef-
fectively reduce both the mean and variance of the received interference power. The
cognitive-primary interference modelling is further extended in [15] by taking into ac-




Figure 1.6: PDFs of the aggregate interference power (normalised to the transmit
power of the interferers) with different values of the exclusion region radius R (CR
transmitter density λ=1)[3].
1.4.2 Interference avoidance mode
In this mode often termed as interweave access, sensing of the radio frequency spectrum
by secondary user results in finding of the spectrum holes which corresponds to white
space. The presence of spectrum holes in the primary user channels are highlighted in
Fig. 1.7. For transmission purposes these spectrum holes are used by the secondary
user. This scheme is often referred to as opportunistic spectrum access (OSA), where
no concurrent transmission of the primary and secondary users takes place. Upon
reappears of the primary user, the secondary user vacates the channel. The secondary
user connection is terminated if there is no other available channel. Since the sec-
ondary user exerts no control over the resource availability, the transmission of the
secondary user is blocked when the channel is occupied by the primary user. The
forced termination and blocking of a secondary user connection is shown in Fig. 1.8.
The forced termination and blocking probabilities are the principal parameters which
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determine both the throughput and viable existence of the secondary user. The forced
termination is dependent up on traffic behaviour of the primary and the secondary
users including arrival rates, service time, etc. In the case of multiple secondary user
groups with different traffic statistics, the forced termination and blocking probabilities
result in unfairness amongst the secondary user groups which leads to a difficult QoS
provisioning task.
1.4.3 Interference management
The interference management mode in a CR can be described as either overlay or
underlay, both of which allow concurrent transmission.
1.4.4 Overlay mode
The Overlay mode refers to a technique in which the secondary user exploits additional
knowledge of the primary user transmissions. Transmission opportunities are increased
by enhancement of the primary user messages, and reliance on dirty paper coding
techniques to mitigate interference at the receiver [17]. This access mode has also been
referred to as CR enabled cooperative relaying [18].
1.4.5 Underlay mode
The Underlay mode refers to a technique in which the secondary user can only share
the spectrum provided its signal remains below the acceptable interference threshold
of the primary user. The threshold refers to the tolerated peak or average power of the
primary user receiver [19], [20]. This is a useful constraint when the signal variation at
the primary user receiver is quasi-static, such as Television unit. However, when signal
variations from the primary user transmitter to the primary user receiver are random,
outage probability is a better measure. Outage at the primary user receiver occurs
when the SINR falls below a specific threshold which is different from the interference
threshold. The spectrum sharing constraint in this scenario is based on acceptable
15
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Figure 1.7: Conceptual view of spectrum holes.
Figure 1.8: Illustration of forced termination and blocking.
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long or short term outage to the primary user network. The secondary user transmit
power is the key factor for coexistence of the secondary user in an underlay mode. The
coverage area of the secondary network in an underlay mode due to strict transmit
power constraint, is severely restricted [17]. Calculation of secondary user transmit
power generally requires knowledge of primary user receiver location and the channel
gains between the secondary user transmitter and primary user receiver and vice versa.
The secondary user operates independent of the primary user network. Thus estima-
tion of the parameters is required as these are often unknown to the secondary user
transmitter. The estimations are achieved at the expense of higher signaling overhead.
In underlay mode it is often necessary to derive the signal-to-interference-plus-noise
ratio (SINR) distribution, in order to calculate practical performance measures such as
capacity and SINR outage [21], [22]. The propagation channel between the primary user
and the secondary user is generally subject to fading which is traditionally modelled by
a gamma or log-normal distribution [23]. The cumulative distribution function (CDF)
for the signal-to-interference ratio (SIR) is often known in closed form [20]. However,
in the case of SINR, which include the effect of noise, these models yield integrals
for which closed form expressions are not known. Although integral inequalities [24]
have successfully been applied to obtain bounds on capacity problems [25], [26], their
application to SINR have been almost non-existent.
Fig 1.9 depicts the underlay and overlay dynamic spectrum access where these
paradigms fit into what is commonly known as hierarchical-access schemes, referring




Figure 1.9: Hierarchical-access paradigms: (i) underlay dynamic spectrum access, (ii)
overlay dynamic spectrum access.
1.5 Radio resource management in a cellular con-
cept
In order to offer sophisticated mobile communications over a large area, wireless cellular
networks divide the covered area into cells, as shown in Fig. 1.10. All communications
within each cell are served by one base Station (BS) located in the cell-center. The
same frequency resource is repeatedly available (reused) for other cells. Hence, the
main advantage of using cellular systems is that through reusing radio channels in
cells, the network coverage can be provided to areas of any size.
However, how to determine the size and the shape of a cell, as well as how to
allocate resources among cells are very important in radio network planning, as they
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Figure 1.10: Illustration of a cellular system, where each cell is served by one BS in
the cell-center.
may largely influence the system performance. The size and the shape of each cell
depend on signal quality received within the covered cell-area, which is related to
many factors, such as the surrounding terrain, buildings, the height of transmission
antennas, the transmission power of the BS, the expected traffic demands and density,
as well as the atmospheric conditions, etc. Cells are generally represented as idealised
regular hexagons, but because of topographical and environmental conditions, this is
only an approximation of what actually occurs [27]. Naturally, in a real world scenario,
the cell shapes are very irregular and overlap with each other by approximately 10 to
15%. This enables users operating near the boundary of a cell to choose which BS they
are associated to.
Enhancing the cell coverage by allowing as many users to communicate reliably
irrespective of their location and mobility appears to be a primary concern of network
service providers. This task is typically fulfilled by doing aggressive spectrum reuse
which on one side enhances the spectral efficiency, whereas on the other side it causes
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Figure 1.11: A typical two-cell layout, where the cell-edge user is interfered by BS A
from the neighboring cell [4].
severe intercell interference (ICI) among the users of same spectrum, particularly cell-
edge users located close to the cells boundaries as shown in Fig. 1.11.
Radio resource management has been evolved as an efficient tool to coordinate, mit-
igate and manage ICI while enhancing the network performance in a cellular networks.
The incurred ICI in cellular networks with universal frequency reuse is severe and
highly random due to its dependence on the channel statistics and on the dynamics of
the multiuser scheduling decisions. Therefore, it is important for the system designers
to accurately characterise the behavior of the ICI in order to quantify various network
performance metrics and to develop efficient resource allocation and interference mit-
igation schemes. More specifically, efficient spectrum/subcarrier allocation and power
control management solutions are needed to leverage the potential of cellular networks.
1.6 Transmit power control and dynamic spectral
management
The feedbacks obtained from radio scene analysis are used at the CR transmitter for
control of power and management of dynamic spectrum functionalities. The radio
scene analysis includes frequency and time dependent measurements such as noise
floor, traffic data, and the detected spectral holes. The measurements are used to
adjust transmit power and operational frequency band. The essence of transmit power
control for such a non-cooperative multi-user radio environment can mathematically
be stated as following:
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For a given and limited number of spectrum holes the transmit power levels of n
secondary users is selected in such a manner that data transmission rate of the users
is maximised provided interference temperature limit is not violated.
Dynamic spectral management is defined as a modulation strategy that adapts
to the time varying conditions of the radio environment. Bandwidth and carrier fre-
quency are dynamically modified according to channel condition. Dynamic spectrum
management in case of Orthogonal Frequency Division Multiplexing (OFDM) may
entail variation of the number of bits per channel based on the signal-to-noise-ratio
(SNR).
1.6.1 Beamforming approach by cognitive radio networks
In cognitive radio environment, it is of prime importance to monitor transmitted power
toward primary user. It is essential that power transmitted toward primary user does
not exceed interference temperature limit set by primary user themselves. The beam-
forming techniques are employed as an approach to minimise the transmitted power
in the direction of primary user. As such, several beamforming solutions for cognitive
radio networks have been proposed in the condition that each CR device is equipped
with multiple antennas and the power transmitted toward primary user is minimised
through null formation. Transmit power of CR users is preserved by focusing the energy
in the direction of the receiver. Therefore, beamforming methods are used to reduce
interference to primary user from CR transmission. Due to reciprocity, CR receivers
will be able to filter out interference from unwanted transmitter. Spatial variation of
the RF stimuli which in this case is primary user transmission is accounted by adaptive
beamforming.
One of the key component needed for beamforming is the channel state information
(CSI). The base station needs CSI to be aware of the radio environment features - path
loss, fading, etc. Precoding in digital systems is done by applying complex weighting
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Figure 1.12: Transmit Beamforming.
to the signal before radiating it in the air. Without loss of generality it is assumed that
in every antenna element branch, the signal has two components: in-phase (I) and the
shifted on 90◦ quadrature one (Q). The signal in each is scaled by a factor. This is
equivalent to multiplication of the complex signal samples (I+jQ) with a set of complex
numbers (beamforming weights). Assuming that the signal intended to transmit with
M antennas is sT ∈ CM and the weights are represented with the vector w ∈ CM .





This is illustrated in Fig. 1.12. Many different algorithms with a different degree of
precision have been used so far for finding the beamforming vectors w. All of them are
based on having radio channel knowledge available at the transmitter. A solution that
allows maximising SNR at CR receiver and under a transmit power constraint toward
primary user is given in a probabilistic context in [28]. The given beamforming solutions
are provided considering limited CSI and an upper limit on the transmit power at CR
transmitters. As a result, improved (Bit Error Rate) BER at the receiver is obtained
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while minimising the interference toward CR receiver. Two adaptive beamforming
solutions are given in [29] which indicated OFDM as a proper modulation technique for
CR. The first beamformer the authors proposed is based on spectrum masking concept
which is explained in [30]. This means subcarriers which lie in the same frequency
range as primary user are given zero beamforming weight or deactivated. In that
way, the the beamforming scheme allowed to suppress interference while maximising
the power toward primary user. The second beamforming solution given is based on
spatial filtering concept. This was done by steering nulls in the direction of primary
user. This allows the primary user and CR to coexist simultaneously.
1.6.2 Downlink beamforming in multi-user cognitive radio net-
works
Fig. 1.13 illustrates the downlink scenario of a single cell multi-user multiple-input-
single-output (MISO) cognitive radio network with multiple secondary users coexisting
with multiple primary users. In this configuration, the cognitive radio network is
installed far enough from the primary user transmitter (PU-Tx). Although the primary
user transmitter is interfering with normal operations of cognitive radio network, the
power received from the intended secondary user transmitter (SU-Tx) is much larger,
i.e., the interfering power from primary user transmitter can be accumulated as a
part of its noise term. Therefore, there are only two sets of relevant CSI which play
important roles in the system design. one set describes the channels between secondary
user transmitter and secondary users receivers (SU-Rx’s) while the other set describes
the channels between secondary user transmitter and primary users receivers (PU-Rx).
When primary users are inactive, the system becomes a conventional multiuser MISO
system, and secondary user link CSI is needed for transmission design. This knowledge
is usually acquired through transmitting pilot symbols from secondary user transmitter
to secondary users receivers, and feeding back the estimated CSI from secondary users
receivers to secondary user transmitter.
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Figure 1.13: Overview of a single-cell cognitive radio network (CR-Net) coexisting with
a single cell primary network (PR-Net) [5].
In practice, however, because of the time-varying nature of wireless channels, it is
not possible to acquire the CSI perfectly, either due to channel variation and/or channel
estimation error and/or feedback error. On the other hand, when primary users are
active, primary user link CSI is further needed at secondary user transmitter for the
purpose of controlling interferences at the primary users receivers. This CSI knowledge
has to be acquired by secondary user transmitter through environmental learning [5],
which again may have errors and will be discussed in the following section.
1.7 Robust cognitive beamforming
As mentioned in the previous section, in the design procedure of a communications
system, channel gains play an important role. Conventionally it is assumed that the
CSI is completely known at the transmit and receive sides. Mostly it is assumed that the
receive side may obtain this knowledge through pilot transmission process in which a set
of certainly known data is transmitted towards the receiver. As the receiver knows both
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the transmitted and the received data, it can estimate the channel gain coefficients.
Also, it is assumed that there is a perfect feedback channel free of impairments, between
the source and the destination of the communication link through which, it is possible
to send back the CSI to the transmitter side. Since the beamformer design process
relies on this CSI, it is vital to have CSI perfectly. Unfortunately, due to the erroneous
channel gain estimation, limited feedback rate between the source and the destination,
and rapidly changing environments, this assumption is not a realistic one, and hence,
the CSI is uncertain [31].
Nowadays, uncertain (imperfectly known) CSI is modeled using the following no-
tation. If Hˆ is to represent the real CSI, uncertain CSI, i.e. H, is modeled as
H = Hˆ + e (1.2)
where e shows the additive uncertainty of the CSI. To characterize the uncertainty,
different models are used, which will be discussed in the following chapter.
It is well known that imperfect CSI can significantly degrade the system perfor-
mance. In other words, if one derives algorithms for transceiver design based on erro-
neous channel coefficients as if they were perfect, some promised QoS targets in the
system might often be violated. Therefore, designing transmitters and receivers which
are robust to imperfect CSI is a task of great practical interest. Robust beamforming
[32], [33] is a methodological solution to treat the uncertainty of the CSI.
1.8 Outline of the thesis
The main problem considered in this thesis is the optimisation of multi-user cogni-
tive networks under the assumption of having imperfect/perfect CSI. Depending on
a considered scenario, various problems can be defined. The principal contributions
are divided in three chapters (Chapters 3, 4, and 5), with respect to assumptions on
system setup and channel state information model.
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This thesis comprises 6 chapters. A brief account of each chapter is given below.
Chapter 1, includes the motivation, overview and states the contributions of the
thesis.
Chapter 2, describes an overview of two standard conic programs, i.e. second order
cone programming (SOCP) and semidefinite programming (SDP). A linear array an-
tenna used in beamforming is presented followed by the introduction of an optimisation
problem of single-cell multiuser beamforming. Algorithms that solve the optimisation
problem using SOCP and SDP are recalled. Furthermore, convex and robust optimi-
sation is briefly explained. The presented concepts are used to develop beamforming
schemes for a multi-cell cognitive scenario discussed in Chapters 3, 4, and 5.
In chapter 3, the problem of cell-edge user coverage is addressed in a primary
cellular network by introducing cognitive cells in the vicinity of primary cell borders.
First a cooperative strategy is developed, where the secondary system can benefit
from accessing the spectrum of the primary systems when needed to transmit towards
secondary users. In return, the secondary base station cooperates with the primary
base station by relaying its data towards the primary cell-edge users. Furthermore, a
soft interference shaping strategy is introduced, where the interference inflicted on the
primary users located outside but within the close vicinity of the cognitive cell borders
is controlled within a certain level. The performance of both strategies is evaluated
through simulations and presented. These particular contributions are published in
[34].
In Chapter 4, an inter-cell interference mitigation method in cognitive cellular net-
work is developed. The method allowed the secondary system to access the spectrum
of the primary systems upon need. In return, the primary cell-edge users are supported
by the secondary base station, within the cognitive cell, by treating them as secondary
users. In addition, the interference towards the primary users (located outside the
cognitive cell) caused by the transmission of secondary base station is controlled. The
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objective of this scheme is to minimise the total transmit power across secondary base
stations subject to user SINR constraints within the cognitive cell. The algorithms for
finding beamforming vectors are developed based on standard semidefnite programming
formulation using instantaneous and second-order-statistical channel state information.
The performance of the proposed strategy is compared against the conventional cellular
network and discussed in details. The above contributions is submitted and currently
under view in [35].
Chapter 5, studies the problem of robust downlink beamforming design in a mul-
tiuser MISO cognitive radio network. The first assumption was based on perfect CSI.
Furthermore, unlike conventional designs in cognitive radio networks, in this chapter
we assume that the CSI for all relevant channels is imperfectly known, and the imper-
fectness of the CSI is modeled using an Euclidean ball-shaped uncertainty set. The
objectives are to minimise the transmit power at the cognitive base station and im-
posing an upper limit on the Interference at the outer-cell users, subject to targeting
a lower bound on the received SINR for all (cell-edge/cognitive) users. The design
parameters at the cognitive base station are the beamforming weights. The problem
is a nonconvex quadratically constrained quadratic program (QCQP) and in general
is hard to achieve the global optimality. As a compromise, using s-procedure based
on convex programming, the probabilistic constraints were replaced with conservative
deterministic constraints. Finally, simulation results are provided to validate the ro-
bustness of the proposed methods. The contributions for this chapter is submitted and
currently under view in [36].
The closing Chapter 6 deals with conclusions and future work.
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Having the ability of solving very large, practical engineering problems reliably and
efficiently, convex optimisation has become the most widely researched area in optimi-
sation. There is a great race to determine which important problems can be posed in a
convex setting. Yet, that skill acquired by understanding the geometry and application
of convex optimisation will remain more an art for some time to come; the reason being,
there is generally no unique transformation of a given problem to its convex equivalent.
This means, two researchers pondering the same problem are likely to formulate the
equivalent differently, hence, one solution is likely different from the other for the same
problem. Any presumption of only one right or correct solution becomes nebulous.
Since a local minimum in a convex optimisation problem is also the global minimum,
the global minimum can be attained by any ”Gradient Descent” or ”Hill Climbing”
algorithm [6]. Linear programming, i.e., a program with linear objective function and
linear/affine constraints, is a well researched topic in convex programming. Recent
developments in convex programming extend the results and algorithms of linear pro-
gramming to more complicated convex programs, e.g., conic programming. A conic
programming is a linear programming with generalised inequalities.
This chapter concisely reviews linear programming, convex optimisation, and ro-
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2. MATHEMATICAL PRELIMINARIES
bust optimisation. Two standard conic programs, i.e. second order cone programming
(SOCP) and semidefinite programming (SDP) are reviewed. Concepts of a linear an-
tenna array used for beamforming are described. Applications of SOCP and SDP for
solving the problem of multiuser beamforming in a single-cell scenario are discussed.
The concepts presented in this chapter are beneficial to the developments of beam-
forming schemes introduced in Chapters 3, 4, and 5. Readers interested in convex
optimisation and applications of convex optimisation in communications are referred
to [6], [37], and [38] for more details.
2.2 Convex optimisation
A convex program is an optimisation problem where we seek the minimum of a convex
function over a convex set. Its objective function as well as the constraints are convex.
Convex optimisation problems often occur in signal processing, communications, struc-
tural analysis and many other fields. Convex problems can be solved numerically with
great efficiency and global optimums can be obtained. Efficient interior-point methods
are available for the solution of convex optimisation problems. However, the difficulty
is often to recognize convexity; convexity is harder to recognize than say, linearity.
One important feature of convexity is that it is possible to address difficult, nonconvex
problems (such as combinatorial optimisation problems) using convex approximations
that are more efficient than classical linear ones. Convex optimisation is especially
relevant when the data of the problem at hand is uncertain, and robust solutions are
sought.
2.2.1 Convex set
A set C is convex if the line segment between any two points in C lies in C, i.e., if for
any x1, x2 ∈ C and any θ with 0 ≤ θ ≤ 1, we have
θx1 + (1− θ)x2 ∈ C. (2.1)
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Figure 2.1: Some simple convex and nonconvex sets [6].
In other words, in a convex set C every point in the set can be seen by every other
point, along an unobstructed straight path between them, where unobstructed means
lying in the set. Some simple convex and nonconvex sets is shown in Fig. 2.1. The
hexagon including its boundary is a convex set whereas the kidney shaped set is not
convex, since the line segment between the two points is partly not contained in the
set.
2.2.2 Convex cone
A set C is called a Cone, if for every x ∈ C and θ ≥ 0 we have θx ∈ C. The set C is
called a convex cone if it is convex and a cone, which means that for any x1, x2 ∈ C
and θ1, θ2 ≥ 0, we have
θ1x1 + θ2x2 ∈ C. (2.2)
Points of this form can be described geometrically as forming the two-dimensional ’pie-
slice’, with apex 0 and edges passing through x1 and x2 as shown in Fig. 2.2. The
pie-slice shows all the points of the form θ1x1 + θ2x2, where θ1, θ2 ≥ 0. The apex of the




Figure 2.2: Example of a convex cone [6].
2.2.3 Convex functions
A function f : Rn → R is convex if the domain of f is convex and for all x, y that
belong to the domain of f and for any 0 ≤ θ ≤ 1, we have
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y). (2.3)
The function f is strictly convex if strict inequality holds in 2.3 whenever x 6= y and
0 < θ < 1. It can be said that f is concave, if −f is convex, and strictly concave if
−f is strictly convex. Geometrically, the inequality 2.3 can be interpreted as a line
segment between (x, f(x)) and (y, f(y)) that lies above the graph of f as shown in Fig
2.3. Some of the examples of convex functions are
• Exponential; eax is convex on R, for any a ∈ R.
• Powers of absolute value; |x|p, for p ≥ 1, is convex on R.
• Powers; xa, for a ≥ 1 or a ≤ 0, is convex on R++.
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Figure 2.3: Graph of a convex function [6].
2.2.4 Convex optimisation problem




subject to fi(x) ≤ 0, i = 1, 2, ..,m,
hi(x) = 0, i = 1, 2, .., p,
(2.4)
where x ∈ Rn is the optimisation variable, f0: Rn → R is the objective function,
fi: Rn → R, i = 1, 2, ..,m, are the inequality constraint functions, and hi: Rn → R,
i = 1, 2, .., p are the equality constraint functions. This notation is to describe a
problem which tries to find the minimum value of the objective function f0(x) subject
to m and p inequality and equality constraints, respectively.




subject to fi(x) ≤ 0, i = 1, 2, ..,m,




where f0, f1, . . . , fm are convex and ai and bi, i = 1, 2, .., p, are fixed parameters.
The convexity is often considered as a criterion that separates efficiently solvable
from difficult optimisation problems. Almost all convex problems can be solved, either
in a closed form or using iterative algorithms. Some classes of them have very efficient
numerical solutions.
2.2.5 Linear programming
The most commonly used convex optimisation problem is the Linear Programming
(LP) problem, an optimisation problem with linear objective and linear inequality
constraints:
min fTx
subject to aTi x ≤ bi, i = 1, 2, .., p.
(2.6)
where the optimisation variable is the vector x, and ai ∈ Rn, bi ∈ R, and f ∈ Rn are
the problem parameters. Solving linear programs are reliable and computation time
proportional to n2p if p ≥ n.
More special cases of convex optimisation problems that are mostly used in sci-
ence and technology, namely, Second Order Cone Programming (SOCP) problems and
Semidefinite Programming (SDP) problems. In this thesis we mostly focus on SOCP
and SDPs, as the objective and constraints of beamforming design problems are stated
using these problems.
2.3 Second order cone programming
Suppose ‖.‖l is any norm on Rn. From the general properties of the norms, it can
be shown that a norm ball of radius r with center xc, given by {x|, ‖x− xc‖l < r}, is
convex.
The cone associated with the norm ‖.‖l is
C = {(x, t)|, ‖x‖l < t} . (2.7)
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The SOC is the norm cone for the Euclidean norm (l = 2) and is described as
C =
{
(x, t) ∈ Rn+1|, ‖x‖2 < t
∥∥ . (2.8)
where n+1 is also known as the dimension of the cone. A convex optimisation problem
with SOC constraints is also known as a SOCP problem, which in general has the




subject to ‖Aix + bi‖2 ≤ cTi x + di, ∀1 ≤ i ≤ N,
(2.9)
where ‖.‖2 denotes the Euclidean norm, i.e, for any z ∈ Rn, ‖z‖2 =
√
zTz, the vector x
is the optimisation variable with the length of n; f , Ai, bi, ci and di are deterministic
parameters with appropriate sizes.
Another interesting special case arises when ci = 0, so the i
th SOC constraint re-
duces to ‖Aix + bi‖2 ≤ di, which is equivalent (assuming di ≥ 0) to the (convex)
quadratic constraint ‖Aix + bi‖2 ≤ d2i . Thus, when all di vanish, the SOCP prob-
lem reduces to a Quadratically Constrained Linear Program (QCLP). The (convex)
Quadratic Programs (QPs), Quadratically Constrained Quadratic Programs (QCQPs),
and many other nonlinear convex optimisation problems can be reformulated as SOCP
problems as well. Thus SOCP problems include LP problems and QPs as special cases,
but can also be used to solve a variety of nonlinear, non differentiable problems.
2.4 Semidefinite programming
Let us consider a set of Hermitian n× n matrices represented by Sn as
Sn =
{
X ∈ Cn×n|X = XH} , (2.10)
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which is a vector space with dimension n(n + 1). Using the notation Sn+, the set of
Hermitian positive semidefinite matrices can be represented as
Sn+ = {X ∈ Sn|X  0} , (2.11)
where the notation X  0 represents that the matrix X is positive semidefinite.
SDP unifies several standard problems (e.g., linear and quadratic programming)
and finds many applications in engineering and combinatorial optimisation. Although
SDP problems are much more general than LP problems, they are not much harder to
solve. Most interior-point methods for LP have been generalized to SDP problems. As
in LP, these methods have polynomial worst-case complexity, and perform very well in




subject to A(x)  0,
(2.12)
where




is a Hermitian matrix that depends affinely on x and the n × n Hermitian matrix Ai





subject to Tr (AiX) = bi, i = 0, . . . ,m,
X = XH  0,
(2.14)
where F0, Al, and X are all n×n symmetric matrices, bi is a scalar and the constraint,
and XH  0 denotes that the matrix X is a Hermitian positive semidefinite. Even this
is a highly nonlinear constraint, it is still convex because a set of positive semidefinite
matrices form a convex cone.
The dual problem (2.14) is also a SDP like the primal problem, i.e., it can be cast in
the same form as the primal problem (2.12). The proof [41] is sketched in the following.
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For simplicity, assuming that the matrices A1,A2, · · · ,Am are linearly independent.
Then the affine set Tr(AiX) = bi,∀i can be expressed in the form:
G(y) = G0 + y1G1 + · · ·+ ypGp (2.15)
where p = n(n+ 1)/2−m and Gi are appropriate matrices. Defining
d =
[




dTy = Tr (F0[G(y)−G0]) .




subject to G(y)  0
(2.16)
which is a standard SDP form defined in (2.12). This concludes that the problem (2.14)
is also a SDP.
Many convex optimisation problems, e.g., LP and (convex) QCQPs, can be cast
as SDP problems, so that SDP offers a unified way to study the properties and derive
algorithms for a wide variety of convex optimisation problems. SDP problems include
LP and SOCP problems as special cases, but can also be used to solve many other
nonlinear, non differentiable problems.
In the following, a transformation from a second-order-cone constraint to a semidef-
inite constraint, also known as a linear matrix inequality (LMI) constraint, is presented.







where the dimensions of A, B, C and D as shown in the block display, A and D are




Definition 2.1. If D is nonsingular, the Schur complement of M with respect to D is
defined as
S = A−BD−1C. (2.18)
Matrix S has the following main properties [37]:
• M  0 if and only if D  0 and S  0.
• If D  0, then M  0 if and only if S  0.
Since cHi x + di > 0,
(
cHi x + di
)
I  0. Using the second property of S, one can
show that the ith SOC constraint in (2.9), i.e.,
‖AHi x + bi‖ ≤ cHi x + di, (2.19)
is equivalent to the following LMI constraint:[




AHi x + bi
(















AHi x + bi
(




 0, ∀1 ≤ i ≤ N.
(2.21)
The SeDuMi solver [42] is a common optimisation packet that can be used to solve
SOCP and SDP. An elegant Matlab-based modeling system for convex optimisation,
i.e., CVX which supports the SeDuMi solver, has been developed by Michael Grant
and Stephen Boyd [43].
2.5 Robust optimisation
This section provides some points that are of particular interest when modeling un-
certain parameters in robust optimisation problems [44]. Important applications have
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already been found in operations research, estimation, and control theory. In this
thesis, we will be use this for designing wireless communication systems, robust to
imperfect knowledge of the channel.
2.5.1 Uncertainty problem
The parameters in optimisation problems are often uncertain. Recall the LP problem
min fTx
subject to aTi x ≤ bi, i = 1, 2, .., p.
(2.22)
In practice, however there exists uncertainty including
• Errors in data (f , ai, bi),
• Errors in implementation of the solution. It can be either absolute error: x∗ →
x∗ + δ, for small δ, or relative error: x∗ → (1 + ∆)x∗, for diagonal and small ∆.
Implementation errors can be regarded as a particular case for data error as
• Absolute error: The constraint becomes aTi (x+δ) ≤ bi, i.e., aTi x ≤ bi−aTi δ = b(δ),
• Relative error: The constraint becomes aTi (1+∆)x ≤ bi, i.e., aTi (∆) = aTi (1+∆).
Sometimes the uncertainty has a significant effect on the optimal solution and optimal
value of the problem.
2.5.2 Uncertainty model
Suppose that the data in LP is (f , ai, bi), and δ ∈ Rn. A uncertainty model is defined
by
• The map δ → (f(δ), ai(δ), bi(δ)), and
• Bounds on δ.
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2.5.3 Robust optimisation framework
There are different models to describe this uncertainty. In LP, the uncertainty model is
(f , ai, bi) ∈ U, where U ∈ Rn is the uncertainty set which, for our purposes, will always
be closed.. Assume f is a constant, the robust LP problem is shown as
min fTx
subject to aTi x ≤ bi, ∀(ai, bi ∈ U).
(2.23)




subject to t ≥ fTx,
aTi x ≤ bi, ∀(ai, bi, f ∈ U).
(2.24)




subject to t ≥ fTx,
bi − aTi x ∈ K, ∀(ai, bi, f ∈ U).
(2.25)




subject to fi(x, δ) ≤ 0, ∀δ ∈ U.
(2.26)
The above robust convex program is convex if for any δ, fi(x, δ) is convex in x, for
i = 1, 2, .., p. The objective and constraints must be satisfied for any occurrences of
the data in the uncertainty set U. Since there are infinite number of realisations for
this data, the uncertain optimisation problems are called semi-infinite problems. As
it is known, these problems are hard to solve, and therefore, three different common
approaches are considered to relax the semi-infinite problems in this area. In each
approach, a known mechanism is exploited to reduce the number of constraints. These
approaches are namely:
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• Stochastic model [46], [47], where the optimisation is to optimise the average
(mathematical expectation) of the objective and constraints. In this case, the




subject to Eδ [fi(x, δ)] ≤ 0, ∀δ ∈ U.
(2.27)
• Chance model, where chance constraints are a probabilistic way of handling prob-




subject to Pr {fi(x, δ) ≤ 0} ≥ 1− ρ, ∀δ ∈ U,
(2.28)
where Pr{A} denotes probability of an event A, and ρ ∈ (0, 1] is a preselected
value, making sure that the inequality constraints are no greater than a threshold
at least (1−ρ)×100% of the time. Probability constraints of the form appearing
in (2.28) arise naturally in various applications and are called chance (or prob-
abilistic) constraints. Such constraints can be viewed as a compromise with the
requirement of enforcing the constraints fi(x, δ) ≤ 0 for all values δ ∈ U of the
uncertain data vector, which could be too costly or even impossible. Chance
constrained optimisation problems were introduced in [48], [49].
The probabilistic constraints are usually nonconvex and mathematically intractable
(no closed-form expression) in general, therefore, approximation methods are con-
sidered. We present two approximation methods based on Relax-and-Restrict
idea
1. Relax: Semidefinite relaxation, where we relax the nonconvex quadratic
terms to linear terms. The relaxed problem is simpler since the argument
in the probability functions are linear. However, the probability constraints
are still intractable. Therefore, we seek restrictive (conservative) approxi-
mations, in order to guarantee the satisfaction of the probability constraints.
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Figure 2.4: Feasible sets of relaxed and subsets.
2. Restrict: Restrictive convex approximations to probability constraints, where
the idea of restrictive approximation [50] is to find a set of constraints which
corresponds to a feasible set that is convex and is a subset of the feasible
set of the relaxed as depicted in Fig. 2.4
• Worst-case model, where the objective and constraint functions are replaced with








fi(x, δ) ≤ 0, i = 1, . . . ,m.
(2.29)
It is generally understood that starting from a SOCP problem with uncertain
data, would lead to a SDP. To convert the original SOCP to its SDP represen-
tation the S-Procedure [43] is frequently used. Therefore, the infinitely many
constraints can be recast as a finite number of linear matrix inequalities.
One of the fundamental results in robust optimisation theory is the S-Procedure
[43].
Lemma 2.1 (The S-Procedure). Let
fi(xi) = x
H




+ ci, for i = 1, 2, (2.30)
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where Ai is n × n symmetric matrix, bi ∈ Rn, and ci ∈ R. Suppose that there exists
an xˆi ∈ CM such that f2(xˆi) < 0. Then for all xi ∈ CM , the following two conditions
are equivalent
1. f1(xi) ≥ 0 and f2(xi) ≤ 0 are satisfied for all xi ,
2. There exists a λ ≥ 0 such that[
A1 + λA2 b1 + λb2
bH1 + λb
H
2 c1 + λc2
]
 0.
2.6 Introduction to multiple antenna systems
A multi-antenna communication system [7] is shown in Fig. 2.5. A binary data stream
from a compressed digital source is fed to a transmitter which in general introduces
error control coding and mapping to complex modulation symbols (QPSK, M-QAM,
etc). Several separate symbol streams produced by the modulator are then mapped
onto the multiple transmit antennas. Linear spatial weighting of the antenna signals
or linear antenna space-time precoding can be used for mapping. After upward fre-
quency conversion, filtering, and amplification, the signals are transmitted through a
wireless channel. At the receiver, the signals are received by multiple antennas fol-
lowed by the demodulation and demapping operations to recover the message. The
selection of coding and antenna mapping algorithms depends on different factors like
the availability of CSI, complexity and the application type. This determines the class
and performance of the multi-antenna system that is implemented. As subscriber units
are gradually evolving to become sophisticated wireless Internet access devices rather
than just pocket telephones, the stringent size and complexity constraints are becom-
ing somewhat more relaxed. This makes multiple antenna transceivers a possibility at
both sides of the link, although from the engineering point of view it is more logical to




Figure 2.5: Multi-antenna wireless communication system [7].
2.7 Linear antenna array
Smart antennas are composed of two or more antennas working in harmony to create
a unique radiation pattern for the electromagnetic environment at hand. The antenna
elements are allowed to work in harmony by means of the array element phasing, which
is performed with hardware or is carried out digitally [53]. Arrays of antennas can be in
any geometry form such as linear arrays, circular arrays, planar arrays, and conformal
arrays. In this section, a concept of a linear antenna array in [54] is reviewed. Thorough
treatments for all arrays of antennas can be found in [55] and [56]. Consider a signal
wavefront, z(t), impinging on an antenna array comprising M antennas spaced d apart
each other at angle θ, shown in Fig. 2.6. It is assumed that the wavefront has a
bandwidth B and is expressed as:
z(t) = β(t)ej2piνct (2.31)
where β(t) is the complex envelope representation of the signal and νc is the carrier
frequency. Let Tz be the traveling time of the wavefront across any two adjacent





where c is the speed of light.
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Figure 2.6: Schematic of a wavefront impinging across an antenna array. Under the
narrowband assumption the antenna outputs are identical except for a complex scalar
[8].
The maximum time of the wavefront traveling along one array is assumed to be
much smaller than the reciprocal of the bandwidth of all transmitted signals, i.e.,
B  1
(M − 1)Tz . (2.33)
Assuming that antenna element patterns are identical. Provided the received signal at
the first antenna is
y1(t) = z(t) = β(t)e
j2piνct, (2.34)
then the received signal at the second antenna is
y2(t) = z(t− Tz) = β(t− Tz)ej2piνc(t−Tz). (2.35)
Under the narrowband assumption in (2.33), B  1/Tz. It can be stated that
β(t− Tz) ≈ β(t). (2.36)
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Let λc be the wavelength of the signal wavefront. Using νc/c = 1/λc, (2.32), (2.34) and








From (2.34), (2.37) and (2.38), it can be seen that the signals received at any two array
elements are identical except for a phase shift which depends on the angle of arrival
and the array geometry.
Consider a free field environment, i.e., neither scatterers and nor multipath. A pla-
nar continuous-wave wavefront of frequency νc arriving from an angle θ will introduce
a spatial signature across the antenna array. This spatial signature is a function of
angle of arrival, antenna element patterns and antenna array geometry. The complex
M × 1 vector, a(θ) = [a1(θ) a2(θ) · · · aM(θ)]T , is called the array response vector.













Similarly, it is possible write the array response vector for a transmit linear antenna





λc · · · e−j2pi(M−1)sin(θ) dλc
]
. (2.40)
Hence, the MISO channel between the antenna array and a user i can be written
as
hi = ξia(θi) (2.41)
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where ξi captures both effects of channel fading, i.e. fast and slow fading, and pathloss,
θi is the angle of departure, with respect to the broadside of the antenna array, of the
user i.
Using antenna arrays opens up a spatial dimension to improve capacities of wire-
less communication systems. This improvement is due to the fact that smart beam
patterns can be shaped by controlling the phases of individual antennas of the array.
Hence power-efficient beams can be steered towards intended users while minimum/non
interference are imposed on unintended users. Smart beam patterns are performed via
algorithms based on certain criteria. These algorithms can be implemented using hard-
ware. However, it is more easily performed using software, i.e., using digital signal pro-
cessing [53]. These criteria could be either minimising transmit power with constraints
on users’ SINRs or maximising users’ sum rate with constraints on transmit power to
name a few. In the following section, the first strategy, i.e., minimising transmit power
under constraint of users’ SINR, is reviewed.
2.8 Multiuser downlink beamforming
Consider a base station (BS) equipped with an array of M antenna elements transmit-
ting to U single-antenna users. The signal received by any user i, i.e., yi, i ∈ {1, · · · , U},
is given by
yi = hiwisi +
U∑
j=1,j 6=i
hiwjsj + ni (2.42)
where hi ∈ C1×M is the MISO vector channel between user i and the BS, wi ∈ CM×1
represents the beamforming vector for user i, si is the intended symbol for user i
and finally ni is the zero mean circularly symmetric complex Gaussian (ZMCSCG)
random variable, i.e., ni ∼ N(0, σ2), modeling the additive white Gaussian noise at the
receiving point of user i. Without loss of generality, assuming that E
(|si|2) = 1, ∀i.
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The signal-to-interference-plus-noise ratio for any user i is expressed as
SINRi =
|hiwi|2∑U
j=1,j 6=i |hiwj|2 + σ2
. (2.43)
A common class of optimal transmit downlink beamforming for multiple users is to
find a set of wi that minimises the total transmit power while guaranteing all users’








j=1,j 6=i |hiwj|2 + σ2
≥ γi,∀1 ≤ i ≤ U.
(2.44)
For simplicity, it is assumed that the set of γi in (2.44) is feasible. It can be verified
that the SINR constraints in (2.44) are non-convex. In the next section, a technique
to reformulate (2.44) in SOCP and SDP forms is presented.
2.9 SOCP and SDP algorithms
In this section, the method developed in [40] to cast (2.44) in a convex form using







 and W = [w1 w2 · · · wU] . (2.45)






j=1,j 6=i |[HW]i,j|2 + σ2







where [X]i,j represents the (i, j)-th entry of matrix X. The i-th SINR constraint in






|[HW]i,j|2 + σ2. (2.47)

















One can verify the fact that an arbitrary phase rotation can be added to the beam-
formers without affecting the SINR constraints and objective of (2.46). In other words,
if W is optimal solution to (2.46) then Wdiag{ejφi}, where φi for i = 1, 2, · · · , U are
arbitrary phases, is also an optimal solution. Therefore W can be selected in such a
manner that [HW]i,i > 0, i.e., [HW]i,i can be chosen to be real, for all i without the









Using vec(.) operator, one can cast the power constraint of (2.46) as
p ≥ ‖vec( W )‖ (2.51)
where p =
√






]∥∥∥∥ ≤ (1 + 1γi
)
[HW]i,i,∀1 ≤ i ≤ U
































Solving (2.52) or (2.53) provides the optimal beamforming matrix W and the optimal
downlink power as p2. Beamformer for user i can be obtained as the ith column of W.
2.10 Semidefinite relaxation algorithm
The introduction of the semidefinite relaxation (SDR) technique in early 2000s has
provided a capability of obtaining accurate, and sometime near optimal, approximation
convex forms from non-convex problems, see [57], [58] and references therein. This
section illustrates a method to cast (2.44) in a convex form using the SDR technique.
Let Ri = h
H
i hi and Fi = wiw
H
i . It is clear that Fi, ∀1 ≤ i ≤ U , is a positive
semidefinite and Hermitian matrix. Further more the rank of the matrix is one. The










j Riwj + σ
2
≥ γi,∀1 ≤ i ≤ U.
(2.54)





















Tr (RiFj)− σ2 ≥ 0. (2.57)
















rank (Fi) = 1,∀1 ≤ i ≤ U.
(2.58)
The second constraints in (2.58) is to guarantee that Fi, ∀1 ≤ i ≤ U , is a posi-
tive semidefinite and Hermitian matrix. Dropping the last constraints in (2.58), i.e.,












Tr (RiFj)− σ2 ≥ 0,
Fi = F
H
i  0,∀1 ≤ i ≤ U.
(2.59)
Dropping these rank one constraints not only enlarges the feasible set of the problem
(2.58) but also leads to a relaxed SDP problem. This relaxation is referred to as
semidefinite relaxation technique. For general nonconvex quadratic problems, solving
a SDR problem usually gives an optimal solution with rank of larger than one. In
such cases, SDR can only provide a lower bound on the optimal objective function and
possibly attain an approximate solution to the original problem [58]. When using SDR
results in Fi solutions with ranks higher than one, a randomization procedure, e.g., see
[57], [59] and [60], can be used to find approximate rank-one solutions.
Since (2.44) has a specific structure that it can be turned into a convex form, i.e., as
shown in the previous section, strong duality holds for (2.44). Furthermore, it can be
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shown that the SDR of (2.58), i.e., (2.59), is the Lagrangian dual of the Lagrangian dual
of (2.44) [58]. Therefore, (2.59) is exactly equivalent to the original problem (2.44).
This fact has been confirmed in [61]. The authors of [61] noticed that the solution
to (2.59) always admits rank-one matrices Fi, ∀i, which directly yields the solution to




In this chapter a general overview of linear programming, convex optimisation, and
robust optimisation is summarized. Moreover, the principles of beamforming via linear
antenna array along with concepts of second order cone programming and semidefinite
programming is reviewed. An optimisation problem to calculate transmit beamformers
for multiple active users in a single-cell scenario is sketched. The problem is non-convex
due to its non-convex constraints. Two methods are presented to transform the problem
into second order cone programming and semidefinite programming forms, which can
be effectively solved by available optimisation packets.
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Chapter 3
Secondary Spectrum Access and
Cell-Edge Coverage in Cognitive
Cellular Networks
This chapter focuses on the problem of cell-edge user coverage in the context of cognitive
radio networks operating within the vicinity of primary cell borders. Two strategies
are introduced such that the primary cell-edge users get assisted by the cognitive BS to
receive a consistent QoS due to their long distance from the primary BS. In return, the
cognitive BS is rewarded by using the same spectrum that has already been allocated
to the primary user’s link to serve a group of cognitive users. In the first strategy
called as cooperative, the cognitive BS relays the primary cell-edge user’s data, sent
by the primary BS, through spatial multiplexing and beamforming, while transmitting
towards its cognitive users. In the second strategy known as soft interference shaping,
the cognitive BS serves cognitive users as well as primary cell-edge users by spatial
multiplexing and beamforming, while forming controlled nulls towards the primary
users located outside but within the close vicinity of the cognitive cell border. This
technique is done to avoid the interference towards the primary users surrounding the
cognitive cell border.
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3. SECONDARY SPECTRUM ACCESS AND CELL-EDGE
COVERAGE IN COGNITIVE CELLULAR NETWORKS
3.1 Introduction
Cognitive radio has been proposed as a promising technology for improving the util-
isation efficiency of the radio spectrum [2]. In a cognitive system, the cognitive (sec-
ondary) user seeks to overcome the spectral shortage problem by using the primary
user’s bandwidth without causing any interference [1], [62]. In a spectrum sharing
scenario, the secondary user can co-exist with the primary user all the time as long as
the interference power received by the primary user is less than a threshold, which is
determined by the QoS of the Primary user [63], [64], [65].
In order to fully utilise the limited spectrum, the spectrum sharing strategy between
the primary and secondary users is an important issue. A common assumption in cogni-
tive radio systems is that the licensed users which own the spectrum rights are unaware
of the presence of secondary users. Hence the burden of interference management relies
mainly on the secondary system. In particular, either there is a maximum interference
level that the primary system is willing to tolerate, and the secondary powers/activity
are to be adjusted within this constraint, hence both primary and secondary users
transmit in the same band, or secondary users are allowed to opportunistically access
the spectrum on the basis of no-interference to the primary (licensed) users. These two
paradigms fit into what is commonly known as hierarchical-access schemes, referring
to the fact that secondary users need to fulfill the constraints imposed by the primary
user. Two approaches to spectrum sharing have been addressed: spectrum overlay and
spectrum underlay.
In spectrum overlay paradigm, a secondary spectrum user is constrained to avoid
interfering with an active primary spectrum user via spectrum sensing, adaptive de-
tection and allocation of unused spectrum portions by the primary users. Then, the
detected spectrum opportunities can be shared within a network of cognitive users [66],
[67].
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In spectrum underlay paradigm, a secondary spectrum user is restricted in terms
of transmitting power level so that its inflicted interference on a receiving point in a
primary network falls below the noise floor [68].
Power allocation and beamforming problems for multi-user systems have been
widely studied over the past decade, e.g., [69] and [61]. Beamforming is a space-
division-multiple-access technique where multiple antennas and advanced spatial sig-
nal processing are used to serve multiple co-channel users. In linear beamforming, for
example, the data stream for each user is modulated by a precoding vector, i.e., a
spatial signature, before going through these transmit antennas. By careful selection
of precoding vectors, mutual interference amongst different streams can be mitigated
or even removed [70]. Therefore, using beamforming yields improvements in transmis-
sion range, rate and power efficiency [71]. However, as the user moves towards the
cell-edge areas, dominated by severe intercell interference, the technique cannot assure
and maintain a consistent level of data rate to the user. Recently, the idea of multi-
cell processing has promised a solution to the cell-edge problem by allowing intercell
cooperation, e.g., [72–78]. The coordinated design of precoding vectors for multiple
coordinated cells results in significant improvements of throughput with respect to un-
coordinated design, e.g., [74], [70]. Full cooperation amongst BSs within a cluster offers
significant sum throughput and cell-edge user rate gains [79], [80]. Under the context
of a distributed antenna system, the authors of [81] show that jointly designing the
transmit preprocessing matrix of all the cooperative remote antennas combined with
fractional frequency reuse is capable of achieving an increased throughput for the entire
cell-edge area. Based on several early papers on optimal downlink beamforming and
power control [69], [82], there has been a more recent work on signal-to-interference-
and-noise ratio (SINR) balancing for designing downlink beamformers [83]. In [84]
optimal downlink beamforming in a communication system has been formulated to
minimise the transmission power subject to QoS constraints, using rank constrained
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solutions.
The transmit beamformer design for cognitive radio networks at the secondary BS
has been used to control the interference level, due to the secondary transmission, at
the primary users. By doing so, the Signal-to-Noise Ratio (SNR) of the secondary
user can be improved, yet the interference power to the primary user is limited to
a certain acceptable level. In [65], spatial diversity has been exploited in downlink
to improve the channel capacity between secondary users, while imposing constraints
on the secondary user transmit power and the primary user interference power. In
[85] the author has considered the co-existence between cognitive users and a primary
user, where an efficient transmit beamforming technique combined with user selection
is proposed to maximize the downlink throughput and satisfy the SINR constraint
as well as limit interference to the primary user. In [86] an underlay hierarchical
cognitive radio environment is considered, where two cases were proposed respective to
the interference tolerance by the primary users. In the first case, it was assumed that
a limited amount of interference is tolerated by the primary systems originating from
the secondary systems. This constraint was modeled such that each secondary user is
penalized by a quantity that is proportional to the generated interference rate from
that user on the primary users. In the second case, interference from secondary systems
is not tolerated by the primary systems. For both cases optimal beamforming vectors
were characterised which satisfied the constraints. In another scenario considered in
[87], two secondary users exchange their information through a cognitive relay while
beamforming and power allocation are employed to enhance the achievable sum rate.
Cooperative communication based on relaying between secondary users in the presence
of one or more primary links is considered in [88].
This chapter focuses on downlink cognitive communication within a cellular net-
work. A cluster of primary cells sharing the same bandwidth is considered. In addition,
small cognitive cells are located within the vicinity of the primary cell borders. First, a
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cooperative strategy is introduced where the secondary BS relays data, received from
the primary BS, to a primary cell-edge user, while transmitting data to the secondary
users within the cognitive cell, through spatial multiplexing. Second, a soft interference
shaping strategy is proposed where the secondary BS can focus its radiation pattern
along the direction of the users within the cognitive cell, while forming nulls with con-
trolled depths towards the primary users located outside but within the close vicinity of
the cognitive cell border. In other words, the primary users surrounding the cognitive
cell border do not tolerate interference level above an allowed threshold from the sec-
ondary system. The optimisation problem is formulated in the standard Semidefinite
programming (SDP) which is a subfield of a Matlab-based modeling system for convex
optimisation (CVX) [6], [89].
This chapter is organized as follows. Section 3.2 introduces the system model.
Section 3.3 describes the cognitive strategies. Numerical results for simulated scenarios
are presented in section 3.4. Section 3.5, draws some concluding remarks.
3.2 System model
Fig. 3.1 shows a multi-cell multi-user spatial multiplex system with two large primary
cells and a small cognitive cell located within the vicinity of the primary cells bor-
der. Kp single antenna primary users, Ks single antenna secondary users within the
cognitive cell, and a linear antenna array of N elements per sector at the secondary
BS is considered. The assumption is used that each user is surrounded by Q random
local-scatterers within the radius of 100 wavelengths [90] and there is no Line-of-sight
(LoS) transmission from the secondary BS to all users. By demonstrating our algo-
rithm without the LOS transmission, the algorithm’s performance will be shown in the
worst case. Each user receives signals from Q local scatterers excited by the secondary
BS. It is considered that each user and its local scatterers are at far-field distances from
the secondary BS. Thus, wavefronts from the serving-array antenna of the secondary
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Secondary user Secondary user
Secondary BS
Figure 3.1: Cognitive cellular network with two primary cells and a cognitive cell
located on the primary cells border.
BS will hit all Q scatterers. The spacing between 2 elements of an array is negligible
in comparison with the distance of the secondary BS from the scatterers. Therefore,
rays departing from elements of one array to one direction, i.e., one scatterer, have
the same fading gain. Moreover, the maximum time of the wavefront traveling along
one array is assumed to be much smaller than the reciprocal of the bandwidth of all
transmitted signals.
The interference caused by the primacy BSs on the secondary users is ignored,
due to the fact that the primary BSs are farther than the secondary BS to their
secondary users. However, one may consider that the secondary BS can pre-subtract
the interference caused by the primary BSs in the secondary users by Dirty Paper
Coding (DPC) [91]. Applying DPC becomes a more realistic assumption, in particular,
when the secondary and primary BSs are located in close vicinity such that the primary
BS information can be correctly revealed to the secondary BS via a reliable backhual
link. The details of well researched area of DPC can be found in literature, e.g. [92] and
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[93], and its treatment is beyond the scope of this chapter. In the absence of a reliable
backhaul link, any residual interference caused by the primary BS can be treated as
additional noise on the secondary users.
Let
xm = [xm(1)xm(2) . . . xm(N)]
T , (3.1)
where xm(k) is the transmitted signal by the m
th antenna element of the secondary
BS, and sis , is = 1, . . . , Ks, to be the intended symbol for user is. The transmitted





wis is 3N × 1 transmit beamforming vector for user is at the secondary BS, sis denotes
the information signal for user is. Hence, one can write the received signal by the









hjnwjsj + nis , (3.3)
where n ∈ {1, 2, 3, · · ·Q} is the number of random local scatters surrounding secondary
user is, hisn = [hisn(1) hisn(2) · · · hisn(N)] is the vector channel with hisn(m) being
the channel between the mth element, i.e., m ∈ {1, 2 · · ·N}, of the secondary BS and
scatterer n of user is, K is the total number of the secondary and primary cell-edge users
located inside the cognitive cell, and nis indicates any residual intercell interference and
white Gaussian noise at user is. It is assumed that nis is zero mean complex Gaussian
with variance σ2is , i.e., nis ∼ CN(0, σ2is).
It is considered that the cognitive cell is divided into 3 sectors with a linear antenna
array of N elements per each sector. The secondary BS allocates all the users within
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where aqisn is either 1 if user is is allocated, or 0 if user is is not allocated to be served










where hqisn,(q−1)N+m is the channel between the m
th element, i.e., m ∈ {1, 2, 3, · · ·N},
of the array in sector q and scatterer n of user is.



















is the path loss coefficient between the secondary BS and scatterer n of user
is; α is the path loss exponent; lisn is the distance between secondary BS and scatterer
n of secondary user is; c is a constant factor, gn is the Rayleigh fading gain, βn is the
phase delay at scatterer n, d is the spacing between array antenna elements within a
sector, θqis is the angle of departure at the q
th sector of the secondary BS for user is,
and, φn is the angular spread of scatterer n with respect to θ
q
is
. It is assumed that
the local scatters are distributed randomly around each user and the resulting angle
spread has a normal distribution σ, i.e., φn ∼ N(0, σ2).
Similarly the channel between the mth element of the qth sector of secondary BS

























It has been shown (See Appendix A for proof) that the (k,m)th element of the channel
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is ] × e−2[pidσλ (m−k)cosθqis ]
2
, (3.9)
where k,m ∈ {1, 2 · · · 3N}, E[|gn|2] = δg, and |gn|2 has Chi-square distribution with
two degrees of freedom. Similarly the channel covariance matrix between secondary
BS and a primary user can be derived from (3.7).
Assuming that the average energy of symbol constellation is normalised to unity,
i.e., Esis





j Riswj + σ
2
is
, 1 ≤ is ≤ Ks. (3.10)
Note that since the cognitive cell is located within the vicinity of the primary cells




The distance between primary cell-edge users, located inside the cognitive cell, and
primary BS is large. Therefore, the primary BS cannot fully support the primary cell-
edge user ip. On the other hand, the interference towards the unintended secondary
users caused by the primary BS is considerably weak compared to the signal power sent
by the secondary BS. Therefore, the secondary BS communicates with the secondary
users, using the licensed primary spectrum. In return, the cognitive BS relays, i.e.,
Decode-and-Forward (DF) relay type, the primary cell-edge users’ data, sent by the
primary BS, through spatial multiplexing, while transmitting towards the secondary
users. By using this approach, both systems can benefit times of need.
The signal received by primary cell-edge user ip, i.e., ip ∈ {1, 2 · · ·Kp}, within the
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hjnwjsj + nip , (3.11)
where hipnwipsip is the information received at user ip sent by the secondary BS,∑K
j=1,j 6=ip hjnwjsj is the interference generated from all users within the cognitive cell,
and nip indicates any residual intercell interference and white Gaussian noise at user ip.
It is assumed that nip is zero mean complex Gaussian with variance σ
2
ip , i.e., CN(0, σ
2
ip).
Furthermore, the SINR of the primary cell-edge user ip within the cognitive cell





j Ripwj + σ
2
ip
, 1 ≤ ip ≤ Kp, (3.12)
where Rip is the channel covariance matrix between secondary BS and primary cell-
edge user ip within the cognitive cell.
The beamformer design problem in this scenario consists of minimising the total
power at the secondary BS subject to SINR constraints at secondary and primary
cell-edge users. This means that secondary BS minimises the total power, by using the
same spectrum that has already been allocated to the primary user’s link. In exchange,
the secondary BS spatially multiplex the information sent by the primary BS to the










j Riswj + σ
2
is




j Ripwj + σ
2
ip
≥ γp, 1 ≤ ip ≤ Kp,
(3.13)
where γs and γp are the required SINR at secondary user is and primary cell-edge user
ip respectively.
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The constraints involve quadratic non-convex functions of variables. However, this
can be modified into the SDP standard formulation. This can be done by changing the
vector variables wis into matrix variables Fis .









































































The fourth constraint in (3.16) is to satisfy the condition that Fis is Hermitian positive
semidefinite. The problem stated in (3.16) is in standard SDP form and equivalent
to the one in (3.13) if rank[Fis ] = 1. However, it was shown in [94] that if (3.16) is
feasible, there is at least one solution satisfying the condition of rank[Fis ] = 1 for all
is ∈ {1, 2 · · ·K}. Let is and Xis be eigenvalue and corresponding eigenvector of the
rank 1 matrix Fis respectively. Then, it can be easily shown that the beamforming
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An alternative scenario can be shown in Fig. 3.2, where a large primary hexagonal
cell includes a small cognitive cell. The cognitive cell is located at the edge of the
primary cell which contains a secondary BS and Ks secondary users. The primary
users within the cognitive cell can not be supported fully by primary BS, due to the
long distance. Using the same problem formulation in (3.13), it can be shown that
the cognitive system has the permission to operate within the primary cell using the
primary user’s bandwidth. In return, the cognitive cell supports the primary cell-edge
users by spatially multiplexing the primary user’s information sent by primary BS.
3.3.2 Soft interference shaping strategy
In this section, it is assumed that the primary users located outside but within the
close vicinity of the cognitive cell border do not tolerate interference level above an
allowed threshold from the secondary system. The secondary BS designs beamforming
vectors to minimise its transmit power supporting all users within the cognitive cell,
i.e, secondary and primary cell-edge users, while forming nulls with controlled depths
towards the primary users, supported by the primary BS. Given the channels to primary
users outside but within the close vicinity of the cognitive cell borders, the secondary
BS is to form nulls in the direction of these channels, i.e.,
K∑
is=1
wHisRipwis ≤ I, 1 ≤ ip ≤ Kp, (3.19)
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Figure 3.2: An alternative cognitive cellular network with a cognitive cell located within
the primary cell and close to the cell-edge.
where Rip is the channel covariance matrix between secondary BS and primary users.
The Channel-State-Information (CSI) required by the secondary BS is the channel
to the primary user. Assuming channel reciprocity, the information can be locally ob-
tained by the secondary BS during the uplink phase of the primary user. In other words,
when the primary user is communicating uplink with the primary BS, the secondary
BS can estimate its channel to the primary user and use it for soft interference shap-
ing. In the absence of channel reciprocity, i.e., Frequency-Division Duplexing (FDD)
transmission, the CSI should be provided via a feedback link between the secondary
BS and the primary user.
The beamformer design problem in this scenario consists of minimising the total
power at secondary BS subject to a SINR constraint on all users within the cognitive
cell and a soft interference shaping constraint on the primary users located outside but
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j Riswj + σ
2
is
≥ γs, 1 ≤ is ≤ Ks,
K∑
is=1
wHisRipwis ≤ I, 1 ≤ ip ≤ Kp,
(3.20)
where I is the interference threshold for the primary user. Following the same method





























In addition, to ensure that the interference at each of the secondary users is directly
removed from the signal without any further processing, one may enforce orthogonality
of the transmitted signals at the BS by setting Tr [RisFj] = 0 in (3.21). Finally, an











Tr [RisFis ]− σ2is ≥ 0,
K∑
j=1

















This section presents some numerical examples illustrating the performances of our
proposed schemes and finally compared together. For simplicity, the scenario is as-
sumed with a single secondary BS serving two secondary users and a single primary
cell-edge user within the cognitive cell. It is also assumed that there is one primary
user per primary cell which is located in the outer part of the cognitive cell, but within
the close vicinity. Note that each user is equipped with a single antenna.
As shown in Fig. 3.1, secondary and primary cell-edge users within the cognitive
cell are located in sector 3, i.e. q=3. The experiment is done with a single scatterer, i.e,
Q = 1. The angular spread of local scatters surrounding the users is to be assumed 2
degrees. The spacing distance between the array elements is λ/2. The carrier frequency
is 2 GHz. The noise variance plus the intercell interference is set to 1. In this simulation,
SeDuMi solver under optimisation solver CVX [6], [89] is used to attain the optimal
solution for the problems stated in (3.16) and (3.21).
The azimuth directions (angle of propagation with respect to the antenna array
broadside) of the users as well as the angular spread due to the local scatters cor-
responding to the sector of the secondary BS can be estimated using the algorithm
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described in [95]. Furthermore, the resolution of the estimates depends on the number
of antenna elements in each sector of the secondary BS. The figures in [95], show the
accuracy of these estimations when the number of antenna elements varies between 4
to 12. In the simulations is has been considered that the secondary BS has 8 antenna
array elements per sector. Tables 3.1 and 3.2 show the Angle-of-Departure (AoD) and
the normalised distance between the secondary BS and secondary/primary cell-edge
users respectively for both cases stated in (3.16) and (3.21).
Since the users are located in sector 3, the optimal radiation pattern of array 3 of
the secondary BS is shown in Fig. 3.3. In this figure, the total and individual users’
beam patterns in the case that optimal beamforming in (3.16) is cooperative strategy
are shown. The target SINR for primary cell-edge and secondary users are arbitrary
given values that are required by the user. Therefore, in this simulation, we have set
γp = 10dB, γs = 15dB. As is clearly evident from Fig.(3.3), users are supported only
by nearby arrays (in this case array 3). This is due to the total power minimising
objective function and the fact that the simulation takes into a account the path loss.
The interference generated at the location of the two external primary users outside of
the border of the cognitive cell (θ = 20.60o and θ = −15.84o ) is high. The details of
this distribution is shown in table 3.1.
Fig. 3.4 shows the optimal radiation pattern of the secondary BS when soft interfer-
ence shaping constraint is included to protect the primary users surrounding the border
of the cognitive cell from interference, stated in (3.21). In this part, the primary cell-
edge user within the cognitive cell are supported by the secondary BS, through spatial
multiplexing. In this case, as expected, the secondary BS form a null in the direction
of each primary user’s channel surrounding the border of the cognitive cell. This can
be seen in the beam pattern towards the direction of the two external primary users,
i.e., θ = 20.60o and θ = −15.84o is low. The details of this distribution are shown in
table 3.2 and 3.3.
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primary cell−edge user 3
Figure 3.3: Radiation pattern at array 3 of secondary BS with cooperative strategy,
γs = 15dB, and γp = 10dB.




























Nulls towards primary user 1
Secondary user 2
Primary cell−edge user 3
Nulls towards primary user 2 
Secondary user 1 
Figure 3.4: Radiation pattern at array 3 of secondary BS with soft interference shaping
strategy, γs = 15dB, and I = −30dBW .
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AoD (degree) Distance
Secondary User 1 -53.73 1.12
Secondary User 2 56.46 1.32
Primary cell-edge User 25.78 1.12
Table 3.1: AoD and the distance (normalised to the radius of the cognitive cell) between
each user and the secondary BS, using cooperative scheme.
AoD (degree) Distance
Secondary User 1 -53.73 1.12
Secondary User 2 56.46 1.32
Primary cell-edge User 25.78 1.12
Primary User 1 20.60 1.89
Primary User 2 -15.844 1.72
Table 3.2: AoD and the distance (normalised to the radius of the cognitive cell) between
each user and the secondary BS, using soft interference shaping scheme.
Primary user 1 location Primary user 2 location
PG secondary user 1 18.54 30.11
PG secondary user 2 15.21 21.41
PG primary cell-edge user 6.011 6.99
Table 3.3: Power gain (PG) in dBW for each user within the cognitive cell at the loca-
tion of the two primary outer-cell users, i.e., AoD = 20.06◦ and -15.844◦, respectively.
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Soft interference shaping strategy
Cooperative strategy
Figure 3.5: Minimal transmission power versus the secondary SINR, γs = 15dB, and
I = −30dBW .
Fig. 3.5 displays the total power versus the secondary target SINR for both cases,
i.e. cooperative strategy and soft interference shaping strategy. Monte-Carlo simula-
tions, where channel generation are 1000 times. It can be observed that the required
power is larger with soft interference shaping constraint. The total transmit power of
the secondary BS of the cooperative scheme increases from 2.55 to 12.54 dBW when
the target SINR varies from 0 to 15 dB while with the same range of SINR, the soft
interference shaping scheme requires the total transmit power from 3.97 to 24.01 dBW.
When the case is cooperative strategy, the minimal transmit power is lower but with
no control on the radiation power towards the primary users; in the case the soft inter-
ference shaping strategy, the minimal transmit power is higher but being able to keep
the radiation power towards the primary users under the given interference threshold.
Fig.(3.6) shows the performance of soft interference shaping strategy, i.e., 3.22, in
minimising the total transmit power at the secondary BS as a function of the angular
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Figure 3.6: Minimised transmit power at the secondary BS versus angular separation
between the secondary users as a function of allowed interference shaping threshold by
the primary user.
separation between the secondary users and the interference threshold, i.e., I, allowed
by the primary user. These results are in terms of satisfying the interference thresholds
at the primary users for 4, 6 and 8 antenna elements. For instance, I = -16dBW is
always satisfied with 8 antenna elements, whereas with 6 and 4 antenna elements
this interference threshold can be supported for angular separations below 6 and 8
degrees, respectively. The curve without an interference shaping margin, constraint
is our benchmark curve. The results for 4 antenna elements show that with angular
separations of less than 6 and 8 degrees for interference thresholds of -3dBW, -13dBW
and -16dBW, respectively, the users cannot be resolved with finite transmission power.
Whereas, with 8 antenna elements all users can be resolved under the interference
thresholds. The details are shown in table 3.4.
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4 antenna array 6 antenna array 8 antenna array
AoS for I = 3dBW 5◦ 5◦ 5◦
AoS for I = -3dBW 6◦ 5◦ 5◦
AoS for I = -13dBW 6◦ 6◦ 5◦
AoS for I = -16dBW 8◦ 6◦ 5◦
Table 3.4: Angel of separation (AoS) using the soft interference shaping strategy for
different number of antennas arrays and interference thresholds.
3.5 Conclusion
This chapter addressed the problem of cell-edge user coverage in a primary cellular
network by in introducing small cognitive cells in the vicinity of primary cell borders.
First a cooperative strategy was developed, where the secondary system can benefit
from accessing the spectrum of the primary systems when needed. In return, the
secondary BS cooperates with the primary BS by relaying its data towards the primary
cell-edge users. Then, a soft interference shaping strategy was introduced, where the
interference inflicted on the primary users located outside but within the close vicinity
of the cognitive cell borders is controlled within a certain level. The performance of
both strategies were evaluated through simulations and, in particular, it was shown
that the soft interference shaping strategy demands more power than the cooperative
strategy at the secondary BS.
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Chapter 4
A Power-Efficient Coverage Scheme
for Cell-Edge Users using Cognitive
Beamforming
This chapter addresses the problem of strong intercell interference on cell-edge users
in conventional cellular networks by deploying cognitive cells within the vicinity of
primary cell borders. The cognitive base stations serve primary cell-edge users within
the cognitive cells. In return, the cognitive base stations are rewarded by the same
spectrum allocated to the primary base stations to serve secondary users. We propose a
strategy that is formulated as an optimisation problem for the cognitive cell to minimise
the total transmit power of the cognitive base station. This optimisation problem is
subjected to maintain a controlled level of interference at the primary outer-cell users
falling outside of the cognitive cell and to assure required levels of signal-to-noise-
plus-interference-ratio (SINR) at all primary cell-edge and secondary users within the
cognitive cell. Simulation results confirm that the beamforming scheme in conjunction
with the proposed cognitive structure lead to a significant reduction in overall power
transmitted in the network.
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4.1 Introduction
Demand for enhancing spectrum reusability and uniform-capacity coverage in cellular
networks is growing fast. Although exploiting spatial dimension in multiple antenna
wireless systems improves spectrum reuse, intercell interference (ICI) remains a major
drawback in uniform improvement of capacity across the cells, particularly at cell
boarders. In conventional cellular networks, a major degrading factor affecting the
system performance is ICI. This is caused by neighboring cells using the same frequency
band, where it can causes significant performance loss to the users, especially the cell-
edge users located in the vicinity of the cell boundary. Various techniques have been
recommended to mitigate ICI [96], [97]. Users close to the base station (BS) have a
high mean SINR, therefore, the focus of this chapter lies in the improvement of the
SINR of the cell-edge users. Spectrum utilization improvement, using cognitive radio
(CR) has achieved wide acceptance by the wireless community [2]. In a CR network,
secondary users are allowed to dynamically access the licensed primary bands. This is
provided that primary users in those particular bands are not interfered [1]. Based on
satisfaction of certain coexistence constraints in CR systems, generally the secondary
users can transmit simultaneously with primary users.
Transmit beamformer design for CR networks at the cognitive BS has been used
to control the interference level at the primary users. In this case, each cognitive BS
employs beamforming to communicate with the intended secondary user while ensuring
that the aggregate interference seen by primary users cannot exceed a specified level
[85], [98]. Within this concept, soft interference shaping constraints under the assump-
tion of perfect channel state information (CSI) are introduced in [84] for designing the
downlink beamforming vectors so that the ICI leakage on unintended users are kept
below some tolerable thresholds. In [65], spatial diversity has been exploited in down-
link to improve the channel capacity between secondary users. This was achieved by
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imposing constraints on the transmit and interference power of secondary and primary
users respectively.
In this chapter we consider a multi-cell network, where primary cell-edge users suffer
severe ICI due to their location on the cell boundary. As a solution, we explore the
problem of ICI mitigation on the primary cell-edge users by deploying cognitive cells
at the borders of adjacent primary cells to serve primary cell-edge users. In return, the
cognitive cell is rewarded the same spectrum allocated to the primary BSs to transmit
to secondary users. In this proposed scenario, it is assumed that the primary outer-
cell users, falling outside of the cognitive cell, are served by the primary BS and the
secondary/primary cell-edge users are served by the cognitive BS, while simultaneous
transmissions to both is maintained. The aim of beamformer design is minimisation
of total power at the cognitive BS. This can only be achieved if resource allocation
problem is considered as an optimisation problem. This optimisation is subjected
to both a SINR constraint on all primary cell-edge and secondary users within the
cognitive cell and control of resulting total interference on the other primary outer-cell
users located outside of the cognitive cell. It is assumed that the cognitive BS has full
CSI of the secondary/primary cell-edge and primary users.
The rest of this chapter is organized as follows. Section 4.2 overviews the proposed
system model of the multi-cell cognitive network. In section 4.3, optimisation prob-
lem of the proposed system is formulated and presented. Section 4.4, presents the
simulation results and evaluate the performance of the proposed scheme. Section 4.5
concludes this chapter.
4.2 System model
This chapter considers a multi-cell network consisting of multiple primary cells and
single cognitive cells located on the borders of adjacent primary cells as depicted in
Fig. 4.1. Each primary cell has one BS and N primary users within their cells, while
77
4. A POWER-EFFICIENT COVERAGE SCHEME FOR CELL-EDGE
USERS USING COGNITIVE BEAMFORMING
















Primary & cognitive BS




Figure 4.1: Simulation environment, multiple primary cells and single cognitive cells
located at the boundaries with multiple primary cell-edge (secondary) and primary
outer-cell users.
each cognitive cell has one cognitive BS and K secondary/primary cell-edge users.
Every individual cell is divided into three sectors with a BS of linear antenna array of
Nt elements per each sector and each user is equipped with a single receive antenna.
It is assumed that primary cell-edge users’ data are available to the cognitive BSs
through reliable backhaul links between the primary and cognitive BSs. The cognitive
BS communicates with the secondary users, using the licensed primary spectrum. Note
that since any primary cell-edge user located within the cognitive cell are supported
by the cognitive BS, therefore, we regard them as secondary users through out this
chapter.
The received signal by the secondary user i, i.e., i ∈ {1, 2 · · ·K}, is a summation
of the intended signal, interference from other secondary users, known as intracell








hHi,swjsj + vi + ni, (4.1)
where hHi,s ∈ C1×Nt is the vector channel from the cognitive BS to the ith secondary
user, wi ∈ CNt×1 is an associated beamforming vector for secondary user i, si is a
complex scalar denoting the information signal for secondary user i, vi indicates any
residual ICI caused by all primary BSs on secondary user i, and ni is the white Gaussian
noise at secondary user i. We assume ni is a zero mean circularly symmetric complex
Gaussian (ZMCSCG) random variable with variance σ2i , i.e., ni ∼ CN(0, σ2i ).
Assuming that the average energy of symbol constellation is normalised to unity,
i.e., Esi




∣∣hHi,swj∣∣2 + ξi + σ2i , 1 ≤ i ≤ K, (4.2)
where ξi = E(|vi|2) is the total intercell interference power imposed on secondary user
i.
4.3 Cognitive beamforming scheme
We consider an optimisation problem that minimises the total transmitted power by
the cognitive BS subject to achieving some desired levels of SINR, denoted as γi, i ∈
{1, · · · , K}, at the secondary users within the cognitive cell, while avoiding the inflicted
interference on the primary outer-cell users, located outside of the cognitive cell, beyond







subject to SINRi ≥ γi, ∀i
K∑
n=1
∣∣hHm,pwn∣∣2 ≤ Im, ∀m
(4.3)
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where hHm,p ∈ C1×Nt is the vector channel from the cognitive BS to the mth primary
outer-cell user.
Let
Hp = [h1,p h2,p · · ·hN,p]H , (4.4)
Hs = [h1,s h2,s · · ·hK,s]H , (4.5)
where hHm,p and h
H
i,s indicate the m
th and the ith rows of Hp and Hs matrices, respec-
tively.
Denoting
W = [w1 w2 · · ·wK ] , (4.6)
the SINR for secondary user i in (4.2) is rewritten as
SINRi =
∣∣eTi HsWei∣∣2∑K
j=1,j 6=i |eTi HsWej|2 + ξi + σ2i
, (4.7)
where ei and ej are the column unit vector with a suitable size which contains all zeros
except a one at the ith and jth elements respectively.
Let
βi = (ξi + σ
2
i ) ≥ 0, (4.8)
















The ith SINR constraint in (4.9) can be rearrange as
1
γi
∣∣eTi HsWei∣∣2 ≥ K∑
j=1,j 6=i
∣∣eTi HsWej∣∣2 + βi, (4.10)
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) ∣∣eTi HsWei∣∣2 ≥ K∑
j=1
∣∣eTi HsWej∣∣2 + βi. (4.11)
It can be verified that
K∑
j=1
∣∣eTi HsWej∣∣2 = ∥∥(HsW)Hei∥∥2 . (4.12)





) ∣∣eTi HsWei∣∣2 ≥ ∥∥∥∥[(HsW)H ei√βi
]∥∥∥∥2 . (4.13)
Let W? be an optimal solution to (4.9) and
D =

ejψ1 0 · · · 0





0 0 · · · ejψK
 , (4.14)
where ψi is an arbitrary phase.
Consider
E = (W?D)H (W?D) . (4.15)






j(ψ2−ψ1) · · · wH1 wKej(ψK−ψ1)
wH2 w1e







j(ψ2−ψK) · · · wHKwK
 . (4.16)





1 w2 · · · wH1 wK
wH2 w1 w
H







Kw2 · · · wHKwK
 . (4.17)
From (4.16) and (4.17), it is clear that Tr [E] = Tr [F]. Moreover, plugging W?D and
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W? into (4.7) result in the same value. Therefore, if W? is an optimal solution to the
problem (4.9), then W?D is also an optimal solution. As a result, one can design the
beamforming matrix W up to an arbitrary phase scaling so that the scalar eTi HsWei
is always non-negative and real. Then, from (4.13), we can write the SINR constraint







Similarly, the interference constraint in (4.9) can be reformulated as
∥∥WHHHp em∥∥ ≤√Im. (4.19)
Finally using vec(.) operator, i.e., vec(A) stacks A into a vector column wise, the left





= ‖vec (W)‖2 . (4.20)
Then, the power constraint in (4.9) is cast in the second-order-cone form as
‖vec(W)‖ ≤ p0, (4.21)
where p0 =
√











]∥∥∥∥ ,∥∥WHHHp em∥∥ ≤√Im,
‖vec(W)‖ ≤ p0.
(4.22)
Since the scalar constraints in problem (4.22) are conic quadratic inequalities, the
problem can be classified as the second order conic programming (SCOP). Applying
the Schur complement [43] to the constraints of the resulting SOCP, one can cast the






subject to A  0, ∀i









































See Appendix B for the proof.
The problem stated in (4.23) can be solved by optimisation packages, e.g., the
SeDuMi solver [42], to attain the precoding matrix W.
4.4 Simulation results
In this section, we compare the performance of the proposed cognitive beamforming
scheme with the conventional cellular network.
4.4.1 Simulation setup
We first consider a conventional system with only two primary cells. In this conven-
tional system, one primary BS serves three randomly dropped users, while the other
acts as an interfering-primary BS. In the next stage, in order to improve the system
performance, a cognitive BS is deployed at the border of primary BSs. In the proposed
system, all primary cell-edge users falling within the cognitive cell are served by the
cognitive BS while the primary outer-cell users are supported by the primary BS. We
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where hHw ∈ C1×Nt is randomly generated ZMCSCG variables with unit variance, Ri,s ∈
CNt×Nt is the spatial covariance matrix of user i as seen by the cognitive BS. As shown












where q, k ∈ [1, Nt], Li,s is the path loss coefficient between the cognitive BS and user i,
σ2F is the variance of the complex Gaussian fading coefficient between the cognitive BS
and user i, σs is the standard deviation of the log-normal shadow fading coefficient be-
tween the cognitive BS q and user i, i.e., 10−
x
10 , x ∼ N(0, σ2s), ∆ is the distance between
any two adjacent antenna elements at the cognitive BS, λ is the carrier wavelength,
and θi,s is the angle of departure for user i with respect to the broadside of the array of
the cognitive BS. Furthermore, it is assumed that the angle spread/offset is distributed
according to a zero mean normal distribution with standard deviation of σ. Similar
method in (4.24) is used to attain the vector channel hHm,p from the cognitive BS to the
primary outer-cell user m. Simulation parameters are shown in table 4.1. Monte-Carlo
simulations are carried out with 5,000 channel realizations per SINR point.
4.4.2 Performance evaluation
Fig. 4.2 displays the total transmit power versus the targeted SINR per user for
both conventional and cognitive schemes. In conventional scheme all three users are
served by the primary BS, whereas in the proposed cognitive scheme the primary BS
only transmits to the primary outer-cell user and the cognitive BS transmits to the
remaining two primary cell-edge users such that its inflicted interference on the primary
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Table 4.1: Simulation parameters
Parameter Value
Number of antennas per BS 6
Antenna spacing λ/2
Array antenna gain 15 dBi
Downlink carrier frequency 1.9 GHz
Noise power spectral density (all users) -174 dBm/Hz
Noise figure at user receiver 5 dB
Primary cell radius 3 km
Path loss model (l in meters and l > 35 ) 34.53 + 35log10(l)
Angular offset’s standard deviation 2◦
Log-normal shadowing’s standard deviation 8 dB
Subchannel bandwidth’s wide 15 kHz
outer-cell user is kept under a controlled level denoted by Im in optimisation problem
(4.23). The interference threshold is set at Im = 0 and Im = 3σ
2 in this experiment,
where σ2 is the noise variance. Note that the interference imposed on the primary cell-
edge users by both primary and interfering-primary BSs have been taken into account
in the simulations.
The interference-plus-noise-ratio (INR) at the closest primary cell-edge user to the
interfering-primary BS is set at 10 dB. Fig. 4.2 clearly shows that the required power
for the conventional scheme is considerably larger than that of the proposed cognitive
scheme over the entire range of targeted SINRs.
The same experiment as in Fig. 4.2 is repeated with an INR of 20 dB at the closest
primary cell-edge user to the interfering-primary BS when three interference controlling
levels of Im = 0, Im = 10σ
2 and Im = 30σ
2 are considered. The corresponding results
are shown in Fig. 4.3. It can be concluded from the results in Figs. 4.2 and 4.3 that
increasing the Im level results in an increase in total transmitting power, due to the
fact that the primary BS should increase its transmit power to maintain the required
level of SINR at the primary outer-cell user.
Fig. 4.4 illustrates power-saving gain versus the targeted SINR per user for different
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Figure 4.2: Total transmitted power versus the targeted SINR per user when the INR
at the closest primary cell-edge user to the interfering-primary BS is set at 10 dB.




Pcon and Pcog are the total transmit power of the conventional and cognitive schemes,
respectively. It can be seen from the figure that the proposed cognitive scheme provides
high power-saving gain for all required SINRs. For instance, with Im = 0 and INR=10
dB, the power-saving gain varies from 92.53% to 81.79% when SINR increases from
0 to 20 dB. Fig. 4.4 reveals that when interfering-primary BS increases its transmit
power, i.e., resulting in an increased INR at the primary cell-edge users, the proposed
cognitive scheme attains higher power-saving gains. For example, with the same value
of Im = 0, the proposed approach achieves about 2% higher power-saving gain at
INR=20 dB compared with the one at INR=10 dB. It can also be observed from
Fig. 4.4 that, under a strong ICI environment the Im constraint can be relaxed, i.e.,
increased, while certain power-saving gain can be provided. For instance, at Im = 30σ
2
and INR=20 dB, the power-saving gain is still higher than the power-saving gain at
Im = 3σ
2 and INR=10 dB.
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Figure 4.3: Total transmitted power versus the targeted SINR per user when the INR
at the closest primary cell-edge user to the interfering-primary BS is set at 20 dB.


































Figure 4.4: Power-saving gain versus the targeted SINR per user with different values
of INR and Im.
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4.5 Conclusion
In this chapter the problem of cell-edge user coverage in a multi-cell network is re-
solved by introducing cognitive cells within the vicinity of primary cells borders. An
ICI mitigation method was developed. The method allowed the secondary system to
access the spectrum of the primary systems upon need. In return, the cognitive BS
supported the primary cell-edge users within the cognitive cell, by treating them as
secondary users. In addition, the interference towards the primary users caused by the
transmission of cognitive BS was controlled. The performance of the proposed strat-
egy was compared against the conventional cellular network and it was concluded that
the conventional method demands more power than the proposed method. Hence, the




Robust Cognitive Beamforming for
Cell-edge Coverage in Multicell
Networks with Probabilistic
Constraints
In this chapter, we introduce a downlink beamforming strategy in a cognitive cell lo-
cated at the boarder of two adjacent cells of a multicell network to support the local
cell-edge users of both cells. The proposed strategy is formulated as an optimisation
problem to minimise a linear combination of total transmit power of the cognitive base
station (BS) and the resulting total interference on the other users located outside
of the cognitive cell, so that the signal-to-interference-plus-noise ratio (SINR) targets
of the cell-edge users are maintained. In a realistic scenario where CSI may be im-
perfect, the beamforming design for the cognitive BS based on perfect channel state
information (CSI) can easily end up violating the tolerable interference levels of the
users falling outside of the cognitive cell. We reformulate the proposed strategy as a
robust optimisation problem with outage-probability based constraints to account for
the imperfection in CSI. Using the S-Procedure, we transform the intractable prob-
abilistic constraints to a computationally tractable set of conservative deterministic
constraints. Finally, applying the rank relaxation, we rewrite the resulting problem in
semidefinite programming (SDP) form that can be solved using the standard convex
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optimisation packages. The simulation results confirm the effectiveness of the proposed
robust scheme in power-efficiently expanding the range of achievable SINR targets for
the cell-edge users.
5.1 Introduction
Due to the maximal reuse of allocated spectrum in future generation of cellular net-
works, intercell interference (ICI) remains a fundamental limiting factor for uniform
distribution of network capacity across the multiple cells, particularly, in cell bound-
aries. Network MIMO (multiple-input multiple-output) that brings together multiple
antennas of multiple base stations (BSs) via coordination is a central idea in actively
exploiting the intercell interference channels for transmitting data stream [8]. This
idea has already been considered with very limited leverage of cooperation in LTE-
Advanced. In a fully connected network MIMO, multiple BSs across the cellular sys-
tem need to share data streams of multiple users in order to transmit them jointly
and synchronously to the users. However, baseband time synchronization and message
sharing among different BSs are currently considered as challenging issues in terms of
implementation and inflicting heavy overhead on the backhaul network. On the other
hand, in the absence of message sharing, the cellular channel becomes an interference
channel if time and spectral resources are to be fully reused in the network.
This chapter explores the problem of ICI mitigation on the users located at the
vicinity of cell boarders by deploying a cognitive BS to a cell boundary to serve the
cell-edge users. Throughout this chapter, we will call the users who are served only
by the main BS of the cell non-cell-edge users to differentiate them from the cell-edge
users who are served by the cognitive BS only. It is assumed that the cell-edge users’
data are provided to the cognitive BS directly or through the corresponding main BS.
While transmitting to the cell-edge users, the deployed BS need to strictly minimise the
inflicted interference on the other users of the cell, i.e., the non-cell-edge users. Since
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such an unselfish way of transmission is the defining feature of cognitive radio [1], [2],
we have named the deployed BS as cognitive. By deploying a number of cognitive BSs
across the borders or at the vertices of a hexagonal cell, one can effectively isolate the
coverage area of the main BS located in the cell center from the BSs of the adjacent
cells. However, the problem of interference control on the non-cell-edge users by a
cognitive BS becomes a critical matter, particularly, in realistic cellular scenarios where
the captured CSI at the cognitive BS is imperfect. It is this problem that we intend to
address in this chapter.
Within this concept, soft interference shaping constraints under the assumption of
perfect CSI are introduced in [84] for designing the downlink beamforming vectors so
that the ICI leakage on unintended users are kept below some tolerable thresholds. In
the context of robust cognitive radio and Game theory, the authors in [101] formulate
and design a non-cooperative game where a number of secondary users compete with
each other over the resources made available by the primary users to maximize their own
data rates subject to the transmit power and robust interference constrains. In [102],
the authors propose a novel Nash equilibrium [103] and use the variational inequality
[104] approach to model and design a concurrent communications of secondary users
who coexist with a primary system and compete against each other to maximise their
information rate. In game theory, Nash equilibrium is a solution concept of a non-
cooperative game involving two or more players, in which each player is assumed to
know the equilibrium strategies of the other players, and no player has anything to gain
by changing only their own strategy unilaterally. The formulation in this chapter is
non-robust and contains constraints on the transmit power as well as total interference
tolerable by the primary users.
This chapter adopts a different approach based on robust formulation of a cognitive
interference management problem, where the CSI between the cognitive BS and the
cell-edge or non-cell-edge users are assumed to be imperfect. The imperfection in CSI
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is due to a number of factors such as inaccurate channel estimation or time delay in
feedback channels in realistic cellular scenarios. Hence, the consideration of the un-
derlying channel uncertainties has a paramount amount of importance in developing
a cautious beamforming scheme, that ensure the protection of the non-cell-edge users
as a result of serving the cell-edge users by the cognitive BS in the proposed scenario.
First, we propose a nominal optimisation problem, i.e., based on perfect CSI, for the
cognitive BS and then formulate its robust counterpart with imperfect CSI. The pro-
posed problem minimises a linear combination of total downlink transmit power at
the cognitive BS and the resulting aggregate interference induced on the non-cell-edge
users, i.e., located outside of the area covered by the cognitive BS, subject to assuring
certain SINR constraints at the cell-edge users, covered by the cognitive BS.
Earlier studies assume knowledge of channel statistics such as mean and covari-
ance and focus on the average performance without paying attention to the extreme
error level. Recently, the extreme case scenario has been considered proportionally
by introducing probabilistic constraints on quality of service. When the probabilistic
constraint involves linear combination of normally distributed random variables, for
example, in most MISO systems, it can be easily reformulated as a convex constraint
[105]. Therefore, in our robust formulation, we adopt probabilistic approach based
on some adjustable outage probabilities on the SINR constraints and induced inter-
ferences on the non-cell-edge users. Using spherical error bounding, rank relaxation
and S-procedure, we reformulate the resulting intractable formulation in a numerically
tractable robust optimisation problem that can be solved by the SeDuMi [42] solver.
The rest of this chapter is organized as follows. Section 5.2 introduces the system
model. Section 5.3 presents the proposed downlink beamforming problem with the
assumption of perfect CSI at cognitive BSs, i.e., the non-robust case. In Section 5.4, we
reformulate the optimisation problem introduced in Section 5.3 in a probabilistic robust
form. Simulation results are presented in section 5.5. Finally, section 5.6 summarises
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Figure 5.1: A multicell network (x,y in km), consisting of a cognitive cell located on
the boundary of the two adjacent cells, and multiple cell-edge and non-cell-edge users.
the chapter with concluding remarks.
5.2 System model
We consider a multicell network consisting of single cognitive cells located on the
boundary of adjacent cells, using the same licensed spectrum. As a result, cell-edge
users are supported by the cognitive BS. Every individual cell is divided into three
sectors with a BS of linear antenna array of M elements per each sector and N single
antenna non-cell-edge users, i.e., So = {1, · · · , N}. The cognitive cells are also divided
into three sectors with a cognitive BS of linear antenna array of M antenna elements
and U single antenna cell-edge users, i.e., Sl = {1, · · · , U} as depicted in Fig. 5.1. It is
assumed through out the chapter that each cognitive BS has full CSI of N non-cell-edge
and U cell-edge users.
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The received signal by the cell-edge user i ∈ Sl, is a summation of the intended sig-
nal, interference from other cell-edge users, known as intracell interference, interference






hHi wjsj + vi + ni, (5.1)
where hi ∈ CM is the vector channel from the cognitive BS to the ith cell-edge user,
wi ∈ CM is an associated beamforming vector for cell-edge user i, si is a complex
scalar denoting the information signal for cell-edge user i, vi indicates any residual ICI
caused by all BSs on user i, and ni is the white Gaussian noise at cell-edge user i.
We assume ni is a Zero Mean Circularly Symmetric Complex Gaussian (ZMCSCG)
random variable with variance σ2i , i.e., ni ∼ CN(0, σ2i ).
Assuming that the average energy of symbol constellation is normalized to unity,
i.e., Esi
(|si|2) = 1, the SINR for the cell-edge user i can be expresses as
SINRi =
∣∣hHi wi∣∣2∑
j∈Sl,j 6=i |hHi wj|
2
+ ξi + σ2i
, (5.2)
where ξi = E(|vi|2) is the total intercell interference power imposed on cell-edge user i.
5.3 cognitive beamforming strategy with perfect CSI
An optimisation problem is introduced to calculate the downlink beamforming vectors













j∈Sl,j 6=i |hHi wj|
2
+ ξi + σ2i
≥ γi, ∀i ∈ Sl,
(5.3)
where γi is the SINR level for the cognitive system, and gt ∈ CM is the vector channel
from the cognitive BS to the tth non-cell-edge user.
It is assumed that the instantaneous fading coefficient vectors, i.e., hi,∀i ∈ Sl and
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gt,∀t ∈ So, are known at each cognitive BS and any ith cell-edge user, i.e., i ∈ Sl, can
measure the arrived outer-cell interference power ξi and report it to the cognitive BS.
The optimisation objective function in (5.3) is the combination of two terms sub-
ject to achieving some desired SINR levels, γi, for all cell-edge users. In the objective




i wi indicates the total transmit power towards






represents the overall interference power on the non-cell-edge users due to the trans-
missions of cell-edge users.
The constraints involve quadratic nonconvex functions of variables. However, it can
be modified into the SDP standard formulation. This can be done by changing the
vector variables wi into matrix variables Wi. Let us define Wi = wiw
H
i , therefore,
using the following conditions








Wi = W, (5.5)
















i ] ≥ ξi + σ2i ,
Wi  0,










Problem (5.6) can be solved by the SeDuMi [42] solver to find Wi. However, to obtain
the optimal beamforming vectors wi, 1 ≤ i ≤ U , we are only interested in Wi solutions
of (5.6) that are of Rank 1.
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5.4 probabilistically-constrained cognitive robust op-
timisation
The assumption on the beamforming solutions by the previous design is that the cog-
nitive BS has perfect knowledge of hi and gt, i.e., the so-called perfect CSI. This may
not achieve the quality of service requirements in the presence of CSI errors. Therefore,
beamforming design that take into account these CSI errors are needed.
Using a complex value vector hi ∈ CM , the channel from cognitive BS to each
cell-edge user is determined. This comprises uncertainty in channel gains and is not
fully known. The presumed (imperfect) channel vector hi can be expressed as
hi = hˆi + ei, (5.7)
where hˆi ∈ CM is the true CSI between cognitive BS and cell-edge user i, and ei ∈
CM refers to as the CSI error vector which is assumed to be random. The present
formulation in principle concentrates on complex Gaussian CSI errors. It is assumed
that ei ∼ CN(0,Ci), where Ci  0, i ∈ Sl is known as the error covariance matrix.
The same implies to the estimate CSI between the cognitive BS and non-cell-edge
users noted as
gt = gˆt + et, (5.8)
where gˆt ∈ CM is the true CSI between cognitive BS and non-cell-edge user t, and
et ∈ CM refers to as CSI error vector. It is assumed that et ∼ CN(0,Ct) , where
Ct  0, i ∈ So is known as the error covariance matrix.
In the robust design problem the SINR expression for the cell-edge user i can be
written as
SINRi =




j (hˆi + ei)(hˆi + ei)
Hwj + ξi + σ2i
. (5.9)
The optimisation problem in (5.3) can be reformulated as a robust beamforming design
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where Pr(.) is the probability, and ρi ∈ (0, 1] is a preselected value. The robust
beamforming problem in (5.10) guarantees that for all admissible channel errors, each
user is served with an SINR not smaller than γi at least (1− ρi)× 100% of the period.
As shown in problem (5.10), individual cell-edge user i in the SINR inequality
constraint does not yield simple closed form expressions for the considered CSI error
distribution models. Let us define the CSI errors as ei = C
1
2




eˆi ∼ CN(0, IM), and eˆt ∼ CN(0, IM). By introducing slack variable k, and substituting



































rank(Wi) = 1, 1 ≤ i ≤ U,
(5.11)
where ρt ∈ (0, 1] is a preselected value, making sure that the interference towards each
non-cell-edge user is no greater than a threshold at least (1− ρt)× 100% of the time.
Except for the rank-one constraint, i.e., rank(Wi) = 1, the remaining problem is
convex. By dropping this constraint, we obtain a relaxed SDP problem [57], which
is convex and far easier to solve. The major issue associated with removal of the
rank(Wi) = 1 is in relation with having rank higher than one of solution in problem
(5.11). The problem can be solved using conservative step, where finding a convex
approximation of (5.11) is targeted.
97
5. ROBUST COGNITIVE BEAMFORMING FOR CELL-EDGE
COVERAGE IN MULTICELL NETWORKS WITH PROBABILISTIC
CONSTRAINTS
Conservative Reformulation
The conservative Reformulation aims to find a convex approximation of (5.11), in a
conservative (restrictive) sense. In the sequel, we use S-Procedure [43], to rewrite the
constraints in (5.11) that involve quadratic inequalities in error vectors in the linear
matrix inequality forms.
Lemma 5.1 (The S-Procedure [43]). Let
fi(xi) = x
H




+ ci, for i = 1, 2, (5.12)
where Ai ∈ HM ,bi ∈ CM , and ci ∈ R. Suppose that there exists an xˆi ∈ CM such that
f2(xˆi) < 0. Then for all xi ∈ CM , the following two conditions are equivalent
1. f1(xi) ≥ 0 and f2(xi) ≤ 0 are satisfied for all xi ,
2. There exists a λ ≥ 0 such that[
A1 + λA2 b1 + λb2
bH1 + λb
H
2 c1 + λc2
]
 0.
Suppose that we have two sets υ ⊂ CM , and β ⊂ CM , where υ, and β are certain
subsets of all the possible values of eˆi, and eˆt, respectively. For an M-dimensional
complex vector these subsets might have weird shapes from a geometrical point of
view. Therefore, υ, and β are chosen as a spherical sets such that
υ =
{









where di, and dt are the radius of υ, and β spheres, respectively.









s. t. Pr{f[1]1 (eˆi)} ≥ 1− ρi,
f
[1]
2 (eˆi) = eˆi
HIM eˆi − di2 ≤ 0,
Pr{f[2]1 (eˆt)} ≥ 1− ρt,
f
[2]
2 (eˆt) = eˆt
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t eˆt − 2Re{eˆtHC
1
2
t Wigˆt} − gˆtHWigˆt + k) ≥ 0.
Due to the Gaussian distribution of the error vectors, eˆi and eˆt may fallout of their
relevant subset. In that case, we will experience SINR and interference outages. It
is assumed that this design will always tolerate a certain outage. Problem (5.14) will
hold if
Pr {eˆi ∈ υ} ≥ 1− ρi,
Pr {eˆt ∈ β} ≥ 1− ρt.
(5.15)
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where ICDF(.) is the inverse cumulative distribution function of the Chi-square random
variable with m degree of freedom, problem (5.14) is satisfied.
Applying Lemma 1 enables us to turn the infinitely many constraints in (5.14) into
a set of traceable constraints. Therefore, we can transform problem (5.14) to a convex

























Vihˆi − ξi − σ2i − λid2i
]
 0,[
−∑t∈So∑i∈Sl C 12t WiC 12t + λtIM −∑t∈So∑i∈Sl C 12t Wigˆt








This section presents some numerical examples illustrating the performances of our
proposed schemes and finally compared together. For simplicity, the scenario is as-
sumed with one BS serving one non-cell-edge user and one cognitive BS serving two
cell-edge users (i.e., N = 1, M = 2). cognitive and other BSs are allocated with an
array of 6 antenna elements (i.e., M = 6). The elements of the channel from the
cognitive BS to either non-cell-edge or cell-edge users are assumed independent and
identically distributed (i.i.d.) complex Gaussian distributed with mean 0 and variance
1.
Monte-Carlo simulations are carried out over 20 independent user distributions
with 2000 channel realizations, where each user distribution consists of 3 randomly
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Table 5.1: Simulation parameters
Parameter Value
Number of antennas per BS 6
Antenna spacing λ/2
Array antenna gain 15 dBi
Downlink carrier frequency 1.9 GHz
Noise power spectral density (all users) -174 dBm/Hz
Noise figure at user receiver 5 dB
cell radius 3 km
Path loss model (l > 35 in meter) 34.53 + 38log10(l)
Angular offset’s standard deviation 2◦
Log-normal shadowing’s standard deviation 8 dB
located users in the network. We consider the effect of small-scale fading caused by
two antennas separated by a fractional of a meter and also large-scale fading caused by
the shadowing conditions. Therefore, we have used the following model [106] for the
channel model setup
hi = 10
−(34.53+38log10(l))/2.ψi.ϕi.(hˆi + eˆi), (5.18)
where l is the distance between the cognitive BS and the ith cell-edge user, ψi is the
shadowing, ϕi is the antenna gain. The CSI errors are spatially i.i.d. and have stan-
dard complex Gaussian distributions; i.e., Ci = Ct = σ
2
eIM . The outage probability
requirements are set to ρi = ρt = ρ. The rest of the parameters, which are based
on the LTE standard are shown in table 5.1. In Figs. 5.2 and 5.3 we draw the total
transmit power of the network versus various SINR targets at user terminals for the
proposed scheme, for different values of σe. We can observe from Figs. 5.2 and 5.3
that the robust conventional scheme, where there is no control on the interference, i.e.,
the second utility is removed in (5.10), fails to operate efficiently in terms of power
consumption beyond 12 dB and 8 dB, respectively, of SINR target. This is due to the
fact that the cognitive BS keep increasing its transmit power to maintain the SINR
101
5. ROBUST COGNITIVE BEAMFORMING FOR CELL-EDGE
COVERAGE IN MULTICELL NETWORKS WITH PROBABILISTIC
CONSTRAINTS
requirements of the cell-edge users and, inevitably, keeps increasing its interference
on the non-cell-edge users. Whereas the second utility of the objective function of
the proposed optimisation problem in (5.10) controls the inflicted interference by the
cognitive BS and stabilizes the egoistic dynamic of the robust conventional network in
an equilibrium point, agreed by all BSs. The robust and non–robust design problems
outperform the robust conventional method in terms of transmit power. For σe=0.01,
the proposed robust method provides a very tight bound. It is observed that for each
ρ, there exists a critical SINR beyond which the optimisation problem becomes infea-
sible. For instance in Fig. 5.3, 18 dB is the critical SINR for σe = 0.05, and ρ= 0.1.
Since the power required with σe = 0.05 is only 2 dBm more than the non-robust case
for a majority of feasible SINR values, the proposed method provides tight bounds for
relatively small values of σe, that are reasonable in a practical scenario. These figures
show that at a given SINR, the total transmit power increases as the uncertainty level
increases. The results also confirm that achieving robustness at higher uncertainty
levels comes at the expense of lower achievable limits of SINR targets at affordable
power levels.
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Robust method, ρ = 0.1
Robust method, ρ = 0.05
Robust method, ρ = 0.01
Conventional, ρ = 0.1
Figure 5.2: Total transmit power versus targeted SINR for the proposed and robust
conventional schemes when σe=0.01.























Robust method, ρ = 0.1
Robust method, ρ = 0.05
Robust method, ρ = 0.01
Conventional, ρ = 0.1
Non−robust
Figure 5.3: Total transmit power versus targeted SINR for the proposed and robust
conventional schemes when σe=0.05.
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5. ROBUST COGNITIVE BEAMFORMING FOR CELL-EDGE
COVERAGE IN MULTICELL NETWORKS WITH PROBABILISTIC
CONSTRAINTS
5.6 conclusion
A downlink beamforming strategy for a mutilcell network with perfect CSI at a cog-
nitive BS was proposed. The design was based on allocating a cognitive cell at the
boundary of two adjacent cells and, therefore, supporting the cell-edge users within
the cognitive cell. The aim was to minimise the linear combination of the total down-
link transmit power at the cognitive BS and the interference towards the non-cell-edge
users subject to SINR targets of the cell-edge users. In the next step, the problem
was reformulated as a robust optimisation problem with outage-probability based con-
straints to account for the imperfection in CSI. Application of the relaxation of the
rank constraint and the S-Procedure led to a transformation of the optimisation prob-
lem into SDP. Simulation results were carried out and the proposed robust method
was compared with the non-robust and the conventional cases. The proposed robust
design outperformed the robust conventional scheme in terms of minimised transmit
power. The results confirmed that increases in the uncertainty region of the CSI and
the outage probabilities not only lead to increased power consumption at the cognitive
BS, but also adversely affect the range of quality of service in term of limited SINR
targets, achievable at affordable levels of power consumption at the cognitive BS.
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Optimising the network performance and calibrating the efficiency of various resource
allocation schemes while ignoring the impact of intercell interference (ICI) may be
highly misleading for practical scenarios. Therefore, it is of immense importance for
the system designers to develop reasonable bounds while calibrating the efficiency of a
variety of resource allocation schemes available in the literature.
Cognitive radio can become an important enabling technology to take advantage
of the free resources in the licensed spectrum. Likewise, the technology increases the
spectrum efficiency by transmitting data when the licensed (primary) users leave some
free channel. This thesis is framed within the field of cognitive radio, a smarter com-
munications paradigm in which radios may learn and adapt to the environment. While
this novel scheme promises a better spectrum utilisation by allowing dynamic access in
certain primary bands, there exists a series of challenges, such as interference manage-
ment towards the primary system, which need to be addressed before the technology
is mature enough for its deployment. The quantitative and performance criteria are
one of the most important strategies in interference management in a cognitive radio
system. They offer a set of techniques and strategies to evaluate the performance of
the coexistence between the primary and the unlicensed (secondary) systems, while
respecting the regulatory policies and constraints.
The aim of this thesis is to reduce the overall power consumption of the cognitive
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cellular network while ensuring required levels of signal-to-interference-plus-noise ratios
for all user terminals located within the cognitive cell. As a result, primary cell-edge
users get supported by the cognitive base station and the problem of ICI is resolved.
In return, the cognitive base station can serve secondary users. Interference has been
identified as a challenge to be tackled in order to achieve this goal. To this end, this
thesis exploited problems in the area of beamforming for cognitive cellular networks
and proposed several interference management techniques based on beamforming. We
also have examined the robust downlink beamforming technique in a multi-user MISO
cognitive cellular network, where the CSI is assumed to be imperfectly known and is
impaired by an ambient uncertainty. For the different scenarios, the optimal solution
of the problem was investigated and low complexity efficient algorithms were proposed.
Furthermore, the impact of the different constraints was studied.
Based on practical assumptions, the proposed cognitive beamformer designs in this
thesis can provide spectrum efficiency, higher data rate, support for the cell-edge users
distant form their base stations, and efficiency in terms of power consumption. However
there are some cost for deploying cognitive base stations on the primary cells borders
and the complexity with high number of users within the network.
This chapter summarises the findings of previous chapters and outlines possible
future research directions.
6.1 Thesis summary
The introductory chapter outlined the motivation of this thesis and defined the open
issues regarding interference management in multi-cell cognitive networks. The contri-
butions of this thesis were also stated.
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6.1.1 Summary of Chapter 2
This chapter reviewed the concepts of convex and robust optimisations. Furthermore,
we reviewed the principles of beamforming using linear antenna array along with con-
cepts of second order cone programming and semidefinite programming. An optimi-
sation problem was presented to calculate transmit beamformers for multiple active
users in a single-cell scenario. Different approaches to solve the optimisation problem
were outlined.
6.1.2 Summary of Chapter 3
In this chapter, a multi-cell beamforming scheme was proposed. We focused on down-
link cognitive communication within a cellular network. A cluster of primary cells
sharing the same bandwidth was considered. In addition, small cognitive cells were
located within the the primary cells boundaries to support both primary cell-edge and
secondary users. First, a cooperative strategy was introduced where the secondary BS
relays data, received from the primary BS, to a primary cell-edge user, while transmit-
ting data to the secondary users within the cognitive cell, through spatial multiplexing.
Second, a soft interference shaping strategy was proposed where the secondary BS could
focus its radiation pattern along the direction of all users (primary cell-edge/secondary)
within the cognitive cell, while forming nulls with controlled depths towards the pri-
mary users located outside but within the close vicinity of the cognitive cell border.
In other words, the primary users surrounding the cognitive cell border did not tol-
erate interference level above an allowed threshold from the secondary system. The
optimisation problem was formulated in the standard Semidefinite programming. An
iterative algorithm was developed to find optimal solution to the optimisation prob-
lem of the multi-cell cognitive beamforming scheme. The convergence of the algorithm
depended on the number of antenna elements, the targeted SINRs, and the number of
active users. The performance of both strategies were evaluated through simulations
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and, in particular, it was shown that the soft interference shaping strategy demands
more power than the cooperative strategy at the secondary BS.
6.1.3 Summary of Chapter 4
In this chapter we considered a multi-cell network, where primary cell-edge users suf-
fer severe ICI due to their location on the cell boundary. Therefore, we managed the
problem of ICI mitigation on the primary cell-edge users by deploying cognitive cells
at the borders of adjacent primary cells to serve primary cell-edge users. In return,
the cognitive cell was rewarded the same spectrum allocated to the primary BSs to
transmit to secondary users. In this proposed scenario, it was assumed that the pri-
mary outer-cell users, falling outside of the cognitive cell, were served by the primary
BS and the secondary/primary cell-edge users were served by the cognitive BS, while
simultaneous transmissions to both was maintained. The aim of beamformer design
was the minimisation of total power at the cognitive BS. This can only be achieved if
resource allocation problem was considered as an optimisation problem. This optimi-
sation was subjected to both a SINR constraint on all primary cell-edge and secondary
users within the cognitive cell and control of resulting total interference on the other
primary outer-cell users located outside of the cognitive cell. It was assumed that
the cognitive BS had full CSI of the secondary/primary cell-edge and primary users.
The optimisation problem for the proposed cognitive beamforming using instantaneous
CSI was formulated in standard semidefinite programming form. The performance of
the proposed strategy was compared against the conventional cellular network and it
was concluded that the conventional method demands more power than the proposed
method. Hence, the proposed cognitive scheme outperforms the conventional approach
in terms of lower power consumption.
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6.1.4 Summary of Chapter 5
In this chapter, a beamforming strategy for downlink transmission in multi-cell cogni-
tive networks was proposed. Moreover, the iterative algorithm proposed for this strat-
egy was the solution to an intercell interference balancing optimisation problem. This
problem minimised a linear combination of data transmission power at each cognitive
BS and the resulting interference power (caused by the the cognitive transmission) to-
wards each cell-edge user, while maintaining the required SINRs by the all users within
the cognitive cell. We first proposed this different approach based on formulation of a
cognitive interference management problem, where the CSI between the cognitive BS
and the cell-edge or non-cell-edge users were assumed to be imperfect. We then refor-
mulated the proposed strategy as a robust optimisation problem with imperfect CSI
for the cognitive BS with outage-probability based constraints. Using the S-Procedure,
we transformed the intractable probabilistic constraints to a computationally tractable
set of conservative deterministic constraints. Finally, applying the rank relaxation, we
rewrote the resulting problem in semidefinite programming. Simulation results were
carried out and the proposed robust method was compared with the non-robust and the
conventional cases. The proposed robust design outperformed the robust conventional
scheme in terms of minimised transmit power. The results confirmed that increases
in the uncertainty region of the CSI and the outage probabilities not only lead to in-
creased power consumption at the cognitive BS, but also adversely affect the range of
quality of service in term of limited SINR targets, achievable at affordable levels of
power consumption at the cognitive BS.
6.2 Future research directions
The contributions of this thesis suggest the following future research directions related
to beamforming techniques for multi-cell cogniitve processing.
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6.2.1 Robust beamforming
In downlink multi-cell networks, channel state information is required to design trans-
mit beamforming/pre-coding vectors for all users terminals. This increases the burden
on signaling overhead between BSs and their user terminals, especially for a large size
of coordinating BSs. For this reason, algorithms that demand less signaling overhead
are desirable for multi-cell processing. Furthermore, the obtained channel state infor-
mation at the BS, i.e., the CSIT, may not be accurate due to the channel estimation
error. As the system design based on corrupt CSIT may not function as expected in
the realistic channel conditions, robust schemes to the uncertainties in CSIT are also
of interests.
In current treatment of the robust beamforming, we usually start from a SOCP
problem formulation, and using S-Procedure based methods, we encounter with a SDP.
But there is another way of treating these problems proposed by Bertsimas & Sim [107].
In this treatment, the robust counterpart of any problem exhibits the same structure,
i.e., the robust counterpart of SOCP based beamforming problems are also SOCPs
with more constraints and variables. It is recommended to assess the performance of
this new treatment as well.
6.2.2 Rate maximisation under power constraint
The focus of this thesis is on energy efficiency. Therefore, the objective functions de-
fined in Chapters 3 and 4 are to minimise total transmit power across cognitive BSs.
On the other hand, the objective function introduced in Chapter 5 is to minimise a
linear combination of two utility functions, characterising each BS’s weighted sum of
transmitted power to the cognitive/cell-edge users and its resulting weighted sum of in-
terference power inflicted upon the outer-cell users of the other cells. The constraints of
all optimisation problems introduced in this thesis are on users’ signal-to-interference-
plus-noise ratios (SINRs). In other words, beamforming schemes proposed in this thesis
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ensure all users’ quality of services above requirement levels with minimum total trans-
mit power. A possible extension for the work in this thesis is to maximise the effective
sum rate under transmit-power and power constraints.
6.2.3 Nonlinear optimisations
Robust design gets its roots from the control theories. It is recommended that a
new look be taken at the robust beamformer design from the nonlinear or the ro-
bust control theories like H∞ [108], [109], and employing nonlinear optimisations, like
Penalty/Barrier methods.
6.2.4 Multi-antenna users
An assumption used to develop beamforming schemes in this thesis is that user termi-
nals are equipped with single antenna. When user terminals and base stations both
have multiple antennas, there are more degree of freedom to effectively control interfer-
ence. However, transmit and receive beamforming should be jointly designed. A ques-
tion arising here is whether global optimality can be achieved by iteratively optimising
transmit and receive beamforming. Complexity and signaling overhead are expected to
significantly increase. Therefore, practical solutions to the optimal beamforming and
tradeoff between optimality and complexity are open problems for research.
6.2.5 Non-flat fading channels
It is usually assumed that the system is designed to act in a flat fading environment.
In rapidly changing environments it is not a practical assumption. It is recommended
that the beamformer be designed for non-flat fading channels.
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6.2.6 Cross-layer interference mitigation
For cognitive-primary interference mitigation, the proposed precoding schemes are
based on null-shaping. It actually tightens the cognitive-primary interference con-
straint by reducing the interference limit. This is suboptimal in terms of the result-
ing CR throughput when the primary network is interference tolerant. Therefore,
it is desirable to investigate other better precoding schemes without tightening the
cognitive-primary interference constraint. As for cross-layer interference mitigation, it
is worthwhile to take other interference management mechanisms like power or con-
tention control of CR networks into the cross-layer optimisation.
6.2.7 Soft frequency reuse schemes
Soft frequency reuse is a special type of universal frequency reuse, in which cell edge
users are transmitting with high powers compared to cell center users. All resources are
allocated in the cell-center of each cell whereas a small part of the resources is allocated
to the edge users of a cell. Based on the theoretical approach developed in this thesis,
interference models for soft frequency reuse with different scheduling schemes can be
derived with the critical performance analysis in terms of spectral efficiency and energy
efficiency.
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Appendix A: Proof of channel
covariance matrix
Substituting for hisn and hist in (3.8), one can calculate the (k,m) element of the
channel covariance matrix of user is as
































Since the channels between the secondary BS and two different scatterers, i.e., n 6= t,




−jβt) = 0 for n 6= t. Otherwise, for the
channel between the secondary BS and the same scatterer, i.e, n = t, one can write
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. APPENDIX A: PROOF OF CHANNEL COVARIANCE MATRIX
Assuming normal distribution for the angular spread, i.e.,φn ∼ N(0, σ2), we calculate

















































where we have used the fact that sin(θ + φn) = sinθcosφn + cosθsinφn and φn is small
such that cosφn ≈ 1, sinφn ≈ φn. Furthermore, in arriving at (3), we have also used
the following formula [110] with p = 1
2σ2
, n = 0 and q = jpid
λ




































is ] × e−2[pidσλ ((m−k)cosθqis)]
2
. (4)
Similarly, by changing the secondary index is to the primary index ip in the above
formulations, one can derive Rip [k,m] for the primary user. This concludes the proof.
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Appendix B: Proof of Shur
Compliment
The Schur complement of a matrix block [6], i.e., a submatrix within a larger matrix
is defined as follows. Suppose A,B,C,D are respectively p× p, p× q, q × p and q × q







so that M is a (p+ q)(p+ q) matrix.
Then the Schur complement of the block D of the matrix M is the p× p matrix
S = A−BD−1C.


























∣∣eTi HsWei∣∣2 ≥ eTi HsW(HsW)Hei + βi,
115





∣∣eTi HsWei∣∣2 ≥ ∥∥(HsW)Hei∥∥2 + βi,
is proved to be equal to the first constraint in (4.22). Similarly for the second constraint





IWHHHp em ≥ 0,








which is equal to the second constraint in (4.22). The same solution is applied for the
third constraint, i.e.,C in (4.23). This concludes the proof.
116
References
[1] J. Mitola and G. Q. Maguire, “Cognitive radios: Making software radios more
personal,” IEEE Personal Commun., vol. 6, no. 4, pp. 13–18, Aug. 1999. xv, 3,
4, 54, 76, 91
[2] S. Haykin, “Cognitive radio: Brain-empowered wireless communications,” IEEE
J. Sel. Areas Commun., vol. 23, no. 2, pp. 201–220, Feb. 2005. xv, 5, 6, 7, 10,
11, 12, 54, 76, 91
[3] X. Hong, C.-X. Wang, and J. S. Thompson, “Interference modeling of cognitive
radio networks,” in Proc. IEEE VTC, May 2008, pp. 1851–1855. xv, 13, 14
[4] G. L. T. E. L. ICIC and eICIC, software availabe at http://4g-lteworld.blogspot.
kr/2012/06/icic-and-eicic.html. xv, 20
[5] F. Gao, R. Zhang, Y.-C. Liang, and X. Wang, “Multi-antenna cognitive radio
systems: Environmental learning and channel training,” in Proc. IEEE ICASSP,
Apr. 2009. xvi, 24
[6] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge University
Press, 2004. xvi, 29, 30, 31, 32, 33, 35, 36, 57, 67, 115
[7] D. Gesbert, M. Shafi, D. Shiu, and P. Smith, “From theory to practice: An
overview of mimo space-time coded wireless systems,” IEEE Journal on Selected
Areas in Communications, vol. 21, no. 3, pp. 281–302, Apr. 2003. xvi, 43, 44
117
REFERENCES
[8] D. Gesbert, S. Hanly, H. Huang, S. Shamai, O. Simeone, and W. Yu, “Multi-cell
mimo cooperative networks: A new look at interference,” IEEE JSAC., vol. 28,
no. 9, pp. 1–29, Dec. 2010. xvi, 45, 90
[9] S. Forum, SDRF Cognitive Radio Definitions, Nov. 2007, software availabe at
http://data.memberclicks.com/site/sdf/SDRF-06-R-0011-V1 0 0.pdf. 2
[10] J. Mitola, Cognitive Radio: An Integrated Agent Architecture for Software De-
fined Radio, 2000, phD Thesis, Royal Inst. of Technology (KTH). 3, 11
[11] J. Palicot, Radio Engineering: From Software Radio to Cognitive Radio. Wiley,
2011. 4, 6
[12] F. K. Jondral, “Software-defined radio-basics and evolution to cognitive radio,”
EURASIP J. on Wireless Communications and Networking, vol. 2005, no. 3, pp.
275–283, Aug. 2005. 4
[13] FCC, Facilitating Opportunities for Flexible, Efficient AD Reliable Spectrum Use
Employing Cognitive Radio Technologies. Federal Communications Commission
Spectrum Policy Task Force, Mar. 2005. 5
[14] I. T. Union, Definitions of Software Defined Radio (SDR) and Cognitive Radio
System (CRS). Federal Communications Commission Spectrum Policy Task
Force, 2009, report ITU-R SM.2152, SM Series, Spectrum management. 6
[15] Z. Chen, C.-X. Wang, X. Hong, J. Thompson, S. A. Vorobyov, and X. Ge, “Inter-
ference modeling for cognitive radio networks with power or contention control,”
in Proc. IEEE WCNC, Apr. 2010. 12, 13
[16] O. Kallenberg, Random Measures. Academic Press, 1986. 13
118
REFERENCES
[17] A. Goldsmith, S. A. Jafar, I. Maric, and S. Srinivasa, “Breaking spectrum gridlock
with cognitive radios: An information theoretic perspective,” vol. 97, no. 5, May
2009, pp. 894–914. 15, 17
[18] Y. Han, A. Pandharipande, and S. H. Ting, “Cooperative decode-and-forward
relaying for secondary spectrum access,” IEEE Trans. Wireless Commun., vol. 8,
no. 9, pp. 4945–4950, Oct. 2009. 15
[19] C. X. Wang, X. Hong, H. H. Chen, and J. Thompson, “On capacity of cogni-
tive radio networks with average interference power constraints,” IEEE Trans.
Wireless Commun., vol. 8, no. 4, pp. 1620–1625, Apr. 2009. 15
[20] A. Ghasemi and E. Sousa, “Fundamental limits of spectrum sharing in fading
environments,” IEEE Trans. Wireless Commun., vol. 6, no. 2, pp. 649–658, Feb.
2007. 15, 17
[21] Y. Kim and G. de Veciana, “Understanding the design space for cognitive net-
works,” vol. 6, no. 2, Jun. 2010, pp. 418–423. 17
[22] S. M. Cheng, W. C. Ao, and K. C. Chen, “Downlink capacity of two-tier cognitive
femto networks,” 2010, pp. 1303–1308. 17
[23] G. L. Stuber, Principles of Mobile Communication. Kluwer Academic Publish-
ers, 2001, 2nd edition. 17
[24] D. S. Mitrinovic, J. Pecaric, and A. M. Fink, Classical and New Inequalities in
Analysis. Kluwer Academic Publishers, 1993. 17
[25] L. Wu, K. Niu, Z. He, W. Xu, and J. Li, “Ergodic capacity of dual-hop transmis-




[26] H. A. Suraweera, P. J. Smith, and M. Shafi, “Capacity limits and performance
analysis of cognitive radio with imperfect channel knowledge,” IEEE Trans. Veh.
Tech., vol. 59, no. 4, pp. 1811–1822, May 2010. 17
[27] B. Walke, Mobile Radio Networks: Networking, Protocols and Traffic Perfor-
mance. John Wiley & Sons, Dec. 2001. 19
[28] G. Zheng, S. Ma, K. Wong, and T. Ng, “Robust beamforming in cognitive radio,”
IEEE Trans. Wireless Commun., vol. 9, no. 2, pp. 570–576, Feb. 2010. 22
[29] X. Lian, H. Nikookar, L. Ligthart, and J. Zhou, “Adaptive ofdm beamformer
with constrained weights for cognitive radio,” Vehicular Technology Conference,
pp. 1–5, Apr. 2009. 23
[30] I. Budiarjo, H. Nikookar, and L. Ligthart, “Cognitive radio modulation tech-
niques,” IEEE Signal Processing Magazine, vol. 25, pp. 24–34, Nov. 2008. 23
[31] S. Zhou and G. Giannakis, “How accurate channel prediction needs to be for
transmit beamforming with adaptive modulation over rayleigh mimo channels?”
IEEE Trans. Wireless Commun., vol. 3, pp. 1285–1294, Jul. 2004. 25
[32] E. Adida and G. Perakis, “A robust optimization approach to dynamic pricing
and inventory control with no backorders,” Mathematical Programming, vol. 107,
no. 1, pp. 97–129, 2006. 25
[33] A. Ben-Tal and A. Nemirovski, “Robust solutions of linear programming prob-
lems contaminated with uncertain data,” Mathematical Programming, vol. 88,
pp. 411–421, 2000. 25
[34] A. Zarrebini-Esfahani and M. R. Nakhai, “Secondary spectrum access and cell-
edge coverage in cognitive cellular networks,” IET Communications, Special Issue
on Cognitive Communications, vol. 6, no. 8, pp. 845–851, May 2012. 26
120
REFERENCES
[35] A. Zarrebini-Esfahani, T. A. Le, and M. R. Nakhai, “Power-efficient coverage
scheme for cell-edge users using cognitive beamforming,” 2013 IEEE 24th In-
ternational Symposium on Personal, Indoor and Mobile Radio Communications:
Mobile and Wireless Networks, accepted. 27
[36] A. Zarrebini-Esfahani, T. Le, and M. R. Nakhai, “Robust cognitive beamforming
for cell-edge coverage in multicell networks with probabilistic constraints,” IEEE
GLOBECOM 2013-Cognitive Radio and Networks Symposium, accepted. 27
[37] H. Hindi, “A tutorial on convex optimization,” in Proc. American Control Conf.,
vol. 4, Jul. 2004, pp. 3252–3265. 30, 38
[38] Z.-Q. Luo and W. Yu, “An introduction to convex optimization for communi-
cations and signal processing,” IEEE JSAC, vol. 24, no. 8, pp. 1426–1438, Aug.
2006. 30
[39] S. Boyd, L. E. Ghaoui, E. Feron, and V. Balakrishnan, Linear Matrix Inequalities
in System and Control Theory. SIAM, 1994. 33
[40] A. Wiesel, Y. C. Eldar, and S. Shamai, “Linear precoding via Conic optimization
for fixed MIMO receivers,” IEEE Trans. Signal Process., vol. 54, no. 1, pp. 161–
176, Jan. 2006. 35, 36, 48
[41] L. Vandenberghe and S. Boyd, “Semidefinite programming,” SIAM Review,
vol. 38, no. 1, pp. 49–95, Mar. 1996. 36
[42] J. F. Sturm, Using SeDuMi 1.02, a MATLAB Toolbox for Optimization Over
Symmetric Cones, 1999, software available at http://sedumi.mcmaster.ca/. 38,
83, 92, 95
[43] S. Boyd, L. E. Ghaoui, E. Feron, and V. Balakrishnan, Linear Matrix Inequalities
in System and Control Theory, 1994, vol. 15, studies in Applied Mathematics
Society for Industrial and Applied Mathematics (SIAM). 38, 42, 82, 98
121
REFERENCES
[44] A. Bental, L. E. Ghaoui, and A. Nemirovski, Robust Optimization. Princeton
University Press, 2009. 38
[45] A. Ben-Tal and A. Nemirovski, “Robust convex optimization,” Mathematics of
Operations Research, vol. 23, no. 4, 1998. 40
[46] J. R. Birge and F. Louveaux, Introduction to Stochastic Programming. Springer-
Verlag, 1997. 41
[47] X. Chen, M. Sim, and P. Sun., “A robust optimization perspective to stochastic
programming,” Mathematics of Operations Research, vol. 55, no. 6, pp. 1058–
1071, 2007. 41
[48] L. B. Miller and H. Wagner, “Chance-constrained programming with joint con-
straints,” Operations Research, vol. 13, pp. 930–945, 1965. 41
[49] A. Prekopa, “On probabilistic constrained programming,” in Proceedings of
the Princeton Symposium on Mathematical Programming, Princeton University
Press, Princeton, NJ, pp. 113–138, 1970. 41
[50] M. B. Shenouda and T. N. Davidson, “Probabilistically-constrained approaches
to the design of the multiple antenna downlink,” in Proc. 42nd Asilomar Con-
ference, pp. 1120–1124, Oct. 2008. 42
[51] M.B.Shenouda and T.N.Davidson, “Convex conic formulations of robust down-
link precoder designs with quality of service constraints,” IEEE J. Sel. Topics in
Signal Processing, vol. 1, no. 4, pp. 714–724, Dec. 2007. 42
[52] G.Zheng, K.-K. Wong, and T.-S. Ng, “Robust linear mimo in the downlink: A
worst-case optimization with ellipsoidal uncertainty regions,” EURASIP J. Adv.
Signal Processing, vol. 2008, no. 609018, pp. 1–15, Jul. 2008. 42
122
REFERENCES
[53] F. Gross, Smart Antennas for Wireless Communications. McGraw-Hill, 2005.
44, 47
[54] A. Paulraj, R. Nabar, and D.Gore, Introduction to Space-Time Wireless Com-
munications. Cambridge University Press, 2006. 44, 84
[55] J. D. Kraus and R. Marhefka, Antennas for All Applications. McGraw-Hill,
2002. 44
[56] C. A. Balanis, Antenna Theory: Analysis and Design. John Wiley & Sons, 2005.
44
[57] Z.-Q. Luo, W.-K. Ma, A. M.-C. So, Y. Ye, and S. Zhang, “Semidefinite relaxation
of quadratic optimization problems,” IEEE Signal Process. Mag., vol. 27, no. 3,
pp. 20–34, May 2010. 50, 51, 97
[58] A. B. Gershman, N. D. Sidiropoulos, Shahhazpanahi, M. Bengtsson, and B. Ot-
tersten, “Convex optimization-based beamforming,” IEEE Signal Process. Mag.,
vol. 27, no. 3, pp. 62–75, May 2010. 50, 51, 52
[59] H. Dahrouj and W. Yu, “Multicell interference mitigation with joint beamforming
and common message decoding,” IEEE Trans. Commun., vol. 59, no. 8, pp. 2264–
2273, Aug. 2011. 51
[60] E. Karipidis, N. D. Sidiropoulos, and Z.-Q. Luo, “Quality of service and Max-
Min fair transmit beamforming to multiple cochannel multicast groups,” IEEE
Trans. Signal Processing, vol. 56, no. 3, pp. 1268–1279, Mar. 2010. 51
[61] M. Bengtsson and B. Ottersten, “Optimal downlink beamforming using Semidef-
inite optimization,” in Proc. 37th Annu. Allerton Conf. Commun., Control, and
Computing, 1999, pp. 987–996. 52, 55
123
REFERENCES
[62] N.Devroye, M.Vu, and V.Tarokh, “Cognitive radio networks,” IEEE Signal Pro-
cessing Magazine, vol. 25, no. 6, pp. 12–23, Nov. 2008. 54
[63] S. Yiu, M. Vu, and V. Tarokh, “Interference reduction by beamforming in cogni-
tive networks,” IEEE Trans. on Commun., vol. 57, no. 10, pp. 3144–3153, Oct.
2009. 54
[64] A. Attar, M. R. Nakhai, and A. H. Aghvami, “Cognitive radio game for secondary
spectrum access problem,” IEEE Trans. Wireless Commun., vol. 8, no. 4, pp.
2121–2131, Apr. 2009. 54
[65] R. Zhang and Y. C. Liang, “Exploiting multi-antennas for opportunistic spectrum
sharing in cognitive radio networks,” IEEE J. Sel. Signal Processing, vol. 2, no. 1,
pp. 88–102, Feb. 2008. 54, 56, 76
[66] M. Oner and F. Jondral, “On the extraction of the channel allocation information
in spectrum pooling systems,” IEEE J. Sel. Areas Commun., vol. 25, no. 3, pp.
558–565, Apr. 2007. 54
[67] C. T. Chou, N. S. Shankar, H. Kim, and K. G. Shin, “What and how much
to gain by spectrum agile?” IEEE J. Sel. Areas Commun., vol. 25, no. 3, pp.
576–588, Apr. 2007. 54
[68] L. Le and E. Hossain, “Resource allocation for spectrum underlay in cognitive
radio networks,” IEEE Trans. Wireless Commun., vol. 7, no. 12, pp. 5306–5315,
Dec. 2008. 55
[69] F. R. Farokhi, K. J. R. Liu, and L. Tassiulas, “Transmit beamforming and power
control for cellular wireless systems,” IEEE J. Sel. Areas Commun., vol. 16, no. 8,
pp. 1437–1450, Oct. 1998. 55
124
REFERENCES
[70] L. Venturino, N. Prasad, and X. Wang, “Coordinated linear beamforming in
downlink multi-cell wireless networks,” IEEE Trans. Wireless Commun., vol. 9,
no. 4, pp. 1451–1461, Apr. 2010. 55
[71] V. R. Cadambe and S. A. Jafar, “Interference alignment and degrees of freedom
of the k-user interference channel,” IEEE Trans. Information Theory, vol. 54,
no. 8, pp. 3425–3441, Aug. 2008. 55
[72] O. Simeone, O. Somekh, H. Poor, and S. Shamai, “Local base station cooperation
via finite-capacity links for the uplink of linear cellular networks,” IEEE Trans.
Inform. Theory, vol. 55, no. 1, pp. 190–204, Jan. 2009. 55
[73] O. Somekh, B. M. Zaidel, and S. Shamai, “Sum rate characterization of joint
multiple cell-site processing,” IEEE Trans. Inform. Theory, vol. 53, no. 12, pp.
4473–4497, Dec. 2007.
[74] S. Jing, D. N. Tse, J. B. Soriaga, J. Hou, J. E. Smee, and R. Padovani, “Down-
link macro-diversity in cellular networks,” IEEE International Symposium on
Information Theory, pp. 1–5, Jun. 2007. 55
[75] B. L. Ng, J. S. Evans, S. V. Hanly, and D. Aktas, “Distributed downlink beam-
forming with cooperative base stations,” IEEE Trans. Inform. Theory, vol. 54,
no. 12, pp. 5491–5499, Dec. 2008.
[76] D. Gesbert, S. Hanly, H. Huang, S. Shamai, O. Simeone, and W. Yu, “Multi-cell
MIMO cooperative networks: A new look at interference,” IEEE JSAC, vol. 28,
no. 9, pp. 1–29, Dec. 2010.
[77] W. Liu, S. X. Ng, and L. Hanzo, “Multicell cooperation based SVD assisted
multi-user MIMO transmission,” in Proc. IEEE 69th Veh. Technol. Conf. (VTC
Spring 2009), Apr. 2009, pp. 1–5.
125
REFERENCES
[78] E. Bjornson, R. Zakhour, D. Gesbert, and B. Ottersten, “Cooperative multicell
precoding: Rate region characterization and distributed strategies with instan-
taneous and statistical CSI,” IEEE Trans. Signal Processing, vol. 58, no. 8, pp.
4298–4310, Aug. 2010. 55
[79] J. Zhang, R. Chen, J. G. Andrews, A. Ghosh, and R. W. H. Jr., “Network MIMO
with cluster linear precoding,” IEEE Trans. Wireless Commun., vol. 8, no. 4, pp.
1910–1921, Apr. 2009. 55
[80] A. K. Yousafzai and M. R. Nakhai, “Block QR decomposition and near-optimal
ordering in intercell cooperative MIMO-OFDM,” IET Communications, vol. 4,
no. 12, pp. 1452–1462, Aug. 2010. 55
[81] X. Xu, R. Zhang, S. Ghafoor, and L. Hanzo, “Imperfect digital-fiber-optic-link-
based cooperative distributed antennas with fractional frequency reuse in mul-
ticell multiuser networks,” IEEE Trans. Veh. Technol., vol. 60, no. 9, pp. 4439–
4449, Nov. 2011. 55
[82] J. Goldberg and J. R. Fonollosa, “Downlink beamforming for cellular mobile
communications,” IEEE Vehicular Technology Conference, vol. 2, pp. 632–636,
May 1997. 55
[83] M. Schubert and H. Boche, “Solution of the multiuser downlink beamforming
problem with individual sinr constraints,” IEEE Trans. Vehicular Technology,
vol. 53, no. 1, pp. 18–28, Jan. 2004. 55
[84] Y. Huang and D. P. Palomor, “Rank-constrained separable semidefinite program-
ming with applications to optimal beamforming,” IEEE Trans. Signal Processing,
vol. 58, no. 2, pp. 664–678, Feb. 2010. 55, 76, 91
126
REFERENCES
[85] K. Hamdi, W. Zhang, and K. B. Letaief, “Joint beamforming and scheduling
in cognitive radio networks,” IEEE Global Telecommunications Conference, pp.
2977–2981, Nov. 2007. 56, 76
[86] E. Jorswieck and R. Mochaourab, “Beamforming in underlay cognitive radio:
Null-shaping design for efficient nash equilibrium,” Proc. of International Work-
shop on Cognitive Information Processing (CIP), pp. 476–481, 2010. 56
[87] K. Jitvanichphaibool, Y. C. Liang, and R. Zhang, “Beamforming and power con-
trol for multi-antenna cognitive two-way relaying,” Proc. IEEE Wireless com-
mun. and Networking conf. (WCNC), pp. 1–6, Apr. 2009. 56
[88] J. Mietzner, L. Lampe, and R. Schober, “Distributed transmit power allocation
for multihop cognitive-radio systems,” IEEE Wireless Commun., vol. 8, no. 10,
pp. 5187–5201, Oct. 2009. 56
[89] S. B. M. Grant and Y. Ye., CVX: Matlab Software for Disciplined Convex Pro-
gramming, software availabe at http://www.stanford.edu/∼boyd/cvx/download.
html. 57, 67
[90] D. Gerlach and A. Paulraj, “Base station transmitting antenna arrays for mul-
tipath environments,” IEEE Signal Processing, vol. 54, no. 1, pp. 59–73, Oct.
1996. 57
[91] G. Caire and S. Shamai, “On the achievable throughput of a multiantenna gaus-
sian broadcast channel,” IEEE Trans. Inform. Theory, vol. 49, no. 7, pp. 1691–
1706, Jul. 2003. 58
[92] U. Erez and S. Brink, “A close-to-capacity dirty paper coding scheme,” IEEE
Trans. Inform. Theory, vol. 51, no. 10, pp. 3417–3432, Oct. 2005. 58
127
REFERENCES
[93] M. Costa, “Writing on dirty paper,” IEEE Trans. Inform. Theory, vol. 29, no. 10,
pp. 439–441, May 1983. 59
[94] N. Devorye, P. Mitran, and V. Tarokh, “Achievable rates in cognitive radio chan-
nels,” IEEE Trans. Inform. Theory, vol. 52, no. 5, pp. 1813– 1827, May 2006.
63
[95] T. Trump and B. Ottersten, “Estimation of nominal direction of arrival and
angular spread using an array of sensors,” Signal Processing, vol. 50, pp. 57– 69,
Apr. 1996. 68
[96] I. Katzela and M. Naghshineh, “Channel assignment schemes for cellular mobile
telecommunication systems: A comprehensive survey,” IEEE Personal Commun.
Mag., vol. 3, no. 3, pp. 10–31, Jun. 1996. 76
[97] M. Einhaus, O. Klein, and M. Lott, “Interference averaging and avoidance in the
downlink of an ofdma system,” vol. 2, 2005, pp. 905–910. 76
[98] L. Zhang, Y. C. Liang, and Y. Xin, “Joint beamforming and power allocation
for multiple access channels in cognitive radio networks,” IEEE J. Select. Areas
Commun., vol. 26, no. 1, pp. 38–51, Jan. 2008. 76
[99] D. Castanheira and A. Gameiro, “Distributed antenna system capacity scaling,”
IEEE Trans. Wireless Commun., vol. 17, no. 3, pp. 68–75, Jun. 2010. 84
[100] T. A. Le and M. R. Nakhai, “An iterative algorithm for downlink multi-cell
beam-forming,” in Proc. IEEE Global Telecommun. Conf. (GLOBECOM 2011),
Dec. 2011, pp. 1–6. 84
[101] J. Wang, G. Scutari, and D. Palomar, “Robust mimo cognitive radio via game




[102] J. S. Pang, G. Scutari, D.Palomar, and F.Facchinei, “Design of cognitive radio
systems under temperature-interference constraints: A variational inequality ap-
proach,” IEEE Trans. Signal Processing, vol. 58, no. 6, pp. 3251–3271, Jun. 2010.
91
[103] M. J. Osborne and A. Rubinstein, A Course in Game Theory. Cambridge,
MA:MIT Press, Jul 2004. 91
[104] F. Facchinei and J. S. Pang, Finite-Dimensional Variational Inequalities and
Complementarity Problem. New York: Springer-Verlag, 2003. 91
[105] P. Kall and S. W. Wallace, Stochastic Prohgramming. New York: Wiley, 1994.
92
[106] C. Shen, T.H.Chang, K.Y.Wang, Z.Qiu, and C.Y.Chi, “Distributed robust mul-
ticell coordinated beamforming with imperfect csi: An admm approach,” IEEE
Trans. Signal Processing, vol. 60, no. 6, pp. 2988–3003, Jun. 2012. 101
[107] D. Bertsimas and M. Sim, “Tractable approximations to robust conic optimiza-
tion problems dimitris bertsimas,” Mathematical Programming, vol. 107, no. 1,
pp. 5–36, 2006. 110
[108] M. C. Turner and D. G. B. (Eds.), Mathematical Methods for Robust and Non-
linear Control. Springer, 2007. 111
[109] I. R. Petersen, V. A. Ugrinovskii, and A. V. Savkin, Robust Control Design Using
H∞ Methods. Springer, 2000. 111
[110] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products.
Academic Press, 2007, pp. 365. 114
129
