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Holomorphic last multipliers on complex manifolds
Mircea Crasmareanu, Cristian Ida and Paul Popescu
Abstract
The goal of this paper is to study the theory of last multipliers in the framework of complex
manifolds with a fixed holomorphic volume form. The motivation of our study is based on
the equivalence between a holomorphic ODE system and an associated real ODE system and
we are interested how we can relate holomorphic last multipliers with real last multipliers.
Also, we consider some applications of our study for holomorphic gradient vector fields on
holomorphic Riemannain manifolds as well as for holomorphic Hamiltonian vector fields and
holomorphic Poisson bivector fields on holomorphic Poisson manifolds.
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1 Introduction and Preliminaries
1.1 Introduction
The last multipliers are very useful tools in the study of completely integrate systems of first-order
ODE’s [16]. More precisely, if the given system Σ has n equations and we already know (n − 2)
first integrals of Σ then, by using last multipliers, we can obtain a new first integral and hence we
can approach the topics of complete integrability or super-integrability. Also, the last multipliers
sometimes allow the construction of an associated Lagrangian in the case of systems of second-
order ODE’s [28], so they are useful for the inverse problems, and for integrating nonholonomic
systems [36].
Their history begins with Jacobi as it is pointed out in [9] and hence, sometimes they appear
in literature as Jacobi last multipliers as in [26, 27, 28] and references therein. For all those
interested in historical aspects we refer to the survey [2]. Until recently, their use was restricted
to systems on Euclidean spaces [30]. The first named author of this work initiated their study
on manifolds in [8] and [9], where he pointed out their relationship with the Liouville equation of
transport. Since then, the last multipliers have been considered in various (non-flat) settings such
as: Riemannian and Poisson geometry in [9], Lie-Poisson structures in [10], weighted manifolds in
[11], Lie algebroids in [12].
The present paper makes a new extension, namely one referring to the complex geometry
framework. More precisely, we start with a complex manifold and work in the category of holo-
morphic objects. So, the considered volume forms, vector fields, functions as well as Riemannian
or Poisson structures are all supposed to be holomorphic. The motivation of our study is based
on the equivalence between a holomorphic ODE system and an associated real ODE system. In
this way, we obtain that a holomorphic last multiplier for a holomorphic vector field defines a real
last multiplier for two associated real vector fields and conversely (Theorem 2.1).
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The contents of the paper is as follows: in the next subsection we fix a complex manifold of
dimension n and a holomorphic volume form ω and we recall some properties of the divergence of
a holomorphic vector field with respect to ω as basis of our work. The following section describes
the general approach of holomorphic last multipliers for holomorphic vector fields with respect to
ω as well as their general properties. When the complex manifold is endowed with a holomorphic
Riemannian metric, we discuss the case of gradient vector field of a holomorphic function and we
relate its holomorphic last multipliers with real last multipliers for gradient vector fields associated
with anti-Ka¨hlerian metrics defined by real and imaginary parts of the holomorphic Riemannian
metric (Theorem 2.2). Also, some methods for obtaining inverse holomorphic multipliers on com-
plex manifolds will be considered. The case of holomorphic Poisson manifolds is studied separately
in the third section, where the particular class of holomorphic Hamiltonian vector fields associ-
ated with holomorphic Poisson structures with a special view towards the unimodular case and
some examples are considered. Also, we relate the holomorphic last multipliers for holomorphic
Hamiltonian vector fields on holomorphic Poisson manifolds with real last multipliers for Hamil-
tonian vector fields corresponding to some natural real Poisson structures on the underlying real
manifold (Theorems 3.1 and 3.2). In the subsection 3.3 we extend holomorphic last multipliers
from holomorphic vector fields to holomorphic multivectors and we study carefully the Poisson
bivector as a remarkable example. Concerning practical examples we consider some particular
cases in low dimensions n = 2 and n = 3, respectively.
1.2 Preliminaries
Let M be a n-dimensional complex manifold. A holomorphic section of its holomorphic tangent
bundle T 1,0M defines a holomorphic vector field on M , and we denote by XO(M) the Lie algebra
of holomorphic vector fields on M . Denote by ΩpO(M) the set of holomorphic p-forms on M ,
and suppose that M admits a nowhere vanishing holomorphic n-form ω, which is also called a
holomorphic volume form on M . There are many examples of complex manifolds which posses
holomorphic volume forms.
(i) Let (M,Ω) be a 2n-dimensional holomorphic symplectic manifold, i.e. Ω is a nondegenerate
closed holomorphic 2-form on M . Then ω := Ωn is a holomorphic volume form on M .
(ii) Let G be a n-dimensional complex Lie group, and {Zk}, k = 1, . . . , n be any basis of left
invariant holomorphic vector fields of XO(G). If {θ
k}, k = 1, . . . , n are their dual left
invariant holomorphic one forms, that is, θk(Zj) = δ
k
j , then ω := θ
1 ∧ . . . ∧ θn defines a
holomorphic volume form on G.
(iii) A holomorphic Riemannian metric g on M is defined as a global holomorphic section of the
symmetric holomorphic forms ⊙2(T 1,0M)∗ such that the ”index-lowering” map T 1,0M →
(T 1,0M)∗ (obtained by indentifying ⊗2(T 1,0M)∗ with Hom(T 1,0M, (T 1,0M)∗) in the tau-
tological fashion) is an isomorphism, see [21]. In local complex coordinates (z1, . . . , zn) on
M , a holomorphic metric g appears as g =
∑
j,k
gjkdz
jdzk, where det(gjk) 6= 0, and for ev-
ery j, k, l = 1, . . . , n we have ∂gjk/∂z
l = 0 and gjk = gkj . For instance, g =
n∑
i=1
(dzi)2
defines a holomorphic Riemannian metric on Cn, called the holomorphic euclidean metric.
Also, if G is a n-dimensional complex Lie group, and {Za}, a = 1, . . . , n is a basis of its
holomorphic Lie algebra, then using local complex coordinates (z1, . . . , zn) on G, we can
write Za = χ
j
a(z)(∂/∂z
j) where rank(χja)n×n = n and χ
j
a(z) are holomorphic functions on
2
G. Then, a holomorphic Riemannian metric on G can be defined by seting gjk = δabχ
a
jχ
b
k,
where (χaj (z)) = (χ
j
a(z))
−1. Moreover, if G is semi-simple and Ccab are complex constant of
structure of G, that is [Za, Zb] = C
c
abZc, then the matrix of complex Cartan-Killing elements
Cab = C
c
adC
d
cb of G is invertible, and a new holomorphic Riemannian metric on G can be
defined by setting gjk = Cabχ
a
jχ
b
k.
Such a holomorphic Riemannian metric g defines a holomorphic metric volume form ωg, see
[21], as a global holomorphic n-form on M such that
ωg(E1, . . . , En) = ±1,
where {E1, . . . , En} is an orthonormal holomorphic frame on (M, g), that is g(Ej , Ek) = δjk,
j, k = 1, . . . , n. If (M, g) admits such a volume element, it admits precisely two of them.
According to [33], such a form can be used in the definition of the holomorphic divergence with
respect to ω, that is a map divω : XO(M)→ O(M) given by
divω(Z)ω = LZω (1.1)
where LZ is the Lie derivative with respect to Z ∈ XO(M).
For instance if {Zk}, k = 1, . . . , n is any basis of left invariant holomorphic vector fields of a
n-dimensional complex Lie group G, and if Z =
n∑
k=1
ZkZk is any holomorphic vector field on G,
then divω(Z) =
n∑
k=1
Zk(Z
k).
Taking into account L[Z,W ] = [LZ ,LW ] it follows that
divω([Z,W ]) = Z(divω(W ))−W (divω(Z)), ∀Z,W ∈ XO(M). (1.2)
Moreover, using the Cartan’s formula LZ = ∂ ◦ ıZ + ıZ ◦ ∂ (where d = ∂ + ∂ is the usual decom-
position of the exterior derivative and ıZ is the interior product with respect to a holomorphic
vector field Z), we obtain
divω(Z)ω = ∂(ıZω), (1.3)
and, it is easy to see that
divω(f · Z) = Zf + fdivω(Z) (1.4)
for every holomorphic function f ∈ O(M) and every holomorphic vector field Z ∈ XO(M). Also,
for our next considerations it is natural to consider the set of holomorphic first integrals of a
holomorphic vector field Z, that is I1O(Z) = {f ∈ O(M) |Zf = 0}, see [33].
2 Holomorphic last multipliers for holomorphic vector fields
In this section we describe the general approach of holomorphic last multipliers for holomorphic
vector fields with respect to a holomorphic volume form as well as their general properties. Also,
we consider the case of gradient vector fields on holomorphic Riemannian manifolds and some
methods to obtain inverse holomorphic multipliers on complex manifolds.
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2.1 Basic definitions and results on holomorphic last multipliers
Assume that the complex manifold M is endowed with a holomorphic volume form ω ∈ ΩnO(M).
Let Z =
n∑
i=1
Zi(z)(∂/∂zi) ∈ XO(M) be a holomorphic vector field on M written in local complex
coordinates (z1, . . . , zn) on M , θ = ıZω ∈ Ω
n−1
O (M) and
dzk
dt
= Zk(z1(t), . . . , zn(t)), 1 ≤ k ≤ n , t ∈ R (2.1)
a complex ODE system on M defined by the holomorphic vector field Z.
Then, in relation with the classical definition of a last multiplier function for a vector field on
smooth manifolds, we consider the following.
Definition 2.1. A holomorphic function α ∈ O(M) is called a holomorphic last multiplier of the
complex ODE system generated by Z (or holomorphic last multiplier for Z ∈ XO(M)) if
∂(αθ) := ∂α ∧ θ + α · ∂θ = 0. (2.2)
The above definition of holomorphic last multipliers on complex manifolds has the following
characterizations in terms of some cohomological operators.
If the (n − 1)-th holomorphic de Rham cohomology group of M vanishes, then α ∈ O(M)
is a holomorphic last multiplier for Z ∈ XO(M) if and only if there is η ∈ Ω
n−2
O (M) such that
αθ = ∂η.
Also, let us consider the holomorphic version of Marsden differential, which is defined as follows:
for a holomorphic function f ∈ O(M) we consider the operator ∂f : Ω•O(M)→ Ω
•+1
O (M) given by
∂fϕ = (1/f)∂(fϕ). Then α ∈ O(M) is a holomorphic last multiplier for Z ∈ XO(M) if and only
if θ is ∂α-closed.
Moreover, another characterization of the holomorphic last multipliers on complex manifolds
can be given using the cohomology attached to a function introduced in [24, 25] as follows: if
f ∈ O(M) and k ∈ Z, then we can define the linear operator ∂
(k)
f : Ω
p
O(M)→ Ω
p+1
O (M) by
∂
(k)
f ϕ = f∂ϕ− (p− k)∂f ∧ ϕ , ∀ϕ ∈ Ω
p
O(M). (2.3)
It is easy to see that ∂
(k)
f ◦ ∂
(k)
f = 0, and we denote by H
•
f,k(M) the cohomology of the differential
complex (Ω•O(M), ∂
(k)
f ), which is called the holomorphic cohomology groups of M attached to the
function f and to the integer k. This cohomology was considered for the first time in [24] in the
context of Poisson geometry, and more generally, Nambu-Poisson geometry.
Using (2.2) and (2.4) we obtain
Proposition 2.1. A holomorphic function α ∈ O(M) is a holomorphic last multiplier for Z ∈
XO(M) if and only if θ is ∂
(n)
α -closed.
Moreover, if we take M = Cn, then in [24, 25] it is shown that Hn−1f,n (C
n) = 0. Thus, if we
consider ω = dz1 ∧ . . . ∧ dzn the standard volume form on Cn we have
Proposition 2.2. A holomorphic function α ∈ O(Cn) is a holomorphic last multiplier for Z ∈
XO(C
n) if and only if there exists η ∈ Ωn−2O (C
n) such that θ = ∂
(n)
α η.
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Now, for every α ∈ O(M) we have ∂α ∧ ω = 0. Then, for every Z ∈ XO(M) it results
0 = ıZ(∂α ∧ ω) = (ıZ∂α) · ω − ∂α ∧ (ıZω),
or equivalently,
Z(α) · ω = ∂α ∧ (ıZω) = ∂α ∧ θ.
Thus, using (1.3) and (2.2) we obtain
Proposition 2.3. A holomorphic function α ∈ O(M) is a holomorphic last multiplier for Z ∈
XO(M) if and only if
Z(α) + α · divω(Z) = 0. (2.4)
Example 2.1. Let us consider an n-dimensional complex manifold M endowed with a holomor-
phic volume form ω and let Z ∈ XO(M) be a holomorphic polynomial vector field on M . We
recall that a holomorphic polynomial function f ∈ O(M) is called a Darboux polynomial for Z if
there is g ∈ O(M) such that Z(f) = g · f , see [18]. The holomorphic function g is said to be the
cofactor corresponding to such holomorphic Darboux polynomial. Now, if f1, . . . , fp are holomor-
phic Darboux polynomials for Z with corresponding holomorphic cofactors gk, k = 1, . . . , p, then
one can look for a holomorphic last multiplier for Z of the form
α =
p∏
k=1
fmkk , mk ∈ C.
Then, we have
Z(α)
α
=
p∑
k=1
mk
Z(fk)
fk
=
p∑
k=1
mkgk,
and therefore, if the complex constants mk can be chosen such that
p∑
k=1
mkgk = −divω(Z), then,
according to (2.4), α is a holomorphic last multiplier for Z.
Let us make some remarks concerning the importance of the relation (2.4).
(i) By (2.4), we see that a function f ∈ O(M) is last multiplier for the divergenceless holomor-
phic vector field Z if and only if α ∈ I1O(Z). The importance of this result is shown by the
fact that three remarkable classes of divergence-free vector fields are provided by: Killing
vector fields in Riemannian geometry, Hamiltonian vector fields in symplectic geometry and
Reeb vector fields in contact geometry. Also, there are many equations of mathematical
physics corresponding to the vector fields without divergence.
(ii) If Z ∈ XO(M) is not divergenceless, then we have the following relation between the holo-
morphic first integrals and the holomorphic last multipliers. Namely, from properties of Lie
derivative, the ratio of two holomorphic last multipliers is a holomorphic first integral and
conversely, the product between a holomorphic first integral and a holomorphic last multi-
plier is a holomorphic last multiplier. So, since I1O(Z) is a subalgebra in O(M) it results
that the set of holomorphic last multipliers for Z is a I1O(Z)-module.
(iii) The relations (1.4) and (2.4) say that α ∈ O(M) is a holomorphic last multiplier for Z ∈
XO(M) if and only if divω(αZ) = 0. Thus, the set of holomorphic last multipliers is a
”measure of how far away” Z is from being divergenceless.
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(iv) To every holomorphic vector field Z on M we can associate an adjoint Z∗, acting on O(M)
by Z∗(f) = −Z(f)− fdivω(Z). Then, the set of holomorphic last multipliers of Z coincides
with I1O(Z
∗).
Proposition 2.4. Let α ∈ O(M). The set of holomorphic vector fields for which α is a holomor-
phic last multiplier is a holomorphic Lie subalgebra in XO(M).
Proof. Let Z,W ∈ XO(M) such that α is a holomorphic last multiplier for both of them. Using
(1.2) and (2.4) we have
[Z,W ](α) + αdivω([Z,W ]) = Z(W (α)) + αZ(divω(W ))−W (Z(α)) − αW (divω(Z))
= Z(W (α)) − αZ (W (α)/α)−W (Z(α)) + αW (Z(α)/α)
= 0.
Now, we search for a holomorphic last multiplier for Z ∈ XO(M) of divergence type, that is
α = divω(W ) for some W ∈ XO(M). Using (2.4) it results
Z(divω(W )) + divω(W ) · divω(Z) = 0. (2.5)
Multiplying (2.5) by ω we have
LZ(divω(W )) · ω + divω(W ) · LZω = 0,
or equivalently
LZ(divω(W ) · ω) = LZLWω = 0.
Thus, we have
Proposition 2.5. If W ∈ XO(M) satisfies LZLWω = 0 then α = divω(W ) is a holomorphic last
multiplier for Z ∈ XO(M).
Although the study of holomorphic last multipliers on complex manifolds seems to be identi-
cally with the study of real last multipliers on smooth manifolds, in the end of this subsection we
present briefly our motivation for their study, and how a holomorphic last multiplier defines a real
last multiplier for the associated real ODE system.
Starting from the equivalence between a holomorphic ODE dz/dt = F (z) and a real ODE
system dx/dt = U(x, y) , dy/dt = V (x, y), where z = x + iy and F (z) = U(x, y) + iV (x, y) is a
holomorphic function, the holomorphic ODE system (2.1) is equivalent with the real ODE system
dxk
dt
= Xk(x1(t), . . . , xn(t), y1(t), . . . , yn(t))
dyk
dt = Y
k(x1(t), . . . , xn(t), y1(t), . . . , yn(t))
, t ∈ R (2.6)
where zk(t) = xk(t) + iyk(t), k = 1, . . . , n and Zk(z) = Xk(x, y) + iY k(x, y). The above real
ODE system is canonically associated with the real vector field ZR = 2ReZ = Z + Z, where
overlines denotes the complex conjugation. Another canonically associated real vector field with
Z is WR = 2ImZ = −i(Z − Z).
Now, if ω ∈ ΩnO(M) is a holomorphic volume form on the n-dimensional complex manifold M ,
then it is well know that ωR = ω ∧ω ∈ Ω
2n(M) is a total real volume form on the underlying real
manifold M , and we are interested if a holomorphic last multiplier for the holomorphic vector fied
Z defines a real last multiplier for the real vector field ZR or WR and conversely. In fact, we have
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Theorem 2.1. A holomorphic function α ∈ O(M) is a holomorphic last multiplier for the holo-
morphic vector field Z ∈ XO(M) if and only if |α|
2 ∈ C∞(M ;R) is a real last multiplier for both
associated real vector fields ZR and WR.
Proof. Firstly, by direct computation we have
θR = ıZRωR = ıZ(ω ∧ ω) + ıZ(ω ∧ ω) = θ ∧ ω + (−1)
nω ∧ θ.
Now, according to the study of real last multipliers on smooth manifolds (see [9, 10]), |α|2 is a
real last multiplier for the real vector field ZR if d(|α|
2θR) = 0. By direct computation we have
d(|α|2θR) = (∂ + ∂)(αα) ∧ θR + αα(∂ + ∂)θR
= (α∂α+ α∂α) ∧ (θ ∧ ω + (−1)nω ∧ θ) + αα(∂θ ∧ ω + ω ∧ ∂ θ)
= α∂α ∧ θ ∧ ω + αα∂θ ∧ ω + αω ∧ ∂α ∧ θ + ααω ∧ ∂ θ.
But, ∂θ = divω(Z)ω and ∂α ∧ θ = Z(α)ω. Then, we have
d(|α|2θR) =
[
α(Z(α) + αdivω(Z)) + α(Z(α) + αdivω(Z))
]
ω ∧ ω.
Thus, according with (2.4), if α is a holomorphic last multiplier for the holomorphic vector field
Z then d(|α|2θR) = 0, that is |α|
2 is a real last multiplier for ZR.
Now, if we put ηR = ıWRωR, we obtain
ηR = −i
[
θ ∧ ω − (−1)nω ∧ θ
]
,
and a similar computation as above yields
d(|α|2ηR) = −i
[
α(Z(α) + αdivω(Z))− α(Z(α) + αdivω(Z))
]
ω ∧ ω.
The above relation implies according with (2.4) that if α is holomorphic last multiplier for Z then
|α|2 is a real last multiplier for WR.
Conversely, from the above computations, we have that if |α|2 is a real last multiplier for both
real vector fields ZR and WR then
Re [α(Z(α) + αdivω(Z))] = 0 and Im [α(Z(α) + αdivω(Z))] = 0, (2.7)
that is α(Z(α) + αdivω(Z)) = 0. Since α 6= 0, this is just (2.4) and the proof is finished.
2.2 Holomorphic last multipliers for gradient vector fields on holomor-
phic Riemannian manifolds
In this subsection we study holomorphic last multipliers for holomorphic gradient vector fields of
a complex manifold M endowed with a holomorphic Riemannian metric g.
If f ∈ O(M) then, as usual, we define the holomorphic gradient vector field of f by
g(W, gradf) =W (f), ∀Z ∈ XO(M), (2.8)
and the Laplace operator for f ∈ O(M) by
∆f = (divωg ◦ grad)f. (2.9)
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Now, if α ∈ O(M) is a holomorphic last multiplier for Z = gradf , the relation (2.4) becomes
g(gradf, gradα) + α∆f = 0. (2.10)
Using a straightforward computation in local complex coordinates on M , the following relation
(similar to the smooth case) also holds for holomorphic Riemannian manifolds
g(gradf, gradα) =
1
2
(∆(fα)− f∆α− α∆f). (2.11)
Hence, we obtain
∆(fα) + α∆f = f∆α. (2.12)
The last equation leads to
Proposition 2.6. Let (M, g) be a holomorphic Riemannian manifold and f, α ∈ O(M) such that
f is a holomorphic last multiplier for gradα and α is a holomorphic last multiplier for gradf .
Then fα is a holomorphic harmonic function on (M, g).
Corollary 2.1. Let (M, g) be a holomorphic Riemannian manifold and α ∈ O(M). Then α is a
holomorphic last multiplier for Z = gradα if and only if α2 is a holomorphic harmonic function
on (M, g).
Corollary 2.2. Let (M, g) be a holomorphic Riemannian manifold and α ∈ O(M). Then α2 is
a holomorphic harmonic function on (M, g) if and only if
α∆α+ g(gradα, gradα) = 0.
According to [21], if g is replaced with g˜ = f · g, where f is a non-vanishing holomorphic
function on M , then ωg˜ = f
n
2 ωg is also a holomorphic volume form on (M, g˜). Then, using (1.1),
by direct computation we get
divωg˜ (Z) = divωg (Z) +
n
2
Z(log f). (2.13)
Thus, from (2.4) and (2.13) we obtain
Proposition 2.7. Let (M, g) be a holomorphic Riemannian manifold. The holomorphic last
multipliers for Z ∈ XO(M) with respect to g coincide with the holomorphic last multipliers for
Z ∈ XO(M) with respect to g˜ = f · g if and only if log f ∈ I
1
O(Z).
Now, using Theorem 2.1, we can relate the holomorphic last multipliers of a holomorphic vector
field of gradient type associated with a holomorphic Riemannian metric with real last multipliers
of two vector fields of gradient type associated with anti-Ka¨hlerian metrics defined by real and
imaginary parts of the holomorphic Riemannian metric.
According to [5, 31], there is an one-to-one correspondence between holomorphic Riemannian
metrics on the complex manifold M and anti-Ka¨hlerian metrics on the underlying real manifold
(M,J). More exactly, if we consider the local complex coordinates (z1 = x1 + ixn+1, . . . , zn =
xn + ix2n) in a local chart of M and g = (gij)n×n is a holomorphic Riemannian metric on the
complex manifold M , then
gij =
1
2
(hij − ikij) , gij = g
(
∂
∂zi
,
∂
∂zj
)
, hij = h
(
∂
∂xi
,
∂
∂xj
)
, kij = hin+j = h
(
∂
∂xi
,
∂
∂xn+j
)
,
(2.14)
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where
∂
∂zj
=
1
2
(
∂
∂xj
− i
∂
∂xn+j
)
,
∂
∂zj
=
1
2
(
∂
∂xj
+ i
∂
∂xn+j
)
.
Here the real part h is an anti-Ka¨hlerian metric on (M,J) and the imaginary part k is the
associated anti-Ka¨hlerian twin metric defined by k(X,Y ) = h(JX, Y ) = h(X, JY ). Also, the
following relations hold:
hij = −hn+in+j = 2Re gij = gij + gij , hn+ij = hin+j = −2Im gij = i(gij − gij) , (2.15)
kij = hin+j = −2Im gij = i(gij − gij) , kn+ij = kin+j = 2Re gij = gij + gij . (2.16)
Moreover, if (h· ·)2n×2n and (k
· ·)2n×2n denotes the inverse matrices of (h· ·)2n×2n and (k· ·)2n×2n,
respectively, then it is easy to see that
hij = −hn+in+j = Re gij , hn+ij = hin+j = Im gij (2.17)
and
kij = −kn+in+j = Im gij , kn+ij = kin+j = −Re gij . (2.18)
Let us denote by gradhu and gradku the gradient vector fields of a smooth function u with respect
to real metrics h and k, respectively. We have
Theorem 2.2. Let f ∈ O(M). Then α is a holomorphic last multiplier for gradg (log f) if and
only if |α|2 is a real last multiplier for both vector fields (1/|f |2)gradh|f |
2 and (1/|f |2)gradk|f |
2.
Proof. With respect to the complex coordinates (z1, . . . , zn) on M the local form of the holomor-
phic gradient vector field gradg(log f) (corresponding to the holomorphic Riemannian metric g)
is
gradg(log f) =
1
f
n∑
i,j=1
gij
∂f
∂zi
∂
∂zj
(2.19)
and with respect to real coordinates (x1, . . . , x2n) the local form of the gradient vector field
gradh(|f |
2) (corresponding to the real metric h) is
gradh|f |
2 =
n∑
i,j=1
hij
∂|f |2
∂xi
∂
∂xj
+
n∑
i,j=1
hin+j
∂|f |2
∂xi
∂
∂xn+j
(2.20)
+
n∑
i,j=1
hn+ij
∂|f |2
∂xn+i
∂
∂xj
+
n∑
i,j=1
hn+in+j
∂|f |2
∂xn+i
∂
∂xn+j
,
and the local form of the gradient vector field gradk(|f |
2) (corresponding to the real metric k) is
gradk|f |
2 =
n∑
i,j=1
kij
∂|f |2
∂xi
∂
∂xj
+
n∑
i,j=1
kin+j
∂|f |2
∂xi
∂
∂xn+j
(2.21)
+
n∑
i,j=1
kn+ij
∂|f |2
∂xn+i
∂
∂xj
+
n∑
i,j=1
kn+in+j
∂|f |2
∂xn+i
∂
∂xn+j
.
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Then, using (2.17), (2.18) and
∂
∂xk
=
∂
∂zk
+
∂
∂zk
,
∂
∂xn+k
= i
(
∂
∂zk
−
∂
∂zk
)
,
a straightforward computation in the realations (2.20) and (2.21) yields
1
|f |2
gradh|f |
2 = gradg(log f) + gradg(log f) (2.22)
and
1
|f |2
gradk|f |
2 = −i
[
gradg(log f)− gradg(log f)
]
. (2.23)
Then the proof follows by Theorem 2.1.
2.3 Inverse holomorphic multipliers
The relation (2.4) says that if 0 6= β ∈ O(M) satisfies the equation
LZβ := Z(β) = (divω(Z)) · β, (2.24)
then 1/β is a holomorphic last multiplier for Z. Hence, β ∈ O(M) which satisfies (2.24) will be
called an inverse holomorphic multiplier for Z.
Let us recall that a holomorphic vector field S ∈ XO(M) is said to be a symmetry of Z ∈ XO(M)
if there exists λ ∈ O(M) such that LZS := [Z, S] = λZ. Consequently, if we consider n − 1
symmetries S1, . . . , Sn−1 of Z, and we define β = ıSn−1 . . . ıS1θ, then β is an inverse holomorphic
multiplier for Z. This can be proved using the symmetry condition. Indeed
LZβ = LZ ıSn−1 . . . ıS1θ =
(
ı[Z,Sn−1] + ıSn−1LZ
)
ıSn−2 . . . ıS1θ.
The first term in the above expression vanishes, and recursively, it follows LZβ = β · divω(Z).
Another characterization of inverse holomorphic multiplier for Z ∈ XO(M) can be given in the
following theorem which is a holomorphic version of Theorem 10 from [2].
Theorem 2.3. Let M be a n-dimensional complex manifold endowed with a holomorphic volume
form ω and Z ∈ XO(M). If there exists a holomorphic frame field {Z1, . . . , Zn} of XO(M) such
that
[Z,Zi] =
n∑
k=1
fki Zk, (2.25)
where fki ∈ O(M), i, k = 1, . . . , n satisfies Tr(f
k
i ) :=
n∑
k=1
fkk = 0, then β = ω(Z1, . . . , Zn) is an
inverse holomorphic multiplier for Z.
Proof. It follows by direct computation involving the formula of Lie derivative and (1.1).
Also, we have
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Corollary 2.3. Let M be an n-dimensional complex manifold endowed with a holomorphic volume
form ω and {Z1, . . . , Zn} a holomorphic frame field of XO(M) such that [Zi, Zj] =
n∑
k=1
fkijZk, where
fkij ∈ O(M). If there exist gk ∈ O(M), k = 1, . . . , n such that
n∑
k=1
(
n∑
i=1
gif
k
ik − Zk(gk)
)
= 0, (2.26)
then β = ω(Z1, . . . , Zn) is an inverse holomorphic multiplier for Z =
n∑
k=1
gkZk.
Proof. By direct computation, we get
[Z,Zj ] =
n∑
k=1
(
n∑
i=1
gif
k
ij − Zj(gk)
)
Zk
and then the result follows from Theorem 2.3.
Example 2.2. Let us consider the standard holomorphic volume form ω = dz1 ∧ dz2 ∧ dz3 on C3
and the holomorphic vector field Z =
3∑
i=1
Zi(∂/∂zi) on C3, where
Zi =
3∑
j=1
aijz
izj , aij ∈ C, i = 1, 2, 3. (2.27)
Using Theorem 2.3, we describe a method to obtain an inverse holomorphic multiplier for the
holomorphic vector field Z. We choose three holomorphic vector fields on C3 given by Zi =
(zi)ci(∂/∂zi), i = 1, 2, 3, where ci ∈ C. By direct computation, we obtain [Z,Zi] =
3∑
k=1
fki Zk,
where fki (z) = 0 for i 6= k, and
f ii (z) = (ci − 1)
3∑
j=1
aijz
j − aiiz
i, i = 1, 2, 3.
Similar computations as in [2] imply that
3∑
i=1
f ii (z) = 0 if
ci = 1 +
∆i
∆
, i = 1, 2, 3
where ∆ = det(aij) and
∆1 = det
 a11 a21 a31a22 a22 a32
a33 a23 a33
 , ∆2 = det
 a11 a11 a31a12 a22 a32
a13 a33 a33
 , ∆3 = det
 a11 a21 a11a12 a22 a22
a13 a23 a33
 .
Then, the holomorphic function β = ω(Z1, Z2, Z3) = (z
1)c1(z2)c2(z3)c3 is an inverse holomorphic
multiplier for Z.
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As an application of Theorem 2.1 we obtain that
1
|β|2
=
1
|(z1)c1(z2)c2(z3)c3 |2
is an Jacobi integrating factor for the following six dimensional real ODE system
dxi
dt
=
3∑
j=1
[
pij(x
ixj − yiyj)− qij(x
iyj + yixj)
]
dyi
dt
=
3∑
j=1
[
pij(x
iyj + yixj) + qij(x
ixj − yiyj)]
] , i = 1, 2, 3, (2.28)
where pij = Reaij and qij = Im aij .
We end our discussion concerning inverse holomorphic multipliers on complex manifolds with
the following proposition.
Proposition 2.8. Let (Mi, ωi), i = 1, 2 be two complex manifolds of complex dimensions n1
and n2, respectively, endowed with the holomorphic volume forms ω1 and ω2, respectively. Then
M :=M1×M2 is a (n1+n2)-dimensional complex manifold endowed with the holomorphic volume
form ω := ω1 ∧ ω2. If β1 ∈ O(M1) is an inverse holomorphic multiplier for Z1 ∈ XO(M1) and
β2 ∈ O(M2) is an inverse holomorphic multiplier for Z2 ∈ XO(M2) then β := β1 · β2 ∈ O(M) is
an inverse holomorphic multiplier for Z = Z1 + Z2 ∈ XO(M).
Proof. According to our hypothesis, and using (2.24), we have
Z(β) = β2 · Z1(β1) + β1 · Z2(β2)
= β2 · β1 · divω1(Z1) + β1 · β2 · divω2(Z2).
On the other hand, we have
β · divω(Z)ω = β (LZ1ω1 ∧ ω2 + ω1 ∧ LZ2ω2)
= β(divω1(Z1) + divω2(Z2))ω
which end the proof.
3 Holomorphic last multipliers on holomorphic Poisson man-
ifolds
In this section, we consider the study of holomorphic last multipliers in the framework of holomor-
phic Poisson manifolds. The particular class of holomorphic Hamiltonian vector fields associated
with holomorphic Poisson structures with a special view towards the unimodular case and some
examples are considered. Also, we relate the holomorphic last multipliers for holomorphic Hamil-
tonian vector fields with real last multipliers for Hamiltonian vector fields associated to natural
real Poisson structures on the underlying real manifold. Next, we extend holomorphic last mul-
tipliers from holomorphic vector fields to holomorphic multivectors and we study carefully the
Poisson bivector as a remarkable example. Also, some examples are considered to ilustrate our
theory.
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3.1 Holomorphic Poisson structures
Holomorphic Poisson structures appear naturally in many places, [1, 15]. For instance, any semi-
simple complex Lie group admits a natural Poisson group structure, which is holomorphic. Its
dual is also a holomorphic Poisson group. Indeed, one of the simplest types of examples of
holomorphic Poisson manifolds are the Lie-Poisson structures on the dual of complex Lie algebras.
We notice that a study of holomorphic Poisson structures on complex manifolds was initiated in
[29]. Here, following [19, 20, 32] we briefly recall some basic notions concerning these structures.
A holomorphic Poisson manifold is a complex manifold M whose sheaf of holomorphic functions
O(M) is a sheaf of Poisson algebras. By a sheaf of Poisson algebras overM we mean that, for each
open subset U ⊂ M , the ring O(U) is endowed with a Poisson bracket such that all restriction
maps O(U)→ O(V ) (for arbitrary open subsets V ⊂ U ⊂M) are morphisms of Poisson algebras.
Moreover, given an open subset U ⊂M , an open covering {Ui}, i ∈ I of U , and a pair of functions
f, g ∈ O(U), the local data {f |Ui , g|Ui}, i ∈ I glue up and give {f |U , g|U} if they coincide on the
overlaps Ui ∩Uj . On a given complex manifold M , holomorphic Poisson structures are in one-to-
one correspondence with sections P ∈ Γ
(∧2
T 1,0M
)
such that ∂P = 0 and [P, P ] = 0. Here [·, ·]
is the Schouten-Nijenhuis-Poisson bracket (for holomorphic tensor fields, see for instance [17]).
The Poisson bracket on functions and bivector field are related by the formula P (∂f, ∂g) = {f, g},
where f, g ∈ O(M). Also, for f ∈ O(M) the operator Zf : O(M) → O(M) : g 7→ Zfg = {f, g}
defines a derivation on O(M), i.e., it is a holomorphic vector field on M , called the holomorphic
Hamiltonian vector field of f , and satisfies Zf = ı∂fP , see for instance [6].
Let (M,P ) be a holomorphic Poisson manifold and Zf the holomorphic Hamiltonian vector
field for f ∈ O(M). Assume that M admits a holomorphic volume form ω. Then the operator
Zω : f ∈ O(M) 7→ divω(Zf ) ∈ O(M)
is a derivation on O(M), i.e., it is a holomorphic vector field onM , called the holomorphic modular
vector field of (M,P, ω).
Let us denote by VpO(M) the space of holomorphic p-vector fields on M , i.e., skew symmetric
contravariant holomorphic tensor fields of type (p, 0) onM . The Lichnerowicz-Poisson coboundary
operator on a holomorphic Poisson manifold (M,P ) is defined by
σ := [P, ·] : VpO(M)→ V
p+1
O (M)
where [·, ·] is the Schouten-Nijenhuis bracket, and the holomorphic Lichnerowicz-Poisson cohomol-
ogy (HLP) of (M,P ) is defined as the cohomology of the complex (V•O(M), σ), see for instance [7].
Then, for a holomorphic modular vector field one has σ(Zω) = 0, so it defines an 1-dimensional
HLP-cohomology class [Zω] ∈ H
1
O,LP (M,P ). It is easy to see that this class does not depend on
the holomorphic volume form ω. It is called the holomorphic modular class of the holomorphic
Poisson manifold (M,P ).
The holomorphic Poisson manifold (M,P, ω) is called unimodular, see [32], if Zω is the holo-
morphic Hamiltonian vector field Zh of a given h ∈ O(M).
3.2 Last multipliers for holomorphic Hamiltonian vector fields
In what follows, we consider (M,P, ω) a holomorphic Poisson manifold endowed with a holomor-
phic volume form ω. If α ∈ O(M) is a holomorphic last multiplier for the holomorphic Hamiltonian
vector field Zf , then from (2.4) it results
0 = Zf (α) + αZω(f) = −Zα(f) + αZω(f)
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which leads to
Proposition 3.1. Let f ∈ O(M). Then α ∈ O(M) is a holomorphic last multiplier for the
holomorphic Hamiltonian vector field Zf if and only if f ∈ I
1
O(αZω − Zα), where Zα is the
holomorphic Hamiltonian vector field of α. In the case when (M,P, ω) is unimodular, then α is a
holomorphic last multiplier for Zf if and only if α{h, f} = {α, f}.
Taking into account that f ∈ I1O(Zf ) we get
Corollary 3.1. Let f ∈ O(M). Then f is a holomorphic last multiplier for Zf if and only if
f ∈ I1O(Zω). In the unimodular case, f is a holomorphic last multiplier for Zf if and only if
{h, f} = 0.
The Jacobi and Leibnitz formulas of the holomorphic Poisson bracket {·, ·} imply
Proposition 3.2. Let (M,P, ω) be an unimodular holomorphic Poisson manifold. Then the set
of all holomorphic last multipliers for the holomorphic Hamiltonian vector field Zf of f ∈ O(M)
is a Poisson subalgebra of (O(M), {·, ·}).
Another consequence of the Proposition 3.1 is
Corollary 3.2. If α ∈ O(M) is a holomorphic last multiplier for the holomorphic Hamiltonian
vector fields Zf and Zg of f, g ∈ O(M) then α is a holomorphic last multiplier for Zfg. Then, if
α is a holomorphic last multiplier for Zf then α is a holomorphic last multiplier for Zfr , r ∈ N
∗.
Let (z1, . . . , zn) be a local coordinates system on M such that ω = dz1 ∧ . . . ∧ dzn and the
holomorphic Poisson bivector of (M, {·, ·}) is
P =
n∑
i<j
P ij
∂
∂zi
∧
∂
∂zj
.
If we denote P i =
n∑
j=1
(∂P ij/∂zj), then a standard computation similar to the smooth case,
see for instance Ch. 2.6 in [14], yields
Zω =
n∑
i=1
P i
∂
∂zi
. (3.1)
Then Proposition 3.1 and Corollary 3.1 have the following local form.
Proposition 3.3. Let f ∈ O(M). Then α ∈ O(M) is a holomorphic last multiplier for the
holomorphic Hamiltonian vector field Zf of f if and only if
α
n∑
i=1
P i
∂f
∂zi
= {α, f} =
n∑
i<j
P ij
∂α
∂zi
∂f
∂zj
, (3.2)
and f is a holomorphic last multiplier for Zf if and only if
n∑
i=1
P i
∂f
∂zi
= 0. (3.3)
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Example 3.1. LetM be a 2-dimensional complex manifold with local complex coordinates (z1, z2)
in a local complex chart ofM and with a holomorphic volume form ω = dz1∧dz2. Then, according
to [32], all holomorphic bivector fields P = f(z1, z2)(∂/∂z1) ∧ (∂/∂z2) ∈ V2O(M) are automat-
ically Poisson tensors. Now, if α ∈ O(M) is a holomorphic last multiplier for the holomorphic
Hamiltonian vector field Zα of α, then the equation (3.3) reads as
∂f
∂z1
∂α
∂z2
−
∂f
∂z2
∂α
∂z1
= 0
with the obvious solution α = φ(f), with φ ∈ C1(C). Thus, f is a holomorphic last multiplier for
its holomorphic Hamltonian vector field Zf .
Example 3.2. Holomorphic linear Poisson structure on Cn. Following Example 1.3 in [29]
(see also Example 3.6 in [7]) we consider the complex manifold Cn, global complex coordinates
(z1, . . . , zn), ω = dz1∧ . . .∧dzn and the holomorphic bivector field P on Cn with the local compo-
nents P jk holomorphic functions defined by P jk(z) =
n∑
l=1
cjkl z
l, where cjkl are complex constants
satisfying
n∑
l=1
(cijl c
lk
h + c
jk
l c
li
h + c
ki
l c
lj
h ) = 0 and c
jk
l + c
kj
l = 0. Then, P defines a holomorphic
Poisson structure on Cn called a linear structure (or holomorphic Lie-Poisson structure). Hence,
in this case P i =
n∑
j=1
cijj , and (3.3) says that f ∈ O(C
n) is a holomorphic last multiplier for the
holomorphic Hamiltonian vector field Zf if and only if
n∑
i,j=1
cijj
∂f
∂zi
= 0, (3.4)
with the general solution
f = φ
 n∑
j=1
(c2jj z
1 − c1jj z
2),
n∑
j=1
(c3jj z
1 − c1jj z
3), . . . ,
n∑
j=1
(cnjj z
1 − c1jj z
n)
 ,
where φ ∈ C1(Cn−1).
Example 3.3. Take C3, with global complex coordinates (z1, z2, z3) and ω = dz1 ∧ dz2 ∧ dz3.
Then it is easy to see that
{z1, z3} = z1z3 − 2z2 , {z3, z2} = z3z2 − 2z1 , {z2, z1} = z2z1 − 2z3 (3.5)
defines a Poisson bracket on C3, and then P ij = {zi, zj} are the local components of a holomorphic
Poisson bivector P on C3. By direct computation we obtain P i = 0 for every i = 1, 2, 3, so that
the equation (3.3) is satisfied for every holomorphic function f on C3. Thus, on the holomorphic
Poisson manifold (C3, P ), every f ∈ O(C3) is a holomorphic last multiplier for its holomorphic
Hamiltonian vector field Zf .
In what follows in this subsection we are interested how we can relate the holomorphic last
multipliers for holomorphic Hamiltonian vector fields on holomorphic Poisson manifolds with
some real last multipliers for real Hamiltonian vector fields corresponding to natural real Poisson
structures on the underlying real manifold.
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According to [20] if (z1 = x1 + ixn+1, . . . , zn = xn + ix2n) are local complex coordinates in
a local chart on the n-dimensional complex manifold M endowed with the holomorphic Poisson
structure P which is defined locally by the bracket {zi, zj} = P ij , then the real and imaginary
parts of P = PR + iPI define on the underlying real manifold two real Poisson structures by
{xi, xj}R =
1
4
Re {zi, zj} , {xi, xn+j}R =
1
4
Im {zi, zj} , {xn+i, xn+j}R = −
1
4
Re {zi, zj} (3.6)
and
{xi, xj}I =
1
4
Im {zi, zj} , {xi, xn+j} = −
1
4
Re {zi, zj} , {xn+i, xn+j} = −
1
4
Im {zi, zj}. (3.7)
Let us denote by ZRu and Z
I
u, respectively the real Hamiltonian vector fields of a smooth function
u on M with respect to the real Poisson structures PR and PI, respectively. We have
Theorem 3.1. Let f ∈ O(M). Then α ∈ O(M) is a holomorphic last multiplier for the Hamil-
tonian vector field Zlog f if and only if |α|
2 is a real last multiplier for both real vector felds
(1/|f |2)ZR|f |2 and (1/|f |
2)ZI|f |2 .
Proof. With respect to the complex coordinates (z1, . . . , zn) on M the local form of the holomor-
phic Hamiltonian vector field Zlog f (corresponding to holomorphic Poisson structure P ) is
Zlog f =
1
f
n∑
i,j=1
P ij
∂f
∂zi
∂
∂zj
(3.8)
and with respect to real coordinates (x1, . . . , x2n) the local form of the Hamiltonian vector field
ZR|f |2 (corresponding to real Poisson structure PR) is
ZR|f |2 =
n∑
i,j=1
P ij
R
∂|f |2
∂xi
∂
∂xj
+
n∑
i,j=1
P in+j
R
∂|f |2
∂xi
∂
∂xn+j
(3.9)
+
n∑
i,j=1
Pn+ij
R
∂|f |2
∂xn+i
∂
∂xj
+
n∑
i,j=1
Pn+in+j
R
∂|f |2
∂xn+i
∂
∂xn+j
,
where P ij
R
= {xi, xj}R, P
in+j
R
= {xi, xn+j}R, P
n+ij
R
= −P jn+i
R
and Pn+in+j
R
= −P ij
R
, respectively.
Taking into account that
P ij
R
=
1
4
ReP ij =
P ij + P ij
8
, P in+j
R
=
1
4
ImP ij =
P ij − P ij
8i
,
Pn+ij
R
= −P jn+i
R
= −
P ji − P ji
8i
, Pn+in+j
R
= −P ij
R
= −
P ij + P ij
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and
∂
∂xk
=
∂
∂zk
+
∂
∂zk
,
∂
∂xn+k
= i
(
∂
∂zk
−
∂
∂zk
)
a straightforward computation in (3.9) yields
ZR|f |2 =
1
2
f n∑
i,j=1
P ij
∂f
∂zi
∂
∂zj
+ f
n∑
i,j=1
P ij
∂f
∂zi
∂
∂zj
 ,
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or equivalently (2/|f |2)ZR|f |2 = Zlog f + Zlog f = 2ReZlog f .
Similarly, the local form of the Hamiltonian vector field ZI|f |2 (corresponding to real Poisson
structure PI) is
ZI|f |2 =
n∑
i,j=1
P ij
I
∂|f |2
∂xi
∂
∂xj
+
n∑
i,j=1
P in+j
I
∂|f |2
∂xi
∂
∂xn+j
(3.10)
+
n∑
i,j=1
Pn+ij
I
∂|f |2
∂xn+i
∂
∂xj
+
n∑
i,j=1
Pn+in+j
I
∂|f |2
∂xn+i
∂
∂xn+j
,
where P ij
I
= {xi, xj}I, P
in+j
I
= {xi, xn+j}I, P
n+ij
I
= −P jn+i
I
and Pn+in+j
I
= −P ij
I
, respectively.
Then a similar computation as above in (3.10) yields
ZI|f |2 = −
i
2
f n∑
i,j=1
P ij
∂f
∂zi
∂
∂zj
− f
n∑
i,j=1
P ij
∂f
∂zi
∂
∂zj
 ,
or equivalently (2/|f |2)ZI|f |2 = −i
(
Zlog f − Zlog f
)
= 2ImZlog f .
Finally, the proof follows by Theorem 2.1.
As well as we seen the relation (3.3) says when a holomorphic function is a last multiplier
for its holomorphic Hamiltonian vector field. This condition can be related in terms o real last
multipliers for real Hamiltonian vector fields as follows.
Theorem 3.2. A holomorphic function f ∈ O(M) is a last multiplier for its holomorphic Hamil-
tonian vector field Zf if and only if |f |
2 is a real last multiplier for both Hamiltonian vector fields
ZR|f |2 and Z
I
|f |2 .
Proof. If we take the real Poisson structure PR we have
P i
R
=
n∑
k=1
(
∂P ik
R
∂xk
+
∂P in+k
R
∂xn+k
)
=
1
4
n∑
k=1
(
∂P ik
∂zk
+
∂P ik
∂zk
)
(3.11)
and
Pn+i
R
=
n∑
k=1
(
∂Pn+ik
R
∂xk
+
∂Pn+in+k
R
∂xn+k
)
=
i
4
n∑
k=1
(
∂P ki
∂zk
−
∂P ki
∂zk
)
. (3.12)
Then the relation (3.3) (for the real case [9]) says that |f |2 is real last multiplier for the Hamiltonian
vector field ZR|f |2 if and only if
n∑
i=1
(
P i
R
∂|f |2
∂xi
+ Pn+i
R
∂|f |2
∂xn+i
)
= 0
and, using (3.11) and (3.12), this condition is equivalent with
Re
[
f
n∑
i=1
(
n∑
k=1
∂P ik
∂zk
)
∂f
∂zi
]
= 0. (3.13)
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Similarly, if we take the real Poisson structure PI we have
P i
I
=
n∑
k=1
(
∂P ik
I
∂xk
+
∂P in+k
I
∂xn+k
)
= −
i
4
n∑
k=1
(
∂P ik
∂zk
−
∂P ik
∂zk
)
(3.14)
and
Pn+i
I
=
n∑
k=1
(
∂Pn+ik
I
∂xk
+
∂Pn+in+k
I
∂xn+k
)
= −
1
4
n∑
k=1
(
∂P ik
∂zk
+
∂P ik
∂zk
)
. (3.15)
Then |f |2 is real last multiplier for the Hamiltonian vector field ZI|f |2 if and only if
n∑
i=1
(
P i
I
∂|f |2
∂xi
+ Pn+i
I
∂|f |2
∂xn+i
)
= 0
and, using (3.14) and (3.15), this condition is equivalent with
Im
[
f
n∑
i=1
(
n∑
k=1
∂P ik
∂zk
)
∂f
∂zi
]
= 0. (3.16)
Now, the proof follows using (3.3), (3.13) and (3.16).
3.3 Holomorphic last multipliers for holomorphic Poisson bivectors
Let us consider as in the previous subsection VpO(M) the O(M)-module of holomorphic p-vector
fields on M , 1 ≤ p ≤ n. A holomorphic p-vector field A defines the map ıA : Ω
k
O(M)→ Ω
k−p
O (M)
given by
〈ıAϕ,B〉 = 〈ϕ,A ∧B〉
for every ϕ ∈ ΩpO(M) and B ∈ V
k−p
O (M), k ≥ p where 〈, 〉 is the natural duality between holo-
morphic forms and holomorphic multivectors. We note that ıAϕ = 0 for k < p.
Consider that M is endowed with a holomorphic volume form ω ∈ ΩnO(M). Then ω defines
the map
ω♭ : VpO(M)→ Ω
n−p
O (M) , ω
♭(A) = ıAω, (3.17)
which is an O(M)-isomorphism between VpO(M) and Ω
n−p
O (M), for every 0 ≤ p ≤ n. For instance,
if (z1, . . . , zn) are local complex coordinates on M , A = Ai1...ip(z)(∂/∂zi1) ∧ . . . ∧ (∂/∂zip) ∈
VpO(M), and ω = dz
1 ∧ . . . ∧ dzn, then
ω♭(A) = ıAω = (−1)
i1−1 . . . (−1)ip−1Ai1...ip(z)dz1 ∧ d̂zi1 ∧ . . . ∧ d̂zip ∧ . . . ∧ dzn.
Also, we denote by ω♯ : Ωn−pO (M)→ V
p
O(M) the inverse map of ω
♭.
Definition 3.1. The map D : VpO(M)→ V
p−1
O (M) given by
Dω = ω
♯ ◦ ∂ ◦ ω♭, (3.18)
is called the holomorphic curl operator with respect to the holomorphic volume form ω. If A ∈
VpO(M) then DωA is called the holomorphic curl of A.
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We notice that the above definition is considered in [23] in the case M = Cn.
Definition 3.2. A holomorphic p-multivector A on M is called exact if DωA = 0. Specifically,
a holomorphic Poisson bivector P ∈ V2O(M) satisfying DωP = 0 is called an exact holomorphic
Poisson structure.
Using a similar computation as in the smooth case (see Theorem 2.1 and Proposition 2.3 from
[35]), we obtain the following characterization of the exactness of holomorphic Hamiltonian vector
fields and of holomorphic Poisson bivector fields on Cn.
Proposition 3.4. Let P be a holomorphic Poisson structure on the holomorphic Riemannian
manifold (Cn, g), where g =
n∑
j=1
(dzj)2 is the holomorphic euclidian metric. Then a holomorphic
Hamiltonian vector field Zh of h ∈ O(C
n) is exact if and only if g(DωP, gradh) = 0, or equivalently
h ∈ I1O(DωP ).
Proposition 3.5. If P ∈ V2O(C
n) is skew symmetric with the structure matrix (P ij(z))n×n, then
it is an exact holomorphic Poisson structure on Cn if and only if
n∑
j=1
∂P ij
∂zj
= 0, i = 1, . . . , n, (3.19)
and
n∑
l=1,s6=i,j,k
∂
(
Aijkl · B
ijk
)
∂zl
= 0, 1 ≤ i < j < k ≤ n, (3.20)
where Aijkl = (P
li, P lj , P lk) and Bijk = (P jk, P ki, P ij).
Another characterization of exactness of holomorphic bivector fields on 4-dimensional complex
manifolds can be given as in the smooth case, see [13].
Theorem 3.3. Let M be a 4-dimensional complex manifold, P ∈ V2O(M) which is skew-symmetric
satisfying P (z0) = 0, z0 ∈ M , and ω a holomorphic volume form on M . Then the following
assertions are equivalent:
(i) P is an exact holomorphic Poisson bivector.
(ii) ıPω ∧ ıPω = 0 and ∂(ıPω) = 0.
Proposition 3.6. Let P be an exact holomorphic Poisson structure on a 4-dimensional complex
manifold M satisfying P (z0) = 0, z0 ∈M . Then we have
(i) The rank of P at any point is at most two.
(ii) For every α ∈ O(M), αP is a holomorphic Poisson structure on M .
Remark 3.1. Let P be a holomorphic Poisson structure on a 4-dimensional complex manifold
which is exact with respect to a holomorphic volume form αω, where α is a non-vanishing holo-
morphic function on M . If P (z0) = 0, z0 ∈ M , then αP is also a holomorphic Poisson structure
on M , and moreover, αP is exact with respect to ω, since ıαPω = ıP (αω).
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It is easy to see that Dω ◦Dω = 0, so it is a homological operator, and if V
•
O(M) =
n⊕
p=0
VpO(M)
is the algebra given by the direct sum of the space of the holomorphic p-multivectors on M , then
the homology of the differential complex (V•O(M), Dω) is given by
Hp(M) =
Ker{Dω : V
p
O(M)→ V
p−1
O (M)}
Im{Dω : V
p+1
O (M)→ V
p
O(M)}
.
For instance, if M = Cn, using the Poincare´ Lemma for d = ∂, we get Hp(C
n) = 0, for every
0 ≤ p < n and Hn(C
n) = C. Thus, the differential complex (V•O(C
n), Dω) is exact.
For p = 1 we have Dω = divω. Indeed, if A ∈ XO(M) then
(DωA)ω = ω
♭ ◦Dω(A) = ∂ ◦ ω
♭(A) = ∂ ◦ ıA(ω) = LAω = (divω(A))ω. (3.21)
Taking into account(3.21) and (1.4), we consider the following definition.
Definition 3.3. The function α ∈ O(M) is called a holomorphic last multiplier of A ∈ VpO(M) if
Dω(αA) = 0, (3.22)
or equivalently, αA is an exact holomorphic p-vector on M .
It follows that the set of holomorphic last multipliers of (M,P, ω) is a ”measure of how far
away” (M,P, ω) is from being exact.
Since ω♯ is an O(M)-isomorphism between Ωn−pO (M) and V
p
O(M), it follows that (3.22) is
equivalent with ∂(ω♭(αA)) = 0, that is
∂(αω♭(A)) = 0 (3.23)
which is a natural extension of the condition (2.2).
From the O(M)-linearity of ω♭ we have ω♭(αA) = αω♭(A) = (αω)♭(A) which implies (αω)♭ =
(1/α)ω♭ (it is assumed that α 6= 0 everywhere). It follows that
αDαω(A) = ω
♯ ◦ ∂ ◦ ω♭(αA) = Dω(αA) (3.24)
which yields the following.
Proposition 3.7. The function α ∈ O(M) is a holomorphic last multiplier for A ∈ VpO(M) if
and only if
Dαω(A) = 0. (3.25)
Now, we study the holomorphic last multipliers for the holomorphic Poisson bivector fields
on a holomorphic Poisson manifold (M,P, ω) endowed with a holomorphic volume form. Let
f ∈ O(M), Zf its holomorphic Hamiltonian vector field and Zω the holomorphic modular vector
field associated with (M,P, ω). Taking into account that Zω(f) = divω(Zf ) = Dω(Zf ) and
Zf = ı∂fP we obtain
Zω(f) = (Dω(P ))(f). (3.26)
According to (3.22), α ∈ O(M) is a holomorphic last multiplier for the holomorphic Poisson
bivector field P ∈ V2O(M) if
Dω(αP ) = 0, or equivalently Dαω(P ) = 0. (3.27)
From (3.26) we have
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Proposition 3.8. A function α ∈ O(M) is a holomorphic last multiplier for the holomorphic
Poisson bivector field P if and only if
Zαω = 0. (3.28)
If (z1, . . . , zn) is a local coordinates system on M such that ω = dz1 ∧ . . . ∧ dzn and P ij are
the local components of the holomorphic Poisson bivector P of M , then using (3.1), the condition
from (3.28) says that α ∈ O(M) is a holomorphic last multiplier for P if and only if
n∑
j=1
∂(αP ij)
∂zj
= 0 , i = 1, . . . , n. (3.29)
Let us reconsider now the previous examples for the case of holomorphic Poisson bivector
fields.
Example 3.4. Let M be an 2-dimensional complex manifold with local complex coordinates
(z1, z2), the holomorphic volume form ω = dz1 ∧ dz2 and the holomorphic Poisson bivector field
P = f(z1, z2)(∂/∂z1) ∧ (∂/∂z2) ∈ V2O(M). If α ∈ O(M) is a holomorphic last multiplier for P
then (3.29) reads as follows:
∂(αf)
∂z1
=
∂(αf)
∂z2
= 0
with the obvious solution α = A/f , A ∈ C (it is assumed that f is non-vanishing everywhere).
Example 3.5. Let us consider the holomorphic Lie-Poisson structure P on Cn as in Example
3.2. If α ∈ O(Cn) is a holomorphic last multiplier for P then
n∑
j=1
cijk
∂(αzk)
∂zj
= 0 , i = 1, . . . , n. (3.30)
If we consider the particular case n = 2 with c111 = c
11
2 = c
22
1 = c
22
2 = 0 and c
12
1 , c
12
2 ∈ C, then the
general solution of (3.30) is α = A/(c121 z
1 + c122 z
2), which also follows from Example 3.4.
Example 3.6. On C3 take global complex coordinates (z1, z2, z3), ω = dz1 ∧ dz2 ∧ dz3 and any
constant Poisson structure P on C3 with local components P ij ∈ C, where P ij + P ji = 0. Then,
if α ∈ O(C3) is a holomorphic last multiplier for the holomorphic Poisson bivector field P , the
system (3.29) reads as follows:
P 12 ∂α
∂z2
+ P 13 ∂α
∂z3
= 0
P 21 ∂α∂z1 + P
23 ∂α
∂z3 = 0
P 31 ∂α
∂z1
+ P 32 ∂α
∂z2
= 0
(3.31)
with the general solution α = φ(P 23z1 + P 31z2 + P 12z3), where φ ∈ C1(C).
Example 3.7. Let us consider the holomorphic Lie-Poisson bivector field P on the dual sl∗(2,C)
of the Lie algebra of sl(2,C), with holomorphic volume form ω = dz1 ∧ dz2 ∧ dz3, that is, see [7]
P = 2z2
∂
∂z1
∧
∂
∂z2
− 2z3
∂
∂z1
∧
∂
∂z3
+ z1
∂
∂z2
∧
∂
∂z3
.
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If α is a holomorphic last multiplier for P , then the system (3.29) reads as follows:
2z2 ∂α
∂z2
− 2z3 ∂α
∂z3
= 0
−2z2 ∂α∂z1 + z
1 ∂α
∂z3 = 0
2z3 ∂α
∂z1
− z1 ∂α
∂z2
= 0
(3.32)
with the general solution α = ϕ((z1)2 + 4z2z3), where ϕ ∈ C1(C).
Example 3.8. Let C3, global complex coordinates (z1, z2, z3), ω = dz1 ∧ dz2 ∧ dz3 and the
holomorphic Poisson bivector field P on C3 defined by the Poisson bracket from (3.5) in Example
3.3. Then, if α ∈ O(C3) is a holomorphic last multiplier for the holomorphic Poisson bivector field
P , the system (3.29) reads as follows:
(2z3 − z1z2) ∂α∂z2 + (z
1z3 − 2z2) ∂α∂z3 = 0
(z1z2 − 2z3) ∂α
∂z1
+ (2z1 − z2z3) ∂α
∂z3
= 0
(2z2 − z1z3) ∂α∂z1 + (z
2z3 − 2z1) ∂α∂z2 = 0
. (3.33)
Multiplying the first equation with z1, the second equation with z2 and the third equation with
z3, and suming, we get(
z1(z2)2 − z1(z3)2
) ∂α
∂z1
+
(
z2(z3)2 − z2(z1)2
) ∂α
∂z2
+
(
z3(z1)2 − z3(z2)2
) ∂α
∂z3
= 0. (3.34)
The general solution of (3.34) is α = φ
(
(z1)2 + (z2)2 + (z3)2, z1z2z3
)
with φ ∈ C1(C2), and
replacing in the first equation of (3.33) we obtain the general solution of (3.33) in the form
α = ϕ
(
(z1)2 + (z2)2 + (z3)2 − z1z2z3
)
,
where ϕ ∈ C1(C).
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