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a b s t r a c t
We generalize some recent results proved for the KP equation to the generalized Benjamin
equation. First, we establish that the Cauchy problem cannot be solved by an iteration
method. As a consequence, the flow map fails to be smooth. The second goal is to prove
that the zero-mass constraint is satisfied at any non-zero time even it is not satisfied at the
initial time.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The Benjamin equationmodels the dispersive wavemotion of weakly nonlinear long waves in a two-fluid system, where
the interface is subject to capillarity and the lower fluid is infinitely deep; see [1].We consider here a fluid layer of depth h1 of
light fluidwith density ρ1, bounded above by a rigid plane and resting upon a layer of heavier fluidwith density ρ2 > ρ1. The
viscosity and compressibility are ignored. Under these flow conditions, the 2D Benjamin equation (see [2]) can be written
as
(ut + uxxx − γHuxx + uux)x ± uyy = 0, (1)
where u = u(t, x, y), (x, y) ∈ R2, γ > 0 and t ≥ 0. The − sign corresponds to the physical case. For a detailed analysis of
the circumstances under which this equation is likely to be physically relevant, see [1].
There are no recent results concerning the Cauchy problem of the two-dimensional Benjamin equation. However, in
one-dimensional space, this problem is more satisfactorily resolved. In fact, the global existence in L2(R) and L2(T) has been
shown; see [3]. H. Kozono, T. Ogawa and H. Tanisaka proved that the Cauchy problem is locally well-posed in Hs(R) for
s > −3/4; see [4].
The 2D Benjamin equation (1) combines the KDV and Benjamin–Ono dispersive terms with the transverse variation
term of the KP equation. Thus, working in the same spirit as L. Molinet, J. C. Saut and N. Tzvetkov addressing the
Kadomtsev–Petviashvili-I equation (see [5]), we establish that the Cauchy problem for the 2D Benjamin equation cannot
be solved by an iteration Picard method based on the Duhamel formula. In Section 3, we extend the result obtained by L.
Molinet, J. C. Saut and N. Tzvetkov in [6], concerning the zero-mass constraint for the KP type equation, to the generalized
2D Benjamin equation. Then, we prove that the solutions satisfy the zero-mass (in x) constraint even if the initial data set
does not.
2. Ill-posedness of the 2D Benjamin equation
Consider the Cauchy problem
(ut + uxxx − Huxx + uux)x − uyy = 0, u(0, x, y) = φ(x, y). (2)
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We write (2) as an integral equation,
u(t) = U(t)ϕ −
∫ t
0
U(t − t ′)(u(t ′)ux(t ′))dt ′, (3)
where U(t) is the unitary group associated with (2), defined by Û(t)φ(ξ, η) = eit(ξ3−ξ |ξ |+ η
2
ξ
)
φ̂(ξ , η) = eitp(ξ ,η). Then we
have the following result.
Theorem 2.1. Let (s1, s2) ∈ R2 (resp., s ∈ R). Then there does not exist a space XT continuously embedded in
C([−T , T ],Hs1,s2(R2)) (resp., in C([−T , T ],Hs(R2))) such that there exists C > 0 with
‖U(t)φ‖XT ≤ C‖φ‖Hs1,s2 (R2), φ ∈ Hs1,s2(R2)(
resp., ‖U(t)φ‖XT ≤ C‖φ‖Hs(R2), φ ∈ Hs(R2)
) (4)
and ∥∥∥∥∫ t
0
U(t − t ′)[u(t ′)ux(t ′)]dt ′
∥∥∥∥
XT
≤ C‖u‖2XT , u ∈ XT . (5)
Note that estimates of type (4) and (5) would be needed to implement a Picard iterative scheme on (3). As a consequence
of Theorem 2.1, we obtain the next result; see [5].
Theorem 2.2. The flow map of the 2D Benjamin equation is not C2 from Hs1,s2(R2) to Hs1,s2(R2) (resp., from Hs(R2) to Hs(R2)).
Proof of Theorem 2.1. We give the main points of the proof and we refer the reader to [5] for more details. Suppose that there
exists a space XT such that (4) and (5) hold. We take u = U(t)φ, using (5) and the fact that XT is continuously embedded in
C([−T , T ],Hs1,s2(R2)), to obtain∥∥∥∥∫ t
0
U(t − t ′)[(U(t ′)φ)(U(t ′)φx)]dt ′
∥∥∥∥
Hs1,s2 (R2)
≤ C‖φ‖2Hs1,s2 (R2). (6)
We show that (6) fails by choosing an appropriate φ. We define φ via its Fourier transform as1:
φˆ(ξ , η) = α−3/21D1(ξ , η)+ α−3/2N−s1−2s21D2(ξ , η), N  1, 0 < α  1,
where D1 and D2 are the rectangles in R2ξ,η
D1 =
[α
2
, α
]
× [−6α2, 6α2], D2 = [N,N + α] ×
[√
3N2 − 1√
3
N,
√
3N2 − 1√
3
N + α2
]
.
Note that ‖φ‖Hs1,s2 ∼ 1. Now, by proceeding as in [5] for the KPI equation, we get∥∥∥∥∫ t
0
U(t − t ′)
[
(U(t ′)φ)(U(t ′)φx)
]
dt ′
∥∥∥∥
Hs1,s2 (R2)
≥ ‖f3‖Hs1,s2 (R2),
where f3 is defined via its Fourier transform
F(x,y)→(ξ ,η)(f3)(t, ξ , η) = cξe
itp(ξ ,η)
α3N s1+2s2
∫
(ξ1,η1)∈D1
(ξ−ξ1,η−η1)∈D2
eitχ(ξ,ξ1,η,η1) − 1
χ(ξ, ξ1, η, η1)
dξ1dη1
+ cξe
itp(ξ ,η)
α3N s1+2s2
∫
(ξ1,η1)∈D2
(ξ−ξ1,η−η1)∈D1
eitχ(ξ,ξ1,η,η1) − 1
χ(ξ, ξ1, η, η1)
dξ1dη1,
and χ(ξ, ξ1, η, η1) = p(ξ1, η1)+ p(ξ − ξ1, η− η1)− p(ξ , η) = −
[
3ξξ1(ξ − ξ1)− 2ξ1(ξ − ξ1)− (ηξ1−η1ξ)2ξξ1(ξ−ξ1)
]
. Hence a lower
bound for ‖f3(t, ·, ·)‖Hs1,s2 (R2) is needed. Finally, it remains to prove the following lemma, which is the key of the proof. For more
details of this, see [5].
Lemma 2.1. Let (ξ1, η1) ∈ D1, (ξ − ξ1, η − η1) ∈ D2 or (ξ1, η1) ∈ D2, (ξ − ξ1, η − η1) ∈ D1. Then
|χ(ξ, ξ1, η, η1)| . α2N.
Proof. The proof is similar to that of Lemma 5 in [5]. Fix (ξ1, η1) ∈ D2, and let ξ ∈ R be such that ξ − ξ1 ∈ [α/2, α]. We
look for η∗(ξ , ξ1, η1) such that χ(ξ, ξ1, η∗(ξ , ξ1, η1), η1) = 0 and |η∗(ξ , ξ1, η1)− η1| ≤ 6α2.
1 The analysis below works also for Reφ instead of φ (some harmless new terms appear).
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Solving χ(ξ, ξ1, η∗(ξ , ξ1, η1), η1) = 0 yields
η∗(ξ , ξ1, η1) := η1 + η1(ξ − ξ1)−
√
3ξ 2 − 2ξξ1(ξ − ξ1)
ξ1
.
Now, let us bound |η∗(ξ , ξ1, η1)− η1|,
|η∗(ξ , ξ1, η1)− η1| ≤ |ξ − ξ1||ξ1|
∣∣∣∣∣η1 − ξξ1
√
3− 2
ξ
∣∣∣∣∣ .
For ξ sufficiently large, we have
√
3− 2
ξ
∼ √3(1− 13ξ ). Then
|η∗(ξ , ξ1, η1)− η1| ≤ |ξ − ξ1||ξ1|
∣∣∣∣η1 −√3ξ 21 −√3ξ1(ξ − ξ1)+ 1√3ξ1
∣∣∣∣ .
Recall that η1 ranges in [
√
3N2 − 1√
3
N,
√
3N2 − 1√
3
N + α2] and ξ1 in [N,N + α]. Therefore
|η∗(ξ , ξ1, η1)− η1| ≤ αN (2
√
3Nα +√3α2 +√3α(N + α)) ≤ 6α2,
provided N  1. Hence we can write, for (ξ1, η1) ∈ D2 and (ξ − ξ1, η − η1) ∈ D1,
χ(ξ, ξ1, η, η1) = χ(ξ, ξ1, η∗(ξ , ξ1, η1), η1)+ (η − η∗(ξ , ξ1, η1)) ∂χ
∂η
(ξ, ξ1, η, η1),
where η ∈ [η, η∗(ξ , ξ1, η1)]. Thus
χ(ξ, ξ1, η, η1) = (η − η∗)2ξ1(ηξ1 − η1ξ)
ξξ1(ξ − ξ1) .
Therefore
|χ(ξ, ξ1, η, η1)| = |2ξ1(η − η∗)|
∣∣∣∣ (η − η1)ξ1 − η1(ξ − ξ1)ξξ1(ξ − ξ1)
∣∣∣∣
. α2N
( |(η − η1)|
|ξ(ξ − ξ1)| +
|η1|
|ξξ1|
)
. α2N,
provided N  1. The proof of this lemma is completed by observing that
χ(ξ, ξ1, η, η1) = χ(ξ, ξ − ξ1, η, η1). 
Remark 2.1. The result of this section can be extended to the equation
(ut + uxxx − aKux + uux)x − uyy = 0,
where a ∈ R and Kˆ(ξ) = |ξ |β , 0 ≤ β < 2. In fact, in this case, we take φ such that
φˆ(ξ , η) = α−3/21D1(ξ , η)+ α−3/2N−s1−2s21D2(ξ , η), N  1, 0 < α  1,
where D1 and D2 are the rectangles in R2ξ,η
D1 =
[α
2
, α
]
× [−6α2, 6α2], D2 = [N,N + α] ×
[√
3N2 + a (β + 1)
2
√
3
Nβ ,
√
3N2 + a (β + 1)
2
√
3
Nβ + α2
]
.
3. Zero-mass constraint for the generalized 2D Benjamin type equations
In this section, we generalize a recent result for a zero-mass constraint proved for the KP equation in [6]. We consider
the generalized 2D Benjamin equation
(ut − Lux + uux)x + uyy = 0, u(0, x, y) = ϕ(x, y), (7)
where L is defined by L̂f (ξ) = k(ξ)fˆ (ξ). Suppose that there exists A > 0 such that k(ξ) can be written as k(ξ) = |ξ |α +
a1|ξ |α1 + · · · an|ξ |αn , for |ξ | ≥ Awith α > α1 > · · · > αn > 0. Eq. (7) can be written as
ut − Lux + uux + ∂−1x uyy = 0. (8)
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In this version, we should assume that the operator ∂−1x ∂2y is well defined, which a priori imposes a constraint on u. On the
other hand, remark that (7) makes sense without the mass constraint on u and so does the Duhamel integral representation
u(t) = S(t)ϕ −
∫ t
0
S(t − t ′) (u(t ′)ux(t ′)) dt ′,
where S(t) denotes the unitary group associated with (7):
S(t) = et(L∂x−∂−1x ∂2y ).
Then, using the Duhamel form, we do not need any constraint on the initial data u0. Here, we show that in fact the zero-
mass constraint holds at any non-zero time t , without necessarily being satisfied by the initial data. Then, we have the next
theorem.
Theorem 3.1. Let α > 1/2, ϕ ∈ L1(R2) ∩ H2,0(R2), and u be a solution of (7) such that
u ∈ C([0, T ];H2,0(R2)).
Then for t ∈]0, T ], u(t, ·, ·) is a continuous function of the variables x, y and satisfies∫ +∞
−∞
u(t, x, y)dx = 0, ∀y ∈ R,∀t ∈ (0, T ],
in the sense of generalized Riemann integrals. Moreover, u(t, x, y) is the derivative with respect to x of a C1x continuous function
which vanishes as x −→ ±∞ for every fixed y ∈ R and t ∈ (0, T ].
Proof. The proof is analogous to that of Theorem 2.2 in [6]. We just state the main steps for the linear case and we refer the
reader to [6] for more details. The nonlinear case can be deduced by using the Duhamel formula. Indeed, we have to prove
first that the fundamental solution
G(t, x, y) = c
∫
R2
ei(xξ+yη)+it(ξk(ξ)+
η2
ξ
)dηdξ
is continuous in the variables x and y. To this end, we apply the same argument as in [6] by using the change of variables
η′ = t1/2|ξ |1/2 η, the condition α > 1/2 and the fact that ψ ′(ξ) tends to infinity as |ξ | goes to infinity, where ψ(ξ) =
ξ(|ξ |α + a1|ξ |α1 + · · · an|ξ |αn) is the phase. Now, we set for t > 0
A0(t, x, y) = c
∫
R2
1
iξ
ei(xξ+yη)+it(ξk(ξ)+
η2
ξ
)dηdξ .
To get the desired result, it suffices to prove that A0 is a continuous function in the variables x and y and vanishes as x goes
to infinity. Performing the change of variables η′ = t1/2|ξ |1/2 η yields that
A0(t, x, y) = c
∫
R
sgn(ξ)eisgn(ξ)
pi
4
|ξ |1/2 e
iλξeitξ(k(ξ))dξ
= c
t
α+1
2(α+1)
[∫ −A
−∞
· · · +
∫ A
−A
· · · +
∫ +∞
A
]
= J1(λ)+ J2(λ)+ J3(λ),
where λ =  y2
4t
α+2
α+1
+ x
t
1
α+1
. For J2, the Riemann Lebesgue lemma implies that J2 is continuous in the variables x and y and
tends to zero at infinity. For J3 (J1 can be treated in an analogous way), we have
J3 = ct
∫ B
A
sgn(ξ)eisgn(ξ)
pi
4
|ξ |1/2 e
iλξeitξ(|ξ |
α+a1|ξ |α1+···an|ξ |αn )dξ
+ ct
∫ +∞
B
sgn(ξ)eisgn(ξ)
pi
4
|ξ |1/2 e
iλξeitξ(|ξ |
α+a1|ξ |α1+···an|ξ |αn )dξ = J31 + J32,
where B is such that ψ ′(ξ) > 2 for |ξ | ≥ B. The first integral is continuous and tends to zero as λ goes to infinity thanks to
the Riemann Lebesgue lemma. For the second integral, we consider two cases.
• λ ≥ −1; this case is treated as in [6] (see Lemma 2.1), since ψ ′(ξ)+ λ ≥ 1 for |ξ | ≥ B.
• λ ≤ −1; set µ = −λ. Then µ ≥ 1. We perform the changes of variables ξ → ξ 2 to get
J32 = ct
∫ +∞
B1/2
ei(−µξ
2+ξ2(α+1)+a1ξ2(α1+1)+···anξ2(αn+1))dξ,
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which is a continuous function on λ, by proceeding as for the fundamental solution; see Theorem 2.1, [6]. To compute the
limit as λ tends to infinity, we perform the change of variables ξ → µ1/2αξ :
J32(λ) = ctµ1/2α
∫ +∞
µ−1/2αB1/2
eiµ
1+ 1α [ξ2(α+1)+a1µ
α1−α
α ξ2(α+1)+···−ξ2]
= ctµ1/2α
∫ B1/2
µ−1/2αB1/2
· · · + ctµ1/2α
∫ +∞
B1/2
· · · = J ′1(µ)+ J ′2(µ).
Let f (ξ) = ξ 2(α+1) + a1µ α1−αα ξ 2(α+1) + · · · − ξ 2. Since for µ  1 and |ξ | ≥ B1/2, f ′(ξ) = 2ξ
[
(α + 1)ξ 2α + a1(α1 + 1)
µ
α1−α
α ξ 2α1 + · · · − 1
]
does not vanish, we can integrate by parts which implies that
J ′2(µ) =
C
µ1+
1
2α
−→ 0 as µ→+∞.
Next, we analyse J ′1(µ). Let 0 < ξ
′
1 < · · · < ξ ′m < B1/2 be the zeros of f ′(ξ) and 0 < ξ1 < · · · < ξs < B1/2 the zero of f ′′(ξ).
We have limµ→+∞ ξ ′i =
( 1
α+1
) 1
2α for i = 1, . . .m and limµ→+∞ ξi =
(
1
(α+1)(2α+1)
) 1
2α
for i = 1, . . . s. Then for µ  1, we
can find δ > 0 such that
ξm < δ < ξ
′
1.
Now, splitting the integral of J ′1(µ) as
J ′1(µ) = ctµ1/2α
∫ δ
µ−1/2αB1/2
· · · + ctµ1/2α
∫ B1/2
δ
= J ′11(µ)+ J ′12(µ)
For ξ ∈ [µ−1/2αB1/2, δ], f ′(ξ) does not vanish. Then we get |f ′(ξ)| ≥ cµ−1/2α , and integration by parts reveals that
J ′11(µ) ≤ cµ−1.
For ξ ∈ [δ, B1/2], we have |f ′′(ξ)| ≥ c > 0. Therefore by applying the Van der Corput lemma (see [7], Proposition 2), it
follows that
J ′12(µ) ≤ cµ−1/2
which tends to zero as µ→+∞. 
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