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Abstract
Learning an individualized dose rule in personalized medicine is a challenging sta-
tistical problem. Existing methods for estimating the optimal individualized dose rule
often suffer from the curse of dimensionality, especially when the dose rule is learned
nonparametrically using machine learning approaches. To tackle this problem, we pro-
pose a dimension reduction framework that effectively reduces the estimation of dose
rule in a lower-dimensional subspace of the covariates, leading to a more parsimonious
model. To achieve this, the proposed methods exploit that the subspace is spanned
by a few linear combinations of the covariates, which can be estimated efficiently by
using an orthogonality constrained optimization approach. Using this framework, we
proposed a direct estimation of the value function under any given suggested dose rule
with dimension reduction. This does not require an inverse probability of the propensity
score, which distinguishes us from the popular outcome weighted learning framework.
We further propose two approaches: a direct learning approach that yields the dose rule
as commonly desired in personalized medicine, and a pseudo-direct learning approach
that focuses more on estimating the dimensionality-reduced subspace. Under mild reg-
ularity assumptions, the asymptotical normality of the proposed subspace estimators
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is established respectively. The consistency and convergence rate for the estimated
optimal dose rule are also derived. For both approaches, we formulate an effectively
numerical optimization problem as solving solutions on the Stiefel manifold. The per-
formance of the proposed approaches is evaluated through simulation studies and a
warfarin pharmacogenetic dataset.
keywords Individualized Dose Rule, Dimension Reduction, Semiparametric Inference, Di-
rect Learning, Orthogonality Constrained Optimization, Stiefel Manifold
1 Introduction
Personalized medicine is a medical procedure that aims to improve an individual patient’s
health outcome by a tailored medical treatment based on the patient’s genetic, prognos-
tic and clinical information. The treatment decision may concern choosing from different
chemical compounds, determining the dose level, optimizing multiple decision points, and
many other problems in biomedical practice. Personalized medicine has received much at-
tention from the statistical and clinical research communities due to its complex treatment
heterogeneity among patients and the difficulties for its implementing in practice.
There is an extensive literature on developing statistical methodologies for estimating
individualized treatment rule. This concerns problems in both single and multiple stages.
Examples include parametric models (Eagle et al., 2004; Marlowe et al., 2007; Cai et al.,
2010), penalized linear models (Lu et al., 2013; Tian et al., 2014), machine learning ap-
proaches (Foster et al., 2011; Kang et al., 2014; Laber and Zhao, 2015; Loh et al., 2015),
two-step procedures (Zhao et al., 2009; Qian and Murphy, 2011; Moodie et al., 2014; Zhu
and Qu, 2016) and many others. The readers may refer to Kosorok and Laber (forthcoming)
for a comprehensive review.
A popular line of work motivated by the outcome weighted learning Zhao et al. (2012)
aims to direct estimations of the optimal individualized treatment rule. For example, the
doubly robust augmented value maximization (Zhang et al., 2012), regression tree approach
(Zhu et al., 2017). residual weighted learning (Zhou et al., 2017) and augmented outcome-
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weighted learning (Liu et al., 2018). However, these approaches are limited to a finite
number of treatment options. When the decision concerns the dose-finding, the statistical
challenge increases dramatically. To tackle this problem, Chen et al. (2016) extended the
Outcome Weighted Learning framework to estimate the optimal individualized dose rule,
where the possible decision space is contained in a bounded interval.
To allow the flexibility of the treatment rule or does rule, many existing methods em-
ploy machine learning or nonparametric approaches. For example, support vector machines
(Cortes and Vapnik, 1995) and random forests (Breiman, 2001) are extensively used in the
personalized medicine literature. However, as the complexity of the decision rule increases,
the sheer amount of covariates makes it difficult to accurately estimate the underlying
model. Besides resorting to linear models with penalization, another promising approach is
the sufficient dimension reduction (Cook, 2009) for the feature space. Sufficient dimension
reduction assumes that the response relies only on several linear combinations of the covari-
ates, which greatly reduces the covariate space. Moreover, dimension reduction allows for
better interpretability of the fitted model, which is particularly appealing to personalized
medicine. Typical works include the methods proposed by Li (1991); Cook and Weisberg
(1991); Xia et al. (2002); Ma and Zhu (2012, 2013a) and many others. We refer readers to
Adragni and Cook (2009) and Ma and Zhu (2013b) for more details of this topic.
In this paper, we propose a dimension reduction framework for estimating the optimal
individualized dose rule such that the underlying treatment decision can be modeled through
a low-dimensional subspace using data from a randomized dose trial. Specifically, we pro-
pose two approaches: a direct learning approach and a pseudo-direct learning approach.
The direct learning approach searches the dose rule in the dimensionality-reduced subspace
by maximizing a semiparametric value function motivated by the outcome weighted learning
(Zhao et al., 2012) framework. The pseudo-direct learning approach is two-staged, in which
the first stage focuses more on estimating the low-dimensional subspace, and in the second
stage, the optimal rule can be fitted on the reduced space by applying any existing model.
Interestingly, we realize that the pseudo-direct learning approach has a close connection
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with the partial dimension reduction (Feng et al., 2013) when we regard the dose treatment
as a conditional variable. The proposed estimators are constructed under a semiparametric
framework where we utilize an orthogonality constrained optimization approach to estimate
the dimensionality-reduced subspace basis. A unique advantage of the proposed methods is
that the nonparametrically optimal dose rule is adapted to the low-dimensional structural
dimension, hence, enables us to circumvent the curse of dimensionality.
2 Methodology Development
2.1 Personalized Dose Finding in A Dose Trial
We consider a randomized dose trial with dose assignment A whose value is bounded in a
safe dose range A. Let X = (X1, X2, ..., Xp)T ∈ X denotes the prognostic covariates of a
patient, where X is the feature space. Let R be the observed clinical outcome. Without
loss of generality, we assume that R is positive and bounded, with larger values being more
desirable. An individualized dose rule f , is a map from X to a dose assignment space A.
Hence the optimal rule can be defined as
fopt(X) = argmax
f
E
{
R | X,A = f(X)}. (2.1)
Following Qian and Murphy (2011), we define the value function as
Vf = E
f (R) =
∫
RdP f , (2.2)
where Ef is the expectation with respect to P f , with P f denoting the distribution of the
triplet {X,R,A = f(X)}. When A is a finite discrete space, for example, A = {−1, 1}, Zhao
et al. (2012) solved fopt(X) by using this value function. For dose finding problems, when
A = [0, 1], Chen et al. (2016) extended the binary outcome weighted learning framework to
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continuous treatment settings by the following approximation
Vf = lim
φ→0+
E
(
R1
[
A ∈ {f(X)− φ, f(X) + φ}]
2φP (A | X)
)
= lim
φ→0+
V˜f,φ,
(2.3)
where P (A | X) is the randomization probability of A given X. However, this minimiza-
tion problem is quite challenging due to the non-convexity and discontinuity of the 0-1 loss
function. Hence, Chen et al. (2016) proposed a continuous surrogate loss function lφ{A −
f(X)} = min{|A−f(X)|/φ, 1} instead. With a set of independent and identically distributed
observations {Ri, Xi, Ai}ni=1, fopt can be estimated by minimizing the following regularized
empirical value function:
1
n
n∑
i=1
Rilφn{Ai − f(Xi)}
φnP (Ai | Xi) + λn‖f‖
2, (2.4)
where φn and λn are tuning parameters, and ‖f‖ is a seminorm for f , usually from the
Reproducing kernel Hilbert space.
2.2 Dimensionality-Reduced Personalized Dose Finding
In personalized medicine, patients’ prognostic, genetic and clinical data usually consist of
a large number of covariates. This often creates difficulties for an accurate estimation of
the optimal rule. For example, the outcome weighted learning approach is sensitive to the
dimension of the covariates; thus when the dimension increases, the performance may suffer
(Dasgupta et al., 2013). It is then desirable to estimate the optimal rule in a dimensionality-
reduced space. Specifically, if there exists a p × d constant matrix B with d < p (Cook,
2009) such that the dose rule can be redefined as
f(X) = f(BTX), (2.5)
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then the estimation of the nonparametric function f can be more efficient. This structure
can not only capture the majority of the information carried by the original features but
also enjoys better interpretability and can be easier to implement. In essence, the above
model structure falls into the dimension reduction framework, which is a long-standing and
promising technique to reduce the sheer amount of covariates.
Inspired by this, we propose a dimension reduction framework for personalized dose
finding. With a slight abuse of notation, let fopt(B
TX) : Rd → A be the optimal rule as
an analogy of fopt(X) in the dimensionality-reduced space. Hereinafter, we will focus on
two goals: the estimation of the dimension reduction basis matrix B and the optimal rule
fopt(B
TX) in the dimensionality-reduced space. We will first propose the direct learning
approach that solves the two components simultaneously.
2.3 The Direct Learning Approach
Motivated by the value function defined in (2.2) and the equation (2.5), we can rewrite it
into a dimensionality-reduced version based on indexed by B. With double expectation,
We first redefine the value function Vf (B) based on any B and an arbitrary function f(·)
that takes a d-dimensional input:
Vf = E[E{R | X,A = f(BTX)}]
= E[E{R | BTX,A = f(BTX)}]
.
= Vf (B). (2.6)
Note that in this equation, the dose level A is not a random variable if given X. It is a
deterministic quantity that takes the suggestion from the pre-defined function f(·). How-
ever, it can be easily seen that, based on our dimension reduction and reasonable iden-
tifiability assumptions, this value function can be maximized only if f = fopt and B is
the true dimensionality-reduced subspace basis matrix. Also, an interesting observation of
this formulation is that the value function Vf (B) is taking with respect to the restricted
distribution {R,X,A = f(BTX)}, rather than the observed distribution (R,X,A). This
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distinct us from the outcome weighted framework Zhao et al. (2012), which utilizes the
Radon-Nikodym theorem and estimate the value function on (R,X,A). The advantage
of this framework is that BTX is a low-dimensional vector. This permits us to consider
the following sample version of the value function through kernel approximations of the
conditional expectation E{R | BTX,A = f(BTX)} for each subject:
Vn,f (B) =
1
n
n∑
j=1
∑n
i=1RiKh
[{
XTj B, f(B
TXj)
}T − (XTi B,Ai)T]∑n
i=1Kh
[{
XTj B, f(B
TXj)
}T − (XTi B,Ai)T] + λn‖f‖. (2.7)
Here, Kh(u) =
∏d+1
k=1K(uk/h)/h is a d+1 dimensional kernel density function with a d+1-
dimensional bandwidth vector h = (h, ..., h)T. K(u) is a kernel function and d is the true
structural dimension. Lastly, ‖f‖ is some seminorm for f and λn serves as a penalty on the
complexity of f . This leads to the optimization problem
(B̂, f̂opt) = argmax
B∈Rp×d, f
Vn,f (B). (2.8)
However, maximizing this objective function is still a very challenging task because
of the two unknowns, f and B. To efficiently solve this problem, we consider an updating
scheme that alternates between B and f , motivated by a series of semiparametric dimension
reduction models such as Ma and Zhu (2012, 2013a); Sun et al. (2019). To be specific,
maximizing B over Vn,f (B) can be viewed as searching for the dimension reduction space,
which can be carried out using the computational approach proposed by Sun et al. (2019).
On the other hand, when fixing a matrix B, solving f reduces to a personalized dose finding
problem on the reduced space BTX. Noticing that the dimension of BTX is much reduced
from p, this permits many simple approaches such as a nonparametric kernel-type function
to be an estimator of f . Detail of the proposed algorithm is given in Section 3.
Remark 2.1. For the direct learning approach, we do not impose any model assumption
but learn the optimal dose rule function in the dimensionality-reduced space directly. In the
next subsection, we require a partially multi-index model assumption but avoid estimating
nonlinear function f implicitly.
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2.4 The Pseudo-Direct Learning Approach
We provide an alternative view of our method, which connects the proposed framework
with a partial dimension reduction model. Consider a partially multi-index model:
E(R | X,A) = M(BTX,A), (2.9)
where M(·) is an unknown link function. Note that the implication of B is slightly different
than the direct learning approach. Here, we assume that R relies only on only BTX and A,
whereas in the direct learning approach, R may depend on the entire X. However, based
on (2.9), we still realize that the optimal treatment
fopt(X) = argmax
a
M(BTX,A = a)
must also be a function of BT. It should be noted that in this definition, B belongs to
a larger space than the space defined in the direction learning approach. For example, if
we have E(R | X,A) = M1(βT1 X) + A ·M2(βT2 X), then the direct learning approach is
estimating β2 only with d = 1, while the pseudo-direct approach has to learn both β1 and
β2, that is estimating the subspace with d = 2. Nonetheless, if we estimate this larger space
first, the does rule can be estimated in the reduced covariate space BTX. Hence, we consider
a two-stage approach: In the first stage, we identify the reduced space by estimating the
B matrix; In the second stage, we can apply any existing approach to learn the optimal
dose rule using the covariates BTX. Hence, we can empirically estimate conditional mean
function E(R | BTX = BTx,A = a) by the following kernel estimator
M̂
(
BTx, a
)
=
∑n
i=1RiKh
{(
XTi B,Ai
)T − (xTB, a)T}∑n
i=1Kh
{(
XTi B,Ai
)T − (xTB, a)T} , (2.10)
where the multidimensional kernel Kh(·) follows our previous definition in (2.7). Based on
this conditional mean estimation, we propose a consistent estimator for B, which is the
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minimizer of the objective function ψ(B) defined as
ψ(B) =
1
n
n∑
i=1
{
Ri − M̂
(
BTXi, Ai
)}2
. (2.11)
Hence, the primary goal of the pseudo-direct learning approach is to solve the following
minimization problem:
B̂ = argmin
B∈Rp×d
ψ(B). (2.12)
Finally, we note that compared with the direct learning approach, (2.12) avoids the
estimation of the nonlinear dose rule function f , but requires additional model assumption.
Here the main interest is the underlying subspace that determines the outcome, under the
influence of the dose level. After obtaining B̂ which identifies this low-dimensional covariate
subspace, one can apply any existing dose finding approach in the reduced space B̂TX to
estimate the optimal dose rule. We will provide the detailed algorithm of the pseudo-direct
learning approach in Section 3.
3 Implementation and Algorithms
3.1 Direct Learning Algorithm
In the direct learning, we focus on the optimization problem in (2.8), that is,
(B̂, f̂opt) = argmax
B∈Rp×d, f
Vn,f (B), (3.1)
which maximizes the empirical value function. As we mentioned in Section 2.3, it is difficult
to optimize the two arguments B and f simultaneously. The following alternating update
scheme is then used. We shall first discuss the procedure of updating f when given B.
Specifically, at iterative step t, given the current value of the B matrix, denoted as B(t),
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we solve the following problem,
argmax
f
Vn, f
(
B(t)
)
. (3.2)
We immediately notice that this is essentially an individualized dose rule problem with the
dimensionality-reduced covariates. To solve this problem, we use the approach motivated
by the empirical location of the maximum procedures (Mu¨ller, 1985). The idea is as follows.
We first take the current covariates B(t)
T
X to solve the following extrema problem:
A˜i = argmax
{a}
R̂i
(
a,B(t)
)
(3.3)
for each subject i = 1, . . . , n, where a kernel estimated reward R̂i(a,B
(t)) is defined as
R̂i(a,B
(t)) =
∑n
j=1RjKh
{(
XTj B
(t), Aj
)T − (XTi B(t), a)T}∑n
j=1Kh
{(
XTj B
(t), Aj
)T − (XTi B(t), a)T} . (3.4)
Note that without the regularity term in (2.7), the new update of f(B(t)
T
Xi) = A˜i already
maximizes the expected reward. By imposing the regularity term, we can solve (3.2) in
a class of smoothed functions. This can be implemented by the following kernel ridge
regression approach:
maximize
f
n∑
i=1
{
A˜i − f(B(t)TXi)
}2
+ λn‖f‖
= maximize
w
n∑
i=1
{
A˜i −
∑
j
wjK(B
(t)TXi, B
(t)TXj)
}2
+ λn‖w‖22, (3.5)
where K(·, ·) is a d-dimensional kernel function, f is from an Reproducing kernel Hilbert
space and ‖ · ‖ is the corresponding norm. Existing knowledge shows that the analytic
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solution is
f (t)(·) =
n∑
j=1
wjK(·, B(t)TXj)
=A˜T(K+ λnI)
−1κ(·, B(t)TX), (3.6)
where K is an n × n kernel matrix with K(B(t)TXi, B(t)TXj) as the (i, j)’th entry, and
κ(·, B(t)TX) is an n×1 vector with K(·, B(t)TXi) as the i’th element. The tuning parameter
λn can be chosen adaptively using the generalized cross-validation.
We further note that theoretically, A˜i is obtained by maximizing over all possible val-
ues of dose, which requires a one-dimensional gradient descent of the function R̂i
(·, B(t)).
However, we found that such an approach is not completely necessary and may be com-
putationally inefficient. Hence, we instead consider a set of grid points on the dose range
and only optimize on the grid. Following the idea of Mu¨ller (1985), we may choose a set
of q = O(n1/2) grid points min {Ai} = a1 < · · · < aq = max {Ai}, if not all the observed
dose values of Ai, and then solve for the maxima A˜i on this grid as an approximation of the
true maxima in (3.3). It is easy to see this may result in an extra O(n−1/2) approximation
error, however, this should not affect the theoretical results since this rate is faster than
the rate of a kernel ridge regression. In practice, we adopt a uniform partitioning such that
aj+1 − aj is a constant for all j = 1, 2, ..., q − 1. Then under this computationally efficient
version, we obtain A˜i as
A˜i = argmax
a∈{a1,...,aq}
R̂i(a,B
(t)). (3.7)
Finally, combined with (3.4) and (3.6), this completes the update of f by fixing B.
Remark 3.1. We can also treat this solution of the f (t) or the corresponding w as a
warm start, and then further optimize (3.6) in a gradient descent fashion to obtain the
true nonparametric optimizer at the current iteration. It can be a theoretical guarantee for
estimation consistency. However, this is of course computationally much more intensive.
Based on our own experience in numerical studies, doing such refinement has a negligible
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impact on numerical performances.
We now proceed to solve B by fixing f . Any general gradient descent methods such as
Limited-memory Broyden-Fletcher-Goldfarb-Shanno may be used in such an optimization
problem. However, as pointed out by Sun et al. (2019) the problem is much more complex
than the existing sufficient dimension reduction problems. This is mainly because of the
difficulty in guaranteeing the column rank of B when all elements of B are of free-changing
parameters. Also, any scale change of an entire column in B gives essentially the same
solution for estimating the optimal rule. Hence, the scale of B should also be constrained.
Taking these into account, in this paper, we consider the case with fixed d and follow the
idea in Wen and Yin (2013) to identify B in the restricted space such that BTB = Id×d,
which leads to the optimization problem as
B̂ = argmax
B∈Rp×d, BTB=I
V
n,f̂
(B). (3.8)
Note that this orthogonality constrained space is commonly known as the Stiefel manifold.
We use a first-order updating procedure which preserves the solution in the manifold. To
be specific, for a given dose rule f (t) and the current B(t) which satisfies the constraint, we
first compute the gradient matrix G and the skew-symmetric matrix Q by
G =
−∂Vn,f (t)(B)
∂B
∣∣∣
B(t)
and Q = GB(t)
T −B(t)GT, (3.9)
respectively. Here, the derivative matrix G needs to be approximated numerically. Then,
following Wen and Yin (2013), we obtain an updated solution
B(t+1) =
(
I+
τ
2
Q
)−1(
I− τ
2
Q
)
B(t), (3.10)
where τ is a small step size chosen to satisfy the Armijo-Wolfe conditions at the current
iteration. Note that this updated B enjoys the property that B(t+1)
T
B(t+1) = B(t)
T
B(t) = I,
which preserves the orthogonality. In addition, the resulted value function Vn,f (t)(B
(t+1))
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is guaranteed to ascent. This completes the update of B when fixing f . A summary of
the entire procedure that combines the two alternating steps (3.2) and (3.8) is provided in
Algorithm 1.
Algorithm 1 The Direct Learning Alternating Update Algorithm
1: Initialize: {Xi, Ai, Ri}ni=1, B(0) s.t. B(0)
T
B(0) = I, ε← 10−8, t← 0
2: Repeat
3: Calculate Ri(a,B
(t)) and A˜i based on equations (3.4) and (3.7), respectively.
4: Update f (t)(·) = A˜T(K+ λnI)−1κ(·, B(t)TX) based on equation (3.6).
5: Following equation (3.9), numerically approximate G and calculate Q.
6: Line search a step size τ in equation (3.10)
7: Update B(t+1) ← (I+ τ2Q)−1(I− τ2Q)B(t).
8: t← t+ 1.
9: Until ‖G‖ ≤ ε.
10: Update f (t+1)(·) based on equation (3.6)
11: Return B̂ = B(t+1), f̂opt = f
(t+1).
3.2 Pseudo-Direct Learning Algorithm
The pseudo-direct learning method concerns solving the optimization problem in (2.12).
Note that for the same identifiability and rank preserving issue in the update step of the
direct learning algorithm for solving B, we propose to solve this in the Stiefel manifold
again, which leads to the following optimization problem
B̂ = argmin
B∈Rp×d, BTB=I
ψ(B). (3.11)
The numerical problem here is identical to the problem defined in (3.8) and we only need
to calculate the gradient matrix G correspondingly with
G =
∂ψ(B)
∂B
∣∣∣
B(t)
. (3.12)
Note that comparing with (3.9) negative sign is removed due to minimization instead
of maximization. Once B̂ is obtained through (3.11), f̂opt(B̂
TX) can be estimated using
existing approaches by replacing X with B̂TX. We provide the details of the pseudo-direct
learning algorithm in the following.
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Algorithm 2 The Pseudo-Direct Learning algorithm
1: Initialize: {Xi, Ai, Ri}ni=1, B(0) s.t. B(0)
T
B(0) = I, ε← 10−8, t← 0
2: Do
3: Repeat
4: Numerically approximate G in (3.12), with ψ(B(t)) defined using equations (2.11) and (2.10),
respectively.
5: Calculate Q in equation 3.9 and update B(t+1) ← (I+ τ2Q)−1(I− τ2Q)B(t).
6: t← t+ 1.
7: Until ‖G‖ ≤ ε.
8: Compute f̂opt following the approach (2.4) proposed by Chen et al. (2016).
9: Return B̂ = B(t+1), and f̂opt = f
(t+1).
Remark 3.2. In both the direct and pseudo-direct learning algorithms, we use the Gaussian
kernel function with a bandwidth h = {4/(d+2)}1/(d+4)n−1/(d+4)σ̂ on each dimension, where
σ̂ is the estimated standard deviation of the corresponding variable.
Remark 3.3. In these algorithms, we suggest an initial value B(0) derived from partial-
SAVE, method of Feng et al. (2013), which is computationally fast. Although the method
of Feng et al. (2013) is limited to be applied in the partial linear multiple index model
which is a sub-class of our general models, it serves as a good warm start for the involved
optimization problems.
4 Theoretical Properties
In this section, we study the asymptotic normality of the pseudo-direct learning estimator
in (2.12) and direct learning estimator (2.8), and show V
f̂opt
(B̂) converges to Vfopt(B0)
with certain rate. To facilitated the theoretical development, we consider the upper-block
diagonal version of the parameter matrix B following the idea in (Ma and Zhu, 2013a) since
our solution only provides an estimation of the column space of B. This is main for the
identifiablilty concern. To be specific, we can always find a rotation matrix U such that
BU = (Id, B
T
l )
T where d is the true structural dimension, Bl is a (p − d) × d matrix and
Id is a d × d identity matrix. Hence, without the risk of ambiguity, we will consider B
as in this identifiable upper-block diagonal format. We further define the concatenation
of the columns in any arbitrary p × d parametrized matrix B as vecl(B) = vec(Bl) =
(Bd+1,1, ..., Bp,1, ..., Bd+1,d, ..., Bp,d). We also denote B0 as the true basis matrix after this
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parameterization.
In Theorem 4.1, we state the asymptotic normality result of the pseudo-direct learning
estimator. The following regularity assumptions are needed for the result.
Assumption A1. Let X˜ = (XˇT, ..., XˇT) ∈ R(p−d)×d with Xˇ = (Xd+1, ..., Xp)T and Z =
BTX for given matrix B. We denote (·)⊗ as the Kronecker power of a vector. Denote
p(z, a) as the probability density function of (Z,A). For k = 1, 2, let kth partial derivatives
of M(z, a), E{(X˜ − x˜)⊗k | Z = z} and p(z, a) with respect to the argument z as ∂kzM(z, a),
∂kzE{(X˜ − x˜)⊗k | Z = z} and ∂kz p(z, a), respectively. These derivatives are Lipschitz
continuous over (z, a) with the Lipschitz constant independent of (z, a).
Assumption A2. For l = 0, 1, let
M
[1]
l (B
T
0 x, a) = ∂vecl(B)[E{(X˜ − x˜) | BT0 X = BT0 x}{M(BT0 x, a)}lp(BT0 x, a)]
and M [1](BT0 x, a) =
1∑
l=0
{−M(BT0 x, a)}lM [1]1−l(BT0 x, a)/M(BT0 x, a).
Assume det(IM,B0) 6= 0, where the information matrix IM,B0 = E{M [1](BT0 X,A)⊗2}.
Assumption A3. The bandwidth h satisfy hn1/(2α+d+1) → 0 for some α > (d+ 1)/2.
Assumption A1 is the smoothness conditions for the consistency of the pseudo-direct
learning estimator B̂. Assumption A2 is necessary for the asymptotic normality of B̂ and
its projection matrix P
B̂
= B̂(B̂TB̂)
−1
B̂T. Assumption A3 is a commonly used bandwidth
condition for the kernel estimation.
Theorem 4.1. Under Assumptions A1-A3 and the model assumption given in (2.9), the
estimator of the pseudo-direct learning vecl(B̂) is asymptotically normal,
√
n
{
vecl(B̂)− vecl(B0)
} −→ N(0, E[{vecl(I−1M,B0SM,B0)}⊗2]),
where vecl(·) represents vectorization of the lower block of a matrix as defined previously,
SM,B0 = M
[1](BT0 X,A){R−M(BT0 X,A)}, M [1](BT0 X,A) and IM,B0 are defined in Assump-
tion A2.
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In the following, let vecl(B) ∈ Θ denote finite dimensional parameters, where Θ is a
subset of R(p−d)d. For any δ1, we define Θδ1 = {vecl(B) ∈ Θ : ‖vecl(B)− vecl(B0)‖ ≤ δ1},
and denote E{R | BTX,A = f(BTX)} and E{R | BTX,A = fopt(BTX)} as η(·, B) and
η0(·, B), respectively.
In Theorem 4.2, we study the asymptotic normality of the estimator B̂ for the direct
learning approach. The following regularity assumptions are needed for the theoretical
development.
Assumption A4. B0 is a unique maximizer of E{η0(·, B)}, and vecl(B0) is the interior
point in Θ, which is a compact subset of R(p−d)d.
Assumption A5. Define CαM (·) as a class of functions on a bounded set with uniformly
bounded partial derivatives up to order α, where α is the largest integer smaller than α. In
addition, the highest partial derivatives of such class of functions possess Lipschitz of order
α−α. Assume for any vecl(B) ∈ Θδ1 , η(·, B) ∈ CαM (Xr) for some α > d/2 and Xr is a finite
union of bounded and convex subsets of Rd with nonempty interior.
Assumption A6. As a function of B, η0(·, B) is twice continuously differentiable on Θδ1
with bounded derivatives in Xr.
Assumption A7. For any fixed vecl(B) ∈ Θ, ∂η0(·, B)/∂vecl(B) is twice continuously
differentiable.
Assumption A4 is standard and imposes identification. Assumption A5 imposes the
smoothness condition for η(·, B) when B is fixed. Assumption A6 imposes some smoothness
condition for η0(·, B) as a function of B. Assumption A7 imposes the smoothness condition
for ∂η0(·, B)/∂vecl(B) when B is fixed.
Theorem 4.2. Let Z = BTX,
V0 =
d2E{η0(·, B)}
dvecl(B)dvecl(B)T
∣∣∣∣
vecl(B)=vecl(B0)
and Γ0(Z) =
[
∂η0(Z,B)
∂vecl(B)
− E
{
∂η0(Z,B)
∂vecl(B)
}]∣∣∣∣
vecl(B)=vecl(B0)
.
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Under the assumptions A3-A7, assuming Ω0 = E{Γ0(Z)TΓ0(Z)} exists and V0 is a positive
define matrix, then the estimator of the direct learning vecl(Bˆ) is asymptotically normal,
that is
√
n
{
vecl(Bˆ)− vecl(B0)
}→ N (0,Σ),
where Σ = V −10 Ω0V
−1
0 .
In Theorem 4.3, we present the convergence rate of V
f̂opt
(
B̂
)
to the optimal value func-
tion for the direct learning approach. Some regularity assumptions are stated in the follow-
ing:
Assumption A8. For vecl(B), vecl(B
′
) ∈ Θδ1 , let the optimal rule in the subspace spanned
by the columns of B over feature space B
′TX be
f˜B(B
′TX) = argmax
f
E[E{R | BTX,A = f(B′TX)}].
As a function of B
′
, assume f˜B(B
′TX) is Lipschitz continuous over vecl(B
′
), and
sup
{a, vecl(B), x}∈A×Θ×X
∣∣∣∣∣∂E(R | A = a,BTX = BTx)∂a
∣∣∣∣∣ ≤ c,
where c is a positive constant.
Assumption A9. For small enough  > 0, there must exist 0 < δ() ≤ δ1, as a function of
B, f˜B(B
′TX) satisfies
∣∣f˜B(B′TX)− f˜B0(B′TX)∣∣ ≤  for any vecl(B), vecl(B′) ∈ Θδ.
Assumption A8 suggests the smoothness condition of f˜B(B
′TX) as a function of B
′
.
Assumption A9 suggests that, as a function of B, f˜B(·) is differentiable with locally Lipschitz
partial derivatives.
Theorem 4.3. Under Assumptions A3-A9, the value of the estimated rule f̂opt by the
direct learning method converges to the optimal value function, that is
Vfopt(B0)− Vf̂opt(B̂) = Op
{
(nh)−1log(n)
}
.
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Remark 4.1. Theorem 4.3 implies that the convergence rate of V
f̂opt
(B̂) with Gaussian
kernel is faster than the convergence rate Op{n−1/(4+3p/γ)} in Chen et al. (2016), where p
is the dimension of the covariates and γ is smoothness parameter for fopt. Even if fopt is
smooth enough, that is, γ goes to infinity, the optimal convergence rate for the method of
Chen et al. (2016) is Op(n
−1/4), which is still slower than the convergence rate of the direct
learning approach.
Remark 4.2. For the pseudo-direct learning approach, the convergence rate of V
f̂opt
(
B̂
)
depends on the existing individualized dose finding methods used in the second stage.
For example, if we use the method of Chen et al. (2016), the corresponding convergence
rate should be faster since it enjoys the advantage of the proposed dimension reduction
framework, that is Op{n−1/(4+3d/γ)}, where d < p.
5 Simulation Studies
We evaluate the finite sample performance of the proposed direct and pseudo-direct learn-
ing approaches under different settings with comprehensive numerical experiments. Five
different simulation settings are considered, in which the dimension of X is p = 10 or 20.
In settings 1 and 2, each entry of X is generated independently from uniform distribution
on the interval [−1, 1]. In settings 3 and 4, X is generated independently from a standard
normal distribution. For settings 5, X follows a multivariate normal distribution with mean
vector 0 and covariance matrix Σ =
(
0.5|i−j|
)
ij
. The dose assignment A is generated from
uniform distribution on [0, 2], independent of X. The outcome R is generated from a nor-
mal distribution with unit variance and a mean function M(X,B,A) to be specified. We
first define the nonzero entries of the dimension reduction matrix. Let B = (β1, β2) where
β1 = (1, 0.5, 0, 0,−0.5, 0, . . . , 0)T and β2 = (0.5, 0, 0.5,−0.5, 1, 0, . . . , 0)T. The number of 0
elements depends on the size of p. The optimal decision functions and the corresponding
mean rewards are generated using the five settings below. Note that optimal decision func-
tions in setting 3-5 are only based on one of two directions. Each experiment is repeated
100 times with training sample size n = 400 and testing sample size 3000.
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Setting 1:
fopt = sin(β
T
1 X · βT2 X) + 0.75
{
βT1 X
5 + (βT2 X + 4)
2
}
+ 1,
M(X,B,A) = 7 + 0.5(βT1 X)
2 + βT2 X − 13× |fopt −A|.
Setting 2:
fopt = 0.61(β
T
1 X > −0.6)1(βT2 X < 0.6) + 0.7 log(|βT1 X|+ 0.5) + 0.5,
M(X,B,A) = 6 + 0.3 log(|βT1 X|+ 0.5) + 1(βT2 X < 0.2) + 21(βT2 X > −0.7)
− 16× (fopt −A)2.
Setting 3:
fopt =
3
5(βT1 X)
2 + 2.5
+
1
(βT1 X)
4 + 1.3
,
M(X,B,A) = − 8 + 0.5|βT2 X|+ 3.5 cos(βT2 X) + 15 exp
{− (fopt −A)4}.
Setting 4:
fopt =
0.7
|βT2 X|/2 + 1
+ 1.5 log(|βT2 X|+ 1)− 0.6,
M(X,B,A) = − 5 + 1.5 sin(βT1 X) + 3 cos(βT1 X) + 12 exp
{− (fopt −A)2}.
Setting 5:
fopt = 0.5 exp(−|βT1 X|) + sin(βT1 X) + 0.9,
M(X,β1, A) = 7 + 0.5(β
T
1 X)
2 + 0.5|βT1 X|+ 4.5 cos(βT1 X)− 7× |fopt −A|.
We investigate two types of performances. First, we compare the predicted value func-
tion Vf (B) with several existing approaches in the literature. Second, we directly compare
the estimated dimension reduction space B̂ with existing partial dimension reduction ap-
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proaches.
For the first set of comparisons, we consider three alternative approaches: K-O-learning
(Chen et al., 2016); Lasso (Tibshirani, 1996) and random forests (Liaw et al., 2002). The
Lasso method can be regarded as a Q-learning method, which consists of two steps as
follows. In the first step, the conditional mean of the outcome R given (XTB,A) is es-
timated by linear regression with the Lasso penalty. In the next step, a quadratic form
between the dose rule and outcome is considered: the predictors used in the regression
are {XTB,A, (XTB)2, XTB · A,A2}, then we estimate the optimal rule which maximizes
the estimated conditional mean analytically. Random forests can also be treated as a Q-
learning method. First, we estimate the conditional mean of the outcome given (XTB,A)
using regression trees; second, we group the continuous dose levels into manageably few
discrete levels and recommend the optimal dose levels from those discrete dose levels by
maximizing the estimated outcome. Note that although this random forest approach is not
an existing method, it nonetheless provides a flexible model structure for estimating the
dose effect, and can be easily carried out in practice. We also note that it can be treated
as a continuous dose version of the virtual-twin model Foster et al. (2011). The tuning
parameters in the three methods are chosen by 10-fold cross-validation. The K-O-learning
implementation code is provided by Chen et al. (2016). For Lasso, we used the R package
“glmnet” (Friedman et al., 2010), and we implement the random forests approach using
the “randomForest” (Liaw and Wiener, 2002) package. For the K-O-learning, we fix the
parameter φn to be 0.15, and tune the parameter λn in Chen et al. (2016) by 10-fold cross-
validation. For random forests, we keep the tuning as default. The results are summarized
in Tables 1. We report the predicted mean reward under the estimated decision rule func-
tion, and also the squared error of the estimated optimal dose, defined as E{(f̂opt − fopt)2}
on the testing data.
Overall, the direct learning and pseudo-direct learning approach achieve better perfor-
mance compared to existing methods without sacrificing extra computational costs. As
for competing methods, the K-O-learning has the best treatment inference performance,
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Table 1: Simulation results: mean (sd) reward and mean (sd) squared dose distance
Method Reward Dose distance Reward Dose distance
predictor dimension p = 10 predictor dimension p = 20
Setting 1
Direct 5.24 (0.28) 0.05 (0.01) 4.81 (0.32) 0.07 (0.02)
Pseudo-Direct 6.21 (0.17) 0.01 (0.01) 6.16 (0.19) 0.02 (0.01)
K-O-learning 4.62 (0.22) 0.07 (0.01) 3.45 (0.19) 0.14 (0.02)
Random Forests 3.36 (0.12) 0.15 (0.01) 3.07 (0.16) 0.18 (0.02)
Lasso 3.28 (0.07) 0.17 (0.00) -1.64 (4.34) 0.69 (0.47)
Setting 2
Direct 6.16 (0.25) 0.07 (0.02) 5.45 (0.44) 0.11 (0.02)
Pseudo-Direct 6.52 (0.14) 0.04 (0.01) 6.41 (0.12) 0.05 (0.01)
K-O-learning 4.78 (0.28) 0.16 (0.02) 4.06 (0.25) 0.19 (0.02)
Random Forests 4.10 (0.19) 0.18 (0.01) 3.68 (0.40) 0.22 (0.03)
Lasso 3.05 (3.17) 0.26 (0.20) -5.83 (1.96) 0.82 (0.12)
Setting 3
Direct 9.77 (0.18) 0.08 (0.03) 9.41 (0.31) 0.13 (0.04)
Pseudo-Direct 9.64 (0.21) 0.08 (0.03) 9.57 (0.30) 0.10 (0.05)
K-O-learning 8.12 (0.22) 0.28 (0.03) 7.27 (0.18) 0.38 (0.02)
Random Forests 7.60 (0.30) 0.35 (0.03) 7.12 (0.36) 0.40 (0.04)
Lasso 2.78 (1.34) 1.22 (0.27) 2.39 (0.17) 1.30 (0.04)
Setting 4
Direct 7.69 (0.31) 0.07 (0.04) 7.38 (0.34) 0.10 (0.04)
Pseudo-Direct 7.85 (0.17) 0.06 (0.03) 7.76 (0.26) 0.07 (0.04)
K-O-learning 6.94 (0.13) 0.14 (0.02) 6.63 (0.08) 0.18 (0.01)
Random Forests 6.45 (0.10) 0.21 (0.02) 6.21 (0.16) 0.24 (0.02)
Lasso 5.20 (1.68) 0.42 (0.30) 3.15 (0.26) 0.86 (0.06)
Setting 5
Direct 7.95 (0.21) 0.18 (0.04) 7.69 (0.18) 0.24 (0.04)
Pseudo-Direct 8.34 (0.19) 0.14 (0.02) 8.16 (0.15) 0.16 (0.02)
K-O-learning 6.85 (0.18) 0.38 (0.03) 6.43 (0.20) 0.42 (0.04)
Random Forests 7.30 (0.20) 0.32 (0.04) 7.12 (0.16) 0.33 (0.03)
Lasso 6.96 (0.10) 0.36 (0.02) 6.81 (0.11) 0.38 (0.02)
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followed by random forests, and then the Lasso method in most of the settings we conduct
herewith. Based on the results of the numerical studies, the K-O-learning is sensitive to the
dimension of covariates. When the dimension of covariates goes higher, the performance of
the K-O-learning is more likely to suffer. For random forests, the main disadvantage is the
computational cost. In the settings with d = 2, the random forest costs several minutes to
estimate the optimal dose level in a single experiment, while the direct learning or pseudo-
direct learning approach requires less than 30 seconds for the same experiment. For the
Lasso method, it fails to estimate, as expected, the optimal rule in the non-linear settings.
For the second set of comparisons, we investigate the accuracy of the estimated column
space of the dimension reduction matrix B. We evaluate the performance by three mea-
sures: the Frobenius norm distance between the projection matrix PB = B(B
TB)−1BT
and corresponding estimator’s version P
B̂
; the trace correlation tr
(
PBPB̂
)
/d, where d is
the structural dimension; and the canonical correlation between BTX and B̂TX. For the
competing method, we implement the Feng et al. (2013)’s approach. The results are sum-
marized in Tables 2. Note that d = 1 for the direct learning in the setting 3-5 when making
the comparison.
In all settings except setting 3, the pseudo-direct learning achieves the best overall
performance. In setting 3 where the optimal rule is only based on βT1 X, the direct learning
approach outperforms the rest. This suggests that when the optimal rule is based on a fewer
number of directions but the outcome has a more complicated form, the direct learning may
be superior to the pseudo-direct learning. In all settings, the proposed methods outperform
the method of Feng et al. (2013).
6 Data Analysis
Warfarin, commonly called a “blood thinner”, is one of the most broadly used oral antico-
agulant agents to treat blood clots and prevent forming new harmful blood clots to decrease
the risk of heart attack or stroke. The appropriate dose level of warfarin makes a great influ-
ence on treatment effects. However, the proper dose level of warfarin is difficult to determine
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Table 2: Simulation results: comparison for estimating the dimension reduction space
Method Frobenius Trace Canonical Frobenius Trace Canonical
predictor dimension p = 10 predictor dimension p = 20
Setting 1
Direct 0.38 (0.08) 0.95 (0.01) 0.97 (0.01) 0.63 (0.20) 0.89 (0.08) 0.94 (0.05)
Pseudo-Direct 0.12 (0.02) 0.99 (0.01) 0.99 (0.01) 0.20 (0.19) 0.98 (0.08) 0.99 (0.07)
partial-SAVE 0.59 (0.10) 0.97 (0.03) 0.99 (0.02) 0.94 (0.16) 0.77 (0.08) 0.88 (0.05)
Setting 2
Direct 0.39 (0.13) 0.95 (0.02) 0.98 (0.02) 0.74 (0.21) 0.85 (0.13) 0.92 (0.07)
Pseudo-Direct 0.19 (0.07) 0.99 (0.02) 0.99 (0.01) 0.29 (0.08) 0.98 (0.02) 0.99 (0.02)
partial-SAVE 0.62 (0.10) 0.94 (0.03) 0.99 (0.02) 0.97 (0.15) 0.84 (0.08) 0.87 (0.05)
Setting 3
Direct 0.21 (0.08) 0.97 (0.01) 0.98 (0.01) 0.36 (0.09) 0.93 (0.03) 0.97 (0.01)
Pseudo-Direct 0.33 (0.09) 0.97 (0.02) 0.98 (0.01) 0.71 (0.29) 0.85 (0.13) 0.89 (0.12)
partial-SAVE 0.63 (0.20) 0.89 (0.08) 0.94 (0.05) 1.04 (0.25) 0.71 (0.13) 0.81 (0.13)
Setting 4
Direct 0.37 (0.19) 0.90 (0.14) 0.94 (0.06) 0.57(0.21) 0.81 (0.14) 0.89 (0.11)
Pseudo-Direct 0.13 (0.03) 0.99 (0.01) 0.99 (0.01) 0.21 (0.04) 0.98 (0.01) 0.99 (0.01)
partial-SAVE 0.59 (0.20) 0.86 (0.07) 0.89 (0.04) 0.85 (0.15) 0.82 (0.07) 0.90 (0.05)
Setting 5
Direct 0.59 (0.10) 0.95 (0.04) 0.96 (0.02) 0.72 (0.10) 0.75 (0.09) 0.83 (0.04)
Pseudo-Direct 0.09 (0.02) 1.00 (0.00) 1.00 (0.00) 0.24 (0.07) 0.97 (0.02) 0.99 (0.01)
partial-SAVE 0.73 (0.10) 0.76 (0.07) 0.87 (0.02) 0.93 (0.17) 0.56 (0.17) 0.79 (0.08)
because it varies among patients with different health status. Hence, we apply our proposed
methods to the dataset provided by Consortium (2009) to estimate the optimal dose level.
The International Warfarin Pharmacogenetics Consortium provided one of the most com-
prehensive and public datasets consisting of clinical and pharmacogenetic covariates. We
acquire both the pharmacogenetic and clinical data including height, weight, age, race,
phenytoin, carbamazepine, amiodarone, VKORC1 genotype, and CYP2C9 genotype. The
international normalized ratio is the primary outcome to measure the safety and efficiency
of the dose level of warfarin. For patients prescribed warfarin, the target INR is around 2.5.
To convert the international normalized ratio to a measurement responding to the warfarin
dose level, we construct the reward R = −|2.5 − International Normalized Ratio|. After
excluding missing observations, we obtain the training data with 1703 patients. it has been
shown in Consortium (2009) that the data were collected from observational studies instead
of using random dose assignment, thus we simply adjust for the propensity score P (A | X)
using the same approach described in Zhu et al. (2015).
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To well apply the proposed methods, determining the structural dimension is a necessary
and non-trivial task. For the pseudo-direct learning, we adopt the validated information
criterion proposed by Ma and Zhang (2015). The minimizer of the validated information
criterion is a consistent estimator for the true structural dimension. For the direct learning
method, we treat the structural dimension d as a tuning parameter. Applying these two
methods to the warfarin dataset, we found that d = 1 achieves the best fitting for both
methods. Hence, for all subsequent analysis, d = 1 is set.
To make a comparison among the methods, we randomly split the dataset 100 times to
obtain the training dataset including 800 patients and testing dataset consisting of the rest
903 patients. However, in practice, the true dose level is still unknown on the testing set.
Hence, there does not exist a direct measure to evaluate the performance. To address this
issue, we calculate an expected reward for each subject in the testing data. To be specific,
suppose the predicted optimal doses are a1, . . . , an, respectively for subjects in the testing
data, we then calculate an estimated value function R̂ that is only based on the testing
data,
R̂test = 1
ntest
ntest∑
j=1
∑ntest
i=1 RiKh(Xj −Xi, aj −Ai)/P (Ai | Xi)∑ntest
i=1 Kh(Xj −Xi, aj −Ai)
.
We report the average values and standard errors of the estimated value function over 100
runs in Table 3. The results suggest that the direct learning approach performs the best,
while the pseudo-direct learning approach performs almost identical to the K-O-learning.
Random forests and Lasso have inferior performance in this study. We note that the ma-
jority of the observed warfarin dose levels in the dataset are not far away from the optimal
dose level because most observations have an observed INR close to 2.5.
Table 3: Average value (sd) of the estimated value function by different methods
Direct Pseudo-Direct K-O-learning Random Forests Lasso
3.332 (0.04) 3.321 (0.02) 3.303 (0.02) 3.301 (0.09) 3.290 (0.12)
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7 Discussion
In this paper, we propose a dimension reduction framework for estimating the optimal
rule in dimensionality-reduced subspace and two methods that are based on direct and
pseudo-direct learning schemes. The primary advantage of the proposed framework is that
it circumvents the curse of dimensionality in many existing machine learning approaches
such as the K-O-learning Chen et al. (2016) when the dimension p is large. The direct
learning approach is feasible to detect the directions that are sufficient to model the optimal
dose rule. This is a particularly important property enjoyed by outcome weighted learning
approach when the decision rule is relatively simple, while the underlying outcome model
could be very complicated.
The proposed methods also have limitations. Particularly, when the number of covariates
is extremely large, most dimension reduction methods can still fail due to the overwhelming
number of parameters in the matrix B, and special treatment is needed (Wang and Zhu,
2013; Wang et al., 2018). Hence, it would be interesting to penalize the involved parameters
to produce a sparse solution.
In biomedical studies, right-censored clinical outcomes often appear (Zhao et al., 2014;
Zhu et al., 2017). Hence, it is interesting to extend the proposed dimension reduction frame-
work to the right-censored clinical outcomes and construct a corresponding direct learning
approach to estimate the optimal rule. Besides, the pseudo direct learning could also achieve
bandwidth selection by involving the bandwidth as an argument into the objective function.
Moreover, for many complex diseases, a dynamic treatment regime that involves a sequence
of decision rules is often considered. For example, Rich et al. (2014) proposed an adaptive
strategy for the multiple-stage personalized dose finding; Zhao et al. (2015) estimated the
optimal dynamic treatment regime by converting the estimation problem to a single classi-
fication problem. However, most of the state-out-the-art methods also encounter challenges
from a large number of covariates. The proposed method may shed light on these potential
future directions.
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Appendix
Outline of the Proof
Lemmas 1-4 are developed to facilitate the proof of Theorem 4.1. The proof of the Lemma
1 and 2 follows from Huang and Chiang (2017). Lemma 1 shows the convergence rate for
M˜
[m]
l (B
Tx, a). In Lemma 2, we derive the independent and identically distributed approx-
imation of M˜ [l](BTx, a). Both M˜
[m]
l (B
Tx, a) and M˜ [l](BTx, a) are technical terms that
regulate the true mean function of the reward R. The definitions will be provided as we
state the lemmas. In Lemma 3 and Lemma 4, we show the uniformly consistency of ψ(B) to
ψ∗(B) = E[{R−M̂(BTX,A)}2] under SA(B) = S(A)E[R|X] and SA(B) 6= S
(A)
E[R|X] respectively,
where SA(B) is the partial subspace spanned by the basis matrix B and S(A)E[R|X] is the
smallest partial central mean subspace (Li et al., 2003). In Lemma 5, we study the consis-
tency of the estimator vecl(B̂) of the pseudo-direct learning. And Lemma 6 is developed to
facilitate the proof of Theorem 4.2. Then the Lemma 7 together with Theorem 4.2 will be
used for the proof of Theorem 4.3.
Now we proceed with the proof of Theorem 4.1. Several useful lemmas will need to be
provided first. The proofs of the lemmas 1 and 2 in the following are essentially modifying
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and restating the technical lemmas 1-2 in (Huang and Chiang, 2017).
Lemma 1. Let l = 0, 1 and m = 0, 1, 2, under Assumptions A1 and A3, it follows that
sup
{B,x,a}
∥∥M˜ [m]l (BTx, a)∥∥ = o{ lnn√
n(d+ 1)hm(d+1)+1
}
+O
{
(d+ 1)h2
}
, (A.1)
where we denote ∂mvecl(B) as the symbol of m
th partial derivative of the quantity to vecl(B)
for m = 0, 1, 2, and then
M˜
[m]
l (B
Tx, a) = M̂
[m]
l (B
Tx, a)−M [m]l (BTx, a),
M
[m]
l (B
Tx, a) = ∂mvecl(B)
[
E
{
(X˜ − x˜)⊗m | BTX = BTx}{M(BTx, a)}lp(BTx, a)],
M̂
[m]
l (B
Tx, a) =
1
n
n∑
i=1
∂mvecl(B)
[
RliKh
{
(XTi B,Ai)
T − (xTB, a)T}],
where X˜ = (XˇT, ..., XˇT) ∈ R(p−d)×d with Xˇ = (Xd+1, ..., Xp)T, Kh(·) = (K(·/h)/h)d+1 and
h = (h, ..., h)T and K(·) is Gaussian kernel density function.
Proof. Following the proof of the lemma 1 in Huang and Chiang (2017), we let M˜
[m]
l (B
Tx, a)
correspond to F˜
[m]
l,Cd
(y, x), M̂
[m]
l (B
Tx, a) to F̂
[m]
l,Cd
(y,Bd
Tx) and M
[m]
l (B
Tx, a) to F
[m]
l,Cd
(y, x)
respectively in the lemma 1 in Huang and Chiang (2017). By some simple algebra, ones
immediately have that
sup
{B,x,a}
∥∥M˜ [m]l (BTx, a)∥∥ = o{ lnn√
n(d+ 1)hm(d+1)+1
}
+O{(d+ 1)h2}.
Lemma 2. Let l = 0, 1, then under Assumption A1 and A3, it follows that
sup
{B,x,a}
∣∣M˜ [l](BTx, a)− 1
n
n∑
i=1
ζ
[l]
i (B
Tx, a)
∣∣ = O(n−1/2), (A.2)
where we denote ∂lvecl(B) and ∂
k
vecl(B) as the symbol of l
th and kth partial derivative of some
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quantities to vecl(B) for l, k = 0, 1, and then we define
M˜ [l](BTx, a) = M̂ [l](BTx, a)−M [l](BTx, a),
M̂ [l](BTx, a) = ∂lvecl(B)M̂(B
Tx, a),
M [0](BTx, a) = M(BTx, a),
M [1](BTx, a) =
1∑
l=0
−{M(BTx, a)}lM [1]1−l(BTx, a)/M(BTx, a),
M˜
[k]
iq (B
Tx, a) = ∂kvecl(B)
[
RqiKh
{
(XTi B,Ai)
T − (xTB, a)T}]−M [k]q (BTx, a) for k, q = 0, 1,
Ml(B
Tx, a) =
{
M(BTx, a)
}l
p(BTx, a),
ζ
[0]
i (B
Tx, a) =
1∑
l=0
M˜
[0]
il (B
Tx, a)
{−M(BTx, a)}1−lM˜ [0]l (BTx, a)
M0(BTx, a)
,
ζ
[1]
i (B
Tx, a) =
1∑
k,q=0
[
M˜
[k]
ik (B
Tx, a)
(−1)1+qM1−q(BTx, a)M˜ [k]q (BTx, a){
M0(BTx, a)
}3−q
]
·
[
1∑
s=0
(q + s− 2)M [1]s (BTx, a)
{
M1−s(BTx, a)
}s]1−k
.
Proof. Let M˜
[l0]
il1
(BTx, a) corresponds to F˜
[l0]
ill1,Cd
(y, x), M̂
[m]
l (B
Tx, a) to F̂
[m]
l,Cd
(y,Bd
Tx),
M
[m]
l (B
Tx, a) to F
[m]
l,Cd
(y, x), M [l](BTx, a) to F
[l]
Cd
(y, x), M̂ [l](BTx, a) to F̂
[l]
Cd
(y, x), M˜ [l](BTx, a)
to F˜ lCd(y, x), M˜
[m]
l (B
Tx, a) to F˜
[m]
l,Cd
(y, x), Ml(B
Tx, a) to Fl,Cd(B
Tx, a), ζ
[0]
i (x
Tβ, a) to ξ
[0]
i,Cd
(y,BTd x)
and ζ
[1]
i (B
Tx, a) to ξ
[1]
i,Cd
(y,BTd x) respectively in the lemma 2 in Huang and Chiang (2017).
Then there is a direct consequence that
sup
{B,x,a}
∣∣∣∣M˜ [l](BTx, a)− 1n
n∑
i=1
ζ
[l]
i (B
Tx, a)
∣∣∣∣ = O(n−1/2).
Hence the uniform convergence for M˜ [l](BTx, a) is achieved for both l = 0 and l = 1.
Lemma 3. For given matrix B, we denote ZB = (ZB1, ..., ZBd) = B
TX. Then we let
p(zB, a) be the joint probability density function of (ZB, A) and F (x, a) be the joint cumu-
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lative distribution function of (X,A), and
G(zB, a) =
v2K(v)dv
2!
d∑
k=1
h2
1∑
l=0
{−M(zB, a)
p(zB, a)
}1−l{
∂2zBkMl(zB, a)
}l
,
V (zB, a) =
{∫
K2(v)dv
}d+1V ar{R | (ZB, A) = (zB, a)}{
nhd+1p(z, a)
} ,
MISEB(h) =
∫ {
G2(zB, a) + V (zB, a)
}
dF (x, a).
Under Assumptions A1 and A3, it follows that
sup
{B}
∣∣ψ(B)− ψ∗(B)∣∣
MISEB(h)
= o(1); for SA(B) = S(A)E[R|X], (A.3)
where ψ∗(B) = ‖R− M̂(BTX,A)‖2L2 , SA(B) and S
(A)
E[R|X] are defined as before
Proof. First, we denote Hi = Ri −M(BT0 Xi, Ai), Pi(B) = M(BT0 Xi, Ai) −M(BTXi, Ai),
Qi(B) = M(B
TXi, Ai) − M̂(BTXi, Ai). Here, we assume h satisfies the Assumption A3.
Then we can rewrite ψ(B) as following,
ψ(B) =
1
n
n∑
i=1
H2i︸ ︷︷ ︸
E1
+
1
n
n∑
i=1
P 2i (B)︸ ︷︷ ︸
E2
+
1
n
n∑
i=1
Q2i (B)︸ ︷︷ ︸
E3
+ 2
{ 1
n
n∑
i=1
HiPi(B)︸ ︷︷ ︸
F1
+
1
n
n∑
i=1
HiQi(B)︸ ︷︷ ︸
F2
+
1
n
n∑
i=1
Pi(B)Qi(B)︸ ︷︷ ︸
F3
}
. (A.4)
Suppose SA(B) = S(A)E[R|X], ones immediately have
M(BT0 Xi, Ai)−M(BTXi, Ai), for SA(B) = S(A)E[R|X].
Thus ones immediately have that
E2 =
1
n
n∑
i=1
P 2i (B) = 0, F1 =
1
n
n∑
i=1
HiPi(B) = 0, F3 =
1
n
n∑
i=1
Pi(B)Qi(B) = 0. (A.5)
Then it is sufficient to consider the terms E1, E3 and F2. It follows from the standard
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convergence theorem of U-statistic (Hoeffding, 1948), we can express the E1 as a form of
U-statistic, then it follows that
lim
n→∞P (|E1 − σ
2
0| > ) = 0; for any  > 0, (A.6)
where σ20 = ‖R−M(BTX,A)‖2L2 .
It follows from Lemma 2, we rewrite E3, after some simple algebra, then
E3 =
[
1
n3
n∑
i=1
n∑
k 6=j
ζ
[0]
j (B
TXi, Ai)ζ
[0]
k (B
TXi, Ai)︸ ︷︷ ︸
T1
+
1
n3
n∑
i=1
n∑
j=1
{
ζ
[0]
j (B
TXi, Ai)
}2
︸ ︷︷ ︸
T2
]
· {1 + o(n−1/2)}. (A.7)
Under Assumption A1, by Lemma 2.13 and 2.14 in Pakes and Pollard (1989), the class
{ζ [0]j (BTXi, Ai) : B} is ensured to be Euclidean, and then by Theorem 3.1 in Arcones and
Gine (1993),
sup
{B}
|T1− E[T1]| = o(1), sup
{B}
|T2− E[T2]| = o(1). (A.8)
Then under Assumption A1 and A3, by Lemma 1 and 2, with fixed a and x, ones immedi-
ately have
sup
{B,x,a}
∣∣∣E[{ζ [0]j (BTx, a)}2]/n− VB(zB, a)∣∣∣ = o(1),
and sup
{B,x,a}
∣∣∣E{ζ [0]j (BTx, a)}−GB(zB, a)∣∣∣ = o(1). (A.9)
It follows from (A.8)-(A.9), there is a direct result that
sup
{B}
∣∣T1 − E[G2(ZB,i, Ai)]∣∣ = o(1)︸ ︷︷ ︸
I
, sup
{B}
∣∣T2 − E[V (ZB,i, Ai)]∣∣ = o(1)︸ ︷︷ ︸
II
. (A.10)
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It follows from I and II, ones immediately have
sup
{B}
∣∣(T1 + T2)− E[G2(ZB,i, Ai)]− E[V (ZB,i, Ai)]∣∣︸ ︷︷ ︸
III
≤ I + II.
Since I is bounded by I + II, then we have III = o(1)
Furthermore, with sup
{B}
∣∣E{G2(ZB,i, Ai)} −G2(ZB,i, Ai)∣∣ = o{(d+ 1)h4} and
sup
{B}
∣∣E{V (ZB,i, Ai)} − V (ZB,i, Ai)∣∣ = o[{(d+ 1)nh}−1], by some simple algebra, then
sup
{B}
∣∣E3 −MISEB(h)∣∣ = o[(d+ 1)h4 + {(d+ 1)nh}−1]. (A.11)
According to Lemma 1 and Hajek Projection Theorm (Van der Vaart, 1998), F2 can be
express as the following form:
F2 =
1
n
n∑
i=1
HiG(ZB,i, Ai){1 + o(1)}.
By Donsker’s theorem, it follows that
sup
{B}
|F2 − E[F2]| = Op
{
(d+ 1)h2n−1/2
}
.
Since E[F2] = 0, it directly leads to
sup
{B}
|F2| = Op
{
(d+ 1)h2n−1/2
}
. (A.12)
Plugging (A.5)-(A.6) and (A.11)-(A.12) into (A.4), this enables us to have :
sup
{B}
∣∣ψ(B)− ψ∗(B)∣∣
MISEB(h)
= o(1),
This completes the proof.
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Lemma 4. Under Assumption A1 and A3, ones have that
sup
{B}
∣∣∣∣∣ ψ(B)− ψ∗(B)√b20(B)MISEB(h)
∣∣∣∣∣ = O(1); for SA(B) 6= S(A)E[R|X], (A.13)
where b20(B) = ‖{M(BT0 X,A)−M(BTX,A)}‖2L2 , ψ∗(B) and MISEB(h) are defined in
Lemma 3.
Proof. It directly follows from proof of lemma 3. The derivations of the convergence rate
of E1, E3 and F2 are similar as proof of lemma 3 , that is
lim
n→∞P (|E1 − σ0
2| > ) = 0; for any  > 0.
sup
{B}
|E3 −MISEB(h)| = o
[
(d+ 1)h4 + {(d+ 1)nh}−1].
sup
{B}
|F2| = Op
{
(d+ 1)h2n−1/2
}
. (A.14)
By Theorem 2.13 (Pakes and Pollard, 1989), the class {P 2i (B) : B} is ensured to be Eu-
clidean and the class {HiPi(B)/b0(B) : B} is also ensured to be Euclidean by Theorem 2.14
(Pakes and Pollard, 1989). Under Assumption A1, we can express the E2 and F1 as a form
of U-statistic, then it follows from Theorem 3.1 (Arcones and Gine, 1993), ones immediately
have
sup
{B}
|E2 − b20(B)| = o(1). (A.15)
Then it follows from Theorem 4.1 (Arcones and Gine, 1993) and E[F1] = 0, we have that
sup
{B}
|F1|
b0(B)
= Op(n
−1/2). (A.16)
Since P 2i (B) +Q
2
i (B) ≥ 2Pi(B)Qi(B), by the Lemma 1, we derive that
sup
{B}
|F2|
b0(B)
= O
{
(d+ 1)h2
}
+ o[{(d+ 1)nh}−1/2]. (A.17)
Plugging (A.14)-(A.17) into (A.4), this completes the proof.
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Lemma 5. Under Assumptions A1 and A3, for any ε > 0, then
P (‖vecl(B̂)− vecl(B0)‖ > ε) −→ 0; as n →∞.
Proof. We denote B̂ is the minimizer of ψ(B), that is B̂ = argmin{B} ψ(B), and denote
η∗(B) =
∣∣ψ(B)− ψ∗(B)∣∣. Since B̂ = argmin{B} ψ(B), there is a direct consequence that
ψ(B̂) ≤ ψ(B0), P
{
ψ(B̂) ≤ ψ(B0)
}
= 1. (A.18)
Also, since ψ(B̂) ≤ ψ(B0), then we have
|ψ(B0)− ψ∗(B0)|+ |ψ(B̂)− ψ∗(B̂)| ≥ |ψ(B0)− ψ(B̂) + ψ∗(B̂)− ψ∗(B0)|. (A.19)
Consider two cases here:
Situation I : ψ∗(B̂)− ψ∗(B0) > 0,
η∗(B̂) + η∗(B0) ≥ ψ∗(B̂)− ψ∗(B0).
Situation II : ψ∗(B̂)− ψ∗(B0) < 0,
The same inequality can be derived.
For any ε > 0, it follows from the above relationships:
P
{
b20(B̂) ≥ ε, η∗(B̂) + η∗(B0) ≥ ψ∗(B̂)− ψ∗(B0)
}
+ P
{
b20(B̂) < ε
} ≥ P{ψ(B̂) ≤ ψ(B0)} = 1.
(A.20)
If b20(B̂) = 0, one immediately has
P
{
b20(B̂) ≥ ε
} −→ 0; as n →∞. (A.21)
39
If for any ε > 0, b20(B̂) ≥ ε, then
η∗(B̂) + η∗(B0) ≥ σ20 + b20(B̂) + MISEB̂(h)− σ20 −MISEB0(h)
≥ MISE
B̂
(h) + b20(B̂)−MISEB0(h)
≥ b20(B̂)−MISEB0(h). (A.22)
Then we divide the both hand of the sides by
√
ε
η∗(B̂)√
ε
+
η∗(B0)√
ε
≥ b
2
0(B̂)√
ε
− MISEB0(h)√
ε
.
It follows from
√
ε < b20(B̂)/
√
ε and η∗(B̂)/
√
ε > η∗(B̂)/b0(B̂), then
{
η∗(B̂) + η∗(B0) ≥ b02(B̂)−MISEB0(h)
}
⊂
{
η∗(B̂)
b0(B̂)
+
η∗(B0)√
ε
≥ √ε− MISEB0(h)√
ε
}
.
Thus we only need to consider the probability
P
{
b20(B̂) ≥ ε,
η∗(B̂)
b0(B̂)
+
η∗(B0)√
ε
≥ √ε− MISEB0(h)√
ε
}
,
By the identifiability of B, Lemma 2 and Lemma 3-4. η∗(B̂)/b0(B̂) = O
{√
MISE
B̂
(h)
}
and η∗(B0) = op
{
MISEB0(h)
}
, then as n →∞
P
{
b20(B̂) ≥ ε, η∗(B̂) + η∗(B0) ≥ ψ∗(B̂) + ψ∗(B0)
} −→ 0. (A.23)
Coupled with (A.20) and (A.23), there is a direct consequence that
P
{
b20(B̂) < ε
} −→ 1; as n →∞. (A.24)
By the identifiability of B and the property of b20(B̂) < ε, so for any ε0, ε1 > 0 such that
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{b20(B̂) < ε1} ⊆ {‖vecl(B̂)− vecl(B0)‖ < ε0}.
P
{‖vecl(B̂)− vecl(B0)‖ < ε0} > P{b20(B̂) < ε1} −→ 1; as n →∞.
Proof of Theorem 4.1
Proof. Using the Taylor expansion, we expanse ∂vecl(B)ψ(B̂) at vecl(B̂) = vecl(B0). By the
definition, ∂vecl(B)ψ(B̂) = 0, we have that
√
n∂vecl(B)ψ(B0) +
√
n{vecl(B̂)− vecl(B0)}∂2vecl(B)ψ(B∗) = 0, (A.25)
where vecl(B∗) is between vecl(B̂) and vecl(B0).
After some simple algebra, it follows from Lemma 1 - 2 that we can express ∂vecl(B)ψ(B0)
as follows:
∂vecl(B)ψ(B0) =
2
n
n∑
i=1
Hi∂vecl(B)Hi +
2
n
n∑
i=1
Qi(B0)∂vecl(B)Qi(B0)
+
2
n
n∑
i=1
(
∂vecl(B)HiQi(B0) + ∂vecl(B)Qi(B0)Hi
)
=− 2
n
n∑
i=1
M̂ [1](BT0 Xi, Ai)−Qi(B0)
{
M [1](BT0 Xi, Ai)
}
− 2
n
n∑
i=1
HiM
[1](BT0 Xi, Ai)−
2
n
n∑
i=1
Qi(B0)M
[1](BT0 Xi, Ai)
− 2
n
n∑
i=1
Hi
{
M [1](BT0 Xi, Ai)− M̂ [1](BT0 Xi, Ai)
}
=− 2
n
n∑
i=1
Qi(B0)
{
M̂ [1](BT0 Xi, Ai)−M [1](BT0 Xi, Ai)
}
− 2
n
n∑
i=1
{Qi(B0) +Hi}M [1](BT0 Xi, Ai)
− 2
n
n∑
i=1
Hi
{
M̂ [1](BT0 Xi, Ai)−M [1](BT0 Xi, Ai)
}
. (A.26)
With independent and identically distributed approximation derived in Lemma 2, we can
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rewrite (A.26) as
∂vecl(B)ψ(B0) = −
2
n3
n∑
i=1
n∑
j 6=k
ζ
[0]
j (B
T
0 Xi, Ai)ζ
[1]
k (B
T
0 Xi, Ai)︸ ︷︷ ︸
V1
− 2
n2
n∑
i=1
n∑
j=1
ζ
[0]
j (B
T
0 Xi, Ai)M
[1](BT0 Xi, Ai)︸ ︷︷ ︸
V2
− 2
n
n∑
i=1
HiM
[1](BT0 Xi, Ai)︸ ︷︷ ︸
V3
− 2
n2
n∑
i=1
n∑
k=1
Hiζ
[1]
k (B
T
0 Xi, Ai)︸ ︷︷ ︸
V4
+op
(
n−1/2
)
. (A.27)
We can then express V1, V2 and V4 as the U-statistic with E(V1) = E(V2) = E(V4) = 0
and V ar(V2) = V ar(V4) = Op{(d + 1)h4n−1} and V ar[V1] = Op{(d+ 1)2h8n−2}. With
Assumption A3, Chebyshev’s inequality and standard convergence property of U-statistic
(Hoeffding, 1948), then we have
lim
n→∞P (|
√
nV1 − 0| > ) = 0; for any  > 0,
lim
n→∞P (|
√
nV2 − 0| > ) = 0; for any  > 0,
lim
n→∞P (|
√
nV4 − 0| > ) = 0; for any  > 0. (A.28)
Also, we can express V3 as the U-statistic with E(V3) = 0 and V ar(V3) = E(S
⊗2
M,B0
)/n, it
follows from the convergence property of U-statistic, we have
sup
{B}
|V3| = o(1),
√
nV3 −→ N
{
0, V ar(V3)
}
. (A.29)
Combineing (A.27)-(A.29), it follows from Slutsky’s theorem that
√
n∂vecl(B)ψ(B0) −→ N
{
0, E(S⊗2M,B0)
}
. (A.30)
42
where SM,B0 is defined in Theorem 4.1. Next, by Lemma 1, we have
sup
{B}
‖∂2vecl(B)ψ(B)− IM,B‖ = op(1), (A.31)
where
IM,B =
1∑
q,s=0
2q
{−M [2−q]0 (BTx, a)
M(BTx, a)
}q+s{M (s−q)(1−s)1 (BTx, a)
M(BTx, a)
}
.
Under the Assumption A1, IM,B is continuous in B. For any 0 > 0, ∃ δ0(0) such that
‖IM,B − IM,B0‖ ≤ 0 if sup ‖vecl(B)− vecl(B0)‖ ≤ δ0. Then we have
P
{
sup
‖vecl(B)−vecl(B0)‖≤δ0
‖∂2vecl(B)ψ(B)− ∂2vecl(B)ψ(B0)‖ ≥ 
}
≤ P
{
sup
‖vecl(B)−vecl(B0)‖≤δ0
‖∂2vecl(B)ψ(B)− IM,B‖ ≥ /3
}
+ P
{
sup
‖vecl(B)−vecl(B0)‖≤δ0
‖IM,B − IM,B0‖ ≥ /3
}
+ P
{
sup
‖vecl(B)−vecl(B0)‖≤δ0
‖IM,B0 − ∂2vecl(B)ψ(B0)‖ ≥ /3
}
.
Based on (A.31), one immediately has
P
{
sup
‖vecl(B)−vecl(B0)‖≤δ0
‖∂2vecl(B)ψ(B)− ∂2vecl(B)ψ(B0)‖ ≥ 
}
→ 0; as n→∞. (A.32)
With (A.24) and (A.32),
‖∂2vecl(B)ψ(B∗)− IM,B0‖ = op(1). (A.33)
Coupled with (A.25), (A.30) and (A.33), we then conclude that
√
n
{
vecl(B̂)− vecl(B0)
} −→ N(0, E[{vecl(I−1M,B0SM,B0)}⊗2]); as n →∞.
Further denote PB0 = B0(B
T
0 B0)
−1
BT0 as the orthogonal projection operator onto the space
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SA(B0). It follows from the Delta method that
√
n
{
vecl(P
B̂
)− vecl(PB0)
} −→ N (0,Σ∗); as n →∞,
where vecl(Σ0) = I
−1
M,B0
SM,B0 and
Σ∗ = E
([
vecl
{
B0(B
T
0 B0)
−1
(Ip,Σ
T
0 )(Id − PB0) + (Id − PB0)(Id,ΣT0 )T(BT0 B0)−1BT0
}]⊗2)
.
Lemma 6. Under Assumption A3-A4, we have
∥∥vecl(B̂)− vecl(B0)∥∥ = op(1),
where B̂ is the maximizer of (2.8).
Proof. By the equation (2.6), we define s∗(B, η) = E[E{R | BTX,A = f(BTX)}], and the
nuisance nonparametric function η(·, B) = E{R | BTX,A = f(BTX)} belongs to a Banach
space H, then we have
s∗(B, η) = E[η(·, B)] and sn(B, η) = 1
n
n∑
i=1
η(Xi, B).
Thus, B̂ is also the estimator of B0 by following,
B̂ = argmax
B
sn(B, η̂), (B.1)
where B0 is the value of B that maximizes E[E{R | BTX,A = fopt(BTX)}] for all vecl(B) ∈
Θ, where Θ is a compact subset of R(p−d)d and its interior contains vecl(B0). Also, we define
η0(·, B) = E{R | BTX,A = fopt(BTX)} and its estimator as η̂. Hereinafter we equip the
Banach space H with the supremum norm: dH(η1, η2) = supvecl(B)∈Θ |η1(·, B)−η2(·, B)| for
η1, η2 ∈ H. To prove the lemma 6, it follows from Theorem 1 in Delsol and Van Keilegom
(2015). We will then verify the following five conditions (C1)-(C5) therein:
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(C1) vecl(B̂) ∈ Θ and sn(B̂, η̂) ≥ sn(B0, η̂) + op(1).
(C2) For any  > 0, there exists a δ() > 0 such that ‖vecl(B) − vecl(B0)‖ >  implies
s(B0, η0)− s(B, η0) > δ().
(C3) limn→∞ P (η̂ ∈ H) = 1 and dH(η̂, η0) = op(1).
(C4)
sup
vecl(B)∈Θ,η∈H
∣∣sn(B, η)− sn(B0, η)− s(B, η) + s(B0, η)∣∣
1 +
∣∣sn(B, η)− sn(B0, η)∣∣+ ∣∣s(B, η)− s(B0, η)∣∣ = op(1).
(C5) limdH(η−η0)→0 supvecl(B)∈Θ
∣∣s(B, η)− s(B, η0)∣∣ = 0.
Condition (C1) is trivial, since it follows from the construction of the estimator B̂
in (B.1). Condition (C2) is satisfied when we assume that B0 is a unique maximizer of
s(B, η0), which is a standard identifiability condition. Since we adopt a Gaussian kernel
function, the nonparametric estimations (2.6) and (3.4)-(3.5) are continuously differentiable.
Also, η(·, B) is continuously differentiable. Combining these two facts, Condition (C3)
holds true. To verify condition (C4), it is sufficient to show that the class of functions
H0 = {η(·, B) : vecl(B) ∈ Θ} is Glivenko-Cantelli. To show this, we first show that
the bracketing number N[]{,H0, L1(P )} is finite for any  > 0. Due to the compactness
of Rz, it follows from Corollary 2.7.2 in Van Der Vaart and Wellner (1996), and we let
α = 1, r = 1,  > 0, and the probability measure P on Rd in Corollary 2.7.2, then we have
logN[]{,H0, L1(P )} ≤ K
(
1

)d
, (B.2)
where K depends only on α, diam of the first argument of η(·, B) and d. Based on (B.2),
for K, d < ∞, we have that N[]{,H0, L1(P )} ≤ eK−d ≤ ∞. Hence, we conclude that the
bracketing number N[]{,H0, L1(P )} is finite which means H0 = {η(·, B) : vecl(B) ∈ Θ} is
Glivenko-Cantelli and Condition (C4) holds true. Verifying Condition (C5) is straightfor-
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ward because
lim
dH(η−η0)→0
sup
vecl(B)∈Θ
|E[η(·, B)]− E[η0(·, B)]
∣∣ = lim
dH(η−η0)→0
sup
vecl(B)∈Θ
∣∣E[η(·, B)− η0(·, B)]∣∣
≤ lim
dH(η−η0)→0
sup
vecl(B)∈Θ
E
∣∣dH(η − η0)∣∣ = 0.
Hence all conditions (C1)-(C5) hold true. According to the Theorem 1 in Delsol and
Van Keilegom (2015), one immediately has
∥∥vecl(B̂) − vecl(B0)∥∥ = op(1), this completes
the proof.
Proof of Theorem 4.2
Proof. In this proof, we follow the same notation defined in the proof of Lemma 6. In Lemma
6, we have shown the consistency of the estimatorB̂, and then we study the asymptotic
property of it. In our proof, for α > 0, we consider the class of all functions CαM (Xr) on
a bounded set Xr ∈ Rd with uniformly bounded partial derivatives up to order α, where
α is the largest integer smaller than α. In addition, the highest partial derivatives of such
class of functions possess Lipschitz of order α − α. The exact definition is, for any vector
k = (k1, ..., kd) of d integers the differential operator
Dk =
∂k.
∂xk11 · · · ∂xkdd
,
where k. =
∑
ki. Then for a function h : Xr 7→ R, there is
‖h‖α = max
k.≤α
sup
x
∣∣∣Dkh(x)∣∣∣+ max
k·=α
sup
x,y
∣∣Dkh(x)−Dkh(y)∣∣
‖x− y‖α−α .
Then, CαM (Xr) is the set of all continuous functions h : Xr 7→ R with ‖h‖α ≤ M. To prove
the Theorem 3, we can follow the sketch proof of Theorem 3.2 in Ichimura and Lee (2010)
and check the following conditions are satisfied:
(D1) DefineHδ1,δ2 = {η ∈ H : supvecl(B)∈Θδ1 ‖η(·, B)−η0(·, B0)‖∞ < δ2}. For any {vecl(B1), η1}
and {vecl(B2), η2} in Θδ1 × Hδ1,δ2 , there exist linear operators ∆1{z, vecl(B1) − vecl(B2)}
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and ∆2{z, η1(·)− η2(·)} and a function s˙(z, δ1, δ2) satisfying
(a) |η1(·)− η2(·)−∆1{z, vecl(B1)− vecl(B2)} −∆2{z, η1(·)− η2(·)}| ;
≤ {‖vecl(B1)− vecl(B2)‖+ ‖η1(·)− η2(·)‖∞} s˙ (z, δ1, δ2)
(b) ‖s˙ (Z, δ1, δ2)‖L2(P ) ≤ C (δα11 + δα22 ) ,
for some constants c <∞, α1 > 0 and α2 > 0
(D2) s∗(B, η) is twice continuously Fre´chet differentiable in an open, convex neighborthood
of {vecl(B0), η0(·, B0)} with respect to a norm ‖{vecl(B), η}‖Θ×H .
(D3) (a) For any vecl(B) ∈ Θδ1 , η0(·, B) is an element of CαM/2(Xr) for some α > d/2, where
d is the dimension of the first argument of η0(·, B) and X is a finite union of bounded,
convex subsets of Rd with nonempty interior.
(b) For any vecl(B) ∈ Θδ1 , ηˆ(·, B) ∈ CαM (Xr) with probability approaching one.
(c) supvecl(B)∈Θδ1 ‖ηˆ(·, B)− η0(·, B)‖∞ = Op(δ˜2) for δ˜2 satisfying n
1/2δ˜1+α22 → 0.
(d) As a function of B, η0(·, B) is twice continuously differentiable on Θδ1 with bounded
derivatives on Xr.
(e) For any ε > 0 and δ > 0, independent of B, there exists n0 such that for all n ≥ n0,
the following holds: for any vecl(B) ∈ Θδ1 ,
P [‖{ηˆ(·, B)− ηˆ (·, B0)} − {η0(·, B)− η0 (·, B0)}‖∞ ≤ δ‖vecl(B)− vecl(B0)‖ ≥ 1− ε].
(D4) (a) Assume that for any vecl(B) ∈ Θδ1 , there exists w{B, η(·, B)} such that
Dηηs
∗{B, η(·, B)} {h1(·), h2(·)} =
∫
w{B, η(·, B)}h1(·)h2(·)dP,
for any h1, h2 ∈ H
(b) w{B, η(·, B)} does not depend on B.
(c) For any ε > 0 and δ > 0, independent of B, there exists n0 such that for all n ≥ n0,
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the following holds: for any vecl(B) ∈ Θδ1 ,
P
[‖{ηˆ(·, B)− ηˆ (·, B0)} − {η0(·, B)− η0 (·, B0)}‖∞ ≤ δ‖vecl(B)− vecl(B0)‖] ≥ 1− ε.
(D5) (a) As a function of B,Dηs
∗{B, η0(·, B)}{ηˆ(·, B)− η0(·, B)} is twice continuously dif-
ferentiable on Θδ1 with probability approaching one.
(b) There exists a (p− d)d dimensional row-vector-valued Γ1(z) such that E{Γ1(Z)} =
0, E{Γ1(Z)ΓT1 (Z)} < ∞ and nonsingular,
d[Dηs
∗{B, η0(·, B)}{ηˆ(·, B)}]
dvecl(B)T
∣∣∣∣
vecl(B)=vecl(B0)
= n−1
n∑
i=1
Γ1(Zi) + op(n
−1/2).
Verifying Condition (D1): To verify Condition (D1), we need to define proper linear
operators ∆1 and ∆2. To do this, we can define ∆1 = 0, ∆2 = η1(·)−η2(·) and s˙(z, δ1, δ2) =
z
√
(δ1 + δ2). Then notice that,
‖s˙(Z, δ1, δ2)‖2L2(p) = ‖Z‖2L2(p)(δ1 + δ2) ≤ c(δ1 + δ2). (B.3)
for some positive constant c. It immediately follows by (B.3), Then we have Condition (D1)
(b) is satisfied with α1 = 1 and α2 = 1.
Verifying Condition (D2): Let s∗(B, η) = E{η(·, B)} for fixed B and η, where η is
defined before. Then to verify the condition, we need to check s∗(B, η) is twice Fre´chet dif-
ferentiable in an open, convex neighborhood of {vecl(B0), η0(·, B0)} with respect to a norm
‖{vecl(B), η}‖Θ×H, which implies the a second-order Taylor expansion of s∗(B, η) is well
defined. Let DBs
∗(B, η) and Dηs∗(B, η) denote the partial Fre´chet derivatives of s∗(B, η)
with respect to vecl(B) and η, respectively; Correspondingly, DBBs
∗(B, η), DBηs∗(B, η) and
Dηηs
∗(B, η) denote the second order partial Fre´chet derivatives of s∗(B, η) (Berger, 1977).
Then it follows from the Taylor theorem on Banach space (Zeidler, 1986), it is sufficient to
verify that, for any {vecl(B), η} and {vecl(B0), η0} in an open and convex neighborhood of
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{vecl(B0), η0(·, B0)},
s∗(B, η)− s∗(B0, η0) = DBs∗(B0, η0){vecl(B)− vecl(B0)}+Dηs∗(B0, η0){η − η0}
+
∫ 1
0
(1− t)
[
Dηηs
∗(B˙, η˙){η − η0, η − η0}
+DBBs
∗(B˙, η˙){vecl(B)− vecl(B0), vecl(B)− vecl(B0)}
+ 2DBηs
∗(B˙, η˙){η − η0, η − η0}
]
dt, (B.4)
where vecl(B˙) = vecl(B0) + t
{
vecl(B0) − vecl(B)
}
and η˙ = η0 + t(η − η0). At first, since
s depends on B only through η(·, B), then it is trivially that DBs∗(B, η) = DBηs∗(B, η) =
DBBs
∗(B, η) = 0. Hence, we only need to compute Dηs∗(B, η){g} and Dηηs∗(B, η){g},
where g ∈ H is in a neighborhood of 0. Note that s∗(B, η) − s∗(B, η + g) = E{g(·)} and
hence Dηs
∗(B, η){g} = E{g(·)}. Similarly, for g1, g2 are in a neighborhood of 0, it is easy
to obtain Dηηs
∗(B, η){g1, g2} = 0. Then plug the first and second order partial Fre´chet
derivatives of s∗(B, η) into the equation (B.4), the condition is satisfied.
Verifying Condition (D3): To characterize the asymptotic property of the semipara-
metric M-estimator, it is necessary to consider the properly defined class of the func-
tion for the first stage nonparametric estimation. In our framework, we only consider
the Radial basis function kernel, for example Gaussian kernel, which is infinitely differ-
entiable. By the smooth property of kernel ridge regression and kernel regression, it is
then easily to verify the ηˆ(·, B) is differentiable. Then to verify Condition (D3) (b),
for fixed B and any k such that k. ≤ α, where k. is it is sufficient to check the kth-
order derivative of ηˆ(·, B) converges in probability uniformly to the kth-order derivative
of η0(·, B), that is supx∈Xr |ηˆ(k)n (x,B) − η(k)0 (x,B)| = op(1) as n goes to infinity. If we
assume n−1h−2k−1 log(1/h) → 0, for any k such that k. ≤ α, and h → 0 holds, It fol-
lows from Theorem C in Silverman (1978), then the Condition (D3) (b) is satisfied. For
checking the Condition (D3) (c), it requires some uniform rate of convergence of ηˆ(·, B)
in probability. In the verification of the Condition (D1), we have α2 = 1 implies s is
smooth, so ηˆ(·, B) needs to converge at a faster rate than Op(n−1/4). It follows from the
49
Theorem A in Silverman (1978) and Corollary 2 in (Dicker et al., 2017), the convergence
rate of ηˆ(·, B) is Op{n−α/(2α+d+1)}, which is faster than Op(n−1/4) under the assumption
A3. Therefore, the Condition (D3) (c) is satisfied. The Condition (D3) (e) essentially re-
quires ηˆ(·, B) satisfy a stochastic equicontinuity-type restriction. Let us consider the class
Fδ =
[
s{·, η0(·, B)} − s{·, η0(·, B0)} : ‖vecl(B) − vecl(B0)‖ ≤ δ
]
for any δ < δ1 and de-
note its envelope by Mδ. Under assumption A6, then Fδ ≤ c0‖vecl(B) − vecl(B0)‖ ≤ c0δ,
where c0 is some constant; hence, we can let the envelope Mδ = c0δ and ‖Mδ‖2L2(P ) = c20δ2.
Also, there must exist a positive and bounded constant c1, not depending on δ, such that
c21 < c
2
0. Then ‖Mδ‖2L2(P ) ≥ δ2, which implies N[]{‖Mδ‖L2(P ),Fδ, L2(P )} is bounded above
by N[]{c1δ,Fδ, L2(P )}, where N[] denotes the bracketing number, that is the smallest num-
ber of brackets that are sufficient to cover the space.
Note that s{·, η0(·, B)} − s{·, η0(·, B0) = 1/δ[s{·, η0(·, B)} − s{·, η0(·, B0)}]δ, then we
consider a new class of function D = {(1/δ)[s{·, η0(·, B)} − s{·, η0(·, B0)}] : vecl(B) ∈
Θ, ‖vecl(B) − vecl(B0)‖ ≤ δ}. If the assumption A7 holds, then it follows from the 2.7.2
Corollary in Van Der Vaart and Wellner (1996) that the bracketing number denoted as a =
N[]{∗,D, L2(P )} ≤ ec2∗−d , where ∗ = c1. And thus we can let mL1 ≤ mU1 , ...,mLa ≤ mUa
be ∗-bracket for for D. Then it easily follows that logN[]{∗δ,Fδ, L2(P )} = log a < c2∗−d.
As a result, we conclude that
∫ ∞
0
sup
δ≤δ0
√
log
[
N[]{‖Mδ‖L2(P ),Fδ, L2(P )}
]
d < +∞. (B.5)
Denote Γ(B0, η) and Λ(B0, η) as the gradient and Hessian matrix of E{η(·, B)} as a function
of B for vecl(B) = vecl(B0), respectively. That is Γ(B0, η) = E{∂η(·, B0)/∂vecl(B)} and
Λ(B0, η) = E{∂2η(·, B0)/∂2vecl(B)}. Since E{η(·, B)} is twice Fre´chet differentiable in an
open, convex neighborhood of {vecl(B0), η0(·, B0)} with respect to a norm ‖{vecl(B), η}‖Θ×H,that
is Condition (D2) verified. Suppose that Γ(B0, η) and Λ(B0, η) exist and there exist δ2 > 0
such that for any η satisfying supvecl(B)∈Θδ1 ‖η(·, B)− η0 (·, B0)‖∞ < δ2, then by Taylor’s
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Theorem, we have
lim
‖vecl(B)−vecl(B0)‖→0
sup
‖η(·,B)−η0(·,B0)‖∞<δ2
‖vecl(B)− vecl(B0)‖−2
∣∣∣E{η(·, B)} − E{η(·, B0)}
− Γ(B0, η)
{
vecl(B)− vecl(B0)
}− 1
2
{
vecl(B)− vecl(B0)
}T
Γ(B0, η)
{
vecl(B)− vecl(B)}∣∣∣ = 0.
Note that we can take a sequence rn such that rn
[
log n{h−(d+1)n−1}+ h+ n−1/2] = Op(1)
and then ‖Γ(B0, η̂)‖ = Op(rn−1) is fulfilled. Next, assuming that ‖Γ(B0, η0)‖ = 0 and
Λ(B0, η0) is negative defined. It then follows from Remark 2(v) and (B3) in the section 4
of Delsol and Van Keilegom (2015), we have
s∗(B, η̂)− s∗(B0, η̂) ≤ (Qn + Tn)‖vecl(B)− vecl(B0)‖ − c3‖vecl(B)− vecl(B0)‖2
where c3 is a positive constant, and random variables Qn = Op(r
−1
n ) and Tn = op(1). For
any δ > 0, by Markov inequality and some algebra, then
P
{supvecl(B)∈Θδ1 |η̂(·, B)− η̂(·, B0)|
‖vecl(B)− vecl(B0)‖ > δ
}
≤ Wn
δ
− (Tn − c3)‖vecl(B)− vecl(B0)‖
δ
(B.6)
Combine(B.5) and (B.6), then Condition (D3) (e) holds true.
Verifying Condition (D4): It is sufficient to verify the Proposition 3.1 in Ichimura and
Lee (2010). If we let w{B, η(·, B)} = 0, then the Proposition 3.1 (a) and (b) holds trivially.
In addition, the Proposition 3.1 (c) is same condition as the Condition (D3) (e)
Verifying Condition (D5): It is sufficient to verify the Proposition 3.5 Ichimura and
Lee (2010). Since Dηs
∗{B, η0(·, B)}{h(·)} = E{h(·)} =
∫
h(·)dP , then we let g(·, B) = 1,
then the Proposition 3.5 (a) and (b) both hold true. Define η0(·, B) = E{ψ(X,A,B) |
A = fopt(B
TX), BTX}, η˜(·, B) = E{ψ(X,A,B) | A = fˆopt(BTX), BTX}, where fopt is the
optimal decision rule on the column space spanned by BT0 X and corresponding fˆopt(·) is its
estimator. Under some standard regularity conditions, then we provide the explicit form of
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ϕni(x, a,B) and ϕ˜ni(x, a,B) as following:
ϕni(x, a,B) =
1
n
∑
i=1
ψ{X, fˆopt(BTXi), B} − E{ψ(X,A,B) | A = fˆopt(BTXi), BTX = BTXi}
hdp(x, a)
·K
{
a− fˆopt(BTXi)
h
}
K
{
BTx−BTXi
h
}
+ E{ψ(X,A,B) | A = fopt(BTXi), BTX = BTXi}
− E{ψ(X,A,B) | A = fˆopt(BTXi), BTX = BTXi}.
and
ϕ˜ni(x, a,B) =
1
n
∑
i=1
∂ψ{X, fˆopt(BTXi), B}
∂vecl(B)hdp(x, a)
− ∂E{ψ(X,A,B) | A = fˆopt(B
TXi), B
TX = BTXi}
∂vecl(B)hdp(x, a)
}
·
[
∂K
{
a− fˆopt(BTXi)
h
}{−∂fˆopt(BTXi)
∂vecl(B)h
}
K
{
BTx−BTXi
h
}
+
{
∂K
(BTx−BTXi
h
)/
∂vecl(B)
}{
BTx−BTXi
h
/
∂vecl(B)
}
K
{
a− fˆopt(BTXi)
h
}]
+ ∂E{ψ(X,A,B) | A = fopt(BTXi), BTX = BTXi}/∂vecl(B)
− ∂E{ψ(X,A,B) | A = fˆopt(BTXi), BTX = BTXi}/∂vecl(B).
where p(x, a) is the density of (X,A) Since E{ϕni(x, a,B)} and E{ϕ˜ni(x, a,B)} are both
stochastic term with expectation zero, and ∂g(·, B)/∂vecl(B) = 0, it follows from (3.11)
and (3.13) in Ichimura and Lee (2010), Γn1(Xi, Ai) = 0 , then let Γ1(Xi, Ai) = Γn1(Xi, Ai),
the Proposition 3.5 (c)-(f) are all satisfied. As a result, the Condition (D5) holds true.
Denote Z = (X,A) and V0 as the Hessian matrix of s
∗{B, η(·, B)} with respect to
vecl(B), evaluate at vecl(B) = vecl(B0). Since Condition (D1)-(D5)holds true, assuming
Ω0 exists and V0 is a positive define matrix, it follows from the Theorem 3.2 in Ichimura
and Lee (2010), then the estimator vecl(Bˆ) is asymptotically normal, that is
√
n
{
vecl(Bˆ)− vecl(B0)
}→ N (0,Σ).
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where Σ = V −10 Ω0V
−1
0 and Ω0 = E{Γ0(Z)TΓ0(Z)}
V0 =
d2E{η0(·, B)}
dvecl(B)dvecl(B)T
∣∣∣∣
vecl(B)=vecl(B0)
and Γ0(Z) =
[
∂η0(Z,B)
∂vecl(B)
− E
{
∂η0(Z,B)
∂vecl(B)
}]∣∣∣∣
vecl(B)=vecl(B0)
This completes the proof.
Lemma 7. Under Assumptions A8, for any measurable function f : X → R, then
E
[
RKh
{
A− f(BTX)}
P (A | X)
]
= EX [E{R | BTX,A = f(BTX)}] + o(h), (B.7)
where Kh(x) = K(x/h)/h,
∫
ΩK(x)dx = 1, and K(·) is a Gaussian kernel density function
with the bandwidth h.
Proof.
Vf,h(B) = E
[
RKh
{
A− f(BTX)}
P (A | X)
]
= E
[
R
hP (A | X)K
{A− f(BTX)
h
}]
= E
(
R
hP (A | X)
1√
2pi
exp
[
−
{
A− f(BTX)}2
2h2
])
= EX
{
1
h
∫
1√
2pi
exp
[
−
{
A− f(BTX)}2
2h2
]
E(R | A = a,BTX = BTx)da
}
= EX
[
1
h
∫
1√
2pi
exp
(
− t
2
2h2
)
E{R | A = t+ f(BTX), BTX = BTx}dt
]
. (B.8)
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With Taylor’s expansion, the last equality in (B.8) can be expanded as follows,
Vf,h(B) =EX
{
1
h
∫
1√
2pi
exp
(
− t
2
2h2
)[
E[R | A = f(BTx), BTX = BTx]
+ t
∂E[R | A = a,BTX = BTx]
∂a
∣∣∣
a=f(BTx)
+ o(t)
]
dt
}
=EX
{
E[R | A = f(BTx), BTX = BTx]×
∫
1√
2pih2
exp
(
− t
2
2h2
)
dt
}
+ EX
{
1√
2pih2
∫
exp
(
− t
2
2h2
)[
t
∂E[R | A = a,BTX = BTx]
∂a
∣∣∣
a=f(BTx)
+ o(t)
]
dt
}
=EX
{
E[R | A = f(BTx), BTX = BTx]}
+ EX
{
1√
2pih2
∫
exp
(
− t
2
2h2
)[
t
∂E[R | A = a,BTX = BTx]
∂a
∣∣∣
a=f(BTx)
+ o(t)
]
dt
}
=Vf (B) + EX
{
1√
2pih2
∫
exp
(
− t
2
2h2
)[
t
∂E[R | A = a,BTX = BTx]
∂a
∣∣∣
a=f(BTx)
+ o(t)
]
dt
}
. (B.9)
It follows from (A.2), we can derive the bound for |Vf,h(B)− Vf (B)|,
|Vf,h(B)− Vf (B)| ≤
∣∣∣∣∣EX
{
1√
2pih2
∫
exp
(
− t
2
2h2
)
t
[
∂E[R | A = a,BTX = BTx]
∂a
∣∣∣
a=f(BTx)
]
dt
+
1√
2pih2
∫
exp
(
− t
2
2h2
)
o(t)dt
}∣∣∣∣∣
≤
∣∣∣∣∣EX
{
1√
2pih2
∫
exp
(
− t
2
2h2
)
|t|
[
∂E[R | A = a,BTX = BTx]
∂a
∣∣∣
a=f(BTx)
]
dt
}∣∣∣∣∣
=
∣∣∣∣∣EX
{√
2
pi
h
[
∂E[R | A = a,BTX = BTx]
∂a
∣∣∣
a=f(BTx)
]}∣∣∣∣∣. (B.10)
Under Assumptions A8, ones immediately have:
|Vf,h(B)− Vf (B)| ≤
√
2
pi
c0h,
and Vf,h(B) = Vf (B) + o(h). (B.11)
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Proof of Theorem 4.3
Proof. Define loss function Lh : Θ×X ×A → [0,+∞) as
Lh = R lh{A− f(BTX)}/P (A | X),
where lh{A− f(BTX)} = 1− 1/
√
2pi exp[−{A− f(BTX)}2/2h2].
Then there exist a constant M∗ > 0 such that Lh has the supremum bound Lh(·) ≤M∗.
In the personalized medicine framework, it is reasonable to assume that R and P (A|X) are
positive and both bounded such that 0 ≤ R/P (A|X) ≤M∗, where M∗ is positive constant.
Since 0 < e−t2 ≤ 1 for any t ∈ R, so 1− 1/√2pi ≤ lh(·) < 1. With R/P (A | X) ≤M∗, there
is a direct consequence that Lh(·) ≤M∗.
Also we claim that the loss function Lh(·) is Lipschitz continuous with Lipschitz constant
M∗/
√
pie. To prove Lh is Lipschitz continuous and derive its Lipschitz constant, we consider
the derivative |L′h(·)| as follows,
|L′h(t)| = M∗
∣∣∣∣ 2√2pi exp(− t22h2 ) 2th2
∣∣∣∣; for any t ∈ R
≤ M
∗√2/e√
2pi
=
M∗√
pie
.
Consequently, Lh(·) is Lipschitz continuous with Lipschitz constant M∗/
√
pie. Then it
follows from Lemma 7, we have
Vfopt(B0)− Vf̂opt(B̂) ≤ Vfopt,h(B0)− Vf̂opt,h(B̂) + 2
√
2
pi
c0h
=
1
h
[
hVfopt,h(B0)− hVf̂opt,h(B̂)
]
+ 2
√
2
pi
c0h. (B.12)
The reason for the last equality scaling by h is to use the smoothness property of the loss
function Lh(·). Hence then we need to bound the term hVfopt,h(B0)−hVf̂opt,h(B̂). According
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to Lipschitz continuity, then we have that,
hVfopt,h(B0)− hVf̂opt,h(B̂) ≤
M∗
2
√
pie
∣∣fopt(BT0 X)− f̂opt(B̂TX)∣∣. (B.13)
It follow that
∣∣fopt(BT0 X)− f̂opt(B̂TX)∣∣ = fopt(BT0 X)− f˜B0(BT0 X) + f˜B0(BT0 X)− f˜B̂(BT0 X)
+ f˜
B̂
(BT0 X)− f˜B̂(B̂TX) + f˜B̂(B̂TX)− f̂opt(B̂TX)
≤ ∣∣fopt(BT0 X)− f˜B0(BT0 X)∣∣︸ ︷︷ ︸
I
+
∣∣f˜B0(BT0 X)− f˜B̂(BT0 X)∣∣︸ ︷︷ ︸
II
+
∣∣f˜
B̂
(BT0 X)− f˜B̂(B̂TX)
∣∣︸ ︷︷ ︸
III
+
∣∣f˜
B̂
(B̂TX)− f̂opt(B̂TX)
∣∣︸ ︷︷ ︸
IV
.
(B.14)
We will now bound I − IV respectively. For I, since fopt(BT0 X) and f˜B0(BT0 X) is both
the maximizer for Vf (B0), one immediately has
∣∣fopt(BT0 X) − f˜B0(BT0 X)∣∣ = 0. Next, we
will bound II. Under the Assumption A9, it follows from Theorem 4.2 that ‖vecl(B̂) −
vecl(B0)‖ = Op(n−1/2), then
∣∣f˜B0(BT0 X) − f˜B̂(BT0 X)∣∣ ≤ . To bound III, under the As-
sumption A8 that f˜
B̂
(·) is Lipschitz continuous with Lipschitz constant c4 > 0, then we
have III ≤ c4c5‖vecl(B0) − vecl(B̂)‖, where c5 is a positive constant. For the term IV,
with the Corollary 2 in Dicker et al. (2017), the convergence rate for IV is Op
{
n−1log(n)
}
.
From now on, we have bounded the terms I − IV, and hence ∣∣fopt(BT0 X) − f̂opt(B̂TX)∣∣ =
Op
{
n−1log(n)
}
, ones immediately have that
∣∣∣fopt(BT0 X)− f̂opt(B̂TX)∣∣∣ = Op{n−1log(n)}. (B.15)
Following (B.12)-(B.13) and (B.15), it is straightforward to yield the convergence rate of
Vfopt(B0)− Vf̂opt(B̂) as follows,
Vfopt(B0)− Vf̂opt(B̂) = Op
{
(nh)−1log(n)
}
.
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This completes the proof.
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