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Abstract—In this paper we derive the sum rate of the uplink of
a linear network of cells when clustered coordinated processing
is adopted among the base stations in a generalised fading
environment. Various cluster isolation schemes along with an
interference allowance scheme are analysed and compared in
terms of achievable sum rate with each other and to the optimum
case of a system with central processor. Numerical results are
produced for a real-world scenario.
I. INTRODUCTION
With increasing demand of spectrally efficient communica-
tion systems the search for the rate limits of uplink cellular
systems gained momentum. First concrete findings in this
regard ([1],[2],[3],[4]) assumed that all Base Station (BS)
receivers cooperate in the uplink channel to jointly process the
signals at a centralised receiver – termed as a hyper receiver
via unlimited rate links. From the information theoretic system
rate point of view, the joint processing of all the BSs in
the system is optimal but this scheme is very hard to be
implemented in real world. The large distances between BSs
in most systems make it almost impossible to have a high rate
connecting backbone among all BSs. Thus, the investigation
of a clustered joint processing which decentralizes the joint
decoding of all the users in the system poses a very interesting
question to be answered. The concept of clustered multi-cell
cooperative processing has attracted a lot of attention recently
and is adopted in numerous investigations with some of them
attempting to determine achievable rates or upper bounds ([5],
[6], [7]).
In this work, we investigate and compare various clustering
schemes. Clustering of cells in a system can be implemented in
numerous ways. Frequency, time and space division schemes
can be considered so as to isolate the clusters from each other.
The principal focus of this research will be on finding the
maximum achievable rate that each clustering scheme studied
here can provide and to determine how close these rates are to
the capacity of the overall hyper-receiver scheme. Moreover,
an interference allowance scheme will be investigated where
no isolation between clusters is considered. These findings
will give important insights on the achievable bounds of
cooperative multi-cell networks and determine if clustering
is useful alternative to the hard to implement hyper-receiver
scheme.
II. SYSTEM MODEL
We investigate a similar system model as the one presented
in [5] focusing on the uplink of a cellular system. We assume
a linear cellular array and a network of cells where the BSs
are uniformly distributed in a linear grid. Consider a system
of N cells divided into M smaller networks (clusters of cells)
each with Q cells with Q  N . The cooperation among the
base stations is limited only to the cells that belong to the
same cluster and hence a Joint Processor (JP) in each cluster
of cells jointly decode all the users of that cluster. The users
are also uniformly distributed across the cells. We will assume
that there is a maximum number of interference cell tiers L for
each BS after which the interference can be considered to be
negligible. The widely accepted path loss and fading models
that are presented in [8] are also employed here.
On the forthcoming analysis we will consider an average
path loss approximation approach according to the one anal-
ysed in [9] for planar systems. The mean squared path gain
for each of the K users in a cell with radius R which belongs
in the lth tier of interference from the receiver of interest will
be given by:
ς2l =
1
2R
∫ R
−R
1
(1 + Dl,k (s))
η ds (1)
where s is the random user distance from a BS and η stands
for the path loss exponent. Distance Dl,k of a user in a cell
in the lth tier of interference from the receiver of interest is
given by
Dl,k (s) = 2Rl + s (2)
III. SUM RATE IN CLUSTERED SYSTEM
To facilitate sum rate analysis, we will assume uniformity
between all clusters of cells. In that case our analysis can be
performed only for a cluster and the results will be valid for
all the clusters of the cellular system. The output vector of all
the received signals in a cluster JP can be expressed in matrix
form:
y = Hx + z (3)
where y = [y1, y2, ...yQ]T is the Q×1 received signal column
vector, x =
[
x1T ,x2T , ...xQT
]T is the QK × 1 column
vector of the transmitted signals of all the users in the cluster,
with xq = [xq,1, ..., xq,K ]T , denoting the concatenation of the
transmitted signals from the K users in cell q, z is the Q× 1
column vector of noise and H is the overall Q ×QK cluster
gain matrix given by:
H = ΣG (4)
where Σ is a deterministic Q × QK matrix that contains all
the path gain coefficients and G is the Q×QK matrix of all
the fading coefficients of the channels in the cluster.
According to [10] the achievable rate of a cluster can be
defined as the maximum of the mutual information between
the transmitted and the received signals in the cluster over all
distributions on the transmitted signals where each satisfy the
power constraint Pk:
Ccluster = max∀p(x):E[X2]≤Pk
I (x;y) (5)
Based on the information theory [11] we have that
I (x;y) = H (y)−H (z) = log
(
det (Λy)
det (Λz)
)
(6)
where H stands for the entropy of the respective variable
vectors and Λy is the covariance matrix of the cluster output
vector which for a fixed channel matrix H is described by:
Λy = E
[
yy†
]
= HE
[
xx†
]
H† + E
[
zz†
]
= HΛxH† + Λz
(7)
Thus, the maximum achievable average per-cell rate can be
given by:
C = Eg
[
1
Q
log
(
det (HΛxH† + Λz)
det (Λz)
)]
(8)
where the expectation is taken over all the fading realizations.
As Λx and Λz are diagonal matrices of scalars, the im-
portant factor that has to be investigated in equation (8) is
the HH† matrix. From the fact that the path gain and fading
coefficients are uncorrelated with each other we have
HH† = (ΣG) · (ΣT G†) = (ΣΣT ) (GG†) (9)
Each element of matrix Ω  GG† is the KQ sum of
random variables multiplied with the conjugate transpose of
other random variables of the same distribution. When K →
∞ for every fixed Q, the horizontal dimension of G grows
much faster than the vertical dimension. In this case the law
of large numbers applies to each element of Ω
ωi,j ∼= KN2Eg
[
gqn,k
(
gq´
n´,k´
)∗]
,∀i, j ∈ {1, ..., Q} (10)
where gqn,k stands for the fading coefficient between a trans-
mitter k in cell n and the BS of cell q. All the complex fading
coefficients are normalized to unit power and when viewed
as complex random processes are circularly symmetric i.i.d.
Gaussian, stationary and ergodic. Hence, Ω converges to a
deterministic matrix equal to Eg [Ω]. Note that at the diagonal
entries of Ω the product that takes place is:
Eg
[
gqn,k
(
gqn,k
)∗]
= Eg
[∣∣∣gqn,k∣∣∣2
]
= 1 (11)
Fig. 1. Normal Spectral Division Isolation scheme
On the other hand, for the off-diagonal entries of Ω we have:
Eg
[
gqn,k
(
gq´
n´,k´
)∗]
= 0 (12)
implying that Eg
[
HΛxH†
]
converges to a diagonal matrix.
We use Jensen’s inequality that provides an upper bound
for the sum rate of the system:
log
(
detEg
[
HΛxH† + Λz
])

≥ Eg
[
log det
(
HΛxH† + Λz
)] (13)
According to the above, with the number of UTs per cell
growing large, the law of large numbers ensures that the upper
bound presented in (13) is tight [3], [9]. Hence,
C =
1
Q
log
(
detEg
[
HΛxH† + Λz
]
det (Λz)
)
for K →∞ (14)
IV. CLUSTERING SCHEMES
A. Normal Spectral Division Isolation Scheme
The most simple division scheme for clustering is to divide
the available frequency or time spectrum and let neighbouring
clusters to operate in totally different frequencies/time slots.
Since the system is considered to be uniformly clustered we
assign here half of the available spectrum to each cluster with
different resources assigned to adjacent clusters (Fig. 1).
According to the system model, the received signal at the
BS antenna of cell q in cluster m is the sum of the transmitted
signals from the users within the same cell and also from its
maximum L tier neighbouring cells appropriately scaled by
the path gain and fading coefficients:
yq =
K∑
k=1
ςqq,kg
q
q,kxq,k +
q′=Q∑
q′=1
q′ =q
K∑
k=1
ςqq′,kg
q
q′,kxq′,k + zq (15)
where yq and zq represent the received signal and the AWGN
noise of N0 power at the receiver of cell q and ςqq′,k stands
for the path loss coefficient between a transmitter k in cell q′
and the BS of cell q. The variable xq′,k represents the complex
Gaussian inputs for a transmitter k in cell q′. It is assumed that
each user has power constraint Pk, i.e. E
[
xq′,k · x∗q′,k
]
≤ Pk.
The maximum per-cell rate is achieved when all UTs are
always allowed to transmit at their maximum transmit power
constraint (wide band scheme presented in [3]). Thus, based
on equation (14), the sum rate is given by:
Cnft =
W1,2
QW
log det
(
Eg
[
Pk
N0
HH† + IN×N
])
(16)
where W1,2 = W/2 stands for either spectrum W1 or W2.
Fig. 2. Efficient Frequency Division Isolation scheme. When the 2L edge
cell users do not transmit at all, the scheme boils down to the Space Division
Isolation one.
Taking into consideration the analysis about HH† matrix in
the previous section and the cluster edge effects, the maximum
achievable per-cell sum rate becomes:
Cnft =
1
2Q
log
Q−1∏
i=0
⎡
⎢⎣1 + KPk
N0
⎛
⎜⎝
j≤L
i∑
j=0
ς2j +
j≤L
Q−1−i∑
j=1
ς2j
⎞
⎟⎠
⎤
⎥⎦
(17)
Note that the above analysis presumes that Q  L.
B. Efficient Spectral Division Isolation Scheme
Although the normal spectral division scheme analysed
above is very efficient for dividing the clusters from each
other, it has the main disadvantage that every user is allowed to
exploit only half of the available spectrum. A more efficient
division scheme is investigated here. We allocate a part of
the available spectrum only to cell users close to the edges
of every cluster which may be able to cause interference
to other clusters while letting all other users to use the full
resources. Fig. 2 presents such a system where the BSs and
their users at the L cells from each side of the clusters are
using spectrum W1,2 to respectively receive or transmit. Using
that division scheme, interference at the edges of each cluster
is still avoided and, at the same time, the resources are used
with the maximum possible efficiency by the system nodes.
On the other hand, each JP can receive and process signals
from the whole spectrum. The sum rate at a cluster m though
can be investigated separately for each spectrum.
The maximum per-cell rate will be given by
Cef =
1
W
(
W1C
(1)
ef + W2C
(2)
ef
)
(18)
where C(i) is the sum rate achieved at spectrum Wi.
Following similar analysis as for the normal division scheme
we can find C(1)eft and C
(2)
eft for Q ≥ 2L + 1 as:
C
(1)
eft =
2
Q
log
L∏
i=1
⎡
⎢⎣1 + KPk
N0
j≤L
i+Q−2L−1∑
j=i
ς2j
⎤
⎥⎦+
+
1
Q
log
Q−2L−1∏
i=0
⎡
⎢⎣1 + KPk
N0
⎛
⎜⎝
j≤L
i∑
j=0
ς2j +
j≤L
Q−2L−1−i∑
j=1
ς2j
⎞
⎟⎠
⎤
⎥⎦
(19)
and
C
(2)
eft =
W
W2
Cnft (20)
Hence, the per-cell sum rate will be given by replacing (19)
and (20) in equation (18).
C. Space Division Isolation Scheme
Clustering of cells can be also achieved by using space
instead of spectral division. Assume a model where the users at
the 2L edge cells will not transmit at all during a time slot (null
cells). However, the BSs of these cells continue contributing
on the clustered joint decoding process (Fig. 2 with W1,2 = 0).
According to this scheme, following same steps as above,
the maximum achievable per-cell sum rate will be given, again
for Q ≥ 2L + 1, by:
Csd = C
(1)
eft (21)
D. Interference Allowance Scheme
Consider now a scheme where no isolation is considered
between clusters, and users in all clusters are allowed to exploit
the full resources allocated to the system. In that case, the edge
cells of every cluster experience ”inter-cluster” interference
as their BSs will be interfered by transmitted signals from
neighbouring cluster users.
Inter-cluster interference, since it is a sum of complex
Gaussian inputs, it can be viewed as additional AWGN noise
at the BSs and hence, it can be included in the Λz covariance
noise matrix in the general rate formula (8). It is obvious
from there that the additional noise because of inter-cluster
interference will decrease the achievable rate.
The received signal at the BS in cell q is given now by:
yq =
K∑
k=1
ςqq,kg
q
q,kxq,k +
q′=Q∑
q′=1
q′ =q
K∑
k=1
ςqq′,kg
q
q′,kxq′,k + z
′
q (22)
where z′q is the sum of the normal AWGN noise and the
interfering complex Gaussian inputs from users outside the
cluster of interest, e.g. z′q = zq +
∑
q˙
∑K
k=1
[
ςqq˙,kg
q
q˙,kxq˙,k
]
.
Noise z′q can still be considered AWGN with power given by
σ2 = E
[
z
′
q,k ·
(
z
′
q,k
)∗]
= N0 +
∑
q˙ /∈[1,...,Q]
K∑
k=1
E
[(
ςqq˙,kg
q
q˙,kxq˙,k
)(
ςqq˙,kg
q
q˙,kxq˙,k
)∗]
(23)
where Pe ≤ Pk is the power of the edge cell users signals.
We consider different power constraint at the 2LK edge cell
users of each cluster, so as to investigate the effect of power
control on the system sum rate.
The input covariance matrix will still be a diagonal matrix
but not with equal diagonal elements:
Λx = diag
[
LK︷ ︸︸ ︷
Pe . . . Pe
(Q−2L)K︷ ︸︸ ︷
Pk . . . Pk
LK︷ ︸︸ ︷
Pe . . . Pe
]
(24)
CI =
2
Q
log
L∏
i=1
⎡
⎢⎢⎢⎢⎣1 + K
Pk
(∑L
j=L+1−i ς
2
j
)
+ Pe
(
ς20 +
∑ j>0L−i
j=1 ς
2
j +
∑j>0i−1
j=1 ς
2
j
)
N0 + KPe
(∑L
j=i ς
2
j
)
⎤
⎥⎥⎥⎥⎦
+
1
Q
log
Q−2L−1∏
i=0
⎡
⎢⎢⎢⎢⎣1 + K
Pk
(∑j≤Li
j=0 ς
2
j +
∑ j≤LQ−2L−1−i
j=1 ς
2
j
)
+ Pe
(∑j≤LL
j=i+1 ς
2
j +
∑j≤LL
j=Q−2L−i ς
2
j
)
N0
⎤
⎥⎥⎥⎥⎦ (25)
Fig. 3. Time Scheduling for a system with Q = 3. The number of time
slots needed to provide fairness will be exactly Q.
Furthermore the noise power matrix will be of the form:
Λz = diag
[
L︷ ︸︸ ︷
σ2 . . . σ2
(Q−2L)︷ ︸︸ ︷
N0 . . . N0
L︷ ︸︸ ︷
σ2 . . . σ2
]
(26)
Based on the above and considering equation (14) for large
number of users per cell and for Q ≥ 2L + 1, the maximum
achievable per-cell sum rate will be given by (25). Note that a
circular array model [2] can be considered to avoid the edge
effects.
E. Time Scheduling. A solution for Fairness
In a static linear cellular clustered system the edge cells
from each cluster will be able to achieve less rate than the
central cells. For a balanced system with equally served cells,
a Time Scheduling scheme may be considered where the links
between the JPs and cells change dynamically with time (Fig.
3). For this, each JP in that case needs to be linked with
Q′ = 2Q + 1 (> Q) BSs but eventually all the cells will
get equally all the possible states within the cluster during
a period of time. In that way, it will be possible to achieve
fairness in the sense of cell rate.
V. NUMERICAL RESULTS
For interpreting the information theoretic results into real-
world systems we assume the environment described in [8]
and the respective system modelling parameters are used.
According to this system we choose a very dense system
scenario (η = 2, ISD= 100m, K = 100 users per cell with
Pk = 200mW each) and we investigate the cell rate for the
case where each cluster is formed by a single cell. By this
we intend to estimate the impact of the maximum tiers of
interference considered on the per-cell rate. Fig. 4 illustrates
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Fig. 4. Impact of maximum interference tiers considered (L) on cell rate.
the sum rate of the single cell cluster versus the tiers of
interference considered according to
C˘I = log
⎛
⎝1 + KPkς20
N0 + 2KPk
(∑L
j=1 ς
2
j
)
⎞
⎠ (27)
It can be seen that in the linear model with these specific
parameters there is no point of considering more than one
tiers of interference as the loss in cell rate because of more
tiers is negligible (< 3%). Note that the maximum achievable
per-cell rate for a hyper-receiver using system is given by
CˆI = log
⎛
⎝1 + KPk
N0
⎛
⎝ς20 + 2 L∑
j=1
ς2j
⎞
⎠
⎞
⎠ (28)
and with the system parameters used above this reaches to
CˆI  26.6 bps/Hz/Cell. Nevertheless, L = 3 was considered
to illustrate the results in figures 5 and 6. The results have
been verified by running Monte Carlo simulations to generate
random fading coefficients for various system snapshots. The
simulation rates are obtained by finding the average over a
large number of fading snapshots using equation (8).
In Fig. 5 a comparison is provided among the various
clustering schemes, the interference allowance (with Pe = Pk)
and the hyper receiver scheme for two different scenarios. In
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Fig. 5. Comparison of the various clustering schemes.
Scenario A, a dense system is considered with η = 2.5, Inter-
Site Distance (ISD) of 200m, K = 100 users per cell with
Pk = 200mW each. We observe that the efficient spectral
isolation scheme is preferable for this case. For a more sparse
system (Scenario B: η = 3, ISD= 2Km, K = 100 users
per cell with Pk = 100mW each) the Interference allowance
scheme becomes optimal when cell clustering is implemented
and reaches close to the maximum achievable rate. It is
also noted that the normal spectral isolation scheme achieves
almost half of the maximum achievable rate while the space
isolation scheme is always suboptimal to the efficient spectral
one.
In Fig. 6 the effect of power control at the edge cell users
of clusters on per-cell rate is investigated for the Interference
allowance scheme. It is clear that there is no point of applying
power control in sparse systems while in dense system we have
a marginal improvement. Finally, in both figures 5 and 6 we
can observe that if there is no isolation scheme available, it
is preferable to have small clusters when our system is sparse
(as inter-cluster interference is negligible in that case) while
larger cluster size is needed to achieve higher rates in a dense
system.
VI. CONCLUSION
The information theoretic sum-rate of the uplink of a linear
clustered cellular system that uses cooperation at the multiple
BS receivers of each cluster has been derived here for various
cluster isolation schemes. It has been observed that even with
small cluster sizes, large portion of capacity can be achieved.
Low path loss exponent, low transmitting power and large
cell size lead to isolation among clusters in which case the
cluster isolation schemes are suboptimal and the interference
allowance scheme is preferred and vice versa. Power control
at edge cell users when allowing inter-cluster interference
is meaningful only in dense systems. The ideas are readily
extendible to the more realistic planar system and this poses a
very interesting question to be further analysed in our future
approach.
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Fig. 6. The effect of power control at the edge cell users of clusters on
per-cell rate.
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