Application performance is criterion for distributed storage system evaluation, and hence the specific task of system configuration and performance tuning for these application is of great interest. The effectiveness of automatic storage management depends on the accuracy of the storage performance models that are used for making resource optimization configuration. Distributed file system plays a key role in mass distributed storage system. Although the potential advantages of distributed file system in application workloads have been documented, the potential impact to application performance in mass distributed storage environments is not clearly understood. This paper presents a response time analysis approach based on fork-join queue model for distributed file system. The performance technique is potentially useful in the early phases of design distributed storage system when several candidate configurations have to be evaluated quickly. The experiments validate our response time analysis model and prove our approach is appropriated to build performance model for distributed storage system.
Introduction
In the recent years, cloud computing (or cloud for short) is a compelling technology. Cloudbased services and applications have emerged to be a new computing paradigm and lead to the establishment of global data storage and computation platforms. With the development of cloud-based systems and applications, a number of major technical firms have started to provide public cloud storage services, and store user data in datacenters strategically positioned across the Internet. Cloud storage, as the module which provides data storage service in the cloud computing architecture, has become the kernel component of cloud computing. More and more services choose cloud storage to manage data. Key enabling technologies for clouds include the distributed file systems, MapReduce programming paradigm, virtualization, and so forth [1] .
Storage consolidation within an enterprise has proven to be an effective remedy for the low utilization that plagues storage system. Storage management is usually handled by skilled administrator. The specific task of configuration and allocating disk space for application, often referred to as storage system design, is especially time-consuming and error-prone. The consequences of bad management range form poor performance to lost data. System administrator tries to ensure that workload characteristics of application are appropriately matched to the performance and availability characteristics of the storage to which they are assigned. Automated storage system design, a solution proposed by many, relies on fast and accurate performance prediction. The effectiveness of automatic storage management depends on the accuracy of the storage performance models that are used for making resource optimization configuration. Constructing good performance models is a critical first step in effectively designing parameters and predicting performance of storage systems.
To solve these problems, we present a response time analysis approach based on fork-join queue model for distributed file system, which is potentially useful in the early phases of design distributed storage system when several candidate configurations have to be evaluated quickly. Queueing theory has been an active and fruitful field in system modeling and performance. It has proven in both theory and practice effective in modeling storage system and parallel computation system, increasing predictive accuracy and reducing complexity of performance model. In this paper, we are interested in studying the response time analysis approach in distributed file systems specialized for large-scale, dynamic and data-intensive cloud storage. Our research focuses on analysis of the effect of predicting response time under different workload characteristics.
The remainder of this paper is organized as follows. We begin by introducing related work in Section 2. The response time analysis approach based on fork-join queue model is proposed in Section 3. We evaluate our proposal through comparison experiment and discuss the experiment results in Section 4 and conclude the paper in Section 5.
Related Work
Existing research for storage performance can be classified into five categories: (1) Metadata management and query optimization. Metadata management is critical in scaling the overall performance of large-scale data storage systems and a large-scale distributed file system must provide a fast and scalable Metadata lookup service. Wang et al. proposed a two-level Metadata management method to achieve higher availability of the parallel file system while maintaining good performance [6] ; (2) Performance parameter analysis and tuning. Yu et al. indicated excessively wide striping can cause performance. To mitigate striping overhead and benefit collective I/O, authors proposed two techniques: split writing and hierarchical striping to gain better I/O performance [7] . Yu et al. presented an extensive characterization, tuning, and optimization of parallel I/O on the Cray XT supercomputer (named jaguar), and characterized the performance and scalability for different levels of storage hierarchy [8] ; (3) Optimizing data distribution strategy. Li et al. modeled the whole storage system's architecture based on closed Fork-Join queue model and proposed an approximate parameters analysis method to build performance model [9] . Yu et al. adopted a user-level perspective to empirically reveal the implications of storage organization to parallel programs running on Jaguar and discovered that the file distribution pattern can impact the aggregated I/O bandwidth [10] ; (4) Optimizing data access strategies. Piernas et al. adopted a novel user-space implementation of Active Storage for Lustre and the user-space approach has proved to be faster, more flexible, portable, and readily deployable than the kernel-space version [11] ; (5) Availability and scalability. Zhang et al. developed a new mechanism named Logic Mirror Ring (LMR) to improve the reliability and availability of the parallel file system. A logic mirror ring is built over all I/O nodes to indicate the mirror relationship among the nodes [12] .
The performance of distributed storage system is often analyzed using queueing models since they provide a favorable balance between efficiency and accuracy [13] . Performance analysis of distributed storage system is important as is the development of tools for analyzing their performance. An exact response time analysis of a two server fork-join queue is given in [14] . Li et al. presented an approximated parameters analysis of closed fork-join queue model in object -based storage system [15] . Due to the difficulty of analyzing fork-join models exactly, many studies on fork-join queues concentrate on approximation techniques. Based on previous works, our research proposes a response time analysis approach based on fork-join queue model for distributed file systems.
Response Time Analysis Model

Workload Characteristics and Performance Factors
Decades of storage systems research have identified numerous workload characteristics that can be used to describe I/O. The common workload characteristics among them are the read/write ratio, I/O request size, spatial locality, temporal locality, and concurrency [16] . Other, more description, characteristics include the temperature of data, the inter-arrival time of I/O bursts, the phasing(overlap) of different I/O streams, measures of temporal burstiness, measures of spatial burstiness, and spatio-temporal correlations [17] . Resource utilization is also an important aspect of performance factors. Performance evaluation is a critical way to analysis these performance factors. Fig. 1 shows the performance evaluation framework of distributed file system.
Response Time Analysis Model
In distributed file system, the key problem of performance optimization is to discover the potential correlation of application workload and system configuration (e.g. stripe unit size, replica number, concurrent I/O number). It is important to study the characteristics of application workload. A lot of literatures indicate that 51%-74% workload is composed of synchronous I/O request [15] . Closed fork-join queue model can effective represent characteristic of synchronous I/O request. The I/O requests submitted to a distributed file system are divided into sub-requests that are each submitted to separate storage nodes. An I/O request completes execution and departs the storage node only after all its sub-requests complete.
In this paper, we consider a closed fork-join queuing network with a k-sibling fork-join queue (k ≥ 2), and analyze fork-join queues with exponential inter arrival and service time. The servers of the fork-join model are M/M/1 queues with synchronized I/O request arrivals.
In distributed file system, the I/O requests of client nodes, known as the fork node, are concurrent delivered to the data storage nodes, known as I/O nodes. From a performance analysis viewpoint, the storage nodes of a parallel file system are modeled by parallel queuing servers referred to as a fork-join queue. I/O requests arrive at the fork-join queue at rate λ. Upon arrival, each request divides (at fork point, namely, client node) into k (1 ≤ k ≤ N ) identical sub-requests, and each sub-request is delivered to each storage node. The sub-requests at each server (each storage node) are serviced at rate µ. A request completes execution and departs the fork-join queue after all its sub-requests complete.
In distributed file system, the response time is the total amount of time an I/O request spends in the system. The mean response time of user request is mainly influenced by two factors: the mean response time of the storage interconnect network and the mean response time of storage server. So, the mean response time of distributed file system can be defined as
where RT SN (N ) is the mean response time of the storage interconnect network, RT SS (N ) is the mean response time of storage server.
A well known result in probability theory is that when there are k identical sub-request executing concurrently on exponential servers, the mean time taken to finish executing the k sub-request is H k /µ, where H k is the k th harmonic number, is given by
Let T R k N is the response time of a N -server fork-join queue with arrival rate λ and service rate µ and where each arriving request divides into 1 ≤ k ≤ N sub-requests. The pessimistic bound is proved using associated random variables in [18] , and the optimistic bound is proved using the Markov analysis in [19] . Based on the review of previous research results of response time modeling, we define the response time lower bound and upper bound, and present an approximate response time expression for distributed file system. The response time lower bound can be expressed as
and the response time upper bound is given by
where ρ = λ * k/(µ * N )is the utilization of a server within the fork-join queue, and
In this paper, the response time T R k N for N -server fork-join queues is approximated by
where ξ is the threshold parameter, the proper value of that can be selected according to the actual application requirements.
The response time expression implies two kinds of special case, namely
Case 2:
The response time analysis model can be used to evaluate and predict the time taken from arrival instant at the fork point until all tasks of the job complete execution and the job departs the join point. In this paper, we develop the response time simulation algorithm in Fig. 2 .
The algorithm mainly consists of two parts for achieving significant response time of distributed file system. In the first part (line 1-8), the algorithm initialize threshold parameter, utilization parameter and response time bounds. In the second part (line 9-17), the algorithm selected proper incremental factor with good prediction ability by analyzing the average relative error. Finally, the remaining selected threshold parameter value contains better predictive information, and return the response time. 
Experiment Setup
The testing data used our experiments are collected by executing a real distributed file system, namely Hadoop Distributed File System (HDFS). Our experiments are performed on Hadoop 0.20.1 It has 1 Namenode and 9 Datanodes. Each node has 2x AMD dual-core opteron? 3 GHz processor, 8 GB DDR2 memory and 2 x SAS disks (500 GB). Nodes are connected via 10 Gigabit TCP/IP Ethernet. Each node runs Red Hat Enterprise Linux 5. Our experiment mainly considers three aspects performance factors, namely request size, server number, and sub-request number. We run the IoMeter with 64 KB, 128 KB block size, 100% random writes.
Evaluation Metrics
(1) Average relative error (Err) Average relative error measures how far estimation differs form the actual performance. Let denotes the actual performance, as the prediction performance, average relative error can be computed by.
where | • | is the absolute value function, L is the total of samples.
(2) Pearson correlation coefficient (P earson)
In data mining analysis, Pearson correlation coefficient (r) is a common metric, is given by
Pearson correlation coefficient is used to measure how close is the trend ofŷ follow y. A value of 1 suggests a perfect correlation, while 0 means no correlation.
(3) Standard Deviation Error (SDE)
Apart from average relative error and Pearson correlation coefficient, standard deviation error is also selected as analysis metric. It is defined as
where e is the bias between prediction value and actual value, n is the number of samples.
Result Analysis
The mean response time is selected as the primary performance metric. Since λ/µ is held constant, the server utilization ρ varies as k varies. We validate our model response time against simulated response time. Fig. 3 and Fig. 4 plot the model and simulated response time for (ρ * N )/K =0.2 and 0.8, respectively. Fig. 3 and Fig. 4 correspond to N =6 and 8, respectively. In each figure, the number of sub-requests vary from k=1, 2, ..., N , and request size varies from 64 KB to 128 KB.
As Fig. 3 and Fig. 4 show, the model response time curves are closer to test curves under different request size. The results clearly indicate the difference in mean response time is very small. With the increase of the number of sub-requests, the difference between the simulation result and the model rise gradually. The reason of the increased error rate is that some factors are omitted, such as complicated network processes, scheduling algorithm and so on. Table 1 shows the comparison results of evaluation metrics on different request size and (ρ * N )/K. As shown in Table 1 , the comparison results of evaluation metrics indicate that our response time analysis model has the lowest average relative error and the highest Pearson correlation. The higher the Pearson correlation and the lower the average relative error are, the more reliable is the response time analysis model. It is consistent with our simulation results. We believe that the simulation result is an acceptable result for predicting the performance and our model can configure the reasonable parameters of such a complicated distributed file system.
Conclusion
This paper proposes a response time analysis approach based on fork-join queue model for distributed file system. In the experiment, we validate our model response time against simulated response time under different request size, server number and sub-request number. The comparison results of evaluation metrics indicate that our response time analysis model has the lowest average relative error and the highest Pearson correlation. The model response time curves are closer to test curves under different request size. The results clearly indicate our approach is suitable to predict the performance and configure the reasonable parameters of such a complicated distributed file system.
