Size and volatility of the stock price of companies listed on the stock exchange is one of the most important factors influencing the financial markets. Predicting the influencing factors such as price and stock returns in the stock market is essential to the large number of users who are interested in entering the stock market as investors or as attract-business investors. This is because this investment might be a big risk without forecasting tools for estimating possible future events. Several years ago, regression methods were used for predicting market, but neural networks and genetic algorithms have ability to learn complex nonlinear series with better performance. In this paper, from the effective elements in the stock market, stock returns based on their importance to investors are selected for prediction. The research results show that when the samples are optimized with genetic algorithm or neural network to predict stock returns in comparison to regression methods, smaller error was achieved.
INTRODUCTION
Stock exchange plays an important and fundamental role in the economy of each country. Economists have established a direct relationship between the effect of exchange rates in the economy and economic development (Bosarge, 1993) . They believe that one of the main characteristics of developed states is having a strong and active stock market. But from the perspective of a low experienced investor in stock market, investing in the stock market is always like having to step over to the dark (Hill et al., 1994) . In addition, each country's economy needs creating some situations to absorb investments in community to the stock market in a targeted way to help a country's economic development and in the next stage, its own development (Lin et al., 2002) . For an amateur investor, return of capital is *Corresponding author. E-mail: skazemian_2002@yahoo.com. Tel: (+6) 0173939404.
important primarily, and a second investment with the increase in stock price is directly proportional (Kuan and White, 1994) . Since most investors in the stock in developing countries are non-professional, and the economic system of these countries needs to attract funds from these people designing a system that estimates return on investment is necessary (White, 1988) . Most methods that have been used so far were linear methods that were not suitable for predicting, (Malkiel, 1999) . because they are detail-oriented and lowprecision; and also they do not have broad horizon perspectives (Engle, 1982) . In this article, the author tries to provide a comprehensive, nonlinear and initiative way for predicting stock returns of a special industry.
Nowadays, most of stock transactions are trading in discussion forums, undoubtedly (Engle, 1982) . National economies are heavily influenced by the stock exchange. In addition, the stock has been an available investment tool to investors and the public (Moshiri and Cameron, 2000) . Forums are not only affected by the macroeconomic parameters but, also by several other factors (Stevenson and Hojati, 2001 ).
As it is clear, stock in developed countries reflect all the economic situation of a country (Parker, 2001 ). Stock Exchange is on one hand for collecting cash savings and cash of private sector for financing long-term investments (Refense et al., 2005) . On the other hand, the surplus funds owners can invest in a secure area and earn suitable income proportional to the risk they incur (Trippi and Turban, 1990) . Therefore, the deal based on stock market indices has become very popular in world financial markets (Fu, 1998) . Ambiguous and complex environment of the stock market causes uncertainty in the stock investment. Many investors are omitted by sudden shocks and falling prices from the market (Werbos, 1974) . Resource allocation is one of the main and most difficult actions these days. Proper allocation of resources requires some appropriate areas for investment and appropriate analytical tools and techniques in the market, thereby increasing the confidence of investors and market efficiency (Januskevicius, 2003) . Thus, predicting stock returns plays an important role. Behavior of stock prices, like most natural phenomena are nonlinear and proper diagnosis of nonlinear behavior requires using patterns and nonlinear models and artificial intelligence based methods that have high ability in learning relations and generalizing them to the results (Hiemstra, 1996) . Using various methods of artificial intelligence in the capital market makes the market more efficient, stock more productive and enables more appropriate capital allocation (Januskevicius, 2003) . In addition, it increases users' and investors' knowledge and awareness. The increasing diversity of instruments related to financial indicators along which economy has grown and has improved in recent years. Range of investment opportunities for global investors has also expanded (Chen et al., 2003) .
Therefore, the two main reasons that these tools have been developed are First reason: they provide effective parameters for investors to protect them from market potential risks. The second reason: they create new profit opportunities for everyone who uses the market. Since the financial and economic issues primarily deal with nonlinear relationships, especially in the stock market, it is clear that predicting stock market future position by a suitable manner can help activists in the field for decision-making effectively (Bollereslev, 1986) .
BACKGROUND RESEARCH
A weak study was carried out in 1990 in order to test the market performance, in which 17 companies were considered in the period 1989 to 1990. In this study, circulating test methods were used (Nasrollahi, 1991), while another study used correlation and flow tests in the period 1989 to 1993 (FadayeeNejad 1993 . In 1990, a study took place on the behavior of stock prices of companies in America in the period 1954 to 1987. The results showed that the political, economic, social and various events have effect on stock price. Therefore, stocks trend certainly has no adherence. Also, another study was conducted on the volatility of market prices in the period 1817 to 1988. One expert believes that if the stock market was predictable, it would provide investors with unlimited reference.
Research hypotheses
In this project, we have a main hypothesis and a subsidiary hypothesis.
Main hypothesis
Predicting stock returns with data mining techniques will yield more accurate results compared to the least squares method.
Subsidiary hypothesis
Accounting approach to use data mining to predict stock returns for companies reduced stock return prediction error compared to linear methods.
Topology and technical instruction for research
Model prediction was done using neural networks and PYTHON programming language, and then it was given the diversity of available models and experimental design of network architecture. Different types of networks with different number of nodes and different network architectures, number of different elements in the hidden layers and different network architectures, number of different elements in the hidden layers have been tested, the results compared with the squared mean error. In this generalized feed forward neural network a hidden layer with different number of nodes is used in this layer. To select the number of hidden layers, Kolmogorov's theorem was used to have output with the minimum error.
In modeling the structure of the project, there are two artificial neural networks (ANN), namely ANN1 and 2. Entries of ANN1 are 5, 20, 10, 10, 1. This network is composed of three hidden layers with the first layer having 20 neurons, the second layer having 10 neurons and the third layer having 10 neurons. The network input layer has 5 elements and the outer layer has only one element. Entries are Saturday's to Wednesday's stock prices that have been in the last week and output are prices predicted for Tuesday next week. ANN2 has a similar structure of 10, 20, 10, 10, 1 with the difference that the number of inputs is doubled to produce more precise outputs (Figure 1 ).
Genetic algorithms
Variety of methods can be used for the neural network architecture. For example, one of the solutions that can be used for this method is "trial and error" (Chui, 2001) . But genetic algorithm is one of the most effective ways to explore a neural network. This technique is powerful for such predictions and for creating the best possible state-space (Haefke and Helmenstein, 1996) . This project uses genetic algorithms in neural networks for two main purposes. Initially, in this project to optimize the neural networks edges and in the next phase to optimize the neural network architecture, genetic algorithms are usually the best and most appropriate solution for an optimized search in network architecture. Results have shown that the genetic algorithm is the fastest and most efficient way possible to achieve the design stage; it is a neural network automatically (Kutsurelis, 1998 ). If we have many inputs, this method is a little slow, but we ignore this weakness because it has great accuracy in the output. The neural network designs for the project have used genetic algorithms to find the best possible outcome. Genetic algorithms and genetic programming can reduce the number of variables that are important in predicting and this feature is very important for us. For example, if we need about 30 variable data for a small project, we can use genetic algorithm to reduce this number to 8. In this project, neural network structure is optimized using genetic algorithms and output is generated using neural network algorithm functions and implemented in the Python programming language.
Regression model
The neural network uses different models to predict. For better comparison between neural network models and other models, we decided to use the regression model to predict stock prices for the cities of Isfahan, Tehran and Shiraz. In this method, identical input was used. The number of the inputs to estimate parameters of regression equation is considered 2/3 of all data. Multivariate regression model coefficients and parameters for each model are as follows:
The first regression model (R1)
In this model, once the price of the sixth day was anticipated from the prices of five days ago, and once the price of the eleventh day was anticipated from the prices of the past 10 days. We assumed a primary regression function.
The second regression model (R2)
In this model, once the price of the sixth day was anticipated from the prices of five days ago, and once the price of the eleventh day was anticipated from the prices of the past 10 days and we assumed a quadratic regression function.
In 5-day groups, we compared R1, 2 and ANN1 for Tehran, Esfahan and Shiraz, separately. Also in 10 day groups, we have compared R1, R2 and ANN1 for Tehran, Esfahan and Shiraz, separately. We have 5 inputs and 1 output in ANN1, and 10 inputs and 1 output in ANN2. Microsoft Excel software was used to analyze and save the predicted numbers.
RESULTS AND DISCUSSION
In accounting, stock returns are defined temporally. The difference between the stock prices in two consecutive days is called daily stock returns. The difference between the average stock prices in two consecutive months is known as the monthly stock returns. As a result, stock returns are not independent of their stock price. Stock of company may be positive or negative in either of the daily or monthly accounts. Generally, monthly stock returns are used in large projects in which accuracy is more important than accuracy of prediction of daily stock returns. After obtaining the results using both methods, the results are presented in the following tables. In the network structures, they have been predicted 10 times. The project is automatically coded in PYTHON software and this is repeated 10 times and average errors are recorded in Tables 1, 2, 3 and 4. Root-mean-square deviation (RMSE) is the standard error tables that scale the data in the range of (-1,1). In this study, multivariate regression models (R1, 2), with results predicted by the models ANN1, ANN2 are presented in Table 4 as summarized for each city.
Conclusion
In this study, two neural network models with different input patterns have been presented to predict stock returns. To evaluate the accuracy of the predictions made by these neural networks, two multiple regression models have been implemented and the results of the different methods were compared. The research results showed that neural network techniques in both structures yield better prediction than linear methods and the RMSE error is less than other methods significantly. According to the results, neural network ANN2 with RMSE=0.0056 has better performance compared to other models. We have ANN1 with RMSE=0.011 for Shiraz and ANN2 with RMSE= 0.017 for Isfahan. It can be observed that under certain circumstances, ANN1 has better prediction than ANN2. In conclusion, forecast error for stock returns of companies using the mining models compared to regression models is lower.
