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Re´sume´ – Dans le cadre de la se´paration aveugle de sources, on cherche a` effectuer la se´paration de me´langes instantane´s
de sources audio en exploitant leurs parcimonie dans des domaines transforme´s. Cette approche nous permet, en particulier de
traiter le cas sous-de´termine´ (c’est a` dire le cas ou` l’on a moins de capteurs que de sources). Re´cemment, de nombreux travaux ont
propose´ d’exploiter la parcimonie des signaux audio dans le plan temps-fre´quence (TF). Ces approches permettent d’obtenir de
bons re´sultats dans le cas ou` les sources sont disjointes dans le plan temps-fre´quence en utilisant des techniques de classification.
Cependant, dans le cas ou` les sources sont non-disjointes, la reconstruction des signaux ne´cessite une interpolation des points de
recouvrement dans le plan TF. Dans cet article, nous proposons une nouvelle technique qui combine la de´composition en paquets
d’ondelettes et la projection en sous-espace afin de traiter explicitement le cas des sources non-disjointes. Nous pre´senterons
quelques re´sultats de simulation qui permettent d’e´valuer les performances de cette nouvelle me´thode.
Abstract – This paper considers the blind separation of audio sources in the underdetermined case, where we have more sources
than sensors. Recently, several time-frequency (TF) based solutions have been proposed using the sparsity representation of audio
sources in the TF domain. These methods achieve good separation performance in the case where sources are disjoint in the TF
plane. However, in the non-disjoint case, the reconstruction of the signals requires some interpolation at the intersection points
in the TF plane. In this paper, we propose a new algorithm that combines the wavelet packet decomposition with subspace
projection in order to explicitly treat non-disjoint sources. Finally, we will present some simulation results that illustrate the
effectiveness of our algorithm.
1 Introduction
La se´paration aveugle de sources est un proble`me qui
consiste a` retrouver des signaux inde´pendants a` partir de
leurs me´langes (observations) et cela sans connaissance a
priori de la structure des me´langes ou des signaux sources.
La se´paration de sources intervient dans des applications
diverses [1] telles que la localisation et poursuite de cibles
en radar et sonar, la se´paration de locuteurs (proble`me
dit de “cocktail party”), la de´tection et se´paration dans les
syste`mes de communication a` acce`s multiple, l’analyse en
composantes inde´pendantes de signaux biome´dicaux (e.g.,
EEG ou ECG), etc. Ce proble`me a e´te´ intense´ment e´tudie´
dans la litte´rature et beaucoup de solutions efficaces ont
de´ja` e´te´ propose´es [1]. Ne´anmoins, le cas sous-de´termine´
ou` le nombre de sources est supe´rieur a` celui des cap-
teurs (observations) reste a` ce jour un proble`me ouvert de
la se´paration aveugle de sources. Dans le cas de signaux
non-stationnaires (incluant en particulier les signaux au-
dio), certaines solutions utilisant la transforme´e temps-
fre´quence (TF) des observations existent pour le cas sous-
de´termine´ [2, 3, 4, 5]. Ces approches permettent d’obtenir
de bons re´sultats dans le cas ou` les sources sont disjointes
(faible taux de recouvrement) dans le plan TF en utilisant
des techniques de classification. On trouve aussi dans la
litte´rature plusieurs techniques de se´paration de sources
exploitant d’autre domaine transforme´ notamment le do-
maine temps-e´chelle [6, 7].
Dans cet article, nous proposons une nouvelle technique
base´e sur une approche combinant la de´composition en
paquet d’ondelettes et la projection en sous-espace, qui
apporte un traitement explicite aux points d’intersection
dans le cas de sources non-disjointes dans le domaine
transforme´. L’hypothe`se utilise´e dans cette me´thode est
que le nombre de sources pre´sentes simultane´ment dans
un point donne´ du domaine transforme´, est infe´rieur au
nombre de capteurs. Un autre avantage de cette me´thode
est qu’elle permet de pallier l’inconve´nient majeur de la
transforme´e de Fourier a` court terme qui est la re´solution
fixe. Ceci est un handicap important lorsqu’on veut traiter
des signaux dont les variations peuvent avoir des ordres de
grandeur tre`s variable tels que les signaux audio.
2 Formalisation du proble`me et
hypothe`ses
Le mode`le de se´paration aveugle de sources suppose
l’existence de N signaux s1(t), . . . , sN (t) et M observa-
tions x1(t), . . . , xM (t) qui repre´sentent les me´langes. Ces
me´langes sont suppose´s instantane´s,
xi(t) =
N∑
j=1
aijsj(t) i = 1, . . . ,M . (1)
Ceci peut eˆtre repre´sente´ par l’e´quation de me´lange :
x(t) = As(t) , (2)
ou` s(t) , [s1(t), . . . , sN (t)]T est le vecteur colonne de di-
mension N×1 qui regroupe les signaux sources, le vecteur
x(t) regroupe de la meˆme manie`re lesM ≤ N signaux ob-
serve´s, et A , [a1, . . . ,aN ] est la matrice de me´lange de
taille M × N ou` ai = [a1i, . . . , aMi]T contient les coef-
ficients du me´lange. Nous supposerons que tout sous en-
semble de M vecteurs colonnes de A forme une famille de
vecteurs line´airement inde´pendants.
Dans cet article, nous utiliserons comme domaine trans-
forme´ le domaine temps-e´chelle (TE). Pour ce faire, nous
utiliserons la de´composition en paquet d’ondelettes [8] qui
est de´finie comme suit :
Wx(t, λ) = 1√|λ|
m=+∞∑
m=−∞
x(m)ψ∗
(
m− t
λ
)
(3)
ou` ψ(t) repre´sente la fonction d’ondelette et (·)∗ le com-
plexe conjugue´. En appliquant (3) au mode`le des observa-
tions dans (2), on obtient l’expression suivante :
Wx(t, λ) = AWs(t, λ) , (4)
ou`Wx(t, λ) (respectivementWs(t, λ)) est le vecteur d’on-
delette des me´langes (respectivement des sources).
Soit Ω1 et Ω2 les supports TE (c’est a` dire les points du
domaine transforme´ en ondelettes ou` l’e´nergie locale de
la source conside´re´e est non-nulle ou non-ne´gligeable) de
deux sources s1(t) et s2(t). Si Ω1 ∩ Ω2 6= ∅, les sources
sont dites non-disjointes dans le plan TE. Dans ce travail,
nous supposerons que pour tout point du plan TE, au plus
(M − 1) sources se recouvrent. Cependant, on suppose
aussi qu’il existe pour chaque source, des re´gions dans le
plan TE ou` elle est pre´sente seule.
3 Algorithme de se´paration TE
3.1 Algorithme utilisant la classification
vectorielle
Dans cette section, nous introduirons une version de
l’algorithme pre´sente´ dans [2] utilisant la de´composition
en paquet d’ondelettes et un nombre de capteurs M ≥ 2.
A partir de l’e´quation (4) obtenue apre`s application de la
de´composition en paquet d’ondelettes et sous l’hypothe`se
que toutes les sources sont disjointes dans le domaine TE,
l’e´quation (4) est re´duite a`
Wx(t, λ) = aiWsi(t, λ), ∀(t, λ) ∈ Ωi, ∀i = 1, · · · , N. (5)
On observe de cette e´quation que deux points TE (t, λ)
et (t′, λ′) de Ωi sont tels que Wx(t, λ) et Wx(t′, λ′) sont
coline´aires. Ceci sugge`re l’utilisation de la classification
vectorielle pour grouper les points des ensembles Ωi, i =
1, · · · , N , et permettre ainsi la se´paration des sources dans
le domaine TE.
Au pre´alable, on propose de se´lectionner tous les points
d’e´nergie significative en utilisant un seuillage du bruit
afin de re´duire l’effet du bruit et la complexite´ calculative.
Plus pre´cise´ment, pour chaque trame d’e´chelle (t, λp) de la
repre´sentation TE, on applique le crite`re suivant pour tous
les points de temps tq appartenant a` cette trame d’e´chelle :
Si
‖Wx(tq, λp)‖
max
t
{‖Wx(t, λp)‖} > ²1, garder (tq, λp) , (6)
ou` ²1 est un seuil de faible valeur (typiquement ²1 = 0.01).
Alors, l’ensemble des points se´lectionne´s Ω, est exprime´
par Ω =
⋃N
i=1 Ωi, ou` Ωi est le support TE de la source
si(t). Notons que, l’effet d’e´talement de l’e´nergie du bruit
et la localization de celle des sources dans le domaine TE
permet d’augmenter la robustesse de la me´thode propose´e
vis a` vis du bruit. Ainsi, en utilisant l’e´quation (6), nous
souhaitons garder uniquement les points TE ou` l’e´nergie
du signal est significative. De plus, en raison de l’e´talement
de l’e´nergie du bruit dans le plan TE, la contribution du
bruit dans les points TE des sources est relativement ne´-
gligeable du moins pour des valeurs mode´re´es et hautes
du rapport signal a` bruit (RSB).
Par la suite, nous proposons d’utiliser une proce´dure de
classification vectorielle dans le but de reformer les sup-
ports TE des signaux sources. Premie`rement, on estime
les vecteurs de direction spatiale par :
v(t, λ) =
Wx(t, λ)
‖Wx(t, λ)‖ , (t, λ) ∈ Ω , (7)
et on forcera leur premier e´le´ment a` eˆtre re´el et positif, et
ceci sans perte de ge´ne´ralite´.
Ensuite, on classifiera ces vecteurs en N classes {Ci|i =
1, · · · , N}, en utilisant l’algorithme de classification k-
means [9]. La collecte de tous les points correspondant
a` tous les vecteurs de la classe Ci, formera le support TE
Ωi de la source si(t). Alors, le vecteur colonne ai de la
matrice de me´lange A est estime´ comme le centro¨ıde de
cet ensemble de vecteurs :
âi =
1
#Ci
∑
(t,λ)∈Ωi
v(t, λ) , (8)
ou` #Ci est le nombre de vecteurs dans cette classe.
Donc, on peut estimer la transforme´e temps-e´chelle de
chaque source si(t) par :
Ŵsi(t, λ) =
{
âHi Wx(t, λ), ∀ (t, λ) ∈ Ωi,
0, sinon .
(9)
En effet, a` partir de l’e´quation (5), on a :
âHi Wx(t, λ) = âHi aiWsi(t, λ) ≈ Wsi(t, λ), ∀ (t, λ) ∈ Ωi .
3.2 Algorithme utilisant la projection en
sous-espace
Nous proposons dans cette section de traiter le cas des
sources non-disjointes dans le plan TE, en utilisant une
projection en sous-espace approprie´e et sous les hypo-
the`ses qu’au plus (M −1) sources se recouvrent en chaque
point TE. Plus pre´cise´ment, on conside`re le point TE ou`
les sources sα1 , . . . , sαJ sont pre´sentes (J < M), et de´fi-
nissons les termes suivants :
s˜(t) = [sα1(t), . . . , sαJ (t)]
T , (10a)
A˜ = [aα1 , . . . ,aαJ ] . (10b)
Alors au point TE (t, λ), l’e´quation (4) est re´duite a` :
Wx(t, λ) = A˜Wes(t, λ) . (11)
Soit Q la matrice de projection orthogonale sur le sous-
espace bruit de la matrice A˜. Alors, Q peut eˆtre calcule´e
par :
Q = IM − A˜
(
A˜HA˜
)−1
A˜H . (12)
Nous avons par conse´quent l’observation suivante :{
Qai = 0, i ∈ {α1, . . . , αJ }
Qai 6= 0, sinon
. (13)
En supposant que la matrice A est connue ou correcte-
ment estime´e, l’exploitation de l’e´quation (13) nous per-
met d’identifier les indices α1, . . . , αJ , et donc, les sources
pre´sentes au point (t, λ). En pratique, en tenant compte
de l’effet du bruit, on peut de´tecter les vecteurs colonnes
de A˜ en minimisant :
{α1, . . . , αJ } = arg min
β1,...,βJ
n
‖QWx(t, λ)‖ | eAβ = [aβ1 , . . . ,aβJ ]o .
(14)
Puis, les valeurs des J sources au point TE (t, λ) sont
estime´es par :
Ŵes(t, λ) ≈ A˜#Wx(t, λ) . (15)
Dans les e´tapes pre´ce´dentes, nous avons suppose´ que A
est connue ou estime´e a priori. Nous proposons d’estimer
A comme suit : on effectue une classification de l’ensemble
des vecteurs Wx(t, λ) en N classes en utilisant des tech-
niques de classification vectorielle existantes dans la litte´-
rature [9]. Dans ce travail, nous avons utilise´ l’algorithme
k-means. Les vecteurs colonnes de A sont estime´s comme
les N centro¨ıdes des N classes.
4 Discussion
Le nombre de sources
Le nombre de sources N est suppose´ connu pour la me´-
thode de classification vectorielle k-means que nous avons
utilise´. Cependant, il existe des me´thodes de classifica-
tion [9] qui effectuent l’estimation des classes aussi bien
que l’estimation du nombre de classes N . Dans nos si-
mulations, nous avons observe´ que la plupart du temps
le nombre de classes est sur-estime´, ce qui conduit a` une
mauvaise qualite´ de se´paration. C’est pourquoi, une es-
timation robuste du nombre de sources dans le cas de la
se´paration aveugle de sources sous-de´termine´e demeure un
proble`me ouvert et difficile qui me´rite une attention par-
ticulie`re pour nos travaux futurs.
Le recouvrement des sources
Dans l’approche base´e sur la projection en sous-espace,
nous devons e´valuer le nombre de sources J pre´sentes a`
un point TE donne´. Il est possible de conside´rer une va-
leur fixe (maximum) de J qui sera utilise´e pour tous les
points TE. En effet, si le nombre de sources re´ellement pre´-
sentes au point TE est infe´rieur a` J , nous estimerons des
valeurs de la distribution TE des sources proche de ze´ro.
Par exemple, si on suppose que J = 2 sources sont pre´-
sentes a` un point TE donne´, ou` une seule source contribue
effectivement, alors on estimera une des deux valeurs de la
distribution TE proche de zero. Cette approche augmente
le´ge`rement l’erreur d’estimation des signaux sources (en
particulier pour des RSB faibles), mais a comme avantage
la simplicite´ de mise en oeuvre. D’autre part l’optimiza-
tion du crite`re (14) a e´te´ effectue´e dans notre cas par une
recherche exhaustive. En pratique, celle-ci peut eˆtre one´-
reuse si jamais J et M sont grands auquel cas d’autre
techniques d’optimization devrait eˆtre envisage´es.
5 Simulations
Dans cette section, nous pre´sentons quelques re´sultats
de simulation pour illustrer l’efficacite´ de notre algorithme
de se´paration. Pour cela, nous conside´rons une antenne
compose´e de M = 3 capteurs recevant N = 4 signaux
sources audio arrivant suivant les angles d’arrive´s θ1 = 15,
θ2 = 30, θ3 = 45 et θ4 = 75 degre´s respectivement. La
taille des observations T = 25000 e´chantillons (les signaux
sources sont e´chantillonne´s a` une fre´quence de 44.1 KHz).
Les signaux observe´s sont corrompus par un bruit blanc
additif de covariance σ2IM (σ2 e´tant la puissance du
bruit). La qualite´ de la se´paration est mesure´e par l’erreur
quadratique moyenne normalise´e (EQMN) des sources es-
time´es pour Nr = 100 re´alisations ale´atoires du bruit.
Dans la figure 1, on repre´sente un exemple d’exe´cution
de notre algorithme de se´paration. Les quatres premie`res
lignes repre´sentent les signaux sources originaux, les trois
suivantes repre´sentent les me´langes, et les quatres der-
nie`res donnent les estime´es des sources en utilisant notre
algorithme. La figure 2 repre´sente la variation de l’erreur
quadratique moyenne normalise´e (EQMN) des estime´es
des signaux sources en fonction du RSB. Sur cette figure
nous comparons les re´sultats obtenus par notre me´thode
ou` nous combinons la de´composition en paquet d’onde-
lettes (nous avons utilise´ les paquets d’ondelettes de Dau-
bechies) avec la projection sous-espace et des me´thodes
qui utilisent une transformation de Fourier a` court terme
(TFCT) avec une projection sous-espace (avec J = 2) ou
bien des techniques de classification [10]. Nous observons
que l’utilisation de notre me´thode apporte un gain signi-
ficatif en terme d’EQMN sur pratiquement toute la plage
du RSB ce qui refle`te une ame´lioration de la qualite´ de la
se´paration.
6 Conclusion
Dans cette article nous avons pre´sente´ une nouvelle
technique de se´paration aveugle de source dans le cas sous-
de´termine´ pour des sources non-disjointes dans le domaine
transforme´ temps-e´chelle. Les principaux avantages des al-
gorithmes de se´paration propose´s sont : premie`rement, une
hypothe`se plus re´aliste sur la parcimonie des sources, c’est
a` dire que les sources ne sont pas ne´cessairement disjointes
dans le domaine temps-e´chelle, deuxie`mement, un traite-
ment explicite des points de recouvrement en utilisant une
projection en sous-espace, et troisie`mement l’utilisation de
la de´composition en paquet d’ondelettes mieux adapte´e a`
la nature des signaux audio que la TFCT a` re´solution fixe.
Ces avantages consistent a` une ame´lioration significative
de la qualite´ de se´paration. Des re´sultats de simulations
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Fig. 1 – (a) Les signaux sources originaux, (b) Les me´-
langes, (c) Les estime´es des signaux sources.
illustrent l’efficacite´ de nos algorithmes compare´s a` ceux
existant dans la litte´rature.
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Fig. 2 – Performances de l’algorithme de se´paration de 4
sources audio pour 3 capteurs : les courbes repre´sentent
la valeur moyenne de l’erreur quadratique de l’estimation
des signaux sources en fonction du rapport signal a` bruit.
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