The authors compared the performance of five protocols intended to reduce dose to the breast during computed tomography (CT) coronary angiography scans using a model observer unknown-location signaldetectability metric.
I. INTRODUCTION
Over the last several decades, computed tomography (CT) has become a common tool in medicine. As of 2010, it is estimated that approximately 10% of the United States population undergoes a CT scan each year, with a total of 75 million scans being conducted (half of which are performed on women). Further, the number of scans performed continues to increase each year by approximately 10%. 1 The health benefits of CT in the screening, diagnosis, and treatment of disease cannot be overstated. Still, CT scans impart ionizing radiation upon the patient. The prevailing (albeit debated2,3) theory regarding ionizing radiation dose and cancer incidence is referred to as the linear no-threshold (LNT) model and is supported by the National Commission on Radiological Protection (NCRP).4 The LNT model assumes the risk of cancer incidence from exposure to low levels of ionizing radiation increases linearly with cumulative dose, and there is no threshold dose below which the magnitude of the risk is zero.5 Thus, while the levels of ionizing radiation dose imparted during CT procedures are fairly low (<100 mSv), the increasing number of procedures being performed each year, as well as the prevailing assumption that risk is proportional to the cumulative dose received coupled with the fact that many patients receive multiple scans, has motivated a concerted effort among clinicians, radiologists, researchers, government agencies, policy makers, and manufacturers of radiologic imaging systems to reduce the radiation dose to patients as low as reasonably achievable.
Although no large-scale epidemiological study has established specific levels of cancer risk associated with CT scans per se for adults (one retrospective cohort study has been published for children undergoing brain CT scans6), the comprehensive Biological Effects of Ionizing Radiation (BEIR) VII Phase 2 report has established risk projections and models in general for radiation-attributable cancer incidence resulting from exposure to low levels of ionizing radiation (similar to those procured during a typical CT examination), which have been estimated largely on the basis of radiation epidemiology studies of atomic bomb survivors, and to a lesser extent, populations living near nuclear accident sites and workers with occupational exposures. 5 The report further indicates that women exposed to radiation at any age suffer a higher lifetime attributable risk (LAR) of general cancer incidence and mortality than men exposed at the same age. Using epidemiological risk models proposed in the BEIR VII report, Einstein et al. have estimated the LAR of general cancer incidence associated with a single retrospectively gated CT coronary angiography (CTCA) scan to be 1 in 143 for a 20-year-old female and 1 in 284 for a 40-year-old female, with the primary contributors to the overall risk being breast and lung cancer specifically.7 Using these same risk models, Smith-Bindman et al. estimated the LAR of general cancer incidence associated with a single CTCA scan to be 1 in 150 for a 20-year-old female and 1 in 270 for a 40-yearold female, again with the primary contributors to the overall risk being breast and lung cancer.8
Considering the evidence of higher breast cancer incidence following low levels of radiation exposure, recommendations from the International Commission of Radiation Protection (ICRP) have increased the tissue weighting factor of the breast such that it is considered one of the most radiosensitive organs.9 This recommendation, along with the data from the above mentioned studies, has motivated clinicians and researchers to investigate and optimize methods for reducing breast dose while maintaining diagnostically suitable image quality during CT examinations in which the breast is directly irradiated.
Several studies have reported reduction in adult female breast dose during chest CT scans using dose reduction techniques such as angular tube current modulation (10%-64% reduction in breast dose),10-13 partial-angle scanning (50%), 12 and reduced x-ray kV (27%-50%).10,14 Breast shielding has also been shown to reduce breast dose (29%-57%),10-12,15-17 although it has been suggested that similar dose savings can be achieved more efficiently via global tube-current reduction. 11, 12, 15 When assessing the resultant image quality, the aforementioned studies performed a subjective analysis10,15-17 and/or quantified task-independent metrics such as noise (pixel standard deviation) or contrast-to-noise ratio (CNR). 11, 12, 14, 17 In medical diagnostic imaging, image quality must express the effectiveness with which the image can be used for a specific diagnostic task (e.g., detection of a lesion or estimation of the degree of stenosis). Accordingly, the International Commission on Radiological Units (ICRU) recommends the objective assessment of image quality, and more specifically, the use of task-dependent metrics over task-independent metrics, as the latter may not always be directly indicative of the diagnostic performance of the intended task and thus may not fully accurately represent the true "quality" of an image.18
The objective assessment of image quality comprises four main elements: the diagnostic task (e.g., detection of an object or estimation of a parameter), a description of the statistical properties of the data (e.g., a set of images from which statistical properties can be derived), the observer (a mathematical model or human that performs the given task), and the figure of merit [a summary metric, such as signal-to-noise ratio (SNR) or area under the relative operating characteristic (ROC) curve (AUC ROC), estimated from the output of the observer that indicates how well the observer performed the given task]. 19 For tasks for which the signal location is unknown, which are often more clinically relevant, we can estimate the localization ROC (LROC) curve, which plots the fraction of true positive images with a correctly localized signal versus the fraction of false positive images. The area under the LROC curve, AUC LROC, may then be used as a detectability metric instead of AUC ROC for tasks in which the signal location is unknown.20 For cases in which there are multiple signals with unknown locations, we may use the free-response operating characteristic (FROC) method, which allows the observer to mark and score all potentially nonoverlapping suspicious locations. The FROC curve plots the ratio of true signals detected versus the average number of false signals reported per image. As such, the FROC graph does not have a well-defined right side limit, and so the area under the FROC curve is undefined and cannot be used as a performance index. Popescu recently introduced an exponential transformation of the FROC curve (EFROC) that maps the infinite interval of the abscissa to a finite one and then shows that the area under the EFROC curve, AUC EFROC, can be used as a signal detectability metric.21 Moreover, this method is nonparametric in that AUC EFROC is estimated directly from the confidence scores reported by the observer, thereby avoiding the reliance on specific models or assumptions typically required when estimating an area under the curve metric via direct integration under its associated ROC curve.
In general, image quality metrics can be plotted as a function of a physical parameter of the imaging process (e.g., radiation dose) to summarize the effect of that parameter on signal detectability.18 Such plots can then be obtained for several different imaging systems, reconstruction algorithms, or techniques to determine which ranks the highest with respect to the chosen parameter. For example, a recent study compared CT images reconstructed using filtered back projection to those reconstructed using an iterative algorithm by plotting AUC LROC vs dose (mAs) curves for the two algorithms and observing which produced a higher detectability at a given radiation dose.22
The purpose of this model observer study was to compare the signal detectability, as quantified by the AUC EFROC estimator, ̂F E , of several dose reduction techniques over a range of breast dose levels. Because the lung is considered as radiosensitive as the breast9 and lung dose may be affected by breast dose reduction methods, we further investigated AUC EFROC versus lung dose. We estimated other commonly used image quality metrics, including noise, contrast, and CNR, to assess their relationship to AUC EFROC and determine whether they may serve as accurate predictors of detectability or are sufficient quantifiers of image quality. We studied two tasks-detection and localization of small diameter/high contrast and large diameter/medium contrast signals-to investigate how the dose savings potential may vary depending on the task, where "detection and localization" refers to the case in which the signal location is unknown, and thus the signal must be both detected and have its location correctly identified.
II. METHODS

II.A. Overview
We simulated CT images of an anthropomorphic female thorax phantom for a 120 kV reference protocol, as well as five "dose reduction" protocols intended to reduce dose to the breast during CTCA acquisitions. For each protocol and two chosen image quality tasks, we calculated a model observer metric, the AUC EFROC estimator, ̂F E , and plotted it versus breast dose to investigate the potential of that protocol to reduce dose to the breast without affecting the image quality as quantified by ̂F E , i.e., the detectability of the signals. Because noise, contrast, and CNR are often used in assessing image quality, we also plotted these metrics against breast dose. We further investigated each of the metrics versus lung dose.
Subsections II B-II H describe in further detail the phantom and task design, CT simulation geometry, and our methods for simulating the images, estimating dose, and calculating ̂F E for each protocol and task.
II.B. Unknown-location signal-detectability metric ( � FE ) estimation
This study estimated image quality using a task-based procedure that detected signals at unknown locations in the image region of interest (cardiac region). The procedure comprises (1) a signal searching algorithm that produces free response data, i.e., the scores of all suspicious locations (either true or false signals) and their respective location marks, and (2) a nonparametric free response data analysis method. 21 The signal searching and the data analysis have been applied as recently presented by Popescu and Myers. 23 The signal searching algorithm was initially presented in Popescu and Lewitt.24
For a given (signal-absent or signal-present) image region of interest (ROI), signal detection is performed using a signal search algorithm with two main steps. The first step generates an auxiliary scan image by cross-correlating the image ROI with a series of shifted signal templates. We assume that an image ROI consists of M pixels and is represented in vectorized form by f. A signal template, wi, consists of M pixels, all with a value of zero except those located within the disk of radius Rt centered at point i, which have a value of one. The value of the scan image at the ith pixel location, zi is given by Eq. (1):
In other words, zi is the sum of the pixel values within the disk of radius Rt centered at point i, providing a measure of the match between the signal template and the pixels around that location. zi is the scan score for the ith pixel in f, and z is referred to as the scan image. The second step involves marking all suspicious locations of the image. We first determine the maximum scan score of the scan image, z. The scan score is recorded, and the pixels within a disk of radius twice that of the signal radius around this point are masked (i.e., set to zero). This step is then repeated with the remaining unmasked pixels of z until the local maximum scan score is less than a chosen stopping limit, z0. The output of this step is a descending list of scan scores for all suspicious locations of the image with a value above z0.
Using this procedure, we obtain {Xi}, the scan scores for I true signals present, and {Yj}, the scan scores of a total of J false signals retrieved from N signal-absent image ROIs. From these two sets of data, we can estimate AUC EFROC as
where H(k), the Heaviside equation, is equal to 1 if k > 0; 1/2 if k = 0; or 0 if k < 0.
The statistical properties of this signal-detectability estimator and its relations with ROC, LROC, and alternative FROC (AFROC) metrics have been studied in detail in Ref. 21 . In addition, nonparametric equations for the variance calculations are provided.
II.C. Simulation setup
The ray-tracing and Monte Carlo simulations described in this study were performed with the penEasy_Imaging software package,25,26 which relies on the previously validated PENELOPE Monte Carlo radiation transport routines and material attenuation database. 27 The ray-tracing algorithm operates by calculating analytical line integrals from the x-ray point source to each detector pixel to determine the probability of transmission associated with each detector pixel and the material attenuation coefficients along that line. Multiple rays are cast for each pixel and averaged to mitigate possible aliasing effects. The geometric transport routines used for the ray-tracing algorithm are the same as those used for the previously validated PENELOPE Monte Carlo routines. 27 As an additional validation, images obtained using ray-tracing were compared with primary-only (i.e., scatter-free) images obtained using the Monte Carlo algorithm, and it was confirmed that the images were equivalent (within the uncertainties inherent in the Monte Carlo estimation). The analytical ray-tracing software can reproduce the image generated by the primary x-ray beam, but it does not model individual interactions and therefore does not model x-ray scatter.
This study used the 0.5 mm voxelized anthropomorphic phantom, Ella, from the Virtual Family,28,29 representing an average-sized 26-year-old female (height: 1.63 m, weight: 58.7 kg). To relax computational memory requirements during simulations, we cropped the phantom to the thorax, measuring 31 by 22 cm in the lateral and anteroposterior directions, respectively, and 30 cm in the axial direction. Topograms of the whole body and cropped phantom are shown in Fig. 1 . The breast was modeled as two separate parts: an internal glandular mass and an external 1 cm thick surrounding layer of adipose. Thus, voxels representing the internal glandular mass were modeled as 100% glandular tissue, while the surrounding layers of voxels were modeled as 100% adipose. As such, "dose to breast" in the context of this study refers to dose to the 100% glandular material. Voxels representing the following organs/tissues were modeled according to their respective atomic compositions and densities as given by ICRP publication 110:30 fat (adipose), glandular tissue, blood, cartilage, esophagus, stomach, heart, kidney, liver, muscle, pancreas, skin, spleen, thyroid, and soft tissue. Voxels representing the following organs/tissues were modeled according to their respective atomic compositions and densities as given by Woodard and White:31 lung (blood filled, 50% inflated, 50% deflated, density: 0.655 g/cm 3 ), cerebrospinal fluid, and connective tissue. The diaphragm was modeled as muscle. All skeletal voxels were modeled as homogenous bone (density: 1.4 g/cm 3 ) as given by Cristy and Eckerman.32
The image quality tasks were detection and localization of 4-mm, 3.25 mg/ml iodine (≈34 HU contrast at 120 kV) and 1-mm, 6.0 mg/ml iodine (≈55 HU contrast at 120 kV) contrast signals located within the heart region [ Fig.  2 (a)]. The former task was chosen to approximately represent the uptake of iodine during a CTCA scan, while the latter was chosen to determine if and how task variability may affect potential dose savings. As was explained in Sec. II B, the signal search algorithm and method for calculatinĝF E require a set of signal-absent ROIs, which were obtained by simulating images of the phantom with no iodine contrast elements present, as well as a set of signal-present ROIs, which were obtained by simulating images of the phantom with either five 1-mm, 6.0 mg/ml [ Fig 
II.D. Simulation geometry
The source-to-detector distance for each simulation was 100 cm, with a source-to-isocenter distance of 50 cm.
We modeled a single-rotation stationary cone-beam system with a flat-panel detector, no We simulated six CT protocols for each of the two tasks, including one reference and five dose reduction protocols: 1. 120 kV (reference) 2. 120 kV partial-angle (tube-current turned off during anteriorly centered 128°) 3. 120 kV angular TCM (proportional to square root of attenuation36) 4. 80 kV 5. 80 kV partial-angle (tube-current turned off during anteriorly centered 128°) 6. 120 kV breast shielded Both the 120 kV (HVL, 9.0 mm Al) and 80 kV (HVL, 6.4 mm Al) spectra used in this study were generated using the IPEM Report 78 software37 (tungsten target, 12° anode angle, 0% voltage ripple, and 6 mm aluminum filtration).
One thousand projections were collected over 360° for the four nonpartial angle protocols: 120 kV, 120 kV TCM, 80 kV, and 120 kV shielded. The two partial-angle protocols reduce direct exposure of the breast by turning off the tube-current during the anteriorly centered 128° (i.e., applying tube-current only during the posteriorly centered 232°);12 thus only the posteriorly centered 645 projections were collected for these protocols. Socalled "organ-based modulation" technology such as XCare (Siemens Healthcare, Germany) reduces the tubecurrent (≈75%) within a 120° arc and increases tube-current during the remaining 240° of the scan.11,38-40 We chose a slightly wider arc (128°) during which the tube-current is completely turned off so as to further reduce direct exposure of the breast to radiation from the x-ray source during the anterior angles of the scan (Fig. 3 ). Lungren et al. has shown that many female patients would require a wider arc (at least 175°) to fully encompass the breast tissue.40 As Fig. 3 demonstrates, this is also true for our female phantom. However, because current technology such as Siemens XCare has a maximum 120° arc, we chose a similar partial-angle for our partial-angle protocols.
Figure 3
An image of the phantom showing the 128° arc during which the tube current is turned off for the two partialangle protocols.
For the 120 kV angular TCM protocol, the number of photons emitted from the source (i.e., tube-current) at each projection angle was modulated proportionally to the square root of the attenuation at that angle. This modulation scheme is theoretically optimal with respect to noise (pixel standard deviation) within a homogenous phantom.36
For the 120 kV shielded protocol, a 6 mm thick lead shield with density 0.1134 g/cm 3 (1% the actual density of lead) with an approximate length of 42 cm was created using mathematical quadrics and positioned approximately 1 cm above the chest (Fig. 4 ). Commercially available bismuth shields are typically composed of a proprietary bismuth mixture. It has been previously reported that commonly used 4-ply bismuth-mixture shields have a 0.06 mm lead equivalence (56% attenuation at 120 kVp), noting that lead and bismuth have similar atomic numbers of 82 and 83, respectively.12,16 Thus, we modeled our shield using the abovementioned thickness and density of lead. We did not perform an 80 kV shielded protocol as the combination of the lower energy spectrum and the highly attenuating shield would likely result in unacceptable image quality.
Figure 4
An image of the phantom with the breast shield.
II.F. Dose estimation
We used our previously proposed dose database41 to estimate protocol-specific "dose conversion factors," which quantified the breast dose and lung dose per photon emitted from the source for each protocol. Because our dose database cannot model shielded scans, we performed Monte Carlo simulations (following the methods of Rupcich et al. 41 ) of the female phantom with the shield described in Sec. II E to estimate the dose per photon emitted from the source for the shielded protocol. These conversion factors were then multiplied by the number of photons emitted from the source during ray-tracing simulations to calculate the breast and lung dose.
II.G. Image generation
Ray-traced images with added Poisson noise were generated for each of the studied protocols assuming the scan parameters described in Sec. II E. CT projection data were simulated for the 4-mm, 3.25 mg/ml task for the reference 120 kV protocol at 14 different breast dose levels ranging from approximately 1-81 mGy, corresponding to a number of photons emitted from the source ranging from approximately 4.0 × 10 9 to 4.0 × 10 11 . Similarly, projection data were simulated for the 1-mm, 6.0 mg/ml task for 18 different breast dose levels ranging from approximately 1-254 mGy, corresponding to a number of photons emitted from the source ranging from approximately 5.7 × 10 9 to 1.3 × 10 12 . These photon numbers were selected empirically to provide corresponding values of ̂F E that spanned the full performance range (i.e., from very poor to virtually certain detectability). Note that a linear conversion factor could be applied to convert the number of photons to approximate mAs values. However, mAs values were not reported because the relationship between mAs and tube output is scanner specific. Thus, we only report the breast and lung doses corresponding to the numbers of simulated photons. The breast dose resulting from the reference 120 kV protocol for each simulated number of photons was calculated by multiplying the breast dose conversion factor of the reference protocol (Sec. II F) by the number of photons emitted from the source. Similarly, each of the five studied breast dose reduction protocols were then simulated at the 14 (4-mm, 3.25 mg/ml task) or 18 (1-mm, 6.0 mg/ml task) different breast dose levels. The corresponding lung dose at each of these data points was then determined by multiplying the lung dose conversion factor for each protocol by the number of photons emitted from the source. The simulated CT data were reconstructed using filtered back projection onto 0.25 mm 2 pixels. The partial-scan data were reconstructed using filtered backprojection with Parker weighting.42 A water beam-hardening correction algorithm was implemented to reduce cupping artifacts.43
II.H. Assessment of dose and image quality
We assessed task-based objective image quality by comparing ̂F E vs dose curves of the studied protocols. We also estimated the noise, contrast, and CNR for each protocol.
II.H.1. Signal detectability, ̂F E
For this study, the signal search area for signal-present and signal-absent images for both tasks was a twodimensional 52.5 × 40 mm 2 ROI located in one axial plane inside the heart [ Fig. 2(a) ]. The radius of the disk within each 2D signal template was one pixel larger than that of the signal, i.e., Rt = 0.75 mm for the 1-mm diameter signal and Rt = 2.25 mm for the 4-mm diameter signal. To assure low statistical uncertainty in ̂F E , we used a total of 40 signal-present and signal-absent ROIs for the 1-mm signal task, and 70 signal-present and signal-absent ROIs for the 4-mm task. The threshold, z0, was chosen so that a large enough number of suspicious locations per image were retrieved.
The AUC EFROC estimator is scalable with the search area size. For homogeneous regions, ̂F E can be scaled relative to a given reference image size, Ω, by setting N = ΩT/Ω, where ΩT is the total searched area for false signals (i.e., the signal search area times the number of signal-absent images). We used Ω = 3200 mm 2 (e.g., 56.6 × 56.6 mm 2 ) for the 4-mm, 3.25 mg/ml task and Ω = 312.5 mm 2 (e.g., 17.7 × 17.7 mm 2 ) for the 1-mm, 6.0 mg/ml task.
AUC LROC is used for tasks involving detection and localization of a single signal. In theory, the AUC LROC estimator, ̂L is equivalent to ̂F E when the latter is expressed for a search area size that is twice the size of the ROI area used in estimating the former.21 Thus, for the 4-mm task, our values of ̂F E for a search area size of 3200 mm 2 are equivalent to corresponding ̂L values for an ROI size of 1600 mm 2 (e.g., 40 × 40 mm 2 ). Similarly, for the 1-mm task, the search area size of 312.5 mm 2 represents an AL ROI size of 15.7 mm 2 (e.g., 12.5 × 12.5 mm 2 ). ̂F E was calculated for each CT protocol for both tasks from images simulated at multiple equivalent breast dose levels. It is important to quantify the effects of the different CT protocols on dose to organs other than the breast. The lung dose was calculated for each protocol at each breast dose level by multiplying the lung dose conversion factors described in Sec. II F by the number of simulated photons emitted from the source. We investigated lung dose because of its high radiosensitivity (equivalent to that of the breast) and presence throughout the thorax for the chosen scan geometry.
II.H.2. Dose reduction at equivalent
The percent change in dose for a given protocol (relative to the reference protocol) was estimated by comparing the doses required to achieve a specified ̂F E . An ̂F E value too far outside the operating range of a real imaging system could produce misleading results. We chose a value of 0.96, which is close to a clinically realistic AUC ROC operating point for systems performing multislice CTCA.44 Thus, for any given "dose reduction" protocol, we quantified dose performance as the percent difference in dose relative to the reference protocol achieved while maintaining an ̂F E of 0.96. For a given protocol and signal size, we randomly sampled 500 ̂F E vs breast dose curves assuming a normal distribution of ̂F E at each dose value with the mean and variance of ̂F E as estimated in Sec. ???. Each realization of the ̂F E vs breast dose curve was interpolated to estimate the breast dose at ̂F E =0.96. This resulted in 500 estimates of breast dose at ̂F E = 0.96, from which we calculated the mean breast dose, � , and variance, � 
II.H.3. Pixel noise, contrast, and contrast-to-noise ratio estimation
Noise was estimated for each protocol by taking the pixel standard deviation of background ROIs across all images collected for that protocol for the given task. Contrast was estimated by calculating the absolute value of the difference between the mean across all images of a background ROI and the mean across all images of a ROI within a signal. CNR was then calculated by dividing the contrast by the noise. Similar to ̂F E , noise and CNR were also plotted against breast dose and lung dose. The pixel noise, contrast, and CNR associated with an ̂F E of 0.96 for protocol p were obtained by interpolating the noise, contrast, and CNR vs dose curves, respectively, for � p . Figure 5 plots ̂F E versus breast dose and lung dose for each of the studied protocols and for both tasks. Figures  5(a) and 5(c) indicate that for both tasks, the 80 kV, 80 kV partial, and 120 kV partial protocols exhibited better signal detectability than the reference protocol at a given breast dose, while the shielded protocol exhibited poorer detectability. The TCM protocol exhibited comparable performance to the reference protocol. Further, at a given breast dose, performance was better for a partial scan than for a full scan (at the same kV). 5(d) indicate that for both tasks, the 80 kV and 80 kV partial protocols exhibited better performance per lung dose than the reference protocol. At a given lung dose, the TCM protocol exhibited comparable performance to the reference protocol, while the 120 kV partial and shielded protocols exhibited poorer performance. Unlike the ̂F E vs breast dose curves, the ̂F E vs lung dose curves indicate better performance for full scans than for partial scans (at the same kV). In general, 80 kV protocols showed better performance per breast dose or lung dose than 120 kV protocols.
III. RESULTS
We note that for the 4-mm, 3.25 mg/ml task, which represents the clinical case of iodine uptake within a coronary vessel, the range of breast doses in Fig. 5(a) is reasonable considering the typical breast doses estimated for a CTCA protocol. 45 On the other hand, for the 1-mm, 6.0 mg/ml task, which is not necessarily representative of a typical CTCA task due to its small signal size and high contrast, relatively higher doses are required to span the full performance range [ Fig. 5(c) ], implying a higher level of difficulty in terms of signal detectability than the 4-mm, 3.25 mg/ml task. Figure 6 plots the noise standard deviation versus breast dose and lung dose for each of the studied protocols. Because the signals are small, it is safe to assume the noise is not dependent on the signal. Thus, the following results apply for both the 4 and 1-mm signal sizes. Figure 6 (a) indicates higher noise per breast dose for the 80 kV, 80 kV partial, and shielded protocols, and lower noise per breast dose for the 120 kV partial protocol, relative to the reference protocol. The TCM protocol showed comparable noise per breast dose to the reference scan. Figure 6(b) shows relatively higher noise per lung dose for all protocols except the TCM protocol, which exhibited comparable noise per lung dose to the reference protocol. Noise per breast dose was lower for a full scan than for a partial scan (at the same kV), while the opposite was true for noise per lung dose. In general, 80 kV protocols yielded higher noise per breast dose or lung dose than 120 kV protocols. Tables I and II list values of ̂F E , CNR, contrast, noise, and lung dose for each protocol for the 4-mm, 3.25 mg/ml and 1-mm, 6.0 mg/ml task at equivalent breast dose (≈21 mGy for the 4-mm task, and ≈81 mGy for the 1-mm task). The probability of signal detection for the 80 kV and 80 kV partial protocols is virtually certain (̂F E = 1.0), with lower detectability for the other protocols. Figure 8 shows an example of a signal-present image for each protocol at equivalent breast dose for the 4-mm, 3.25 mg/ml task. 
Figure 8
Example of a 4-mm, 3.25 mg/ml signal-present image for each protocol at equivalent breast dose (≈21 mGy). Window/level is 400/115 HU for the 120 kV images, and 400/280 HU for the 80 kV images. Table III lists values of CNR, contrast, noise, breast dose, and lung dose for each protocol at an equivalent ̂F E of 0.96 for the 4-mm, 3.25 mg/ml task. Figure 9 (a) indicates for this task and value of ̂F E that the 120 kV TCM, 120 kV partial, 80 kV, and 80 kV partial protocols reduced dose to the breast by 6.0%, 17.6%, 80.5%, and 85.3%, respectively, while the shielded protocol increased dose to the breast by 67.8%. Figure 9 (b) indicates that the 120 kV partial and shielded scans increased dose to the lung by 25.3% and 103.4%, respectively, while the TCM, 80 kV, and 80 kV partial scans reduced dose to the lung by 10.4%, 80.5%, and 76.7%, respectively. At this equivalent ̂F E of 0.96, the 80 kV and 80 kV partial protocols yielded an approximate three-fold increase in both image noise (186.2% and 171.0%, respectively) and contrast (185.5% and 182.7%, respectively), while CNR across all protocols varied between a 1.4% decrease to an 8.6% increase relative to the reference protocol. An example of a signal-present image for each protocol for the 4-mm, 3.25 mg/ml task at this equivalent ̂F E of approximately 0.96 is shown in Fig. 10 . 
Figure 9
Percent change in (a) breast and (b) lung dose for each protocol, relative to the reference protocol, for both tasks.
Figure 10
Example of a signal-present image for each protocol at equivalent ̂F E (≈0.96). Window/level is 400/115 HU for the 120 kV images, and 400/280 HU for the 80 kV images. Table IV lists values of CNR, contrast, noise, breast dose, and lung dose for each protocol at an equivalent ̂F E of 0.96 for the 1-mm, 6.0 mg/ml task. Again we note that the higher dose values reported for the 1-mm, 6.0 mg/ml task (Table IV) compared to the 4-mm, 3.25 mg/ml task (Table III) are a result of the higher level of difficulty (in terms of signal detectability) of the 1-mm, 6.0 mg/ml task. Similar trends in the values reported in the tables were observed for the 1-mm task as for the 4-mm task, including dose performance, as seen in Fig. 9 . However, the 80 kV and 80 kV partial protocols demonstrated higher breast and lung dose savings for the 4-mm, 3.25 mg/ml task than for the 1-mm, 6.0 mg/ml task, and the shielded protocol showed a higher increase in breast and lung dose for the 4-mm, 3.25 mg/ml task than for the 1-mm, 6.0 mg/ml task, whereas the 120 kV partial and TCM protocols demonstrated more comparable dose savings to the breast and lung across tasks. 
IV. DISCUSSION
Overall, for the 4-mm, 3.25 mg/ml task, the 80 kV and 80 kV partial-angle protocols demonstrated the highest dose savings to the breast (80.5% and 85.3%, respectively), as well as to the lung (80.5% and 85.3%, respectively). This is due in large part to the approximate three-fold increase in contrast that resulted from the lowered kV (Table III) . We also saw a nearly three-fold increase in image noise (Table III) . In theory, equivalent ̂F E across protocols represents equivalent signal detectability, and thus equivalent image quality for the specified (signal detection) task. In practice, certain characteristics of the signal (e.g., size, shape, and contrast) may be unknown a priori or may vary. In such cases, the increased noise that would result when acquiring images with the 80 kV or 80 kV partial protocols at the dose required to achieve the reported breast dose savings could be deemed clinically unacceptable, as it may hinder the observer's ability to detect signals with characteristics other than those presented in this study. Some dose savings may still be realizable with reduced kV protocols even if the tube-current is increased to achieve a more desirable noise level. For example, Fig. 11 displays an image produced by the 80 kV partial scan with the breast dose level indicated in Table III , as well as an image produced by the 80 kV partial scan with a breast dose level five times greater, which would yield a 26.6% reduction in breast dose, a 21.2% increase in noise, and a 132.4% increase in CNR relative to the reference protocol, and an ̂F E of 1.0.
Figure 11
(a) A 4-mm, 3.25 mg/ml signal-present image using the 80 kV partial protocol with ̂F E ≈ 0.96 (the same image as shown in Fig. 10 ). This image yields 85.3% dose savings to the breast and 171.0% increase in noise relative to the reference protocol. (b) A 4-mm, 3.25 mg/ml signal-present image using the 80 kV partial protocol with five times the dose of that shown in (a), resulting in a 26.6% decrease in breast dose and 21.2% increase in noise, relative to the reference protocol, and an ̂F E of 1.0. Both images are shown at a window/level of 400/280 HU.
The TCM protocol demonstrated comparable performance to the reference protocol for both tasks. We chose an angular TCM protocol that modulates tube-current proportionally to the square root of the attenuation, which has been shown to be optimal with respect to image noise for a homogenous, elliptical phantom.36 Different manufacturers employ different angular tube-current modulation algorithms (e.g., sinusoidal vs attenuation-based), which can lead to variation in reported dose savings depending on the protocol, patient geometry, and the type of dose being reported (e.g., effective dose vs organ-specific dose).46-48 While the algorithm we chose is similar in theory to clinically available attenuation-based tube-current modulation algorithms36,47 and is optimal with respect to image noise (as measured by the pixel standard deviation), it is likely not optimal with respect to breast dose and task-based image quality (e.g., signal-detectability). It may be interesting to explore the performance of other TCM algorithms with respect to these two parameters.
The 120 kV partial protocol decreased breast dose by 17.6% for the 4-mm, 3.25 mg/ml task, but at the cost of 25.3% increased lung dose. The 120 kV partial protocol resulted in small decreases in both the noise (6.6%) and the contrast (4.3%) when maintaining equivalent ̂F E to the reference protocol (Table III) . Thus, the relative increase in performance versus breast dose was mostly attributable to the lack of direct exposure of the breasts to radiation during the partial scan protocol, for which the tube-current is turned off during a 128° arc of AP projections. Similarly, the increased tube-current during PA projections caused the decreased performance versus lung dose.
We chose a 128° arc during which to turn off the tube-current for the partial-angle protocols to approximate currently available organ-based dose modulation technology. 11, 12, [38] [39] [40] Still, in many female patients, including the phantom used in this study, a wider arc is required to fully contain the breast tissue.40 Further work is required to better determine the tradeoff between breast dose and image quality as a function of the width of the partial-angle arc for breasts of various shapes and sizes.
The 80 kV and 80 kV partial protocols showed greater reduction in breast and lung dose for the 4-mm task than for the 1-mm task, while the shielded protocol demonstrated increased breast and lung dose for the 4-mm task compared to the 1-mm task. While the 1-mm task may not be as clinically relevant for a CTCA scan (too small and high contrast), these results suggest that estimated percent changes in dose are task-dependent ( Fig. 9 ). This highlights the importance of choosing an appropriate, clinically relevant image quality task when reporting the percent changes in dose associated with a given protocol, reconstruction method, etc.
We also note that the reported increase in breast and lung dose produced by the shielded protocol for both tasks is contrary to the original hypothesis that the breast shield may be used as a dose reduction method. Still, these results may be considered effectively consistent with studies11,12,15 that have reported dose savings to the breast at the cost of degraded image quality (e.g., increased noise). In addition, Fig. 5 suggests that globally reducing the tube-current is a more effective method of reducing breast (and lung) dose than shielding.
In general, the CNR curves indicate a similar relative ranking of protocol performance as the corresponding ̂F E curves. At an ̂F E of 0.96, the shielded protocol resulted in a 8.6% higher CNR than the 120 kV reference protocol for the 4-mm task (Table III) . If the CNR of the shielded protocol was adjusted to match that of the reference protocol, the shielded protocol would increase breast and lung dose by 42.2% and 72.4%, respectively, compared to the reference scan. In comparison, when both protocols maintained equivalent ̂F E of 0.96, the shielded protocol increased breast and lung dose by 67.8% and 103.4%, respectively. A similar higher CNR for the shielded protocol relative to the reference protocol was observed for the 1-mm task (12.3%). CNR can be considered an incomplete metric in the sense that it does not account for noise correlations or image artifacts. For example, two signal-present images in which all properties are the same except for differing noise correlations can be shown to have the same CNR.49 Unlike CNR, ̂F E is a task-based metric, and both noise correlations and image artifacts affect its performance. Although it is not obviously visually apparent from Fig. 8 or Fig. 10 , it is possible that the streaking commonly associated with the use of shields10-12,15 altered the noise correlations in such a way as to result in an 8.6% (4-mm task) and 12.3% (1-mm task) increase in CNR at equivalent ̂F E compared to the reference protocol. For all other cases, the CNR varied by less than 5.0% across all protocols in images with an ̂F E of 0.96, and so ̂F E and CNR resulted in similar estimates of dose performance (within 8.5% of one another) for these cases.
Clinically, it is common to use a breast shield in conjunction with a TCM protocol. In such cases, the shield should be placed on top of the patient after acquisition of the CT radiograph that is used in estimating the modulation scheme.11 Thus, while we did not model this combined protocol, we would not expect to see results much different from those of the shielded protocol due to the fact that our TCM protocol showed little deviation in performance from the reference protocol and the relative modulation at each angle for a shielded TCM protocol would be no different than that of the simulated nonshielded TCM protocol.
Although there are differences in signal detectability performance for the 4 and 1-mm signal-size tasks, as shown in Figs. 5 and 9 , the plots show similar trends. This indicates a robustness of ̂F E with regard to the particular task being investigated.
There are several advantages in using a signal detectability metric for signals at unknown locations compared with SNR calculations obtained for fixed signals with various other model observers (ideal, Hotelling, channelized Hotelling, nonprewhitening, etc.). The unknown-signal-location metrics compare the signal realizations with the extreme occurrences of false signal-like features that randomly occur in the background due to noise. On the other hand, the SNR metrics derived for known signal locations compare signal realizations with the fluctuations of a fixed signal-sized patch of image background, where extreme values are much less likely to occur and hence much less likely to be confounded with a signal. Therefore, the metrics derived for unknown signal locations are more sensitive to differences in noise levels and/or noise patterns. In addition, unlike the fixed signal location metrics, unknown-signal-location metrics take into account the clinically relevant case of correctly identifying the signal location.
By using nonparametric methods to estimate AFE, we avoid the reliance on any specific models of or assumptions about the data. Further, while the calculation of ideal and quasi-ideal observer SNRs can require several hundreds or even thousands of signal-present and signal-absent images, which can be difficult to obtain experimentally, the nonparametric estimator, ̂F E , can be calculated with fairly low statistical uncertainty using relatively few image samples (on the order of tens).
There are some limitations of our methods. First, it is important to note that the reported dose and image quality estimates, and thus the reported percent changes in dose for each protocol, are specific to our simulation geometry, patient size, and reconstruction algorithm. For example, the noise increase quantified for the 80 kV protocols is expected to increase with patient size. In addition, we used the same reconstruction algorithm for each protocol, however, it is unlikely that this algorithm (e.g., reconstruction kernel) was optimal across all protocols. Thus, additional work is required to study task-based detectability over a range of patient sizes, as well as to determine how the performance of such protocols may change when protocol-specific reconstruction kernels are used.
Second, our analytical ray-tracing algorithm did not model x-ray scatter. In the presence of scatter, we would expect to see streaking artifacts, CT number inaccuracies, and a decrease in the CNR (Refs. 50,51) for all protocols. Postpatient collimation and software algorithms on clinical CT systems provide some correction of scatter-induced degradations of image quality. We do not expect the relative trends in our results to change considerably if scatter were simulated along with appropriate scatter-correction techniques. One case in which scatter could potentially degrade performance relative to the other protocols is the shielded protocol. This is due to the fact that the shield itself is expected to generate scattered photons that may deteriorate image quality. Further, these back-scattered photons may also increase breast dose.
Third, we note that our model for CTCA does not account for cardiac protocols that use prospective or retrospective gating techniques. Instead, we chose to model 320-detector row CT, whose ability to reduce dose during CTCA protocols has been previously demonstrated. 33 Further, while some of the protocols we have modeled may not typically be employed during cardiac CT, they are often used during chest CT, for which the signal detectability metric used in this study may still be used to evaluate image quality.
V. CONCLUSION
This simulation study compared the dose performance and task-based signal detection and localization performance of several CT protocols intended to reduce breast dose. Localization and detectability was quantified with the ̂F E metric using tens of image samples for each protocol. The 80 kV and 80 kV partial-angle protocols demonstrated the greatest reduction to breast and lung dose. However, in clinical applications, due to the more complex nature of the tasks, the subsequent increase in image noise may be considered too large. In these situations, tube output for these protocols can be adjusted to achieve a more desirable noise level at a lesser reduction in dose. Contrary to our original hypothesis, breast shielding increased breast and lung dose when maintaining equivalent ̂F E . We have demonstrated that CNR may not be a reliable metric of signal detectability as it does not account for noise correlations or image artifacts. Finally, the results demonstrated that comparisons of dose performance depend on both the image quality metric and the specific task.
