The ability of three mixed linear models to rank sires correctly for dichotomous and ordered tetrachotomous traits was studied using simulated half-sib progeny data. The models differed in the assumptions made regarding homogeneity of residual variance. Ranking ability was assessed by estimating the realized response to truncation selection (20% of the candidates selected) upon sire evaluations in populations consisting of 50 such sires. Results suggested that weighting for unequal residual variances, in spite of reducing apparent prediction error variance, impairs the ability of best linear unbiased prediction to identify superior sires. This is consistent with theoretical arguments stemming from threshold models.
INTRODUCTION
When the records and the transmitting abilities of sires follow a joint normal distribution, the best linear unbiased predictor (BLUP) is the maximum likelihood estimator of the best predictor and it maximizes the probability of correct pairwise ranking of candidates for selection (11) . Further, under normality, BLUP maximizes genetic progress among location invariant selection criteria when selecting a fixed number of candidates (4, 9) . With categorical responses, normality is not a tenable assumption, and linear predictors may be poor for ranking purposes (16) .
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hypothetical underlying normal distribution of "liability" comprising genetic and environmental components (2, 3) . The position of a realized value of this conceptual variable with respect to a set of fixed thresholds determines the observed category of response. Methods of sire evaluation based on the threshold concept have been developed recently (7, 10) . Genetic merits are estimated in the underlying scale by modeling the argument of a normal integral as a linear combination of thresholds, fixed effects, and random variates (7) . The methods yield nonlinear equations requiring iterative solution, so they are computationally more involved than linear prediction in the observable (categorical) scale. Meijering and Gianola (14) , using simulation, reported that a nonlinear predictor (7) improved sire rankings over those obtained with BLUP in the observable scale. This occurred under highly unbalanced mixed model layouts when the responses were binary, the heritabifity of liability was between 20 and 50%, and the expected incidence of the trait was lower than 25%. With ordered tetrachotomous traits, the methods gave virtually the same rankings.
Under the threshold model, the expectation and dispersion structures depend on the frequencies and on the weights assigned to different categories (8) . Berger and Freeman (1) studied prediction of sire merit for dystoeia using BLUP. They compared a homoscedastic model with one in which the residual variance changed with parity of dam (of calf). Because the second model reduced prediction error variance (PEV) substantially, the authors concluded that the weighting procedure was a significant improvement over the homoscedastic model. However, if one argues from the threshold model, BLUP is not an unbiased procedure (8) . Hence, comparison in terms of mean squared error of prediction (12, 13) , the sum of PEV and squared prediction bias would be more sensible. Unfortunately, an examination of the bias is not feasible with field data, as the true genetic merits are unknown.
The objective of this study was to compare mixed linear models with different residual error variances in terms of their ability to elicit genetic change for binary and ordered polychotomous variates. Computer simulation was used for this purpose.
MATERIALS AND METHODS

Design and Simulation of Data
Twelve independent data sets were generated in each of 20 Monte Carlo replications of the experiment. The data sets corresponded to all combinations of three levels of heritability in the underlying scale (h i = .05, .20, .50)and four types of categorization, which will be described later. The records in each data set were simulated (15, 17) Table 1 . Each progeny group was almost equally represented in both levels of factor A but only in two levels of factor B (20% in Bj and 80% in Bj+I ; j=1, 3, 5, 7, 9) . Thus, 80% of the AB cells were empty, a situation frequently encountered in field data sets. Although the layout yields five disconnected data sets with respect to factor B and sires, this is immaterial regarding evaluation of transmitting ability via BLUP to the extent that the definition of the latter does not include levels of B (5 
Models
The records were modeled for analysis as:
where Y is an n x 1 vector of categorical responses, ~ is a 12 x 1 vector of fixed effects associated with factors A and B, X and Z are known instance matrices, u is a 50 x 1 vector of transmitting abilities (random), and e is a vector of residuals. Additional assumptions
were:
E(e) = 0 [61 and: [7] where (Is z is the variance of transmitting abilities, and R is the residual variance-covariance matrix. Each data set was analyzed with three models, which differed in the assumptions made regarding the form of R, as follows: In Model 2, the residual variance is heterogeneous with respect to levels of A, similar to the procedure described by Berger and Freeman (1). In Model 3, the residual variance is heterogeneous across A x B subclasses. Transmitting abilities were estimated by the u-component of equations:
with R differing across models as dcscribed.
Variance Components in the Categorical Scale
Theoretical results (6, 19) were used to approximate (i] and o2 needed in [8] from the known heritabilities and the expected incidence in the population. In theory: [91
"sire" where (is and (iy are the and "total" variance components in the categorical scale, m is the number of categories of response (2 or 4), a i is the "slope" for category i, Pi is the expected incidence in the i m category, and z i is the ordinate of the standard normal density function evaluated at the threshold between categories i and i+1. Because [9] and [10] strictly apply to models with a single fixed effect, contrived values were used to accommodate the layout considered in the present study. These were:
a e = ay--a s where nij is the number of records in the Ai x Bj subclass, N is the total number of observa- 2 2 tions, and asi j and oYi j are obtained by applying [9] and [10] to each of such subclasses. eel j = oYij -asi j ; 1=1,2 j=l ..... lO [15] 100
In [18] , R is the number of replications, and U[MIN] is the average transmitting ability of [16] the 10 sires with the lowest 10 true values. ARE i would be maximal (100%) if the 10 sires ranking lowest in estimated and true trans- [17] mitting ability were the same.
Note that a "pooled" sire variance component was used in all three models. However, [9] indicates this variance can potentially vary among fixed subclasses to the extent that incidences are heterogeneous across such subclasses. This illustrates, nonetheless, one of the difficulties in analyzing categorical data with linear models.
Comparison of Models
The analysis of each data set yielded three vectors of estimated transmitting abilities (ul ,u2,{t3) corresponding, respectively, to each of the three models used. The true transmitting abilities (u) were known from the simulation process. Because the main interest was in the ability of these models to rank sires correctly, rather than on biases or mean squared error of prediction, effectiveness of selection was the criterion chosen for comparison. Sires were A ^ ranked on the basis of ill, u2, and u3, and the average true transmitting ability of the 10 lowest ranking sires by each of the models was
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As shown in Table 2 , realized resoonses to selection using the models allowing for heterogeneous variance (Models 2 and 3) were considerably and, in most instances, significantly lower than those obtained using the homoscedastic model (Model 1). The differences in terms of ARE were especially marked when responses were binary, particularly at lower
incidence• For example, with hy=.05 and 6.5 Yo incidence, selection with Model 1 was two to three times more efficient than with the other models. With tetrachotomous responses, the differences between models were less marked and sometimes not significantly different from 0. When significant, the differences in ARE were of the order of 4 to 7% in favor of Model 1. The differences between Models 2 and 3 were generally not significantly different from 0. In summary, allowing for heterogeneity of residual variance as in Models 2 and 3 while maintaining the variance of transmitting ability constant, impaired the ability of BLUP to identify superior (inferior) sires for categorical traits. PEVS were calculated for each of the three models from the diagonal elements of the sire × sire part of a generalized inverse of the coefficient matrix in [8] . For the situation where h~=.05 and the expected incidence was 15.1%, PEV was plotted against progeny group size (varying from 5 to 250 in steps of 5) for each of the three models. This is shown in Figure 1 and the pattern is representative of what was observed in other settings. As in Berger and Freeman (1), allowing for heteroscedasticity clearly reduced "apparent" PEV. The "oscillatory" shape of the curve for Model 3 is due to disconnectedness between sires and levels of factor B. If the linear model in [3] were the "true" model and the "true" residual variances were as in Models 2 and 3, allowing for heteroscedasticity should have enhanced genetic progress, at least under normality (11) . In this study, the "true" model was as in [1] and the relationship between genetic merit and the categorical responses is not linear (7, 8, 10, 14) . Because of this, the reduction in PEV is "apparent" only, and the heteroscedastic models do not seem to improve the efficiency of selection attained with Model 1.
DISCUSSION
The properties of best linear unbiased prediction hold when the model is correct and when the needed variances and covariances (R and G with the latter being los 2 in the present paper) are known, at least to proportionality (11, 12) . If the errors have heterogeneous variance, R should be defined accordingly, i.e., heteroscedasticity should be incorporated into the model. Then, if as 2 is homogeneous, heritability would be lower in the classifications having higher residual variance. The records in such classes would receive a smaller weight than those in classes with 2 smaller o e and would be "naturally" more strongly regressed toward the mean. This is well-known under linearity or, without loss of generality, normality.
If the threshold model is postulated, the genetic variance in the categorical scale is not independent of the fixed effects (2, 3, 6, 7, 8, 10, 19) , a situation that has been observed in field records (1) and supported by simulation studies (15, 18) . With binary responses (8) , the variance of transmitting abilities in the categorical scale can be written as: 2 h2 ~b2(t-/aj) [19] o s =-~-where ~b(.) is the standard normal density function, and t-#j is the distance between the threshold (t) and a parameter (/aj) in the underlying scale• Clearly [19] depends on ~tj; it is maximum when t=#j (50% incidence) and declines as the incidence deviates from 50%. The dependency of [19] on //i illustrates a serious conceptual problem in analysis of categorical responses via linear models: the covariance between two half-sibs depends on the ~j. values, which include a component pertaining to the conditions under which the sibs produced their records and a component due to the transmitting ability of their sire (7, 8, 10) . Consequently, G cannot be defined without reference to ~ and u in [8] , a situation that does not occur under normal distribution theory• Also, arguing from the threshold model, the residual variance in the jth subclass is qb(t--/~j) [1--~(t--/lj)] (7, 8, 10) , where ~ (.) is the standard normal distribution function. 2 
•
Hence, the variance ratio ae/as m the observable scale varies from subclass to subclass, being minimal when t=#j (incidence in the subclass equal to 50%), at which point there should be less regression than at other incidences• However,
if a s is kept constant for linear analysis, then there is more regression when the incidence is 50% than at other incidences, the reason being that at this point residual variance is maximum• Hence, allowing for heteroscdeastic residual variance while keeping a constant "sire" variance in a mixed linear model analysis for categorical data does exactly the opposite of what it should do! It is, therefore, not surprising that Models 2 and 3 were less able to identify superior (inferior) sires than Model 1 under the conditions considered in this paper•
CONCLUSION
The results of the simulation study suggest that the ability of BLUP to rank sires for categorical traits is impaired by ad hoc "adjustments" for heteroscedasticity, particularly when responses are binary. This is consistent with deductions from the theory of threshold models. If investigators choose to evaluate sires for categorical responses with linear rather than with nonlinear methods, homoscedastic models seem more robust than heteroscedastic ones, at least within the range of conditions studied here. In many instances, especially with polychotomous responses, differences in sire rankings obtained with nonlinear and linear homoscedastic mixed models are negligible for practical purposes (14) .
