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Abstract
In this paper, we give the new formulations of the laws of natural
statistical physics in Chapter 2.
These are the following three cases:
(1) ? The case where the Schrodinger operator has only the discrete
spectrum.
(2)? The case where the Schrodinger operator has only the continuous
spectrum.
(3)?The case where the physical system is composed of particles mov-
ing periodically.
In Chapter 1, we study the new formulations of the concepts of natu-
ral probability and natural random variable which are necessary for the
study of Chapter 2.
2000 Mathematics Subject Classication. Primary 81P99.
Introduction
In Chapter 1, as the preparations for these new formulations, we study the
concepts of natural probability and natural random variables.
For a given normalized L2-function  on Rn; (n  1), we dene the orthog-
onal probability measure  A = A on the probability space (R
n; Mn; )
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to be a natural probability measure. Here Mn is the -additive family of all
Lebesgue measurable sets on Rn and  is the -additive measure:
(A) =
Z
A
j (r)j2dr; (A 2Mn):
We dene the vector-valued natural random variable r = r(!) on a certain
probability space 
(B; P ) whose probability distribution law is dened by the
L2-density  so that the fundamental relation
P
  f 2 
; r() 2 Ag = (A)
holds. Further we study the fundamental properties of these concepts.
Further we study two other cases of these concepts.
In this paper, remaking the old formulations in Ito [41], we succeeded in
obtaining the essential expressions for the laws of natural statistical physics.
Thereby, in the theory of natural statistical physics, we can understand in
the unied manner the natural probability distributions of position variables
and momentum variables of the physical system by using the concepts of the
orthogonal probability measure or the local orthogonal probability measure.
Then these laws of natural probability distributions of position variables
and momentum variables characterize the natural statistical phenomena of the
physical system. Namely the main problem of the natural statistical physics
is to study the statistical properties of the physical quantities of the physical
system such as the expectation values of the energy, the momentum and the
angular momentum and etc. of this physical system.
Using the results of this paper, especially, we can study the Dirac measure
as the orthogonal probability measure in the case where the Fourier transform
 ^ of a L2loc-density  is the Dirac measure. As for the references, we refer to
those in the last of this paper. Especially we refer to Ito [41].
Here we show my heartfelt gratitude to my wife Mutuko for her help of
typesetting of the TEX-le of this manuscript
1 Natural probability
In this chapter, at rst, we remember the notions of the measure-theoretical
probability and the probability space.
1.1 Denition of probability and random variable
In this section, we remember the denitions of probability and random
variable.
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Denition 1.1.1 ? Assume that 
 is an arbitrary space and B is a -
algebra of the family of subsets of 
 and P is a -additive measure.
Then we say that the composite concept 
 = 
(B; P ) = (
; B; P ) is a
probability space when it satises the following conditions (I)(III):
(I)? 
 is a non-empty set.
(II)? B is a -algebra of the family of subsets of 
. Namely, it satises the
following conditions (i)(iii):
(i)? 
 2 B holds.
(ii)? If A 2 B holds, we have Ac 2 B. Here Ac is the complementary
event of A.
(iii)? If we have An 2 B; (n = 1; 2;    ), we have
[
n
An 2 B.
(III)?The real-valued set function P (A) is a - additive probability mea-
sure on the measurable space 
(B). Namely, it satises the following
conditions (i)(iii):
(i)? If A 2 B holds, we have 0  P (A)  1.
(ii) ? If every pair of sets An 2 B; (n = 1; 2; 3;    ) are mutually
disjoint, we have
P (A) =
X
n
P (An)
for the event
A =
X
n
An 2 B:
(iii)?We have P (
) = 1.
In Denition 1.1.1, (III), the measurable space 
(B) is the composite
concept of 
 and -algebra B composed of subsets of 
.
We say that an element ! of 
 is an elementary event and an element A of
B is a probability event. A probability event is simply said to be an event.
Let 
 = 
(B; P ) be a probability space. Then we say that a function X =
X(!) of ! is a random variable if, for an arbitrary real x; f!; X(!) < xg
always belongs to B.
For a random variable X = X(!), we say that the function
F (x) = P
  f!; X(!) < xg ; ( 1 < x <1)
of a real number x is the distribution function of X.
We obtain all informations concerning the distribution state of the values
of this random variable varying randomly by using this distribution function.
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Let M be a -algebra of the family which includes the family of Borel sets
in R and assume that, for A 2M, we have f!; X(!) 2 Ag 2 B and
(A) = P
  f!; X(!) 2 Ag 
is a -additive measure on M. Then the measure space (R; M; ) is a
probability space. We call this the probability distribution of the random
variable X = X(!).
Now we assume thatRn is the n-dimensional Euclidean space. Here assume
n  1. Let (Rn; Mn; ) be the Lebesgue measure space on Rn. Namely,Mn
denotes the -algebra of the family of all Lebesgue measurable sets on Rn and
 denotes the Lebesgue measure on Rn.
In the sequel, we say simply that the n-dimensional Euclidean space is the
n-dimensional space. We denote the dual space of Rn as Rn. Then R
n
and Rn are isomorphic. Therefore, in the sequel, identifying Rn with R
n, we
denote the n-dimensional space and its dual space as the same symbol Rn.
In the sequel, when we consider the n-dimensional space, we always consider
that a certain orthogonal coordinate system is selected properly and xed.
Then we dene a Rn-valued function r = r(!) on 
 to be a vector-valued
random variable if f!; r(!) 2 Ag always belongs to B for an arbitrary
A 2Mn. Then, if we put
(A) = P
  f!; r(!) 2 Ag 
for A 2Mn; (Rn; Mn; ) is a probability space. We say that this probability
space is the probability distribution of the vector-valued random variable r =
r(!).
Theorem 1.1.1 ?We assume that 
 = 
(B; P ) is a probability space,
r = r(!) is a Rn-valued random variable and (Rn; Mn; ) is the probability
distribution of this vector-valued random variable r = r(!). If  is absolutely
continuous with respect to the Lebesgue measure , there exists a certain non-
negative Lebesgue integrable function p(r) such that the equality
(A) = P
  f!; r(!) 2 Ag = Z
A
p(r)dr
holds for A 2Mn.
Then we have Z
p(r)dr = 1:
In Theorem 1.1.1, when the integration domain of the integral is not ex-
pressed explicitly, we mean that this is the integral on Rn. In the sequel of
this paper, we keep this rule.
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In this case, we say that the real function p(r) is a probability density
function of the vector-valued random variable r = r(!). We temporally say
the probability density function as the probability density shortly. This is
the general property for the classical random variable.
In this sense, the probability density is a L1-density in the classical meaning.
For a vector-valued random variable r = r(!), the probability distribution
(Rn; Mn; ) or the probability density p(r) gives the information concerning
the distribution state of the vector-valued random variable r = r(!).
Now we give the denition of the expectation value.
Denition 1.1.2 ? We assume that a function (r) of a vector r is a
Lebesgue measurable function on Rn. Then we dene the expectation value
E[(r(!))] of the random variable (r(!)) by the relation
E[(r(!))] =
Z


(r(!))dP (!):
This denition has the meaning when the integral on the right hand side con-
verges absolutely.
Then we have the following theorem.
Theorem 1.1.2? Assume that 
 and r = r(!) satisfy the conditions in
Theorem 1.1.1. Then, for the expectation value of the random variable (r(!)),
we have the relation
E[(r(!))] =
Z
(r)p(r)dr:
Here, this relation has the meaning when the integral on the right hand side
converges absolutely.
Here we show the outline of the proof of the relation in Theorem 1.1.2.
At rst, we prove the relation in Theorem 1.1.2 when (r) is a simple
function. Next, we prove this relation when (r) is a measurable function
which is the limit of a certain sequence of simple functions in the sense of
pointwise convergence.
Then we have the following theorem.
Theorem 1.1.3? Let r = r(!) be a Rn-valued random variable on 
. Let
(r) and 	(r) be two Lebesgue measurable functions of r. Then we have the
following relations (1) and (2):
(1)? E[(r(!)) + 	(r(!))] = E[(r(!))] + E[	(r(!))].
(2)? E[(r(!)) + ] = E[(r(!))] + .
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Here  and  are two real constants.
Corollary 1.1.1?Let r = r(!) be a Rn-valued random variable on 
. Let
1(r); 2(r);    ; m(r) be the Lebesgue measurable functions of the vector
r. Further, let 0; 1;    ; m be certain real constants. Then we have the
equality:
E[0 + 11(r(!)) + 22(r(!)) +   + mm(r(!))]
= 0 + 1E1[1(r(!))] + 2E2[2(r(!))] +   + mEm[m(r(!))]:
1.2 Concept of natural probability and its fundamental
properties
In this section, we study the concept of natural probability and its funda-
mental properties. As for their details, we refer to Ito [1], [9], [10].
Let Rn be the n-dimensional space. Here assume that n  1 holds. Let
C be the eld of complex numbers. Let L2 = L2(Rn) be the Hilbert space
composed of all complex-valued square integrable functions on Rn.
For ';  2 L2, we dene the inner product (';  ) by the relation
(';  ) =
Z
'(r) (r)dr:
Here '(r) denotes the complex conjugate of '(r).
We dene the norm k k of  2 L2 by the relation
k k =
p
( ;  ) =
n Z
j (r)j2dr
o1=2
:
We say that a L2-function  is normalized when k k = 1 holds.
Now we dene the characteristic function A(r) of a subset A of R
n by the
relation
A(r) =
(
1; (r 2 A);
0; (r =2 A):
Here we remember the concept of natural probability.
Theorem 1.2.1 ? Assume that the measure space (Rn; Mn; ) is the
Lebesgue measure space on Rn. Assume that a function  is a normalized
L2-function on Rn. Then, if we put
(A) =
Z
A
j (r)j2dr
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for A 2 Mn;  is a probability measure on Mn. Then the measure space
(Rn; M; ) is a probability space.
We say that a normalized L2-function  such as in Theorem 1.2.1 is a L2-
density. The probability measure  is absolutely continuous with respect to
the Lebesgue measure.
Theorem 1.2.2? Assume that a function  is a L2-density on Rn and
the probability space (Rn; Mn; ) satises the condition in Theorem 1.2.1.
Now we put
 A(r) =  (A; r) = A(r) (r)
for A 2 Mn. Then, for the L2-valued set function  : A !  A dened on
Mn, we have the following (1) and (2):
(1)? If every pair of sets A1; A2;    of Mn are mutually disjoint, we have
 A =
1X
m=1
 Am
in the sense of L2-convergence for
A =
1X
m=1
Am:
(2)? For arbitrary A; B 2Mn, we have
( A;  B) = (A \B):
Namely, we haveZ
 A(r) B(r)dr =
Z
A\B
j (r)j2dr = (A \B):
Especially, if the condition A \ B =  holds for A; B 2 Mn, we have
 A ?  B .
Denition 1.2.1? If the function  and the probability space (Rn; M; )
satisfy the conditions of Theorem 1.2.2, we say that the L2-valued set function
 A = A onMn is an orthogonal probability measure on the probability
space (Rn; M; ). Then we say that the orthogonal probability measure  A
is a natural probability measure dened by the L2-density  . We also
say that this natural probability measure  A is a natural probability dened
by the L2-density. Further, we also say that the L2-density  is a natural
probability density.
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Denition 1.2.2?We use the notation in Theorem 1.2.1 and Theorem
1.2.2. Assume that 
 = 
(B; P ) is a probability space. We say that a Rn-
valued random variable r = r(!) on 
 is a vector-valued natural random
variable, if there exists a L2-density  onRn which determines the probability
distribution law of r such that the following conditions (1) and (2) hold:
(1) ? The L2-valued set function  A = A ; (A 2 Mn) is an orthogonal
probability measure on the probability space (Rn; M; ).
(2)? For A 2Mn, we have the relation
P

f 2 
; r() 2 Ag

= (A):
Then we say that the vector-valued random variable r is ruled by the law of
natural probability distribution which is determined by the L2-density  .
We say that the probability space (Rn; M; ) is the probability distri-
bution of a vector-valued random variable r = r(!).
In Denition 1.2.2, the condition (2) means that the probability of the event
\r(!) belongs to A" is equal to (A).
Theorem 1.2.3?Assume that P n = fp1; p2;    g is a sequence of vectors
in Rn and the function  ^ on P n satises the conditionX
p2P n
j ^(p)j2 = 1:
Assume that Fn is a -algebra of the family of all subsets of P n and the set
function  on Fn is dened by the condition
(B) =
X
p2B
j ^(p)j2
for B 2 Fn. Further assume that the condition
(P n) =
X
p2P n
j ^(p)j2 = 1
holds. Thereby the measure space (P n; Fn; ) is a probability space.
Theorem 1.2.4? Assume that the set P n, the function  ^ and the proba-
bility space (P n; Fn; ) are the same as in Theorem 1.2.3. If we put
 ^A(p) = A(p) ^(p)
for A 2 Fn, the l2-valued set function  ^ : A!  ^A dened on Fn satises the
following conditions (1) and (2):
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(1)? If every pair of sets A1; A2;    in Fn are mutually disjoint, we have
 ^A =
1X
m=1
 ^Am
in the sense of l2-convergence for
A =
1X
m=1
Am:
(2)? For arbitrary A; B 2 Fn, we have
( ^A;  ^B) = (A \B):
Namely, we haveX
p2P
 ^A(p) ^B(p) =
X
p2A\B
j ^(p)j2 = (A \B):
Especially, if we have A \B =  for A; B 2 Fn;  ^A ?  ^B holds in l2.
Denition 1.2.3?Assume that the set P n, the function  ^ and the proba-
bility space (P n; Fn; ) are the same as in Theorem 1.2.4. Then we say that a
l2-valued set function  ^A = A ^ on Fn is a discrete orthogonal probability
measure on the discrete probability space (P n; Fn; ) . We say that the
discrete orthogonal probability measure  ^ is the discrete natural probability
measure determined by the l2-density  ^.
Denition 1.2.4?Assume that the set P n, the function  ^ and the prob-
ability space (P n; Fn; ) are the same as Denition 1.2.3. We say that a
vector-valued discrete random variable p = fpn = pn(!); n = 1; 2; 3;    g on
the probability space 
 = 
(B; P ) is a discrete natural random variable
if there exists a l2-density  ^ on P n such that it determines the law of discrete
probability distribution so that we have the following conditions (1) and (2):
(1) ? If Fn is a -algebra of the family of all subsets of P n, the l2-valued
set function  ^A = A ^; (A 2 Fn) is a discrete orthogonal probability
measure on the discrete probability space (P n; Fn; ).
(2)? For A 2 Fn, we have the condition
P

f! 2 
; p(!) 2 Ag

= (A):
Then, we say that this vector-valued discrete random variable p = fpn(!)g
is ruled by the law of natural probability distribution determined by the l2-
density  ^.
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1.3 Natural random variables and their expectation val-
ues
In this section, we dene the expectation value of a natural random variable.
Now we assume that 
 = 
(B; P ) is a probability space. Assume that
(Rn; Mn; ) is the Lebesgue measure space on Rn. Then, we assume that a
Rn-valued function r = r(!) on 
 is a vector-valued natural random variable.
Then, if (r) is a Lebesgue measurable function of r, we can dene the
expectation value E[(r(!))] of the natural random variable (r(!)) as in
Denition 1.1.2. For this expectation value, the relation in Theorem 1.1.2
holds by using j (r)j2 instead of p(r).
Namely, we have the following theorem.
Theorem 1.3.1?We assume that r = r(!) is aRn-valued natural random
variable on 
. We assume that (r) is a Lebesgue measurable function on Rn.
Then, the relation
E[(r(!))] =
Z
(r)j (r)j2dr
holds for the expectation value of the random variable (r(!)). Here this rela-
tion has the meaning when the integral in the right hand side converges abso-
lutely.
In this sense, we can calculate the considered expectation value E[(r(!))]
by the similar way as the expectation value of a classical random variable
except the dierence of the form of the probability density. Similarly we have
the analogs of Theorem 1.1.3 and its Corollary 1.1.1. Namely we have the
following theorem.
Theorem 1.3.2? Assume that r = r(!) is a Rn-valued natural random
variable on 
. Assume that (r) and 	(r) are two Lebesgue measurable func-
tions on Rn. Then we have the following relations (1) and (2):
(1)? E[(r(!)) + 	(r(!))] = E[(r(!))] + E[	(r(!))].
(2)? E[(r(!)) + ] = E[(r(!)) + ].
Here,  and  are some real constants.
Corollary 1.3.1?Assume that r = r(!) is the same as in Theorem 1.3.2.
Assume that 1(r); 2(r); ; m(r) are Lebesgue measurable functions on R
n
and 0; 1;    ; m are some real constants. Then we have the following
relation:
E[0 + 11(r(!)) + 22(r(!)) +   + mm(r(!))]
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= 0 + 1E[1(r(!))] + 2E[2(r(!))] +   + mE[m(r(!))]:
Now we assume that p is a positive natural number and Lp is the space of all
complex-valued p-th integrable functions on the probability space (Rn; Mn; ).
This space is equal to
Lp = ff(r);
Z
jf(r)jpd(r) =
Z
jf(r)jpj (r)j2dr <1g:
Then we say that an element in Lp is a L
p
-natural random variable.
In this paper, we have only to consider the special cases p = 1; 2. When
a L2-valued set function  A = A is a natural probability on the probability
space (Rn; Mn; ), we dene the natural expectation value of - measurable
function f belonging to Lp = L
p
(Rn; Mn; ) with respect to  A in the
following.
Denition 1.3.1?Assume that p  1. Then we dene the natural expec-
tation values by the following conditions (1) and (2):
(1)?When a function f(r) is a Lp-simple function, namely, when we have
f(r) =
1X
m=1
amAm(r); (am 2 C; m  1);
Rn = A1 +A2 +    ; (direct sum);
we dene the natural expectation value of the function f(r) by the rela-
tion Z
f(q) (dq; r) =
1X
m=1
am (Am; r):
Its norm is equal to
k
Z
f(q)d (dq; r)kp =
1X
m=1
jamjp
Z
Am
j (r)j2dr =
Z
jf(r)jpj (r)j2dr:
(2) ?When a function f is a general Lp-function, there exists a sequence
of Lp-simple functions ffmg such that we have fm ! f in Lp. Then
we dene the natural expectation value of the function f(r) by the
relation Z
f(q) (dq; r) = lim
m!1
Z
fm(q) (dq; r):
Its norm is equal to
k
Z
f(q) (dq; r)kp =
Z
jf(r)jpj (r)j2dr:
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Theorem 1.3.3?Assume that P n = fp1; p2;    g is a sequence of vectors
in Rn. Assume that 
 = 
(B; P ) is a probability space and p = p(!) = fpn =
pn(!); n = 1; 2; 3;    g is a P n-valued discrete natural random variable on

. Assume that there exists a l2-density  ^ on P n. Then we dene a discrete
orthogonal probability measure  ^A = A ^; (A 2 Fn) on (P n; Fn; ) in the
similar way as Denition 1.2.4.
Now, we assume (p) is a function on P n. Then, for the expectation value
of the random variable (p(!)), we have the relation
E[(P (!))] =
1X
n=1
(pn)j ^(pn)j2:
Here this relation has the meaning when the series in the right hand side con-
verges absolutely.
We remark that, for the expectation value considered in Theorem 1.3.3, we
have the similar results as Theorem 1.3.2, Corollary 1.3.1 and Denition 1.3.2.
1.4 Concepts of local natural probability and denition of
expectation value of local natural random variables
In this section, we study the local natural probability and the expectation
value of local natural random variable. This is a very new result.
Theorem 1.4.1 ? Assume that a function  is a L2loc-density on R
n.
Further, let S be a family of all compact subsets in Rn such that the conditionZ
S
j (r)j2dr > 0
is satised. Now, for an arbitrary compact set S in S;  S(r) = S(r) (r)
denotes the section of  over S. Then, if we dene
S(A) =
Z
A\S
j S(r)j2drZ
S
j S(r)j2dr
for a Lebesgue measurable set A in Rn, S is a probability measure on R
n\S.
Then, the measure space (Rn \ S; Mn \ S; S) is a relative probability
space.
Theorem 1.4.2?Assume the function  and the relative probability space
(Rn \ S; Mn \ S; S) are the same as in Theorem 1.4.1.
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Now, if we dene
 S; A(r) = A(r) S(r)
for A 2 Mn \ S, the L2(S)-valued set function  S : A !  S; A on MS \ S
satises the following conditions (1) and (2):
(1)? If every pair of sets A1; A2;    in MS \ S are mutually disjoint, we
have the equality
 S; A =
1X
m=1
 S; Am
in the sense of L2(S)-convergence for
A =
1X
m=1
Am:
(2)? For arbitrary A; B 2Mn \ S, we have the relation
( S; A;  S; B) = S(A \B):
Namely, we have the relationZ
 S; A(r) S; B(r)dr =
Z
A\B
j (r)j2dr = S(A \B):
Especially, if A\B =  holds for A; B 2Mn\S?we have  S; A ?  S; B
in L2(S).
Theorem 1.4.3?Assume that a function  is a L2loc-density on R
n; S is
the family of all compact sets S in Rn such that the conditionZ
S
j (r)j2dr > 0
is satised. Assume that the relative probability space (R \ S; Mn \ S; S) is
the same as in Theorem 1.4.1. Then we dene (A) by the relation
(A) = lim
S
S(A)
for A 2Mn as a Moore-Smith limit. Then we have
(Rn) = 1:
Therefore, this measure space (Rn; Mn; ) is a probability space.
Then we say that this probability space (Rn; Mn; ) is the probability
distribution of the vector-valued random variable r = r(!).
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Theorem 1.4.4? Assume that (r) is a Lebesgue measurable function of
r. Assume that the probability space (Rn; M; ) is the same as in Theorem
1.4.3. Then we dene the expectation value of (r(!)) by the relation
E[(r(!))] = lim
S
ES [(r(!))] = lim
S
Z
S
(r)j (r)j2drZ
S
j (r)j2dr
as a Moore-Smith limit. This has the meaning only when this limit exists. Here
we dene the local expectation value of (r(!)) by the relation
ES [(r(!))] =
Z
S
(r)dS(r) =
Z
S
(r)j (r)j2drZ
S
j (r)j2dr
:
Then, we have the properties of the expectation values as the same as in
Theorem 1.3.1, Theorem 1.3.2 and Corollary 1.3.1.
1.5 Dirac measure
In this section, we study the Dirac measure  as an example of a natural
probability. As for the details concerning the Dirac measure, we refer to Ito
[9].
When a certain eigenfunction  of a certain Schrodinger operator has its
Fourier transform  ^ = , how can we understand the natural probability distri-
bution of the momentum variable p which is determined by the Dirac measure
 ^ =  ?
In order to answer this question, we study the new characterization of the
Dirac measure .
We dene the space K = C0(R) as the space of all continuous functions
with compact support in one dimensional space R. Then  is the continuous
linear functional on K. Then we say that  is a Radon measure.
In the sequel, we prove that the Dirac measure  is an orthogonal probability
Radon measure. Therefore, we try to characterize it as a natural probability.
Thereby, we can understand that the Dirac measure  determines the law of
natural probability distribution of the momentum variable p. Then, it is im-
portant to notice the fact that the Dirac measure is not only a Radon measure
but also a probability measure as a set theoretical measure.
The Dirac measure p is the measure with the unit mass at the point p
which is dened by the relation
p(q) = (q   p):
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This is a continuous linear functional on K dened by the relation
p(') =< (q   p); '(q) >=< (q); '(q + p) >= '(p)
for ' 2 K.
We assume that (R; M; ) is one dimensional Lebesgue measure space.
Since K is dense in L2 = L2(R), we can extend p 2 K0 to the continuous
linear functional on L2.
Therefore, because p(f) is dened for f 2 L2, especially we can dene the
set function p(A) on M by using the relation
p(A) = p(A)
when A 2 L2 holds for A 2M.
This set function p(A) satises the conditions
p(A) =
(
1; (p 2 A);
0; (p 62 A)
for A 2 M such as A 2 L2. Then we prove that the set function p(A) is
an orthogonal probability measure on the probability space (R; M; p) in the
following.
At rst we prove the following Proposition 1.5.1 as a preparation.
Proposition 1.5.1 ? Assume that (R; M; ) is the Lebesgue measure
space. Then we put L2 = L2(R). We dene the inner product in C by the
relation (; ) = .
Further, we dene the norm of  2 C by the relation kk = p(; ).
Then C is one dimensional Hilbert space and C is embedded in L2 as one
dimensional subspace.
Proof?We x one '0 in L2 as a unit vector . Then we consider the map
T :  2 C ! '0 2 L2:
Then we have the equality
 = (; ) = ('0; '0)L2 :
Namely we have the equality
(T; T)L2 = (; )C :
Therefore T is an isometry from C into L2. Thereby, C can be embedded in
L2 as one dimensional subspace. //
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Proposition 1.5.2?We assume that (R; M; p) is the probability space
dened by the Dirac measure p which has the unit mass at the point p in R.
Here we assume thatM is the -algebra of the family of all Lebesgue measurable
sets in R. Here we dene the C-valued set function p(A) for A 2M such as
A 2 L2 by the following relation:
p(A) =
(
1; (p 2 A);
0; (p 62 A):
Here the set function p(A); (A 2 M) on R is an orthogonal probability
measure on the probability space (R; M; p). Namely we have the following
(1)(3):
(1)? If every pair of sets A1; A2;    in M is mutually disjoint, we have the
equality
p(A) =
1X
n=1
p(An)
for the set
A =
1X
n=1
An:
(2)? If A \B =  holds for A; B 2M, we have the relation
p(A)p(B) = 0:
Namely we have
p(A) ? p(B):
(3)? For A 2M such as A 2 L2?we have the relation
kp(A)k2 = p(A):
There is a case where the Fourier transform  ^ of a L2loc-solution  of a
certain Schrodinger equation is the Dirac measure .
It is the case when a L2loc-density  determines the natural probability
distribution of the position variable of a generalized proper state of a system
of free particles.
Now we assume that K = C0(R) is the space of all continuous functions
with compact support in one dimensional space R. Then p0 is an element
of K0. Namely p0 is a continuous linear functional on K. Then p0 is an
orthogonal Radon measure.
We assume that A is a Lebesgue measurable set inR and A is the denition
function of A. Then the domain of the orthogonal Radon probability measure
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p0 can be enlarged in order to include A. Here we assume A 2 L2. Then if
we dene the set function p0(A) by the relation
p0(A) = p0(A);
we have the relation
p0(A) =
(
1; (p0 2 A);
0; (p0 62 A):
Therefore we have the relations
(p0(fp0g); p0(fp0g)) = p0(fp0g) = 1;
(p0(A); p0(A)) = p0(A) = 0; (p0 62 A):
Hence, the set function p0(A) is an orthogonal probability measure in Propo-
sition 1.5.2. Therefore p0(A) is an example of natural probability.
Thereby, when the Fourier transform of a L2loc-density  which determines
the state of natural probability distribution of the position variable of a certain
physical system is  ^ = p0 , the state of natural probability distribution of the
momentum variable p is ruled by the Dirac measure p0 . This means that the
state of natural probability distribution of p determined by p0 is the state
of distribution such that the momentum value p takes the constant value p0
with probability 1. Thereby, when the Fourier transform of a L2loc-density  
is  ^ = p0 , we see that the state of natural probability distribution of the
momentum variable p is determined by  ^ = p0 .
In this case, the state of natural distribution of position variable x is ruled
by the L2loc-density  . Thus the natural probability distribution of x is the
uniform distribution on R.
2 Laws of natural statistical physics
The theory of natural statistical physics is the theory for investigating the
natural statistical phenomena arising for the system of electrons, atoms or
molecules. In this chapter, we present the laws of natural statistical physics
which rule the phenomena of these physical systems composed of electrons,
atoms or molecules. Corresponding to the phases of the physical systems, we
have some dierent respresentations of the laws of natural statistical physics.
In sections 2.22.4, we give the laws of natural statistical physics for the
three types of the physical systems.
In this chapter, we give the laws of natural statistical physics in the follow-
ing.
When we study the natural statistical phenomena by using the theory of
natural statistical physics, we postulate the three concepts in the following:
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(1)? The physical system.
(2)? The state of the physical system.
(3)? The motion of the physical system.
We say that these postulates are the laws of natural statistical physics.
These laws are the natural laws of the natural statistical phenomena.
We mention the laws of natural statistical physics in the following.
2.1 Fundamental problem of natural statistical physics
In the natural statistical physics, we understand the physical phenomena
on the basis of the statistical properties of the physical quantities such as
expectation values or means of the physical quantities of a certain physical
system.
Then, because the physical quantities of the physical system are functions
of the position variables and the momentum variables, we have to know that
the natural statistical states of this physical system are described as the states
of natural probability distributions of the position variables and the momen-
tum variables in order to understand the natural statistical phenomena of the
physical system.
By virtue of the laws of natural statistical physics, if we determine the L2-
density  which determines the natural probability distribution of the position
variables of this physical system, the natural probability distribution of the
momentum variables are determined by its Fourier transform  ^. By virtue of
the laws of natural statistical physics, this L2-density  is determined as a
solution of a certain Schrodinger equation. Therefore, in order to investigate
the natural statistical phenomena of the physical system, it is known that the
Schrodinger equation is the fundamental equation and it is the fundamental
problem to solve the Schrodinger equation. Thus we can understand the natural
statistical phenomena on the bases of the laws of natural statistical physics.
In the following sections, we establish the laws of natural statistical physics.
2.2 Laws of natural statistical physics
In this section, we establish the laws of natural statistical physics in the
case where a Schrodinger operator has only the discrete spectrum.
Law I(physical system)?We postulate that the physical system 
 is
a probability space 
 = 
(B; P ). Here 
 is the set of systems  of micro-
particles, B is the -algebra composed of subsets of 
 and P is the -additive
probability measure.
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Law II(state of physical system)?We postulate that the state of the
physical system 
 is the natural probability distribution of the position variable
r() and the momentum variable p() of a system  2 
 of micro-particles.
Here r() moves in Rn and p() moves in its dual space Rn = R
n.
Further we put n =Md. Here d is the dimension of the physical space and
M is the number of micro-particles which compose the elementary event .
(i)?We postulate that the natural probability distribution of the position
variable r = r() is ruled by the law of natural probability distribution
which is determined by a L2-density  (r) dened on Rn.
(ii)?We postulate that the natural probability distribution of the momentum
variable p = p() is ruled by the law of natural probability distribution
determined by its Fourier transform  ^(r). Here the Fourier transform
 ^(p) of a L2-density  (r) is dened by the following:
 ^(p) =
1
(
p
2~)n
Z
 (r)e i(p; r)=~dr;
 (r) =
1
(
p
2~)n
Z
 ^(p)ei(p; r)=~dp
where we put
r = t(x1; x2;    ; xn); p = t(p1; p2;    ; pn);
(p; r) = p1x1 + p2x2 +   + pnxn:
Here we put ~ =
h
2
and h denotes Planck's constant. The reason why we
dene the Fourier transformation in Law (II), (ii) in such a form is to derive the
Schrodinger equation for the physical system by using the variational principle.
The constant is chosen so that the theoretical results of a certain physical
system coincide with the observed data of a certain physical quantities for the
natural statistical phenomena.
Law III(motion of physical system)?We postulate that the L2-density
 (r; t) which determines the law of natural probability distribution of the po-
sition variable r at time t is the solution of the time evolving Schrodinger
equation. We say that this time evolution is the motion of the physical sys-
tem. The law of motion of the physical system is described by the Schrodinger
equation. We say that this Schrodinger equation is the equation of motion of
the physical system.
The Schrodinger equation is described in the following form:
i~
@ 
@t
= H :
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We say that the operator H is a Schrodinger operator. H is a self-adjoint
operator on a certain Hilbert space. The concrete form of this Schrodinger
operator H is determined concretely for every concrete physical system.
Remark 2.2.1? In the theory of natural statistical physics, we study the
derivatives or the partial derivatives of L2-functions or L2loc- functions respec-
tively. Then these L2-functions or these L2loc-functions are not always dieren-
tiable in the classical sense. Therefore, we remark that we dene the derivatives
or the partial derivatives of L2-functions or L2loc-functions in the sense of L
2-
convergence or L2loc-convergence respectively in these cases.
Remark 2.2.2 ?We consider that a L2-density in the Law III is a L2-
valued function of the time variable t. Here we put L2 = L2(Rn). Therefore
the function  (r; t) is not imposed the condition that  (r; t) is a L2-function
of t. Namely we consider that the time variable t is a parameter. Then the
partial derivative
@ 
@t
is the derivative of the vector-valued function  (r; t)
with respect to t. This derivative is taken in the sense of strong derivative.
Namely, we have
lim
h!0
k (r; t+ h)   (r; t)
h
  @ (r; t)
@t
k = 0
with respect to the norm of L2 = L2(Rn). In the sequel, we do not repeat this
remark.
2.3 Laws of generalized natural probability distribution
In this section, we establish the laws of generalized natural probability dis-
tribution. Here we study the case where the Schrodinger operator has the
continuous spectrum.
Law I0((generalized) proper physical subsystem) ? We postulate
that a proper physical subsystem or a generalized proper physical subsystem
is a physical subsystem 
0 as a probability subspace of the total probability
space 
 = 
(B; P ). Here 
 is the set of systems  of micro-particles, B is a
-algebra composed of subsets of 
 and P is a - additive probability measure.
Then this satises the Law II0 of state of generalized proper physical sub-
system and Law III0 of motion in the following.
Law II0(state of (generalized) proper physical subsystem) ? We
postulate that the state of a proper physical subsystem 
0 is the natural prob-
ability distribution or the generalized natural probability distribution of the
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position variable r() and the momentum variable p() of the systems of micro-
particles  2 
0. This is determined in the following (1) and (2):
(1)?We postulate that, if the Schrodinger operator has the discrete spec-
trum, the state of the proper physical subsystem 
0 is determined by an
eigenfunction  of the Schrodinger operator by the similar way to the
Law II in section 2.2.
(2)?We postulate that, if the Schrodinger operator has the continuous spec-
trum, the state of the generalized proper physical subsystem 
0 is deter-
mined by a generalized eigenfunction  of the Schrodinger operator in
the following (i)0 and (ii)0:
(i)0?We postulate that the generalized natural probability distribution
of the position variables r = r() is ruled by the law of local natural
probability distribution determined by the L2loc-density  (r) on R
n.
(ii)0?We postulate that the generalized natural probability distribution
of the momentum variables p = p() is ruled by the law of local
natural probability distribution determined by the Fourier transform
 ^ of  (r).
In the above Law II0, (ii)0,  ^ is the Fourier transform of  dened by the
relation
 ^(p) = lim
S
 ^S(p):
Here the limit lim
S
means the Moore-Smith limit for the family S = fSg of
all compact subsets of Rn in the sense of convergence of generalized functions.
Here the local Fourier transform  ^S of the L
2
loc-density  (r) is dened in
the following:
 ^S(p) =
1
(
p
2~)n
Z
 S(r)e
 i(p; r)=~dr;
 S(r) =
1
(
p
2~)n
Z
 ^S(p)e
i(p; r)=~dp;
r = t(x1; x2;    ; xn); p = t(p1; p2;    ; pn);
(p; r) = p1x1 + p2x2 +   + pnxn:
Here, for an arbitrary compact subset S 2 S of Rn;  S denotes the section
over S 2 S. Namely,  S(r) is dened by the relation  S(r) =  (r)S(r). Here
S(r) denotes the dening function of the set S 2 S. Further we put ~ = h
2
,
where h denotes Planck's constant.
Then, the Fourier transform  ^(p) is generally dened as a generalized func-
tion. Especially,  ^(p) is equal to a L2loc -density or a Dirac measure p.
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The reason why we dened the Fourier transformation as in the form of
the Law II0, (ii)0 is that we can derive the Schrodinger equation of the physical
system by using the variational principle.
The constants are chosen so that the theoretical results of a certain physical
system coincide with the observed data of the physical quantities for the natural
statistical phenomena.
Law III0(motion of physical subsystem)?We postulate that the L2-
density  (r; t) which determines the law of natural probability distribution of
the position variable at time t is determined by the time-evolving Schrodinger
equation. We say that this time evolution is the motion of the physical subsys-
tem. The law of motion of the physical subsystem is the Schrodinger equation.
We say that this Schrodinger equation is the equation of motion of the physical
subsystem.
The Schrodinger equation is described in the following form:
i~
@ 
@t
= H :
We say that the operator H is a Schrodinger operator. H is a self-adjoint
operator on a certain Hilbert space. The concrete form of this Schrodinger
operator H is determined concretely for every concrete physical subsystem.
2.4 Laws of natural statistical physics for periodical mo-
tion
In this section, we establish the laws of natural statistical physics for a
physical system which is moving periodically.
Law I(physical system)?We postulate that the physical system 
 is
a probability space 
 = 
(B; P ). Here 
 is the set of the systems of micro-
particles, B is the -algebra composed of subsets of 
 and P is the -additive
probability measure. Every micro-particle  moves periodically on the interval
D = [ a; a]n and its basic period is equal to 2a on the direction of each
orthogonal axis. Here we assume a > 0.
Law II(state of physical system)?We postulate that the state of the
physical system 
 = 
(B; P ) is the probability distribution of the position
variable r() and the momentum variable p() of the system  2 
 of micro-
particles. Here r() varies periodically on the interval D = [ a; a]n in the
n-dimensional space Rn and p() varies on its dual space P n.
Further we assume n = Md. Here d is the dimension of the physical space
and M is the number of micro-particles composing an elementary event .
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(i)?We postulate the natural probability distribution of the position variable
r = r() is ruled by the law of natural probability distribution which is
determined by the L2-density  (r) dened on D. Here  (r) satises the
periodic boundary conditions:
 (r)jxj= a =  (r)jxj=a; (r 2 D; j = 1; 2;    ; n):
(ii)?We postulate that the natural probability distribution of the momentum
variable p = p() is ruled by the law of natural probability distribution
which is determined by the Fourier type coecients  ^(p) of  (r).
Here the Fourier type coecients  ^(p) of  (r) and the Fourier type series
of  (r) are dened in the following:
 ^(p) =
1
(
p
2a~)n
Z
D
 (r)e i(p; r)=~dr;
 (r) =
1
(
p
2a~)n
X
p2P n
 ^(p)ei(p; r)=~;
Z
D
j (r)j2dr =
X
p2P n
j ^(p)j2 = 1;
r = t(x1; x2;    ; xn); p = t(p1; p2;    ; pn);
(p; r) = p1x1 + p2x2 +   + pnxn:
Further we assume ~ =
h
2
. Here h denotes Planck's constant.
The reason why we dene the Fourier type coecients as in the form of
the Law II, (ii) is that we can derive the Schrodinger equation of the physical
system by using the variational principle.
The constants are chosen so that the theoretical results of a certain physical
system coincide with the observed data of the physical quantities for the natural
statistical phenomena.
Law III(motion of physical system)?We postulate that the L2-density
 (r; t) which is ruled by the law of natural probability distribution of the
position variable r at time t is determined by the time-evolving Schrodinger
equation. We say that this time-evolution is the motion of the physical sys-
tem. The law of motion of the physical system is described by the Schrodinger
equation. We say that this Schrodinger equation is the equation of motion of
the physical system. The Schrodinger equation has the form in the following:
i~
@ 
@t
= H :
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We say that the operator H is a Schrodinger operator. H is a self-adjoint
operator on a certain Hilbert space. The concrete form of this Schrodinger
operator is determined concretely for each concrete physical system.
Here  (r; t) satises the following conditions (1) and (2):
(1)? (Initial condition)
 (r; 0) =  (r); (r 2 D):
(2)? (Periodic boundary conditions)
 (r)jxj= a =  (r)jxj=a;  (r; t)jxj= a =  (r; t)jxj=a;
(r 2 D; 0 < t <1); (j = 1; 2;    ; n):
Here  (r) is the given L2-density.
When the Schrodinger operator H includes the potential V = V (r), we
assume that it satises the periodic boundary conditions:
V (r)jxj= a = V (r)jxj=a; (r 2 D; j = 1; 2;    ; n):
2.5 Laws of marginal distribution
In this section, we study the concept of the law of marginal distributions.
When we study the expectation values of the angular momentum of the
system of the inner electron of a hydrogen atom, we need the concept of the
law of marginal distributions.
At rst, we consider the mathematical model for the system of hydrogen
atoms. The system of hydrogen atoms is the set of hydrogen atoms, and the
inner electron of each hydrogen atom is moving in the Coulomb potential
V (r) =  e
2
r
; (r = krk)
at the center of its nucleus.
Each electron moves by virtue of Newton's equation of motion on the basis
of the law of causality. As the mathematical model, this physical system is
the system of electrons moving in the Coulomb potential at the origin as the
center.
We denote this system of electrons as 
 = 
(B; P ). We assume that an
elementary event  of 
 is an electron, B is the -algebra composed of subsets
of 
; P is the -additive probability measure. We consider that this system is
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a system of one particle. Here an electron  has the position variable r = r()
and the momentum variable p = p().
Here we postulate that the position variable r = r() and the momentum
variable p = p() are the vector-valued random variables dened on 
.
In this case, each electron has the total energy
E() =
1
2me
p()2   e
2
r
; (r = krk):
Here me and e denote the mass and the electric charge of an electron respec-
tively.
Now we calculate the expectation value of the angular momentum
L = r  p = t(Lx; Ly; Lz)
of the system of electrons.
By virtue of natural probability distribution of the position variable r =
r() is determined by the L2-density  which is the solution of the Schrodinger
equation
i~
@ (r; t)
@t
= (  ~
2
2me
  e
2
r
) (r; t)
of the system of hydrogen atoms. Here the partial derivative of the L2-function
 of r with respect to x; y; z are dened in the sense of L2-convergence. The
variable t of  (r; t) is considered to be a parameter. Therefore, the partial
derivative of  with respect to t denotes the strong derivative of the function
 (r; t) with respect to the parameter t.
Here we remark that  (r; t) is not assumed to be a L2-function as the
function of t.
Then the law of natural probability distribution of the momentum variable
p = p() is determined by the Fourier transform  ^ of  .
Here we dene the Fourier transformation  ^ of  in the following:
 ^(p) =
1
(
p
2~)3
Z
 (r)e i(p; r)=~dr:
Here we put
r = t(x; y; z); p = t(px; py; pz);
(p; r) = pxx+ pyy + pzz:
Here we omit the time variable t.
Now, we give the fundamental statistical formula of the law of natural
probability distribution in the following:
P

f 2 
; r() 2 Ag

=
Z
A
j (r)j2dr;
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P

f 2 
; p() 2 Bg

=
Z
B
j ^(p)j2dp;
where A and B are two Lebesgue measurable sets of R3.
Further, we postulate that the law of natural probability distribution of
the variable t(x(); py()) is determined by the partial Fourier transform
 ^(x; py; z) as the marginal distribution of the simultaneous distribution of
the variable t(x(); py(); z()).
Here the partial Fourier transform  ^(x; py; z) of  is dened by the fol-
lowing relation:
 ^(x; py; z) =
1p
2~
Z 1
 1
 (x; y; z)e ipyy=~dy:
The other marginal distributions are dened similarly.
Thereby, by using the law of natural probability distribution of the variable
t(x(); py()) as the marginal distribution, we calculate the expectation value
of the z-component Lz = xpy  ypx of the angular momentum by the following
relation
E[Lz] =
Z


Lz()dP () =
~
i
Z
 (r)(x
@
@y
  y @
@x
) (r)dr:
In the third side of the above equality, we remark that the operator expression
has nothing about the physical meaning.
These expressions are formal and used for the benet of the mathematical
calculations.
For the other angular momenta
Lx = ypz   zpy; Ly = zpx   xpz; L2 = L2x + L2y + L2z;
we calculate these expectation values similarly.
References
[1] Y.Ito, Theory of Hypo-probability Measures, RIMS Ko^kyu^roku, 558(1985),
96-113, (in Japanese).
[2] |||, Linear Algebra, Kyo^ritu, 1987, (in Japanese).
[3] |||, Analysis, Vol.1, Science House, 1991, (in Japanese).
[4] |||, Mathematical Statistics, Science House, 1991, (in Japanese).
[5] |||, Analysis, Vol.II, Science House, 1998, (in Japanese).
26
[6] |||, New Axiom of Quantum Mechanics|Hilbert's 6th Problem|, J.
Math. Tokushima Univ., 32(1998), 43-51.
[7] |||, New Axiom of Quantum Mechanics|Hilbert's 6th Problem|,
Real Analysis Symposium 1998 Takamatsu, pp.96-103, (in Japanese).
[8] |||, Axioms of Arithmetic, Science House, 1999, (in Japanese).
[9] |||, Mathematical Principles of Quantum Mechanics. New Theory,
Science House, 2000, (in Japanese).
[10] |||, Theory of Quantum Probability, J. Math. Tokushima Univ.,
34(2000), 23-50.
[11] |||, Foundation of Analysis, Science House, 2002, (in Japanese).
[12] |||, Theory of Measure and Integration, Science House, 2002, (in
Japanese).
[13] |||, Analysis, Vol.2, Revised Ed. Science House, 2002, (in Japanese).
[14] |||, New Quantum Theory. Present Situation and Problems, Natu-
ral Science Research, Faculty of Integrated Arts and Sciences, The Uni-
versity of Tokushima, 18(2004), 1-14, (in Japanese).
[15] |||, New Quantum Theory. Present Situation and Problems, Real
Analysis Symposium 2004 Osaka, pp.181-199, (in Japanese).
[16] |||, Fundamental Principles of New Quantum Theory, Natural Sci-
ence Research, Faculty of Integrated Arts and Sciences, The University
of Tokushima, 19(2005), 1-18, (in Japanese).
[17] |||, New Quantum Theory, Vol.I, Science House, 2006, (in Japanese).
[18] |||, Black Body Radiation and Planck's Law of Radiation, RIMS
Ko^kyu^roku 1482(2006), 86-100, Research Institute of Mathematical Sci-
ences, Kyoto University, (Application of Renormalization Group in the
Mathematical Sciences, 2005.9.79.9, Organizer Keiichi R. Ito),
(in Japanese).
[19] |||, Fundamental Principles of New Quantum Theory, Real Analysis
Symposium 2006 Hirosaki, pp.25-28. (in Japanese).
[20] |||, Solutions of Variational Problems and Derivation of Schrodinger
Equations, Real Analysis Symposium 2006 Hirosaki, pp.29-32.
(in Japanese).
[21] |||, New Quantum Theory, Vol.II, Science House, 2007, (in Japanese).
27
[22] |||, New Meanings of Conditional Convergence of Integrals, Real
Analysis Symposium 2007 Osaka, pp.41-44. (in Japanese).
[23] |||, New Solutions of Some Variational Problems and the Derivation
of Schrodinger Equations, Complex Analysis and its Applications, Eds.,
Yoichi Imayoshi, Yohei Komori, Masaharu Nisio, and Ken-ichi Sakan,
pp.213-217, 2008, OMUP(Osaka Municipal University Press). (Proceed-
ings of the 15th International Conference on Finite or Innite Complex
Analysis and Applications, July 30  August 3, 2007, Osaka City Uni-
versity).
[24] |||, Vector Analysis, Science House, 2008, (in Japanese).
[25] |||, What are Happening in the Physics of Electrons, Atoms and
Molecules? Physical Reality. Revisited, RIMS Ko^kyu^roku, 1600(2008),
113-131, Research Institute of Mathematical Sciences of Kyoto Univer-
sity, Kyoto. (Symposium at RIMS of Kyoto University, Applications of
Renormalization Group Methods in Mathematical Sciences, September
12  September 14, 2007, Organizer, Keiichi R. Ito).
[26] |||, Potential Barrier and Tunnel Eect, Real Analysis Symposium
2008 Yamaguchi, pp.67-70. (in Japanese).
[27] |||, Fundamental Principles of Natural Statistical Physics, Science
House?2009, (in Japanese).
[28] |||, Natural Statistical Physics , preprint, 2009, (in Japanese).
[29] |||, On the specic heat of black body, Real Analysis Symposium
2009 Sakato, pp.35-40. (in Japanese).
[30] |||, Dierential Calculus of Lp-functions and Lploc- functions, Real
Analysis Symposium 2009 Sakato, pp.97-102. (in Japanese).
[31] |||, Exercises of Vector Analysis, Science House, 2010, (in Japanese).
[32] |||, Study on the New Axiomatic Method Giving the Solutions of
Hilbert's 2nd and 6th Problems, J.Math.Univ.Tokushima, 44(2010), 1-12.
[33] |||, Denition and Existence Theorem of Jordan Measure, Real
Analysis Symposium 2010 Kitakyushu, pp.1-4.
[34] |||, Denition of the Concept of Natural Numbers and its Exis-
tence Theorem. Solution of Hilbert's Second Problem, J. Math. Univ.
Tokushima, 45(2011), 1-7.
[35] |||, Dierential Calculus of Lp-functions and Lploc-functions. Revis-
ited, J. Math. Univ. Tokushima, 45(2011), 49-66.
28
[36] |||, Some aspects of natural statistical physics, Real Analysis Sym-
posium 2011 Nagano, pp.18-24. (in Japanese).
[37] |||, What is probability? Real Analysis Symposium 2011 Nagano,
pp.48-53. (in Japanese).
[38] |||, Angular Momentum and its Expectation Value, RIMS Ko^kyu^roku
1805(2012), pp.14-24, Research Institute of Mathematical Sciences of
Kyoto University, Kyoto, Japan. (Symposium at RIMS of Kyoto Univer-
sity, Applications of Renormalization Group Methods in Mathematical
Sciences, September 12  September 14, 2011, edited by K. R. Ito).
[39] |||, Study on the Phenomena of Potential Well in the View Point of
Natural Statistical Physics, J. Math. Univ. Tokushima, 46(2012), 23-36.
[40] |||, Study on Systems of Hydrogen Atoms in the View Point of
Natural Statistical Physics, J. Math. Univ. Tokushima, 46(2012), 37-55.
[41] |||, Fundamental Principles of Natural Statistical Physics, J. Math.
Univ. Tokushima, 47(2013), 25-66.
[42] |||, Study on A.Tonomura's experiment of bi-prism of electron beam,
J. Math. Univ. Tokushima, 47(2013), 67-72.
[43] |||, Fourier Transformation of L2loc-functions and its Applications,
Real Analysis Symposium 2013 Okayama, pp.5-8, (in Japanese).
[44] |||, Space-Time-Matter. Toward a New Understanding of Physi-
cal Phenomena, Real Analysis Symposium 2013 Okayama, pp.41-44, (in
Japanese).
[45] |||, World of Mathemastical Sciences, preprint, 2001.12. (in Japane
se).
[46] |||, Natural Statistical Physics, preprint, 2009.7.1, (in Japanese).
[47] |||, Theory of Lebesgue Integral, preprint, 2010.11.3, (in Japanese).
[48] |||, Vector Analysis (Rev. Ed), preprint, 2011.3.6, (in Japanese).
[49] |||, RS-integral and LS-integral, preprint, 2011.6.27, (in Japanese).
[50] |||, Theory of Function Spaces and Theory of Hyperfunctions,
preprint, 2011.9.30, (in Japanese).
[51] |||, Curve Integral and Surface Integral, preprint, 2011.12.15, (in
Japanese).
[52] |||, Principles of Natural Philosophy, preprint, 2012.5.30, (in Japane
se).
29
[53] |||, Foundation of Linear Algebra, preprint, 2012.6.30, (in Japanese).
[54] |||, Mathematical Foundations of Natural Statistical Physics,
preprint, 2013.3.31, (in Japanese).
[55] |||, Set Theory and General Topology, preprint, 2013.9.18, (in Japa
nese).
[56] |||, Introduction to Analysis, preprint, 2014.6.7, (in Japanese).
[57] |||, Fourier Analysis, preprint, 2014.8.25, (in Japanese).
[58] Y. Ito and K. Kayama, Variational Principles and Schrodinger Equa-
tions, Natural Science Research, Faculty of Integrated Arts and Sciences,
The University of Tokushima, 15(2002), 1-7, (in Japanese).
[59] |||, Variational Principles and Schrodinger Equations, RIMS
Ko^kyu^roku, 1278(2002), 86-95, (in Japanese).
[60] Y. Ito, K. Kayama and Y. Kamosita, New Quantum Theory and New
Meanings of Planck's Radiatin Formula, Natural Science Research, Fac-
ulty of Integrated Arts and Sciences, The University of Tokushima, 16
(2003), 1-10, (in Japanese).
[61] Y. Ito and Md Sharif Uddin, New Quantum Theory and New Meaning
of Specic Heat of a Solid, J. Math. Univ. Tokushima, 38(2004), 17-27.
[62] |||, New Quantum Theory and New Meaning of Specic Heat of an
Ideal Gas, J. Math. Univ. Tokushima, 38(2004), 29-40.
30
