Abstract In the present study we used the Dirichlet eta function as an extension of the Riemann zeta function in the strip ℜ(s) ∈ ]0, 1[. We then determined the domain of admissible complex zeros of the Riemann zeta function in this strip using minimal constraints and the Riemann zeta functional. We also checked for zeros outside this strip. We found that the admissible domain of complex zeros excluding the trivial zeros is the critical line given by ℜ(s) = 1 2 as stated in the Riemann hypothesis.
Introduction
The Riemann zeta function is named after the mathematician Bernhard Riemann for his work on the zeta function and prime numbers. Following the work of Leonhard Euler on this function, Bernhard Riemann defined the zeta function by extending it to complex numbers and used it to study the distribution of prime numbers [14] . The Riemann zeta function is defined as ζ(s) = ∞ 1 1 n s where s is a complex number. Euler proved a fundamental theorem of arithmetic which relates the zeta function to prime numbers. This relationship, known as the Euler product, is expressed as follows: ζ(s) = p 1 1−p −s where p is the sequence of prime numbers excluding 1. Hence, the relevance of the zeta function to study the distribution of prime numbers. The purpose of the prime-number theorem is to describe the asymptotic behavior of the distribution of the prime numbers using the prime-counting function π(x), which is defined as the number of primes less than or equal to x. Carl Friedrich Gauss conjectured that the average density of the primes approaches 1 ln x as x grows [10] , which leads to the approximate prime-counting function expressed as π(x) ∼ x ln(x) . The convergence as x increases to infinity of the prime-counting function was proven later by Jacques-Salomon Hadamard and Charles de la Vallée Poussin independently [5, 6, 17] . Finally, Atle Selberg published an elementary proof of the prime-number theorem [15] . Also, the Riemann zeta function is connected to other fields in mathematics. Important conjectures about the statistical behavior of the Eigenvalues of large random matrices are related to the non-trivial zeros of the Riemann zeta function [3, 11] .
The Riemann hypothesis, which states that the non-trivial zeros of the Riemann zeta function lie on the critical line ℜ(s) = 1 2 , is a building block of the prime-number theory. Riemann proved an important relationship between the zeros of the zeta function and the distribution of the prime numbers, which is critical for the prime-number theorem. Also, a number of conjectures are a consequence of the Riemann hypothesis such as the Lindelöf hypothesis [2] , the study of L-functions [12] , and the inverse spectral problem for fractal strings [9] . In the present study, we show how to prove the Riemann hypothesis.
Extension of the Riemann zeta function
The Riemann zeta function is expressed as follows:
where s is a complex number. Note that the domain of convergence of ζ(s) is ℜ(s) > 1. We are interested in the complex zeros in the strip ℜ(s) ∈ ]0, 1[ as the function has no zeros on the line ℜ(s) = 1. The zeros of the function, which lie outside the critical strip ℜ(s) ∈ [0, 1], are called the trivial zeros. Hence, we need to extend the function to the domain ℜ(s) > 0. This can be done by multiplying ζ(s) by the factor 1 − 2 2 s , leading to the Dirichlet eta function, a method known as analytical continuation. This function is expressed as follows:
where the domain of convergence is ℜ(s) > 0.
We note that when computing the zeros of the Dirichlet eta function, which are all s such that η(s) = 0, the zeros of the factor 1 − We can also express η(s) as follows:
Let us set s = α + β i where α and β are real numbers. We define the function
where n ∈ N, which is equal to the n-th term in (3). Hence, we get:
Let us multiply both the numerator and denominator by cos(β ln(n))−i sin(β ln(n)). We get:
We get:
Therefore, we get:
where s = α + i β is a complex number and α and β are real numbers. We refer to this equation as the trigonometric form of the Dirichlet eta function.
Minimal constraint and propositions
In this section, we first provide the definition of a minimal constraint with an example. We follow with the propositions we need to determine the admissible domain of complex zeros of the Riemann zeta function.
Minimal constraint
Let us say we have an n-dimensional problem formulated as finding the possible solutions provided there are n real variables x n and n constraints C n expressed as equations which are not collinear. Let us say the entire universe Ω is the set which is spanned by the variables x n . Let us say the solution set of the problem S is the set of all possible solutions of the problem. A minimal constraint is a single constraint M which restricts the set of possible solutions of the problem to a subset A of the entire universe Ω, where A contains the solution set S. The constraint M is a minimal constraint if M is satisfied when all constraints C n are satisfied.
Let us show an example of a proposition which is useless for the proof of the Riemann hypothesis, but nevertheless illuminates the concept of minimal constraint. Let us say s is a complex number expressed as s = α + i β where α and β are real numbers. We are trying to find the complex zeros s of the Dirichlet eta function. This is a two-dimensional problem as we need to solve two constraints, ℜ(η(s)) = 0 and ℑ(η(s)) = 0, where α and β are the variables.
Proposition A Given s a complex number ands its complex conjugate: if s is a zero of the Dirichlet eta function, then η(s) = η(s).
Proof We note that in (7) when β changes its sign, the real part of η(s) remains unchanged while the imaginary part of η(s) changes its sign. In other words, the Dirichlet eta function is symmetrical with respect to the real axis of the complex plane. The same can be said about the Riemann zeta function, the only difference being that we divide the terms in the summation by − cos(zπ). The constraint η(s) = η(s) = η(s) where η(s) is the complex conjugate of η(s) can be rewritten as η(s) = η(s)
using the formula of proposition 1 below, where u and v are respectively the real and imaginary parts of η(s). This identity is true if and only if v = 0. Therefore, all zeros of the Dirichlet eta function satisfy this condition.
If s is a zero of the Dirichlet eta function, then η(s) = η(s), but the converse is not true, meaning that η(s) = η(s) does not imply that s is a zero. The constraint η(s) = η(s) restricts the complex domain of possible zeros of the Dirichlet eta function to a subset of the entire universe. In addition, the solution set of the constraint contains the solution set of our problem. We say η(s) = η(s) is a minimal constraint.
Propositions for the zeros in the strip
Before delving into the propositions, let us introduce the Riemann zeta functional, which is an important formula we use in proposition 3. The Riemann zeta functional is expressed as follows:
The proof of the Riemann zeta functional is provided in [2] at page 13. Equation (8) can also be expressed as follows:
To derive (9) from (8), we used the substitution s ′ = 1 − s and the relationship Π(s − 1) = Γ (s). Now, let us proceed with the propositions we need for the proof of the Riemann hypothesis.
Proposition 1
We introduce here a useful formula we need for our calculations. The formula is as follows:
where a and b are real numbers.
Proof By identifying the real and imaginary parts of (x + i y)(a + b i) = a − i b, we get the two equations a x − b y = a and b x + a y = −b. By solving this system of linear equations, we obtain (10).
Proposition 2
Given s a complex number ands its complex conjugate, we define the complex function ν : C → C such that:
A property of the function ν(s) is that it is equal to one if ℜ(s) = Proof Let us set s = α + i β where α and β are real numbers. We note that when α = we must introduce a complex factor ν(s) because we can no longer satisfy the two equations ℜ(ζ(s)) = ℜ(ζ(1 −s)) and ℑ(ζ(s)) = ℑ(ζ(1 −s)) as there is only one degree of freedom given by β.
Proposition 3
Given s a complex number ands its complex conjugate, we have:
where u = ℜ(ζ(s)) and v = ℑ(ζ(s)).
Proof This formula is derived using the Riemann zeta functional. By the definition in proposition 2, we have
. By symmetry with respect to the real axis, we have ζ(s) = ζ(s), where ζ(s) is the complex conjugate of ζ(s). We use proposition 1 and get ζ(s) = ζ(s)
Equation (12) follows.
Proposition 4
Given s a complex number, the function ν(s) as defined above is equal to zero only at the points s = 0, −2, −4, −6, −8, ..., −n where n is an even integer.
Proof For notation purposes, we set s = α + i β where α and β are real numbers. The function ν(s) tends to zero when its reciprocal (A) Note that the term
is bounded: we have
(B) In addition, we note that the expression
is never equal to zero as it is not possible to have both the real and imaginary parts equal to zero at the same time. For the real part to be equal to zero either
, the imaginary part is equal to −1 (or 1). For the imaginary part to be equal to zero, either u or v should be equal to zero. If u is equal zero (or v is equal to zero), then the real part is equal to −1 (or 1).
Eqn. (10) can also be expressed as
This formula is defined when u + i v = 0. An implication of (A) and (B) is that that: From proposition 2 we have ζ(s) = ν(s)ζ(1 −s) and from proposition 11 the only pole of ζ(z) is at the point z = 1. In addition, according to section 4, we have ζ(1 −s) = 0 when ℜ(s) < 0. Hence, ν(s) cannot be equal to zero at the points s = −1, −3, −5, −7, −9, ...; otherwise, ζ(s) would be equal to zero at these points, which contradicts the non-trivial zeros of the Riemann zeta function (see section 5). Although ν(0) = 0, ζ(0) = 0 because the function ζ(z) has a pole at z = 1.
Proposition 5
Given s a complex number, the function ν(s) as defined above has an infinite number of poles at the points s = 1, 3, 5, 7, 9, ..., n where n is an odd integer.
Proof For the proof of proposition 5, we use the expression of the reciprocal of ν(s) in proposition 3. We have shown in the proof of proposition 4, that the
cannot take the value zero and is bounded. Hence, . Because ∀n ∈ N excluding zero the term 1 + 1 n is not equal to zero, we can conclude that the gamma function is never equal to zero. However, the gamma function tends to infinity at the points s = 0, −1, −2, −3, ..., −n where n ∈ N, hence the points s = 1, 3, 5, 7, ... can be determined to be poles of ν(s) with certainty. The points s = −1, −3, −5, −7, ... are poles of ν(s) only if the limit of Γ (s) cos πs 2 is equal to zero when s tends to either of these points. The Taylor series of cos Proof From proposition 4 we have shown that ν(s) is only equal to zero at even negative integers including zero, hence ν(s) is never equal to zero when ℜ(s) > 0. In addition, in proposition 5 we have shown that ν(s) has no poles in the strip ℜ(s) ∈ ]0, 1[. As we have ζ(s) = ν(s)ζ(1 −s) from proposition 3 and given that ν(s) has no poles and is never equal to zero in the strip ℜ(s) ∈ ]0, 1[, we can conclude that if s is a zero, then 1 −s must also be a zero.
Proposition 7
Given s a complex number ands its complex conjugate, if s is a complex zero of the Dirichlet eta function in the strip ℜ(s) ∈]0, 1[, then 1 −s must also be a zero.
Proof This is a corollary of proposition 6 as η(s) = 1 − s is a complex zero, then 1 −s is a zero" does not hold. However, the factor 1 − 2 2 s has no zeros in the strip ℜ(s) ∈]0, 1[; hence, we can conclude that the implication holds for all zeros of the Dirichlet eta function in the strip we specified.
Proposition 8
Proof This is a corollary of proposition 7. This is because if s and 1 −s are zeros of the Dirichlet eta function, both terms η(s) and η(1 −s) are equal to zero. Hence, both terms must match. Note the converse is not true, meaning that η(s) = η(1 −s) does not imply that s and 1 −s are zeros of the function. We say η(s) = η(1 −s) is a minimal constraint of the problem of finding the complex zeros of the Dirichlet eta function. Proposition 10 For a given set of real numbers a 1 , a 2 , b 1 and b 2 and a real variable x, there exists r and θ such that:
and
In addition, r and θ are expressed as follows:
where the function atan2 is defined as follows: 
The function atan2 is an extension of arctan for complex numbers. It has two arguments, respectively, for the imaginary and real parts, to allow specific behaviors according to the position on the complex quadrant [13] .
Proof Let us consider the following equation:
Hence, r is computed as the norm of the sum of the two complex numbers on the left-hand side of (19), and Θ(x) is the argument of the complex number which is a function of x. The modulus is computed as follows:
To go from the second to the third line in (20), we used the trigonometric identity cos(a − b) = cos(a) cos(b) + sin(a) sin(b), see [1] . If we split the real and imaginary parts of (19) using Euler's formula e ix = cos(x) + i sin(x), we get:
Because the derivative of a 1 sin(b 1 + x) + a 2 sin(b 2 + x) with respect to x is equal to a 1 cos(b 1 + x) + a 2 cos(b 2 + x), the derivative of sin(Θ(x)) must be equal to cos(Θ(x)) according to (21) and (22). Therefore, the derivative of Θ(x) with respect to x must be equal to 1. Thus, Θ(x) = θ + x.
The parameter θ is obtained by computing the argument of the complex number z = a 1 e i(b1+x) + a 2 e i(b2+x) when x = 0, which leads to the formula
These are the propositions we use to determine the complex domain of admissible zeros of the Riemann zeta function in the strip ℜ(s) ∈]0, 1[.
Proposition for the zeros when Re(s) /
To obtain the zeros of the Riemann zeta function outside the strip Re(s) ∈ ]0, 1[, we need the below proposition:
The only pole of the Riemann zeta function ζ(s) is the point s = 1, which is a simple pole.
Although it is a known result that the Riemann zeta function is a meromorphic function with only a simple pole at s = 1 [16] , we detail the proof below. For notation purposes, we set s = α + i β where α and β are real numbers.
Using Abel's lemma for summation by parts, see [8] at page 58, we get:
where m ∈ N.
When ℜ(s) > 1, we have lim m→∞ m 1−s = 0. Therefore, we get:
where ⌊x⌋ denotes the floor function of x and {x} = x − ⌊x⌋ denotes the fractional part of x.
Hence, we have:
where ℜ(s) > 1.
First, let us show that the only pole of ζ(s) on the half-plane ℜ(s) ≥ 1 is s = 1. We need to show that the integral
Given a sequence u i of complex numbers, we have the inequality
As an integral is an infinite sum, this inequality still holds and we get:
We have n+1 n {x}x −α−1 dx < n+1 n x −α−1 dx. Therefore, we get:
When α = 1, we have:
Using the integral test [4] page 132, we can show that the series (27) is bounded. Therefore, we can conclude that ζ(s) has no poles when ℜ(s) > 1.
Using the Riemann zeta functional (9), we have:
The Euler form of the gamma function is expressed as follows:
Hence, the gamma function has no poles when ℜ(s) ≥ 1. The cosine term in (29) 
Because the gamma function is never equal to zero (see proof of proposition 5), η(s) is bounded if the integral
e x +1 dx is bounded. We consider the case when α ∈ ]0, 1[, hence:
We solve 1 0
e x +1 dx using integration by part where
Therefore, we have:
and η(s) is bounded in the strip ]0, 1[, so we can conclude that ζ(s) has no poles in this strip.
Zeros when ℜ(s) > 1
Although this is a known result, in this section we use the Euler product to prove there are no zeros when ℜ(s) > 1. We also need the integral form of the remainder of the Taylor expansion of e x .
The Taylor expansion of e x in 0 may be expressed as follows:
where ε(x) is the remainder of the Taylor approximation.
The integral form of the remainder of the Taylor expansion of e x is expressed as follows:
When u ∈ [0, x], we have (x − u) e u ≥ 0. Hence, we have ε(x) ≥ 0. As a consequence, we get:
Let us say p is a prime number larger than one, and s = α + i β a complex number where α and β are real numbers. We have:
If we set x = p −α in (37), we get:
Using (38) and (39), we get:
The Euler product [2] page 6 states that:
where p is the sequence of prime numbers larger than 1 and ℜ(s) > 1.
Using the inequality (40) in (42), we get:
We have 0 <
According to the integral test, the series
Hence, we can conclude that the Riemann zeta function has no zeros when ℜ(s) > 1.
Zeros for ℜ(s) < 0
To obtain the zeros of the Riemann zeta function for ℜ(s) < 0, we need the below functional equation:
The proof of this form of the Riemann zeta functional is provided in [7] pages 8-12. If we set s = α + i β where α and β are real numbers, we can also express (44) as follows:
We consider (45) when α < 0. In the previous section we have shown that the Riemann zeta function has no zeros when ℜ(s) > 1, hence
is never equal to zero when α < 0. In the proof of proposition 5, we have shown that the gamma function is never equal to zero. Therefore, the zeros of the Riemann zeta function when ℜ(s) < 0 are found at the poles of Γ s 2 provided ζ(1 − s) has no poles when ℜ(s) < 0. According to proposition 11, the Riemann zeta function ζ(z) only has one pole at the point z = 1, hence ζ(1 − s) has no poles when α < 0. Therefore, we obtain the trivial zeros of ζ(s) at s = −2, −4, −6, −8, ... Note that s = 0 is not a zero of the Riemann zeta function due to the pole at ζ(1). We have ζ(0) = − 1 2 , see [18] .
6 Zeros on the lines ℜ(s) = 0, 1
The fact that the Riemann zeta function has no zeros on the line ℜ(s) = 1 was already established by both Hadamard and de la Vallée Poussin in their proofs of the prime-number theorem. A sketch of the proof of de la Vallée Poussin is available in [2] pages 79-80. We provide here a similar version of the proof for the sake of completeness.
According to the Euler product, we have:
where p is the sequence of prime numbers larger than 1. Eq. (46) is defined for ℜ(s) > 1.
If we expand (46), we get:
where p, q, r, ... are prime numbers. Therefore, we get an infinite sum of integers, which are the product of unique prime numbers. For such an integer n, the coefficient of n −s is +1 if the number of prime factors of n is even, and −1 if the number of prime factors of n is odd. Hence, we get:
where µ(n) is the Möbius function.
We have ζ(
e −s ln(n) . Hence, we get:
By multiplying (48) with (49) we get the logarithmic derivative of ζ(s), which is defined for ℜ(s) > 1. The expansion yields:
where Λ(n) is the Mangoldt function, which is equal to ln(p) if n = p k for some prime p and integer k ≥ 1 and 0 otherwise.
Let us say we have a function f which is holomorphic in the neighborhood of a point a. Suppose there is a zero in a, hence we can write f (z) = (z − a) n g(z)
where g(a) = 0. By computing the derivative of f , we get: (z − a)
. We set ε = z − a, hence we get ε
. Suppose a is not a pole of f , hence we get
is equal to a constant. If we take the limit of the real part of ε
f (a+ε) when ε tends to zero, we get:
which is the multiplicity of the zero in a.
Let us set s = 1 + ε + i β where β is a real number and ε > 0. We get:
The proof uses the Mertens' trick, which is based on the below inequality:
Hence, we get:
Using (52) and (54), we get:
where ε > 0. If we take the limit of (55) when ε tends to zero from the right (ε > 0), we get:
simple pole in s = 1 (see proposition 11 ), we get lim
we have lim
. Therefore, we can conclude that the Riemann zeta function has no zeros on the line ℜ(s) = 0. In this section, we restrict the domain of admissible complex zeros to the strip α ∈ ]0, 1[. For the below calculations, we set the complex number s = α + i β where α and β are real and its complex conjugates = α − i β.
The minimal constraint
Let us rewrite the trigonometric form of the Dirichlet equation (7): We have:
By matching (61) and (62) according to proposition 8, we get:
The solution set of (63) When β = 0, the sine terms of the imaginary part of (63) vanish. Therefore, we can rewrite (63) as follows:
Eqn. (64) is never satisfied when α = 1 2 ; therefore, real zeros do not exist in the strip α ∈ ]0,
Case when β = 0
Let us show an example with a constraint similar to (63), but only with the first two terms excluding n = 1 taken either from the real or imaginary part of the constraint. The equation would look like:
where α = 1 2 . When we rearrange the terms in (65), we get:
If a 2 = − cos(β ln(2)) and a 3 = cos(β ln(3)), there exists β such that the constraint (65) is satisfied when α = 1 2 . This is why we are concerned about possible solutions for α = 1 2 . Eqn. (63) can be split into two equations, one for the real part and one for the imaginary part. We get:
For a given α = 1 2 , we must find β such that both (67) and (68) are satisfied. We note that in this problem, while we fix α, there is one degree of freedom given by β and two constraints to satisfy. We must show that it is not possible to satisfy both constraints (67) and (68) at the same time when α = Let us rewrite (68) using the identity sin(θ) = cos(θ − π 2 ). We get:
Suppose there exists β such that ∞ n=1 a n cos(β ln n) = 0, where a n is a sequence of real numbers not all equal to zero such that the series is convergent. Let us introduce a phase shift of γ into the cosine term. Because of proposition 10 and the convergence of the series, there exists r and θ such that ∞ n=1 a n cos(β ln n + γ) = r cos(θ + γ). Whenever γ = 0, r cos(θ) = ∞ n=1 a n cos(β ln n) = 0. Hence, ∞ n=1 a n cos(β ln n + γ) = 0 if and only if γ = kπ, where k ∈ Z or r = 0. This is because the cosine function is equal to zero at π 2 + nπ, where n ∈ Z and r cos(θ) = 0.
Let us apply the same logic to our problem. Suppose there exists β such that constraint (67) is satisfied when α = For the above, we used the fact that when α = 1 2 , r = 0 for any β. Let us consider the series re iθ = a 1 e ib1 + a 2 e ib2 + ... + a n e ibn . The trivial case is r = 0 if for all j ∈ N * , a j = 0. Another case leading to r = 0 occurs if the terms in series can be combined into pairs a j e ibj − a k e ib k where a j = a k and b j − b k = m2π where m ∈ Z. Because the terms in the series re Hence, we can conclude that β that satisfies both constraints (67) an (68) at the same time does not exist when α = By applying proposition 9, we can say that all zeros of the Dirichlet eta function where ℜ(s) ∈ ]0, 1[ are also zeros of the Riemann zeta function and these are the only zeros of the Riemann zeta function in the strip we considered. This concludes the proof of the Riemann hypothesis.
Conclusion
The Riemann hypothesis is a building block of number theory related to the prime-number theorem after the work of Riemann and Euler on the zeta function. Euler could relate the zeta function to an infinite product composed of prime numbers in a relationship known as the Euler product. Riemann extended the function to complex numbers to study the distribution of prime numbers. The Riemann zeta function is also connected to other fields in mathematics such as the statistical properties of the Eigenvalues of large random matrices. Furthermore, a number of conjectures are the consequence of the Riemann hypothesis. Using minimal constraints and the Riemann zeta functional, we proved that the non-trivial zeros of the Riemann zeta function lie on the critical line ℜ(s) = 
