In this paper we study the boundary-layer separation produced in a high-speed subsonic boundary layer by a small wall roughness. Specifically, we present a direct numerical simulation (DNS) of a two-dimensional boundary-layer flow over a flat plate encountering a three-dimensional Gaussian-shaped hump. This work was motivated by the lack of DNS data of boundary-layer flows past roughness elements in a similar regime which is typical of civil aviation. The Mach and Reynolds numbers are chosen to be relevant for aeronautical applications when considering small imperfections at the leading edge of wings. We analyze different heights of the hump: The smaller heights result in a weakly nonlinear regime, while the larger result in a fully nonlinear regime with an increasing laminar separation bubble arising downstream of the roughness element and the formation of a pair of streamwise counterrotating vortices which appear to support themselves.
I. INTRODUCTION
Modern theory of separation of a fluid flow over a surface relies on an asymptotic analysis of the Navier-Stokes equations at large Reynolds numbers. The basic idea of this method belongs to Prandtl, who first used it in its classical study on boundary layers [1] . The boundary-layer theory, intended by Prandtl for predicting flow separation, was based on the so-called hierarchical approach where the outer inviscid flow is calculated first, ignoring the existence of the viscous region, and only after that one can study the boundary layer.
A key element of the separation process, which was not fully appreciated in Prandtl's theory, is a mutual interaction between the boundary layer and the external inviscid flow. Nevertheless, Prandtl's idea of subdividing the entire flow field in different regions is the basis of one of the most powerful tools in modern asymptotic analysis, the method of matched asymptotic expansions. The asymptotic theory of the viscous-inviscid interaction is known as triple-deck theory and was specifically designed with the purpose of describing the phenomenon of the boundary-layer separation at large values of the Reynolds number. The theory was formulated in [2, 3] for the self-induced separation in supersonic flow and in [4, 5] for incompressible fluid flows near the trailing edge of a flat plate. Later it became clear that the viscous-inviscid interaction plays a key role in many fluid flows. For a detailed description of the theory the interested reader can refer to [6] .
In recent years a number of experimental and computational studies have been focused on the interaction between boundary-layer flows (both internal and external) and a small wall roughness, a hump, or an indentation. In [7] the authors analyzed the flow structure generated by a shallow [17] .) from the roughness. This growth is well described by the difference between the actual longitudinal velocity and its unperturbed value. This difference develops a distinctive minimum at some position above the wall. As the streamwise distance from the roughness increases, the minimum gets deeper and its position moves farther away from the wall.
In Sec. II we detail the model problem considered and in Sec. III we present the numerical techniques applied for the DNS. In Sec. IV we present the results and the main findings of our analysis detailing the effects of two-and three-dimensional geometries, Mach number, and roughness height. In Sec. V a summary and conclusions are outlined.
II. PROBLEM FORMULATION
The problem considered consists of a two-dimensional high-speed subsonic flow of a perfect gas over a rigid flat surface encountering a small three-dimensional roughness located at a distance L from the leading edge AB (see Fig. 1 ). Our task is to analyze the disturbances produced in the flow by the interaction between the boundary layer and the roughness. The roughness shape is defined by the equation
where L is the distance from the leading edge of the flat plate to the center of the roughness element, β is a parameter which controls the size of the roughness element, and h r is the height of the roughness. A positive value of h r defines a hump, a negative indentation. The Reynolds number was set equal to 4 × 10 5 for all the simulations performed and is defined as
where V ∞ is the free-stream velocity, ρ ∞ and μ ∞ are the density and the dynamic viscosity of the fluid at free-stream condition, respectively, and L is the typical length scale of the oncoming boundary layer which defines the distance the boundary layer develops along the body surface before encountering the obstacle. In this DNS study we consider a transonic condition with a Mach number Ma ∞ = 0.87 typical of aeronautical applications. The physical parameters adopted for the free-stream conditions are reported in Table I . The free-stream pressure p ∞ , density ρ ∞ , dynamic viscosity μ ∞ , and thermal conductivity k ∞ correspond to an altitude of 11 000 m above sea level and they are based on the International Standard Atmosphere. The free-stream velocity V ∞ = [U ∞ ,0,0] was chosen in such a way that it satisfied the Mach number and we applied isothermal boundary conditions using a temperature T w at the wall. The temperature T w was obtained through the Crocco integral defined as
Even if this could be deemed as not being the best and most usual practice for calculating the surface temperature, the value obtained through the Crocco integral is only slightly warmer than that calculated, for example, with a reasonable recovery factor. Moreover, it is a good approximation of the skin temperature close to the leading edge of civil aircraft at similar altitudes and speeds. In addition, this choice permitted a direct comparison of the results with those obtained for the equivalent two-dimensional simulations in [31, 32] . The Prandtl number Pr, defined as the ratio of kinematic viscosity ν to thermal diffusivity α = k/ρC p , that is, Pr = C p μ/k, where C p is the specific heat at constant pressure, was fixed and corresponds to the value commonly adopted for air. The length L = 0.05 m for all the simulations performed. We used different roughness heights, in order to investigate both weakly nonlinear and nonlinear regimes. The parameters adopted for the shape (i.e., β) and the height (i.e., h r ) of the humps are reported in Table II 
where ρ r , u r , and μ r are the density, streamwise velocity, and dynamic viscosity at the location defined above. The values of the second column in Table III correspond to the percentages with respect to the thickness of the compressible boundary layer at that location at Mach 0.87. This thickness is defined as the distance from the wall to the point where the velocity is 99% of the free-stream velocity. The boundary layer thickness at the hump location is 4.9744 × 10 −4 m. The values in the third and fourth columns of Table III represent the percentages of the hump height with respect to its length and width. The free-stream parameters (Ma, Re, and Pr) were chosen to be relevant for aeronautical applications. The shape and the related parameters can be seen as simple models of small imperfections at the leading edge of civil aircraft wings.
In addition, the hump heights explored range from a nonseparated flow to a well-established separation bubble behind the obstacle. In particular, the maximum height explored can be considered small. This was chosen in order to study a pretransitional regime which can be compared with asymptotic results. In addition, the height of imperfections, such as rivets, present on the leading edge of civil aircraft, normalized with respect to the boundary-layer thickness, is even smaller and therefore, for the purpose of this work, there was no need to further increase the height.
In the following sections we will perform a comparison of the transonic regime with Ma ∞ = 0.87 with a subsonic case with Ma ∞ = 0.5 to show the influence of the Mach number. For a clearer presentation of the results we report here the correspondent tables for the subsonic case (see Tables IV-VI) .
The boundary-layer thickness at the hump location is 4.6190 × 10 −4 m. Note that the hump heights do not change between the transonic and subsonic cases. These correspond to 5%, 10%, 15%, 20%, 25%, and 30% of the thickness of an incompressible boundary layer.
III. NUMERICAL APPROACH
In this section we present the numerical setup for the DNS of the boundary-layer flow past a roughness element.
A. The DNS domain and boundary conditions
The governing equations considered for the direct numerical simulations are the unsteady three-dimensional compressible Navier-Stokes equations. We use the explicit-in-time compressible aerodynamic solver included in the spectral-hp framework Nektar++ for our simulations, which is described in more detail in [33, 34] . The spatial numerical discretization of the advection operator used is a collocation form of the discontinuous Galerkin (DG) spectral element method with a lumped mass matrix (see [35, 36] ). The Courant-Friedrichs-Lewy limit of this method is less restrictive than that of DG schemes with an exact mass matrix of the type of [37] . This, together with the diagonal nature of the lumped mass matrix, permitted a consistent speed-up of the simulations.
Note that we used an "exact" Riemann solver to calculate the advective numerical fluxes at the element interfaces. For further details on the exact Riemann solver the interested reader can refer to [38] . The boundary conditions (BCs) are applied in a weak manner by modifying the state from which the numerical fluxes are calculated. In particular, for the advection terms of the compressible Navier-Stokes equations, the weak BCs are implemented by defining a left and a right state. The left state is the inner state extrapolated from the interior of the domain, while the right state is the outer (ghost) state modified by imposing the boundary conditions described below. These states define the Riemann problem at the boundary and a Riemann solver is used to calculate the boundary intercell advective numerical flux. Details on Riemann solvers and how they pertain to the imposition of boundary conditions can be found in [38, 39] .
TABLE IV. Free-stream physical parameters for the study with Ma ∞ = 0.5. The diffusion terms are discretized with the local discontinuous Galerkin (LDG) approach. For these terms the BCs are applied in a weak manner directly calculating the numerical flux at the given boundary by using a prescribed known solution (state). For further details on the LDG approach one can refer to [40] . Figure 2 shows a cross section of the domain of the simulations. We imposed the following boundary conditions: the inflow boundary condition (Inflow), the pressure outflow boundary condition (Outflow), the far-field boundary condition (Top), and the no-slip isothermal wall (Wall). At the subsonic inflow, where the viscous effects are not negligible, we need four physical boundary conditions. Specifically, we used a compressible flat-plate solution, obtained through an approximate similarity solution that will be described in the following section, for the density and the three velocity components, while the pressure is extrapolated from the interior of the domain. At the top boundary, where the viscous effects can be neglected, we impose all the variables via the similarity solution. The well-posedness of the BC is guaranteed by the use of the Riemann solver which takes into account the characteristics of the flow. For the subsonic outflow boundary we need one physical boundary condition. The pressure value is derived from the similarity solution, while all the other variables (density and velocity components) are extrapolated from the interior of the domain. For the no-slip isothermal wall the temperature imposed is obtained through the Crocco integral and the density is extrapolated from the interior of the domain. In the spanwise direction we applied periodic boundary conditions.
To initialize the simulation, the similarity solution was evaluated on a standard flat-plate domain without the Gaussian hump and then interpolated onto the domain with the hump. Although the initial boundary layer solution will deviate significantly from the flow at a later time in a large part of the domain (e.g., when separation occurs), this approximation of the initial flow shortens the route to steady-state convergence.
The computational domain is a Cartesian box extending for L x ≈ 40δ, L y ≈ 20δ, and L z ≈ 6δ in the streamwise (x), spanwise (y), and normal (z) directions, where δ is the compressible boundarylayer thickness at the roughness location at Ma = 0.87 chosen as the reference length of the domain. The size of the domain in the streamwise direction was based on a sensitivity study performed in [31] for a similar two-dimensional problem. The size of the domain in the spanwise direction was based on considerations of the dimensions of flow structures behind the hump. In particular, in [17] it was observed that the vortices which form behind a roughness element decay rather fast with the distance from the element in the spanwise direction, while they decay much more slowly in the streamwise direction. We therefore select a grid spacing in the spanwise direction that is half of the grid spacing in the streamwise direction. The wall-normal size used was based on consideration of the maximum hump height to simulate. In particular, the choice of the initial condition is not exactly representing the flow past the hump and this results in a transient following from the characteristic waves of the flow traveling in the domain. If there are any reflections arising from the choice of the boundary conditions, the wall-normal size of the domain guarantees that these reflections will not hit the wall for all the humps considered. This size satisfies the following rule typical of transonic flows:
where x = x,999 is the streamwise size of the roughness. The final mesh adopted consisted of 147 × 36 × 31 elements in the streamwise, spanwise, and wall-normal directions, respectively, and is depicted in Figs. 3 and 4 . In these figuresx,ȳ, andz are the nondimensional coordinates obtained dividing the dimensional coordinates x, y, and z by the thickness of the undisturbed boundary layer at the hump location.
We performed a grid sensitivity study in order to assess the independence of the results from the resolution of the solution points. Specifically, we resolved the transonic 19.50% hump case with the mesh described using three different polynomial orders P = 2,3,4. The difference in terms of L ∞ -norm (normalized with respect to the respective absolute maximum values) between the finest resolution used and the coarsest was less than 1% for both the wall shear stress τ xz and the pressure gradient dp/dx. Details of the grid sensitivity study are depicted in Fig. 5 . We note that, despite the presence of sharp features in these curves in the vicinity of the hump, the solutions obtained here are smooth and show no signs of oscillations or discontinuities between elements. We therefore conclude that the resolution chosen here is adequate for our study. We chose a polynomial order P = 3 in each direction, therefore obtaining 588 solution points in the streamwise direction, 124 in the wall-normal direction, and 144 in the spanwise direction. A stretching technique was used in the wall-normal direction to better capture the boundary layer. The minimum z in proximity to the wall was equal to 2 × 10 −6 m, which corresponds approximately to y + = 0.75. A nonuniform distribution in the streamwise and spanwise directions was also used to allow better resolution in the region close to the obstacle. In the streamwise direction the maximum resolution near the roughness element was equal to 4 × 10 −6 m, which corresponds approximately to y + = 1.5, while in the spanwise direction it was equal to 2 × 10 −5 m, which corresponds approximately to y + = 7.5. The description of the roughness element geometry was obtained using a fourth-order spline to achieve an accurate representation. For more details on the curvilinear boundary-layer mesh adopted one can refer to [41] .
The polynomial order used was P = 3 for all the simulations carried out and we applied a dealiasing technique (see [42] ) when needed in order to avoid numerical instabilities in proximity of the hump location. The temporal discretization used was an explicit fourth-order Runge-Kutta scheme.
The simulations were run until convergence and the steady-state criterion adopted is the following:
where g is a conserved variable and g ∞ is the related free-stream value. The DNS process described made the simulations feasible in terms of computational costs and represents an efficient way for performing simulations on the configurations investigated.
Similarity solution
For compressible boundary-layer flow, an exact solution to the Navier-Stokes equations does not exist. However, it is possible to simulate the solution based on the boundary-layer approximation. In the present study of a two-dimensional compressible boundary layer developing over a flat surface encountering a roughness element, the Reynolds number is sufficiently high that a thin boundary layer will develop along the wall. The compressible boundary-layer equations can be used as initial conditions and as inflow conditions. Although the initial boundary-layer solution can deviate significantly from the flow at a later time in large parts of the flow domain (e.g., when separation occurs), it gives a good approximation to the solution at the inflow boundary, provided the flow is undisturbed in the inflow region. A correct inflow condition keeps the computational extent to a minimum, while a good approximation of the initial flow shortens the route to the (statistically) stationary state. Therefore, to save computational effort we use a velocity and temperature profile from a compressible similarity solution as the inlet and initial conditions for the computational domain. The similarity solution is obtained by reducing the compressible Navier-Stokes system of equations into the following system of two ordinary differential equations:
with
where u and w are the velocity components in the streamwise and wall-normal directions, respectively, and T is the temperature. In this system F and T depend on the similarity variable Grid sensitivity analysis with polynomial orders P = 2,3,4 for (a) the streamwise pressure derivative dp/dx and (b) the wall shear stress τ xz .
η only, which is defined by the Dorodnitsyn-Stewartson transformation
The following boundary conditions, which fully specify the similarity solution, are applied:
For further details on the derivation of the system of the similarity solution the interested reader can refer to [43, 44] . The solution to this system of equations can be used to reconstruct the desired flow field since use can be made of the relations u = dF /dη and ρ = 1/T in view of the constant pressure in the boundary layer. This results in u , ρ , T , and p . The nondimensional vertical component of the velocity w is then calculated by using the continuity equation. As a result, the field is now described as a function of η and we can then determine the dependence on the original coordinates x and z. To examine the performance of the similarity transformation, and therefore the quality of the initial condition, we compare the similarity solution of the compressible boundary-layer equations and a converged Navier-Stokes solution of a DNS of a flat plate with a leading edge. Specifically, we consider a flow over a flat plate at Ma = 0.87 and Re = ρ ∞ U ∞ L/μ ∞ = 4 × 10 5 , with L = 0.05 m identical to that we aim to simulate.
The computational domain used is depicted in Fig. 6 . At the inlet region, located at x = −0.15 m, far-field boundary conditions were imposed, while at the outlet, located at x = 0. isothermal no-slip boundary conditions were applied. Finally, at the top boundary, located at z ≈ 100δ, where δ is the thickness of the boundary layer at the outlet, the far-field boundary conditions were used. Figure 7 shows the quantities normalized by their value at the edge of the boundary layer at x = L = 0.05 m. We observe very good agreement between the similarity solution and the solution of Navier-Stokes equations.
IV. NUMERICAL RESULTS
In this section the DNS results of the boundary-layer flow studied are shown and analysed. We first present comparisons between two-and three-dimensional cases of different hump heights for Ma ∞ = 0.87. We then show a comparison between two different flow regimes: transonic with Ma ∞ = 0.87 and subsonic with Ma ∞ = 0.5. Then we focus on the results of the three-dimensional hump case for the transonic regime in terms of wall shear stress, the shape of separation bubble, and streamwise vortices. We then explain the main findings of the study.
A. Two-dimensional vs three-dimensional geometry
In Figs. 8 and 9 we show the pressure derivative in the streamwise direction dp/dx normalized by hump height and the skin friction component τ xz at the wall for the three smallest hump heights studied in the transonic regime (Ma ∞ = 0.87) for two-and three-dimensional cases. The three-dimensional results represent the flow quantities in the centerline of the domain.
We can see that the effects of the hump on the boundary-layer flow are larger in the two-dimensional case than in the three-dimensional case, in terms of both peaks and longitudinal extension of the perturbation. It is evident that, in order to produce the same perturbation effect of a two-dimensional hump, the equivalent three-dimensional hump must be higher. This trend was expected and can be explained with the smaller blockage effect that the flow around the three-dimensional shape encounters. In all the figures it is possible to see that the distortion of the boundary layer increases as the hump height increases. Specifically, in Fig. 8(a) , we observe that the distortion of the normalized dp/dx behind the highest hump assumes a slightly different shape with a small change in curvature than the other humps. This indicates that, by increasing the hump height further, we may encounter the development of additional nonlinear effects which could potentially lead to the unsteadiness of the separation bubble. It is likely that a similar shape will appear also for the three-dimensional case for a bigger hump height.
In Figs. 9(a) and 9(b) we see that the flow develops a small separation bubble behind the roughness element (the wall shear stress τ xz becomes negative in a small region behind the hump). We also note that the region of separated flow behind the hump is larger in the two-dimensional case than in three-dimensional case. It is also clear that the two-dimensional flow separates at a smaller height than the three-dimensional flow (note the differences in the minimum value of the 7.80% humps).
B. Mach number effect
In Figs. 10 and 11 we show the pressure derivative in the streamwise direction dp/dx and the skin friction component τ xz at the wall for three smallest hump heights studied for two different flow regimes: subsonic with Ma ∞ = 0.5 and transonic with Ma ∞ = 0.87. In order to compare the results of two different Mach numbers we normalized the pressure by free-stream dynamic pressure p din = 0.5ρ ∞ U 2 ∞ and the skin friction by the value of the skin friction τ F P at the hump location in the flat-plate simulation. These results represent the flow quantities at the centerline of the domain. In both figures we can see that the pressure gradient and the skin friction have a very similar behavior. As already mentioned, the distortion of the boundary-layer solution increases as the hump height increases for both parameters. Specifically, in Figs. 10(a) and 10(b) we also see that the behavior of the normalized dp/dx is very similar in terms of extension of the perturbation. The same comment can be made of Figs. 11(a) and 11(b) . In particular, the separation seems to appear at a similar hump height for both the subsonic and the transonic cases.
C. Skin friction and pressure distributions
In Fig. 12 we show the distribution of τ xz and p at the wall in a plane along the centerline of the domain for the different hump heights simulated. We see that the perturbations increase as the hump height increases and we observe that, starting with the 11.70% hump, the flow develops a separation bubble behind the roughness. The extension of this separation region increases with the height of the hump.
In addition, we observe that the shape of the skin friction distribution behind the 19.50% hump is different from that of the humps with lower heights [see Fig. 12(b) ] and this difference is even more evident with the 23.40% hump. In the region behind the hump, the pressure starts to rise, causing flow deceleration. The skin friction decreases, crossing zero at the separation point. It then reaches a minimum and starts to rise slowly. While it remains negative, the fluid in the separation region is moving in the opposite direction to the rest of the flow. The motion in this area is slow and for this reason the pressure develops a plateau, which can be clearly seen in Fig. 12(d) . Then the skin friction starts to decrease again, reaching a second minimum, and further downstream it crosses zero at the reattachment point. Through the reattachment point the pressure monotonically increases and further downstream returns to its unperturbed value. Increasing the height of the hump, new features are likely to occur in the flow development like those seen in the analysis of the supersonic flow separation near a corner shown in [45] . In that study the authors observed the skin friction becoming positive again after the first minimum and after that a secondary region of separation inside the primary region before the second minimum. In Figs. 12(a) and 12(b) we can also see that, when the hump becomes high enough, a small region of separation starts to develop before the roughness element, for example, in the 23.40% hump. This can be better appreciated in Fig. 13 , where the contours of the skin friction at the wall are depicted for the 11.70% hump and the 23.40% hump. In both Figs. 13(a) and 13(b) we note the separation regions (darkest blue zones) behind the roughness element which start from the separation point and end with the node point of attachment where all the skin friction lines are directed outward away from the node. In Fig. 13(b) there is also evidence of a second smaller separation region before the hump. The separation regions and the difference of their extension are more evident in Fig. 14 , which shows the pressure distribution over the same humps, 11.70% and 23.40% in a plane along the centerline of the domain. It is possible to appreciate that the disturbance generated by the hump in Fig. 14(b) is much bigger than that in Fig. 14(a) in terms of both pressure and separation bubbles. We also note the unusual shape of the separation bubble for the 23.40% hump that is caused by the streamwise vortices forming downstream of the hump.
D. Streamwise vortices
In this section we analyze the generation of streamwise vortices caused by the different humps. The existence of these vortices is the main difference between the flow with a two-dimensional and a three-dimensional hump. In fact, streamwise vortices are created only by three-dimensional roughness elements. The main feature of the flow considered is the wake behind the roughness, which is composed of two symmetric counterrotating vortices. Figure 15 shows the maximum value of the streamwise vorticity at different locations in the streamwise direction. Specifically, we extracted the streamwise vorticity distribution at different planes and we identified its maximum value and the correspondent (x,z) location for each plane. We can see that the distortion increases as the height of the roughness increases. The maximum value is in proximity to the hump location. After the maximum the streamwise vorticity starts to decrease monotonically for the 3.90%, 7.80%, 11.70%, and 15.60% humps, rapidly approaching the unperturbed value. As already seen for the pressure and shear stress, the vorticity of the 19.50% and 23.40% humps is different and this is evident in Fig. 15(b) . The streamwise vorticity reaches a minimum inside the separation region; after this minimum it starts to slightly increase. We then observe a second maximum in the separation region and after this the vorticity decreases monotonically, returning to the unperturbed value. Figure 16 shows the location of the streamwise vortices in the wall-normal direction z at different values of x. In particular, we see that the generation of streamwise vortices appears evident from the 19.50% hump and the length of these vortices downstream of the roughness increases with the hump height. Considering the height hump as the reference length, the streamwise vortices of the 19.50% and 23.40% humps extend for different lengths after the hump location. We see that the vortices grow in length downstream of the hump and move away from the wall. The vertical motion of the vortices can be explained by their rotation visible from the streamlines of Fig. 17 , which shows the streamwise vorticity and the pressure of the 19.50% hump in a plane perpendicular to the streamwise velocity at x = x h + 4h, x h being the location of the hump center and h the hump height. Specifically, observing the in-plane streamlines, we can see that the rotation of each vortex induces a positive vertical motion on the other and this results in a central upwash. As seen in [46] , the sense of rotation of the vortices depends on both the shape of the obstacle and its depth relative to the boundary-layer height. Obstacles that divide the stream 024101-16 laterally produce vortices with a central downwash, whereas those lifting the flow predominantly over their crests, such as the humps considered in this study, produce vortices with a central upwash. In particular, the direction of the streamlines can be explained through the pressure distribution. In this plane, inside the separation bubble and close to the center of the hump the pressure away from the symmetry plane is larger than the pressure in the region close to this. This causes a motion of the flow towards the plane y = 0, as we can see in the bottom part of Fig. 17 .
When the flow approaches the symmetry plane from both the left and the right there is a collision of the fluid particles which causes a positive wall-normal velocity. The flow motion in the plane y = 0 is towards the top the domain, but the pressure in the upper part of the domain increases and is close to the unperturbed value. This results in a change in the flow direction visible from the streamlines that start to diverge towards negative and positive values of y. The separation characterized by the collision of the flow in the symmetry plane results in this typical mushroom-shaped plume that we can well appreciate in the streamlines of Fig. 17 . 
V. SUMMARY
In this paper the DNS results of a two-dimensional boundary-layer flow encountering a threedimensional Gaussian-shaped roughness element were presented. The flow outside of the boundary layer is a high-speed subsonic flow at Ma = 0.87. The Reynolds number considered based on the distance from the leading edge of the flat plate is Re = 4 × 10 5 and is sufficiently high to be considered in the regime of aeronautical applications.
We first showed a comparison between the results of a three-dimensional hump and of an identically shaped two-dimensional hump in terms of dp/dx and τ xz . From the calculation it is possible to appreciate that the perturbations produced by the two-dimensional humps are bigger than those produced by the equivalent three-dimensional humps, in terms of both peaks and extension. This can be explained by the smaller blockage effect generated by the three-dimensional roughness elements.
We then studied the effect that the Mach number can have on a similar flow comparing the transonic regime of Ma = 0.87 with a subsonic of Ma = 0.5. The results obtained for the normalized dp/dx and τ xz show very similar qualitative distributions of the quantities considered, in terms of extension of the distortion, hump height at which the separation first occurs, and location of the separation point. The separation behind the hump seems to appear at similar hump heights and the extension of the separation zone is the same. After these numerical comparisons we focused on the transonic regime Ma = 0.87 and we studied different hump heights. Specifically, we found, as expected, that the distortion of the boundary layer increases with the increase in roughness height. After a critical hump height we start to see a separation zone downstream of the roughness whose extension becomes larger with larger values of the height. With a further increase of the hump height, a separation zone begins to develop upstream of the roughness as well. In addition, the calculations show that when the roughness height is sufficiently large, two counterrotating vortices form in the wake behind the roughness. They move slowly away from the wall and extend for different hump lengths after the roughness location with their longitudinal size increasing with the height of the hump. The pressure perturbations instead decay rather fast and this suggests that the pressure is unlikely to play a decisive role in supporting the presence of the vortices even far from the hump, as already predicted by the asymptotic analysis performed in [17] .
This work constitutes a step to close the gap between the DNS results in high-speed subsonic regimes and the data present in the literature for similar analyses in supersonic and hypersonic regimes.
