Abstract. We propose a framework for detecting, extracting and modeling objects in natural scenes from multi-modal data. Our framework is iterative, exploiting different hypotheses in a complementary manner. We employ the framework in realistic scenarios, based on visual appearance and depth information. Using a robotic manipulator that interacts with the scene, object hypotheses generated using appearance information are confirmed through pushing. The framework is iterative, each generated hypothesis is feeding into the subsequent one, continuously refining the predictions about the scene. We show results that demonstrate the synergic effect of applying multiple hypotheses for real-world scene understanding. The method is efficient and performs in real-time.
Introduction
Human interaction with the environment is often done in terms of objects. To that end, one could say that objects define an atomic structure onto which specific semantics, such as an action, can be defined or applied. However, the definition of what constitutes an object is non-obvious and depends on contextual factors of the scene where the task plays a crucial role. Take the example of interacting with a television remote control. One possible task would be to pass it to someone, while a different objective would be to mute the volume. In the first instance it is sufficient to separate the remote from the remainder of the scene, while for the latter a specific button needs to be isolated in order to successfully perform the task. This is one simple example of how additional information such as the task defines the concept of an object. A different example is that of a dinner table where we are likely, in a situation with no other knowledge than visual information, to assume the cutlery to be the objects while both the table and the table cloth to belong to the background. This shows that we have over time developed strong priors in terms of what constitutes an object. For a robot that is to operate in manmade environments and cooperate with humans in an effortless and unintrusive manner, it needs to be able to generate and maintain the state of the environment, of which objects are a fundamental building block. This is a challenging task which puts significant demands on both the sensory and information processing system of the agent.
There has been a significant amount of work on detection and extraction of objects in indoor environments. Being one of the richest sources of information, a significant effort has been aimed at extracting objects from visual data.
In the computer vision community this is referred to as object segmentation [21] . Being a, per definition, severely ill-constrained problem, assumptions about instances and categories of objects are commonly defined and learned a-priori. Without instance models or categorical priors, different assumptions have been exploited in the literature: that object edges are aligned with intensity edges, that the object has a different appearance than the background [8] , etc. Extending the notion of objects as spatially confined regions in three dimensions, implies that on object occupies a certain volume. This has been exploited in systems such as [22] where a laser scanner is used to extract a depth map of the scene. However, without putting the scene in some form of context, like assuming specific places or part of the environment, the concept of an object is still very ambiguous. One possibility of resolving this is to incorporate human interaction into the system in order to refine the estimation in an iterative manner [18] .
Motivated by the success of approaches exploiting an iterative approach, we adopt a similar methodology. We developed a fully autonomous system, where the robot interacts with the environment to confirm and improve the generated hypotheses through interaction. Our framework is formalized in terms of maintaining a set of object hypotheses, each feeding information forward in a sequential manner continuously refining the individual estimates. We rely on two object properties in our approach: one is texture by modeling object appearance and the other is geometry by exploiting rigidity assumption. We integrate these in a probabilistic manner, providing a robust estimate of the object hypotheses. The framework is evaluated in a real-world robotic scenario [4] .
The remainder of the paper is structured as follows: in Sec. 2 we detail more related work, while the iterative framework we propose is described in Sec. 3. The appearance and the rigid object hypotheses are described in Sec. 3.1 and Sec. 4 respectively. Experiments are presented in Sec. 5 and in Sec. 6 we conclude.
Related Work
An object detection and modeling system used on a robot should be capable of real-time performance and require minimal human intervention. Image segmentation methods, like [9, 20] , do not consider objects, but rather split the image into coherent parts based on color and intensity information. Methods like [18] successfully segment out objects from the background, but require that the objects is framed to initialize the segmentation. Using a single point as initialization is more suitable for robots, as this only requires the robot to find a probable location of an object in the image. There are several methods exploiting this approach [1, 6, 17] , but [1, 17] are computationally expensive. Since we aim at real-time performance, we build upon our original work in [6, 7] , which, contrary to the other two approaches, has the additional advantage of being easily extendable to handle multiple objects simultaneously, as demonstrated in [3] . Similarly to our approach, [2, 18] take use an iterative approach, but require a human expert for guidance. We let the robot itself interact with the scene to gain additional information about its structure. The idea has been used in [13] where a robot segments a scene by pushing objects. However, object positions are assumed known, and if there are several objects moving at the same time, these will be regarded as the same object. [12] assumes rigid object parts and aims to infer kinematic structures of objects through feature tracking. Contrary to our work, they assume only planar motion. Other approaches segment motion using factorization e.g. [10] . These however require a significant motion to be induced on objects compared to our method.
System overview
A diagram of the system is shown in Fig. 1 . Each block generates an object hypothesis and by communicating this in a sequential manner, the object hypothesis is iteratively refined. We exploit sensory data from three modalities; color/intensity, depth and motion. Color and intensity are provided directly by the video stream and depth is provided either through stereo reconstruction or sensors such as Kinect [16] . In Sec. 3.1, we detail the approach for building object hypotheses based on appearance and in Sec. 4, we describe the methodology for exploiting interaction by monitoring the relative motion patterns of objects.
Our system is iterative; each hypothesis block taking the current state of the system θ t as input and generating a labeling L t of its input modality in terms of object association. This labeling generates a hypothesis about the objects in the scene, updating the state θ t+1 of the system. We employ two different hypotheses blocks, each generating labelings based on different assumptions. We will now briefly outline the blocks along with the initial conditions, and the way they interact.
Initial Hypothesis: The parameter set θ 0 is used to initialize the system and holds prior information of the state of the scene, e.g. number of objects, their appearances and positions. This can be provided by different sources, e.g. a human [5] or an attention system [14] . For the experimental evaluation in Sec. 5 the sole assumption is that there is at least one object present in the scene. Appearance Hypothesis: The first part in the iterative loop consists of the appearance hypothesis, described in Sec. 3.1. The appearance is extracted from regular color images and a sparse depth map from a stereo system. In order to generate a hypothesis, this block requires that at least one pixel in the image is labeled as belonging to an object. We use the method described in [7] to identify this point. The output is a dense labeling L A t of every pixel in the image and a model of the appearance of each detected object. The labeling L A t describes a hypothesis h A t about the number of objects, their location and extent in the image. Further, a model of the appearance of each object is built. Rigid Motion Hypothesis: From the hypothesis h A t , we assume one of the two following scenarios: (1) the object hypothesis is correct, or (2) the appearance is not sufficient for disambiguation and have therefore merged several objects into one. By interacting with the scene based on our belief and exploiting the assumption about object rigidity, we generate a sparse labeling L M t . From this labeling, a hypothesis h M t , either supporting or opposing h A t , is generated. In Sec. 4 the details of this approach is explained.
In an iterative manner, we use the motion hypothesis to rectify the appearance model resulting in a dense labeling of objects in the image space, consistent both with the appearance and the motion assumption. Further, we acquire a model of the appearance of each object detected. Due to the ordering of the two hypothesis blocks, we will refer to the motion hypothesis as a means of rectifying the appearance hypothesis. However, each hypothesis generates a labeling in terms of objects and would therefore also work on their own. This forms the central argument of this paper: the complementarity of the different modalities facilitates the disambiguation process. Our sequential framework results in a 'divide-and-conquer' approach where one hypothesis is used as input to validate the subsequent one.
Appearance Hypothesis
In [3] we presented a real-time, multi label framework for object segmentation which uses a single point to initialize each foreground hypothesis. Using pixel colors represented as histograms in HSV space, foreground objects are modeled as 3D ellipsoids, while the background is modeled as a combination of planar surfaces, such as a table-top, and uniform clutter. This is done statistically using an iterative EM-framework, that maximizes the likelihood of the corresponding set of model parameters θ t , given color and disparity measurements. By means of belief propagation, the unknown segmentation is marginalized, which is unlike typical methods using graph-cuts that simultaneously find a MAP solution of both parameters and segmentation. The resulting segmentation L A t is the most likely labeling given θ t after EM convergence. Thus, the method can be viewed Fig. 2 . Scenes where initializing with one point results in both objects captured by one segment (left), and how this is resolved by initializing with two points instead (right).
more as modeling objects than a segmentation approach, which makes it suitable for our particular purpose, where robust estimation of object centroids and extents is of essence.
In cases where the modeling is unable to capture the complexity of the scene, the segmentation system can be expected to fail. In particular, the disparity cue, while helping capture heterogeneously colored objects, also captures other parts of the scene in close proximity to the object. This is true for objects placed on a supporting surface, as the difference in disparity is insignificant in the area around the points of contact. In [3] this is compensated for with the inclusion of a surface component in the background model. This does not solve the problem of two objects standing in close proximity though, which are often captured by the same segment. However, as shown in [3] , initializing with one point on each object will often solve this problem, see Fig. 2 .
From the current segmentation L A t we get a hypothesis h A t detailing the composition of the scene. Due to the issues discussed above, we cannot be sure of the correctness of this hypothesis, in particular whether segments correspond to one or more objects. To verify the correctness of h A t , the hypothesis has to be tested. In the next section, we will show how this can be done by pushing a hypothesis and verifying whether the generated optical flow is consistent with it. If the hypothesis is incorrect, the next iteration of the loop will be informed that the segment in question contains two objects.
Rigid Motion Hypothesis
The appearance assumption may fail when objects are placed close to each other, a common situation in manmade environments. One possibility of recovering from such failure would be to push things around, lift them or look at the scene from a different angle, something humans commonly do. Our approach in a robotic setup is to interact with the scene but alter it as little as possible. The cost of e.g. lifting an object may also be high if an incorrect hypothesis leads to the object being dropped. We therefore take the approach of inducing motion by carefully pushing on the object hypothesis. Thus the problem is to infer from motion in the scene, whether the motion is produced by one or several objects. For this, we require that objects are rigid and, if more than one object, they move differently with respect to each other. Fig. 3 shows an example of the different steps of the method. Given a segment from L A t , we want to evaluate if it consists of a single or several objects. To Fig. 3 . From left to right: Scene with one or two objects, initial segmentation, clustering based on k-means and one instance of the clustering from motion. Notice that in the two object case, the k-means clustering is not very accurate. Even so, the method is able to realize that there are actually two objects.
that end, we generate a weak hypothesis by clustering, into two centers, the pixels belonging to specific hypothesis in the spatial-color domain. By applying a push onto one of the centers in a direction orthogonal to the vector between the clusters we hope to minimize the risk of similar motion in the case of two objects. For detecting motion, we extract feature points inside the current appearance hypothesis using [19] and track them using the optical flow based approach in [15] . On average between 150 and 300 points are tracked. Furthermore, as motion is analyzed in 3D space, we filter out points for which we have no valid disparity.
Motion Discrimination:
To perform motion analysis, we exploit the fact that distances between each pairs of points on a rigid object are constant under translation and rotation of the object, while distances between pairs of points on different objects will change. For the following discussion we assume the existence of two objects. We observe that the difference between corresponding point pairs before and after a motion will be zero for point pairs on the same object, and non-zero for point pairs on different objects. We denote the distances at time t with matrix D t ,
and the changes in distance since last update with
Here N is the number of tracked points. Note that the point positions p i are here expressed in 3D metric coordinates. A column Q t i in Q t can be interpreted as the change in distance from point i to every other point from time t − 1 to time t. This difference will be zero for points on the same objects, and non-zero for the other points. Hence all vectors Q t i ∈ R N belonging to the same object will have zeros for the same dimensions. Thus a vector Q t i resides in one of two distinct subspaces, V K and V L , corresponding to objects O K and O L . We know empirically that the eigenvectors, v K and v L , corresponding to the two largest Fig. 4 . The black points is the projection of the motion data onto its two dominant eigen-components, vK vL, while the red and blue points are projected back to the image space, and indicate the associations based on clustering in the motion space. The top box shows two examples of scenes containing one object, while the bottom box exemplifies the occurrence of two objects.
eigenvalues of Q t , reside in V K and V L respectively. We thus project each Q t i on these eigenvectors:
If there are in fact two objects and the signal-to-noise ratio is sufficient, the points in the resulting 2D motion space will form two clusters. However, as Fig. 4 shows, looking at this space it can be hard to distinguish between the case of one object and two objects. Therefore, we first cluster points in the motion space, which is done using a two component Gaussian mixture model, and then look at the clustered points in the original image space, to verify whether the clustering in the motion space made sense. In image space, points from two objects will be partitioned in distinct clusters, while in the case of one object, such a pattern is not observable (see Fig. 5 ). The reason for this is that in the ideal case, if one object is observed, Q t would be a zero matrix. Therefore any non-zero entries in Q t will be the result of noise. To distinguish between the one and two object cases, we look at image point distances; intra-(Eq. 2), and inter cluster distances (Eq. 3).
Here K, L denote the number of points in respective clusters. We then compute the ratio r t e = (e
In the case of one object, the classes are more or less randomly distributed over the point set in image space. Therefore the difference between intra-and inter cluster distances will be smaller than in the case of two objects, where the classes in the point set are grouped. Hence, r t e will be smaller in the case of two objects compared to one object.
The ratio r t e will in turn decide h M t . For robustness, we integrate observations from several consecutive time steps and update the robot's belief about the Fig. 5 . Examples of the clustering of the tracked points. While there is no real pattern in the case of one object, in the other case the points are clearly grouped in one left and one right cluster. Note that the second frame in the upper row and third frame in second row have all points except one assigned to one GMM component. These cases, which occur due to outliers, we do not include in the updates of Eq. 4. current state to produce the final hypothesis. We model the robot's belief µ of the assumption "there are two objects in the scene", with a beta distribution:
Here a and b are hyper parameters, while l and m are based on the history of observations. An observation agreeing with the statement will give an update to l, and a disagreeing observation to m. We update m and l as follows:
Here u and v are parameters governing the offset and steepness of the sigmoid function. Using u = 20 and v = −0.8 gives us satisfactory results. Furthermore, we set the hyper parameters a = b = 1, which gives a uniform prior on µ.
To summarize: In Sec. 3.1 and 4 two methods are presented using (1) appearance and (2) motion, to create a partitioning of the scene in terms of objects. While (1) results in a dense labeling, (2) produces a sparse segmentation in terms of pixels in an image. While they both can be applied as stand-alone methods, we in this work greatly benefit from integrating both methods in an iterative scenario, thus exploiting both appearance and motion in the segmentation.
Experiments
The experimental setup consists of an Armar III active stereo head with foveal and wide angle cameras, a KUKA robot arm with 6 DoF and a Schunk Dexterous Hand with 7 DoF. For the experiments the foveal views are used. We use open loop control for pushing.
In order to evaluate the added benefit of including the motion hypothesis, we run experiments on scenes containing one or two objects for which the appearance model predicts a single object. Objects were placed in close proximity at random locations on a surface with the requirement that in case of two objects, at least 1/4 of the tracked points belong to each object. The scene was initialized with one segment as described in [3] , and after convergence the motion modeling was initiated. A weak hypothesis and a pushing motion, as described in Sec. 4, was generated, feature points extracted, and the pushing motion executed. The movements of the feature points were tracked for 15 frames and classified offline. Fig. 6 shows some plots of the mean and variance of the Beta-distribution for some example scenes. We treat an example as correctly classified, if the mean of the beta-distribution reaches above 0.7 for two objects, and below 0.3 for one object. The thresholds where set by experimental validation. 50 experiments were run, evenly distributed between the two classes and each with different configurations of objects. For these experiments, the classification rate was of 92 %. The incorrectly classified scenes were due to e.g. interference with the robot finger and objects moving too similarly to each other. However, these could potentially be rectified through another iteration through the framework. In most cases classification according to above could be done long before the 15 frames had been processed. The tracked points in most cases only have to move on average less than 0.5 cm for a correct classification. This means that for an online scenario the robot could stop the push motion as soon as it has made a classification, update θ t+1 and feed this back to the appearance method.
Conclusions
To interact with an unknown unstructured environment, a robot has to reason about what constitutes an object. While easily solved by humans, given no prior information this is a challenging task for a robot. Appearance based object segmentation methods are bound to fail due to the problem being inherently illposed. The problem is often solved by letting a human correct the errors, which is unfeasible in a robotic scenario. In this paper we proposed a system for object segmentation driven by one appearance based and one motion based method. The first produces a hypothesis about the scene. The robot then seeks to validate this hypothesis itself by pushing it, and analyzing whether the resulting motion is compatible with it, using an assumption of rigid objects. The result is in turn fed back to the appearance based method for producing a more correct segmentation. We have shown that the method performs successfully in the vast majority of the cases in our experiments with very small impact on the scene.
