ABSTRACT.
INTRODUCTION

21
Analysis of spike and local field potential (LFP) data is an essential part of neuroscientific research (Brown well-commented data analysis pipeline with clear uniform data structure (other toolboxes from Table 2 120 are lacking at least one of three following components: detailed code comments with description of Table 2 . Regarding visualization, the gramm visualization toolbox stands out with its publication-quality 130 graphics, which helps avoiding major post-processing. This is illustrated in Figure 1 , where we compare
131
PSTH and raster plots for test dataset produced in FieldTrip and gramm toolboxes, both of which provide 132 most adjustable plot properties compared to other toolboxes from Table 2 (see below a detailed comparison).
133
Figure 1: FieldTrip (A) and gramm (B) provide most adjustable peri-stimulus (PSTH) and raster plots properties (plotting time is averaged over 1000 runs, MATLAB 2016a, here and later for processor 3.2 GHz Intel Core i5 with 16GB RAM) among toolboxes from Table 2 . We considered 50 ms bin size, M1 units 6, 14, 42, monkey MM for the test dataset. PSTHs are presented with standard error of the mean, neural activity is aligned to trial start for reaches toward the second target in the trial. FieldTrip build-in tools do not allow to adjust font size in a raster plot and line width in a PSTH plot (one has to do it manually with MATLAB tools), and do not allow to plot raster and PSTH in separate figures (though one can plot spike densities in a separate figure). Advantages of gramm toolbox for PSTH and raster plots are quick plotting, raster plots separation for different units, vertical dashed lines for showing event times of the experiment protocol, and smooth adjustment of line width, font size, color maps, errorbar, components positions, etc.
We do not provide raster plots and PSTH plots for other toolboxes from In Table 3 we compare open-source toolboxes for processing and analysis of local field potential (LFP) data.
203
Functionality related to synchronization and connectivity analysis will be discussed in Section 4. since it is inherent to the method that wavelets are scaled in time to vary resolution in time and frequency, 
204
285
Different to other toolboxes from 
298
In Figure 4 we compare spectrum estimation methods implemented in Brainstorm (A), Chronux (B),
299
Elephant (C), FieldTrip (D-F) and MATLAB (G-H) for two simulated signals, x 1 (t) and x 2 (t).
300
We generate x 1 (t) as a sum of sines and x 2 (t) by sinusoidal frequency modulation, see Eq. 1-2. We add 301 normally distributed pseudo-random values with zero mean to the second half of both signals:
x 2 (t) = cos 2π40t + 6 sin(2π2t) + ε(t) (2)
The instantaneous frequency of the signal x 2 (t) is defined by the following equation (Granlund, 1949) :
To compare quantitatively the spectra estimated by the toolboxes we compute power spectrum values of values between estimated and ideal spectra. These measures were computed for the time span from 1 to 3 s for the signals generated according to Eqs. 1-2. The lower MSE and the higher correlation coefficient are, the closer is the estimated spectrum to the ideal spectrum.
-MATLAB standard spectrogram tools are less robust with respect to noise than spectrum estimation 311 provided by the toolboxes from for continuous processes based on quadratic inverse theory.
326
Elephant provides computing of the current source density from LFP data using electrodes with 2D or 327 3D geometries.
328
TOOLBOXES WITH SYNCHRONIZATION AND CONNECTIVITY ANALYSIS TOOLS
329
In Table 4 we compare open-source toolboxes providing tools for spike-spike, field-field (LFP-LFP) or Table 4 the following connectivity analysis toolboxes that are not focused on spike and LFP data Compared to other toolboxes from on common connectivity measures.
352
To provide a better feeling of connectivity measures, we classify in Table 5 
410
In Figure 6 we compare values of several connectivity measures computed in Brainstorm, Chronux and 
SPECIALIZED TOOLBOXES FOR DIMENSIONALITY REDUCTION AND GENER-
507
ALIZED LINEAR MODELING
508
In this section we overview specialized toolboxes for dimensionality reduction (Subsection 5.1) and general- 
Toolboxes for dimensionality reduction
515
Dimensionality reduction of neural data allows to obtain a simplified low-dimensional representation of 516 neural activity. In Table 6 we compare open-source toolboxes for dimensionality reduction of neural data 
526
Compared to other toolboxes from Table 6 ,
527
-DataHigh provides a user-friendly GUI illustrating algorithm steps such as choice of bin size, smooth-528 ing, components number etc.;
529
-dPCA is applied on trial-averaged spiking activity; dPCA breaks down the neural activity into 
533
-TD-GPFA allows to extract low-dimensional latent structure from time series in the presence of delays;
534
-tensor-demo and tensortools allow to reduce dimensionality both across and within trials (Williams 535 et al., 2018).
536
In Table 7 we outline additional dimensionality reduction tools provided by the toolboxes.
537
It is important to check whether input data fit model assumptions when applying dimensionality reduction 538 methods: whether the data are allowed to be non-stationary, contain outliers, observational noise or be 539 correlated, whether recorded activity evolves in a low-dimensional manifold, which sample size is sufficient 
