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Abstract
The calibration of hydrologic models is a worldwide difficulty due to the uncertainty involved in the large number of parameters. The difficulty even increases in the re gion with high seasonal variation of precipitation, wherl the results exhibit high het 5 eroscedasticity and autocorrelation. In this study, the Generalized Likelihood Uncer tainty Estimation (GLUE) method was combined with Soil and Water Assessment Tool (SWAT) to quantify the parameter uncertainty of the stream flow and sediment simu lation in the Daning River Watershed of the Three Gorges Reservoir Region (TGRA), China. Based on this study, only a few parameters affected the final simulation output 10 significantly. The results showed that sediment simulation presented greater uncer tainty than stream flow, and uncertainty even increased in high precipitation condition than dry season. The main uncertainty sources of stream flow mainly came from the catchment process while channel process impacts the sediment simulation greatly. It should be noted that identifiable parameters such as CANMX, ALPHA.BNK, SOLK
Introduction
Watershed hydrology and river water quality models are important tools for watershed management for both operational and research programs (Qui/be and Rousseau, 2007; Van et aI., 2008; Sudheer and Lakshmi, 2011) . However, due to spatial variability in the 25 processes, many of the phYSical models are highly complex and generally character ized by a multitude of parameters (Xuan et aI., 2009 (Beven and Binley, 1992) .
However, to the best of our knowledge, there are few studies about parameter identifi ability based on uncertainty analysis in hydrological modeling.
The Three Gorges Project-the largest hydropower project in the world-is situated at Sandoupin in Yichang City, Hubei Province, China. It is composed mainly of the dam, the hydropower station, the two-lane, five-stage navigation locks, and the single-lane vertical ship lift. While the Thr 6 9 G~~Project me:k:el I'• ...,. tor flood control, 5 power generation, and n~ijJ~Uori;1fatsonas a profound impact on the hydrology and environment, such as rivet.A!merr6'ption and ecosystem degradation. Hydrological mod els have been used in this region to study the impact of the project (Lu and Higgitt, 2001; Yang et at, 2002; Wang et a!., 2007; Shen et al., 2010) . However, research on the .ertflip!y.of hydrological models in suc~~portant watershed is lacking. Due to 10 the ~C<;aphicallocations and water systems Q'u et al., 2011) , it is of great impor tance to study the uncertainty of model J?~rametehthat affect, hydrological modeling process. Previously we had conducted:1)arameter uncertainty analysis for nonpoint source pollution modeling in this regio~ In the present study, a further study was MI :or developed in hydrological modeling.
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Hence, the main ob~ective of this study was to identify the degree of uncertainty and uncertainty paramete~for prediction of stream flow and sediment in a typical watershed of the ,Three Gorges. Reservoir Region, China. In this study, a semi~ distri~ll1~d hy drologlcal model, SOil and Water Assessment tool (SW~~was combined wlt~LUE (Generali~~ li~ §liho~ uncertainty estimation) method to quantify the uncertainty of 20 paramete~~li8~necessary reference for hydrological modeling in the entire Three Gorges Reserv~ir region.
~
The paper vlI8i{'organized as follows: (1) (Fig. 1 ).
• ). Gt.-")I\ ClLt"eL,,
The SWAT Arnold et al., 1998 moderis a hydrologic/water quality tool developed by the Unite ates epartment of Agriculture-Agricu~_Research Service (US DAARS). The SWAT model is also available within the ~SIN..$ as one of the mod els that the USEPA supports and recommends for state arRrfederal agencies to use 20 to address point and nonpoint source pollution control. Th hydrological processes are divided into two phases: the land phase and the chann Vfloodplain phase. The SWAT m0ftuses the SCS curve number procedure when d ily precipitation data is used whit . reen-Ampt infiltration method is chosen when s b-daily data is used to estimate s rface runoff. The SCS curve number equation is:
where Q surf is the accumulated runoff or rainfall excess (mm H 2 0); R day is the rain fall depth for the day (mm H 2 0); la is the initial abstractions, which includes surface storage, interception, and infiltration prior to runoff (mm H 2 0); and 5 is the retention 5 parameter (mm H 2 0). The retention parameter varies spatially due to changes in soil, land use, management, and slope and temporally due to changes in soil water content. The retention parameter is defined as:
where CN is the curve number fo e day.
10
The SWAT model uses the odified Universal Soil Loss Equation (MUSLE) to esti mate sediment yield at HR level. The MUSLE is defined as:
where Q sed is the sediment yield on a given day (metric tons); Q surf is the surface runoff volume (mm H 2 0lha); qpeak is the peak runoff rate (m 3 S-l); A hru is the area of the HRU
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(H)piJellgicat .elf' m iii) (ha); Kusle is the USLE soil erodibility factor; C usle is the USLE cover and management factor; P us1e is the USLE support practice factor; Lusle is the USLE topographic factor; and F CFEG is the coarse fragment factor. In order to effiCiently and effectively apply the SWAT model, different calibration and uncertainty analysis methods have been developed and applied to improve the pre 20 diction reliability and quantify prediction uncertainty of SWAT simulations (Arabi et al., 2007) . In this study, a parameter sensitivity analysis was perform~iR!ior to calibrat ing the model. Based on the sensitivity ranking results provided by~orris Qualitative Screening Method, the 20 highest ranked parameters affecting stream flow and sedi ment yield (shown in Table 1 ) were selected for the following uncertainty analysis using 8209 QDG\.J..¥~~ the GLUE method. For modeling aee"" ••ly, parameters were calibrated and validated using the highly efficient Sequential Uncertainty Fitting version-2 (SUFI-2) pr5f~dure (Abbaspour et al., 2007) . The initial parameter range was recommended fro~AT manual. This calibration method is an inverse optimization approach that uses the Latin 5 Hypercube Sampling (LHS) procedure along with a global search algorithm to exam /,r • 'v\ ine the behavior of objective functions. The procedure has been incorporated into the 11o\.,-t SWAT-CUP software, which can be downloaded for free from the EAWAG wff §ite (Ab 
GLUE method

0
The GLUE method (Beven and Freer, 2001 ) is an uncertainty analysis technique 15 inspired by importance sampling and regional sensitivity analysiS (Hornberger and -..:s;r Spear, 1981) . In GLUE, parameter uncertainty accounts for all sources of uncertainty"
i.e., input uncertainty, structural uncertainty, parameter uncertainty and response un-) certainty. Therefore, this method has been widely used in many areas as an effective and general strategy for model calibration and uncertainty estimation associated with 20 complex models. In this study, the GLUE analysis process consists of the following three steps:
Step 1: Definition of likelihood function ---I. _.
•
The likelihot,~~nction was used to evaluate SWAT outputs agai t observed values.
In our study, Nash-Sutcliffe coefficient (NS) was picked because ~he most frequently 25 used likelihood measure for GLUE based on literature (Beven and Freer, 2001; Freer ~ 8210 et at, 1996; Arabi et at, 2007) .
'Where Xi represents the outputs of time..!, n represents the times, QmeaJ is the ob y... 'J'v served data, Qsim,; is the simulated data, Qmea is the mean value of the observed data, -y../lv and n is the simulation time.
w.~.,
Mu~t~
Step 2: Sampling parameter sets ). The range of each parameter was divided int n overlapping intervals based oñ 7 equal probability (Table 1 ) and parameters ~re id ntically chosen f!E spanning the ~~ rt J,~~ feasible parameter range. The drawback 0XtYpical LUE approach c., its prohibitive ~' }.,o11. computational burden imposed by its random sampli strategy. Therefore in this study, (LHS). Compared to random sampling, LHS can re sampling times and provide 410-fold greater computing efficiency (Vachaud and Chen, 2002) . Therefore, LHS was ,~~7 used for random parameter sampling to enhance the simulation efficiency of the GLUE simulation. Values then were randomly selected from each interval. ~ If the initial sampling of the parameter space was not dense enough ,,,GLUE sampling scheme probably could not ensure a sufficient precision of the statistics inferred from 20 the retained solutions (Bate~ an.t! C;ampb~001). Hence, a large number of sampling sets (1~0 times) wer~~.~ecause)\SWAT module and the SWAT-CUP software were in different intertaccl all of the 10,000 simulations were calculated manually. The whole simulation period W-six months on a Centrino Duo@2.8 GHz computer.
~,ttJ..
Step 3: Threshold definition and re'lIlits .~nalysis, n ~t'ki7 '?~ ~ :..t-., be."
10catiO~"ensity, and tempo-spatial distribution (Shen et aI., 2008) . '"",hydrology model ch as SWAT, although a rainfall eventmay a!!P9t only a small portion of the basin, he model assumes it affects the entire basin. wIiI8Ii may cause a larger runoff event w. observed in simulation although little precip'jJ~tion was recorded due to the limited local extent of :Certain prAcipitation event. In;Jffiee Gorges Reservoir area, the daily stream flow changes frequently and widely, thus the monthly mean value of runoff might not represent the actual change very well and the discrepancy between the measured mean value and sirT'Nltted mean value would be high. Hence, daily precipitation data might be invalid ii'(AiGRA and more detailed precipitation data and stations should be pbtained for hydrOIOgw,0dEn.... te.u-e. . v' v and data inpu~also causef uncertainty in model simulation (Bates and Campbell, 2001; Yang et aI., 2007) . Based on the results presented in this study, it was not possible to tell the extent to which the errors in the input and model structure contribute on the total simulation uncertainty. However, as parameter uncertainty was only able to a~count for a sma!'gart 9f,vv601e uncertainty in hydrological modeling, this study suggestirltfurther studie § on'l\~tructure and input in TGRA.
Ano\her concern in hydrologic modeling was the equifinality of model parameters (Beven and Binley, 1992; Wagener and Kollat, 2007) . Table 2 showed multiple combi nations of parameter values yield the same ENS during hydrologic modeling in TGRA. The so-called equifinality showed there was no unique parameter estimation and hence
~~.r uncertainly in the estimated parameters in TGRA was obvi . This re:i:::11 with many other studies (Beven and Binley, 1992; Gupta and Soro shian 2005 This may due to the fact that parameters obtained from calibration were affected by several factors such as correlations amongst parameters, sensitivity or insensitivity in para me 5 ters, spatial and temporal scales and statistical features of model residuals (Wagener et aI., 2003; Wagener and Kollat, 2007) . It could be inferred that the identifiability of O.:V\,optimal parameter obtained from calibration should also be evaluated. For an already gauged catchment, a virtual study can provide a pOint of reference for the minimum un certainty associated with a model application. This study highlighted the importance of 10 monitoring task for several important physical parameters to determine more credible results for watershed management.
3. Burba and Verma, 2005) . It hl9f also been suggested that the soil water capacity had$ an inverse relationship with various water balance components (Kannan et a!., ~~).
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Therefore, an increase in the SOLAWC value would result in a decrease',:eslimate ~of base flow, tile drainage, surface runoff, andtence, water yield. As shown in Fig. 3 ~Joe-~
. , ,l"\\.A.P' 5 However, itshould be noted that non-identifiability of a parameter t!I8 not indicate that ~_Q t\, the modelllAl not sensitive to these parameters. Generally, CN2 was considered as ~ _-,~e pr:imary source of uncertaintyiaede~1l!J.g. with stream flow simulation (Eckhardt "'~ ~vV\" •.~nd Arnold, 2001; hel'hart et aD 2002 . •'his study...#showed that CN2 exhibited ~J~""""--non-identifiabir i htream flow sim ation. This is similar to the study proposed by
Kannan et a 006 ~H~"tOil evaporation in each --r layer, a change in the ESCO valueJtherefore,affected the entire water balance compo nent. When there were higher ESCO values, the estimated base flow, tile drainage and surface runoff increased. The greater uncertainty 'Of this parameter indicated that the soil evaporation probably played a greJ)!~~ role in the whole evaporation process, pos 25 sibly due to the high air temperatu~ iI'li'GRA. In comparison, other parameters such ~as CN2 and SOLK, were close tOl\unitbrmly ~istribution,while they were also more or less skewed. This non-linearity furthe~~liel that the oncertainty in model input did -...Q not translate directly into uncertainty int1.model outputs but might,rathelJappear signifi cantly dampened or magnified in the output (Sahrabi, 2002 (Beven and Binley, 1992) . Similar t~srream flow simulation, even though many of the parameters were sensi tive and affected the sediment simulation, only a small number of the sensitive param 5 eters were identifiable. As shown in Fig. 5 , the factors of uncertainty for sediment were CN2, Manning's value for main channel (CH_N2), maximum canopy storage (CANMX) , base flow alpha factor for bank storage (A LPHA_BNK) , exp.Re-entrainment parame ter for channel sediment routing (SPEXP), lin.re-entrainmeptllarameter for channel sediment routing (SPCON), channel cover factor (CH_COV)~annel erodibility factor 10 (CH_EROD). Clearly, the parameter samples were very dense around the maximum limit (Fig. 6 ). E that the parame ters with greater uncertainty of stream flow m nly ~from u ace corre.w~nding process and the parameters with greater unce ainty of sediment focused o~~nnel :. W
