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In questa tesi si e` simulato, con un solutore commerciale agli elementi finiti - COMSOL
3.5a -, lo spettro di trasmissione di un filtro ottico accordabile, basato su 2 membrane
affacciate sulle quali e` stato realizzato un cristallo fotonico.
Il filtro viene accordato (ossia, si varia la frequenza centrale del picco di trasmissione)
variando la distanza tra le membrane mediante attuazione elettrostatica.
Inserendo tale filtro in un laser ad anello (la zona attiva si trova in un’altra parte del
circuito integrato, perche´ sarebbe poco pratico iniettare corrente direttamente nel filtro),
si ottiene un laser sintonizzabile.
Utilizzi alternativi potrebbero essere la realizzazione di uno spettrometro integrato.
Rispetto ai laser accordabili attualmente in commercio il vantaggio risiede nel fatto che
la sintonizzazione non provoca un surriscaldamento aggiuntivo e tutti i problemi derivanti
(necessita` di raffreddare il dispositivo, quindi di avere dissipatori che lo rendono costoso
ed ingombrante), grazie all’attuazione elettrostatica, che idealmente (trascurando correnti
statiche di perdita) richiede energia solo quando si cambia la frequenza di emissione, ma
non per mantenerla.
Il pompaggio della zona attiva e` quindi la principale fonte di consumo, senza aggiungere
quello derivante dall’iniezione di corrente in altre parti del dispositivo.
Infatti la principale strategia per avere laser accordabili e` variare l’indice di rifrazio-
ne di una parte del dispositivo variando la densita` di portatori, ossia iniettando cor-
rente. Ma questo si traduce in surriscaldamento che, tra i vari inconvenienti, accelera
l’invecchiamento del dispositivo.
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Nel campo dell’ottica integrata vengono utilizzati laser a diodo, per via delle loro piccole
dimensioni.
Un altro parametro importante nel campo delle telecomunicazion e` la banda, che deve
essere quanto piu` stretta possibile.
Un laser consiste di un materiale attivo confinato in una cavita`. Il materiale attivo
presenta guadagno per un certo intervallo di lunghezze d’onda, che comunque(sopratutto
nel caso si usino semiconduttori) e` troppo largo perche´ la luce emessa dal dispositivo sia
monocromatica. La cavita` deve dunque essere un filtro passa banda abbastanza stretto.
Figura 1.1: Selezione di un modo assiale da parte di
un laser DBR planare.
La frequenza di emissione e` quella per cui il guadagno
netto Γg − αi uguaglia le perdite della cavita` αm.
Viene dunque selezionato un solo modo della cavita.
Tratta da [4].
Con riferimento alla figura (1.1), Γ e` il fattore di confinamento, g e αi il guadagno e le
perdite per unita` di lunghezza del materiale attivo, αm le perdite della cavita` (dovute
principalmente al fatto che una parte della luce non viene riflessa, ma viene emessa)1.
Approcci tipici sono di usare una cavita` Fabry-Perot, specchi di Bragg (DBR, Distribu-
ted Bragg Reflector), al cui interno e` inserito il materiale attivo.
Un caso particolare sono i laser DFB (Distributed Feed-Back), dove non c’e` una separa-
zione netta tra la sezione attiva e quella passiva del dispositivo, ma il reticolo comprende
anche sezioni attive.
Si preferisce usare specchi di Bragg perche´ il loro spettro di riflessione (fig. 1.3)ha un picco
marcato (affiancato da picchi secondari), mentre una cavita` Fabry-Perot ha uno spettro
periodico (fig. 1.2). Questa caratteristica permette di selezionare un solo modo della
cavita` formata dal materiale attivo (ed eventualmente altre sezioni passive) e delimitata
dagli specchi di Bragg.
1Per maggiori dettagli, consultare i Cap. 2 e 3 di “Diode Laser and Photonic Integrated Circuits”,
L.A. Coldren, S.W Corzine.
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Figura 1.2: Andamento con λ del modulo e della fase del coefficiente di riflessione di una cavita` Fabry-
Perot. Da [4].
Figura 1.3: Andamento con λ del modulo e della fase del coefficiente di riflessione di uno specchio di
Bragg. Da [4].
Figura 1.4: Geometria di un la-
ser Fabry-Perot. Le superfici ri-
flettenti sono l’interfaccia tra la
zona attiva e l’aria, e tra zona
attiva e quella passiva.
Da [4].
Altro metodo e` quello di realizzare un laser ad anello (fig. (1.8)), spesso accoppiandolo
ad una guida d’onda tramite un accoppiatore direzionale, che svolge un ruolo analogo
a quello degli specchi semiriflettenti. In questo caso la struttura risonante e` l’anello.
Purtroppo, i tratti curvi delle guide d’onda sono sede di perdite radiative.
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Figura 1.5: Laser DBR Plana-
re. La zona attiva e il DBR so-
no separati da una zona passi-
va.
Da [4].
Figura 1.6: Geometria di un VCSEL (Ver-
tical Cavity Surface Emitting Laser).
Tale dispositivo ha il vantaggio di emette-
re perpendicolarmente alla superficie del
wafer su cui e` fabbricato, per cui puo` es-
sere collaudato anche prima che il suo die
venga tagliato.
Inoltre, gli specchi di Bragg sopra e sotto
la zona attiva hanno coefficienti di rifles-
sione prossimi ad 1, non ottenibili alle in-
terfacce aria-semiconduttore ottenute per
sfaldatura (cleavage).
Figura 1.7: Struttura di un laser DFB.
Da [4].
Figura 1.8: Strutture di un
laser ad anello. Da [4].
Per realizzare un laser accordabile bisogna dunque realizzare una cavita` di cui si possa
cambiare la frequenza centrale.
Un modo molto diffuso di fare cio` e` cambiare l’indice di rifrazione di alcune sezioni della
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cavita`, cosa che viene fatta iniettando corrente o polarizzando in inversa tali sezioni (il
che provoca un effetto elettro-ottico).
Il primo metodo permette variazioni leggermente maggiori dell’indice efficace, e quindi
della λ di emissione (circa una decina di µm), ma ha lo svantaggio di essere piu` lento e di
non permettere quindi grandi frequenze di modulazione (limitate a centinaia di MHz), in
quanto il tempo di vita dei portatori limita la rapidita` con cui si puo` variare la densita`
dei portatori. Inoltre, l’iniezione di corrente causa un riscaldamento locale, che ha diversi
svantaggi:
• variazioni dell’indice di rifrazione con costanti di tempo di decine µs, che rallentano
ulteriormente il dispositivo;
• consumi aggiuntivi, legati alla dissipazione e non alla radiazione emessa;
• necessita` di dispositivi di raffreddamento piu` costosi ed ingombranti di quelli che
servirebbero nel caso si dovesse dissipare solamente il calore derivante dal pompaggio
della zona attiva;
• deterioramento ed invecchiamento del dispositivo.
Le correnti iniettate sono dell’ordine del mA.
Polarizzare in inversa alcune sezioni del dispositivo ha il vantaggio di non provocare
dissipazioni aggiuntive (le correnti inverse sono trascurabili), e di permettere maggiori
frequenze di modulazione. Pero` l’intervallo di modulazione e` leggermente minore.
Se si varia soltanto lo spettro di riflessione degli specchi di Bragg, spostando il picco, si
otterra` un laser con cui e` possibile sintonizzarsi su un insieme teoricamente discreto di
λ (Discretely Tunable Laser).
Questo perche´ il modo all’interno della cavita` si estende poco negli specchi di Bragg,
e quindi e` poco influenzato dalle variazioni del suo indice di rifrazione, dunque la sua
frequenza cambia poco.
Man mano che variando la corrente si sposta la frequenza di Bragg, si arriva ad un punto
in cui si seleziona un altro modo della cavita`, con un andamento discontinuo di λ. La
caratteristica λ− I di fig. (1.9) mostra questo comportamento.
Figura 1.9: Caratteristica λ - I per un Di-
scretely Tunable Laser.
Variando la corrente si salta dalla frequen-
za di un modo a quella di un altro.
Da [4].
Pertanto, se si vuole variare con continuita` λ, si deve variare non solo lo spettro di
riflessione dello specchio, ma anche la frequenza dei modi della cavita`.
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Per questo motivo nei laser in cui si vuole ottenere una sintonizzazione continua ci sono
3 elettrodi separati: uno per la zona attiva, un altro per quella passiva ed un terzo per il
DBR (fig. 1.10). Iniettando corrente nei relativi elettrodi si controllano rispettivamente:
guadagno (potenza in uscita), la fase del modo della cavita` (fa`) e il filtro (fBragg).
Il modo della cavita` si estende, in piccola parte, anche nella zona passiva; per cui, cam-
biandone l’indice di rifrazione, si puo` controllare fmodo. Dunque, visto che l’influenza
della zona passiva sul modo non e` molto forte, per provocare una ∆fmodo comparabile con
∆fDBR, dovra` essere ∆nph > ∆nDBR.
Comunque, in realta`, non e` possibile fare in modo che ogni elettrodo influisca esclu-
Figura 1.10: Continuosly Tuna-
ble DBR Laser a 3 sezioni.
Da [4].
sivamente sul parametro corrispondente. Ad esempio, variando l’indice di rifrazione del
reticolo, si finisce per variare la frequenza del modo oltre che la frequenza del DBR. Quello
che si fa e` impostare fBragg applicando la relativa corrente IDBR, poi un circuito chiuso in
reazione applica una corrente Iph in modo da allineare fcavita` a fBragg ed ottenere quindi
un massimo locale della potenza in uscita (si minimizzano le perdite della cavita`).
Tuttavia, in questo modo l’intervallo entro cui si puo` variare λ (tuning range) e` nell’ordine
di 8-10 nm, perche´ non si riesce a variare piu` di tanto λcavita`.
Per ottenere intervalli di sintonizzazione piu` ampi si usano (tra le varie soluzioni) laser
a 4 sezioni, con 2 DBR.
Pero`, invece di usare DBR classici, la periodicita` dell’indice di rifrazione viene modulata
da una funzione campionatrice (periodica): in pratica, invece di avere un’unica successio-
ne di periodi, si mettono pacchetti di periodi separati da uno spazio in cui n e` costante.
Figura 1.11: Four-Section Extended Tu-
ning Range Laser.
Da [4].
Come noto dalla Teoria dei Segnali, un segnale periodico ha uno spettro discreto e mo-
dulare un segnale moltiplicandolo per una sinusoide ha come risultato di traslare di una
quantita` pari alla frequenza della sinusoide lo spettro di tale segnale.
Dunque, l’effetto di tale operazione e` che lo spettro di riflessione di tali DBR consiste di
10
repliche (con ampiezze diverse, perche´ moltiplicate per il coefficiente della corrispondente
armonica dello spettro della modulante) dello spettro del DBR non modulato, separate
da una distanza pari all’inverso del periodo spaziale della funzione campionatrice.
Con riferimento a fig. (1.13), se si usano due DBR con stesso periodo Λ del reticolo
Figura 1.12: Riflettivita` dei 2 specchi,
messe a confronto, in assenza di iniezio-
ne di corrente.
I picchi in λ = 1.55 µm sono allineati,
per cui a quella λ le perdite della cavita`
raggiungeranno il loro minimo. Da [4]
Figura 1.13: Effetto del campionamento sullo spettro di riflessione. Lo spettro di uno specchio di Bragg
(qui rappresentato come una δ) viene traslato dalle varie componenti spettrali della modulante.
Da [4].
non modulato ma diverse lunghezze di modulazione z0, abbiamo che i loro spettri hanno
periodi diversi, ma i picchi centrali coincidono, mentre gli altri no (situazione riportata in
fig. (1.12) ). Dunque, la riflettivita` complessiva della cavita`, essendo il prodotto di R1 ed
R2, avra` un solo picco nella λ in cui c’e` tale allineamento. Si avra` quindi un buon Single-
frequency laser, con un alto MSR (Mode Suppression Ratio, rapporto tra la potenza del
modo centrale e quella dei modi adiacenti).
Se i DBR sono sintonizzati in modo da avere la stessa ∆λDBR, abbiamo che entrambi i
picchi di riflessione si spostano della stessa quantita` e quindi il comportamento e` analogo
a quello di un DBR a 3 sezioni, con un tuning range di ≈ 8 nm, per via dei limiti dell’e-
lettrodo di fase nello spostare λcavita`.
Se invece si sintonizza un solo DBR (ad esempio DBR2, mentre DBR1 rimane nelle con-
dizioni di riposo), con una opportuna corrente I¯DBR2 e` possibile allineare picchi diversi da
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quello centrale, selezionando cos`ı altri modi della cavita`. Tale procedura e` detta channel
changing.
Una volta che ci si e` scelto un dato modo, si puo` variare con continuita` la frequenza di
emissione con il metodo descritto sopra, cioe` aggiungendo allo spostamento differenziale
∆λDBR2 uno spostamento a modo comune ∆λc, e applicando una oppurtuna Iph, affinche´
sia ∆λcavita` = ∆λc. Questa operazione e` detta fine tuning.
Di recente sono stati realizzati laser accordabili che usano MEMS per sintonizzarsi.
Il vantaggio risiede nei minori consumi, nel minor surriscaldamento e nella maggiore fre-
quenza di taglio del dispositivo (intesa come la massima frequenza con cui si puo` modulare
il segnale).
Ad esempio, da diversi anni esistono laser VCSEL accordabili che utilizzano attuazione
elettromeccanica per alzare o abbassare uno specchio sopra un VCSEL, variando dunque
la lunghezza della cavita` e quindi la sua frequenza di risonanza. Modelli in commercio
hanno tuning range di 100-160 nm.
Figura 1.14: Struttura di un
MEMS-VCSEL commercializ-
zato da THORLABS.
Siccome usare come specchio sospeso un DBR significherebbe avere frequenze di taglio
insufficienti, per via della sua massa (dovuta allo spessore dei vari strati impilati), alcune
tipologie usano specchi piu` sottili e leggeri come gli HCG (High Contrast Grating).
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Figura 1.15: MEMS-VCSEL




In questa tesi si e` studiato un laser accordabile basato sui MEMS, per evitare il surriscal-
damento provocato dall’iniezione di corrente.
Come gia` esposto, esistono gia` dispositivi del genere (e con un ragguardevole tuning-
range). Tuttavia, se i VCSEL sono l’ideale per le fibre ottiche (oltre a poter essere
collaudati direttamente sul wafer prima che questo venga tagliato nei vari die, e ad avere
alti coefficienti di riflessione - non ottenibili col cleavage - grazie agli specchi di Bragg),
proprio perche´ e` molto facile accoppiarli alle fibre, in circuiti ottici integrati sarebbe piu`
comodo avere un laser come quello di fig. 1.8, direttamente accoppiato ad una guida
d’onda.
Percio` in questa tesi si e` studiato un filtro accordabile tramite attuazione elettrostatica -
quindi un MEMS, anche se puo` essere classificato come NEMS (Nano Electro-Mechanical




Il dispositivo oggetto di questa tesi e` un filtro ottico accordabile.
Esso e` composto da 2 lamine di GaAs, spesse 200 nm (e` un valore tipico) e distanti alcune
centinaia di nm nella direzione verticale (indicata con z).
La distanza verticale tra di esse puo` essere variata, tramite attuazione elettrostatica, per
accordare il filtro : diminuendola si aumentera`, rispetto al suo valore di riposo, la λ a cui
e` collocato il picco di trasmissione.
Figura 2.1: Geometria complessiva del filtro.
Le geometrie utilizzate nelle simulazioni sono mostrate in fig. 2.5 e 2.6.
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Figura 2.2: Immagine di un cristallo fotonico a doppia membrana, con al suo interno una cavita` L3
accoppiata ad una guida W1 (a = 340 nm, r = 105 nm ). Il dispositivo e` collegato al resto del circuito
con una ridge waveguide, anch’essa doppia. Notare la transizione adiabatica tra la ridge waveguide e la
guida W1. Da [11].
Figura 2.3: Geometria schematica
del laser ad anello: il dispositivo in
questione si trova nella zona indicata
con “Filter”, mentre la zona attiva
in quella indicata con “Gain”. Es-
se sono collegate da ridge wavegui-
de. I tratti curvi devono avere un
raggio abbastanza grande da rendere
trascurabili le perdite radiative. Da
[4].
Per rendere possibile l’attuazione elettrostatica, sulle facce interne della membrana c’e`
uno strato spesso 50 nm, drogato p in una membrane ed n nell’altra. La giunzione p-i-n
in inversa e` abbastanza simile ad un condensatore carico: l’accumulo di elettroni nella
zona drogata p e di lacune in quella n provoca una forza attrattiva tra le 2 membrane. La
capacita` di una giunzione p-n brusca in inversione e` la serie delle capacita` di svuotamento
e di quella dovuta allo strato d’aria tra di esse:
C(z, V ) =
(









in quanto le zone di svuotamento non sono molto spesse e GaAs ≈ 13.
Non si utilizzano metallizzazioni perche´ per i metalli non e` possibile la crescita epitassiale
e, sopratutto, dei contatti metallici vicini al cristallo fotonico aggiungerebbero enormi
perdite alla cavita`.
Questa e` solo una precisazione sulle scelte di fabbricazione. Nelle simulazioni non si e` asso-
lutamente tenuto conto di tale strato drogato. Per dettegli sulle tecniche di fabbricazione,
consultare [11, Cap. 2.1].
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Figura 2.4: Sezione del sample usato in fase di fabbricazione, per GaAs (sinistra) e InP (destra). Si usa
una combinazione di surface e bulk micromachining. Da [11].
Le membrane sono vincolate lateralmente al substrato e la loro larghezza lungo y e` molto
maggiore di quanto mostrato in fig.2.5. Questo permette di trascurare la flessione della
membrana e considerare che le zone centrali di esse (che sono quelle per cui si faranno le
simulazioni) siano piane e parallele.
Sulle membrane e` realizzato un cristallo fotonico con reticolo triangolare, al cui interno
sono presenti una cavita` L3 (composta da 3 buchi mancanti) e 2 segmenti di una guida
d’onda W1 (ottenuta non praticando una fila di buchi). La cavita` L3 e` separata dalla
guida d’onda con 2 buchi (comunque il numero di buchi, la loro posizione e il loro raggio
sono dei parametri da studiare per ottenere un picco di trasmissione alto e stretto).
Si e` scelto di utilizzare un cristallo fotonico per via dell’alto fattore di qualita` (attorno al
migliaio, ma si puo` ottenere molto di piu` con appropriate geometrie della cavita` e con la
qualita` della fabbricazione) che si puo` ottenere con cavita` poste al suo interno.
La costante reticolare e` dell’ordine dei 400-500 nm, ma e` un parametro libero: qualora
dalle simulazioni emergessero valori della frequenza di picco del filtro troppo lontani da
quello standard di 1.55µm, si puo` variare la costante reticolare. Non e` del tutto lecito
usare la proprieta` di invarianza di scala espressa nella (3.30), perche´ nelle simulazioni 3D
si e` tenuto conto della dispersione materiale del GaAs.
Si vuole sottolineare che dispositivi come quello in questione non siano solo dei progetti
da simulare, ma che la loro fabbricazione sia oramai una cosa abituale e che in letteratura
si possono trovare parecchi articoli in merito. Ad esempio, molti dispositivi con al loro
interno cristalli fotonici sono stati realizzati, oramai da diversi anni, alla TU/e. Un
esempio si puo` vedere in fig. 2.2.
Le membrane sono collegate al resto del circuito integrato tramite ridge waveguides,
che iniettano (e prelevano) la luce nelle guide W1. Per minimizzare le riflessioni che
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avverrebbero nel caso di una transizione brusca dalla rigde waveguide alla guida W1,
si prolunga il cristallo fotonico al suo interno, diminuendo gradualmente il diametro dei
buchi con la distanza dalla giunzione tra membrana e guida. Con questa transizione
adiabatica, il modo proveniente dalla guida incontra buchi di diametro crescente e quindi
puo` cambiare gradualmente la propria forma e adattarla a quella dei modi della guida
W1.
Poiche´ sarebbe scomodo avere 2 guide d’onda del genere sovrapposte in tutto il resto del
circuito integrato, se ne utilizza solo una, collegata direttamente alla lamina inferiore. La
luce viene iniettata nella lamina superiore tramite un nano-taper (fig. 2.6), ossia un
restringimento a punta della guida che sporge dalla membrana superiore, lungo qualche
decina di µm.
Tale componente e` largamente utilizzato in applicazioni di ottica integrata, ma in genere
e` incapsulato in un dielettrico con indice di rifrazione minore, che lo separa dalla guida
con la quale e` accoppiato e dalla quale riceve energia (o la trasferisce). Nel nostro caso
pero` il nano-taper e` in aria e la distanza tra le guide puo` cambiare per via dell’attuazione
elettrostatica.
Figura 2.5: Geometria della membrana. L’immagine mostra 1/4 della geometria complessiva, perche´
nelle simulazioni si e` sfruttata la simmetria rispetto a piani xz e xy. Si notino il tapering dei buchi,
per permettere una transizione graduale dalla ridge waveguide alla Photonic Crystal Waveguide W1, e le
trench che definiscono la ridge waveguide.
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Figura 2.6: Struttura del nano-taper. Nel-
l’immagine la punta e` lunga 10 µm. Vie-
ne mostrata solo meta` della struttura,
perche´ nelle simulazioni si e` sfruttata la
simmetria rispetto al piano xz.
Per via della geometria a doppia membrana non si puo` mettere la zona attiva all’interno
di questo filtro, perche´ sarebbe molto difficile iniettarci la corrente di pompaggio. Inol-
tre, e` molto probabile che l’iniezione di corrente cambi le caratteristiche del dispositivo,
degradandole.
Visto che il filtro deve essere passivo, per realizzare un laser si connette il filtro ad una
zona attiva tramite delle guide integrate, ottenendo quindi un laser ad anello.
2.1 Criticita`
2.1.1 Cavita` Accoppiate
Siano dati due modi ortogonali Ψ1, Ψ2 di una cavita`, alle frequenze ω1 e ω2 [11, pag.
21]:
Ψ1 = E1(x, y, z)e
i ω1t Ψ2 = E2(x, y, z)e
i ω2t (2.2)
dove E1(x, y, z), E2(x, y, z) sono le distribuzioni del campo elettrico.
Per comodita`, e` bene esprimere E1 ed E2 come:
E1(x, y, z) = a1 e1(x, y, z) E2(x, y, z) = a2 e2(x, y, z) (2.3)
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 |ei|2 dV = 1 (2.4)
Per cui, l’energia dei modi E1, E2 sara` data da |a1|2, |a1|2.
Qualora si facciano entrare in interazione due cavita` identiche, inizialmente molto lon-
















Dove µ e` un termine di accoppiamento, negativo, derivante da una perturbazione δ  del









Dove δ 1,2 indica la perturbazione vista dal modo 1 a causa della cavita` 2.
In base a 3.23 il campo elettrico tendera` a disporsi in modo da minimizzare le proprie deri-
vate spaziali (Rotore) e massimizzare la propria energia, col vincolo di rimanere ortogonale
agli altri modi.




1,2 = µ (2.7)


























= [a1 (−iω1a∗1 − iµ∗12a∗2) + a∗1 (iω1a1 + iµ12a2) +
+a2 (−iµ∗21a∗1 − iω2a∗2) + a∗2 (iµ21a1 + iω2a2)] =
= i [a∗1a2 (µ12 − µ∗21)− a1a∗2 (µ∗12 − µ21)] = 2Re {i a∗1a2 (µ12 − µ∗21)}
(2.8)
Dato che a1, a2 sono arbitrari, deve essere µ
∗
21 = µ12.
Diagonalizzando la matrice di 2.5 si ottiene un nuovo insieme di modi, ortogonali e
relativi al sistema costituito dalle cavita` interagenti, in termini dei modi delle singole
cavita`:
Ψs = (α E1(x, y, z) + β E2(x, y, z)) e
i ωst
Ψas = (α E1(x, y, z)− β E2(x, y, z)) ei ωast
(2.9)
Dove i pedici s ed as indicano rispettivamente il modo simmetrico ed antisimmetrico.
Come si puo` facilmente verificare, i vettori (α, β) e (α,−β) sono gli autovettori della
matrice d’accoppiamento del sistema 2.5. Il polinomio caratteristico e`:
(ω1 − x)(ω2 − x)− µ2 = x2 − (ω1 + ω2)x− (µ2 − ω1ω2) (2.10)
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che ha soluzioni:














Dove ω¯ e` la frequenza media e ∆ ω la differenza delle frequenze.
Se consideriamo due lamine identiche, con stesso spessore ed uguale , abbiamo che ω1 =
ω2 = ω0, quindi la 2.11 si semplifica in:
ωs,as = ω0 ∓ µ α = β = 1
Il campo in una Photonic Crystal slab si puo` approssimativamente scrivere come il pro-
dotto di una componente in piano F(x, y) e di una fuori del piano G(z), con F che e` un
vettore e G uno scalare.
Portando la membrana 2 a distanza d dalla 1 (considerata rimasta nella sua posizione
iniziale), abbiamo che δ e` non nulla per z che va da d a d + t, dove t e` lo spessore della
membrana 2 (fig. 2.7).
Figura 2.7: (a): Profili dei modi disaccoppiati (linee tratteggiate nere) e accoppiati (rosso il simmetrico,
blu l’antisimmetrico) in guide d’onda parallele di uguale spessore t. (b): sintonizzazione in funzione della
distanza inter-mebrana normalizzata. Da [11].
Possiamo supporre che anche δ sia separabile:
δd(x, y, z) = f(x, y) gd(z) (2.12)
Nel nostro caso f(x, y) e` il profilo planare di , meno la permittivita` 0 dell’aria che si
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−γ(z−t/2)a2eγ(z−d) = K e−γd (2.15)
dove γ = k0
√
neff 2 − 1 e` la costante di decadimento spaziale del modo evanescente e neff
l’indice efficace della slab waveguide.
Come era logico aspettarsi, l’interazione (e quindi lo spostamento delle frequenze di
risonanza) e` tanto piu` forte quanto piu` le membrane sono vicine.
C’e` da sottolineare che la trattazione usata, la Coupled Mode Theory, non fornisce risultati
corretti nel caso di forti interazioni, cioe` quando le due cavita` sono molto vicine.
2.1.2 Pull-in
Le forze che agiscono sulle membrane sono quella elettrostatica del condensatore e quella
elastica di richiamo. Per piccole deformazioni la seconda e` lineare con lo spostamento
verticale delle membrane. L’energia potenziale e` [11, pag. 23-25]
U = − 0SV
2
2(z2 − z1) +
k1z
2
1 + k2(z2 − z0)2
2
(2.16)
Poiche´ la forza elettrostatica applicata e` la stessa sulle 2 membrane, le tensioni delle
molle sono uguali:
k1z1 = k2(z0 − z2)
Esprimiamo le formule in funzione della variabile z = z2 − z1 (distanza inter-membrana):
{
k1z1 = k2 [z0 − (z + z1)]
k1(z2 − z) = k2(z0 − z2)
cioe`

z1 = − k2
k1 + k2

























































1Inteso come un dominio delimitato da curve con una coordinata costante. Ad esempio, in coordinate
cilindriche un settore circolare e` un rettangolo
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Figura 2.8: Modello a parame-
tri concentrati di un attuatore
capacitivo. Da [11].
Dove kr = (1/k1 + 1/k2)
−1 e` la costante elastica della serie delle 2 molle.








La parte di sinistra di eq. 2.19 non dipende da V , ed ha un minimo in zPi = 2/3z0 pari







la (2.19) non e` piu` verificata, cioe` la forza elastica (∝ z) non riesce piu` a compensare
quella elettrostatica (∝ z−2) e le due armature collassano l’una sull’altra.
Questo e` un risultato tipico degli attuatori elettrostatici : l’ampiezza dell’intervallo in cui
si puo` variare z, mantenendo in equilibrio la struttura, e` pari a z0/3.
Da quanto esposto nella sezione precedente, possiamo calcolare il massimo tuning range,
nel caso in cui il fattore limitante sia il pull-in:




















































otteniamo per il massimo intervallo di sintonizzazione:
∆ωPI = A
(










La 2.21 mostra che la distanza di riposo ottimale tra le due membrane, in attuatori
limitati dal pull-in, dipende solo da λ0 e da neff e non dal fattore A, che misura l’intensita`
dell’interazione.
Ad esempio, assumendo neff = 2, 5 (che si ha con una membrana spessa 180 nm) e λ0 =
1300 nm, allora z0 opt ≈ 110 nm.
In [11] si e` proposto di risolvere il problema del pull-in non realizzando un elettrodo
sulla membrana inferiore (che rimarra` ferma), ma sul substrato (fig. ??). In questo modo
la distanza z∗0 tra gli elettrodi e` diversa da quella z0 di riposo tra le membrane e non si
ha pull-in per l’intera escursione z0 se z
∗
0 ≥ 3z0.
Il problema e` che la maggiore distanza richiede maggiori tensioni, perche´ il campo elet-
trico e` minore (E ≈ V/z∗0). Anche se i MEMS funzionano normalmente con tensioni del-
l’ordine del centinaio di V, cio` non e` possibile col nostro dispositivo, perche´ si manderebbe
in breakdown la giunzione p-i-n.
Inoltre, la distanza zs tra il substrato e il fondo della membrana inferiore deve essere
almeno di 700 nm, per evitare che i campi nelle membrane si accoppino coi modi evane-
scenti del substrato, dando perdite radiative. Si puo` trascurare lo spessore della membrana
inferiore [11, pag. 87]
z∗0 ≈ zs + z0 (2.23)
Quindi la condizione per non avere pull-in e` che zs ≥ 2z0.
Adesso abbiamo che (z e` la distanza tra le membrane)




k2 (z + zs − z∗0)2
2
(2.24)





k2(z + zs − z0)
2
= 0 (2.25)
e dunque la 2.19 diventa:
(z + zs)





Al posto di z ora abbiamo z + zs. Bisogna dunque avere una bassa k2 per limitare V , e
quindi si devono progettare strutture piu` flessibili.
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Figura 2.9: Layout dei vari strati per la
fabbricazione di un dispositivo privo di
pull-in. Da [11].
2.1.3 Stiction
Nel corso della fabbricazione si usano processi wet. Durante l’asciugatura che segue
a questi processi, le rimanenze dei reagenti liquidi tra le due membrane possono farle
collassare per via della capillarita`. Una volta che le due membrane sono in contatto non
si distaccano piu` per via di altre forze attrattive a corto raggio (elettrostatiche - derivanti
dalla giunzione pn-, di Casimir, di Van der Waals).
Per evitare questo fenomeno normalmente si sostituiscono liquidi con alta tensione su-
perficiale (come l’acqua) con altri che possiedono una tensione superficiale sufficientemente
bassa (ad esempio l’isopropanolo).
Un altro metodo e` il supercritical drying, che consiste nel sostituire l’acqua con CO2
liquida, aumentare la pressione fino al punto critico (in cui non c’e` piu` distinzione tra la
fase di liquido e quella di vapore) ed infine abbassare pressione e temperatura per saltare
allo stato di vapore.
Tuttavia, il metodo utilizzato alla Technische Universiteit Eindhoven (che, all’epoca in
cui e` stata fatta la tesi di dottorato di [11] non possedeva macchinari per l’asciugatura
supercritica) consiste nell’irrigidire la membrana superiore con uno strato sacrificale di
Si3N4. Ulteriori dettagli si possono trovare in [11].







dove NEC e` detto Numero Elastocapillare, k+ e` la costante elastica della serie delle 2
membrane, γl e` la tensione superficiale del liquido, θc l’angolo di contatto tra la superficie
della membrana e quella del liquido, r0 il raggio di un cilindretto di liquido compreso tra
le due membrane.
Cio` indica che si devono avere valori di k+ e z0 abbastanza grandi da garantire che si
NEC > 1, quindi non si possono fare membrane troppo vicine e/o troppo sottili.
Questo limita il tuning range di un dispositivo. Inoltre, visto che i nano-taper sporgono
dal corpo della membrana superiore di alcune decine di µm, e` probabile che siano la parte
piu` soggetta a stiction o a pull-in, dato che sono meno rigidi della membrana a cui sono
attaccati.
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Figura 2.10: (a) Immagine al SEM di una membrana a mensola che e` rimasta attaccata alla membrana
inferiore dopo uno wet etch. (b) Metodo anti-stiction usato in [11]: la membrana superiore viene irrigi-
dita dalla maschera di SiN. Si mostra anche una goccia di volume Vl, angolo di contatto θc e tensione




Come un cristallo e` una disposizione periodica di atomi o molecole che produce un po-
tenziale periodico, cos`ı un cristallo fotonico e` una struttura periodica che possiede un
andamento periodico dell’indice di rifrazione.
In maniera simile ai semiconduttori e ai dielettrici, che possiedono un intervallo di energie
in cui non sono presenti funzioni d’onda degli elettroni o delle lacune, cristalli fotonici con
una geometria appropriata hanno un intervallo di frequenze in cui le onde elettromagneti-
che non possono propagarsi al loro interno (si comportano dunque come riflettori perfetti
in quella banda).
Vi sono molte rassomiglianze tra le soluzioni delle equazioni di Maxwell e quelle dell’E-
quazione di Schroedinger (si confrontino ad esempio il caso di una slab waveguide e di
una buca di potenziale rettangolare).
Una differenza importante pero` risiede nel fatto che la funzione d’onda Ψ e` uno scalare,
mentre i campi E ed H sono vettori. Per cui nel caso delle onde elettromagnetiche si
hanno 2 polarizzazioni, TE e TM, mentre le onde di materia non hanno polarizzazione.
Infatti, mentre nei semiconduttori si ha un unico gap, nei cristalli fotonici (bidimensionali)
generalmente ce n’e` uno per la polarizzazione TE ed uno per la TM e vedremo che ci sono
strutture che hanno solo uno dei due o che comunque possiedono un gap piu` grande per
una polarizzazione.
Inoltre i cristalli propriamente detti hanno una scala fondamentale, che e` la dimensione
tipica degli atomi e delle molecole che lo costituiscono, e non sono dunque facilmente
scalabili, mentre i cristalli fotonici possono essere scalati su intervalli piu` vasti, percio`,
scalando la geometria di un dispositivo operante nelle micronde, se ne puo` ottenere uno
funzionante nell’infrarosso o nel visibile, con caratteristiche analoghe.
I vantaggi di tali strutture consistono nel permettere di realizzare diversi dispositivi
ottici integrati ad alte prestazioni, ad esempio cavita` risonanti con fattori di qualita` Q
del valore di migliaia, decine e centinaia di migliaia (con una fabbricazione accurata e
di buona qualita` si sono ottenuti addirittura Q di diversi milioni); guide d’onda (che
possono cambiare direzione bruscamente, ad esempio con angoli di 90◦ o 120◦, senza
perdite radiative rilevanti, a differenza di strutture come le ridge waveguides); accoppiatori
direzionali, et c.
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Figura 3.1: PowerSplitter realizzato con cristalli fotonici. Notare le curve brusche delle guide d’onda.
Figura 3.2: Confrontare il rag-
gio di curvatura della guida
d’onda e le dimensioni del cri-
stallo fotonico. Notare la dif-
ferenza col raggio di curvatura
dei dispositivi in fig. 3.1 e 3.3.
Da [23].
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Figura 3.3: Circuito ottico integrato realizzato con cristalli fotonici. Da [22].
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Figura 3.4: Eterostruttura in un cristallo fotonico. Da [28].
Figura 3.5: Dislocazione in un cristallo fotonico. Da [29].
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3.1 Formulazione Matematica
Supponendo che i materiali trattati siano:
• lineari (le proprieta` del materiale non dipendono dall’intensita` dei campi applicati);
• isotropi (r e µr sono scalari);
• locali (le proprieta` del materiale in un punto dipendono solo dal valore dei campi l`ı
presenti);
• privi di dispersione (r e µr sono indipendenti dalla frequenza);
• privi di perdite, cioe` trasparenti (r e µr sono reali e positivi)
valgono le relazioni costitutive (per materiali dielettrici generalmente µr = 1):
D(r) = o(r)E(r) (3.1a)
B(r) = µ0µ(r)H(r) (3.1b)
Ponendo inoltre che non ci siano sorgenti (ρ = 0 e j = 0), le equazioni di Maxwell sono:
∇ ·H(r, t) = 0 ∇× E(r, t) = −µo∂H(r, t)
∂t
∇ · [(r)E(r, t)] = 0 ∇×H(r, t) = 0(r)∂E(r, t)
∂t
(3.2)
Grazie alla linearita` delle equazioni di Maxwell, si puo` separare la dipendenza temporale
da quella spaziale, esprimendo il campo come una serie di termini che dipendono sinusoi-
dalmente dal tempo.
Ad una data frequenza:










∇ ·H(r) = 0 ∇× E(r) = −iωµ0H(r)
∇ · [E(r)] = 0 ∇×H(r) = iω0(r)E(r)
(3.4)
L’equazione su ∇ · H ci dice che le configurazioni del campo sono costituite da onde
elettromagnetiche trasversali.
Cioe`, se abbiamo un’onda piana H(r) = aeik·r, allora deve essere a · k = 0, infatti:
∇ · (aeik·r) = (∇ · a) eik·r + ia · keik·r = 0 (3.5)
poiche´, essendo a costante, ∇ · a = 0.














che e` un’equazione agli autovalori, detta master equation.
Una volta calcolato H(r), si ricava E(r) da:
E(r) = − i
ω0(r)
∇×H(r) (3.7)
che garantisce anche la trasversalita` di E(r), visto che ∇ · ∇× = 0.
Si deve sottolineare che, mentre in meccanica quantistica se il potenziale V e` separabile
(V = Vx(x) + Vy(y) + Vz(z)) lo e` anche l’operatore Hamiltoniano e quindi la soluzione e`
separabile (Ψ = X(x)Y (y)Z(z)), il che consente di spezzare il problema in 3 equazioni
ordinarie, piu` gestibili, cio` e` raramente possibile in elettromagnetismo.
Infatti l’operatore Θ contiene al suo interno ∇×, per cui, anche se (r) e` separabile,
coordinate diverse vengono accoppiate da tale operatore.
3.1.1 Proprieta`
L’equazione (3.6) si puo` riscrivere come:
ΘH(r) = ΛH(r) (3.8)









Ma, cosa ancor piu` importante, esso e` un operatore Hermitiano: dunque ha le proprieta`
di un altro operatore Hermitiano, l’Hamiltoniano.
Questo significa che la somiglianza tra le soluzioni delle equazioni di Maxwell e quelle
dell’equazione di Schroedinger e` abbastanza forte, in quanto valgono gli stessi teoremi:
gli autovalori sono reali, le autofunzioni sono ortogonali, si hanno simmetrie e si tali
equazioni si possono ricavare da principi variazionali.




si noti che 〈G,F〉 = 〈F,G〉∗ e che 〈F,F〉 > 0.
Un operatore Ξ e` detto Hermitiano se 〈F,ΞG〉 = 〈ΞF,G〉.
Dimostriamo ora che l’operatore Θ e` Hermitiano:
〈F,ΘG〉 =
∫

















































·G d3r = 〈ΘF,G〉
(3.11)
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Poiche´ il volume d’integrazione V e` esteso a tutto lo spazio, pure la superficie V che lo
racchiude e` all’infinito. Dunque, i campi su di essa 0 tendono ad annullarsi o sono periodici
nel dominio d’integrazione. In entrambi i casi, gli integrali di superficie si annullano.
3.1.1.1 Autovalori
Poiche´ ΘH(r) = (ω/c)2H(r), allora:{
〈H,ΘH〉 = (ω/c)2 〈H,H〉
〈H,ΘH〉∗ = [(ω/c)2]∗ 〈H,H〉 (3.12)
Essendo Θ un operatore Hermitiano, 〈ΘH,H〉 = 〈H,ΘH〉∗ = 〈H,ΘH〉,
ossia [(ω/c)2]
∗
= (ω/c)2, cioe` l’autovalore (ω/c)2 e` reale.










|∇ ×H|2 d3r (3.13)
L’operatore Θ e` dunque semi-definito positivo, poiche´ l’integrando e` ovunque non
negativo, se (r) > 0.
Percio`, essendo ω2 > 0, ω e` reale.
3.1.1.2 Ortogonalita` delle Autofunzioni
Due modi H1 ed H2 con autofrequenze ω1 ed ω2 diverse hanno prodotto interno nullo:(ω1
c
)2





⇒ (ω21 − ω22)〈H2,H1〉 = 0 ⇒ 〈H2,H1〉 = 0 se ω1 6= ω2
(3.14)
Se 2 autofunzioni hanno ω1 = ω2, sono dette degeneri e non sono necessariamente
ortogonali.
Generalmente si hanno modi degeneri in presenza di simmetrie della struttura in esame,
ad esempio invarianza rispetto a rotazioni di 120◦.
Comunque, essendo Θ un operatore lineare, qualsiasi combinazione lineare di tali modi
e` a sua volta una soluzione; si possono dunque scegliere combinazioni lineari tra loro
ortogonali.
1




















= B · ∇ ×A−A · ∇ ×B
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3.1.1.3 Formulazione in termini di E






che e` un problema agli autovalori generalizzato. Utilizzando questa forma, si possono
mostrare proprieta` analoghe a quelle ora viste.




Per alcuni dimostrazioni (3.15) e` piu` comoda, ma dal punto di vista numerico ha lo svan-
taggio che il vincolo di trasversalita` ∇ · (E) = 0 dipende da .
Si puo` formulare il problema in termini del campo D, semplificando il vincolo di trasver-
salita` (∇ ·D = 0).















che e` una formulazione perfettamente valida, ma inutilmente complicata per via dei 3
fattori 1/.
Stiamo sfruttando il fatto che nei dielettrici µ = 1, perche´ altrimenti si ottengono problemi






















E con ∇ · (E) = 0 (3.17b)
3.1.2 Formulazione Variazionale
Un modo tende a concentrare l’energia del campo elettrico in regioni ad alta permebilita`
dielettrica, come mostra ad esempio il fenomeno della riflessione interna totale (su cui
sono basate le guide d’onda dielettriche).
Il modo fondamentale, che e` quello con l’autovalore (frequenza) minore, e` caratterizzato
da una distribuzione dei campi tale da minimizzare il funzionale:
U(H) = 〈H,ΘH〉〈H,H〉 (3.18)
detto quoziente di Rayleigh o anche funzionale “energia” elettromagnetica.
Ossia, ω20/c
2 e` il minimo di U(H), per ogni possibile H (col vincolo che ∇ ·H = 0).
Perturbiamo il campo H aggiungendo una variazione δH. Se U(H) e` davvero il minimo
(o comunque un punto stazionario) di tale funzionale, allora la variazione δU , al primo
ordine, deve essere nulla (allo stesso modo in cui la derivata prima di una funzione si
annulla in corrispondenza di un minimo relativo, o comunque di un punto stazionario).
U(H + δH) = 〈H + δH,ΘH + ΘδH〉〈H + δH,H + δH〉 =
〈H,ΘH〉+ 〈H,ΘδH〉+ 〈δH,ΘH〉+ 〈δH,ΘδH〉
〈H,H〉+ 〈H, δH〉+ 〈δH,H〉+ 〈δH, δH〉 ≈
≈ 〈H,ΘH〉+ 〈H,ΘδH〉+ 〈δH,ΘH〉〈H,H〉+ 〈H, δH〉+ 〈δH,H〉 =
〈H,ΘH〉+ 〈ΘH, δH〉+ 〈δH,ΘH〉
〈H,H〉+ 〈H, δH〉+ 〈δH,H〉
(3.19)
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〈H,H〉+ 〈H, δH〉+ 〈δH,H〉
) =












































si puo` interpretare come il gradiente del funzionale U, nel senso che
δf ≈ ∇f · δx = (δx · ∇f +∇f · δx) /2
Dunque, in corrispondenza di un estremo, dovendo essere δU = 0 ∀δH, si deve avere












che e` proprio l’equazione agli autovalori soddisfatta da H.
Quindi U ha un punto stazionario se e solo se H e` autofunzione dell’operatore Θ.
Il modo H0, con l’autovalore piu` piccolo ω0 e` quello che minimizza tale funzionale.
Il modo successivo e` quello che minimizza U nel sottospazio delle funzioni ortogonali a
H0 (e cos`ı via per le altre).
Tale principio puo` essere riformulato, usando la (3.13) per il denominatore:











































Dunque, per minimizzare U si deve concentrare il campo elettrico in regioni ad alta per-
meabilita` dielettrica (massimizzando il denominatore) e minimizzare le sue oscillazioni
spaziali (minimizzando il numeratore, che, contenendo l’operatore rotore, dipende dalle
derivate spaziali), col vincolo di rimanere ortogonali ai modi a frequenza minore.
Questo equivale alla regola euristica della meccanica quantistica per la quale la funzione
d’onda tende a concentrarsi nelle zone a potenziale minore (ancora una volta, confrontare
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la somiglianza di casi come la buca di potenziale rettangolare e la slab waveguide).
Si deve comunque distinguere tra il funzionale energia e l’energia fisicamente immagazzi-
nata nel campo elettromagnetico.








U e` l’energia media (rispetto al tempo).2 Una differenza importante e` che U dipende
quadraticamente dall’intensita` dei campi, mentre U e` normalizzata.
3.1.3 Piccole Perturbazioni
Nel caso si abbiano piccole non linearita`, perdite, variazioni delle proprieta` del materiale
o della geometria, possiamo comunque trovare una soluzione approssimata conoscendo la
soluzione per il sistema di partenza, privo delle non idealita` o comunque prima che si
modificasse il materiale o la geometria.
3.1.3.1 Perturbazioni del Materiale
Si introduce una variazione ∆, ∆µ in tutta o parte della cavita`. Siano E0, H0 i campi
nella situazione di partenza, E ′, H ′ quelli derivanti dalla perturbazione. Avremo allora:{
∇× E0 = −i ω0µ H0
∇×H0 = i ω0 E0
{
∇×H′ = −i ω′ (µ+ ∆µ) H′
∇× E′ = i ω′ ( + ∆) E′ (3.24)
Dove ω0 e` la frequenza iniziale del modo, ω
′ quella dopo la perturbazione.
H′ · ∇ × E∗0 = i ω0µH′ ·H∗0
E∗0 · ∇ ×H′ = i ω′ (+ ∆) E∗0 · E′
H∗0 · ∇ × E′ = −i ω′ (µ+ ∆µ) H∗0 ·H′
E′ · ∇ ×H∗0 = −i ω0E′ · E∗0
Facendone la differenza, ed usando l’identita` ∇ · (A×B) = B · ∇ × A − A · ∇ × B,
otteniamo:
∇ · (E∗0 ×H′) = i ω0µH′ ·H∗0 − i ω′ (+ ∆) E∗0 · E′
∇ · (E′ ×H∗0) = −i ω′ (µ+ ∆µ) H∗0 ·H′ + i ω0E′ · E∗0
(3.25)
Sommandole ed integrando sul volume V0, per il Teorema della Divergenza:∫
V0
∇ · (E∗0 ×H′ + E′ ×H∗0) dv =
∫
S0




{[ω0− ω′ (+ ∆)] E∗0 · E′ + [ω0µ− ω′ (µ+ ∆µ)] H∗0 ·H0} dv
(3.26)
2Per campi sinusoidali UE = UH . Infatti, essendo ∇× un operatore Hermitiano:





















= 〈0E,E〉 = UE
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Dove l’integrale di superficie si annulla perche´ V0 e` infinitamente esteso, e quindi i campi







(∆E′ · E∗0 + ∆µH′ ·H∗0) dv∫
V0
(E′ · E∗0 + µH′ ·H∗0) dv
(3.27)
Questa e` un’equazione esatta, ma e` poco utile, in quanto occorre sapere E′ ed H′ (e
se li sapessimo gia`, sapremmo anche ω′, per cui non ci sarebbe bisogno di tutto questo
ragionamento). Comunque, se supponiamo che ∆ e ∆µ siano piccoli, allora E′ ≈ E0,
















Ossia, ogni aumento di  o µ si traduce in una diminuzione di ω.
3.1.4 Invarianza di Scala
Una peculiarita` dell’elettromagnetismo in materiali dielettrici e` che non c’e` una scala fon-
damentale (come le dimensioni degli atomi o delle molecole che costituiscono un cristallo),
almeno finche´ il materiale si puo` considerare macroscopico (cioe` le sue dimensioni delle
varie geometrie sono molto maggiori del nm).
Supponiamo di conoscere un modo H(r) con pulsazione ω in una data distribuzione (r)
del dielettrico.
Consideriamo ora una distribuzione ′(r), scalata di un fattore s rispetto ad (r) (ossia


























Che e` ancora la (3.6), stavolta con un profilo H′(r′) = H(r/s) e frequenza ω′ = ω/s. Cio`
significa che il profilo del nuovo modo e la sua frequenza possono essere ottenuti sempli-
cemente scalando il vecchio profilo e la vecchia frequenza.
Questo e` di grande importanza pratica, in quanto si possono fare esperimenti nella banda
delle microonde su cristalli fotonici con dimensioni del centimetro anziche´ con luce infra-
rossa o visibile su strutture sub-micrometriche (purche´ l’indice di rifrazione vari poco con
la frequenza).
Inoltre, cio` consente di riferire i diagrammi di dispersione a frequenze e vettori d’onda
normalizzati.
D’altro canto, potremmo essere interessati ad una stessa scala, ma dove e` scalata la












Per cui, il profilo spaziale di H(r) e` inalterato, ma la frequenza e` aumentata di un fattore
s.
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3.1.5 Spettro degli autovalori
Lo spettro di un operatore e` l’insieme dei suoi autovalori, nel nostro caso, delle frequenze
ω.
Sappiamo da alcuni casi, come quello delle onde piane, delle bande dei semiconduttori o
nei metalli, delle guide d’onda e delle cavita` risonanti, che si possono avere spettri che
consistono in un unico intervallo continuo (talvolta illimitato), in piu` intervalli continui
separati o in un insieme discreto.
Cio` dipende dal dominio spaziale dei modi, se sono confinati o meno, o se sono periodici
e discende dall’ortogonalita` di modi corrispondenti ad autovalori diversi.
Supponiamo di avere un intervallo continuo di autovalori, cosicche´ possiamo variare con
continuita` la frequenza ω ed ottenere qualche modo Hω per ogni ω.
Vogliamo mostrare che tale spettro non puo` corrispondere a modi spazialmente limitati.
Ci si aspetta che, variando con continuita` ω, anche il profilo di Hω cambi con continuita`,
cosicche´, per una piccola variazione δω ci sia una δH piccola. Qualsiasi cambiamento
brusco corrisponderebbe ad un valore molto diverso del funzionale U , e quindi ad una ω
molto diversa.
D’altronde, 2 modi confinati H ed H+δH arbitrariamente simili non possono essere anche
ortogonali: il loro prodotto interno e`
〈H,H〉+ 〈H, δH〉
dove il primo termine e` positivo ed il secondo puo` essere reso arbitrariamente piccolo
integrando su un dominio finito.
Percio`, uno spettro continuo e` incompatibile con l’ortogonalita` dei modi, a meno che i
modi non siano infinitamente estesi.
3.1.6 Simmetrie
Definizione Si definisce commutatore di A e B l’operatore [A,B] = AB −BA.
Naturalmente, se A e B commutano, essendo AB = BA, sara` [A,B] = 0.
Teorema 3.1.1 Se 2 operatori commutano, allora hanno autofunzioni in comune.
Dimostrazione Sia φi un’autofunzione di B con autovalore bi: Bφi = biφi.
Allora
B(Aφi) = ABφi = Abiφi = bi(Aφi) (3.32)
cioe` anche Aφi e` autofunzione di B con autovalore bi.
• Se l’autovalore bi non e` degenere, allora le 2 autofunzioni φi e Aφi differiscono solo
per una costante moltiplicativa: Aφi = aφi.
Ma questo significa che φi e` un’autofunzione di A.
• Se l’autovalore bi e` degenere, ad esso corrisponde un insieme di autofunzioni φ(1)i , φ(2)i ,
..., φ
(N)
i , linearmente indipendenti ed ortogonali, che formano una base di tale auto-
spazio.
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La (3.32) e` soddisfatta da tutte queste autofunzioni, dando un’equazione per ognuna:
B(Aφ
(1)


















i , ..., Aφ
(N)
i e` un insieme di autofunzioni di B, per l’autovalore
bi.
Poiche´ ci sono solo N autofunzioni linearmente indipendenti per quell’autovalore, le






























Se il teorema che vogliamo provare e` vero, allora esiste una combinazione delle
autofunzioni diB che e` anche autofunzione diA. Chiamando una di tali autofunzioni





















ma, per le (3.33),
cj1 Aφ
(1)
i + cj2 Aφ
(2)















































Dato che le autofunzioni φ
(k)






ed integrando su tutto lo spazio (cioe`, facendo il prodotto interno), abbiamo:
cj1a1k + cj2a2k + ...+ cjNaNk = αjcjk per k = 1, 2, ...N
ossia il sistema:
(a11 − αj) cj1 + a21 cj2 +...+ aN1 cjN = 0
a12 cj1 + (a22 − αj) cj2 +...+ aN2 cjN = 0
...
a1N cj1 + a2N cj2 +...+ (aNN − αj) cjN = 0
(3.35)
Ossia, in forma compatta (AT − αjI)cj = 0.
Dunque, trovando autovalori e autovettori della matrice AT , si possono formare
combinazioni lineari delle autofunzioni di B che sono anche autofunzioni di A.
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L’utilita` di tale teorema risiede nel fatto che, una volta mostrato che l’operatore Θ
commuta con operatori che producono trasformazioni geometriche come traslazione, in-
versione, riflessione, rotazione, et c., esso ha autofunzioni a comune con tali operatori, che
sono facili da trovare, mentre non e` ovvio trovare autofunzioni di Θ.
Dunque, in geometrie che possiedono tali simmetrie, e` decisamente piu` facile trovare
soluzioni della (3.6).
3.1.6.1 Inversione
L’inversione manda un punto p = (x, y, z) nel suo simmetrico rispetto all’origine,
p′ = −p = (−x,−y,−z). La trasformazione e` data dalla matrice J = −I, opposta della
matrice identita`.
Su un campo vettoriale A, l’inversione inverte sia il vettore A, sia il suo argomento r:
OˆJA(r) = JA(Jr).
Dato che H e` uno pseudovettore 3, esso e` invariante rispetto ad inversione (JH = H),
mentre E cambia di segno.
Percio` OˆJH = H(−r) e OˆJE = −E(−r).
Dimostriamo che Θ e OˆJ commutano:
















col cambio di coordinate r′ = −r, abbiamo ∇′ = −∇, quindi ∇′× = ∇× (nel rotore com-
paiono anche i versori, non solo le derivate), inoltre (−r) = (r) per via della simmetria
rispetto all’inversione.
Cerchiamo ora le autofunzioni dell’operatore d’inversione. Notiamo che, applicando 2
volte tale operatore, torniamo nella situazione iniziale:
OˆJ
2
Φ = α2Φ = Φ
Che e` soddisfatta da α2 = 1, percio` gli autovalori sono α = 1 e α = −1.
Dunque, le soluzioni della (3.6) sono tali che H(−r) = H(r) (modi pari) o H(−r) =
−H(r) (dispari).






















dove tr = t− |r−r
′|
c e` il tempo ritardato
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3.1.6.2 Traslazioni Continue
Un sistema ha tale simmetria se rimane uguale a se´ stesso dopo una traslazione di
lunghezza d d. L’operatore corrispondente e`:
Tˆd (r) = (r− d) (3.37)
Compare il segno meno perche´ stiamo traslando in avanti il grafico, come mostrato in fig.
(3.6):se f(x) assumeva il valore f¯ in x¯, f(x− d) lo assumera` in x = x¯+ d.




sia ad esempio z (~d = dzˆ), abbiamo che le derivate parziali rispetto ad x e y rimangono





∂(z − d) =
∂
∂z
quindi ∇′× = ∇×.


























La autofunzioni di Tˆd sono del tipo e
ikz, infatti, se f(x) 6= 0 e` autofunzione di ˆTdzˆ, allora:
ˆTdxˆ f(x) = f(x− d) = λ(d) f(x) ∀d
Scalando f(x) in modo che f(0) = 1 (che e` ragionevole, visto che una traslazione nulla
non cambia il sistema) abbiamo che:
f(x) = f (0− (−x)) = λ(−x)
percio` f(x+ y) = λ(−y) f(x) = f(y) f(x) cioe` f(x) = ecx.
Un mezzo che con simmetria traslazionale continua in tutte e 3 le direzioni e` un mezzo




Dove H0 e` un vettore costante (onde piane). Imponendo la condizione di trasversalita`







Se (r) = (z), si ha tale simmetria per spostamenti nel piano xy. Ad esempio, questo
succede in Fig. 3.7.
Figura 3.7
Possiamo classificare i modi in base alle componenti del vettore d’onda che giacciono sul
piano xy, k = kxxˆ+ kyyˆ. Le autofunzioni sono ora della forma:
Hk(r) = e
ik·ρ h(z) (3.40)
Dove ρ indica un vettore appartenente al piano xy.
Ragionamenti basati sulla simmetria non permettono di dedurre h(z), ma la condizione
di trasversalita` implica che k · h = i∂hz
∂z
. Infatti:
∇ ·Hk = ∇
(
eik·ρ




Possiamo catalogare tali modi in base ai valori di k e ω (se c’e` degenerazione servira` un
altro indice).
Un modo molto utile di farlo e` col diagramma di dispersione, trattato in (B.5).
3.1.6.3 Traslazioni Discrete
Una struttura possiede tale simmetria se rimane inalterata dopo traslazioni che sono
multipli interi del vettore primitivo a:
(r + na) = (r) (3.42)
La distanza a e` detta costante reticolare. Un esempio e` mostrato in figura 3.8: I
Figura 3.8: Struttura pe-
riodica in y ed invariante
in x. Da [1].
cristalli fotonici possiedono questo tipo di simmetria: la loro geometria e` formata da una
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ripetizione periodica della cella primitiva, ad esempio, quella racchiusa nel parallelepipedo,
in Fig 3.8.
Le autofunzioni sono ancora del tipo eikyy:
TˆR e
ikyy = eiky(y−na) = e−iky n a eikyy (3.43)
Gli autovalori sono degeneri: modi con ky che differiscono di un multiplo intero di b = 2pi/a
hanno lo stesso autovalore; b e` detto vettore primitivo reciproco.
Poiche´ qualsiasi combinazione lineare di tali autofunzioni e` a sua volta un’autofunzione









cky ,m(x, z) e
imby = eikyy uky(x, y, z) (3.44)
Dove i c sono coefficienti dell’espansione da determinare tramite una soluzione esplicita.
La funzione uky(x, y, z) e` periodica in y per costruzione:








imn2pieimby = uky(x, y, z)
(3.45)
Dunque, la periodicita` discreta in y porta ad una dipendenza di H da y che e` sempli-
cemente il prodotto di un’onda piana per una funzione periodica in y, che puo` essere
intesa come una modulante.
Tale risultato e` noto come Teorema di Bloch. In fisica dello stato solido, espressioni
come la (3.44) sono chiamate Stati di Bloch.
Una loro proprieta` importante e` che lo stato di Bloch con vettore d’onda ky e quello con
ky + mb sono identici, cioe` ky che differiscono di multipli interi di b = 2pi/a sono fisica-
mente indistinguibili.
Dunque, anche le frequenze dei modi sono periodiche:
ω(ky +mb) = ω(ky) (3.46)
Per cui, basta limitarci all’intervallo
−pi/a < ky ≤ pi/a
detto Prima Zona di Brillouin.
Discorsi analoghi valgono per il caso generale di periodicita` in tutte e 3 le dimensioni:
(r + R) = (r) con R = la1 +ma2 + na3
dove a1, a2, a3 sono i vettori primitivi, R e` un generico vettore reticolare.
Se esprimiamo una funzione f(r) con la sua antitrasformata di Fourier (cosa possibile per




Dove g(k) e` l’ampiezza dell’onda piana con vettore d’onda k. Dato che f(r) e` periodica,
f(r + R) =
∫




Questo significa che la Trasformata di Fourier g(k) ha la proprieta` g(k) = g(k)eik·R.
Cio` e` possibile solo se g(k) = 0 o se eik·R = 1.
Per cui, g(k) e` nulla ovunque, tranne che per i k tali che
k ·R = n1 k · a1 + n2 k · a2 + n3 k · a3 = 2Npi (3.47)
che e` verificata se separatamente:
k · a1 = 2pim1
k · a2 = 2pim2
k · a3 = 2pim3
mi ∈ Z (3.48)
Se k si puo` esprimere come combinazione lineare, secondo i coefficienti mi, di una base
{b1,b2,b3} dello spazio reciproco (k = m1 b1 +m2 b2 +m3 b3), allora:
m1 b1 a1 +m2 b2 a1 +m3 b3 a1 = 2pim1
m2 b1 a2 +m2 b2 a2 +m3 b3 a2 = 2pim2
m1 b1 a3 +m2 b2 a3 +m3 b3 a3 = 2pim3
mi ∈ Z (3.49)
che e` verificata solo se :
ai · bj = 2piδij (3.50)
Ricordando che x · (x × y) = 0 ∀ x,y, un modo di formare tali vettori primitivi
del reticolo reciproco e`:
b1 =
2pia2 × a3
a1 · (a2 × a3) , b2 =
2pia3 × a1
a1 · (a2 × a3) , b3 =
2pia1 × a2
a1 · (a2 × a3) (3.51)
Tali k sono detti vettori del reticolo reciproco e sono generalmente indicati con G.
Infatti, tali vettori formano un reticolo, come quelli dello spazio reale.
Anche in 2 e 3 dimensioni basta considerare la cella fondamentale del reticolo reciproco,
detta Prima Zona di Brillouin, in quanto, aggiungere vettori di tale reticolo non ha altro
effetto che variare la fase delle onde piane di multipli di 2pi. Parleremo di essa piu` avanti.
3.1.6.3.1 Forma della Master Equation Da quanto detto, emerge che l’incognita














































= eik·r (i k× u +∇× u) = eik·r (i k +∇)× u
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dove
Θk = (ik +∇)× 1
(r)
(ik +∇)× (3.54)
La funzione u, cioe` il profilo del modo, e` determinata dal problema agli autovalori (3.53),
col vincolo di trasversalita`:
∇ · (ei k·r uk(r)) = ∇(ei k·r) · uk(r) + ei k·r∇ · uk = ei k·r (i k · uk +∇ · uk) =
= ei k·r (i k +∇) · uk = 0
(3.55)
e con la condizione di periodicita` uk(r + R) = uk(r).
Per via delle condizioni al contorno periodiche, il problema agli autovalori puo` essere
studiato limitandosi alla cella primitiva del cristallo fotonico. Come spiegato euristica-
mente in (3.1.5), confinare un problema Hermitiano ad un dominio finito porta ad uno
spettro discreto di autovalori; ci aspettiamo dunque di trovare, per ogni valore di k, un
insieme infinito ma discreto di frequenze, che possono essere identificate col numero n
della rispettiva banda.
Poiche´ pero` k e` un parametro continuo, ci attendiamo che la frequenza di ogni banda,
per un dato n, vari in maniera continua al variare di k.
I modi di un cristallo fotonico (similmente a quelli degli elettroni nei solidi), sono una
famiglia di funzioni continue ωn(k), etichettati in ordine di frequenza crescente dall’indice
n. L’insieme di tali funzioni e` detto struttura a bande del cristallo.
3.1.6.4 Rotazioni
Si ha tale simmetria se un sistema rimane invariato dopo una rotazione di un angolo θ.
Per una funzione scalare l’operatore di rotazione e`:
Rˆ(nˆ,θ) f(r) = f(R−1(nˆ,θ) r) (3.56)
Dove Rnˆ,θ e´ la matrice di rotazione di un angolo θ rispetto all’asse nˆ. Per comodita`
sceglieremo zˆ = nˆ, cosa che non comporta alcuna perdita di generalita`.
In un sistema di coordinate cilindrico (ρ, φ, z), la matrice di rotazione e` una matrice
identica e l’espressione di tale operatore e` particolarmente semplice:
Rˆ(nˆ,θ) f(r) = f(ρ, φ− θ, z) (3.57)
ed e` pertanto formalmente identica ad una traslazione in coordinate cartesiane.
Nella (3.56) compare R−1 e non R per lo stesso motivo per cui nella (3.37) compare
f(x− d): significa ruotare in avanti il grafico di una funzione (o indietro gli assi): se f(φ)
assumeva il valore f¯ in φ¯, f(φ− θ) lo assumera` in φ = φ¯+ θ.
Naturalmente, applicare una rotazione di θ e poi una di −θ significa riportare il sistema
nella configurazione iniziale, percio`:
Rˆ−1(nˆ,θ) = Rˆ(nˆ,−θ) (3.58)
Per funzioni vettoriali il corrispondente operatore e`:
Rˆnˆ,θ A(r) = Rnˆ,θ A(R−1(nˆ,θ) r) (3.59)
La presenza di Rnˆ,θ a moltiplicare e` dovuta al fatto che senza di essa, si ruoterebbe il
punto di applicazione del vettore, ma non la sua direzione, come mostrato in fig. (3.9).










Rˆnˆ,θ A(ρ, φ, z) = A(ρ, φ− θ, z) (3.60)
dove A = ρˆ Aρ + φˆ Aφ + zˆ Az.
Essendo la struttura invariante rispetto a rotazioni di θ, sara`:
Rˆ(nˆ,θ)(ρ, φ, z) = (ρ, φ− θ, z) = (ρ, φ, z) (3.61)
L’espressione del rotore in coordinate cilindriche e`:


































percio` ∇(ρ, φ−θ, z)× = ∇(ρ, φ, z)×.
Quindi
Rˆnˆ,θ (ΘH(r)) = Rˆnˆ,θ
[




∇(ρ, φ, z) ×H(ρ, φ, z)
)]
=
= ∇(ρ, φ−θ, z) ×
(
1
(ρ, φ− θ, z)∇(ρ, φ−θ, z) ×H(ρ, φ− θ, z)
)
=




∇(ρ, φ, z) ×H(ρ, φ− θ, z)
)
=





3.1.6.4.1 Simmetria Rotazionale Discreta Se la struttura e` invariante per rota-
zioni di θ = 2pil/N con l ∈ 1, ..., N attorno a zˆ le autofunzioni dell’operatore Rˆnˆ,θ devono
soddisfare:






= C(l) A(ρ, φ, z) (3.64)
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La loro forma e`:






Ma l’autovalore e` lo stesso per m′ = m+Np con p ∈ Z e m ∈ {0, 1, ..., N−1}.
Dunque, l’autovalore di indice m e` degenere. Possiamo dunque fare combinazioni lineari
di modi corrispondenti a diversi valori di p, ottenendo ancora un’autofunzione, allo stesso
modo di quanto fatto in (3.44):




eipNφ cm,p(ρ, z) = e
imφ um(ρ, φ, z) (3.67)
















ipNφ eipl2pi = um(ρ, φ, z)
(3.68)
Dunque, stati caratterizzati da indici m che differiscono di multipli di N sono fisicamente
indistinguibili, e tale periodicita` vale anche per le frequenze:
ω(m+ lN) = ω(m) (3.69)
3.1.6.4.2 Simmetria traslazionale e rotazionale discreta Poiche´ un cristallo fo-
tonico possiede sicuramente simmetrie rispetto a un qualche tipo di traslazione discreta,
i suoi modi sono funzioni di Bloch Hk.
Siccome abbiamo dimostrato che Θ e Rˆnˆ,θ commutano, abbiamo














Quindi anche Rˆnˆ,θ Hk e´ un modo alla stessa frequenza.
Rˆnˆ,θ Hk = Rˆnˆ,θ
(
uk(r) e
ik·r) = Rnˆ,θ(uk(R−1nˆ,θ r)) exp(i k · (R−1nˆ,θ r)) (3.71)
Essendo il prodotto scalare invariante rispetto a rotazioni applicate ad entrambi i suoi
termini (se si ruotano 2 vettori della stessa quantita`, l’angolo tra di loro rimane lo stesso,
come pure i loro moduli), vale che:
k · (R−1nˆ,θ r) = (Rnˆ,θ k) ·
[Rnˆ,θ(R−1nˆ,θ r)] = (Rnˆ,θ k) · r (3.72)
Visto che la rotazione manda il cristallo in se´ stesso, allora, preso qualsiasi vettore retico-
lare R, anche R−1nˆ,θ R deve essere un vettore reticolare, che differisce da R di un vettore
reticolare.
Poiche´ Uk(r) e` periodico rispetto a qualsiasi traslazione del cristallo, anche Rˆnˆ,θ Hk lo e`.
Quindi






e´ uno stato di Bloch, solo, con un vettore d’onda ruotato. Percio`:
ω(Rnˆ,θ k) = ω(k) (3.73)
Cioe` la relazione di dispersione ha la stessa simmetria rotazionale del cristallo.
Percio`, invece di considerare l’intera Zona di Brillouin, basta limitarci ad uno spicchio,
detto Zona Irriducibile di Brillouin. Essa e` la piu` piccola regione entro la quale le ω(k)
non sono collegate da relazioni di simmetria.
Tale zona e` determinata dal Gruppo Puntuale, che e` l’insieme di operazioni di simmetria
(inversione, riflessioni, rotazioni) che lasciano almeno un punto del cristallo nella posizione
originaria.
3.1.6.5 Riflessione
Una struttura possiede tale simmetria se viene lasciata inalterata da una riflessione ri-
spetto ad un qualche piano.
Come nel caso dell’inversione, poiche` applicando 2 volte la stessa riflessione si ottiene
l’identita`, gli autovalori di tale operatore sono α = ±1.
Se ad esempio (x, y,−z) = (x, y, z) allora c’e` simmetria rispetto alla riflessione rispetto
al piano xy. Il corrispondente operatore e` definito come:
OˆSA(r) =Mz A(Mz r) (3.74)
Dove Mz = diag(1, 1, −1). Dato che H e` uno pseudovettore, ma E e` un vettore polare
MzH =Mz(Ht +Hz) =Mz Ht +Mz Hz = −Ht +Hz
MzE = Mz(Et + Ez) =Mz Et +Mz Ez = Et − Ez
(3.75)
Cioe`, se H(rt, z), E(rt, z) sono soluzioni delle equazioni di Maxwell, anche












































= zˆ ∇t ×At + tˆ (∇t × Az +∇z ×At)
(3.77)
Siccome l’operatore OˆR causa le seguenti trasformazioni:
t 7→ t z 7→ −z Ht(t, z) 7→ −Ht(t,−z) Hz(t, z) 7→ Hz(t,−z)
allora :




(∇×H(r)) = OˆR [∇× (OˆR H(r))] =Mz[∇Mz × (Mz H(Mz r))] =
=Mz
{
zˆ ∇t × (−Ht(t,−z)) + tˆ
[∇t ×Hz(t,−z)−∇z × (−Ht(t,−z))]} =
= zˆ ∇t ×Ht(t,−z) + tˆ [∇t ×Hz(t,−z)−∇z × (Ht(t,−z))]
(3.79)
In quanto il rotore di uno pseudovettore e` un vettore polare.



































































































∇× (−Ht(t,−z), Hz(t,−z))] = Θ OˆR H(r)
(3.80)






=Mz [uk(Mz r)] eiMz k·r = ei φ HMz k (3.81)
Dove φ e` una fase arbitraria.
Se k = |k| tˆ allora Mz k = k e la (3.81) diventa un problema agli autovalori:
OˆR Hk(r) = ±Hk(r) =Mz Hk(Mz r) (3.82)
Anche Ek soddisfa un’equazione del genere. Dunque, entrambi i campi sono pari o dispari
rispetto alla riflessione, in presenza di simmetrie di riflessione della struttura.
Nel caso si abbia simmetria traslazionale continua lungo z, allora si ha anche simmetria
a riflessione ∀z. Quindi un modo pari avra` Ez = 0 (perche´, essendo E un vettore polare,
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avremmo Ez(r) = −Ez(r)) e Ht(r) = 0.
I modi dispari hanno Et = 0 e Hz = 0.
In generale, data una riflessione che conserva (r), questa separazione dei modi e` possibile
solo in Mz r = r e per Mz k = k.
Notare che Θk e OˆR commutano solo se Mz k = k (eq. 3.54). Quindi la separazione
delle polarizzazioni vale solo in casi particolari e non e` molto utile per analizzare cristalli
tridimensionali.
Poiche´ pero` i cristalli bidimensionali sono uniformi in un asse perpendicolare al piano in
cui c’e` periodicita` e poiche´ k = kt, per loro e` possibile questa classificazione in modi pari,
con E confinato nel piano del cristallo e H perpendicolare ad esso (detti anche TE), e
dispari, con H nel piano ed E perpendicolare (TM). Non si deve fare confusione tra
questa terminologia e quella delle guide d’onda, poiche´, per un modo TE, sia E sia k
sono nello stesso piano, quindi generalmente non solo ortogonali tra loro. Stesso discorso
per i modi TM .
3.1.6.6 Inversione Temporale
Nel dominio frequenziale, fare il coniugio equivale all’inversione temporale, infatti:(
ei ωt
)∗
= e−i ωt = ei ω(−t) (3.83)
Se ((r))∗ = (r), cioe` in assenza di perdite (o di guadagno), visto che abbiamo dimostrato





(H(r))∗ = Θ (H(r))∗ (3.84)
Percio` i 2 operatori commutano e, se H(r) e` un’autofunzione di autovalore ω, allora anche
H∗(r) e` un’autofunzione con lo stesso operatore.





i k·r)∗ = u∗k(r)e−i k·r (3.85)
Dunque H∗k e` uno stato di Bloch con vettore d’onda −k. Percio`:
ω(k) = ω(−k) (3.86)
3.1.7 Velocita` di Propagazione delle Onde di Bloch
Lo stato di Bloch Hk(r)e
i ωt, che e` un’onda piana ei(k·r−ωt) moltiplicata per una funzione
d’inviluppo periodica uk(r), si propaga nel cristallo senza deflessioni (scattering), perche´
k e` conservato (a meno di vettori reticolari reciproci, non fisicamente rilevanti). Si puo`
anche vedere la cosa dicendo che gli eventi di scattering siano coerenti e producano uk.
In un mezzo omogeneo ed isotropo, k e` la direzione in cui si propaga l’onda, ma cio` non
e` necessariamente vero in un mezzo periodico. In realta` la direzione e la velocita` con cui
l’energia del campo elettromagnetico si propaga sono date dalla velocita` di gruppo, che
dipende sia dall’indice n della banda, sia dal vettore d’onda k:










Si puo` dimostrare 5 che la velocita` di gruppo definita in (3.87) e` uguale alla velocita` con























purche´ il mezzo sia privo di perdite, la dispersione del materiale sia piccola e il vettore
d’onda sia reale (S, UE, UH sono i valori temporali medi).













UH = 4 c UH
(3.89)
L’ultima disuguaglianza e` quella di Cauchy-Schwarz. Dunque, il numeratore (si ricordi il
fattore 1/2) e` minore del denominatore per c.
Riguardo la velocita` di fase vf (k) = ω(k)/k, essa e` difficile da definire, in quanto k non
e` unico, ma definito a meno di vettori G del reticolo reciproco.
Per via della periodicita` della funzione d’inviluppo che modula l’onda piana, e` difficile
individuare un unico fronte d’onda di cui misurare la velocita`.
3.2 Cristalli Monodimensionali
Il tipo piu` semplice di cristallo fotonico e` una successione periodica di 2 dielettrici diversi;
per ipotesi la struttura e` infitamente estesa nelle direzioni trasversali a quella per cui c’e`
periodicita`.
Tale oggetto e` detto Specchio di Bragg, ed e` noto che abbia un coefficiente di riflessione
prossimo ad 1 in una banda attorno alla frequenza di Bragg, alla quale le onde riflesse si
sommano in fase.
In tale caso gli stati di Bloch saranno della forma:
Hn, kz , k‖ = e
i k‖·ρ ei kzz un, kz , k‖(r) (3.90)
Con un, kz , k‖(z + na) = un, kz , k‖(z) e dove n e` il numero della banda. Poiche´ nel piano
xy c’e` simmetria traslazionale continua, k‖ puo` assumere qualsiasi valore, mentre, per la








5Per la dimostrazione completa, guardare Cap. 2, Par.5 di “Optical Properties of Photonics Crystals”,
Kazuaki Sakoda
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Figura 3.10: Multilayer film:  = (z) ed e` periodica. Da [1].
3.2.1 Origine Fisica del Gap
Consideriamo onde che si propaghino lungo z, perpendicolarmente agli strati di dielettrici.
Figura 3.11: Diagrammi di dispersione per diversi multilayer film. Sinistra: ogni strato ha la stessa
 = 13. Centro: strati alternati con 1 = 13 e 2 = 12. Destra: 1 = 13 e 2 = 1. Notare come l’ampiezza
del gap cresca all’aumentare del rapporto 1/2. Da [1].
In fig. (3.11) sono mostrati i diagrammi di dispersione ωn(k) della stessa struttura in 3
casi diversi.
Nel primo si considerano strati con lo stesso indice di rifrazione, quindi il mezzo e`
omogeneo in ogni direzione. Abbiamo assegnato arbitrariamente un periodo a: in realta`
tale diagramma sarebbe costituito da 2 rette, e si dovrebbero considerare tutti i valori di





Visto che consideriamo solo la zona di Brillouin, i tratti che sarebbero fuori di essa vengono
ripiegati, assegnando a k i valori corrispondenti a k + n 2pi/a.
Nel secondo si considera una piccola perturbazione del sistema omogeneo, visto che gli
strati confinanti hanno  abbastanza simili. Notiamo che c’e` un piccolo gap tra le bande
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1 e 2, al bordo della zona di Brillouin, ed un altro, stavolta al centro, tra la 2 e la 3 (il
comportamento e` analogo per le bande di ordine superiore). Non ci sono modi permessi
per le frequenze corispondenti ai gap, indipendentemente dal valore di k.
Nel terzo caso il gap e` considerevolmente piu` ampio, per via del maggior contrasto dei
dielettrici.
Consideriamo gli stati immediatamente prima e dopo il gap tra le bande 1 e 2, nel caso
rappresentato nel diagramma al centro di fig. (3.11). Essi sono al bordo della zona di
Brillouin, per k = pi/a, ossia λ = 2a, il doppio della costante reticolare.
Per via della simmetria del sistema (a riflessioni rispetto a piani posti al centro degli strati
di dielettrico), il profilo del campo elettrico dovra` a sua volta avere tale simmetria.
Ci sono 2 modi di ottenere cio` : posizionando i nodi di tale profilo al centro dello strato
con  minore, o in quello con  maggiore.
Per via della (3.23) il modo con E piu` intenso nello strato con  maggiore avra` frequenza
minore di quello che ha E concentrato nello strato con  minore. Ecco dunque perche´ c’e` il
gap. La banda al di sopra del gap (analoga alla banda di conduzione dei semiconduttori)
e` detta air band, mentre quella al di sotto (banda di valenza) e` indicata come banda
dielettrica.
Nel caso di un maggior contrasto tra le permittivita`, abbiamo che in entrambe le bande
l’energia e` concentrata principalmente negli strati con grande , ma in modo diverso (la
prima banda e` piu` concentrata della seconda). La situazione corrispondente e` illustrata
in fig. (3.13).
52
Figura 3.12: Modi associati col primo gap della struttura a bande del riquadro centrale di fig. 3.11, per
k = pi/a. Da [1].
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Figura 3.13: Modi associati col primo gap della struttura a bande del riquadro sulla destra di fig. 3.11,
per k = pi/a. Da [1].
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3.2.2 Estensione del Gap
Per via dell’invarianza di scala espressa dalla (3.30) e` poco indicativo specificare l’ampiezza
∆ω del gap, perche´, espandendo la struttura di un fattore s avremo ∆ω′ = ∆ω/s.
E´ piu` utile indicare il rapporto ∆ω/ωm (gap-midgap ratio), generalmente espresso in
percentuale, dove ωm e` la frequenza al centro del gap.










Abbiamo dimostrato che la periodicita` del cristallo causa la presenza di un gap nella sua
struttura a bande, dentro al quale non ci sono modi.
Ma cosa accade se un’onda luminosa a quelle frequenze arriva dall’esterno?
Non esistono vettori d’onda puramente reali in quell’intervallo di frequenze. La compo-
nente immaginaria di k, α, causa un’attenuazione (su lunghezze dell’ordine di 1/α) del
corrispondente stato di Bloch, che e` pertanto un modo evanescente:
H(r) = e−α z ei βz u(z) (3.92)
I modi con kz puramente reale sono detti modi estesi.
Per capire perche´ k abbia una parte immaginaria, facciamo lo sviluppo di Taylor di ω2(k)
nell’intorno del bordo della zona di Brillouin (k = pi/a). Per via dell’invarianza rispetto ad
inversioni temporali (3.84), essendo ω(−k) = ω(k), tale serie non puo` contenere termini
dispari, cos`ı lo sviluppo di ordine minore e`:
∆ω2 = ω2(k)− ω2(pi
a
) ≈ γ(k− pi
a
) = γ (∆ k)2 (3.93)
Per la banda 2, che ha un minimo in k = pi/a, sara` γ2 < 0, mentre la 1 ha un massimo,
quindi γ1 > 0.
Dunque, per ∆k reali, sara` ∆ω2 > 0, mentre per entrare nel gap bisogna che sia ∆ωa < 0,
quindi ∆k e` puramente immaginario, cosa che corrisponde ad un decadimento esponen-
ziale.
Il modulo di ∆k aumenta man mano che si va verso il centro del gap, per poi diminuire
nell’avvicinarsi alla banda dielettrica. Gap piu` ampi spesso comportano una α maggiore
al centro del gap, cioe` una minor penetrazione della luce all’interno del cristallo.
Sebbene i modi evanescenti siano soluzioni del problema agli autovalori (3.6), essi di-
vergono per z → ±∞ (a seconda del segno di α). Quindi, non ci sono modi fisicamente
realizzabili di innescarli all’interno di un cristallo infinitamente esteso.
Ma un difetto o un bordo di un cristallo altrimenti perfetto puo` fermare questa crescita
esponenziale e quindi ospitare un modo evanescente. Se uno o piu` modi evanescenti sono
compatibili con la struttura e le simmetrie di un difetto del cristallo, allora e` possibile
eccitare un modo localizzato all’interno del gap.
Generalmente, i modi al centro del gap possono essere confinati molto piu` fortemente di
quelli ai bordi.
Naturalmente, in un cristallo monodimensionale, tali stati sono localizzati solo lungo una
direzione, e dunque confinati su un piano.
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Figura 3.14: Illustrazione schematica della
struttura a bande del multilayer film. Le
curve blu corrispondono alle bande 1 e 2,
mentre quella rossa agli stati evanescenti.
Da [1].
Figura 3.15: Intensita` di 2 modi evanescenti, collocati al centro del gap, con valori opposti della costante
di decadimento. Da [3].
Comunque, in certe circostanze, tali stati possono esistere anche sulla superficie di un
cristallo e non solo in un difetto al suo interno.
3.2.4 Propagazione fuori asse
Finora abbiamo considerato solo modi con k‖ = 0. In fig. (3.17) si mettono a confron-
to i diagrammi a bande nel caso di propagazione assiale ed in quello di propagazione
esclusivamente lungo y.
La differenza piu` importante e` che nel secondo caso non ci sono gap, se si includono
tutti i possibili ky (cosa possibile, perche´ in tale direzione non c’e` periodicita` discreta).
Inoltre, nel caso di propagazione assiale c’e` degenerazione delle bande. Questo perche´
E giace sul piano xy (nel caso di propagazione lungo z l’onda e` trasversale) ed essendoci
simmetria di rotazione continua attorno all’asse z, qualsiasi direzione su xy e` equivalente.
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Figura 3.16: Illustrazione sche-
matica dei possibili siti di sta-
ti localizzati per un cristallo fo-
tonico monodimensionale. Essi
sono planari e sono localizzati
in maniera diversa attorno alle
2 regioni che rompono la sim-
metria del cristallo lungo z. Un
modo al bordo del cristallo (zo-
na verde) si dice stato superfi-
ciale, mentre uno al suo interno
(strato blu) defect state.
Da [1].
Ma se k e` orientato in una direzione qualsiasi, tale simmetria non c’e` piu` e la degenerazione
sparisce.
Pero` c’e` simmetria rispetto alla riflessione attorno al piano yz, in ogni punto. Nel caso
particolare di propagazione lungo y, da quanto detto in precedenza, sappiamo che E
e` polarizzato lungo x (TM, autovalore -1), o nel piano yz (TE, +1). Non essendoci
simmetria di rotazione continua attorno ad y, generalmente le bande corrispondenti a tali
polarizzazioni saranno diverse.
Figura 3.17: Struttura a bande di un multilayer film. Le bande corrispondenti a k = (0, 0, kz) sono sulla
sinistra, quelle corrispondenti a propagazione fuori asse, k = (0, ky, 0), sulla destra.
Nel primo caso le bande sono degeneri e si sovrappongono, nel secondo, si dividono in base alla
polarizzazione. Da [1].
Sebbene ω(k) abbia pendenze diverse nelle due polarizzazioni, entrambe le bande sono
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approssimativamente lineari per grandi lunghezze d’onda (ω → 0):
ωv(k) = cv(kˆ) k (3.94)
Dove ν e` un indice che identifica la polarizzazione. In generale, cv dipendera` dalla direzione
di k e da v. Tale comportamento e` tipico dei cristalli fotonici, indipendentemente dalla
geometria o dalla dimensionalita`.
In tale situazione, essendo λ a, l’onda elettromagnetica non percepisce la periodicita` del
cristallo, ma si comporta come se fosse in un mezzo omogeneo, con una permettivita` che e`
una media ponderata delle variazioni microscopiche di . Generalmente tale permittivita`
dipendera` dalla polarizzazione, ed il mezzo equivalente risulta anisotropo.
Nel caso del multilayer film, per la polarizzazione TE abbiamo:

















Dunque il campo elettrico e` diretto lungo z e deve attraversare strati con diversa ; poiche´
la componente z del campo D si conserva, Ez sara` piu` intenso negli strati con  minore.
Invece per i modi TM E e` diretto lungo x e puo` concentrarsi negli strati con .
Percio` i modi TM hanno una frequenza minore dei TE.
Figura 3.18: Linee del campo d’induzione elettrica D per un modo con grande lunghezza d’onda che viag-
gia nella direzione y (perpendicolare alla pagina). A sinistraD e` orientato lungo x, a destra principalmente
lungo z. Le regioni blu hanno un’alta . Da [1].
Nel limite di grandi k, cioe` λ a, i modi che sono al di sotto della linea di luce (ω = cky)
sono guidati grazie alla riflessione interna totale e decadono esponenzialmente nelle regioni
a bassa .
Aumentando ky, la sovrapposizione dei campi presenti in strati consecutivi ad alta 
diminuisce esponenzialmente e l’accoppiamento tra tali piani diventa molto piccolo, per
cui e` come avere tante slab waveguides in parallelo. Quindi la frequenza del modo diventa
sostanzialmente indipendente da kz, ed ogni modo nella banda assume la frequenza di
quello guidato nello strato ad alta  con la stessa ky.
Percio` la larghezza della banda corrispondente a k = (0, ky, kz) diminuisce con ky, fino a
diventare una singola curva (fig. 3.19).
3.2.5 Modi localizzati nei difetti
Un difetto e` una zona in cui manca la periodicita` del cristallo. Propriamente, visto che
non c’e` piu` periodicita`, non basterebbe piu` limitarci alla zona di Brillouin, ma si dovreb-
bero considerare tutti i possibili valori di kz e kz non e` piu` una quantita` conservata.
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Figura 3.19: Bande di modi TE (con E polarizzato lungo x) per il multilayer film. Le curve blu corri-
spondono a k = (0, ky, 0), mentre quelle verdi a k = (0, ky, pi/a). Le regioni tra di loro sono ombreggiate
in grigio ad indicare dove stia il continuo di bande per valori intermedi di kz.
La retta rossa e` la linea di luce, ω = c ky, cioe` la curva di dispersione di onde piane in aria. Da [1].
Ma un difetto all’interno di un cristallo molto piu` grande e` comunque una piccola pertur-
bazione e si risente dalla sua presenza solo nelle sue immediate vicinanze.
Consideriamo un difetto che consiste in uno strato con spessore diverso da quello corri-
spondente alla sua .
La sua presenza non cambia il fatto che non ci siano modi estesi con frequenze all’interno
del gap. Esso puo` pero` permettere l’esistenza di modi localizzati, con frequenze all’in-
terno del gap.
Un modo con frequenza all’interno del gap decade esponenzialmente nel cristallo, per cui
i rivestimenti multistrato ai lati del difetto si comportano come specchi selettivi in fre-
quenza. Se tali specchi sono allineati, un’onda che si propaghi lungo z nello spazio tra di
essi vi sara` intrappolata e rimbalzera` avanti e indietro.
Visto che gli stati al centro del gap hanno costanti di decadimento maggiori, essi sono piu`
confinati di quelli al bordo del gap.
Poiche´ il difetto in cui e` confinato il campo e` una regione limitata di spazio, esso possiede
un insieme discreto di frequenze alle quali esistono dei modi.
Se si aumenta lo spessore del difetto, il campo avra` piu` spazio in cui variare, cioe` le sue
derivate diminuiscono e dunque diminuisce il numeratore della (3.23) e la frequenza del
modo. Cio` porta all’interno del gap modi che nel cristallo originario erano a frequenze
superiori. Viceversa, se si restringe il difetto, si innalza la frequenza di modi che origina-
riamente avevano frequenze al di sotto del gap.
Se invece si mantiene la larghezza, ma si aumenta o diminuisce la permittivita` di un
singolo strato, allora si varia il denominatore della (3.23), e si diminuisce o aumenta la
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frequenza di un dato modo.
Dunque, un difetto puo` portare nel gap modi che stavano al di fuori di esso.
Il modo fondamentale di un difetto e` mostrato in fig. (3.20).
Figura 3.20: Difetto in un multilayer film, ottenuto raddoppiando lo spessore di uno strato a bassa
permittivita`, e andamento di E del relativo modo fondamentale. Da [1].
La densita` degli stati di un sistema e` definita come il numero di stati ammessi per unita`
di intervallo di ω. Se un singolo stato e` introdotto nel gap, allora la densita` di stati del
sistema e` nulla nel gap, tranne che per un picco associato allo stato del difetto.
Tale proprieta` e` sfruttata in un filtro passa banda noto come Fabry-Perot dielettrico e in
Figura 3.21: Densita` degli stati del multilayer film.Da [1].
guide d’onda planari, nel caso siano presenti delle componenti trasversali di k. In questo
caso avremo localizzazione in z, perche´ kz e` immaginario, e propagazione lungo il piano
del difetto (k‖ e` reale). A differenza delle guide d’onda dielettriche, che sono basate sulla
riflessione interna totale e quindi confinano il campo in un core ad alta , esse possono




Se invece di avere un cristallo su entrambi i lati di un’interfaccia, esso e` presente solo
da una parte e dall’altra c’e` un dielettrico omogeneo (quindi privo di gap fotonico) come
l’aria, si possono comunque avere stati localizzati.
La luce e` confinata in tale interfaccia (fenomeno detto index guiding, che e` una genera-
lizzazione della riflessione interna totale) se la sua frequenza e` al di sotto della linea di
luce:
ω < c |k|
Infatti, i modi con ω al di sotto di tale retta sono evanescenti nel mezzo che sta sopra
l’interfaccia.
Dunque, per essere localizzato un modo dovra` stare nel gap del cristallo e al di sotto del
cono di luce.
Figura 3.22: Struttura a bande per un modo polarizzato lungo x. Le regioni ombreggiate indicano: modi
estesi nel’aria ma non nel cristallo (azzurro, ED); nel cristallo, ma non nell’aria (rosa, DE); in entrambi
(viola,EE). La linea verde indica la banda dei modi superficiali. E e D stanno per Extended e Decay. Da
[1].
Figura 3.23: Profilo del campo elettrico di uno stato superficiale di un multilayer film, corrispondente
a ky = 2pi/a in fig. 3.22. Esso ha delle fluttuazioni con lo stesso periodo del cristallo, ma sono troppo
piccole da percepire. Da [1].
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3.2.7 Specchi Omnidirezionali
Come gia` spiegati, un cristallo monodimensionale non ha un gap completo, ma solo per
le componenti di k nella direzione in cui c’e` periodicita`. Cioe`, per ogni scelta di ω, c’e`
una k‖ tale che esiste un modo esteso a frequenza ω caratterizzato da k = (k‖, kz).
Sembra dunque impossibile che un multilayer film, per quanto ben progettato, possa riflet-
tere luce incidente con angoli e polarizzazioni qualsiasi, se la frequenza e` in un intervallo
appropriato.
Un tale oggetto, detto specchio omnidirezionale, puo` essere realizzato se si soddisfano 2
condizioni.
Il primo e` che k‖ si conserva, purche´ la sorgente luminosa sia abbastanza lontana da po-
terla considerare piana (e quindi non si interrompe la simmetria traslazionale continua in
direzione ‖).
Il secondo e` che la luce incidente deve avere ω > c|k‖|, condizione che corrisponde a modi
sopra il cono di luce, che si propagano liberamente nello strato di aria sopra lo specchio.
I modi al di sotto del cono di luce sono evanescenti in aria e non possono raggiungere
l’interfaccia da una sorgente molto lontana.
Il piano d’incidenza e` yz, con la periodicita` lungo z. La polarizzazione TM ha E per-
pendicolare a tale piano, e la TE, parallelo.Esse sono indicati come polarizzazione-s (dal
tedesco senkecht, perpendicolare), e p (parallela). La terminologia generale riguardo TE
e TM e` invertita, questo perche´ la nostra e` basata sulla simmetria di riflessione attorno
al piano yz, e non su quale campo sia orientato parallelamente all’interfaccia.
Figura 3.24: Modi estesi (zone ombreggiate) per vettori d’onda non assiali (0, ky, kz) in un multilayer
film. Sulla destra (azzurro) stanno i modi con E lungo x (TM o s), come in fig. 3.19. Sulla sinistra(verde)
quelli con E nel piano d’incidenza yz. La linea di luce ω = cky e` in rosso. La zona in giallo corrisponde
al primo intervallo di frequenze in cui si ha riflessione omnidirezionale. La retta bianca tratteggiata
corrisponde all’angolo di Brewster, al quale si annulla il coefficiente di riflessione per la polarizzazione p.
Da [1].
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Con riferimento alla fig. (3.24), si ha riflessione omnidirezionale solo se il punto indicato
con U sta al di sopra di L. Questo puo` anche non succedere.
3.3 Cristalli Bidimensionali
Tali strutture sono periodiche in una direzione ed omogenee nella terza. Il gap e` nel
piano della periodicita`. Introducendo difetti possiamo localizzare la luce, ma stavolta in
2 dimensioni.
Figura 3.25: Cristallo fotoni-
co bidirezionale, composto da
un reticolo quadrato di co-
lonne di dielettrico, supposte
infinitamente alte. Da [1].
Con riferimento a fig. (3.25), se la costante reticolare e` appropriata, si avra` un gap
bidimensionale e i modi con frequenze al suo interno non possono propagarsi nel piano.
Visto che il sistema e` omogeneo nella direzione z, i modi saranno oscillanti in tale direzione,
senza restrizioni su kz.
Per il Teorema di Bloch:
H(n, kz , k‖) = e
i k‖·ρ ei kzz u(n, kz , k‖)(ρ) (3.96)
Dove ρ e` la proiezione di r sul piano xy e u(ρ) = u(ρ+ R) e` periodica.
Adesso k‖ e` limitato alla Zona di Brillouin, mentre kz puo` assumere qualsiasi valore reale.
Ogni modo con kz = 0 e` invariante a riflessioni attorno al piano xy. Quindi possiamo
distinguere tali modi in 2 polarizzazioni distinte:
• TE, con H normale al piano (H = H(ρ) zˆ) ed E nel piano (E(ρ) · zˆ = 0;
• TM, con E normale al piano ed H parallelo.
Le strutture a bande per queste 2 polarizzazioni possono essere molto diverse; ad esempio
e` possibile che ci sia un gap per una polarizzazione, ma non per l’altra, come mostrato
in fig. (3.26). Con riferimento a fig. (3.26), i punti Γ, X ed M corrispondono a k‖ = 0,
k‖ = pi/a xˆ e k‖ = pi/a xˆ+ pi/a yˆ.
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Figura 3.26: Diagramma a bande per la struttura di fig. (3.25), con r = 0, 2 a.. Il riquadro mostra la
Zona di Brillouin, dove il triangolo azzurro rappresenta la zona irriducibile. Le bande sono rappresentate
per k‖ che giace sul bordo della zona irriducibile, perche´ spesso massimi e minimi delle bande sono su di
esso. Notare come ci sia un gap per i modi TM, ma non per i TE.Da [1].
Figura 3.27: In realta` le bande sono delle superfici, il diagramma a bande mostrato in fig. 3.26 e`
l’intersezione di tali superfici coi piani passanti per i punti Γ, X, M . Da [10].
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Figura 3.28: Campi di induzione elettrica D per i modi TM relativi alla struttura di fig. 3.25, nei punti
notevoli della zona di Brillouin. La banda dielettrica e` indicata con 1 e quella aerea con 2. Il campo della
banda aerea nel punto M e` uno di 2 modi degeneri. Da [1].
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Figura 3.29: Campo Magnetico nel punto X della zona di Brilloin, per i modi TE relativi alla struttura
di fig. 3.25. Le posizioni delle colonne sono indicati da cerchi verdi tratteggiati. L’energia elettrostatica
e` concentrata nei nodi di H (dove sono massime le derivate di H), perche´ l`ı D (che sta sul piano xy) e`
massimo. Da [1].
I modi corrispondenti a questi punti notevoli sono mostrati in fig. (3.28) e (3.29). Si
deve sottolineare che, anche se sembra che tali modi si propaghino, in realta` sono onde
stazionarie.
Il campo dei modi TM fondamentali (banda dielettrica) e` fortemente concentrato nelle
colonne di dielettrico, mentre quello dei modi della air band ha dei piani nodali che passano
nelle colonne (in modo che siano ortogonali a quelli della banda sottostante). Quindi la
frequenza corrispondente e` maggiore.
Si definisce il fattore di concetrazione come l’aliquota dell’energia elettrica all’interno delle




C’e` una notevole differenza tra i fattori di concentrazione dei modi TM nella banda die-
lettrica e in quella aerea (naturalmente, corrispondenti allo stesso punto della zona di
Brillouin). Mentre tale differenza e` piu` contenuta per i modi TE. Dunque il gap per i
primi e` abbastanza grande.
Riguardo i modi TE, i piani nodali di Hz, per simmetria, possono trovarsi o in corrispon-
denza delle colonne o a meta` strada tra di esse. In tali punti il campo D e` massimo.
Nel primo caso, visto che le componenti di D ortogonali ad una interfaccia tra dielettrici
diversi sono continue, avremo che E e` piu` intenso nell’aria che nelle colonne.
Nel secondo caso il massimo di D, e quindi di E, e` completamente nell’aria. Dunque non
ci sara` una grande differenza tra le frequenze di questi modi e il gap potrebbe anche non
esserci.
Quando ci si sposta da un dielettrico con 1 ad uno con 2 < 1 , l’energia elettrostatica
|E|2 diminuira` di 2/1 se E e` parallelo all’interfaccia, mentre aumenta di 1/2 se e` per-
pendicolare.
Per i modi TM E e` parallelo a tutte le interfacce e quindi e` possibile ottenere un alto
fattore di concentrazione. Per i modi TE invece le linee di campo di E devono attraversare
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tale contorno, spingendo l’energia del campo elettrico fuori delle zone ad alta permittivita`
ed impedendo quindi di raggiungere grandi fattori di concentrazione. Quindi, modi TE
consecutivi non hanno fattori di concentrazione molto diversi.
Questo perche´ abbiamo considerato una struttura dove le zone ad alta permettivita`
non sono connesse tra loro. Se si considera una geometria duale di quella ora vista,
in cui colonne di aria sono racchiuse da un materiale ad alta permettivita`, avremo un
comportamento opposto a quello ora visto.
Figura 3.30: Diagramma a bande per una struttura a griglia (mostrata in sezione nel riquadro). Notare
come stavolta ci sia un gap per i modi TE, ma non per i TM. Da [1].
Dal diagramma a bande di fig. (3.30) vediamo che adesso sono i modi TE ad avere un
gap, mentre i TM non ce l’hanno.
Considerando fig.(3.28), vediamo che in entrambe le bande D e` concentrato nel materiale
con permittivita` maggiore, quindi in entrambi i casi ci sara` un alto fattore di confinamento
e dunque le frequenze dei 2 modi differiranno di poco. Percio` il gap dei modi TM non c’e`
o sara` molto ridotto.
Invece, da fig. (3.32), vediamo che i piani nodali di Hz (e quindi il massimo di D) sono
interamente in una striscia ad alta permittivita` per quanto riguarda la banda dielettrica,
e a meta` tra 2 strisce per la air band (e in questo caso l’energia del campo elettrico stara`
principalmente nell’aria), per essere ortogonale al modo sottostante. Cio` indica che c’e`
una grande differenza tra i fattori di confinamento e dunque una grande differenza delle
frequenze di questi modi.
Il fatto che le zone ad alta permittivita` siano connesse tra loro permette alle linee di
campo di D, che sono nel piano xy, di rimanere al loro interno nel caso della banda banda
dielettrica, mentre devono entrare in aria in quello della air band.
Sembrerebbe impossibile conciliare queste 2 situazioni per ottenere un cristallo con gap
abbastanza ampi per entrambe le polarizzazioni, visto che le colonne o si fanno di un
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materiale ad alta permettivita` o di uno a bassa.
In realta` si puo` fare un compromesso, facendo in modo che le regioni ad alta  siano
abbastanza isolate, ma comunque connesse tra loro da delle venature anch’esse ad alta
permittivita`. Una geometria che possiede questi requisti e`, ad esempio, un reticolo trian-
golare di colonne d’aria. Se il loro raggio e` abbastanza grande, le zone ad alta permittivita`
tra di esse saranno abbastanza circoscritte, ma comunque connesse tra loro.
Figura 3.31: Modi TM della struttura a griglia (vein), il cui diagramma a bande e` riportato in fig. 3.30.
Da [1].
Figura 3.32: Modi TE della struttura a griglia, il cui diagramma a bande e` riportato in fig. 3.30. Da [1].
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Figura 3.33: Vista in sezione di un reticolo triangolare. Tra le colonne d’aria ci sono sottili strisce (veins)
che connettono i pilastrini(spot) delimitati da 3 colonne. Da [1].
Figura 3.34: Diagramma a bande di un reticolo triangolare di colonne d’aria scavate in un substrato con
 = 013. Notare che c’e` una zona d’intersezione tra i gap delle 2 polarizzazioni. Da [1].
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3.3.1 Propagazione fuori dal piano
Consideriamo cosa accade per kz > 0 nel reticolo triangolare di colonne d’aria di fig.
(3.33). La relativa struttura a bande e` mostrata in fig.(3.35).
Figura 3.35: Struttura a bande del reticolo triangolare di colonne d’aria, nel caso in cui kz > 0. Le
curve blu sono le bande che cominciano in Γ, ω(Γ, kz), mentre quelle che cominciano in K, ω(K, kz) cono
in verde. La linea di luce ω = c kz separa i modi che sono oscillatori (ω ≥ c kz) da quelli evanescenti
(ω < c kz) nelle colonne d’aria. Da [1].
Si noti che non ci sono gap nella struttura a bande corrispondente alla propagazione
lungo z: essendo la struttura omogenea in tale direzione, non ci sono eventi di scattering.
Non c’e` piu` distinzione tra le polarizzazioni TE e TM, perche` la simmetria speculare e`
rotta per kz 6= 0.
Le bande si appiattiscono al crescere di kz, cioe` la larghezza frequenziale del continuo di
modi (generalmente compreso tra ω(Γ, kz) e ω(K, kz)) diminuisce.
Questo perche´, a grandi kz, la luce e` intrappolata per index guiding nelle regioni die-
lettriche, come in una guida dielettrica, e i modi in regioni confinanti hanno una sovrap-
posizione trascurabile, quindi i modi si disaccoppiano e la larghezza di banda va a zero.
Questo e` vero per i modi con ω  c kz, che decadono esponenzialmente al di fuori delle
zone ad alta permittivita`, quindi le sovrapposizioni tendono a zero.
3.3.2 Difetti di Punto e stati localizzati
Come abbiamo visto, esistono dei gap se la propagazione avviene nel piano del cristallo.
Per frequenze all’interno di tale gap non ci sono modi estesi e dunque la densita` degli
stati e` nulla.
Se perturbiamo uno o piu` siti del reticolo, possiamo generare un modo localizzato (o un
insieme di modi) con frequenze all’interno del gap.
70
Ci sono diverse maniere di fare questo: possiamo rimuovere una colonna di dielettrico,
cambiarne forma, dimensioni, materiale. Cio` elimina la simmetria traslazionale del cri-
stallo e, propriamente, non potremmo piu` classificare i modi con un vettore d’onda nel
piano della periodicita`. Comunque, per kz = 0, c’e` ancora simmetria rispetto a riflessioni
attorno al piano xy e quindi possiamo concentrarci sulla propagazione in piano e ci sara`
ancora la separazione tra modi TE e TM e le relative bande.
Perturbazioni in un sito del cristallo sono dette difetti di punto. Ad esempio, la rimo-
zione di una colonna puo` causare un picco nella densita` degli stati, all’interno del gap. Se
cio` accade, il modo indotto dal difetto deve essere evanescente perche´, essendo all’interno
del gap, non puo` estendersi indefinitamente nel cristallo. Sono localizzati nel piano xy,
ma si estendono indefinitamente lungo z.
Questo perche´ il cristallo riflette interamente la luce con frequenze all’interno del gap,
quindi, rimuovendo una colonna (o un buco) dal reticolo, produciamo una cavita` rac-
chiusa da pareti riflettenti. Se essa ha dimensioni appropriate per contenere un modo
all’interno del gap, allora la luce non puo` uscirne e quindi il modo e` legato al difetto.
Un difetto si puo` generare variando la permittivita` o le dimensioni di una colonna ad
alta o bassa permittivita` all’interno di una o piu` celle.
Nel primo caso, abbassando difetto, si innalza la frequenza del relativo modo, portando il
modo dentro al gap dalla banda dielettrica, diminuendolo si la abbassa, portando nel gap
un modo della air band.
Lo stesso comportamento si puo` ottenere, rispettivamente, diminuendo il raggio di una
colonna di dielettrico (o aumentando quello di una colonna d’aria) per aumentare la
frequenza del modo localizzato, e aumentandolo, per diminuirla. Le figure di seguito
illustrano un esempio.
Figura 3.36: Diagramma a bande dei modi TM di un reticolo formato da colonne di allumina ( = 8, 9)
di raggio r = 0, 38 a in aria. I riquadri mostrano la forma dei modi delle bande sopra e sotto il gap,
rispettivamente un dipolo e un quadripolo. Da [1].
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Figura 3.37: Forma dei campi corrispondenti a stati di difetto, ottenuti riducendo la permittivita` di una
colonna di dielettrico nella struttura descritta nella didascalia di fig. 3.36. Il primo riquadro corrisponde
ad un modo localizzato abbastanza all’interno del gap (indicato in giallo), mentre il secondo ad un modo
molto vicino al bordo del gap, scarsamente localizzato e che ha la stesso schema a quadrupolo (3.36)dei
modi della air band. Da [1].
Figura 3.38: Andamento della frequenza (in funzione del contrasto ∆n = nallumina − ndifetto) dei modi
localizzati TM (curve rosse) in un difetto del reticolo descritto nella didascalia di fig. 3.36, prodotto
variandone la permittivita` (ma non il raggio). Poiche´ ∆n > 0, si innalza la frequenza di modi che nella
struttura originaria erano sotto al gap (pi − band) portandoli al suo interno o addirittura nella air band.
∆n = 2 corrisponde alla completa rimozione di una colonna. Da [1].
Quando il modo di un difetto raggiunge il bordo del gap, esso non e` piu` intrappolato
nel difetto e finisce nel continuo di stati che formano la banda a cui e` piu` vicino, quindi
non e` piu` localizzato (situazione illistrata nel riquadro di destra di fig. 3.37).
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Figura 3.39: Andamento della frequenza dei modi localizzati TM (curve colorate) in funzione del rapporto
r/a del difetto (che nel cristallo perfetto e` di 0, 2). Diminuendo il raggio si porta nel gap (area in giallo) un
modo che prima era nella banda dielettrica, aumentandone la frequenza; diminuendolo, si fanno scendere
nel gap modi che prima erano nella air band. I vari modi sono classificati in base alla loro forma, riportata
in fig. 3.40. Da [1].
Comunque, la transizione tra modi localizzati ed estesi, man mano che ci si allontana dal
centro del gap, e` graduale e quindi il modo rimarra` abbastanza confinato se si rimane
abbastanza lontani dai bordi del gap.
La situazione e` analoga a quella di un modo dentro una cavita` definita da specchi semiri-
flettenti, che cioe` perde energia ad una velocita` γ. Tali modi sono detti leaky o risonanze.
Il picco nella densita` degli stati, corrispondente a tale modo, si allarga ed e` meno marcato
al crescere di γ, ossia il fattore di qualita` Q diminuisce con γ, perche´ il modo all’interno
del difetto riesce a penetrare sempre piu` in profondita` nel cristallo.
In un cristallo con un numero finito di periodi, anche i modi del difetto all’interno del
gap sono leaky e non realmente localizzati, cioe` ognuno di essi ha un valore non nullo di
γ con cui perde energia verso l’ambiente circostante.
Fortunatamente, visto che questi modi decadono esponenzialmente, anche il valore di γ
diminuisce esponenzialmente aumentando il numero di periodi.
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Figura 3.40: Forme dei campi elettrici dei modi TM, localizzati attorno ad un difetto, corrispondenti alle
varie curve colorate di fig. 3.39. Da [1].
3.3.3 Difetti di Linea e Guide d’Onda
Se invece di rimuovere una colonna (o un buco) in un cristallo, si modifica una sequenza
di celle che giacciono su una retta (ad esempio rimuovendo una fila di colonne o di buchi,
rimuovendone uno ogni n, variandone le dimensioni o il materiale), otteniamo un difetto
lineare.
La luce che si muove dentro un tale difetto con frequenze all’interno del gap, non potendosi
propagare nel cristallo, e` confinata dentro di esso e si propaga lungo di esso.
Infatti, tale struttura ha simmetria traslazionale discreta lungo la direzione del difetto
(poniamo sia y) e continua in quella ortogonale al piano del cristallo (z). Dunque ky e kz
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sono quantita` conservate. Si considera solo il caso di kz = 0.
Dato che ky si conserva, tale struttura e` una guida d’onda (sebbene a sezione non costante,
ma periodica, a differenza di quelle trattate nell’appendice B), perche´ i modi al suo interno
si propagano indefinitamente (almeno finche´ c’e` invarianza a traslazione).
Un modo con velocita` di gruppo vg = ∂ω/∂ky > 0 si muove in avanti. In genere, ma non
sempre, corrisponde a ky > 0. Valori opposti di ky corrispondono a modi che si propagano
nella direzione opposta (vg cambia segno). Questi 2 modi non interagiscono, avendo valori
diversi di ky.
Un modo di una guida d’onda e` caratterizzato dalla sua frequenza ω e dalla componente
longitudinale del vettore d’onda, ky. Se non esistono valori di kx tali che a (ω, kx, ky)
corrisponda un modo esteso nel cristallo, allora il modo considerato e` localizzato lungo
x. Questa e` una condizione meno stringente di quella per avere modi localizzati in difetti
di punto, che richiede che non esista alcuna combinazione (kx, ky) tale che a (ω, kx, ky)
corrisponda un modo esteso nel cristallo.
Il processo di scegliere un valore di ky e vedere se ci siano o meno modi estesi, indipen-
dentemente da kx, e` detto proiezione della struttura a bande. In fig. 3.41 si mostra un
esempio di struttura a bande proiettata.
Poiche´ c’e` localizzazione in x, ci sara` un insieme discreto di modi per un tale difetto.
Notare che in fig. 3.42 il campo e` concentrato nell’aria e non nel dielettrico, al contra-
rio delle guide d’onda tradizionali (naturalmente, se il cristallo fosse costituito da buchi
praticati in un dielettrico, il campo sarebbe confinato nel dielettrico).
Questo perche´ il modo e` guidato non col meccanismo dell’index guiding, ma grazie alla
presenza del gap nel cristallo fotonico, per cui non importa che materiale ci sia nel core
della guida, visto che, a quella ω e ky, il campo e` evanescente nel cristallo.
Ovviamente, e` possibile fare un difetto largo piu` di una fila, anche con larghezze che
non siano multipli della costante reticolare (si puo` stringere o allargare la guida se
si vuole propagazione monomodale o se si vuol permettere la presenza di piu` modi,
rispettivamente).
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Figura 3.41: Struttura a bande proiettata del difetto lineare (nel riquadro), formato rimuovendo una fila
di colonne. I modi estesi del cristallo sono le regioni continue in blu, il gap e` la regione in giallo. La curva
rossa corrisponde ad un modo localizzato del difetto. Da [1].
Figura 3.42: Distribuzione di Ez di un modo TM associato ad un difetto lineare, per ky = 0, 3(2pi/a). Le
colonne sono mostrate come cerchi verdi tratteggiati. Notare come il campo sia concentrato nell’aria e
non nel dielettrico, contrariamente alle guide d’onda tradizionali. Da [1].
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3.3.4 Stati Superficiali
Un altro tipo di difetto lineare si ha quando il cristallo finisce. Tale superficie di sepa-
razione puo` essere identificata mediante la sua inclinazione (l’angolo tra la normale alla
superficie e gli assi cristallografici) e la sua terminazione (dove la superficie attraversa la
cella primitiva, ad esempio, potrebbe tagliare a meta` una colonna di dielettrico).
Consideriamo un reticolo quadrato di colonne, terminato dal piano xz, che in un caso
passa dal bordo della cella primitiva, e nell’altro dal centro.
C’e` simmetria continua rispetto a traslazioni lungo z e discreta lungo y, per cui kz e ky si
conservano, ma kx no. Comunque ci limitiamo a kz = 0.
Considerando la struttura a bande proiettata su y, abbiamo che, per un dato ky, un modo
e` localizzato lungo tale difetto se la sua frequenza e` al di sotto del cono di luce ω < c|ky|
ed e` all’esterno del continuo di modi che si estendono nel cristallo. Cio` significa che decade
sia nell’aria sia nel cristallo.
Lungo la light line ω = c ky la luce viaggia parallelamente alla superficie ed aumentare ω
con ky fissata significa aumentare kx.
Figura 3.43: Struttura a bande proiettata per una superficie x = 0, 5 a del reticolo quadrato nel reticolo.
Le zone ombreggiate indicano: trasmissione (viola, estesi nell’aria e nel cristallo); riflessi internamente
(rosa, estesi nel cristallo, ma evanescenti nell’aria; riflessi all’esterno(blu, estesi nell’aria, ma evanescenti
nel cristallo). La retta rossa e` la linea di luce. E d D stanno per Extended e Decay. Questa terminazione
non presenta stati superficiali. Da [1].
I modi di superficie non possono essere eccitati da luce che provenga dall’aria o dal
cristallo, proprio perche´ non c’e` sovrapposizione tra questi modi (quelli dell’aria stanno
nel cono di luce e quelli del cristallo al di fuori del gap). Per fare questo bisogno o
rompere la simmetria di traslazione (introducendo un angolo) o portare una sorgente
molto vicina alla superficie, in modo che la sua luce si accoppi coi modi evanescenti dello
stato superficiale.
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Figura 3.44: Struttura a bande proiettata per una superficie x = 0 a dello stesso reticolo di fig. 3.43. La
terminologia e` la stessa. In questo caso e` presente uno stato superfiale. Da [1].
Figura 3.45: Distribuzione del campo Ez associato con un modo TM localizzato sulla superficie generata
tagliando a meta` ogni colonna di dielettrico lungo la superficie di separazione. Da [1].
3.4 Cristalli Tridimensionali
Questa categoria non rientra negli scopi di questa tesi. Si riportano solo alcune figure
come esempi.
Naturalmente, tali strutture sono periodiche in tutte e 3 le dimensioni e possono pertanto
presentare un gap in ogni direzione.
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Figura 3.46: Immagine al microscopio elettronico di un cristallo di tipo “woodpile”. Da [1].
Figura 3.47: Immagine al microscopio elettronico e falsi colori di un cristallo di tipo “inverse opal”. Da
[1].
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3.5 Cristalli Fotonici Planari
I Cristalli Fotonici Planari o Photonic Crystal Slab differiscono da quelli bidimensionali
propriamente detti in quanto hanno uno spessore finito t. Si ha confinamento nella
Figura 3.48: Esempi di photonic crystal slab: (a) rod slab, (b) hole slab. Da [1].
direzione perpendicolare al piano (z) per via dell’index-guiding (una generalizzazione della
riflessione interna totale), in quanto i modi al di sotto del cono di luce non si accoppiano
col continuo di modi estesi relativi al mezzo soprastante e quindi rimangono confinati
nella lamina.
Si ha invarianza traslazionale discreta nel piano xy, quindi la componente planare del
vettore d’onda k, k‖ = (kx, ky), si conserva, ma la componente verticale kz no. Quin-
di per i diagrammi a bande, ω(k‖), e` sufficiente limitarci alla zona irriducibile di Brillouin.
Consideriamo per primo il caso in cui il mezzo sopra e sotto la lamina sia lo stesso,
cioe` si abbia simmetria per riflessione attorno al piano z = 0, passante per il centro della
lamina. Pero`, a differenza dei cristalli bidimensionali tale simmetria non vale per ogni z,
ma solo rispetto al piano mediano.
Non e` piu` possibile la divisione in modi TE (pari 6) e TM (dispari), comunque, nel piano
z = 0 un modo avra` H = Hz, mentre per uno dispari E = Ez. Per continuita`, avremo
che per |z| abbastanza piccolo o H o E sara` prevalentemente diretto lungo z (fig. 3.49).
Quindi, per lamine abbastanza sottili (spessore minore della lunghezza d’onda), e` possibile
distinguere tra modi TE-like e TM-like.
Non ci sono simmetrie di riflessione rispetto ad x o y, perche´ esse sono rotte da un k‖ 6= 0.
La struttura a bande non ha piu` un gap completo, inteso come un intervallo di frequenze
in cui - per ogni valore di k‖ - non esistono modi estesi nel cristallo. Questo perche´ le
bande che si trovano al di sopra del cono di luce sono modi estesi nell’aria e quindi non
sono confinate nel piano della lamina. Si sottolinea che la struttura a bande si ripete
periodicamente nel reticolo reciproco, incluso il cono di luce, le cui repliche avranno il
vertice in corrispondenza dei nodi di tale reticolo. Un esempio della struttura a bande e`
mostrato in fig. 3.50.
Una conseguenza di cio` e` che adesso le bande sono in numero finito, mentre i cristalli
bidimensionali ne hanno infinite (anche se sono le prime ad essere piu` significative).
6La parita` e` riferita ad E, che e` un vettore polare, e non ad H, pseudovettore.
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Figura 3.49: Illustrazione schematica delle linee di campo di E in una lamina dielettrica sottile (ombreg-
giata in grigio), con un piano di simmetria in z = 0. I modi che risultano pari rispetto alla riflessione
sono detti TE-like, e hanno le linee di campo di E prevalentemente parallele al piano xy (esattamente
in z = 0). Quelli dispari sono detti TM-like, con E prevalentemente diretto lungo z (esattamente in
z = 0). Da [1].
Figura 3.50: Diagrammi a bande per i Photonic Crystal Slab di fig. 3.48, sospesi in aria. La figura di
sinistra e` relativa ad un rod slab, quella di destra ad un hole slab. L’area ombreggiata in blu e` il cono
di luce, che corrisponde a modi estesi in aria. I modi guidati, localizzati nella lamina, sono sotto di esso.
Le curve blu indicano bande TM-like, le rosse le TE-like. Notare come le rod slab abbiano un gap per i
modi TM-like, e le hole slab per i TE-like. Da [1].
3.5.1 Spessore Ottimale
Si potrebbe pensare, pensando ai cristalli bidimensionali, che la situazione migliore sia
di avere una membrana (o delle colonne, nel caso duale) di dielettrico quanto piu` spessa
possibile. In realta` c’e` uno spessore ottimale che massimizza il gap.
Infatti, se lo spessore e` troppo piccolo, avremo che il modo sara` confinato male lungo
z, le code evanescenti del campo nell’aria decadranno molto lentamente, cioe` il modo
sara` collocato poco sotto il cono di luce nel diagramma di dispersione. La differenza di
frequenze tra la prima banda ed il cono di luce sara` insufficiente a dare un gap signifi-
cativo. Intuitivamente, la struttura e` troppo sottile perche´ il campo possa percepirne la
periodicita`.
81
Al contrario, se la lamina e` troppo spessa, anche se il gap nel modo guidato fondamentale
- privo di nodi - e` molto vicino a quello del sistema bidimensionale, avremo altri modi
lungo z (i modi d’ordine superiore di una slab waveguide, approssimativamente), con piu`
nodi. Ci aspettiamo che modi superiori con lo stesso profilo planare di quelli nella banda
dielettrica abbiano frequenza maggiore, quindi l’ampiezza del gap diminuisce.
Lo spessore ottimale deve dunque essere tale da avere un buon confinamento verticale,
ma monomodale. Ci aspettiamo che sia nell’ordine di mezza lunghezza d’onda, in modo
da avere solo una cresta e nessun nodo. Naturalmente, tale lunghezza d’onda e` intermedia
tra quella nel materiale di cui e` fatta la lamina (o le colonne) e quella nell’aria, e deriva
da una qualche media del profilo (r).
Figura 3.51: Estensione (gap/mid-gap ratio) del gap dei modi guidati della rod ed hole slab, in funzione
dello spessore, espresso come frazione della costante reticolare a. La prima ha un gap per i modi TM-
like, la seconda per i TE-like. Al crescere dello spessore, inizialmente il gap aumenta, tendendo a quello
del cristallo bidimensionale, ma poi, quando si innescano i modi di ordine superiore lungo z, inizia
bruscamente a diminuire. Da [1].
La lunghezza d’onda efficace dei modi TE-like e` determinata principalmente dal mate-
riale con permittivita` maggiore, mentre per i TM-like, la eff e` piu` vicina a quella del
materiale con permittivita` minore.
Questo spiega perche´, in fig. 3.51 il gap della hole slab raggiunga il suo massimo per uno
spessore minore di quanto accada per la rod slab.
Comunque, l’ampiezza del gap non e` un fattore critico nelle applicazioni.
3.5.2 Difetti di linea
Come gia` visto, introducendo un difetto di linea, possiamo innescare un modo che si
propaga nella guida d’onda risultante. Adesso pero` la localizzazione si basa sul gap per
il confinamento nel piano in cui si ha periodicita` e sull’index guiding per il confinamento
nella direzione verticale.
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Quindi, un modo della guida non solo deve stare nel gap della struttura a bande pro-
iettata, ma anche al di sotto del cono di luce. Anche se il gap e` incompleto, esistono
comunque modi guidati, perche´ kx si conserva.
Ad esempio, se si forma un tale difetto diminuendo il raggio di una fila di colonne in una
rod slab, si hanno modi guidati solo se tale raggio e` al di sopra di un certo valore e non si
puo` ottenere una guida rimuovendo completamente una fila di colonne, come mostrato in
fig. 3.52. Cos`ı facendo si alza la frequenza di un modo, portandolo all’interno del gap.
Figura 3.52: Diagramma a bande proiettato, in funzione del vettore d’onda kx, per i modi TM-like di una
guida lineare nella rod slab mostrata nel riquadro, formata riducendo il raggio di una fila di colonnine.
Le regioni in blu sotto la linea di luce sono i modi estesi nel cristallo.Le colonne del cristallo hanno raggio
r = 0, 2a. Per r/a < 0, 1 la banda finisce nel continuo dei modi della air band. Da [1].
Si puo` anche fare il contrario, abbassando la frequenza di un modo che prima stava
sopra al gap.
Questo si fa nelle hole slab rimuovendo (o restringendo) dei buchi. Il difetto prodotto
rimuovendo una fila di buchi e` detto W1 (sara` si interesse nel corso del progetto); se si
rimuovono n file il difetto si dice Wn.
Oltre ai modi guidati all’interno del gap, abbiamo anche delle bande che stanno sotto i
modi estesi nel cristallo, che sono detti index-guided.
Poiche´ tutti i modi guidati sono TE-like e fondamentali (non hanno nodi) lungo z, pos-
siamo visualizzarli mediante il grafico di Hz(z = 0) (fig. 3.56). Dato che il sistema e`
invariante a riflessioni attorno al piano y = 0, possiamo distinguere tali modi in pari e
dispari (riferendoci ad E).
Notiamo un comportamento strano dei modi della seconda banda: essi cambiano di pa-
rita`. Cio` e` conseguenza di un fenomeno detto anti-crossing : due bande che avrebbero
dovuto incrociarsi interagiscono, e si respingono.
Possiamo spiegare la cosa allo stesso modo di quanto fatto in fig. 3.11 per spiegare l’origi-
ne del gap : partiamo da una slab waveguide (quindi priva di periodicita`) e disegniamo il
suo diagramma di dispersione, limitandoci pero` alla Zona di Brillouin e ripiegando i rami
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Figura 3.53: Diagrammi a bande proiettati per due guide d’onda con stessa sezione (reticolo triangolare
di colonne con  = 12). La curva rossa e` la banda della guida d’onda, le zone blu sono i modi estesi nel
cristallo, quella azzurra il cono di luce, la gialla il gap. La figura di sinistra si riferisce ad un cristallo
bidimensionale (uniforme in z, con kz = 0), per modi TM; quella di destra ad una rod slab (spessa 2 a)
sospesa in aria. In questo caso c’e` un modo debolmente guidato vicino al bordo della zone di Brillouin.
Da [1].
delle curve di dispersione che escono da essa. Avremo quindi che una banda interseca
l’altra. Introducendo la periodicita`, avremo che il modo al bordo della zona si divide in 2
modi a frequenza diversa (a seconda che E sia piu` intenso nell’aria o nel dielettrico), ma
la stessa cosa vale anche per i punti d’intersezione : le bande si respingono. Solo che ora
due bande con parita` diversa si fondono in una coppia di bande ibride, in cui la parita`
cambia con kx.
3.5.2.1 Dispersione
Da fig. 3.54 notiamo che le curve di dispersione dei modi guidati tendono ad appiattirsi
verso il bordo della Zona di Brillouin. Questo significa che la velocita` di gruppo dei modi
corrispondenti e` molto bassa, percio` questo tratto delle bande e` detto di slow light.



















indica quanto velocemente si allarghera` (nel senso della durata temporale) un impulso
inviato nella guida.
Vicino al bordo della zona tale parametro diverge. Cio` puo` essere utile in applicazioni
in cui si vogliano aumentare le non-linearita` ottiche, ma per la trasmissione di segnali e`
totalmente controindicata, perche´ distorcerebbe fortemente il segnale. Per la trasmissione
di segnali si deve usare un intervallo di kx in cui la banda e` pressoche´ lineare, ossia la
velocita` di gruppo e` costante e la dispersione nulla.
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Figura 3.54: Diagramma a bande proiettato per i modi TE-like di un difetto W1 in una hole slab
(riquadro). Le zone brune indicano i modi estesi nel cristallo, la blu quelli nell’aria, la rosa il gap. I modi
sono classificati come pari o dispari rispetto alla riflessione attorno al piano y = 0. Da [1].
Figura 3.55: Schema dell’anti-crossing che si verifica quando si introduce la periodicita` in una guida
dielettrica planare inizialmente omogenea. Il modo fondamentale (verde) viene ripiegato in corrispondenza
del bordo della zona di Brillouin, quindi ne incrocia uno di ordine superiore (rosso). La periodicita` genera
un gap al bordo della zona, ma fa anche interagire le bande nel loro punto d’intersezione, dividendole in
due bande ibride.
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Figura 3.56: Distribuzione di Hz per la guida W1. Le lettere corrispondono ai punti in fig. 3.54. Notare
che i modi indicati con (c) e (d), anche se appartengono alla stessa banda, hanno diversa parita` in y,
corrispondente ad un anti-crossing. Da [1].
3.5.2.2 Effetto del Substrato
Se invece di membrane sospese in aria si considerano photonic crystal slab fabbricate su
un substrato come silice o allumina, che hanno indici di rifrazione di 1,5-2, abbiamo 2
effetti negativi.
In primo luogo, il maggior indice di rifrazione del substrato produce una light-line meno
inclinata (ω = ck/nsub), il che restringe ulteriormente l’intervallo di k‖ (o di kx) in cui si
ha un gap. Quindi si possono avere perdite radiative verso il substrato.
Il secondo effetto del substrato e` di rompere la simmetria attorno al piano z = 0.
Di conseguenza, non e` piu` possibile la suddivisione tra modi TE-like e TM-like. Essi
interagiranno e non ci sara` piu` un gap per una sola polarizzazione. Quindi, i modi della
guida, che in una membrana sospesa sono confinati dal gap ora sono leaky, perche´ un
modo TE-like, che prima era confinato nella guida, ora si accoppiera` ai modi TM-like
estesi nel cristallo (e viceversa) e quindi il modo irraggera` lateralmente.
Naturalmente, si possono contenere le perdite usando substrati con permittivita` abba-
stanza bassa ( ≈ 2), oppure si possono incidere i buchi anche nel substrato (monorail),
facendo in modo che esso sia prevalentemente composto d’aria ed influisca poco sul cono
di luce (che pero` non e` piu` delimitato da un cono, perche´ il substrato e` un materiale non
omogeneo e quindi avra` una relazione di dispersione complicata).
Si puo` ripristinare la simmetria in z ricoprendo la lamina con uno strato dello stesso
materiale del substrato, ma allora avremo perdite radiative piu` intense, perche´ i modi
all’interno del cono di luce irraggeranno sia sopra sia sotto la lamina. Questo perche´ si
aumenta la permittivita` media della struttura e con essa la densita` locale di stati radiativi.
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3.5.2.3 Disordine
Anche in assenza del substrato, ci saranno comunque delle non idealita`. La prima e` dovuta
all’assorbimento del materiale. La seconda al fatto che la fabbricazione e` imperfetta,
percio` non si ha perfetta invarianza traslazionale (buchi o colonne non saranno tutti delle
stesse dimensioni e piazzati dove dovrebbero). Lo scattering risultante puo` far accoppiare
modi guidati con diversi valori di kx, anche opposti (causando quindi riflessioni).
3.5.3 Difetti di Punto e Cavita`
Dato che il gap e` incompleto per via del cono di luce, gli stati localizzati sono modi leaky
o risonanze, con perdite radiative intrinseche nella direzione verticale.
Dato che un difetto rompe la periodicita` del cristallo, k non si conserva, ossia, mentre
prima un modo aveva un k ben definito, ora, per via del confinamento, il modo della
cavita` e` dato dalla sovrapposizione di modi con diversi valori di k. Alcuni di questi modi
sono nel cono di luce, il che causa perdite radiative. Per la proprieta` della trasformata di
Fourier, piu` un modo e` localizzato nello spazio, piu` la sua trasformata sara` delocalizzata
nello spazio reciproco e le componenti nel cono di luce (e quindi le perdite radiative)
diventano piu` significative quanto piu` il modo e` localizzato.
3.5.3.1 Fattore di Qualita`
I modi delle cavita` risonanti decadono lentamente, il che equivale a dire che la loro fre-
quenza e` un numero complesso, dove la parte immaginaria corrisponde ad un decadimento
esponenziale:
ωc = ω0 − iγ/2 (3.99)
Propriamente tali modi non sono autofunzioni delle Equazioni di Maxwell, perche´, come
dimostrato in 3.1.1, con dielettrici privi di perdite gli autovalori sono reali. Infatti, i
modi della cavita` sono dati dalla sovrapposizione di modi estesi, tutti con ω reale, e tale
sovrapposizione puo` essere approssimata molto bene da un’esponenziale decrescente.
Dato che il campo decade come e−γt/2, l’energia dentro la cavita` decade come e−γt.
Grazie all’invarianza di scala, invece di usare γ per caratterizzare una cavita`, possiamo













Dove P e` l’energia persa nell’unita` di tempo e U l’energia immagazzinata nella ca-
vita`. Ha anche il significato di banda frazionale del picco associato alla risonanza, che e`
Lorentziano. Infatti, la trasformata del campo della cavita` e`
F {Aei ω0t e−γt/2 u(t)} = A ∫ +∞
0
e(i ω0−γ/2)t e−iωtdt =
A
γ/2 + i(ω − ω0) (3.102)
ed il suo modulo quadro e` :
A2
(ω − ω0)2 + (γ/2)2
=
A2
(ω − ω0)2 + (ω0/2Q)2
(3.103)
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Inoltre, si puo` interpretare Q come un tempo di vita normalizzato, cioe` il numero di
oscillazioni compiute dal campo prima che U sia diminuita di un fattore e−2pi.
Se una risonanza ha piu` di un meccanismo di decadimento, e` utile definire un Q per














Generalmente queste perdite sono quelle radiative e quelle nel piano. E` evidente da
3.104 che e` inutile aumentare piu` di tanto Qp, se Qr rimane basso: le perdite nel piano
saranno molto piccole rispetto a quelle radiative, che costituiranno la quasi totalita` delle
perdite, per cui Q ≈ Qr.
In dispositivi come filtri, et c. si accoppia una cavita` ad una o piu` guide d’onda e quindi
si introduce una perdita. Comunque, si vorrebbe che la cavita` perda quasi esclusivamente
nella cavita` e che non ci siano perdite indesiderate. Per cui si cerca di ottenere Qr il piu`
grandi possibile. Di seguito si mostrano alcuni metodi per farlo.
3.5.3.2 Delocalizzazione
In genere si puo` sacrificare la localizzazione per avere minori perdite radiative. Ad
esempio, in un risonatore ad anello, aumentando il raggio (cioe` diminuendo la curva-
tura) le perdite radiative diminuiscono (e` stato mostrato da Marcatili che Qr aumenta
esponenzialmente col raggio).
Tuttavia, non e` praticabile di aumentare piu` di tanto le dimensioni del dispositivo.
In primo luogo per via dell’ingombro e della limitata miniaturizzazione. Inoltre, un mag-
gior volume modale significa necessita` di maggiore potenza di alimentazione.
Infine, aumentando le dimensioni della cavita` la distanza in frequenza tra un modo e il
successivo (free spectral range) diminuisce.
Nel nostro caso, possiamo rendere il difetto piu` esteso (e quindi con un maggior numero
di modi), oppure renderlo piu` debole riducendo il contrasto dielettrico rispetto al resto
della lamina.
Ad esempio, se diminuiamo di una piccola ∆ la permittivita` di una colonna in una rod
slab, ci attendiamo di aumentare di ∆ω la frequenza di un modo di monopolo che si
trovava sotto al gap.
Sappiamo che i modi evanescenti sono tanto piu` localizzati quanto piu` la loro frequenza
e` al centro del gap. Quindi, visto che vogliamo una debole localizzazione, ci aspettiamo
di ottenere Qr maggiori con ∆ω minori.
Per aumentare la delocalizzazione a parita` di ∆ω, possiamo variare di ∆ non solo una
colonna, ma anche le sue vicine.
La Qr aumenta con la delocalizzazione nel piano xy perche´ il modo assomiglia di piu`
ai modi estesi del cristallo fotonico, che sono guidati verticalmente, e quindi le perdite
radiative derivano solo dalla piccola parte del campo che subisce scattering dal difetto ∆.
Equivalentemente, se si allarga il profilo del campo nello spazio reale, la sua trasformata
sara` piu` localizzata nello spazio reciproco e quindi le componenti nel cono di luce saranno
molto piccole.
Dal punto di vista pratico, basta una modesta delocalizzazione per avere grandi aumenti
di Qr. L’aumento del volume modale e` modesto, per cui lo svantaggio e` principalmente
il minor free spectral range.
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Figura 3.57: Distribuzione di Ez per un modo risonante a monopolo in una rod slab (le colonne di
dielettrico sono in verde), formato riducendo da  = 12 ad  = 9 la permettivita` della colonna centrale e
delle sue prime vicine. Il modo decade esponenzialmente nella slab, ma irraggia verticalmente. Da [1].
Figura 3.58: Tempo di vita radiativo Qr, per i modi della cavita` risonante nella rod slab, in funzione
della ∆ω rispetto al fondo del gap, su scala bilogaritmica. Avvicinandosi al fondo del gap il modo e` piu`
delocalizzato nel piano e Qr aumenta. La curva nera si riferisce ad una cavita` formata variando la  di
una sola colonna, la rossa a 5 colonne. Da [1].
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3.5.3.3 Cancellazione
Spesso, si puo` aumentare notevolmente Qr senza aumentare il volume modale o dimi-
nuire il free spectral range, ottimizzando alcuni parametri strutturali. Normalmente il
meccanismo fisico e` la cancellazione: si elimina la componente principale della radiazione
producendo campi irraggiati di segno opposto.
Il campo irradiato si puo` espandere in multipoli, visto che la sorgente e` localizzata. La
potenza irraggiata e` la somma delle potenze dei vari schemi di radiazione, senza termini
misti.
Figura 3.59: Illustrazione dell’espansione in multipoli: il campo emesso da una sorgente localizzata e`
espresso come una somma di termini di dipolo, quadripolo, esapolo, et c., che corrispondono ad armoniche
sferiche. Ci sono spesso vari termini dello stesso tipo, ad esempi dipoli con diverse orientazioni. Da [1].
Se si riesce ad eliminare il termine dominante del campo irradiato (in genere quello di
dipolo), allora Qr aumentera` significativamente.
Il vantaggio sta nel fatto che il campo nella cavita` cambia poco e non e` necessario limi-
tarsi ai bordi del gap, ma il modo puo` avere una frequenza ben all’interno del gap, il che
significa una buona localizzazione.
Per visualizzare questo fenomeno si puo` fare la trasformata di Fourier dalla componente
planare del campo elettrico, ottenendo cos`ı la distribuzione di k‖ (fig. ??). Geometrica-
mente, cio` equivale a tracciare un piano ω = ω0 nel diagramma di dispersione. L’interse-
zione di tale piano col cono di luce produrra` un cerchio centrato nell’origine di tale piano.
Se le componenti principali della trasformata sono abbastanza al di fuori di tale cerchio,
allora le perdite radiative saranno basse.
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Figura 3.60: Aumento di Qr, dovuto alla cancellazione del momento di multipolo di ordine minore nella
cavita` bidimensionale formata aumentando il raggio di una colonna di dielettrico in una fila. C’e` un picco
marcato di Qr, all’interno del gap e il campo di radiazione corrispondente (b) mostra 2 piani nodali in
piu` rispetto a quello di dipolo proprio di modi lontani dal picco (a e c). La scala di colori e` saturata per
evidenziare il campo irradiato. Da [1].
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Figura 3.61: Cancellazione del momento di dipolo in una hole slab con un difetto formato aumentando  e
variando di p la larghezza di una fila di buchi. Notare come Qr vari di 10 volte con una piccola variazione
della frequenza. In basso sono mostrate le distribuzioni di Sz corrispondenti ai 3 punti cerchiati. Notare
come in corrispondenza del picco il campo di radiazione abbia uno schema a quadripolo, mentre lontano
e` a dipolo. Da [1].
Figura 3.62: Trasformata di Fourier del
profilo di E nel piano z = 0. Le com-
ponenti piu` significative (rosso) sono ben
fuori dal cono di luce, quindi ci saranno
poche perdite radiative. Da [10].
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3.6 Filtri
Il dispositivo realizzabile con cristalli fotonici che e` d’interesse per questa tesi e` un filtro
passa banda, composto da una cavita` accoppiata a due guide d’onda e separata da essa
tramite un certo numero di buchi o colonne.
Figura 3.63: Filtro costituito dalla giunzione di una cavita` con due guide d’onda, in un cristallo di colonne
di dielettrico. Si mostra la distribuzione di Ez lontano e alla frequenza di risonanza. Da [1].
3.6.1 Temporal Coupled-Mode Theory
Con questa teoria si descrive un sistema come un insieme di componenti ideali (ad esempio,
guide d’onda e cavita` isolate), che vengono perturbate o accoppiate in qualche maniera.
Si usano principi generali come la conservazione dell’energia.
Gli elementi di base sono i modi localizzati (cavita` risonanti) o propaganti (guide d’onda).
Si ottiene una descrizione universale di alcune classi di dispositivi. I risultati contengono
parametri come le frequenze di risonanza, i tempi di decadimento, et c., che dipendono
dalla geometria del componente e vanno determinati a parte.
L’assunzione di base e` che le interazioni tra i vari elementi siano deboli e dunque non
cambino i loro parametri.
Vogliamo descrivere l’accoppiamento della cavita` con le guide. Facciamo 5 assunzioni






• invarianza ad inversioni temporali.
Supponiamo che i campi nella cavita` siano proporzionali ad una quantita` A, infatti
l’equazione agli autovalori determina la distribuzione del campo, a meno di un’ampiezza
complessa, che e` determinata dall’energia. Per cui definiamo A in modo che |A|2 sia
l’energia elettromagnetica contenuta nella cavita`.
Esprimiamo i campi nelle guide come una somma di onde in ingresso e in uscita, che
sono anch’essi definiti a meno di una costante complessa sl±, dove sl+ e` l’ampiezza del
modo della guida che si muove verso la cavita`, sl− di quello che se ne allontana. Visto che
le costanti sono arbitrarie, le scegliamo in modo che |sl±|2 sia la potenza dei modi delle
guide. Piu` precisamente, si normalizza sl±(t) in modo la sua trasformata di Fourier Sl±(ω)
sia tale che |Sl±|2 sia la potenza per unita` di frequenza alla frequenza ω. Questo perche´ il
campo della guida non e` determinato da una sola ampiezza scalare : la distribuzione dei
campi dipende dalla frequenza. Tuttavia, possiamo ignorare questo particolare, perche´
studiamo la risposta ad una sola frequenza o comunque a frequenze vicine alla risonanza.
Considerando la sola cavita`, senza scambi di energia con le guide, abbiamo, per via
dell’ipotesi di accoppiamento debole, che il campo al suo interno decade esponenzialmente
con vita τ .
Euristicamente si puo` dire che, se il modo decade molto poco in un periodo, allora e`
come se appartenessa ad una cavita` priva di perdite. C’e` una distribuzione del campo
proporzionale ad A e il flusso di energia, ReE∗ ×H/2, e` proporzionale all’energia, |A|2.
Quindi la velocita` con cui si perde energia e` proporzionale all’energia stessa, e quindi si
ha un decadimento esponenziale. Chiediamo che sia τ  2pi/ω, o Q = ω0τ/2  pi (la
teoria trattata e` pressoche´ esatta per Q > 30 e qualitativamente accurata anche per valori
minori).
Se la cavita` ha 2 meccanismi di perdita, con tempi di decadimento τ1 e τ2, allora il









Includiamo ora le guide. L’energia in ingresso sl+ puo` finire nella cavita` o essere riflessa
in sl−. Anche l’energia proveniente della cavita` finisce in sl−.
Le equazioni lineari, tempo invarianti piu` generali che collegano tali quantita`, assumendo
che l’accoppiamento sia debole (ossia che dA/dt dipenda solo da sl+ per una costante e







+ α1 s1+ + α2 s2+ (3.105a)
sl− = βl sl+ + γl A (3.105b)
Le costanti αl, γl rappresentano l’interazione tra la cavita` e la guida, mentre βl e` un
coefficiente di riflessione.
Usando la conservazione dell’energia, nel limite di τ2 →∞ (cioe` la cavita` e` disaccoppiata
dalla guida 2) e supponendo che s1+ = s2+ = 0 (assenza di potenza incidente), abbiamo
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che il modo della cavita` decade esponenzialmente come
A(t) = Ae−iω0t−t/τ1
quindi la sua energia |A|2 diminuisce.







|A|2 = |s1−|2 = |γ1|2|A|2 (3.106)
Quindi |γ1|2 = 2/τ1 e, essendo arbitraria la fase di s1−, possiamo scegliere γ1 =
√
2/τ1.
Si ottiene un risultato analogo per γ2.
Anche con τ1 e τ2 finiti il risultato e` valido, perche´ le guide non si influenzano a vicenda:
essendo γ1 piccolo, ogni sua variazione dovuta a 1/τ2 (a sua volta piccolo) sara` un termine
del secondo ordine o superiore.
Per la conservazione dell’energia, abbiamo in ogni caso che:
2
τ
= |γ1|2 + |γ2|2 (3.107)
Le costanti αl e βl si possono determinare sfruttando la simmetria rispetto ad inversioni
temporali: se con sl+ = 0 il modo della cavita` decade e i campi in uscita sono dati da
sl− =
√
2/τl A, allora anche la situazione ottenuta facendo evolvere all’indietro questa
soluzione (e coniugando, per mantenere un fattore e−i ω0t) e` una soluzione valida.
Ossia, abbiamo una soluzione del tipo A(t) = A(0)e−iω0tet/τ , con campi in ingresso sl+ =√
2/τl A e campi in uscita nulli sl− = 0.
Sostituendo nella 3.105b, otteniamo βl = −1 (anche se il segno meno non e` necessario,
visto che la fase e` arbitraria), quindi, per τl →∞ la riflessione e` totale.
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√




















Siamo interessati allo spettro di trasmissione T (ω) = |s2−|2/|s1+|2, in assenza di segnale
dalla guida 2 (s2+ = 0). Dato che il sistema e` lineare, la frequenza si conserva; quindi, se
il segnale in ingresso oscilla a frequenza ω fissata, anche il campo nel dispositivo oscillera`
a tale frequenza.





















Figura 3.64: Schema a blocchi dei componenti di un filtro: due guide monomodali, con ampiezze sl±,
tali che |sl±|2 sia la potenza del modo; una cavita` risonante monomodale con ampiezza A tale che A2 sia
l’energia nella cavita`. Non si sono inclusi fenomeni come perdite radiative o assorbimento. Da [1].


































































Lo spettro di trasmissione ha un picco Lorentziano, e si puo` verificare facilmente che
T (ω) + R(ω) = 1. Inoltre, R(ω) ≈ 1 per frequenze molto lontane da ω0, in modo che
|ω − ω0|  |1/τ1 + 1/τ2|.
Notiamo che T (ω0) = 1 solo se τ1 = τ2, cioe` se la cavita` perde nelle due guide con
velocita` uguali. Questa condizione e` assicurata dalla simmetria della struttura. In questo
caso R(ω0) = 0. Ci sono 2 fonti per l’onda regressiva: la riflessione dell’onda progressiva e
la potenza persa dalla cavita` nella guida. Alla frequenza di risonanza questi due contributi
si elidono.
Poiche´ τ1 = τ2, allora 1/τ = 1/τ1 + 1/τ2 = 2/τ1, quindi Q = ω0τ/2 = ω0τ1/4. E` comodo
esprimere la trasmissione in funzione del fattore di qualita`:
T (ω) =
4/τ 21

















Quindi, la banda frazionale ∆ω a meta` massimo (T = 0, 5) e` 1/Q. Lo spettro di trasmis-
sione ottenuto da questa equazione (che richiede solo la conoscenza di ω0 e Q) e´ pressoche´
indistinguibile da quello ottenuto con simulazioni numeriche, se Q > 30.
In sintesi, le condizioni per avere un filtro passa banda con un picco di trasmissione del
100% sono che il sistema sia simmetrico, monomodale e privo di perdite.
3.6.1.2 Perdite Radiative
Ora abbiamo un nuovo meccanismo di perdita, perche´ il modo della cavita` irraggia
nell’aria circostante con un tempo di vita τr, collegato al fattore di qualita` radiativo
Qr = ω0τr/2. Quindi nell’equazione 3.109a comparira` il termine −A/τr. Questo termine
non influenza gli altri parametri e lo si puo` spiegare con due ragionamenti equivalenti. Il
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Figura 3.65: Schema a blocchi del filtro, includendo le perdite radiative. Da [1].
primo e` di considerare le perdite radiative come un’altra porta d’uscita accoppiata alla
cavita`, questo perche´ il modo della cavita` irraggia con un diagramma di radiazione defi-
nito e quindi il campo irraggiato si puo` individuare con una sola costante, come il modo
di una guida monomodale.
Il secondo e` basarsi sull’ipotesi di accoppiamento debole, ossia che le perdite radiative
siano piccole (Qr  1). In questo caso possiamo trascurare gli effetti di τr su τl o sulle
costanti di accoppiamento tra A e sl±. Quindi, la 3.109a diventa:
dA
dt














Consideriamo ancora il caso di guide simmetriche (τ1 = τ2) ed indichiamo con 1/τw =
1/τ1 + 1/τ2 = 2/τ1 la velocita` complessiva di decadimento verso le guide e il relativo


















































∣∣∣∣−1/τr + i(ω − ω0)21/τ + i(ω0 − ω)
∣∣∣∣2
(3.115)
che e` un picco Lorentziano con larghezza frazionale a meta` massimo di 1/Q. La trasmis-
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Dove l’ultimo passaggio e` valido nel caso in cui Qr  Qw (che implica Q ≈ Qw). La
trasmissione e` pressoche´ totale se Qr  Qw, cioe` quando il modo della cavita` decade piu`
velocemente verso la guida piuttosto che nell’aria, il che conferma quanto detto in 3.5.3.
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L’energia che non viene trasmessa e` principalmente irraggiata (2Q/Qr), ma una pic-
cola parte ((Q/Qr)
2  2Q/Qr)finisce come onda regressiva , perche´ non si ha piu` la
cancellazione tra l’onda progressiva riflessa e le perdite della cavita`.







R(ω0) ≈ 1− 2 Qr
Qw
≈ 1− 2 Q
Qw
(3.117)
Nel caso di Qw → ∞, R(ω) → 1 e T (ω) → 0. In realta` ci sono delle perdite radiative
anche nella riflessione, perche´ la fila di buchi/colonne che separa la cavita` dalla guida, per
quanto lunga, rompe l’invarianza a traslazione e il gap incompleto che ne risulta permette
alla luce incidente di accoppiarsi coi modi radiativi nel cono di luce. Si puo` limitare questo





Queste simulazioni sono state fatte interamente con l’interfaccia grafica di COMSOL 3.5a.
4.1 Elementi Finiti
Il programma di simulazione usato, COMSOL 3.5a, usa il Metodo agli Elementi Finiti.
Il dominio in cui viene risolto il problema e` diviso, tramite la generazione della mesh,
in domini piu` piccoli , detti appunto elementi finiti, la cui forma e` prescritta (ad esempio
tetraedri o esaedri in 3D, triangoli o quadrilateri in 2D).
Ad ogni elemento si associa una funzione di forma (generalmente un polinomio, di cui si
puo` scegliere il grado, e i cui coefficienti sono incogniti e da determinare). Le funzioni
di forma hanno la stessa espressione matematica, solo che ad esse viene applicata una
traslazione in modo da essere centrate sull’elemento finito corrispondente.
Rispetto ad altri metodi come quello alle Differenze Finite, nel quale la soluzione e` nota
solo nei nodi della mesh utilizzata e va quindi interpolata, questo metodo produce una
soluzione continua e nota in ogni punto del dominio.
Infatti, la soluzione del problema viene espressa come combinazione lineare delle funzioni
di forma e cio` che si calcola sono i coefficienti dei vari polinomi. La strategia e` di ottenere
una soluzione che fornisca il minimo errore su tutto il dominio, per cui non e` detto che in
una dato punto il valore della soluzione sia quello esatto.
Per maggiori dettagli si rimanda a [19] e [21].
4.2 Diagrammi a Bande
Si sono ricavati i diagrammi a bande di un cristallo fotonico con reticolo triangolare. Per
il GaAs si e` usato un indice di rifrazione di 3,5 ed un rapporto r/a = 0, 35. Si possono
replicare tali simulazioni seguendo [15, pag. 239], tranne che quell’esempio e` riferito al
caso piu` semplice di un reticolo quadrato.
Tuttavia, COMSOL non e` lo strumento ideale per questo compito: esistono programmi
dedicati (MPB), che pero` sono lunghi da apprendere.



















Per la loro definizione i vettori primitivi del reticolo reciproco sono ortogonali a quelli del
reticolo reale con indice diverso. Infatti, visto che ~a3 e` ortogonale al piano, il numeratore
delle espressioni considerate e` ortogonale ad ~ai.
~b1 = 2pi
a2 × a3
a1 · (a2 × a3) =
2pi
a1xa2y − a1ya2x (a2y, −a2x)
~b2 = 2pi
a3 × a1
a1 · (a2 × a3) =
2pi
a1xa2y − a1ya2x (−a1y, a1x)
(4.2)








Figura 4.1: Cella primitiva del reticolo e prima zona di Brillouin. Sono indicati i vettori primitivi del
reticolo reale e reciproco e i punti notevoli della zona di Brillouin.
Si e` ottenuto il seguente diagramma a bande (che e` stato disegnato con MATLAB) di
fig., dopo aver normalizzato le frequenze.
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Figura 4.2: Diagramma a bande per un cristallo fotonico a reticolo triangolare con nGaAs = 3, 5, r/a =
0, 35. Si confronti con fig. 3.34.
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Figura 4.3: Distribuzione di Hz in k = 0, 1 b1
(ΓM), per la banda D1, con una scala di colori
non bilanciata.
Figura 4.4: Distribuzione di Hz in k = 0, 1 b1
(ΓM), per la banda D1, con una scala di colori
bilanciata.
Figura 4.5: Distribuzione di Hz in k = 0, 1 b3
(ΓM), per la banda D1, con una scala di colori
non bilanciata.
Figura 4.6: Distribuzione di Hz in k = 0, 3 b1
(ΓM), per la banda D1, con una scala di colori
bilanciata.
Figura 4.7: Distribuzione di Hz in k = 0, 4 b3
(ΓM), per la banda D1, con una scala di colori
bilanciata.
Figura 4.8: Distribuzione di Hz in k = 0, 5 b1
(ΓM), per la banda D1, con una scala di colori
bilanciata.
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Figura 4.9: Distribuzione di Hz in k = 0, 1·2(b1−
b2)/3 (ΓK), per la banda D1, con una scala di
colori non bilanciata.
Figura 4.10: Distribuzione di Hz in k = 0, 1 ·
2(b1−b2)/3 (ΓK), per la banda D1, con una scala
di colori bilanciata.
Figura 4.11: Distribuzione di k = 0, 3·2(b1−b2)/3
(ΓK), per la banda D1, con una scala di colori
non bilanciata.
Figura 4.12: Distribuzione di Hz in k = 0, 3 ·
2(b1−b2)/3 (ΓK), per la banda D1, con una scala
di colori bilanciata.
Figura 4.13: Distribuzione di Hz in k = 0, 4 ·
2(b1−b2)/3 (ΓK), per la banda D1, con una scala
di colori bilanciata.
Figura 4.14: Distribuzione di Hz in k = 0, 4 ·
2(b1−b2)/3 (ΓK), per la banda D1, con una scala
di colori bilanciata.
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Figura 4.15: Distribuzione di Hz in k = 0, 45 ·
2(b1−b2)/3 (ΓK), per la banda D1, con una scala
di colori non bilanciata.
Figura 4.16: Distribuzione di Hz in k = 0, 5 ·
2(b1−b2)/3 (ΓK), per la banda D1, con una scala
di colori non bilanciata.
Figura 4.17: Distribuzione di Hz in k = 0, 5 ·
2(b1−b2)/3 (ΓK), per la banda D1, con una scala
di colori bilanciata.
Figura 4.18: Distribuzione di Hz in k = (b1 +
b2)/2 + 0, 2 · (b1 − b2)/3 (MK), per la banda D1,
con una scala di colori bilanciata.
Figura 4.19: Distribuzione di Hz in k = (b1 +
b2)/2 + 0, 4 · (b1 − b2)/3 (MK), per la banda D1,
con una scala di colori bilanciata.
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Figura 4.20: Distribuzione di Hz in k = 0 b1
(ΓM), per la banda A1.
Figura 4.21: Distribuzione di Hz in k = 0, 2 b1
(ΓM), per la banda A1.
Figura 4.22: Distribuzione di Hz in k = 0, 25 b1
(ΓM), per la banda A1.
Figura 4.23: Distribuzione di Hz in k = 0, 3 b1
(ΓM), per la banda A1.
Figura 4.24: Distribuzione di Hz in k = 0, 35 b1
(ΓM), per la banda A1.
Figura 4.25: Distribuzione di Hz in k = 0, 5 b1
(ΓM), per la banda A1.
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Figura 4.26: Distribuzione di Hz in k = 0 · 2(b1−
b2)/3 (ΓK), per la banda A1.
Figura 4.27: Distribuzione di Hz in k = 0, 2 ·
2(b1 − b2)/3 (ΓK), per la banda A1.
Figura 4.28: Distribuzione di Hz in k = 0, 25 ·
2(b1 − b2)/3 (ΓK), per la banda A1.
Figura 4.29: Distribuzione di Hz in k = 0, 3 ·
2(b1 − b2)/3 (ΓK), per la banda A1.
Figura 4.30: Distribuzione di Hz in k = 0, 35 ·
2(b1 − b2)/3 (ΓK), per la banda A1.
Figura 4.31: Distribuzione di Hz in k = 0, 4 ·
2(b1 − b2)/3 (ΓK), per la banda A1.
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Figura 4.32: Distribuzione di Hz in k = 0, 45 ·
2(b1 − b2)/3 (ΓK), per la banda A1.
Figura 4.33: Distribuzione di Hz in k = 0, 5 ·
2(b1 − b2)/3 (ΓK), per la banda A1.
4.3 Diagrammi a bande della guida W1
Con un procedimento analogo a quello della sezione precedente (tranne che la periodicita`
e` in una sola direzione) di sono calcolati i modi e i diagrammi di dispersione della guida
W1.
I domini in alto e in basso sono PML, che assorbono lungo y. Se si pone un PML che
assorbe anche lungo x le simulazioni falliscono, perche´ si viola la periodicita`: l’onda si
attenua nel propagarsi e quindi non puo` essere periodica.
Si sono osservati fenomeni come l’anticrossing (il modo di una banda cambia di parita`),
anche se queste sono simulazioni 2D e non tengono conto del confinamento verticale.
107
Figura 4.34: Diagramma a bande per una guida W1. Il cono di luce e` mostrato solo a scopi illustrativi,
visto che il cristallo e` infinitamente spesso.
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Figura 4.35: Evoluzione dei modi della banda indicata come “index1” in fig. 4.34, al variare di kx nella
zona di Brillouin.
Figura 4.36: Evoluzione dei modi della banda indicata come “index2” in fig. 4.34, al variare di kx nella
zona di Brillouin.
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Figura 4.37: Evoluzione dei modi della banda indicata come “mode 2 PhC” in fig. 4.34, al variare di kx
nella zona di Brillouin. Si noti il cambio di parita`, derivante da un anticrossing.
Figura 4.38: Evoluzione dei modi della banda indicata come “mode 1 PhC” in fig. 4.34, al variare di kx
nella zona di Brillouin.
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Figura 4.39: Evoluzione dei modi della banda indicata come “mode 3 PhC” in fig. 4.34, al variare di kx
nella zona di Brillouin.
4.4 Trasmissione
Si e` simulato, con l’interfaccia grafica, lo spettro di trasmissione della membrana.
Tale lavoro e` una replica di quello contenuto in [12], in quanto questa tesi e` l’estensione
al caso 3D di quelle simulazioni.
Dato che le simulazioni sono in 2D, esse sono relative ad una membrana infinitamente
spessa. Per il GaAs si e` usato un indice di rifrazione pari a 3,5, anche se sarebbe stato piu`
corretto usare l’indice efficace di una slab waveguide con lo stesso spessore della membrana
(quindi, anche in caso di assenza di dispersione materiale, ci sarebbe comunque stata quella
della guida).
Le istruzioni per riprodurre tali simulazioni si possono trovare in [15, pag.116, 230] e in
[16, pag. 59-63] (per quanto riguarda le simulazioni di trasmissione usando piu` di una
porta con modi numerici).
Tali simulazioni calcolano il campo elettromagnetico 2D usando come sorgente il modo
della guida d’onda in ingresso al dispositivo. Una volta nota la distribuzione di tale campo,
calcolano i parametri S relativi al modo della guida in ingresso e a quello della guida in
uscita. Per fare cio`, e` necessario calcolare il profilo del modo della guida in uscita.
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Figura 4.40: Distribuzione del campo Hz alla frequenza di 60 THz e con r/a = 0, 25, a = 1 µm. Si noti
che il campo penetra poco nel cristallo, perche´ siamo molto vicini al gap. La direzione orizzontale (di
propagazione) e` indicata con x, la verticale con y e l’asse z e` uscente dal foglio.
Il profilo dei modi viene calcolato dal modulo Boundary Mode Analysis, prima di fare la
simulazione 2D col modulo In-Plane Waves. C’e` un’istanza del modulo Boundary Mode
Analysis per ogni porta. Probabilmente tali modi vengono calcolati solo per la frequenza
iniziale di una scansione (sweep), per cui e` possibile che i risultati per frequenze molto
lontane da quella iniziale siano inaffidabili.





















Dove Ei e` il modo della porta i (si sceglie il modo indicando attorno a quale valore
dell’indice efficace fare i calcoli). Per calcolare Sij di deve iniettare potenza nella porta j
e calcolare l’integrale sulla porta i.
Si considerano modi di guide d’onda omogenee, percio` le dimensioni lungo cui la guida
e` omogenea (naturalmente tra di esse vi e` la direzione di propagazione) non compaiono
negli integrali di (4.3). Nel nostro caso, tali integrali vengono fatti lungo la direzione
indicata come y. Per un problema tridimensionale, il dominio di tali integrali e` il piano
ortogonale all’asse della guida.
Riguardo il modulo dei parametri S, abbiamo che:
|S11| =
√
potenza riflessa dalla porta 1




potenza trasmessa alla porta 2





potenza trasmessa alla porta n
potenza incidente sulla porta 1
(4.4d)
Tali potenze vanno intese come relative alla particolare coppia di modi considerati: se
dalla porta 1 si iniettano piu` modi, allora la potenza in uscita sulle altre porte (o riflessa
dalla stessa) e` una combinazione lineare della potenza dei singoli modi della porta 1 per
i relativi parametri S. Stesso ragionamento se la potenza raccolta su una data porta e`
ripartita su piu` di un modo.
I vari modi sono normalizzati in modo che la stessa potenza scorra attraverso le varie porte.
Nel nostro caso le due porte sono identiche. I modi considerati sono TM (Transverse
Magnetic), nella nomenclatura delle guide d’onda, ossia H non ha componenti lungo
l’asse di propagazione (x). Nella terminologia tipica dei cristalli fotonici invece tali modi
sono etichettati come TE, perche´ non vengono cambiati di segno dalla riflessione attorno
al piano xy, ossia E giace nel piano ortogonale alla direzione in cui si ha simmetria di
riflessione (∀z). In questo senso essi sono Transverse Electric.
Nelle figure di seguito, che mostrano la distribuzione di Hz, i rettangoli in alto e in basso
sono PML(Perfectly Matched Layer), con stesso indice di rifrazione del GaAs.
Il PML e` sostanzialmente un dominio assorbente, che non produce riflessioni, col vincolo
che l’impedenza d’onda non vari [16, pag. 44]; e` un artificio matematico per evitare di
fare simulazioni su domini inutilmente ampi.
Ci sono vari tipi di PML, dipendenti dal sistema di coordinate utilizzato (cartesiane, ci-
lindriche o sferiche). Infatti, con questa condizione fittizia, si evita di dover considerare
l’effetto di oggetti lontani, perche´ eventuali onde riflesse arriverebbero a tali oggetti gia`
attenuate e tornerebbero ulteriormente attenuate.
I rettangoli che definiscono le ridge waveguide contengono aria. Il materiale della mem-
brana e` considerato non assorbente.
Sui lati in cima e in fondo al rettangolo che coincide col dominio del problema sono
imposte le condizioni al contorno Scattering Boundary [16, pag. 49], che corrispondono a
pareti trasparenti (in questo caso ad onde piane, si possono anche scegliere onde cilindriche
o sferiche).
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Figura 4.41: Modo fondamentale delle porte del filtro, che e` quello di una slab waveguide. La curva
blu corrisponde al modo della porta d’ingresso, quella rossa a quello della porta d’uscita. Naturalmente,
essendo le 2 porte identiche, pure i relativi modi lo sono. Il modo considerato e` TM. I campi sulle porte
vengono normalizzati in modo che le varie porte siano attraversate dalla stessa potenza [16, pag. 120].
Invece sulle porte e` applicata la condizione Matched Boundary Condition [16, pag. 44],
che equivale ad un contorno che assorbe perfettamente le onde guidate. Tale condizione
al contorno fa proprio parte della condizione porta, non e` una scelta che sta all’utente.
Per maggiori informazioni, consultare [16].
4.5 Individuazione del Gap
Formalmente, per individuare il gap bisogna calcolare i diagrammi a bande ed individuare
il minimo della air band e il massimo della banda dielettrica. Sebbene cio` si possa fare con
COMSOL [15, pag. 239], si e` preferito calcolare lo spettro di trasmissione di un cristallo
fotonico interposto tra le 2 guide a formare una barriera.
Tali simulazioni sono state fatte per una costante reticolare a = 1 µm e diversi valori del
rapporto r/a. Si riportano di seguito i diagrammi di trasmissione.
Si sono ricavati questi dati approssimativi:
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r/a fmin (THz) fMax (THz) (∆ f)gap (THz)
∆ f
fmid−gap
0,25 61,8 70,8 9 0,13
0,3 62,1 81,6 19,4 0,27
0,35 65,9 98,4 32,5 0,40
0,4 71 > 120 > 48 -
0,45 88,7 > 120 > 31,3 -
Figura 4.42: Diagramma di trasmissione per r/a = 0, 25 e a = 1 µm. Il gap e` tra i 60 e i 70 THz circa.
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Figura 4.43: Diagramma di trasmissione per r/a = 0, 3 e a = 1 µm. Il gap e` tra i 61 e gli 81 THz circa.
Figura 4.44: Distribuzione del campo Hz alla frequenza di 60 THz e con r/a = 0, 3, a = 1 µm. Si noti
che il campo penetra abbastanza bene all’interno del cristallo, visto che siamo al di sotto del gap.
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Figura 4.45: Diagramma di trasmissione per r/a = 0, 35 e a = 1 µm. Il gap e` tra i 66 e i 100 THz circa.
Figura 4.46: Diagramma di trasmissione per r/a = 0, 4 e a = 1 µm. Il gap inizia attorno ai 73 THz.
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Figura 4.47: Diagramma di trasmissione per r/a = 0, 45 e a = 1 µm. Il gap inizia attorno agli 89 THz.
Figura 4.48: Distribuzione del campo Hz alla frequenza di 120 THz e con r/a = 0, 45, a = 1µm. Si noti
che il campo non penetra nel cristallo, perche´ siamo dentro al gap.
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4.6 Transizione adiabatica delle guide
Si e` calcolato lo spettro di trasmissione di una guida W1, confrontando il caso di una
giunzione brusca con la ridge waveguide con quello di 2 geometrie di tapering.
Per prima cosa si mostra lo spettro di trasmissione della giunzione brusca e la distri-
buzione del campo nel caso che la frequenza sia dentro o fuori del gap. Si e` trovato un
significativo miglioramento della trasmissione (il suo valore di picco aumenta da meno di
0,7 a quasi 0.9) se la ridge waveguide e` larga 1, 6
√
3 a, invece di 2
√
3 a.
Figura 4.49: Diagramma di trasmissione per la giunzione brusca. La curva blu indica il coefficiente di
trasmissione, quella rossa quello di riflessione. Calcolato con a = 500 nm, r/a = 0, 35 e wr−w = 1, 6
√
3 a.
Notare il miglioramento rispetto a fig. 4.52, grazie alla minore larghezza della ridge waveguide.
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Figura 4.50: Distribuzione del campo Hz alla frequenza di 100 THz, in una giunzione brusca, con a =
500 nm, r/a = 0, 35 e wr−w = 1, 6
√
3 a. Notare come il campo si attenui lungo la guida W1 e penetri nel
cristallo (la frequenza considerata e` sotto al gap). Ci sono significative alterazioni del campo nella guida.
Figura 4.51: Distribuzione del campo Hz alla frequenza di 140,5 THz, in una giunzione brusca, con a =
500 nm, r/a = 0, 35 e wr−w = 1, 6
√
3a. La penetrazione nel cristallo e` pressoche´ assente. Nonostante l’alto
valore della trasmissione (> 80 %, vedere fig. 4.49), si notano ancora lievi alterazioni della distribuzione
del campo nella ridge waveguide.
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Figura 4.52: Diagramma di trasmissione per la giunzione brusca. Calcolato con a = 1µm e ridge wa-
veguide larga 2
√
3 a. Confrontarlo con quello di fig. 4.45. La banda in cui la guida ha buoni valori di
trasmissione coincide con la zona di trasmissione nulla trovata con le precedenti simulazioni.
Figura 4.53: Distribuzione del campo Hz alla frequenza di 60 THz, con r/a = 0, 35 e a = 1 µm, in una
giunzione brusca tra la ridge waveguide e la guida W1. Notare che il campo si estende anche nel cristallo
ai lati della guida (questo perche´ la frequenza considerata e` al di sotto del gap. Inoltre, la riflessione alla
giunzione tra le 2 guide e` abbastanza forte. Come conseguenza il campo nella ridge waveguide e` molto
diverso dai fronti piani che si avrebbero in tale tipo di guida se questa non incontrasse ostacoli.
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Lo spettro di trasmissione della giunzione brusca e` abbastanza irregolare (ci sono molti
picchi) e, anche se la trasmissione massima e` di quasi il 90% a 140 THz essa tende a calare
significativamente, andando al 50 % a circa 180 THz. Vorremmo avere una banda in cui
la trasmissione e` molto alta e costante.
Per ottenere cio`, si sono studiate 2 geometrie, entrambe consistono di 7 buchi, il cui rag-
gio varia linearmente con la distanza dalla giunzione (cioe` quello piu` vicino alla giunzione
avra` raggio pari a 7/8 di quello dei buchi nel reticolo, il successivo 6/8 e cos`ı via)e con i
centri spaziati secondo x di una costante reticolare.
Nella prima geometria l’ordinata dei centri dei buchi e` la stessa di quelli della fila di cui
il tapering e` il prolungamento, nella seconda l’ordinata del punto dei buchi piu` distante
dall’asse della guida e` la stessa di quella dei buchi nella fila corrispondente.
(a)
(b)
Figura 4.54: (a) primo tipo di tapering; (b) secondo tipo.
Si deve dire che gli ultimi buchi dei tapering considerati saranno difficilmente realizzabili,
in quanto molto stretti e quindi avranno anche un alto rapporto d’aspetto (rapporto tra
altezza e diametro del cilindro). Percio` in realta` non si fara` un tapering con raggi che
vanno da 1/8 r ad r, ma magari che andranno da r/2 fino ad r ma con una spaziatura
piu` fine.
Si e` considerato solo il valore 0,35 per il rapporto r/a.
Si e` trovato che la prima geometria e` migliore (come gia` noto da [12] ), in quanto da 140
a 150 THz la trasmissione e` quasi totale e lo spettro di trasmissione e` quasi piatto.
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Figura 4.55: Diagramma di trasmissione per un tapering di 7 buchi, con raggio che diminuisce linearmente
con la distanza dalla giunzione e centro posto alla stessa y dei buchi della fila di cui il tapering e` il
prolungamento. La curva blu indica il coefficiente di trasmissione, quella rossa quello di riflessione.




Figura 4.56: Diagramma di trasmissione per un tapering di 7 buchi, con raggio che diminuisce linearmente
con la distanza dalla giunzione. I buchi sono messi in maniera che il loro punto piu` distante dall’asse
della guida abbia la stessa y dei buchi della fila di cui il tapering e` il prolungamento. Calcolato con a =
500 nm, r/a = 0, 35 e wr−w = 1, 6
√
3 a. Si noti che il picco di trasmissione non e` cos`ı piatto e largo come
nel caso di fig. 4.55.
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Figura 4.57: Distribuzione del campo Hz alla frequenza di 140,5 THz, col primo tipo di tapering, con
a = 500 nm, r/a = 0, 35 e wr−w = 1, 6
√
3 a. Confrontare con fig. 4.51. Si ottiene una trasmissione quasi
completa (T > 0, 95) e il campo nella ridge waveguide e` pressoche´ inalterato.
Figura 4.58: Distribuzione del campo Hz alla frequenza di 140,5 THz, col secondo tipo di tapering, con
a = 500 nm, r/a = 0, 35 e wr−w = 1, 6
√
3 a. Confrontare con fig. 4.57. Il campo nella ridge waveguide e`
ancora perturbato dalla presenza del cristallo, come si vede dai lobi a “clessidra”. Comunque T ≈ 0, 95.
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Figura 4.59: Considerazioni analoghe a quelle di fig. 4.57. A questa frequenza la e` ancora T > 0, 95 .
Figura 4.60: Considerazioni analoghe a quelle di fig. 4.58. A questa frequenza T > 0, 9.
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Figura 4.61: Notare che il campo nella ridge waveguide inizia a presentare di nuovo alterazioni si-
gnificative. Le “nuvole” colorate nella trench e nel PML probabilmente sono artefatti. T ≈ 0, 85
Figura 4.62: Il campo nella ridge waveguide torna ad essere abbastanza perturbato. T ≈ 0, 85.
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Figura 4.63: Il campo nella ridge waveguide e` fortemente perturbato anche in presenza di taper. Tuttavia,
T > 0, 6.
Figura 4.64: Come sopra. T > 0, 55.
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4.7 Cavita` Risonante
Visto che ci si aspetta (o almeno si spera!) che i la cavita` abbia un grande Q, potrebbe
essere molto difficile individuare i picchi, in quanto molto stretti; potrebbe darsi che
vengano saltati usando un passo troppo grande.
D’altra parte, non sarebbe saggio simulare con una risoluzione frequenziale molto fine su
un intervallo abbastanza ampio: questo si tradurrebbe in migliaia di iterazioni. Inoltre,
su gran parte della banda considerata si otterrebbe uno spettro pressoche´ nullo, che e`
un’informazione inutile (sappiamo gia` che la trasmissione e` nulla al di fuori dei picchi di
risonanza).
Pertanto, prima di procedere alle simulazioni di trasmissione, si sono calcolate le fre-
quenze di risonanza di tale geometria. Poi, si sono calcolati gli spettri di riflessione.
I modi vengono etichettati in base alle simmetrie di Ex, ad esempio l’N-esimo (in ordine
di frequenza) modo con Ex dispari in x e pari in y sara` indicato come [
−
+N ]. Dato che Ex
e` dato dalla derivata rispetto ad y di Hz, ha la sua stessa parita` in x e opposta in y (la
derivata di una funzione pari e` dispari e viceversa).
Una classificazione alternativa e` basata sulla polarizzazione: ad esempio, l’N-esimo modo
polarizzato (prevalentemente) lungo y sara` indicato con YN .
Si sono ricavati questi valori approssimati per il fattore di qualita` Q (in base alla FWHM





1/2(THz) ∆ f (GHz) Q
[−−1] 135, 89 135, 87 135, 91 34, 2 3, 97 · 103
[+−1] 148, 921 148, 9196 148, 923 3, 44 43, 3 · 103
[−−2] 168, 77 168, 73 168, 82 89, 7 1, 88 · 103
[+−2] 186, 2 186, 1 186, 29 189 983
Inoltre, si mostrano le frequenze normalizzate e a quali modi della guida W1 corrispon-
dano (in base alla terminologia di fig. 4.34).
modo della cavita` f0(THz) FO (normalizzata) modo della guida
[−−1] 135, 89 0, 2266 mode 2 PhC
[+−1] 148, 921 0, 2484 mode 2 PhC
[++1] 151, 221 0, 2522 mode 1 PhC
[++2] 152, 724 0, 2547 mode 1 PhC
[−+1] 154, 029 0, 2569 mode 1 PhC
[−−2] 168, 843 0, 2816 mode 2 PhC
[−+2] 182, 144 0, 3038 mode 3 PhC
[+−2] 186, 214 0, 3106 mode 1 PhC
[++3] 188, 708 0, 3147 mode 3 PhC
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Figura 4.65: Distribuzione del campo Hz per il modo fondamentale della cavita` L3. Hz e` pari rispetto
ad y e dispari in x. Ci si attende che verra` eccitato molto bene dal modo della ridge waveguide, perche´
entrambi sono pari in y ed hanno un unico lobo. Notare come i nodi all’interno della cavita` siano 3 e non
0. I modi con meno nodi hanno frequenze al di sotto del gap e quindi non sono confinati nella cavita`.
Figura 4.66: Distribuzione di Ex, per il modo fondamentale. Esso e` dispari sia in x sia in y. Dunque lo
si classifica come [−−1].
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Figura 4.67: Distribuzione della densita` di energia del campo elettrico del modo fondamentale. Notare
come sia molto diversa da quella di Ex (fig. 4.66). Quindi il modo e` polarizzato prevalentemente in y, e
lo si indica come Y1.
Figura 4.68: Distribuzione di Hz per il II modo. Hz e` pari sia in x sia in y. Anche questo modo dovrebbe
essere innescato bene dalla luce proveniente dalla guida.
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Figura 4.69: Distribuzione di Ex del II modo. Esso e` pari in x e dispari in y, percio` lo si indica come
[+−1].
Figura 4.70: Distribuzione della densita` dei energia del campo elettrico del II modo. Essa e` molto diversa
da quella di Ex, cosa che indica che il modo e` polarizzato prevalentemente lungo y, percio` lo si indica
come Y2.
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Figura 4.71: Distribuzione di Hz del III modo. Esso e` pari in x e dispari in y. Pertanto, verra` eccitato
molto poco dal modo proveniente dalla ridge waveguide, che ha un unico lobo di Hz lungo y.
Figura 4.72: Distribuzione di Ex per il III modo. Esso e` pari sia in x sia in y, quindi lo si indica come
[++1].
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Figura 4.73: Distribuzione della densita` d’energia del campo elettrico per il III modo. Essa ricalca
fedelmente il profilo di Ex, quindi il campo elettrico e` polarizzato prevalentemente lungo x e si puo`
indicare il modo come X1.
Figura 4.74: Distribuzione di Hz per il IV modo. Esso e` pari in x e dispari in y. Percio`, ci attendiamo
che si accoppi male col modo proveniente dalla guida.
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Figura 4.75: Distribuzione di Ex per il IV modo. Esso e` pari sia in x sia in y, percio` il modo si indica come
[++2]. Anche se sembra confinato poco, fig. 4.76 mostra che l’energia del campo elettrico e` concentrata
nella cavita`.
Figura 4.76: Distribuzione della densita` d’energia del campo elettrico del IV modo. Ricalca abbastanza
bene la distribuzione del lobo centrale di Ex, percio` il modo e` polarizzato prevalentemente lungo x e lo
si indica dunque con X2.
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Figura 4.77: Distribuzione di Hz per il V modo. Esso e` dispari sia in x sia in y. Quindi si accoppia male
col modo della guida.
Figura 4.78: Distribuzione di Ex per il V modo. Esso e` dispari in x e pari in y, quindi il modo si indica
come [−+1].
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Figura 4.79: Distribuzione della densita` d’energia del V modo. Ricalcando abbastanza fedelmente la
distribuzione di Ex, cio` indica che il modo sia polarizzato lungo x e lo si classifica come X3.
Figura 4.80: Distribuzione di Hz per il V I modo. Esso e` dispari in x e pari in y. Quindi, e` possibile che
si accoppi bene col modo proveniente dalla guida.
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Figura 4.81: Distribuzione di Ex per il V I modo. Esso e` dispari sia in x sia in y, dunque il modo e` [
−
−2].
Il fatto che sia molto debole indica che il modo e` polarizzato prevalentemente lungo y. Mentre che sia
poco confinato nella cavita` e` forse un risultato errato. Comunque, la fig. 4.82 mostra che l’energia del
campo e` principalmente dentro la cavita`.
Figura 4.82: Distribuzione della densita` d’energia del campo elettrico del V I modo. Essa e` molto diversa
da quella di Ex, cioe` il modo e` polarizzato prevalentemente lungo y e il modo si indica quindi come Y3.
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Figura 4.83: Distribuzione di Hz per il V II modo. Esso e` dispari sia in x sia in y, percio` sara` eccitato
male dal modo della guida.
Figura 4.84: Distribuzione di Ex per il V II modo. Esso e` dispari in x e pari in y, percio` il modo si indica
come [−+2].
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Figura 4.85: Distribuzione della densita` d’energia del campo elettrico del V II modo. Essa ricalca abba-
stanza bene quella di Ex, cioe` il modo e` polarizzato prevalentemente lungo x e quindi lo si indica come
X4.
Figura 4.86: Distribuzione di Hz dell’ V III modo. Esso e` pari sia in x sia in y, e` quindi possibile che
venga innescato dal modo fondamentale della ridge waveguide.
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Figura 4.87: Distribuzione di Ex per l’V III modo. Esso e` pari in x e dispari in y, quindi il modo si
indica come [+−2].
Figura 4.88: Distribuzione della densita` d’energia del campo elettrico dell’V III modo. Essa e` abbastanza
diversa da quella di Ex, cioe` il modo e` polarizzato prevalentemente lungo y e quindi il modo si indica
come Y4.
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Figura 4.89: Distribuzione di Hz per il IX modo. Esso e` pari in x e dispari in y, percio` si accoppia male
col modo proveniente dalla guida.
Figura 4.90: Distribuzione di Ex per il IX modo.Esso e` pari sia in x sia in y, percio` lo si etichetta come
[++3]. Il fatto che sia molto debole indica che il modo e` polarizzato prevalentemente lungo y.
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Figura 4.91: Distribuzione della densita` d’energia del IX modo. Il suo profilo e` molto diverso da quello
di Ex, cioe` il modo e` polarizzato prevalentemente lungo y e quindi lo si indica come Y5.
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Figura 4.92: La curva blu indica la trasmissione, quella rossa la riflessione. Notare i 2 picchi a circa 136




Figura 4.93: Particolare della fig. 4.92 attorno a 136 THz, cioe` per il modo [−−1]. Come atteso c’e` un
picco di trasmissione abbastanza alto.
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Figura 4.94: Particolare della fig. 4.92 attorno a 149 THz, cioe` per il modo [+−1]. Come atteso c’e` un
picco di trasmissione molto alto.
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Figura 4.95: Notare il picco a circa 169 THz, la frequenza del modo [−−2].
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Figura 4.96: Particolare della fig. 4.95 attorno a 169 THz, la frequenza del modo [−−2].
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Figura 4.97: Notare il picco a circa 186 THz, la frequenza del modo [+−2].
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Figura 4.98: Particolare della fig. 4.97 attorno a 186 THz, la frequenza del modo [+−2]. Come atteso c’e`





Il programma di simulazione usato, COMSOL 3.5a, usa il Metodo agli Elementi Finiti.
Il dominio in cui viene risolto il problema e` diviso, tramite la generazione della mesh,
in domini piu` piccoli , detti appunto elementi finiti, la cui forma e` prescritta (ad esempio
tetraedri o esaedri in 3D, triangoli o quadrilateri in 2D).
Ad ogni elemento si associa una funzione di forma (generalmente un polinomio, di cui si
puo` scegliere il grado, e i cui coefficienti sono incogniti e da determinare). Le funzioni
di forma hanno la stessa espressione matematica, solo che ad esse viene applicata una
traslazione in modo da essere centrate sull’elemento finito corrispondente.
Rispetto ad altri metodi come quello alle Differenze Finite, nel quale la soluzione e` nota
solo nei nodi della mesh utilizzata e va quindi interpolata, questo metodo produce una
soluzione continua e nota in ogni punto del dominio.
Infatti, la soluzione del problema viene espressa come combinazione lineare delle funzioni
di forma e cio` che si calcola sono i coefficienti dei vari polinomi. La strategia e` di ottenere
una soluzione che fornisca il minimo errore su tutto il dominio, per cui non e` detto che in
una dato punto il valore della soluzione sia quello esatto.
Per maggiori dettagli si rimanda a [19] e [21].
5.2 Procedimento
Le simulazioni 3D sono state fatte tramite script MATLAB usando COMSOL ed eseguite
su un server, perche´ disegnare la geometria e generare le mesh tramite interfaccia grafica
e` terribilmente lungo, soggetto ad errori (dovuti a probabili dimenticanze dell’utente nel-
l’impostare correttamente i parametri o eseguire nell’ordine corretto le varie procedure) e
molto spesso, anche se il computer possiede grande potenza di calcolo e ampia memoria
(4-16 GB), non si riesce ad andare avanti per la troppa memoria richiesta.
Utilizzare gli script ha il vantaggio di risparmiare all’utente di dover impostare ogni
volta proprieta` del materiale, condizioni al contorno, et c. e gli permette di limitarsi a
cambiare solo alcuni parametri. Quindi e` piu` facile fare simulazioni parametriche, perche´
basta ricordarsi di cambiare il parametro d’interesse ed avviare la simulazione.
Un altro vantaggio e` di poter suddividere una scansione (sweep) in sequenze piu` piccole.
Per calcolare la trasmissione di una struttura si calcolano i modi delle varie porte, si usa
quello della porta d’ingresso come sorgente, si calcola il campo in tutta la struttura, e per
valutare la trasmissione (riflessione) si fa un integrale di sovrapposizione, sulla superficie
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corrispondente alla porta i-esima, tra questo campo e quello del modo della porta in que-
stione. Propriamente tutti questi campi dovrebbero essere relativi alla stessa frequenza.
In genere pero` si calcolano i modi solo per alcune frequenze e si usano per fare i calcoli
anche alle frequenze successive. Naturalmente, se queste frequenze differiscono poco da
quella per cui si e` calcolato il modo, non si commetteranno errori significativi e si avra` il
vantaggio di risparmiare tempo. Se pero` si vuole usare lo stesso dato iniziale per frequen-
ze abbastanza lontane, e` probabile che i risultati ottenuti siano poco attendibili. Altro
vantaggio di questa suddivisione e` che si genera una nuova mesh (che e` la responsabile
principale del tempo aggiuntivo, visto che il calcolo dei modi e` abbastanza rapido). Con
lunghezze d’onda minori si deve usare una mesh piu` fitta, per motivi legati al criterio
di Nyquist del campionamento [16, pag. 92], mentre con grandi lunghezze d’onda puo`
essere superfluo o controproducente avere una mesh troppo fitta (anche se permette una
convergenza piu` rapida).
Nelle simulazioni si e` tenuto conto della dispersione materiale dell’arseniuro di Gallio,








Con A = 8, 950, B = 2, 054, C = 0, 390 µm2 [31].
In realta` non si e` usata una relazione analitica, ma una tabella di valori, che il simulatore
interpola.
Notare che, per
λ¯ = C ≈ 624 nm (5.2)
tale espressione diverge e per valori minori di λ l’indice di rifrazione e` immaginario, il che
e` compatibile con l’esistenza del gap, anche se l’intervallo di validita` di tale formula va
dagli 0,85 ai 2 µm.
Figura 5.1: Andamento dell’indice di rifrazione dell’Arseniuro di Gallio.
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5.3 Nano Taper
Come abbiamo gia` detto nel cap. 2, il nano-taper serve per mandare una parte dell’energia
proveniente dalla ridge waveguide in ingresso nella membrana superiore, e per raccogliere
l’uscita, incanalandola nell’altra guida.
Se si hanno 2 guide d’onda identiche, parallele, avvicinarle ha l’effetto di produrre un
modo simmetrico e uno antisimmetrico, a partire dai 2 modi identici che esistono quando
le guide sono molto lontane, eliminando tale degenerazione.
Il problema e` che tali modi avranno costanti di propagazione (e quindi lunghezze d’onda)
diverse, quindi l’intensita` complessiva della combinazione dei 2 modi si trasferira` perio-
dicamente da una guida all’altra, come mostrato in fig. 5.2. Tale fenomeno e` sfruttato
in dispositivi come gli accoppiatori direzionali, ma qui esso e` indesiderato: vogliamo che,
una volta finito il taper, il profilo d’intensita` sia costante, senza oscillazioni e che il profilo
d’intensita` sia il piu` possibile simmetrico.
Figura 5.2: Profilo d’intensita` dei singoli modi (a, b) e della loro combinazione (c). Essendo i modi
ortogonali, l’intensita` complessiva e` la somma delle intensita` dei singoli modi, senza termini misti. Anche
se qui si mostra una singola guida, il principio e` lo stesso: anche nel caso di guide accoppiate i modi sono
della struttura complessiva. Notare come il picco d’intensita` oscilli periodicamente da un lato all’altro
della struttura. Da [5].
5.3.1 Indice efficace
Per uno studio preliminare del comportamento del nano-taper, si e` studiata la situazione
stazionaria di 2 guide d’onda (di sezione costante ed infinitamente lunghe) accoppiate, di
uguale spessore e a distanza fissata, al variare della larghezza di una delle 2 guide (fig.
5.3). In particolare, si e` studiato come vari l’indice efficace di tale struttura al variare
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della larghezza di una guida (mentre lo spessore dell’altra e` fissato), dello spessore delle
guide e della loro distanza.
Si deve puntualizzare che queste simulazioni sono 2D, in quanto la struttura considerata
e` invariante lungo l’asse z e quindi le uniche direzioni significative sono quelle trasversali
(x e y).
Figura 5.3: Vista delle guide accoppiate (a sezione costante) a cui si riferiscono le simulazioni di questa
sezione. L’asse x e` in rosso, l’y in blu, lo z in verde.
La situazione vera e` diversa (in quanto la larghezza della guida collegata alla membrana
superiore cambia con la coordinata x), ma, se il restringimento della guida e` abbastanza
graduale (cioe` se la punta e` abbastanza lunga e l’angolo abbastanza piccolo), quello che
accade e` che il modo proveniente dalla sola guida inferiore si trasforma in maniera conti-
nua, finendo col diventare quello di due guide accoppiate di larghezza uguale, in quanto
la perturbazione del sistema iniziale e` lenta e non brusca. Si potra` quindi assumere che il
modo in una data z¯ sia all’incirca quello corrispondente alla situazione di fig. 5.3, con lo
spessore della guida superiore pari a quello del nano-taper in z¯.
Quello che si vuole ottenere e` di mandare il modo fondamentale di una ridge waveguide
nel solo modo simmetrico del sistema costituito da due guide uguali. Si vuole evitare che
l’energia del modo di partenza finisca su piu` modi.
Questo studio e` stato fatto su guide spesse 200 o 320 nm, larghe ≈ 1 µm ed una distanza
tra di esse di 200 nm, alla frequenza di 250 THz (λ0 = 1.2 µm).
Si e` utilizzata l’interfaccia grafica, usando l’applicazione Perpendicular Waves del Modulo
RF in 2D. I modi considerati sono TM, nella terminologia delle guide d’onda, cioe` Hz = 0.
Riferendoci a fig. 5.4, notiamo che, per piccoli valori del rapporto x = wup/wbottom,
l’indice efficace del modo antisimmetrico e` molto minore di quello del II modo della guida
inferiore (costituito da 2 lobi lungo la larghezza di tale guida, mostrato in fig. 5.6), mentre
la situazione si inverte per x che supera un certo valore.
Notare come la differenza degli indici efficaci tra il modo simmetrico e quello antisimme-
trico, quando wup = wbottom, aumenti al diminuire di t e d, visto che l’interazione tra i
campi delle 2 guide e` piu` intensa, sia perche´ esse sono piu` vicine, sia perche´ i campi sono
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meno confinati nel core e si estendono abbastanza al di fuori di esso (vedere le figure di
seguito).
Inoltre, per il modo simmetrico (come pure per il II modo della guida inferiore) neff
varia molto poco, mentre per quello antisimmetrico si nota un forte aumento al crescere
di wup/wbottom.
Dalle figure di seguito vediamo che il modo simmetrico e` concentrato prevalentemente
nella guida inferiore, mentre quello antisimmetrico in quella superiore.
La conclusione e` che il modo inizialmente confinato nella guida inferiore si accoppiera`
al modo simmetrico della guida accoppiata e lo seguira` adiabaticamente, purche´ il taper
sia abbastanza lungo.
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Figura 5.4: Andamento dell’indice efficace dei vari modi al variare del rapporto x = wup/wbottom delle
larghezze delle guide, per diversi valori dello spessore e della distanza tra le guide.
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Figura 5.5: Distribuzione di Ex per il modo fondamentale. Per x = 0, 1 (x e` la direzione orizzontale) il
modo antisimmetrico non esiste, probabilmente perche´ la frequenza considerata (250 THz) e` al di sotto
della frequenza di taglio del modo fondamentale della guida piu` stretta.
Figura 5.6: Distribuzione di Ex del II modo della guida inferiore.
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Figura 5.7: Distribuzione di Ex per il modo antisimmetrico, con x = 0, 2.
Figura 5.8: Distribuzione di Ex per il modo simmetrico, con x = 0, 2.
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Figura 5.9: Distribuzione di Ex per il modo antisimmetrico, con x = 0, 25.
Figura 5.10: Distribuzione di Ex per il modo antisimmetrico, con x = 0, 3.
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Figura 5.11: Distribuzione di Ex per il modo simmetrico, con x = 0, 3.
Figura 5.12: Distribuzione di Ex per il modo antisimmetrico, con x = 0, 35.
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Figura 5.13: Distribuzione di Ex per il modo antisimmetrico, con x = 0, 4.
Figura 5.14: Distribuzione di Ex per il modo simmetrico, con x = 0, 4.
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Figura 5.15: Distribuzione di Ex per il modo antisimmetrico, con x = 0, 5.
Figura 5.16: Distribuzione di Ex per il modo simmetrico, con x = 0, 5.
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Figura 5.17: Distribuzione di Ex per il modo antisimmetrico, con x = 0, 8.
Figura 5.18: Distribuzione di Ex per il modo simmetrico, con x = 0, 8.
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Figura 5.19: Distribuzione di Ex per il modo antisimmetrico, con x = 1.
Figura 5.20: Distribuzione di Ex per il modo simmetrico, con x = 1.
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5.3.2 Trasmissione
Si sono simulati taper con lunghezze di 10, 20 e 30 µm. Oltre tali valori il problema
diventa troppo pesante e ci potrebbe essere overflow della memoria.
Per risparmiare tempo e potenza di calcolo e` stata sfruttata la simmetria del problema
attorno al piano xz. Dato che Hz e Hx sono pari rispetto ad y, in y = 0 si e` posto, come
condizione al contorno, un piano di PEC (Perfectly Electrical Conductor), in quanto sulla
sua superficie le componenti tangenziali di E e quelle normali di H sono nulle, mentre
quelle normali di E e tangenziali di H sono conservate.
In un primo momento si sono ottenute trasmissioni attorno al 30%, non terribili, ma che
abbatterebbero la trasmissione complessiva del dispositivo (che e` il prodotto di quella).
Si e` pertanto simulata, come verifica, una ridge waveguide. Anche in questo caso la
trasmissione era abbastanza bassa, e per portarla a valori prossimi all’unita` bisognava
renderla molto spessa (circa 1 µm). Si e` scoperto che cio` dipende dall’aver selezionato,
come modi sulle porte, cio` che COMSOL chiama modi TM.
Utilizzando invece cio` che COMSOL chiama modi TEM (che pero` non sono propriamente
tali, perche´ hanno anche componenti longitudinali. Inoltre, come spiegato in B, i modi
TEM non possono esistere in guide dielettriche.) si sono ottenute trasmissioni di oltre il
90%, pienamente soddisfacenti.
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Figura 5.21: Geometria del problema utilizzata nelle simulazioni. Si e` simulata solo meta` della geometria,
sfruttando la simmetria attorno al piano y = 0.
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5.3.2.1 Benchmark
Per risolvere questo dilemma, si e` simulata la trasmissione di una ridge waveguide. In-
fatti, sappiamo che, essendo la sua sezione costante, un modo iniettato in essa dovrebbe
propagarsi indefinitamente e dare trasmissioni molto vicine al 100%.
Probabilmente si deve tenere il PML abbastanza lontano dalla guida, perche´, come spie-
gato, esso assorbe e, se e` abbastanza lontano, il campo al suo interno e` trascurabile e con
esso la potenza dissipata.
Si e` trovato che con i modi TEM si ottengono trasmissioni sopra il 90%, mentre coi modi
TM si devono usare guide molto spesse per avere lo stesso risultato.
Tuttavia, i grafici di seguito mostrano che i campi sono pressoche´ identici. Probabil-
mente la differenza tra modi TM e TEM sta nel come vengono calcolati o nelle condizioni
al contorno.
167
Figura 5.22: Spettro di trasmissione per una ridge waveguide lunga 10 µm e larga 1,04, al variare dello
spessore, usando modi TM . Le curve continue indicano la trasmissione e quelle tratteggiate la riflessione.
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Figura 5.23: Spettro di trasmissione per la stessa situazione di fig. 5.22, ma usando modi TEM , si noti
la trasmissione decisamente piu` alta, a parita` di spessore.
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Figura 5.24: Distribuzione di Ey nella guida nel caso di modi TM .
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Figura 5.25: Distribuzione di Ey nella guida nel caso di modi TEM . E` sostanzialmente identico a quello
di fig. 5.24.
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Figura 5.26: Distribuzione di Ey in y = 1 nm
per modi TM .
Figura 5.27: Distribuzione di Ey in y = 1 nm
per modi TEM .
172
Figura 5.28: Distribuzione di Ey in z = 1 nm
per modi TM .
Figura 5.29: Distribuzione di Ey in z = 1 nm
per modi TEM .
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Figura 5.30: Andamento di Ey(z) in x = 0, y = 0 per modi TEM . La linea verde indica l’interfaccia aria-
guida e la rossa quella aria-PML. Notare come Ey sia pressoche´ nullo nel PML, percio` l’assorbimento
e` praticamente assente.
Figura 5.31: Andamento di Ey(y) in x = 0, z = 0 per modi TEM . Come sopra. Notare la discontinuita`
di Ey all’interfaccia dielettrico-aria.
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Figura 5.32: Distribuzione di Hz con modi TM .
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Figura 5.33: Distribuzione di Hz con modi TEM . Anche in questo caso e` identica a quella dei modi TM .
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Figura 5.34: Distribuzione di Hz in y = 1 nm
per modi TM .
Figura 5.35: Distribuzione di Hz in y = 1 nm
per modi TEM .
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Figura 5.36: Distribuzione di Hz in z = 1 nm,
per modi TM .
Figura 5.37: Distribuzione di Hz in z = 1 nm,
per modi TM .
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Figura 5.38: Andamento di Hz(z) in x = 0, y = 0. La linea verde indica l’interfaccia dielettrico-aria e la
rossa quella aria-PML. Notare che Hz e` pressoche´ nullo nel PML, quindi l’assorbimento sara` trascurabile.
Figura 5.39: ndamento di Hz(y) in x = 0, z = 0. Come sopra.
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Figura 5.40: Distribuzione di Sx nel piano y =
1 nm.




Da quanto detto nella precedente sezione, le simulazioni fatte usando come condizione
sulle porte dei modi TM sono da scartare.
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Figura 5.42: Diagrammi di trasmissione per vari valori della lunghezza del taper, spessore e distanza delle




Utilizzando modi TEM sulle 2 porte si ottengono risultati decisamente migliori. Non si
conoscono i dettagli del funzionamento di COMSOL e del significato che i modi TEM
assumano in tale programma, in quanto in guide dielettriche non esistono tali modi.
Tuttavia, a detta del dottorando che ha scritto questi script, usare modi TM produce so-
luzioni scorrette per il problema considerato, mentre usare modi TEM dovrebbe produrre
soluzioni corrette, o quantomeno piu` verosimili.
Figura 5.43: Distribuzione spaziale di Ey per il modo in ingresso.
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Figura 5.44: Distribuzione spaziale di Ey per il modo in uscita.
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Figura 5.45: Spettro di trasmissione per la stessa struttura, ma stavolta usando modi TEM sulle porte.
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Figura 5.46: Andamento di Ey in un taper lungo 10µm. Notare che, una volta finito il taper, i lobi nella
guida superiore non sono sensibilmente sfasati rispetto a quelli nella guida inferiore.
Figura 5.47: Andamento di Hz in un taper di 10µm. Stesse condiderazioni fatte riguardo la fig. 5.46.
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Figura 5.48: Andamento di Hz in un taper di 10µm. Notare come sulla punta del taper il campo sia
sostanzialmente assente.
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Figura 5.49: Andamento di Ey una volta finita la transizione, in un taper di 10µm. E` evidente che il
massimo del campo oscilla da una guida all’altra, ad indicare che non c’e` solo il modo simmetrico.
Figura 5.50: Andamento di Ey una volta finita la transizione, in un taper di 30µm. Notare come ora le
oscillazioni del picco d’intensita` siano sostanzialmente assenti.
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Figura 5.51: Distribuzione di Sx in varie sezioni di un taper da 10 µm.
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Figura 5.52: Andamento di Ey lungo un taper di 30µm. Confrontare con fig. 5.46. Adesso i lobi nella
guida superiore non sono sensibilmente sfasati da quelli sottostanti.
Figura 5.53: Andamento di Hz lungo un taper di 30µm. Confrontare con le fig. 5.47.
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Figura 5.54: Distribuzione di Ey in varie sezioni lungo x, in un taper lungo 30µm. In questo caso il
campo sembra essersi stabilizzato sul modo simmetrico, come confermato dall’alta trasmissione.
Figura 5.55: Particolare della fig. 5.54.
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Figura 5.56: Distribuzione di Hz in varie sezioni lungo x, in un taper lungo 30µm. Considerazioni
analoghe a quelle di fig. 5.54.
Figura 5.57: Particolare della fig. 5.56.
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Figura 5.58: Andamento di Sx lungo un taper di 30 µm. L’intensita` del campo si suddivide gradualmente
tra le 2 guide. Confrontare con 5.51.
Figura 5.59: Particolare della 5.58. Si notano piccole oscillazioni dell’intensita` da una guida all’altra, ma
sostanzialmente il campo si e` stabilizzato sul modo simmetrico.
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5.4 Membrana
Mentre le simulazioni 2D avevano dato risultati abbastanza buoni (vedere sez. 4.7),
facendo delle simulazioni in 3D sulla stessa struttura (cavita` L3 delimitata da 2 buchi
nelle loro posizioni naturali e con lo stesso raggio degli altri), si ottenevano valori della
trasmissione e di Q scadenti.
Figura 5.60: Diagramma di trasmissione per una singola membrana, con la cavita` L3 naturale, separata
dalla guida W1 da 2 buchi con lo stesso raggio di tutti gli altri (r = 0, 35 a) e utilizzando modi TM . Si
nota che la trasmissione e` bassissima.
Si e` quindi provveduto a modificare la cavita` L3 in modo che fornisse un fattore di
qualita` di qualche migliaio (nel caso della cavita` con attorno abbastanza file di buchi da
poter trascurare l’estensione finita del cristallo) e a modificare posizione e raggio dei buchi
che la separano dalle guide W1.
5.4.1 Cavita`
La geometria usata nelle simulazioni e` mostrata di seguito; e` diversa da quella delle
membrane, in quanto mancano le guide W1 ed il reticolo e` contenuto in un esagono
anziche´ in un rettangolo (ma questo e` un particolare secondario).
Questo perche´ vogliamo valutare il fattore di qualita` proprio della cavita` e l’aggiunta delle
guide (3.6.1.2), l’avrebbe significativamente diminuito.
Una peculiarita` consiste nel fatto che la sorgente non e` il modo di una porta, ma un
dipolo. Tale dipolo deve avere una collocazione ed orientazione coerente con la simmetria
del modo (che si traducono in condizioni al contorno di tipo PMC o PEC - a seconda
della parita` - sui piani di simmetria): se Ex e` dispari rispetto al piano x = 0 (cioe` si
pone la condizione PMC su tale piano) un dipolo orientato lungo y e posto in x = 0
verrebbe cancellato dalla sua immagine. Una regola pratica e` di porre il dipolo dove ci si
attende che sara` il centro di un lobo di H. In questo modo l’effetto del dipolo si sommera`
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costruttivamente a quello delle sue immagini: l’immagine del dipolo avra` verso opposto
dove H ha segno opposto e concorde dove il segno e` lo stesso.
Nel caso si vogliano simulare 2 membrane e, come nel nostro caso, si e` interessati al
modo simmetrico, si dovra` porre una condizione PMC in z = 0.
Cercando in letteratura si e` trovato ([24], [25], [26, pag.26]) che, spostando verso l’esterno
il buco piu` interno di 0, 15a, si ottiene un significativo aumento di Q (inoltre, cambia anche
l’ordinamento dei modi).
Le simulazioni sono state fatte con una membrana spessa 200 nm. Per il modo [−−1] Q e`
passato da circa 900 a circa 8000. Per ottenere tale modo si sono poste come condizioni
al contorno nei piani x = 0, y = 0 e z = 0 rispettivamente PMC, PEC e PMC, questo
perche´ Ex e` dispari sia in x sia in y ed il modo e` TE − like.
La simulazione trova l’autovalore piu` vicino ad una lunghezza d’onda che e` il dato del
problema. Il fattore di qualita` e` dato dal rapporto tra la parte reale e quella immaginaria
di tale autovalore (o viceversa, a seconda delle convenzioni di COMSOL). Questo metodo
e` piu` preciso che ricavare Q dal picco di risonanza di quantita` come la LDOS (Local
Density of Optical States).
Inoltre, e` piu` comodo calcolare la frequenza di risonanza in questo modo e poi simulare
lo spettro di trasmissione, piuttosto che fare una scansione senza sapere preventivamente
dove sia il picco e quanto sia stretto, col rischio che venga saltato perche´ compreso tra
due termini consecutivi della scansione o di dover usare una risoluzione troppo fine su un
intervallo abbastanza grande.
Figura 5.61: Geometria utilizzata nella simulazione. Si e` risolto il problema solo su 1/8 del dominio
completo, sfruttando le simmetrie rispetto ai piani xy, yz, xz.
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Figura 5.62: Distribuzione di Ex in z = 1 nm (in z = 0 sarebbero venuti degli artefatti). Confrontare con
4.66
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Figura 5.63: Distribuzione di Ey in z = 1 nm.
Figura 5.64: Distribuzione della densita` di energia del campo elettrico in z = 1 nm. Confrontare con fig.
5.62 e 4.67.
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Figura 5.65: Distribuzione di Hz in z = 1 nm. Confrontare con 4.65.
Figura 5.66: Distribuzione della densita` di energia del campo magnetico in z = 1 nm.
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5.4.2 Giunzione tra le Guide
Anche se nelle simulazioni 2D avevamo trovato una transizione abbastanza efficiente tra
la channel waveguide e la W1, articoli in letteratura ([27]) suggeriscono altre soluzioni.
Si e` quindi fatto un confronto tra la giunzione brusca, la transizione adiabatica e l’altra
geometria, detta butt-coupler. Si e` trovato che la transizione adiabatica e` piu` efficiente
del butt coupler con s/a = 0 (anche se la configurazione piu` efficiente dovrebbe essere
quella con s/a = 0, 3).
Figura 5.67: Geometria usata nella simulazione della trasmissione per la giunzione brusca tra la ridge
waveguide, larga 1, 6
√
3 a e la guida W1.
s
Figura 5.68: Illustrazione di un butt coupler, indicando la distanza s tra la giunzione e il centro del primo
buco appartente alla fila che definisce la guida W1.
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Figura 5.69: Geometria usata nella simulazione della trasmissione per la transizione tra la ridge waveguide,
larga 1, 6
√
3 a e la guida W1.
Figura 5.70: Geometria del butt coupler. La ridge waveguide e` larga (1, 6
√
3− 0, 7) a (quanto la distanza
tra i punti piu` vicini delle file di buchi che definiscono la guida W1) e la giunzione e` in corrispondenza
del centro dei buchi (s/a = 0).
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Figura 5.71: Distribuzione di Ex in z = 0 per
la giunzione brusca.
Figura 5.72: Distribuzione di Ey in y = 0 per
la giunzione brusca.
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Figura 5.73: Distribuzione di Ey in z = 0 per
la giunzione brusca.
Figura 5.74: Distribuzione di Ey in z = 0 per
il tapering.
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Figura 5.75: Distribuzione di Ey nel Taper.
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Figura 5.76: Distribuzione di Hz in z = 0 per
la giunzione brusca. Confrontare con fig. ??.
Figura 5.77: Distribuzione di Hz in y = 0 per
la giunzione brusca.
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Figura 5.78: Distribuzione di Hz nel taper. Confrontare con fig. 4.63.
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Figura 5.79: Distribuzione di Hz in x = −3.5a per la giunzione brusca.
5.4.3 Accoppiamento tra Cavita` e Guida
Come gia` detto, se si separa la cavita` dalle guide usando una barriera di due buchi
con lo stesso raggio degli altri, si ottiene una trasmissione irrisoria, indice di uno scarso
accoppiamento tra la cavita` e le guide (alto Qw).
Per migliorarlo, si deve variare il raggio dei buchi che compongono la barriera. Si esprimera`
tale raggio come rapporto R tra il raggio di tali buchi e quello di tutti gli altri buchi del
cristallo.
Cercando in letteratura [23, pag. 92], si e` trovato che si dovrebbe ottenere una buona
trasmissione con R2 = 1 per il buco piu` esterno, e R1 = 0, 75 per quello interno. In realta`
le simulazioni hanno trovato che si ottiene un buon valore di trasmissione invertendo di
posto tali valori.
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Figura 5.80: Distribuzione di Ey con R1 = 0, 75 e R2 = 1. Notare come il campo sia concentrato tra la
guida e la barriera e abbastanza debole nella cavita`.
Figura 5.81: Particolare della fig. 5.80.
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Figura 5.82: Distribuzione di Ey con R1 = 1 e R2 = 0, 75. Notare come ora il campo sia concentrato
nella cavita`.
Figura 5.83: Particolare della fig. 5.82.
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Figura 5.84: Distribuzione di Hz con R1 = 0, 75 e R2 = 1. Confrontare con fig. 5.80.
Figura 5.85: Particolare della fig. 5.84.
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Figura 5.86: Distribuzione di Hz con R1 = 1 e R2 = 0, 75.




Una volta trovata una combinazione R1, R2 che permette una buona trasmissione, si e`
simulata la struttura a doppia membrana. L’idea iniziale era di calcolare λpicco col solutore
agli autovalori e poi lo spettro di trasmissione, avendo gia` un’idea dell’intervallo su cui
concentrarsi. Purtroppo quel tipo di simulazione non forniva valori di λ molto diversi
dal caso di una singola membrana (equivalente a quello di 2 membrane molto lontane).
Questo puo` dipendere dal fatto che si dovesse fornire un’initial guess piu` alta e che in
realta` la simulazione trovasse un modo di ordine superiore. Si e` quindi dovuto cercare il
picco simulando la trasmissione.







∞ 1,615’1 1,614’8 1,615’1 3,18 ·103
500 1,620’8 1,620’5 1,621’0 3,37 ·103
400 1,626’8 1,626’5 1,627’0 3,29 ·103
300 1,639’3 1,639’0 1,639’5 3,22 ·103
200 1,666’3 1,665’9 1,666’5 3,01 ·103
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Figura 5.88: Distribuzione della densita` di energia del campo elettrico, per R1 = 1 e R2 = 0, 75.
Figura 5.89: Distribuzione della densita` di energia del campo magnetico, per R1 = 1 e R2 = 0, 75.
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Figura 5.90: Spettro di trasmissione del modo fondamentale simmetrico (in z) al variare della distanza
inter-membrana d, per R1 = 1, R2 = 0, 75.
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Figura 5.91: Spettro di riflessione del modo fondamentale simmetrico (in z) al variare della distanza





Si e` provato che il nano-taper e` molto efficiente in termini di trasmissione (80-90%).
Questo e` un risultato molto positivo, perche´ usando il nano-taper si puo` evitare di usare
due ridge waveguides sovrapposte in tutto il resto del circuito. Tale componente si puo`
usare in altri dispositivi fotonici a doppia membrana.
6.2 Tuning-Range
Dalle simulazioni e` emerso che λpicco varia su un intervallo di circa 51 nm. Questo esclu-
dendo distanze inter-membrana minori di 200 nm, che espanderebbero tale intervallo, e
supponendo che il progetto non sia limitato dal pull-in.
Se invece il dispositivo e` soggetto a pull-in (cioe` si e` scelto di fabbricare entrambi gli
elettrodi sulle membrane), con una distanza di riposo z0 = 300 nm (cioe` con una distanza
minima di 200 nm, si otterrebbe comunque un tuning range di 27 nm, che e` comunque un
discreto risultato.
6.3 Fattore di Qualita`
Si e` trovato che Q ≈ 3000, senza una dipendenza significativa dalla distanza tra le mem-
brane. Questo e` un buon risultato, tuttavia si ricorda che per la cavita` isolata Q ≈ 7000,
quindi l’accoppiamento con le guide ha diminuito Q di circa un fattore 2, che e` un buon
risultato.
Pero` questo indicherebbe che le perdite radiative siano paragonabili a quelle verso le
guide, quindi dovrebbe essere possibile aumentare Q, al limite raddoppiarlo, cambiando
geometria della cavita`.
Inoltre, si potrebbe studiare il Q di altri modi, ad esempio il [+−1].
6.4 Trasmissione
Le simulazioni hanno mostrato una trasmissione di picco della membrana di circa il 30%,
che andrebbe moltiplicata per quella dei due nano-taper. Si arriverebbe cos`ı ad una
trasmissione massima del 24%.
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Per migliorare la trasmissione complessiva del dispositivo si dovranno ottimizzare la
transizione adiabatica dalla ridge waveguide alla guida W1 o si dovranno studiare altre
geometrie, come il butt-coupling o una cavita` L3 inclinata di 60◦ rispetto alle guide [30].
Altro aspetto da ottimizzare e` l’accoppiamento tra cavita` e guide. Si dovranno pertanto
studiare diverse configurazioni buchi che compongono la barriera, cambiandone il raggio




Questo capitolo si propone di spiegare nella maniera piu` chiara possibile tutti i vari aspetti
dei codici Matlab usati per le varie simulazioni.
Cio` in quanto il codice e` abbastanza vasto (per una simulazione si usano circa una decina
di script) e non molto esplicito (non e` immediato capire il senso e il risultato delle diverse
istruzioni).
A.1 Struttura
Per eseguire una simulazione si usano diversi script MATLAB, secondo un ordinamento
gerarchico:
1. Uno script principale, in cui si prescrivono i valori particolari dei parametri della
simulazione. Tale script chiama gli script al livello sottostante.
2. Script secondari che impostano il problema, costruiscono la griglia degli elementi
finiti (mesh), e il problema da risolvere.
A loro volta tali script possono chiamare ulteriori script al livello successivo o
utilizzare le funzioni proprie di Matlab-Comsol.
3. Script di terzo livello che disegnano parte della geometria, assegnano nomi ai vari
domini, individuano curve e superfici, impongono le condizioni di bordo e al contor-
no, modulo da usare del programma, variabili da calcolare.
Cio` viene fatto utilizzando le funzioni proprie di Matlab - Comsol.
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A.1.1 Script Principali
Un esempio di cio` e` filter3D :
1 numTap = 7 ; % maximum number of holes of the tapering
2 numAct = 7 ; % number of holes actually present in the tapering
3 Dist= 1 ; % fraction of the lattice constant, distance
4 % between the holes in the tapering
5 [ h o l e s ] = rec tang l ephc ( 1 3 , 7 ) ;
6 [ h o l e s ] = W1phc( ho l e s ) ;
7 [ h o l e s ] = taperedwavg ( ho les , numTap , numAct , Dist ) ;
8 [ h o l e s ] = cav i ty ( ho les , [ 2 . 1 5 , 3 ] , [ 1 , 0 . 7 5 ] ) ;
9
10 s i m s e t t i n g s . geom . numTap = numTap ;
11 s i m s e t t i n g s . geom . numAct = numAct ;
12 s i m s e t t i n g s . geom . Dist = Dist ;
13
14 phc . x = ho l e s . ho l e s ( 1 , : ) ; % X coordinates(lattice constant = 1)
15 phc . y = ho l e s . ho l e s ( 2 , : ) ; % Y coordinates
16 phc . rad = ho l e s . ho l e s ( 3 , : ) ; % Radii
17
18 save L 3 f i l t e r 3 D s i n g l e phc
19
20 f l c l e a r fem
21 clear s i m s e t t i n g s
22
23 % ----------- Simulation settings (distances in um) -------------
24 % ************************* Geometry ****************************
25 a = 400e−3;
26 s i m s e t t i n g s . geom . l a t t c o n s t = a ; % Lattice constant
27 s i m s e t t i n g s . geom . r a t i o = 0 . 3 5 ; % r/a
28
29 s i m s e t t i n g s . geom . t h i c k n e s s = 200e−3; % Slab thickness
30 s i m s e t t i n g s . geom . xSpace = 5∗a ; % Distance of the port
31 % from the nearest hole center
32 s i m s e t t i n g s . geom . ySpace = 0.5∗ sqrt (3)∗ a ; % Distance of the
33 % slab boundary from the highest hole center
34 s i m s e t t i n g s . geom .dPMLy = 0 . 5 ; % PML thickness along y
35 s i m s e t t i n g s . geom .dPMLz = 0 . 5 ; % ... .. .. z
36
37 %sim_settings.geom.airW = 0; % width of the air layer between
38 % slab and PMLy
39 % if you use this script, airW is automatically 0
40 s i m s e t t i n g s . geom . airH = 0 . 9 ; % height ..... ..... .....
41 % slab and PMLz
42 s i m s e t t i n g s . geom . gap = 0 ; % Inter-membrane separation
43
44 s i m s e t t i n g s . geom . wgWidthI = 1 .6∗ sqrt (3)∗ a ; % Input (left)
45 % WaveGuide Width
46 s i m s e t t i n g s . geom . wgLengthI = numAct∗Dist ∗a + . . .
47 s i m s e t t i n g s . geom . xSpace ; % ... Length
48 s i m s e t t i n g s . geom . wgWidthO = 1.6∗ sqrt (3)∗ a ; % Output (right)
49 % WaveGuide Width
50 s i m s e t t i n g s . geom . wgLengthO = numAct∗Dist ∗a + . . .
51 s i m s e t t i n g s . geom . xSpace ; % ... Length
52
53 % ******************* Boundary conditions ***********************
54 % PMC = Perfect Magnetic Conductor
55 % PEC = Perfect Electric conductor
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56 % Default XYZ MEM
57 s i m s e t t i n g s . Xbnd = ’PMC’ ; % not relevant
58 s i m s e t t i n g s . Ybnd = ’PEC’ ;
59 s i m s e t t i n g s . Zbnd = ’PMC’ ; % The bandgap is for what
60 % Joannopoulos calls TE-like modes: Ey is even,
61 % Ez odd for symmetries around z plane
62 s i m s e t t i n g s . Ebnd = ’Scattering’ ; % External faces BC
63
64 lambda = linspace ( 1 . 3 7 , 1 . 3 7 5 , 2 0 ) ; % list of the wavelengths
65 % to solve for, in \mum, not m
66 % ********************** Mesh Settings **************************
67 s i m s e t t i n g s . mesh . r e f s l a b = min( lambda ) / 3 . 5 / 4 ; % maximum
68 % element size in the semicondutor , 1/4 of the wavelength
69 s i m s e t t i n g s . mesh . r e f a i r = min( lambda ) / 4 ; % ... in air
70
71 c a v i t y f i l e = ’L3_filter_3D_single.mat’ ; % File containting
72 % hole positions and radii
73 i n d e x f i l e = ’GaAs300K.mat’ ; % Wavelength dependent
74 % refractive index file
75 s i m s e t t i n g s .nWG=3.3;
76
77 [ fem , mHint ] = femSetup3D transmiss ion ( c a v i t y f i l e , . . .
78 s i m s e t t i n g s , i n d e x f i l e ) ;
79 % Multiphysics
80 fem = mul t iphys i c s ( fem ) ;
81
82 % -------------------------- Mesh -------------------------------
83 fem = femMesh3D( fem , s i m s e t t i n g s , c a v i t y f i l e , mHint ) ;
84 % ------------------------- Solver ------------------------------
85 f i d = fopen (’transtest.txt’ ,’w’ ) ; %’w’ : write
86
87 nchunks = 1 ;
88 [ Transm , Ref l , fem]= solveTransmiss ion3D ( fem , lambda , nchunks , f i d ) ;
89 fc lose ( f i d ) ;
90
91 lambda = transpose ( lambda ) ;
92 Transm = transpose (Transm ) ;
93 Ref l = transpose ( Re f l ) ;
94
95 save r e s u l t lambda Transm Ref l s i m s e t t i n g s phc
96 save f i l t e r fem
Le istruzioni fino alla riga 16 producono la struttura phc, che contiene le coordinate x e
y dei centri dei buchi, e il loro raggio.
Il raggio e` normalizzato ad 1, per ottenere il raggio effettivo tale valore sara` moltiplicato
per la costante reticolare a e per il rapporto r/a.
Questo perche´ alcuni buchi possono avere raggio diverso dalla maggioranza (per motivi
che saranno spiegati in seguito), ed e` piu` pratico sapere il valore di tale raggio rapporta-
to a quello dei buchi normali, piuttosto che il particolare valore assunto in una simulazione.
Nelle righe da 25 a 75 si assegnano i parametri della simulazione:
• Da 25 a 51 si assegnano parametri geometrici;
• da 57 a 62 le condizioni al contorno, sulle superfici esterne;
• da 67 a 69 i parametri per la mesh;
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• in 64 i valori della lunghezza d’onda per cui calcolare la soluzione;
• in 71 si fornisce il file contenente le posizioni e i raggi dei buchi del cristallo fotonico;
• in 73 il file contenente i valori dell’indice di rifrazione dell’Arseniuro di Gallio al
variare della lunghezza d’onda.
Alla riga 77 viene chiamato uno script secondario, femSetup3D transmission, che:
1. costruisce la geometria;
2. individua facce e spigoli;
3. impone condizioni al bordo e al contorno;
4. assegna le proprieta` dei materiali su facce e domini;
5. specifica i moduli da usare del programma;
6. crea una struttura dati che sara` usata dallo script per fare la mesh;
7. specifica le funzioni da usare (per interpolare l’indice di rifrazione del materiale da
cui e` composta la membrana);
8. specifica le unita` di misura;
Multiphysics e` una funzione propria di COMSOL, serve a combinare i vari moduli usati
nella simulazione (nel caso si vogliano fare interagire vari fenomeni fisici) e a controllare
la coerenza delle condizioni imposte.
femMesh3D e` uno script secondario che genera la mesh.
solveTransmission3D e` uno script secondario che esegue la simulazione e restituisce i
risultati della simulazione (Transm e Refl) e la struttura fem, che puo` essere eventualmente
salvata e caricata sull’interfaccia grafica di COMSOL per esaminare la soluzione.
A.1.2 Script secondari
Consideriamo femSetup3D transmission :
1 function [ fem mHint ] = femSetup3D transmiss ion ( c a v i t y f i l e , . . .
2 s i m s e t t i n g s , i n d e x f i l e )
3 %FEMSETUP3D Setup of the fem structure for COMSOL simulation
4 % This function returns a FEM structure to be used with comsol
5 % multiphysics() function.
6
7 fem . v e r s i o n = getComsolVersion ( ) ;
8
9 s s = s i m s e t t i n g s ;
10
11 % Load index file and cavity file
12 load ( i n d e x f i l e , ’-mat’ )
13 load ( c a v i t y f i l e , ’-mat’ )
14
15 % ************************** Geometry ***************************
16 % The femSetup3D uses the standard XYZ symmetries.
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17 a = s s . geom . l a t t c o n s t ;
18 r a t i o = s s . geom . r a t i o ;
19
20 rad = a ∗ r a t i o ;
21
22 xSp = ss . geom . xSpace ;
23 ySp = ss . geom . ySpace ;
24 th i ck = s s . geom . t h i c k n e s s ;
25
26 dPMLy = ss . geom .dPMLy;
27 dPMLz = ss . geom .dPMLz;
28
29 % airW = ss.geom.airW; % width of the air layer between
30 %slab and PMLy
31 airH = ss . geom . airH ; % height ..... ..... .....
32
33 gap = ss . geom . gap ;
34
35 wgW I = ss . geom . wgWidthI ;
36 wgL I = s s . geom . wgLengthI ;
37 wgW O = ss . geom . wgWidthO ;
38 wgL O = ss . geom . wgLengthO ;
39
40 i f gap<0.01
41 gap = 0 ;
42 th i ck = th i ck /2 ;
43 end
44 % -------------- Get geometry extent:
45 Nx = max( phc . x ) ;
46 Ny = max( phc . y ) ;
47 Rmax = rad ∗ max( phc . rad ) ;
48 slabW = a∗Nx + xSp ;
49 slabH = a∗Ny + ySp ;
50
51 airWidth = slabH ;
52 a i rHe ight = gap/2 + th i ck + airH ;
53
54 % --------------- Draw geometry blocks and PMLs -----------------
55 Air = block3 (2∗ slabW , airWidth + dPMLy , a i rHe ight + dPMLz , . . .
56 ’base’ ,’corner’ ,’pos’ ,[−slabW , 0 , 0 ] ) ;
57 s l ab = block3 (2∗ slabW , slabH + dPMLy, th ick , . . .
58 ’base’ ,’corner’ ,’pos’ ,[−slabW , 0 , gap / 2 ] ) ;
59 PMLy = block3 (2∗ slabW , dPMLy, a i rHe ight + dPMLz , . . .
60 ’base’ ,’corner’ ,’pos’ ,[−slabW , airWidth , 0 ] ) ;
61 PMLz = block3 (2∗ slabW , airWidth + dPMLy, dPMLz , . . .
62 ’base’ ,’corner’ ,’pos’ ,[−slabW , 0 , a i rHe ight ] ) ;
63 trenchL = block3 ( wgL I , slabH − wgW I/2 , th ick , . . .
64 ’base’ ,’corner’ ,’pos’ ,[−slabW , wgW I/2 , gap / 2 ] ) ;
65 trenchR = block3 (wgL O , slabH − wgW O/2 , th ick , . . .
66 ’base’ ,’corner’ ,’pos’ , [ slabW− wgL O , wgW O/2 , gap / 2 ] ) ;
67
68 s l ab = s lab −(trenchL+trenchR ) ;
69
70 % ------------------------- Make holes --------------------------
71 [ ha , NhX , ∼ , Ntot ] = drawHoles ( phc , s lab , f a l s e , true , rad , . . .
72 th ick , a , gap /2 , fem , Air , PMLy, PMLz) ;
73 % ------------------------- Cut holes ---------------------------
74 ha = s o l i d 3 (geomcomp( ha ) ) ; % unite all the cylinders in an
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75 % unique object
76 ha= ha−(trenchL+trenchR ) ;
77 s l ab = s lab −ha ;
78 clear ha ;
79 Ntot = length ( ha ) ;
80
81 % ---------------------- Geometry objects -----------------------
82 fem = getComsolGeometry ( fem ,{ s lab ,PMLy,PMLz, Air , ha } , . . .
83 {’R1’ ,’PMLy’ ,’PMLz’ ,’air’ ,’holes’ } ,{} ,{} ) ;
84
85 % --- Retreiving analyzed geometry info for boundary settings ---
86 [∼ ,YF, ZF,EF, IF ] = getFaces3D ( fem . geom , gap ) ;
87 % XF : faces in x==0
88 % YF : faces in y==0
89 % ZF : faces in z==0
90 % EF : external faces
91 % IF : internal faces
92 NO = geominfo ( fem . geom , ’out’ ,’no’ ,’od’ , 0 : 3 ) ;
93 % Getting number of vertices,edges,faces,subdomains
94 Nsub = NO( 4 ) ;
95 Nfac = NO( 3 ) ;
96 Nedg = NO( 2 ) ;
97 Npoints = NO( 1 ) ;
98
99 [ u , v ] = meshgrid ( 0 : 1 , 0 : 1 ) ; % u=[0 1; 0 1] v=[0 0; 1 1];
100 % every couple u(i,j),v(i,j) corresponds to
101 % the coordinates a vertex of a unity square
102 S = zeros ( length (EF) , 4 , 2 ) ;
103 for j =1: length (EF)
104 S( j , : , : ) = dea l ( [ u ( : ) v ( : ) ] ) ; % distributes u,v to S...
105 % u,v are browsed along the columns:
106 % S(j,:,:)= [u(:,1), u(:,2) ; v(:,1), v(:,2)]
107 end
108
109 [ xx ] = geominfo ( fem . geom , ’out’ ,{’xx’} ,’par’ ,{EF’ S } ) ;
110 % xx : Coordinate information
111 % par : Cell array, where each element is a cell array
112 % containing two matrices defining geometric entity number
113 % and parameter values verteces of the External Faces :
114 % xx(:,:,1) are the x coordinates
115 % xx(:,:,2) ... y ...
116 % xx(:,:,3) ... z ...
117 % xx is a length(EF)x 4 x 3 matrix
118 XF = EF( sum( (abs ( xx ( : , : , 1 ) + slabW ) <= 1e−4) , 2) == 4 ) ;
119 % faces in x== -slabW, Input Port
120 XF2 = EF( sum( (abs ( xx ( : , : , 1 ) − slabW ) <= 1e−4) , 2) == 4 ) ;
121 % ..... x== +slabW, Output ...
122
123 % ------------------- Locate symmetry edges ---------------------
124 % ++++++++++++++++++++++++++ FACE 1 +++++++++++++++++++++++++++
125 xxpts = geominfo ( fem . geom , ’Out’ ,’xx’ ,’par’ ,{1 : Npoints } ) ;
126 % Getting vertices coordinates : xxpts is a Npoints x 3 matrix
127 xxpts = squeeze ( xxpts ) ; % eliminate singleton dimensions
128 %example: a 5-by-1 matrix is a vector of 5 elements
129
130 adj = geominfo ( fem . geom , ’out’ ,’adj’ ,’odp’ , [ 0 ; 1 ] ) ;
131 % adj : Adjacency relations of entities in Odp
132 % odp : Matrix with columns that contain geometric entity
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133 % dimension number pairs
134 % Npoints x Nedg array : every row correspond to a vertex,
135 % every column to an edge.
136 % The entries of adj(i,j) are -1 or +1 if edge j enters
137 % or exits vertex i, respectively , 0 if vertex i doesn’t
138 % belong to edge j
139 % in this particular case, searches for
140
141 f 1 = and ( abs ( xxpts ( : , 1 )+ slabW ) < 1e−6, abs ( xxpts ( : , 2 ) ) < 1e−6);
142 %vertexes with x==-slabW and y==0,
143 % f1 is an array of logical, of length Npoints, with one
144 % in the element equal to the vertex index which
145 % satisfies the condition
146 EG = 1 : Npoints ;
147 e1 = EG( f1 ) ; % vertex index of verteces in x==-slabW and y==0
148 v1 = [ ] ;
149
150 for j=1 : length ( e1 )
151 v1=[v1 , find ( adj {1}( e1 ( j ) , : ) ) ] ; % searches for the column
152 % index of element different from 0 in the row e1(j)
153 % searches the edges exiting or entering in vertex e1(j)
154 end
155
156 % ------ Find unique values in v1 and setdiff full vector -------
157 [∼ , m, ∼] = unique ( v1 ) ; %[C, ia, ic] = unique(A)
158 % Finds the unique values of A and the index vectors
159 % ia and ic, such that C = A(ia) and A = C(ic).
160 % ia(i) contains the position of last occurrence of the
161 % ith element in C (which is sorted).
162 % Treats each row of A as a single entity and returns
163 % the unique rows of A.
164 % The rows of the array C are in sorted order.
165 XE1 = v1 ( s e t d i f f ( 1 : length ( v1 ) , m) ) ;
166 % setdiff(1:length(v1),m) finds the position of the first
167 % (or all except the last) occurrence of repeated
168 % elements in v1
169 % v1(...) are the indeces of the edges on which a PEC
170 % condition is to be set
171 % ++++++++++++++++++++++++ FACE 2 +++++++++++++++++++++++++++++
172 f 2 = and ( abs ( xxpts ( : ,1)− slabW ) < 1e−6, abs ( xxpts ( : , 2 ) ) < 1e−6);
173 % vertexes with x == +slabW and y ==0
174 e2 = EG( f2 ) ;
175 v2 = [ ] ;
176 for j=1 : length ( e2 )
177 v2 = [ v2 , find ( adj {1}( e2 ( j ) , : ) ) ] ;
178 end
179
180 [∼ , m, ∼] = unique ( v2 ) ;
181 XE2 = v2 ( s e t d i f f ( 1 : length ( v2 ) , m) ) ;
182
183 % ---------- Setting Boundary mode analysis input face ----------
184 n e f f = [ ’neff(lambda0_rfw)’ , s s . neffM ] ;
185 clear appl
186 appl . mode . c l a s s = ’BoundaryModeAnalysis’ ;
187 appl . module = ’RF’ ;
188 appl . a s s i g n s u f f i x = ’_rfwb’ ;
189 clear prop
190 prop . inputvar = ’lambda’ ;
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191 appl . prop = prop ;
192 clear edg
193 edg . type = {’cont’ ,’E0’ } ;
194 edg . ind = ones (1 , Nedg ) ;
195 i f s s . Ybnd == ’PEC’ ; % sets PEC edge condition
196 edg . ind (XE1)= 2 ;
197 end
198 appl . edg = edg ;
199 clear bnd
200 % Material types for boundary mode analysis
201 bmatUnused = 1 ;
202 bmatAir = 2 ;
203 bmatWG = 3 ;
204 bnd . n = {1 ,1 ,{ ’neff(lambda0_rfwh)’ }} ;
205 bnd . usage = {0 ,1 , 1} ;
206 bnd . ind = bmatUnused∗ ones (1 , Nfac ) ;
207 bnd . ind (XF) = bmatAir ;
208 i f gap < 0 .01
209 bnd . ind (XF( 1 ) ) = bmatWG;
210 else
211 bnd . ind (XF( 2 ) ) = bmatWG;
212 end
213 appl . bnd = bnd ;
214 fem . appl {1} = appl ;
215
216 % --------- Setting Boundary mode analysis output face ----------
217 clear appl
218 appl . mode . c l a s s = ’BoundaryModeAnalysis’ ;
219 appl . dim = {’en2’ ,’hn2’ ,’ex2’ ,’ey2’ ,’ez2’ ,’hx2’ ,’hy2’ ,’hz2’ } ;
220 appl . name = ’rfwb2’ ;
221 appl . module = ’RF’ ;
222 appl . a s s i g n s u f f i x = ’_rfwb2’ ;
223 clear prop
224 prop . inputvar = ’lambda’ ;
225 appl . prop = prop ;
226 clear edg
227 edg . type = {’cont’ ,’E0’ } ;
228 edg . ind = ones (1 , Nedg ) ;
229 i f s s . Ybnd == ’PEC’ ;
230 edg . ind (XE2) = 2 ;
231 end
232 appl . edg = edg ;
233 clear bnd
234 bnd . n = {1 ,1 ,{ ’neff(lambda0_rfwh)’ }} ;
235 bnd . usage = {0 ,1 , 1} ;
236 bnd . ind = bmatUnused∗ ones (1 , Nfac ) ;
237 bnd . ind (XF2) = bmatAir ;
238 i f gap<0.01
239 bnd . ind (XF2( 1 ) ) = bmatWG;
240 else
241 bnd . ind (XF2( 2 ) ) = bmatWG;
242 end
243 appl . bnd = bnd ;
244 fem . appl {2} = appl ;
245




249 % Setting boundary conditions
250 clear bnd
251 bnd = setBnd3D ( fem , s s . Xbnd , s s . Ybnd , s s . Zbnd , s s . Ebnd , . . .
252 XF, YF, ZF, EF , [ ] ) ;
253 bnd . ind (XF) = 6 ; %INPUT PORT
254 bnd . ind (XF2) = 7 ; %OUTPUT PORT
255 appl . bnd = bnd ;
256
257 % Setting subdomains material properties
258 clear equ ;
259 load equvars
260 n e f f = [ ’neff(lambda0_rfw)’ , s s . neffM ] ;
261 equ . n = { ne f f , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , ne f f , ne f f , n e f f } ;
262
263 Nsub = geominfo ( fem . geom , ’out’ ,’no’ ,’od’ , 3 ) ;
264 % Getting number of subdomains
265 equ . ind = mat a i r ∗ ones (1 , Nsub ) ;
266 i f gap<0.01
267 equ . ind (1 ) = mat s lab ;
268 equ . ind (4 ) = mat slabPML y ;
269 equ . ind (5 ) = mat airPML y ;
270 equ . ind (6 ) = mat airPML yz ;
271 else
272 equ . ind (2 ) = mat s lab ;
273 equ . ind ( [ 4 , 6 ] ) = mat airPML y ;
274 equ . ind (5 ) = mat slabPML y ;
275 equ . ind (7 ) = mat airPML yz ;
276 end
277
278 equ . ind (3 ) = mat airPML z ;
279
280 appl . equ = equ ;
281
282 % mHint structure
283 i f gap<0.01
284 mHint . s l ab = [ 1 ] ; % Ntot is the number of holes
285 mHint . a i r = 2 ;
286 mHint . pmlSlab = [ 4 ] ;
287 mHint . pml1 = [ 3 , 5 ] ; % domain indeces of PLM along y or z
288 mHint . pml2 = 6 ; % ........... .... yz
289 mHint . pml3 = [ ] ;
290 else
291 mHint . s l ab = [ 2 ] ; %subdomains of the slab
292 mHint . a i r = 1 ;
293 mHint . pmlSlab = [ 5 ] ;
294 mHint . pml1 = [ 3 , 4 , 6 ] ; % domain indeces of PLM along y or z
295 mHint . pml2 = 7 ; % ........... .... yz
296 mHint . pml3 = [ ] ;
297 end
298 mHint . pmlAir = s e t d i f f ( [ mHint . pml1 , mHint . pml2 , mHint . pml3 ] , . . .
299 mHint . pmlSlab ) ;
300 mHint . PoutFaces = [ ] ;
301 mHint .XF = XF;
302 mHint .XF2 = XF2 ;
303 mHint .YF = YF;
304 mHint . ZF = ZF ;
305 mHint .EF = EF;
306 mHint .FFF = [ ] ;
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307
308 fem . appl {3} = applSetupRF3D ( appl ) ;
309
310 fem . border = 1 ;
311
312 clear un i t s ;
313 un i t s . basesystem = ’SI’ ;
314 fem . un i t s = un i t s ;
315
316 % Functions
317 clear f c n s
318 f c n s {1} . type = ’interp’ ;
319 f c n s {1} . name = ’neff’ ;
320 f c n s {1} . method = ’cubic’ ;
321 f c n s {1} . extmethod = ’extrap’ ;
322 f c n s {1} . x = c e l l s t r ( s t r t r i m (num2str(n . x ’ , ’%e\n’ ) ) ) ’ ;
323 f c n s {1} . data = c e l l s t r ( s t r t r i m (num2str(n . data ’ , ’%e\n’ ) ) ) ’ ;
324 fem . f u n c t i o n s = f c n s ;
325
326 % ODE Settings
327 clear ode
328 clear un i t s ;
329 un i t s . basesystem = ’SI’ ;
330 ode . un i t s = un i t s ;
331 fem . ode = ode ;
332
333 end
Innanzitutto, mentre gli script principali chiamano funzioni, ma non sono tali, gli script
dei livelli sottostanti sono funzioni MATLAB (e vanno dichiarati con l’apposita sintassi).
Alla riga 11 si chiama lo script getComsolVersion.
Alle righe 16 e 17 carica i file contenenti rispettivamente l’indice di rifrazione dell’Arseniuro
di Gallio in funzione della lunghezza d’onda e il file contenente posizione del centro e raggio
(normalizzato) di ogni buco del cristallo fotonico. Tali file sono passati come parametro
alla funzione dallo script principale.
I parametri geometrici e della mesh sono passati tramite la struttura sim settings.
Nelle righe da 21 a 42 non si fa altro che dichiarare - per leggibilita` - variabili locali alla
funzione ed inizializzarle con questi valori.
Da 49 a 56 si hanno altre variabili geometriche dipendenti da quelle d’ingresso.
Da 59 ad 85 si creano i vari oggetti geometrici che compongono la geometria, si fanno
operazioni insiemistiche su di loro (unione, differenza, intersezione), si chiamano script
di livello 3 per disegnare i vari buchi cilindrici e trattare casi particolari come buchi par-
zialmente intersecati da altri solidi, si uniscono i vari buchi a formare un unico oggetto
geometrico (naturalmente, non semplicemente connesso), infine si chiama uno script per
assegnare nomi ai vari oggetti.
Da 88 a 122 si classificano le varie facce in base alla loro posizione: esterne, interne, in y
= 0 o z = 0, sulle facce di ingresso o uscita.
Da 127 a 183 si individuano i bordi su cui vanno imposte alcune condizioni.
Da 186 a 216 si pongono tutte le condizioni per un modulo, quello che trovera` il modo
(autofunzione) ed indice di guida (autovalore) della faccia di ingresso.
Da 219 a 246 si fa lo stesso per la faccia di uscita.
Da 253 a 256 si impongono le condizioni al contorno e da 260 a 282 quelle sui vari domini
del 3◦ modulo, che e` selezionato tramite la funzione applSetup3D, chiamata alla riga 310.
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Da 285 a 308 si assegnano i valori dei vari campi della struttura mHint, restituita dalla
funzione ed utilizzata da femMesh3D per fare la mesh.
Da 314 a 316 e da 329 a 333 si indicano le unita` di misura.
Infine, da 319 a 326 si descrive una funzione per interpolare l’indice di rifrazione tra i
punti forniti dal file.
Gli script di livello 3 sono anche loro funzioni e non differiscono sensibilmente da quelli
di livello 2 (tranne che per ruolo e dimensioni), verranno descritti in dettaglio piu` avanti,
quando si parlera` delle loro specifiche mansioni.
A.2 Tipi di Simulazioni
Le simulazioni svolte sono di 2 tipi :
1. di Trasmissione;
2. agli autovalori.
A.2.1 Simulazioni di Trasmissione
Sono composte da 3 moduli :
1. 2 istanze del modulo Boundary Mode Application, una per la faccia d’ingresso, una
per quella d’uscita;
2. il modulo Electromagnetic Waves in problemi 3D o In-Plane Waves in 2D.
A.2.1.1 Mode Application
Questo modulo risolve un’equazione agli autovalori trovando:
1. il modo (autofunzione), ossia la distribuzione spaziale dei vari campi (Elettrico e
Magnetico, di Induzione Elettrica e Magnetica...) all’interno della sezione di una
guida d’onda;
2. la costante di propagazione (l’autovalore), o, alternativamente, l’indice di rifrazione
efficace della guida (che comunque dipende dalla costante di propagazione [17, pag.
24]
neff = β/k0 = −Im(λ)/k0
dove λ e` l’autovalore trovato).
La parte reale dell’autovalore - nelle convenzioni di COMSOL - e` legata all’attenua-
zione:
δ = −Re(λ)
La dimensionalita` del problema e` inferiore di uno rispetto a quella trattata dal modulo
che calcola la trasmissione, ossia e` monodimensionale se il problema di trasmissione e` 2D
e bidimensionale nel caso 3D.
Bisogna specificare la polarizzazione del modo a cui si e` interessati:
1. TE (Transverse Electric) se il solo campo elettrico non ha componenti parallele alla
direzione di propagazione, ma soltanto sul piano ortogonale ad essa;
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2. TM (Transverse Magnetic) se cio` vale per le componenti del solo campo magnetico;
3. TEM (Transverse Electric and Magnetic) sia il campo elettrico sia quello magnetico
sono trasversali;
4. modi Ibridi, detti anche EH o HE, in cui sia il campo elettrico sia quello magnetico
hanno componenti longitudinali.
Figura A.1: I domini di definizione delle Boundary Mode Application sono, rispettivamente, le facce di
ingresso e di uscita.
Come detto nel cap. 5, inizialmente si erano usati modi TM, ma si e` poi verificato che la
condizione corretta fosse quella dei modi TEM (anche se, come spiegato in B, in guide
dielettriche essi non esistono, quindi quelli che COMSOL chiama modi TEM non sono
propriamente tali).
Come spiegato all’inizio del cap. 4, il modo della porta utilizzata come ingresso viene
usato come sorgente per iniettare energia nella struttura. Una volta calcolato il campo
3D (o 2D), sia calcolano gli integrali di sovrapposizione coi modi delle varie porte per
ricavare i parametri S.
A.2.1.2 Electromagnetic Waves
Non e` necessario dire molto su questo modulo. Per maggiori dettagli, consultare [16,
pagg. 137-148] o [16, pagg. 148-157].
A.2.1.3 Script Principali
Esaminiamo in dettaglio filter3D.
Innanzitutto si resettano le strutture fem e sim settings(potrebbero contenere i dati
di simulazioni precedenti)
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1 f l c l e a r fem
2 clear s i m s e t t i n g s
Fatto questo, si indicano il numero massimo numTap di buchi che costituiscono il ta-
pering (che consiste di buchi equispaziati, il cui raggio varia linearmente con la distanza
dalla giunzione tra cristallo e ridge waveguide) ed il numero numAct realmente presenti
(si escludono quelli di raggio minore) e la distanza Dist tra di essi (qui e` fissata ad 1 in
quanto uguale alla costante reticolare).
Quindi si costruisce il cristallo, contenuto in un rettangolo, chiamando la funzione rec-
tanglephc e specificando il numero di colonne e di righe che costituiscono tale cristallo (a
reticolo triangolare). Tale funzione genera una matrice di 3 righe e tante colonne quanti
sono i buchi; ogni colonna contiene le coordinate x, y del centro del buco cilindrico e il suo
raggio, normalizzato ad 1 (che sara` poi moltiplicato per r/a · a. Sara` descritta in dettagli
in A.2.1.5.
In seguito si rimuove la fila in y = 0 per realizzare la guida W1, chiamando la funzione
W1phc, si aggiunge il tapering ed infine si realizza la cavita`, indicando l’ascissa dei buchi
(posti in y = 0 e simmetrici rispetto alla retta x = 0.
G Si copiano tali variabili nelle strutture sim settings e phc e si salva quest’ultima.
1 numTap = 7 ; % maximum number of holes of the tapering
2 numAct = 7 ; % number of holes actually present in the tapering
3 Dist= 1 ; % fraction of the lattice constant, distance
4 % between the holes in the tapering
5 [ h o l e s ]= rec tang l ephc ( 1 3 , 7 ) ;
6 [ h o l e s ]=W1phc( ho l e s ) ;
7 [ h o l e s ]=taperedwavg ( ho les , numTap , numAct , Dist ) ;
8 [ h o l e s ]= cav i ty ( ho les , [ 2 . 1 5 , 3 ] , [ 0 . 7 5 , 1 ] ) ;
9
10 s i m s e t t i n g s . geom . numTap = numTap ;
11 s i m s e t t i n g s . geom . numAct = numAct ;
12 s i m s e t t i n g s . geom . Dist = Dist ;
13
14 phc . x = ho l e s . ho l e s ( 1 , : ) ; % X coordinates (lattice constant = 1)
15 phc . y = ho l e s . ho l e s ( 2 , : ) ; % Y coordinates
16 phc . rad = ho l e s . ho l e s ( 3 , : ) ; % Radii
17
18 save L 3 f i l t e r 3 D s ing l e phc
Il passo successivo e` specificare i vari parametri geometrici: la costante reticolare a, il
rapporto r/a, lo spessore della membrana, dello strato di aria sopra di essa, dei PML, che
sono mostrati in fig. A.2 e A.3.
1 % Simulation settings (distances in um)
2 a=500e−3;
3 s i m s e t t i n g s . geom . l a t t c o n s t=a ; % Lattice constant scaling factor a
4 s i m s e t t i n g s . geom . r a t i o =0.35 % r/a
5
6 s i m s e t t i n g s . geom . t h i c k n e s s =200e−3; % Slab thickness (single membrane)
7 s i m s e t t i n g s . geom . xSpace=5∗a ; % Distance of the port from the
8 % nearest hole center
9 s i m s e t t i n g s . geom . ySpace =0.5∗ sqrt (3)∗ a ; % Distance of the slab boundary
10 % from the highest hole center
11 s i m s e t t i n g s . geom .dPMLy=0.5; % PML thickness in the y direction
12 s i m s e t t i n g s . geom .dPMLz=0.5; % ..... z ....
13
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14 %sim_settings.geom.airW=0; % width of the air layer between
15 % slab and PMLy
16 % if you use this script, airW is automatically 0
17 s i m s e t t i n g s . geom . airH =0.9 ; % height ... ... ... slab and PMLz
18
19 s i m s e t t i n g s . geom . gap = 0 . 0 5 ; % Inter-membrane separation
20
21 s i m s e t t i n g s . geom . wgWidthI = 1 .6∗ sqrt (3)∗ a ; % Input (left) WaveGuide Width
22 s i m s e t t i n g s . geom . wgLengthI = numAct∗Dist ∗a+s i m s e t t i n g s . geom . xSpace ;
% ... Length
23 s i m s e t t i n g s . geom . wgWidthO = 1.6∗ sqrt (3)∗ a ; % Output (right) WavG Width
24 s i m s e t t i n g s . geom . wgLengthO = numAct∗Dist ∗a+s i m s e t t i n g s . geom . xSpace ;
% ... Length
Si indicano le condizioni al contorno (quella in x = 0 non ha effetti, ma, se non specifi-
cata, lo script darebbe errore).
Come detto in precedenza, si sfruttano le simmetrie di riflessione pari/dispari per ridurre
il dominio a 1/2, 1/4 o 1/8 di quello complessivo, ponendo dei conduttori elettrici/magne-
tici perfetti nei piani di simmetria. Se la componente di H ortogonale (quindi anche quelle
parallele di E) ad un dato piano e` pari, si usera` la condizione PEC, nel caso opposto (in
cui e` pari la componente ortogonale di E e quelle parallele di H) PMC.
Si mette una condizione di tipo Scattering, che corrisponde a superfici trasparenti (nel
nostro caso ad onde piane, ma si puo` anche scegliere che lo sia per onde cilindriche o sfe-
riche) sulle facce esterne del dominio, questo per evitare effetti spuri dovuti alle riflessioni
e per evitare di dover simulare domini inutilmente vasti.
Tali condizioni sono mostrate in fig. A.4, A.5, A.6.
1 % Boundary conditions (PMC = Perfect Magnetic Conductor , PEC = Perfect
2 % electric conductor)
3 % Default XYZ MEM
4 s i m s e t t i n g s . Xbnd = ’PMC’ ;
5 s i m s e t t i n g s . Ybnd = ’PEC’ ;
6 % sim_settings.Ybnd = ’Scattering ’;
7
8 s i m s e t t i n g s . Zbnd = ’PMC’ ; % The bandgap is for what Joannopoulos
9 % calls TE-like modes:
10 % Ey is even, Ez odd for symmetries around z plane
11 s i m s e t t i n g s . Ebnd = ’Scattering’ ; % External faces BC (not relevant)
Si fornisce l’insieme di lunghezze d’onda (o anche una sola, che compare come commento)
da simulare, nel nostro caso uniformemente spaziate; e la finezza della mesh.
Per motivi collegati al Criterio di Nyquist [16, pag. 92], una lunghezza d’onda deve
contenere almeno 2 elementi. Dato che in un mezzo otticamente piu` denso la lunghezza
d’onda e` piu` corta (rispetto a quella nel vuoto) di un fattore pari all’indice di rifrazione
di quel materiale, avremo che l`ı la mesh dovra` essere piu` fitta.
Infatti, nella slab la dimensione massima della mesh e` 3,5 volte minore di quella in aria,
entrambe corrispondenti a λ/4. Usare mesh piu` fitte aumenta la quantita` di memoria
necessaria alla simulazione, ma accelera la convergenza. In genere un buon compromesso
e` usare λ/4 - λ/6.
1 lambda = linspace ( 1 . 6 1 4 , 1 . 6 1 6 , 3 0 ) ; % list of the wavelengths
2 % lambda =1.2; % to solve for, in um, not m
3
4 s i m s e t t i n g s . mesh . r e f s l a b = min ( lambda ) / 3 . 5 / 4 ; % maximum element size
5 % in the semicondutor , 1/4 of the wavelength
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Figura A.2: Vista dall’alto della geo-
metria, con indicati vari parametri
geometrici della simulazione.
Figura A.3: Vista laterale della struttura.
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Figura A.4: Facce dove viene applicata la condizione PEC.
Figura A.5: Facce dove e` applicata la condizione PMC.
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Figura A.6: Facce dove e` applicata la condizione Scattering.
6 s i m s e t t i n g s . mesh . r e f a i r = min ( lambda ) / 4 ; % ...... in air
Si indica l’indice di rifrazione del materiale, includendo il file index file, eventualmente
quello da usare nella Boundary Mode Analysis sulle guide, per maggiore generalita` (ma
nel nostro caso e` stato lasciato come commento).
Il campo neffM e` una stringa che viene aggiunta in coda al contenuto di index file: se ad
esempio si vuole forzare n a 3,42, si scrivera` ’*0 + 3.42’. Si include anche il file, generato
all’inizio, contenente posizione e raggio dei buchi.
1 % sim_settings.nWG=3.3;
2 s i m s e t t i n g s . neffM = ’ ’ ;
3
4 c a v i t y f i l e = ’L3_filter _ 3D_single.mat’ ; % File containting hole
5 % positions and radii
6 i n d e x f i l e = ’GaAs300K.mat’ ; % Wavelength dependent
7 % effective index file
A questo punto si chiama la funzione femSetup3D Transmission, che costruisce la geo-
metria (la cui coerenza verra` valutata da multiphysics, [20, pag. 351]), poi femMesh3D,
che costruisce la mesh.
1 [ fem , mHint ] = femSetup3D transmiss ion ( c a v i t y f i l e , s i m s e t t i n g s , i n d e x f i l e ) ;
2
3 % Multiphysics
4 fem = mul t iphys i c s ( fem ) ;
5
6 % Mesh
7 % fem = femMesh3D_Modif(fem,sim_settings ,cavity_file ,mHint);
8 fem = femMesh3D( fem , s i m s e t t i n g s , c a v i t y f i l e , mHint ) ;
Infine, si chiama la funzione che fa la simulazione vera e propria, solveTransmission3D.
Il parametro nchuncks indica in quante sotto-sequenze vada diviso l’insieme delle λ da
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simulare. Nel caso tale insieme sia abbastanza largo, nel senso che il minimo ed il massimo
di λ sono abbastanza diversi, e` consigliabile spezzare tale sottoinsieme, perche´ usare i modi
(delle guide) relativi a λ1 per calcolare la trasmissione a λ2 potrebbe produrre risultati
poco affidabili, se le due λ sono abbastanza diverse.
Si apre file fid, su cui, nel corso della simulazione, vengono stampati i risultati; tale file
viene chiuso una volta terminata la simulazione. Cio` e` comodo perche´ sul file test.log,
prodotto nel corso della simulazione, si possono leggere i risultati di parte della simulazio-
ne, una volta che una delle sotto-sequenze di valori di λ e` stata completata. Questo perche´
si simula su un server: 2 file prodotti sono l’equivalente della finestra col progresso della
simulazione e dei risultati stampati sulla riga di comando di MATLAB che si avrebbero
nel caso in cui la simulazione venga effettuata in locale sullo stesso calcolatore dell’utente.
Purtroppo i risultati finali non venivano stampati su un file .txt come voluto. Tuttavia,
una soluzione piu` comoda e` salvare i risultati in un file .mat (result), che ha il vantaggio di
essere immediatamente utilizzabile in MATLAB (ad esempio per fare grafici delle quantita`
calcolate).
Si e` scelto di includere in tale file anche i parametri della simulazione (sim settings) e il
file phc, per ricordarsi che geometria o che impostazioni si erano usate.
Si puo` anche salvare la struttura fem, contenente tutte le informazioni sulla simulazione,
per caricarla sull’interfaccia grafica e vedere la distribuzione dei campi e farne grafici.
1 %-------------------------- Transmission -------------------
2 % plot while solving. Remove if not needed
3 f i d = fopen (’transtest.txt’ ,’w’ ) ; %’w’ : write
4 %
5 % set wavelength to solve for
6
7 nchunks = 10 ;
8 [ Transm , Ref l , fem ] = solveTransmiss ion3D ( fem , lambda , nchunks , f i d ) ;
9 fc lose ( f i d ) ;
10
11 lambda = transpose ( lambda ) ;
12 Transm = transpose (Transm ) ;
13 Ref l = transpose ( Re f l ) ;
14
15 save r e s u l t lambda Transm Ref l s i m s e t t i n g s phc
16
17 % save filter fem
A.2.1.3.1 Nano Taper Nel caso del Nano Taper non c’e` bisogno di parametri come
il rapporto r/a, non essendoci buchi. In compenso ci sono la lunghezza del taper, la
distanza tra la punta e la porta d’ingresso e quello tra la fine della transizione e la porta
d’uscita.
A.2.1.4 Script Secondari
A.2.1.4.1 femSetup3D transmission Inizia con la dichiarazione della funzione.
1 function [ fem mHint ] = femSetup3D NB transmission 7 ( c a v i t y f i l e , . . .
2 s i m s e t t i n g s , i n d e x f i l e )
3 % FEMSETUP3D Setup of the fem structure for COMSOL simulation
4 % This function returns a FEM structure to be used with comsol
5 % multiphysics() function.
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Quindi si chiama getComsolVersion per sapere quale versione di COMSOL sia in uso,
1 fem . v e r s i o n = getComsolVersion ( ) ;
si dichiarano variabili locali e si caricano i file con l’indice di rifrazione e la geometria
del cristallo fotonico
1 s s=s i m s e t t i n g s ;
2
3 % Load index file and cavity file
4 load ( i n d e x f i l e , ’-mat’ )
5 load ( c a v i t y f i l e , ’-mat’ )
6
7 % Geometry
8 % The femSetup3D uses the standard XYZ symmetries.
9
10 a = s s . geom . l a t t c o n s t ;
11 r a t i o = s s . geom . r a t i o ;
12
13 rad = a ∗ r a t i o ;
14
15 xSp = ss . geom . xSpace ;
16 ySp = ss . geom . ySpace ;
17 th i ck = s s . geom . t h i c k n e s s ;
18
19 dPMLy = ss . geom .dPMLy;
20 dPMLz = ss . geom .dPMLz;
21
22 % airW = ss.geom.airW; % width of the air layer between slab and PMLy
23 airH = ss . geom . airH ; % height ..... ..... ..... slab and PMLz
24
25 gap = ss . geom . gap ;
26
27 wgW I = ss . geom . wgWidthI ;
28 wgL I = s s . geom . wgLengthI ;
29 wgW O = ss . geom . wgWidthO ;
30 wgL O = ss . geom . wgLengthO ;
Se la variabile gap e` minore di 0.01, la si considera come se fosse 0 e si simula una sola
membrana.
1 i f gap<0.01
2 gap = 0 ;
3 th i ck = th i ck /2 ;
4 end
Si calcolano larghezza ed altezza della membrana slab e lo spessore airHeight del
parallelepipedo Air, che contiene tutta la geometria:
1 % Get geometry extent:
2 Nx = max( phc . x ) ;
3 Ny = max( phc . y ) ;
4 Rmax = rad∗max( phc . rad ) ;
5
6 slabW = a∗Nx+xSp ;
7 slabH = a∗Ny+ySp ;
8
9 airWidth = slabH ;
10 a i rHe ight = gap/2 + th i ck + airH ;
235
Si generano i solidi (per dettagli sulla funzione block [20, pag. 35]):
1 % Draw geometry blocks and PMLs
2 Air = block3 (2∗ slabW , airWidth+dPMLy, a i rHe ight+dPMLz, ’base’ ,’corner’ , . . .
3 ’pos’ ,[−slabW , 0 , 0 ] ) ;
4 s l ab = block3 (2∗ slabW , slabH+dPMLy, th ick , ’base’ ,’corner’ , . . .
5 ’pos’ ,[−slabW , 0 , gap / 2 ] ) ;
6 PMLy = block3 (2∗ slabW ,dPMLy, a i rHe ight+dPMLz, ’base’ ,’corner’ , . . .
7 ’pos’ ,[−slabW , airWidth , 0 ] ) ;
8 PMLz = block3 (2∗ slabW , airWidth+dPMLy,dPMLz, ’base’ ,’corner’ , . . .
9 ’pos’ ,[−slabW , 0 , a i rHe ight ] ) ;
10 trenchL = block3 ( wgL I , slabH − wgW I/2 , th ick , ’base’ ,’corner’ , . . .
11 ’pos’ ,[−slabW , wgW I/2 , gap / 2 ] ) ;
12 trenchR = block3 (wgL O , slabH − wgW O/2 , th ick , ’base’ ,’corner’ , . . .
13 ’pos’ , [ slabW− wgL O , wgW O/2 , gap / 2 ] ) ;
Si tolgono le due trench da slab:
1 s l ab = s lab −(trenchL + trenchR ) ;
Quindi si genera un array di celle ha, ognuna contenente un cilindro (o parte di esso, se
si trova in y = 0), chiamando drawHoles. C’e` da dire che, a seconda di come e` realizzata,
tale funzione puo` dare problemi al codice successivo, che fanno abortire la simulazione,
durante l’esecuzione di femSetup3D transmission. Se ne parlera` piu` avanti. Si sono usate
tante variabili d’ingresso per motivi di debug.
1 % Make holes
2 [ ha , NhX , ∼ , Ntot ] = drawHoles ( phc , s lab , f a l s e , true , rad , th ick , a , gap / 2 , . . .
3 fem , Air , PMLy, PMLz) ;
Si uniscono tali cilindri a formare un unico solido, chiamando solid3 ([20, pag. 446]).
Quindi si tagliano le parti che sconfinano nelle trench e si sottrae tale solido alla slab,
per renderlo forato ed infine si elimina il solido ha. Naturalmente la cosa si puo` fare in
diverse maniere.
La funzione geomcomp ([20, pag. 236]) o comunque il complessivo delle funzioni di
COMSOL per gestire le geometrie hanno mostrato di gestire male operazioni insiemistiche
sui solidi. Ad esempio fallivano se thickness = gap.
1 % Cut holes
2 ha = s o l i d 3 (geomcomp( ha ) ) ;
3 s l ab = s lab −ha ;
4 clear ha ;
A questo punto si passano tali solidi alla funzione getComsolGeometry, che assegna
un nome a tali oggetti, li costruisce nella struttura fem e “ripara” la geometria. I campi
vuoti sono per la strutture ha, che si e` scelto di non usare per problemi tecnici, e src, dei
dipoli sorgenti, che non sono utilizzati nelle simulazioni di trasmissione, ma in quelle agli
autovalori.
1 % Geometry objects
2 fem = getComsolGeometry ( fem ,{ s lab ,PMLy,PMLz, Air } , . . .
3 {’R1’ ,’PMLy’ ,’PMLz’ ,’air’ } ,{} ,{} ) ;
Si individuano le facce (e il numero del loro indice, chiamando getFaces3D
1 [∼ ,YF, ZF,EF, IF ] = getFaces3D ( fem . geom , gap ) ;
2 % XF : faces in x==0
3 % YF : faces in y==0
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4 % ZF : faces in z==0
5 % EF : external faces
6 % IF : internal faces
7 % Locate far-field boundaries
8 % This part is application specific
9 NO =geominfo ( fem . geom , ’out’ ,’no’ ,’od’ , 0 : 3 ) ; % Getting number of vertices ,...
10 % edges,faces,subdomains
11 Nsub = NO( 4 ) ;
12 Nfac = NO( 3 ) ;
13 Nedg = NO( 2 ) ;
14 Npoints = NO( 1 ) ;
Si individuano quindi le facce corrispondenti alle porte d’ingresso tramite la funzione
geominfo ([20, pag. 259]).
Si crea una griglia di punti usando meshgrid. Le variabili u, v sono matrici 2x2, so-
vrapponendole si ha che le colonne del cubo risultante sono le coordinate del quadrato
unitario con un vertice nell’origine e lati paralleli agli assi.
1 [ u , v ] = meshgrid ( 0 : 1 , 0 : 1 ) ; % u=[0 1; 0 1] v=[0 0; 1 1];
2 % every couple u(i,j),v(i,j) corresponds to
3 % the coordinates a vertex of a unity square
Si genera una matrice S a 3 indici che ha tanti “ripiani” quante sono le facce esterne ed
ogni ripiano contiene le variabili u, v generate da meshgrid.
1 S = zeros ( length (EF) , 4 , 2 ) ;
2 for j =1: length (EF)
3 S( j , : , : ) = dea l ( [ u ( : ) v ( : ) ] ) ; % distributes u,v to S... u,v are browsed
4 % along the columns:
5 % S(j,:,:)= [u(:,1), u(:,2) ; v(:,1), v(:,2)]
6 end
Si passano tali parametri a geominfo, che restituisce le coordinate dei vertici delle facce
esterne.
1 [ xx ] = geominfo ( fem . geom , ’out’ ,{’xx’} ,’par’ ,{EF’ S } ) ;
2 % xx : Coordinate information
3 % par : Cell array, where each element is a cell array containing
4 % two matrices defining geometric entity number and parameter values
5 % verteces of the External Faces :
6 % xx(:,:,1) are the x coordinates
7 % xx(:,:,2) ... y ...
8 % xx(:,:,3) ... z ...
9 % xx is a length(EF)x 4 x 3 matrix
Si individuano le porte d’ingresso e d’uscita in quanto tutti e 4 i loro vertici hanno
x = ±slabW, quindi, se si fa l’operazione logica abs(xx(:,:,1) + slabW) <= 1e-4, e se si
somma il risultato dei vertici di una data faccia, si avra` che tale somma uguaglia solo per
le facce in questione.
1 XF = EF(sum( ( abs ( xx ( : , : , 1 ) + ( slabW))<=1e−4) ,2)==4); % faces in x == -slabW,
2 % Input Port
3 XF2 = EF(sum( ( abs ( xx ( : , : , 1 ) − ( slabW))<=1e−4) ,2)==4); % ..... + ,
4 % Output
Per comprendere il funzionamento della procedura, si consiglia di eseguire questo codice
in modalita` di debug e osservare cosa accade alle diverse variabili.
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Si devono inoltre individuare gli spigoli che tagliano a meta`, in x = 0 le facce d’ingresso
(su di essi si imporranno condizioni al contorno per selezionare i modi delle guide con le
volute simmetrie).
Percio` si individuano le coordinate dei vertici, eliminando dimensioni ridondanti:
1 % Locate symmetry edges
2 % FACE 1
3 xxpts = geominfo ( fem . geom , ’Out’ ,’xx’ ,’par’ ,{1 : Npoints } ) ;
4 % Getting vertices coordinates
5 xxpts = squeeze ( xxpts ) ; % eliminate singleton dimensions
6 % example: a 5-by-1 matrix is a vector of 5 elements
Si ottiene una matrice adj che contiene le relazioni di adiacenza: ha tante righe quanti
sono i punti e tante colonne quanti gli spigoli. I valori assunti da adj(i,j) sono 0 se il
vertice i non appartiene allo spigolo j, -1 se lo spigolo j entra in i, 1 se ne esce.
1 adj = geominfo ( fem . geom , ’out’ ,’adj’ ,’odp’ , [ 0 ; 1 ] ) ;
2 % adj : Adjacency relations of entities in Odp
3 % odp : Matrix with columns that contain geometric entity
4 % dimension number pairs
5 % Npoints x Nedg array : every row correspond to a vertex, every
6 % column to an edge. The entries of adj(i,j) are -1 or +1 if edge j
7 % enters or exits vertex i, respectively , 0 if vertex i doesn’t
8 % belong to edge j
Si individuano i vertici con x = −slabW ed y = 0. Il vettore f1 dice quali vertici
rispettano questa condizione: f1(i) 6= 0 se il vertice i ha le coordinate volute.
1 f 1 = and (abs ( xxpts ( : , 1 )+ slabW)<1e−6,abs ( xxpts ( : ,2) ) <1 e−6);
2 % vertexes with x==-slabW and y==0,
3 % f1 is an array of logical, of length Npoints, with one in the
4 % element equal to the vertex indes which satisfy the condition
Il vettore e1 contiene gli indici dei vertici che soddisfano la condizione cercata.
1 EG = 1 : Npoints ;
2 e1 = EG( f1 ) ; % vertex number of verteces in x==-slabW and y==0
Nel vettore v1 si mettono gli indici degli spigoli che incidono sui vertici detti, selezio-
nando i termini non nulli delle righe di adj corrispondenti ai vertici trovati.
1 v1 = [ ] ;
2 for j =1: length ( e1 )
3 v1=[v1 , find ( adj {1}( e1 ( j ) , : ) ) ] ; % searches for the column number of
4 % element different from 0 in the row e1(j)
5 % searches the edges exiting or entering in vertex e1(j)
6 end
Infine si seleziona una lista, senza ripetizioni, degli spigoli cercati.
1 % Find unique values in v1 and setdiff full vector
2
3 [∼ , m, ∼] = unique ( v1 ) ;
4 %[C, ia, ic] = unique(A)
5 % Finds the unique values of A and the index vectors ia and ic,
6 % such that C = A(ia) and A = C (ic).
7 % ia(i) considers the position of last occurrence of the ith
8 % element in C (which is sorted).
9 % unique treats each row of A as a single entity and returns
10 % the unique rows of A.
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11 % The rows of the array C are in sorted order.
12
13 XE1 = v1 ( s e t d i f f ( 1 : length ( v1 ) ,m) ) ;
14 % setdiff(1:length(v1),m) finds the position of the first
15 % (or all except the last) occurrence of repeated elements in v1
16 % v1(...) are the indeces of the edges on which a PEC
17 % condition is to be set
Tale procedura viene ripetuta, per gli spigoli con x = slabW ed y = 0:
1 % FACE 2
2 f 2 = and (abs ( xxpts ( : ,1)− slabW)<1e−6,abs ( xxpts ( : ,2) ) <1 e−6);
3 % vertexes with x==+slabW and y==0
4 e2 = EG( f2 ) ;
5 v2 = [ ] ;
6 for j =1: length ( e2 )
7 v2 = [ v2 , find ( adj {1}( e2 ( j ) , : ) ) ] ;
8 end
9 % Find unique values in v1 and setdiff full vector
10 [∼ , m, ∼] = unique ( v2 ) ;
11 XE2 = v2 ( s e t d i f f ( 1 : length ( v2 ) ,m) ) ;
A questo punto si impostano le condizioni delle Boundary Mode Analysis, resettan-
do appl e prop (magari erano gia` state usate), selezionando modulo (RF), tipo di
analisi (BoundaryModeAnalysis), il suffisso identificativo( rfwb), scegliendo la variabile
(lunghezza d’onda, invece della frequenza).
1 % Setting Boundary mode analysis input face
2 clear appl
3 appl . mode . c l a s s = ’BoundaryModeAnalysis’ ;
4 appl . module = ’RF’ ;
5 appl . a s s i g n s u f f i x = ’_rfwb’ ;
6 clear prop
7 prop . inputvar=’lambda’ ;
8 appl . prop = prop ;
Si impostano le condizioni ai bordi (fig. A.7), resettando edg, elencando i possibili tipi di
condizioni (continuita` o PEC), e si pone la condizione ’PEC’ sugli spigoli precedentemente
individuati (XE1), se in filter 3D la variabile sim settings.geom e` posta a ’PEC’. Infine
si assegna la variabile edg al campo corrispondente di appl.
1 clear edg
2 edg . type = {’cont’ ,’E0’ } ;
3 edg . ind = ones (1 , Nedg ) ;
4 i f s s . Ybnd==’PEC’ ; % sets PEC edge condition
5 edg . ind (XE1)=2;
6 end
7 appl . edg = edg ;
Si impostano le condizioni sulle superfici, resettando bnd,
1 n e f f = [ ’neff (lambda0_rfw)’ , s s . neffM ] ;
2 clear bnd
3 % Material types for boundary mode analysis
4 bmatUnused = 1 ;
5 bmatAir = 2 ;
6 bmatWG = 3 ;
7 bnd . n = {1 ,1 ,{ ’neff (lambda0_rfwh)’ }} ; % ss.nWG neff
8 bnd . usage = {0 ,1 , 1} ;
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Figura A.7: Condizioni al bordo per la porta d’ingresso.
bmatUnused corrisponde al primo elemento di bnd.n, bnd.usage e bnd.ind, bma-
tAir al secondo e bmatWG al terzo.
Inizialmente si pongono tutte le superfici come inattive (visto che il primo elemento di
bnd.usage e` 0):
1 bnd . ind = bmatUnused∗ ones (1 , Nfac ) ;
poi si pongono le superfici corrispondenti alla porta d’ingresso (XF) ad aria
1 bnd . ind (XF) = bmatAir ;
ed infine la superficie della guida d’onda al materiale corrispondente, secondo i casi.
1 i f gap<0.01
2 bnd . ind (XF(1))=bmatWG;
3 else
4 bnd . ind (XF(2))=bmatWG;
5 end
Quindi si fanno i dovuti assegnamenti:
1 appl . bnd = bnd ;
2 fem . appl {1} = appl ;
Si fa una cosa analoga per la porta d’uscita, assegnandole pero` un’etichetta diversa
( rfwb2):
1 % Setting Boundary mode analysis output face
2 clear appl
3 appl . mode . c l a s s = ’BoundaryModeAnalysis’ ;
4 appl . dim = {’en2’ ,’hn2’ ,’ex2’ ,’ey2’ ,’ez2’ ,’hx2’ ,’hy2’ ,’hz2’ } ;
5 appl . name = ’rfwb2’ ;
6 appl . module = ’RF’ ;
7 appl . a s s i g n s u f f i x = ’_rfwb2’ ;
8 clear prop
9 prop . inputvar=’lambda’ ;
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10 appl . prop = prop ;
11 clear edg
12 edg . type = {’cont’ ,’E0’ } ;
13 edg . ind = ones (1 , Nedg ) ;
14 i f s s . Ybnd==’PEC’ ;
15 edg . ind (XE2)=2;
16 end
17 appl . edg = edg ;
18 clear bnd
19 bnd . n = {1 ,1 ,{ ’neff (lambda0_rfwh)’ }} ; % ss.nWG neff
20 bnd . usage = {0 ,1 , 1} ;
21 bnd . ind = bmatUnused∗ ones (1 , Nfac ) ;
22 bnd . ind (XF2) = bmatAir ;
23 i f gap<0.01
24 bnd . ind (XF2(1))=bmatWG;
25 else
26 bnd . ind (XF2(2))=bmatWG;
27 end
28 appl . bnd = bnd ;
29 fem . appl {2} = appl ;
Passiamo ora al modulo che calcolera` la trasmissione. Si fanno i dovuti azzeramenti e
si impostano le condizioni al contorno, chiamando setBnd3D e manualmente per quanto
riguarda le porte. La fig. A.8 mostra la porta d’ingresso.
1 % Application mode settings
2 clear appl
3
4 % Setting boundary conditions
5 clear bnd
6 bnd = setBnd3D ( fem , s s . Xbnd , s s . Ybnd , s s . Zbnd , s s . Ebnd ,XF,YF, ZF,EF , [ ] ) ;
7 bnd . ind (XF) = 6 ; % INPUT PORT
8 bnd . ind (XF2) = 7 ; % OUTPUT PORT
9 appl . bnd = bnd ;
Per le condizioni nei domini, si carica il file equvars, che contiene alias con ruoli analoghi
a quelli di bmatUnused, bmatAir, et c. Pero` contiene anche informazioni riguardo quali
coordinate siano attive per il PML, cioe` lungo quale direzione esso assorba.
In equvars c’e` il campo equ.coordOn, a sua volta contenente 12 campi (come equ.n).
Infatti ci sono tutte le 8 possibili combinazioni per l’aria (equ.n = 1) e 4 per il dielettrico
(equ.n = neff ), che sarebbero: nessun assorbimento, lungo x, y o entrambi.
1 % Setting subdomains material properties
2 clear equ ;
3 load equvars
4 n e f f =[’neff (lambda0_rfw)’ , s s . neffM ] ;
5 equ . n = { ne f f , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , ne f f , ne f f , n e f f } ;
Si ricava il numero di domini chiamando geominfo, quindi si pongono tutti i domini
ad aria
1 Nsub = geominfo ( fem . geom , ’out’ ,’no’ ,’od’ , 3 ) ; % Getting number of subdomains
2 equ . ind=mat a i r ∗ ones (1 , Nsub ) ;
quindi si pongono le giuste condizioni nei vari domini, a seconda del valore di gap e si
fanno i dovuti assegnamenti. Nelle figure di seguito si mostrano i domini su cui sono state
poste le varie condizioni.
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Figura A.8: Facce dove e` applicata la condizione port1.
Figura A.9: Finestra di COMSOL 3.5a quando si selezionano le facce in fig. A.8. Notare come sia
selezionato “Wave excitation at this port”.
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Figura A.10: Finestra di COMSOL 3.5a quando si selezionano le facce in fig. A.8. Notare come, a “Mode
type” sia selezionato “TEM”.
1 i f gap<0.01
2 equ . ind (1 ) = mat s lab ;
3 equ . ind (4 ) = mat slabPML y ;
4 equ . ind (5 ) = mat airPML y ;
5 equ . ind (6 ) = mat airPML yz ;
6 else
7 equ . ind (2 ) = mat s lab ;
8 equ . ind ( [ 4 , 6 ] ) = mat airPML y ;
9 equ . ind (5 ) = mat slabPML y ;
10 equ . ind (7 ) = mat airPML yz ;
11 end
12 equ . ind (3)= mat airPML z ;
13
14 appl . equ = equ ;
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Figura A.11: Geometria dei domini corrispondenti a mat air, non assorbenti e con n = 1.
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Figura A.12: Finestra di COMSOL 3.5a quando si selezionano i domini mostrati in fig. A.11. Notare
come  sia posto ad 1.
Figura A.13: Finestra di COMSOL 3.5a quando si selezionano i domini mostrati in fig. A.11. Notare
come non sia impostato alcun PML su di essi.
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Figura A.14: Geometria del dominio corrispondente a mat slab, non assorbente e con n = neff.
Figura A.15: Finestra di COMSOL 3.5a quando si seleziona il dominio mostrato in fig. A.14. Notare
come l’indice di rifrazione si posto a neff(lambda0 rfw).
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Figura A.16: Finestra di COMSOL 3.5a quando si seleziona il dominio mostrato in fig. A.14. Notare
come non sia impostato alcun PML su di esso.
Figura A.17: Geometria dei domini corrispondenti a mat airPML y, con n = 1 ed assorbenti lungo y.
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Figura A.18: Finestra di COMSOL 3.5a quando si selezionano i domini di fig. A.17. Notare come sia
selezionato “Absorbing in y direction”.
Figura A.19: Geometria del dominio corrispondente a mat airPML z, con n = 1 ed assorbente lungo
z.
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Figura A.20: Finestra di COMSOL 3.5a quando si seleziona il dominio di fig. A.19. Notare come sia
selezionato “Absorbing in z direction”.
Figura A.21: Geometria del dominio corrispondente a mat airPML yz, con n = 1 ed assorbente lungo
y e z.
249
Figura A.22: Finestra di COMSOL 3.5a quando si seleziona il dominio di fig. A.21. Notare come siano
selezionato “Absorbing in y direction” e “Absorbing in z direction”.
Figura A.23: Geometria del dominio corrispondente a mat slabPML y, con n = neff ed assorbente
lungo y.
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Figura A.24: Finestra di COMSOL 3.5a quando si seleziona il dominio di fig. A.23. Notare come l’indice
di rifrazione si posto a neff(lambda0 rfw).
Figura A.25: Finestra di COMSOL 3.5a quando si seleziona il dominio di fig. A.23. Notare come sia
selezionato “Absorbing in y direction”.
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Si genera la struttura mHint, che sara` usata da femMesh3D. Essa contiene i numeri
che identificano i vari domini (che naturalmente sono gli stessi usati negli assegnamenti
nel segmento di codice qua sopra) e le facce.
1 % mHint structure
2 i f gap<0.01
3 mHint . s l ab = [ 1 ] ; % Ntot is the number of holes ,6+(1:Ntot)
4 mHint . a i r = 2 ;
5 mHint . pmlSlab = [ 4 ] ;
6 mHint . pml1 = [ 3 , 5 ] ; % domain indeces of PLM along y or z
7 mHint . pml2 = 6 ; % ........... .... yz
8 mHint . pml3 = [ ] ;
9 else
10 mHint . s l ab = [ 2 ] ; % subdomains who make up the slab ,7+(1:Ntot)
11 mHint . a i r = 1 ;
12 mHint . pmlSlab = [ 5 ] ;
13 mHint . pml1 = [ 3 , 4 , 6 ] ; % domain indeces of PLM along y or z
14 mHint . pml2 = 7 ; % ........... .... yz
15 mHint . pml3 = [ ] ;
16 end
17 mHint . pmlAir = s e t d i f f ( [ mHint . pml1 , mHint . pml2 , mHint . pml3 ] , mHint . pmlSlab ) ;
18 mHint . PoutFaces = [ ] ;
19 mHint .XF = XF;
20 mHint .XF2 = XF2 ;
21 mHint .YF = YF;
22 mHint . ZF = ZF ;
23 mHint .EF = EF;
24 mHint .FFF = [ ] ;
Si chiama applSetupRF3D, che imposta il tipo di simulazione, modulo e variabile da
utilizzare (lunghezza d’onda invece di frequenza)
1 fem . appl {3} = applSetupRF3D ( appl ) ;
2
3 fem . border = 1 ;
Quindi si indicano le unita` di misura da utilizzare, il tipo di interpolazione (per l’indice
di rifrazione in funzione di λ.
1 clear un i t s ;
2 un i t s . basesystem = ’SI’ ;
3 fem . un i t s = un i t s ;
4
5 % Functions
6 clear f c n s
7 f c n s {1} . type=’interp’ ;
8 f c n s {1} . name=’neff’ ;
9 f c n s {1} . method=’cubic’ ;
10 f c n s {1} . extmethod=’extrap’ ;
11 f c n s {1} . x=c e l l s t r ( s t r t r i m (num2str(n . x ’ , ’% e \n’ ) ) ) ’ ;
12 f c n s {1} . data=c e l l s t r ( s t r t r i m (num2str(n . data ’ , ’% e \n’ ) ) ) ’ ;
13 fem . f u n c t i o n s = f c n s ;
14
15 % ODE Settings
16 clear ode
17 clear un i t s ;
18 un i t s . basesystem = ’SI’ ;
19 ode . un i t s = un i t s ;




Nano Taper Nel caso del Nano Taper non c’e` bisogno di parametri come il rapporto
r/a, non essendoci buchi. In compenso ci sono la lunghezza del taper, la distanza tra la
punta e la porta d’ingresso e quello tra la fine della transizione e la porta d’uscita.
1 s i m s e t t i n g s . geom . tapLength = 10 ; % tapering length
2 s i m s e t t i n g s . geom . xSpaceBef = 2 ; % length before the transition
3 s i m s e t t i n g s . geom . xSpaceAft = 8 ; % length after ...
In femSetup3D transmission ad esse corrispondono:
1 tapLen = ss . geom . tapLength ; % tapering length
2 xSpaceBef = s s . geom . xSpaceBef ; % length before the transition
3 xSpaceAft = s s . geom . xSpaceAft ; % length after ...
Ed avremo una geometria diversa:
1 Len = tapLen + xSpaceBef + xSpaceAft ;
2 domWidth = wgW + 2∗airW + 2∗dPMLy;
3 domHeight= gap + 2∗( th i ck + airH+ dPMLz ) ;
4
5 Air = block3 ( Len , domWidth/2 , domHeight , ’base’ ,’corner’ , . . .
6 ’pos’ ,[− xSpaceBef ,0 ,−domHeight / 2 ] ) ; % -domWidth/2
7 Bottom = block3 ( Len ,wgW/2 , th ick , ’base’ ,’corner’ , . . .
8 ’pos’ ,[− xSpaceBef ,0 ,−( th i ck+gap / 2 ) ] ) ; % -wgW/2
9
10 PMLyL = block3 ( Len ,dPMLy, domHeight , ’base’ ,’corner’ , . . .
11 ’pos’ ,[− xSpaceBef , domWidth/2−dPMLy, −domHeight / 2 ] ) ;
12 % PMLyR = block3(Len,dPMLy,domHeight ,’base’,’corner ’,...
13 ’pos’ ,[−xSpace ,−domWidth/2,−domHeight / 2 ] ) ;
14 PMLzB = block3 ( Len , domWidth/2 ,dPMLz, ’base’ ,’corner’ , . . .
15 ’pos’ ,[− xSpaceBef ,0 ,−domHeight / 2 ] ) ; %-domWidth/2
16 PMLzT = block3 ( Len , domWidth/2 ,dPMLz, ’base’ ,’corner’ , . . .
17 ’pos’ ,[− xSpaceBef , 0 , domHeight/2−dPMLz ] ) ; %-domWidth/2
In particolare, per fare il taper si disegna prima la sua sezione, che e` un trapezio
rettangolo, e poi la si estrude di una lunghezza pari al suo spessore.
1 s e c t i o n = l i n e 2 ( [ 0 tapLen tapLen+xSpaceAft tapLen+xSpaceAft ] , . . .
2 [ 0 wgW/2 wgW/2 0 ] ) ; % tapLen ; -wgW/2
3 Top = extrude ( s e c t i on , ’distance’ , th ick , ’wrkpln’ , [ 0 1 0 ; 0 0 1 ; . . .
4 gap/2 gap/2 gap / 2 ] ) ;
5 % extrudes along the direction perpendicular to the plane defined by the
6 % points (0, 0, gap/2), (1, 0, gap/2), (0, 1, gap/2), that is z=gap/2
Abbiamo diversi nomi dei domini:
1 fem = getComsolGeometry ( fem ,{Bottom , Top ,PMLyL,PMLzB,PMLzT, Air } , . . .
2 {’WgB’ ,’WgT’ ,’PMLyL’ ,’PMLzB’ ,’PMLzT’ ,’air’ } ,{} ,{} ) ; % PMLyR, ’PMLyR’
Le condizioni per trovare le porte sono nominalmente diverse:
1 XF=EF(sum( ( abs ( xx ( : , : , 1 ) + ( xSpaceBef))<= 1e−4),2)== 4 ) ;
2 % faces in x== -xSpaceBef , Input Port
3 XF2=EF(sum( ( abs ( xx ( : , : , 1 ) − ( tapLen + xSpaceAft ) ) <= 1e−4),2)== 4 ) ;
4 % ..... tapLen + xSpaceAft , Output
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Come pure per individuare gli spigoli:
1 f 1=and (abs ( xxpts ( : , 1 )+ xSpaceBef)<1e−6,abs ( xxpts ( : ,2) ) <1 e−6);
2 % vertexes with x==-xSpaceBef and y==0,
3 % f1 is an array of logical, of length Npoints, with one in the
4 % element equal to the vertex indes which satisfy the condition
5 . . .
6 f 2=and (abs ( xxpts ( : ,1 ) − ( tapLen+xSpaceAft ))<1e−6,abs ( xxpts ( : ,2) ) <1 e−6);
7 % vertexes with x==tapLen+xSpaceAft and y==0
Per le Boundary Mode Analysis
1 bnd . ind (XF(3))=bmatWG;
2 . . .
3 bnd . ind (XF2(3 :4) )=bmatWG;
Per i domini:
1 equ . ind ( [ 3 , 8 ] ) = mat s lab ;
2 equ . ind (6 ) = mat airPML y ;
3 equ . ind ( [ 5 , 7 ] ) = mat airPML yz ;
4 equ . ind ( [ 1 , 4 ] ) = mat airPML z ;
E per la struttura mHint
1 i f gap<0.01
2 mHint . s l ab = [ 3 ] ;
3 else
4 mHint . s l ab = [ 3 , 8 ] ; % subdomains who make up the slab
5 end
6
7 mHint . a i r = 2 ;
8 mHint . pmlSlab = [ ] ;
9 mHint . pml1 = [ 1 , 4 , 6 ] ; % domain indeces of PLM along y or z
10 mHint . pml2 = [ 5 , 7 ] ; % ........... .... yz
11 mHint . pml3 = [ ] ;
12
13 mHint . pmlAir = [ mHint . pml1 , mHint . pml2 , mHint . pml3 ] ;
14 mHint . PoutFaces = [ ] ;
15 mHint .XF = XF;
16 mHint .XF2 = XF2 ;
17 mHint .YF = YF;
18 mHint . ZF = ZF ;
19 mHint .EF = EF;
20 mHint .FFF = [ ] ;
A.2.1.4.2 femMesh3D Si dichiara la funzione e si creano le variabili locali, asse-
gnando loro i valori dei parametri della funzione
1 function [ fem ] = femMesh3D( fem , ss , c a v i t y f i l e , mHint )
2 % femMesh Automated meshing for 3D Photonic crystal simulations
3
4 r e f s l a b = s s . mesh . r e f s l a b ;
5 r e f a i r = s s . mesh . r e f a i r ;
La mesh si fa prima per la slab (con elementi di dimensione massima ref slab) e poi
per il resto (elementi di dimensione massima ref air), usando meshinit ([20, pag. 312]),
infine si chiama la funzione meshextend ([20, pag. 305]).
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In realta` la funzione comprende altre parti, che pero` non sono state usate e messe come
commento.
1 % Initialize mesh
2 fem . mesh=meshin i t ( fem , . . .
3 ’hauto’ , 4 , . . .
4 ’hmax’ , r e f s l a b , . . .
5 ’point’ , [ ] , . . .
6 ’edge’ , [ ] , . . .
7 ’face’ , [ ] , . . .
8 ’subdomain’ , [ mHint . s lab , mHint . pmlSlab ] ) ;
9 fem . mesh=meshin i t ( fem , . . .
10 ’hauto’ , 4 , . . .
11 ’hmax’ , r e f a i r , . . .
12 ’point’ , [ ] , . . .
13 ’edge’ , [ ] , . . .
14 ’face’ , [ ] , . . .
15 ’meshstart’ , fem . mesh , . . .
16 ’subdomain’ , [ mHint . a i r , mHint . pmlAir ] ) ;
17
18 fem . xmesh=meshextend ( fem ) ;
19 end
A.2.1.4.3 solveTransmission3D Si dichiara la funzione. Il parametro fd out e` l’i-
dentificativo del file su cui verranno scritti i dati della simulazione. Esso viene prodotto
all’apertura del file, con fopen, da filter3D, dove e` indicato come fid. Se non figura tra i
parametri passati alla funzione, viene posto a 0.
1 function [ Transm , Ref l , fem ] = solveTransmiss ion3D ( fem , lambda , chunks , fd out )
2
3 % SOLVEPOWER Executes a parametric sweep over wavelengths returning only
4 % transmitted power. 2D version only
5
6 i f nargin < 5
7 f d out = 0 ;
8 end
Si divide l’insieme lambda delle lunghezze d’onda da simulare in chunks insiemi,
composti dalla parte intera inferiore del numero di elementi di lambda diviso per chunks.
1 N = f loor ( length ( lambda )/ chunks ) ;
Si creano i vettori vuoti Transm e Refl e il vettore wl, lungo N, che verra` passato al
solutore parametrico.
1 Transm = [ ] ;
2 Ref l = [ ] ;
3
4 for i =1: chunks
5 i f i<chunks
6 wl = lambda (N∗( i −1)+(1:N) ) ;
7 else
8 wl = lambda ( (N∗( i −1)+1):end ) ;
9 end
Si avvia il cronometro con il comando tic, si azzera la soluzione precedente sol,
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1 t ic
2 clear s o l
si imposta il tipo di soluzione da calcolare per le Boundary Mode Analysis,
1 % Set the linearization wavelength point
2 fem . appl {1} . prop . e i g type = ’modeind’ ;
3 fem . appl {2} . prop . e i g type = ’modeind’ ;
si assegna il primo valore di wl quale lunghezza d’onda alla quale calcolare i modi
1 fem . appl {1} . var = {’lambda0’ , wl ( 1 ) } ;
2 fem . appl {2} . var = {’lambda0’ , wl ( 1 ) } ;
e si interpola l’indice di rifrazione da usare per quella lunghezza d’onda, lo si impone
sulle porte (in corrispondenza delle guide).
1 n e f f = interp1 ( s t r2doub l e ( fem . f u n c t i o n s {1} . x ) , . . .
2 s t r2doub l e ( fem . f u n c t i o n s {1} . data ) , wl ( 1 ) ) ;
3 fem . appl {1} . bnd . n{3} = n e f f ;
4 fem . appl {2} . bnd . n{3} = n e f f ;
Si chiamano multiphysics e si genera la mesh (per i valori contenuti in wl, non in tutta
lambda). Questo per quanto riguarda le 2 Boundary Mode Analysis.
1 fem = mul t iphys i c s ( fem ) ;
2 fem . xmesh = meshextend ( fem ) ;
Quindi si calcola il modo sulla porta d’ingresso, chiamando femeig ([20, pag. 128]). Il
parametro ’shift’ indica attorno a quale valore della costante di propagazione cercare un
autovalore e il modo corrispondente (il valore scelto, essendo moltiplicato per l’indice del
core, neff, garantisce che si trovera` il modo fondamentale), ’neigs’ il numero di autovalori
da calcolare, in questo caso 1.
1 % Solve for input/output ports
2 s o l 1 = femeig ( fem , . . .
3 ’complexfun’ ,’on’ , . . .
4 ’solcomp’ ,{’texeyez10’ ,’texeyez21’ ,’texeyez20’ ,’en’} , . . .
5 ’outcomp’ ,{’texeyez10’ ,’texeyez21’ ,’texeyez20’ ,’en’} , . . .
6 ’blocksize’ ,’auto’ , . . .
7 ’neigs’ , 1 , . . .
8 ’shift’ ,−2∗pi∗1 i ∗ n e f f /wl ( 1 ) , . . .
9 ’linsolver’ ,’spooles’ ) ;
Una volta trovata la soluzione, si divide l’autovalore trovato, sol1.lambda, per la co-
stante di propagazione nel vuoto, 2*pi*wl(1), ottenendo l’indice efficace della guida. Il
fattore -i e` dovuto alle convenzioni di COMSOL [17, pag. 24].
Mancando il ; tale valore viene stampato sul file (o anche sulla riga di comando di
MATLAB, se si esegue in locale).
1 s o l 1 . lambda∗wl (1)/(−1 i ∗2∗pi )
Si fa la stessa cosa per la porta d’uscita.
1 s o l 2=femeig ( fem , . . .
2 ’complexfun’ ,’on’ , . . .
3 ’solcomp’ ,{’tex2ey2ez210’ ,’tex2ey2ez221’ ,’tex2ey2ez220’ ,’en2’} , . . .
4 ’outcomp’ ,{’tex2ey2ez210’ ,’tex2ey2ez221’ ,’tex2ey2ez220’ ,’en2’} , . . .
5 ’blocksize’ ,’auto’ , . . .
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6 ’neigs’ , 1 , . . .
7 ’shift’ ,−2∗pi∗1 i ∗ n e f f /wl ( 1 ) , . . .
8 ’linsolver’ ,’spooles’ ) ;
9 s o l 2 . lambda∗wl (1)/(−1 i ∗2∗pi )
Si salvano tali soluzioni e le si combinano in un’unica soluzione.
1 % Now saving EV to manual mode
2 fem . appl {1} . var = {’lambda0’ , wl ( 1 ) , ’beta’ , s o l 1 . lambda∗1 i } ;
3 fem . appl {1} . prop . e i g type=’manual’ ;
4
5 fem . appl {2} . var = {’lambda0’ , wl ( 1 ) , ’beta’ , s o l 2 . lambda∗1 i } ;
6 fem . appl {2} . prop . e i g type=’manual’ ;
7
8 % Combine solutions into a single solution!
9 fem . s o l = femso l ( s o l 1 . u+s o l 2 . u , ’lambda’ , s o l 1 . lambda ) ;
Si chiamano multiphysics e meshextend , per il problema 3D. Si cancellano sol1 e
sol2. Si costruisce una soluzione iniziale da passare al solutore parametrico
1 fem = mul t iphys i c s ( fem ) ;
2 fem . xmesh = meshextend ( fem ) ;
3
4 clear s o l 1 s o l 2
5
6 % Mapping stored solution to extended mesh
7 i n i t = as s emin i t ( fem , ’init’ , fem . so l , ’solnum’ , 1 , ’blocksize’ ,’auto’ ) ;
8
9 % Evaluating u using all solution numbers
10 u = as s emin i t ( fem , ’init’ , fem . so l , ’solnum’ , 1 , ’blocksize’ ,’auto’ ) ;
Si avvia il solutore parametrico, usando femstatic ([20, pag. 182])
1 % Solve problem
2 fem . s o l = f e m s t a t i c ( fem , . . .
3 ’init’ , i n i t , . . .
4 ’u’ ,u , . . .
5 ’complexfun’ ,’on’ , . . .
6 ’solcomp’ ,{’tExEyEz10’ ,’tExEyEz20’ ,’tExEyEz21’} , . . .
7 ’outcomp’ ,{’texeyez10’ ,’texeyez21’ ,’texeyez20’ ,’tex2ey2ez220’ , . . .
8 ’tex2ey2ez221’ ,’en’ ,’en2’ ,’tExEyEz10’ ,’tExEyEz20’ , . . .
9 ’tex2ey2ez210’ ,’tExEyEz21’} , . . .
10 ’blocksize’ ,’auto’ , . . .
11 ’pname’ ,’wvl’ , . . .
12 ’plist’ , wl , . . .
13 ’oldcomp’ ,{} , . . .
14 ’linsolver’ ,’gmres’ , . . .
15 ’prefuntype’ ,’right’ , . . .
16 ’prefun’ ,’gmg’ , . . .
17 ’prepar’ ,{’presmooth’ ,’sorvec’ ,’presmoothpar’ ,{’seconditer’ , 2 } , . . .
18 ’postsmooth’ ,’soruvec’ ,’postsmoothpar’ ,{’seconditer’ , 2 } , . . .
19 ’csolver’ ,’pardiso’ } ) ;
Si estraggono i parametri s. Dato che siamo interessati al modulo, prendiamo il valore
in dB, lo dividiamo per 10 ed eleviamo 10 per esso.
I valori cos`ı ottenuti (si tenga presente che l’uscita del simulatore parametrico sara` un
vettore di valori, quindi pure i parametri S e 10ˆ... sono vettori) vengono inseriti in coda
a Transm e Refl.
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Anche questi valori vengono stampati sulla riga di comando, per l’assenza di ;.
Per maggiori dettagli sulla funzione posteval [20, pag. 378]
1 % Now extract output power
2 s21 = pos t eva l ( fem , ’S21dB_rfw’ , ’dl’ , 1 , ’edim’ , 0 , ’Solnum’ ,’All’ )
3 % evaluated at point 1, even if it is not critical
4 tmpT = 1 0 . ˆ ( s21 . d ’ /1 0 )
5 Transm = [ Transm , tmpT ]
6
7 s11 = pos t eva l ( fem , ’S11dB_rfw’ , ’dl’ , 1 , ’edim’ , 0 , ’Solnum’ ,’All’ )
8
9 tmpR = 1 0 . ˆ ( s11 . d ’ / 1 0 )
10 Ref l = [ Ref l , tmpR]
Quindi, se il file e` aperto (fd out 6= 0), ci si scrive. Una volta finita l’iterazione si ferma
il cronometro con toc (la durata della simulazione parametrica sara` anch’esso scritto sul
file o sulla riga di comando di MATLAB), e si passa all’iterazione successiva del ciclo for,
per un nuovo insieme wl. Altrimenti si esce.
1 i f ( fd out ∼= 0)
2 fpr intf ( fd out , ’% .6f % .6f % .6f \n’ , [ wl ; tmpT ; tmpR ] ) ;





A.2.1.5 Script di Terzo Livello
A.2.1.5.1 rectanglephc Riceve in ingresso il numero di file ny e di colonne nx che
formano il cristallo. Ci sono 4 casi a seconda della parita` di questi due numeri
1 function [ l a t ] = rec tang l ephc (nx , ny )
2 % RECTANGLEPHC Coordinates of a photonic crystal
3 % lat = rectanglephc(nx, ny) returns a structure containing :
4 % - lat.holes : vector with two rows containing the coordinates of
5 % each hole of an hexagonal photonic crystal enclosed in a
6 % rectangle.
7 % The lattice constant is 1.
8 % nx is the number of holes along the x direction.
9 % ny is the number of holes along the y direction.
10 % - lat.nx:
11 % - lat.ny: these parameters have to be used later for drawing
12 % waveguides , tapered waveguides and waveguides with a cavity.
13 % 4 cases have to be distinguished depending on the parity







21 i f (rem(nx , 2 ) )
22 i f (rem(ny , 2 ) )
In questo caso nx ed ny sono entrambi dispari:
1 ho l e s =[0 ; 0 ; 1 ] ;
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2 i f (nx>2)
3 for k=1:(nx−1)/2
4 ho l e s=cat (2 , ho les , [−k , k ; 0 , 0 ; 1 , 1 ] ) ;
5 end
6 end
7 for l =1:(ny−1)/2
8 ho l e s=cat (2 , ho les , [ 0 , 0 ,−1/2 ,1/2 ,−1/2 ,1/2 ; . . .
9 − l ∗sqrt ( 3 ) , l ∗sqrt (3) ,−( l −1/2)∗ sqrt (3) ,−( l −1/2)∗ sqrt ( 3 ) , . . .
10 ( l −1/2)∗ sqrt ( 3 ) , ( l −1/2)∗ sqrt (3 ) ; . . .
11 1 , 1 , 1 , 1 , 1 , 1 ] ) ;
12 for k=1:(nx−1)/2
13 ho l e s=cat (2 , ho les , [−k , k,−k , k ,−(k+1/2) ,(k+1/2) ,−(k + 1 / 2 ) , . . .
14 ( k+1/2) ; . . .
15 − l ∗sqrt (3) ,− l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) , . . .
16 −( l −1/2)∗ sqrt (3) ,−( l −1/2)∗ sqrt ( 3 ) , . . .
17 ( l −1/2)∗ sqrt ( 3 ) , ( l −1/2)∗ sqrt ( 3 ) ; . . .




qui nx e` dispari e ny pari.
1 ho l e s =[0 ,0 ,−1/2 ,1/2 ; −sqrt (3 )/2 , sqrt (3 )/2 ,0 , 0 ; 1 , 1 , 1 , 1 ] ;
2 i f (nx>2)
3 for k=1:(nx−1)/2
4 ho l e s=cat (2 , ho les , [−k , k , −k , k ,−(k+1/2) ,(k+1/2) ; . . .
5 −sqrt (3)/2 ,− sqrt (3 )/2 , sqrt (3 )/2 , sqrt (3 )/2 ,0 , 0 ; . . .
6 1 , 1 , 1 , 1 , 1 , 1 ] ) ;
7 end
8 end
9 i f (ny>3)
10 for l =1:(ny−2)/2
11 ho l e s=cat (2 , ho les , [0 ,0 ,−1/2 ,1/2 ,−1/2 ,1/2 ; . . .
12 −( l +1/2)∗ sqrt ( 3 ) , ( l +1/2)∗ sqrt ( 3 ) , . . .
13 − l ∗sqrt (3) ,− l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) ; . . .
14 1 , 1 , 1 , 1 , 1 , 1 ] ) ;
15 for k=1:(nx−1)/2
16 ho l e s=cat (2 , ho les , [−k , k,−k , k ,−(k+1/2) ,(k + 1 / 2 ) , . . .
17 −(k+1/2) ,(k + 1 / 2 ) ; . . .
18 −( l +1/2)∗ sqrt (3) ,−( l +1/2)∗ sqrt ( 3 ) , . . .
19 ( l +1/2)∗ sqrt ( 3 ) , ( l +1/2)∗ sqrt ( 3 ) , . . .
20 − l ∗sqrt (3) ,− l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) ; . . .






Qua nx e` pari e ny dispari.
1 i f (rem(ny , 2 ) )
2 ho l e s =[−1/2 , 1/2 ; 0 ,0 ; 1 , 1 ] ;
3 i f (nx>3)
4 for k=1:(nx/2−1)




8 for l =1:(ny−1)/2
9 ho l e s=cat (2 , ho les , [ 0 , 0 ; −( l −1/2)∗ sqrt ( 3 ) , ( l −1/2)∗ sqrt ( 3 ) ; 1 , 1 ] ) ;
10 for k=1:(nx /2)
11 ho l e s=cat (2 , ho les , [−(k−1/2) , (k−1/2) ,−(k−1/2) ,(k−1 / 2 ) , . . .
12 −k , k,−k , k ; . . .
13 − l ∗sqrt ( 3 ) , − l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) . . .
14 −( l −1/2)∗ sqrt (3) ,−( l −1/2)∗ sqrt ( 3 ) , . . .
15 ( l −1/2)∗ sqrt ( 3 ) , ( l −1/2)∗ sqrt ( 3 ) ; . . .
16 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 ] ) ;
17 end
18 end
Infine il caso in cui sono entrambi pari:
1 else
2 ho l e s =[0 ; 0 ; 1 ] ;
3 for k=1:(nx /2)
4 ho l e s=cat (2 , ho les , [−k , k ; 0 , 0 ; 1 , 1 ] ) ;
5 end
6 for l =1:(ny /2)
7 ho l e s=cat (2 , ho les , [ 0 , 0 ; − l ∗sqrt ( 3 ) , l ∗sqrt (3 ) ; 1 , 1 ] ) ;
8 for k=1:(nx /2)
9 ho l e s=cat (2 , ho les , [−k , k,−k , k , . . .
10 −(k−1/2) ,(k−1/2) ,−(k−1/2) ,(k− 1 / 2 ) ; . . .
11 − l ∗sqrt (3) ,− l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) , l ∗sqrt ( 3 ) . . .
12 −( l −1/2)∗ sqrt (3) ,−( l −1/2)∗ sqrt ( 3 ) , . . .
13 ( l −1/2)∗ sqrt ( 3 ) , ( l −1/2)∗ sqrt ( 3 ) ; . . .







21 l a t . ho l e s=ho l e s ; l a t . nx=nx ; l a t . ny=ny ;
22 end
Si salvano i valori di nx, ny perche´ servono alle funzioni che manipoleranno l’uscita di
rectanglephc
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Figura A.26: Caso con nx = 3, ny = 3.
Figura A.27: Caso con nx = 3, ny = 2.
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Figura A.28: Caso con nx = 2, ny = 3. Figura A.29: Caso con nx = 2, ny = 2.
A.2.1.5.2 W1phc Questa funzione rimuove la fila che si trova in x = 0, prendendo
in ingresso la struttura prodotta da rectanglephc.
1 function [ wavg]=W1phc( l a t )
2 % W1PHC Coordinates of a photonic crystal waveguide
3 % wavg = W1phc(lat) returns a structure containing :
4 % - wag.holes : vector with two rows containing the coordinates of
5 % each hole of an hexagonal photonic crystal enclosed in a
6 % rectangle , with a W1 waveguide.
7 % The lattice constant is 1.
8 % nx is the number of holes along the x direction.
9 % ny is the number of holes along the y direction.
10 % - wavg.nx:
11 % - wavg.ny: these parameters have to be used later for drawing
12 % tapered waveguides and waveguides with cavity. 4 cases have to be












Se nx e ny sono entrambi dispari:
1 i f (rem(nx , 2 ) )
2 i f (rem(ny , 2 ) )
3 removed=[0 ; 0 ; 1 ] ;
4 for k=1:(nx−1)/2
5 removed=cat (2 , removed ,[−k , k ; 0 , 0 ; 1 , 1 ] ) ;
6 end
Se nx e` dispari e ny e` pari:
1 else
2 removed=[−1/2 , 1/2 ; 0 , 0 ; 1 , 1 ] ;
3 for k=1:(nx−1)/2
4 removed=cat (2 , removed , [−( k+1/2) ( k+1/2) ; 0 , 0 ; 1 , 1 ] ) ;
5 end
6 end
Se nx e` pari e ny dispari:
1 else
2 i f (rem(ny , 2 ) )
3 removed=[−1/2 , 1/2 ; 0 , 0 ; 1 , 1 ] ;
4 for k=1:(nx/2−1)
5 removed=cat (2 , removed , [−( k+1/2) ( k+1/2) ; 0 , 0 ; 1 , 1 ] ) ;
6 end
Infine, per nx ed ny entrambi pari:
1 else
2 removed=[0 ; 0 ; 1 ] ;
3 for k=1:(nx /2)




Si chiama la funzione removeholes e si mettono anche nx e ny nella struttura d’uscita.
1 ho l e s=removeholes ( ho les , removed ) ;
2 % toc
3
4 wavg . ho l e s=ho l e s ; wavg . nx=nx ; wavg . ny=ny ;
5 end
La funzione removeholes segue, nello script, la W1phc.
In un ciclo lungo quanto la seconda dimensione di removed, si sottrae ad holes la matrice
3 × sh, la cui prima riga e` formata da elementi tutti uguali all’ascissa del centro dell’i-
esimo elemento di removed, la seconda all’ordinata e la terza al centro normalizzato. Si
prende il valore assoluto di tutti questi valori.
La matrice ix (3 × sh) contiene 1 se il corrispondente elemento dell’operazione e` minore
della particolare soglia usata.
Si sommano gli elementi di ix appartenenti alla stessa colonna; se il risultato e` < 3 (e
quindi il buco in questione non coincide con uno presente in removed) l’elemento di ix
(che ora e` 1× sh) sara` 1. L’ultimo passaggio significa che nel nuovo holes rimangono solo
gli elementi che non appartengono a removed(:,1).
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1 function [ h o l e s ] = removeholes ( ho les , removed )
2 % REMOVEHOLES Subtracts holes from a list
3 % holes = removeholes(holes,removed) removes the coordinates of the input
4 % list "holes" that appear also on the list "removed".
5 %
6 % Example:
7 % holes = hexagonphc(10,true);
8 % holes = removeholes(holes,hexagonphc(1,false));
9 % plot(holes(1,:),holes(2,:),’*’);
10 %
11 % This code removes the first ring from an hexagonal photonic crystal
12 % A tolerance of 1e-3 is used to determine if two holes are the same.
13
14
15 for i =1: s ize ( removed , 2 )
16 sh = length ( ho l e s ) ;
17 i x = abs ( ho l e s − [ removed (1 , i )∗ ones (1 , sh ) ; removed (2 , i )∗ ones (1 , sh ) ; . . .
18 removed (3 , i )∗ ones (1 , sh ) ] ) <0 . 001 ;
19 i x = sum( ix ,1)<3;
20 ho l e s = ho l e s ( : , i x ) ;
21 end
22 end
Figura A.30: Risultato di W1phc on nx = 10, ny = 5.
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A.2.1.5.3 taperedwavg Prende come parametri la struttura prodotta da W1phc, il
numero massimo di buchi nt, il numero di buchi realmente presenti nPres nel tapering e
la distanza tra di essi, espressa in termini della costante reticolare.
Naturalmente, il primo caso da escludere e` che sia nPres > nt.
1 function [ tapw]=taperedwavg (wavg , nt , nPres , Dist )
2 % TAPEREDWAVG Coordinates of a photonic crystal waveguide with tapering for
3 % adiabiatic transition from a ridge waveguide
4 % tapw = taperedwavg(wavg, nt, nPres) returns a structure containing :
5 % - tapw.holes : vector with two rows containing the coordinates of
6 % each hole of an hexagonal photonic crystal enclosed in a
7 % rectangle with a W1 waveguide and a tapering of n holes.
8 % The lattice constant is 1.
9 % nx is the number of holes along the x direction.
10 % ny is the number of holes along the y direction.
11 % nt is the number of holes in the complete tapering
12 % nPres is the actual number of holes in the tapering
13 % Dist is the distance between the holes of the tapering ,
14 % normalized with respect to the lattice constant
15 % - tapw.nx:
16 % - tapw.ny: these parameters have to be used later for drawing
17 % waveguides , tapered waveguides and waveguides with cavity. 4 cases







25 % [tapw]=taperedwavg(wavg,7,4, 0.8);
26 % figure(3);plot(tapw.holes(1,:),tapw.holes(2,:),’*’);
27
28 nx=wavg . nx ; ny=wavg . ny ; ho l e s=wavg . ho l e s ;
29
30 % tic
31 i f ( nPres > nt )
32 error (’The actual number of holes in the tapering is higher...
33 than the maximum’ ) ;
Se nx ed ny sono entrambi dispari:
1 else
2 i f (rem(nx , 2 ) )
3 i f (rem(ny , 2 ) )
4 for k=1: nPres
5 ho l e s=cat (2 , ho les , [−( nx/2+k∗Dist ) , ( nx/2+k∗Dist ) , . . .
6 −(nx/2+k∗Dist ) , ( nx/2+k∗Dist ) ; . . .
7 −sqrt (3 )/2 , −sqrt (3 )/2 , sqrt (3 )/2 , sqrt ( 3 ) / 2 ;
8 (1−k /( nt +1)) , (1−k /( nt +1)) , (1−k /( nt + 1 ) ) , . . .
9 (1−k /( nt + 1 ) ) ] ) ;
10 end
Se nx e` dispari e ny pari:
1 else
2 for k=1: nPres
3 ho l e s=cat (2 , ho les , [ − ( ( nx−1)/2+k∗Dist ) , ( ( nx−1)/2+k∗Dist ) , . . .
4 −((nx−1)/2+k∗Dist ) , ( ( nx−1)/2+k∗Dist ) ; . . .
5 −sqrt (3 )/2 , −sqrt (3 )/2 , sqrt (3 )/2 , sqrt ( 3 ) / 2 ; . . .
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Se nx e` pari e ny dispari:
1 else
2 i f (rem(ny , 2 ) )
3 for k=1: nPres
4 ho l e s=cat (2 , ho les , [−( nx/2+k∗Dist ) , ( nx/2+k∗Dist ) , . . .
5 −(nx/2+k∗Dist ) , ( nx/2+k∗Dist ) ;
6 −sqrt (3 )/2 , −sqrt (3 )/2 , sqrt (3 )/2 , sqrt ( 3 ) / 2 ; . . .
7 (1−k /( nt +1)) , (1−k /( nt +1)) , (1−k /( nt +1)) ,(1−k /( nt + 1 ) ) ] ) ;
8 end
Se nx e ny sono entrambi pari:
1 else
2 for k=1: nPres
3 ho l e s=cat (2 , ho les , [ − ( ( nx−1)/2+k∗Dist ) , ( ( nx−1)/2+k∗Dist ) , . . .
4 −((nx−1)/2+k∗Dist ) , ( ( nx−1)/2+k∗Dist ) ;
5 −sqrt (3 )/2 , −sqrt (3 )/2 , sqrt (3 )/2 , sqrt ( 3 ) / 2 ; . . .








4 tapw . ho l e s=ho l e s ; tapw . nx=nx ; tapw . ny=ny ; tapw . nt=nt ;
5 end
Figura A.31: Risultato di taperedwavg con nx = 10, ny = 5, nt = 7, nPres = 4, Dist = 0,8. Notare
che il passo del taper e` leggermente minore della costante reticolare.
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A.2.1.5.4 cavity Questa funzione prende come parametri una struttura (prodotta
da W1phc o da taperedwavg) un vettore con le ascisse dei centri ed uno con i raggi. Si
suppone che le ordinate dei centri siano nulle e che i buchi siano disposti simmetricamente
rispetto all’origine.
1 function [ cav ]= cav i ty ( tapw , cente r s , r a d i i )
2 % CAVITY Coordinates of a photonic crystal waveguide with cavity and
3 % tapering for an adiabiatic transition from a ridge waveguide
4 % tapw = taperedwavg(wavg, n) returns a structure containing :
5 % - tapw.holes : vector with two rows containing the coordinates of
6 % each hole of an hexagonal photonic crystal enclosed in a
7 % rectangle with a W1 waveguide and a tapering of n holes.
8 % The lattice constant is 1.
9 % nx is the number of holes along the x direction.
10 % ny is the number of holes along the y direction.
11 % nt is the number of holes in the tapering
12 % centers is a vector containg the x coordinates of the holes
13 % constituting the barriers on the right (symmetry respect to
14 % y
15 % radii vector of the holes radii
16 % - tapw.nx:
17 % - tapw.ny: these parameters have to be used later for drawing
18 % waveguides , tapered waveguides and waveguides with cavity. 4 cases
19 % have to be distinguished depending on the parity of nx, ny.
20 % radii is a vector containing the radius of the holes constituting the









30 % [cav]=cavity(tapw, [2,3], [1,1]);
31 % figure(4);plot(cav.holes(1,:),cav.holes(2,:),’*’);
32
33 nx=tapw . nx ; ny=tapw . ny ; nt=tapw . nt ; ho l e s=tapw . ho l e s ;
34
35 % tic
36 i f ( length ( r a d i i )∼=length ( c e n t e r s ) )
37 error (’length of radii and centers are different’ ) ;
38 else
39 for k=1: length ( c e n t e r s )





45 cav . ho l e s=ho l e s ; cav . nx=nx ; cav . ny=ny ; cav . nh=nt ;
46 end
A.2.1.5.5 getComsolVersion Essa ha il semplice compito di impostare la versione
di COMSOL in uso.
1 function [ vrsn ] = getComsolVersion ( )
2 % COMSOL version (UPDATE THIS IF USING DIFFERENT VERSION OF COMSOL!)
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Figura A.32: Risultato di cavity con nx = 10, ny = 5, nt = 7, nPres = 4, Dist = 0,8, centri posti in
x = ±2 e ±3, 5.
3 clear vrsn
4 vrsn . name = ’COMSOL 3.5’ ;
5 vrsn . ext = ’a’ ;
6 vrsn . major = 0 ;
7 vrsn . bu i ld = 608 ;
8 vrsn . r c s = ’$Name: v35ap $’ ;
9 vrsn . date = ’$Date: 2009/05/11 07:38:49 $’ ;
10
11 end
A.2.1.5.6 drawHoles Disegna i cilindri. Come gia` detto, ha cos`ı tanti argomenti per
motivi di debug (per poter usare getComsolGeometry), perche´ il tagli dei buchi che si
trovano al confine con la trench spesso dava problemi.
Se il numero di argomenti e` < 8, z viene forzato a 0.
1 function [ ha NhX NhY Ntot ] = drawHoles ( phc , s lab , isSymX , isSymY , ho le rad , . . .
2 th ick , h o l e d i s t , z , fem , Air , PMLy, PMLz)
3 i f nargin<8
4 z = 0 ;
5 end
Si fissa un fattore phcTol per le tolleranze.
In caso di simmetria attorno a x = 0 o y = 0, si cercano i buchi il cui centro stia a destra
di x = 0 o sopra y = 0 piu` della tolleranza e si mette il loro numero in Ntot.
1 phcTol = 1e−2; % Set the tolerance for phc.x phc.y
2 h s e l = ones (1 , length ( phc . x ) ) ; % length(phc.x) is the number of holes
3 i f isSymX
4 h s e l = and ( hse l , phc . x>=−phcTol ) ;
5 % the row of ones becomes a row containing 1 in the colums
6 % corresponding to an x position of the holes centers
7 % at the right of -phcTol
8 end
9 i f isSymY
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10 h s e l = and ( hse l , phc . y>=−phcTol ) ; % the same, but with the y position,
11 % over -phcTol
12 end
13 Ntot = sum( h s e l ) ; % number of holes to be drawn
Quindi si fa una cosa analoga per i buchi il cui centro dista meno della tolleranza da
x = 0 o da y = 0.
1 trhX = and ( hse l , abs ( phc . x)<phcTol ) ; % holes to draw, with |x_center|<phcTol
2 % trenched if SymX
3 NhX = sum( trhX ) ; % # of holes with |x_center|<phcTol
4 trhY = and ( hse l , abs ( phc . y)<phcTol ) ;
5 NhY = sum( trhY ) ; % # of holes with |y_center|<phcTol
6 % trenched if SymY
Ora si fa una lista dei buchi che non sono tagliati da eventuali piani di simmetria.
1 hnotr = xor ( hse l , or ( trhX , trhY ) ) ; % hnotr(i)=0 if trhX(i) or trhY(i)==1,
2 % that is, |phc.x(i)| or |phc.y(i)|<phcTol
3 Nnotr = sum( hnotr ) ;
Si comincia col generare i cilindri corrispondenti a quest’ultimo insieme (Si sono messe
come commenti altre possibili procedure).
1 x s e l = phc . x ( hnotr ) ;
2 y s e l = phc . y ( hnotr ) ;
3 r s e l = phc . rad ( hnotr ) ;
4
5 % ha = cell(1,length(phc.x(hsel))); % Hole array of empty
6 ha={c y l i n d e r 3 ( ho l e rad ∗ r s e l ( 1 ) , th ick , ’pos’ , . . .
7 [ x s e l (1 )∗ h o l e d i s t , y s e l (1 )∗ h o l e d i s t , z ] ) } ;
8 for i = 2 : Nnotr
9 ha = [ ha ,{ c y l i n d e r 3 ( ho l e rad ∗ r s e l ( i ) , th ick , ’pos’ , . . .
10 [ x s e l ( i )∗ h o l e d i s t , y s e l ( i )∗ h o l e d i s t , z ] ) } ] ;
11 end
12
13 % ha(i) = {cylinder3(hole_rad*rsel(i),thick,’pos’,...
14 [ x s e l ( i )∗ h o l e d i s t , y s e l ( i )∗ h o l e d i s t , z ] ) } ;
15 % ha{1,i} = cylinder3(hole_rad*rsel(i),thick,’pos’,...
16 [ x s e l ( i )∗ h o l e d i s t , y s e l ( i )∗ h o l e d i s t , z ] ) ;
Quindi si prosegue con gli altri.
1 x s e l = phc . x ( or ( trhX , trhY ) ) ;
2 y s e l = phc . y ( or ( trhX , trhY ) ) ;
3 r s e l = phc . rad ( or ( trhX , trhY ) ) ;
4
5 for i = 1 : length ( x s e l )
6 ho le = c y l i n d e r 3 ( ho l e rad ∗ r s e l ( i ) , th ick , ’pos’ , . . .
7 [ x s e l ( i )∗ h o l e d i s t , y s e l ( i )∗ h o l e d i s t , z ] ) ;
8 ha = [ ha ,{ ho le ∗ s l ab } ] ; % intersection among slab and the holes,
9 % because this could be trenched cylinders
10 end
11 % ha=[ha,{cylinder3(hole_rad*rsel(i),thick,’pos’,...
12 [ x s e l ( i )∗ h o l e d i s t , y s e l ( i )∗ h o l e d i s t , z ] ) } ] ;
13 % hole = {hole*slab};




A.2.1.5.7 getComsolGeometry Questa funzione assegna i nomi ai vari oggetti geo-
metrici che le sono passati e chiama geomcsg([20, pag. 238]).
Nel nostro caso i campi ha e src vengono lasciati vuoti, il primo per scelta, il secondo
perche´ nelle simulazioni di trasmissione non si usano dipoli (ma in quelli agli autovalori
s`ı).
1 function fem = getComsolGeometry ( fem , ob j ec t s , names , ha , s r c )
2 clear s
3 s . ob j s=o b j e c t s ;
4 s . name=names ;
5 for h = 1 : length ( ha )
6 s . ob j s = [ s . objs , ha (h ) ] ;
7 s . name = [ s . name , { [ ’Hole_’ num2str(h ) ] } ] ;
8 end
9 for h = 1 : length ( s r c )
10 s . ob j s = [ s . objs , s r c (h ) ] ;
11 s . name = [ s . name , { [ ’Source_’ num2str(h ) ] } ] ;
12 end
13 fem . draw=s t r u c t (’s’ , s ) ;
14
15 fem . geom=geomcsg ( fem , ’Repairtol’ ,1 e−4);%1 e-4
16 end
A.2.1.5.8 getFaces3D Questa funzione restituisce i numeri che identificano le facce,
divise tra esterne (EF), interne (IF) e poste nei piano x = 0 (XF), y = 0 (YF) e z = 0
(ZF).
Si ricava il numero complessivo delle facce.
1 function [XF YF ZF EF IF ] = getFaces3D (geom , gap )
2 Nfac = geominfo (geom , ’out’ ,’no’ ,’od’ , 2 ) ;
3 % no : Number of objects of the dimensions specified in Od
Quindi si cercano quelle esterne. UD e` una matrice 2× Nfac, la colonna i corrisponde
alla faccia i, e contiene gli indici dei domini che sono divisi da tale superficie. Nelle
convenzioni di COMSOL, il dominio che sta all’interno del volume in cui si risolvono le
equazioni e` indicato con 0 (e` il complementare dell’unione dei domini usati) [20, pag. 240].
Quindi, si cercano le facce per le quali, nella colonna corrispondente c’e` uno zero. Pur-
troppo, a seconda delle operazioni insiemistiche tra solidi usate in drawHoles, alle volte
in UD (osservando il comportamento in modalita` di debug) non compariva proprio il
valore 0 e quindi EF era vuoto, cosa che da` errore all’atto di assegnare le condizioni al
contorno.
1 % Locating boundary faces
2 UD = geominfo (geom , ’out’ ,’ud’ ) ;
3 % ud : Up and down subdomains divided by each face
4 TF=1: Nfac ;
5 % if (gap==0)
6 % EF=TF(or(UD(2,:)==2,UD(1,:)==2)); % Find external faces;
7 % else
8 EF=TF( or (UD(2 , :)==0 ,UD(1 , : )==0)) ;
9 % end
Le facce interne si ricavano per differenza.
1 IF=s e t d i f f (TF,EF) ; % Internal faces
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A questo punto si usa lo stesso metodo spiegato in femSetup3D transmission per indi-
viduare le facce in x = 0, y = 0 e z = 0.
1 [ u , v]=meshgrid ( 0 : 1 , 0 : 1 ) ; % u=[0 1; 0 1] v=[0 0; 1 1];
2 % every couple u(i,j),v(i,j) corresponds to
3 % the coordinates a vertex of a unity square
4 S = zeros ( length (EF) , 4 , 2 ) ;
5 for j =1: length (EF)
6 S( j , : , : ) = dea l ( [ u ( : ) v ( : ) ] ) ; % distributes u,v to S... u,v are browsed
7 % along the columns: S(j,:,:)= [u(:,1), u(:,2) ; v(:,1), v(:,2)]
8 end
9 [ xx ] = geominfo (geom , ’out’ ,{’xx’} ,’par’ ,{EF’ S } ) ;
10 % xx : Coordinate information
11 % par : Cell array, where each element is a cell array containing
12 % two matrices defining geometric entity number and parameter values
13 % verteces of the External Faces :
14 % xx(:,:,1) are the x coordinates
15 % xx(:,:,2) ... y ...
16 % xx(:,:,3) ... z ...
17 XF=EF(sum( ( abs ( xx ( : , : ,1 ) ) <=1 e−4) ,2)==4);
18 % sum along the 2nd dimension of xx,
19 % ==4 if all the 4 entries are <=1e-4 in modulus
20 % faces in x==0
21 YF=EF(sum( ( abs ( xx ( : , : ,2 ) ) <=1 e−4) ,2)==4); % faces in y=0, PEC
22 ZF=EF(sum( ( abs ( xx ( : , : ,3 ) ) <=1 e−4) ,2)==4); % faces in z=0, PEC
Infine, per avere insiemi disgiunti, si tolgono da EF le facce appartenenti a XF, YF e
ZF.
1 EF=s e t d i f f (EF, unique ( [XF,YF, ZF ] ) ) ;
2 % All other External faces (for scattering BC)
3 end
A.2.1.5.9 setBnd3D Impone le condizioni sulle superfici, ricevendo in ingresso la
struttura fem, le condizioni sui possibili piani di simmetria e i vari insiemi di facce.
Prima controlla le condizioni da assegnare su tali insiemi.
1 function bnd = setBnd3D ( fem , bcx , bcy , bcz , bce ,XF,YF, ZF,EF,FFF)
2 Nfac=geominfo ( fem . geom , ’out’ ,’no’ ,’od’ , 2 ) ;
3 switch bcx
4 case ’PEC’
5 Xbnd = 1 ;
6 case ’PMC’




11 Ybnd = 1 ;
12 case ’PMC’




17 Zbnd = 1 ;
18 case ’PMC’





23 Ebnd = 1 ;
24 case ’PMC’
25 Ebnd = 3 ;
26 case ’Scattering’
27 Ebnd = 4 ;
28 end
Poi elenca i possibili casi per le condizioni al contorno(nell’ordine: PEC, continuita`,
PMC, Scattering, , continuita`, porta d’ingresso, porta d’uscita),
1 clear bnd
2 bnd . type = {’E0’ ,’cont’ ,’H0’ ,’SC’ ,’cont’ ,’port’ ,’port’ } ;
il campo lontano (non usato nelle simulazioni di trasmissioni ne` agli autovalori, ma usato
quando ad esempio si vuole trovare il diagramma di radiazione della cavita`)
1 bnd . f a r f i e l d = {{} ,{} ,{} ,{} ,{{ ’Efar’ ; ’nxEx_rfw nxEy_rfw nxEz_rfw ’ ; . . .
2 ’nxcurlEx_rfw nxcurlEy_rfw nxcurlEz_rfw ’ ; ’xyz’ }} ,{} ,{}} ;
le simmetrie (nel nostro caso lungo y e z, ma non x),
1 bnd . symmetryz = {0 , 0 , 0 , 0 , 1 , 0 , 0} ;
2 bnd . symmetryx = {0 , 0 , 0 , 0 , 0 , 0 , 0} ;
3 bnd . symmetryy = {0 , 0 , 0 , 0 , 1 , 0 , 0} ;
quale porta sia attiva,
1 bnd . inpor t = {0 , 0 , 0 , 0 , 0 , 1 , 0} ; % Wave excitation at this port
la selezione dei modi, in questo caso TEM (ma che originariamente erano TM) ed il
numero di porta. Per maggiori dettagli, [17, pag. 42-46]
1 bnd . nummodetype = {’auto’ ,’auto’ ,’auto’ ,’auto’ ,’auto’ ,’TEM’ ,’TEM’ } ; %’TM’,’TM’
2 bnd . applmode = {0 ,0 , 0 , 0 , 0 , ’rfwb’ ,’rfwb2’ } ; % The application mode to pick
3 % numeric data from
4 bnd . modespec = {’userdef’ ,’userdef’ ,’userdef’ ,’userdef’ ,’userdef’ , . . .
5 ’numeric’ ,’numeric’ } ;
6 bnd . portnr = {1 , 1 , 1 , 1 , 1 , 1 , 2} ;
Purtroppo, i manuali non indicano il significato delle seguenti azioni:
1 i f Ybnd == 1
2 bnd . symtypey = {’-1’ ,’-1’ ,’-1’ ,’-1’ ,’1’ ,’-1’ ,’-1’ } ;
3 end
4 i f Zbnd == 1
5 bnd . symtypez = {’-1’ ,’-1’ ,’-1’ ,’-1’ ,’1’ ,’-1’ ,’-1’ } ;
6 end
Inizialmente si pone la condizione di continuita` su tutte le facce, poi si distinguono i
vari casi (5 corrisponde a Far Field, non utilizzato in queste simulazioni).
1 bnd . ind = 2∗ ones (1 , Nfac ) ; % continuity
2 bnd . ind (EF) = 1 ; % External faces, PEC
3 bnd . ind (XF) = Xbnd ;
4 bnd . ind (YF) = Ybnd ;
5 bnd . ind (ZF) = Zbnd ;
6 bnd . ind (EF) = Ebnd ;
7 bnd . ind (FFF) = 5 ;
8 end
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A.2.1.5.10 applSetup3D Questa funzione indica il modulo e il tipo di simulazione
da fare, l’ordine d’integrazione, la variabile da calcolare (campo elettrico) e la variabile
indipendente (la lunghezza d’onda).
1 function appl = applSetupRF3D ( appl )
2 appl . mode . c l a s s = ’ElectromagneticWaves’ ;
3 appl . module = ’RF’ ;
4 appl . gporder = 4 ; % fem.***.gporder to specify integration order
5 appl . cporder = 2 ; % appl.***.cporder Constraints discretization order
6 appl . a s s i g n s u f f i x = ’_rfw’ ;
7
8 clear prop
9 prop . s o l v e f o r = ’E’ ;
10 prop . inputvar = ’lambda’ ;
11 appl . prop = prop ;
12 appl . var = {’lambda0’ ,’wvl’ } ; % wvl
13 end
A.2.2 Simulazioni agli autovalori
Sono composte da un solo modulo. Calcolano l’autofrequenza [16, pag. 101]
(−λ) = δ + iω (A.1)





Non ci sono sostanziali differenze dagli script di trasmissione, tranne che adesso e` attiva
anche la simmetria rispetto a x = 0 e si indicano posizione, lunghezza ed orientazione di
un dipolo che fa da sorgente.
1 f l c l e a r fem
2 clear s i m s e t t i n g s
3
4 % Simulation settings [distances in um]
5 s i m s e t t i n g s . geom . h o l e d i s t = 400e−3; % Lattice constant scaling factor
6 s i m s e t t i n g s . geom . r a t i o = 0 . 3 5 ;
7 s i m s e t t i n g s . geom . pad = 0 . 4 ; % Distance from PML region
8 s i m s e t t i n g s . geom . dpml = 0 . 7 ; % PML borders width
9 s i m s e t t i n g s . geom . t h i c k n e s s = 200e−3; % Slab thickness/2 (single membrane)
10 % sim_settings.geom.gap = 0; % Inter-membrane separation
11 s i m s e t t i n g s . geom . airH = 1 . 7 ; % Air layer thickness
12 s i m s e t t i n g s . geom . trenchL = 0 ;
13 s i m s e t t i n g s . geom . trenchR = 0 ;
14 % Boundary conditions (PMC = Perfect Magnetic Conductor , PEC = Perfect
15 % electric conductor)
16 % (Default XYZ MEM)
17 s i m s e t t i n g s . Xbnd = ’PMC’ ;
18 s i m s e t t i n g s . Ybnd = ’PEC’ ;
19 s i m s e t t i n g s . Zbnd = ’PMC’ ; % MEM-M for single membrane
20 s i m s e t t i n g s . Ebnd = ’Scattering’ ; % External faces BC (not relevant)
Ecco dove si forniscono le proprieta` del dipolo:
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1 s i m s e t t i n g s . sourceP = [ 0 . 2 , 0e−3 ,0 ] ; % Coordinates off-axis
2 % [0.12, 0e-3,0] for Xbnd=’PEC’
3 dipo leLength = 10e−3; % Dipole length
4 s i m s e t t i n g s . sourceDir = [ 0 , 1 , 0 ] ∗ dipo leLength ;
5 % Dipole (length and orientation) Default
6 s i m s e t t i n g s . sourceAct ive = 1 ;
Impostazioni della mesh:
1 s i m s e t t i n g s . mesh . r e f s l a b = 1 .1 / 3 . 4 / 5 ;
2 s i m s e t t i n g s . mesh . r e f a i r = 1 . 1 / 5 ;
Si forniscono il file con i buchi (generato a parte, anche se si potrebbe mettere una
sezione iniziale che lo genera)
1 c a v i t y f i l e = ’1 shift 0,15 a outward.mat’ ;
2 % File containting hole positions and radii
3 phc=load ( c a v i t y f i l e , ’-mat’ ) ;
e quello dell’indice di rifrazione.
1 s i m s e t t i n g s . neffM = ’’ ;
2 i n d e x f i l e = ’GaAs300K.mat’ ;
Si genera la geometria, se ne controlla la correttezza con multiphysics e si genera la
mesh.
1 [ fem , mHint ] = femSetup3D ( c a v i t y f i l e , s i m s e t t i n g s , i n d e x f i l e ) ;
2
3 % Multiphysics
4 fem = mul t iphys i c s ( fem ) ;
5 fem = femMesh3D( fem , s i m s e t t i n g s , c a v i t y f i l e , mHint ) ;
Per completezza si riporta il comando che si occupa di calcolare la Local Density of
Optical States (che, anche se e` una quantita` quantistica, si puo` calcolare classicamente
come il rapporto tra la potenza irraggiata - l’integrale del vettore di Poynting su una
superficie in campo lontano - dal dipolo posto nella particolare struttura e quella che
irraggerebbe se fosse nello stesso materiale omogeneo), anche se non e` d’interesse per le
nostre simulazioni.
1 %-------------- LDOS calculation ----------------
2 % lambda = linspace(1.2,1.6,200); % wavelength vector
3 % Nchunks = 20; % number of blocks into which the vector is split
4 % [Pout, fem] = solvePower3D(fem,lambda,Nchunks,mHint.PoutFaces ,...
5 dipoleLength , 3 ) ; % Pout is the relative LDOS
6 % %
7 %----------------- SAVE ALL DATA -------------------
8 % lambda= transpose(lambda);
9 % Pout=transpose(Pout);
10 % save L3_LDOS_test lambda Pout sim_settings phc
Infine si prescrivono i punti iniziali attorno ai quali cercare frequenze di risonanza, si
chiama solvePurcell3D e si salvano su file .mat i risultati (insieme alle impostazioni della
simulazione) e la struttura fem, per analizzare la soluzione con l’interfaccia grafica.
1 % Eigenvalue calculation(one or more linearization points should be given)
2 % lambda0 = [1.2155 1.2164];
3 lambda0 = 1 . 3 1 3 ;
4 [ fem , wlout ,Q,V, Fp ] = so lvePurce l l 3D ( fem , lambda0 , 3 ) ;
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5 % returns the wavelength , Q factor, mode volume V and Purcell factor
6 save L3 EIG test wlout Q V Fp s i m s e t t i n g s phc
7 %
8 save LDOS fem
A.2.2.2 Script Secondari
A.2.2.2.1 femSetup3D Anche questo e` molto simile al suo corrispettivo per le si-
mulazioni di trasmissione.
1 function [ fem mHint ] = femSetup3D ( c a v i t y f i l e , s i m s e t t i n g s , i n d e x f i l e )
2 % FEMSETUP3D Setup of the fem structure for COMSOL simulation
3 % This function returns a FEM structure to be used with comsol
4 % multiphysics() function.
5
6 fem . v e r s i o n = getComsolVersion ( ) ;
7
8 s s=s i m s e t t i n g s ;
9
10 % Load index file and cavity file
11 load ( i n d e x f i l e , ’-mat’ )
12 load ( c a v i t y f i l e , ’-mat’ )
13
14 % Geometry
15 % The femSetup3D uses the standard XYZ symmetries.
16
17 h o l e d i s t = s s . geom . h o l e d i s t ;
18 r a t i o = s s . geom . r a t i o ;
19 ho l e rad = r a t i o ∗ h o l e d i s t ;
20 pad = ss . geom . pad ;
21 dpml = s s . geom . dpml ;
22 th i ck = s s . geom . t h i c k n e s s /2 ;
23 airH = ss . geom . airH ;
24
25 i f i s f i e l d ( s s . geom , ’gap’ )
26 % It has a gap, double membrane mode
27 gap = ss . geom . gap ;
28 th i ck = th i ck ∗2 ;
29 else
30 gap = 0 ;
31 end
32 % Get geometry extent:
33 Nx = max( phc . x ) ;
34 Ny = max( phc . y ) ;
35 Rmax = ho l e rad ∗max( phc . rad ) ;
36 slabW = Rmax + h o l e d i s t ∗Nx + pad + dpml ;
37 slabH = Rmax + h o l e d i s t ∗Ny + pad + dpml ;
La geometria e` leggermente diversa (fig. A.33):
1 % Draw geometry blocks and PMLs
2 s l ab = block3 ( slabW , slabH , th ick , ’base’ ,’corner’ ,’pos’ , [ 0 , 0 , gap / 2 ] ) ;
3 c e l l = block3 ( slabW−dpml , slabH−dpml , airH−dpml−th ick−gap /2 ,’base’ , . . .
4 ’corner’ ,’pos’ , [ 0 , 0 , th i ck+gap / 2 ] ) ;
5 i f gap>0
6 c e l lU = block3 ( slabW−dpml , slabH−dpml , gap /2 ,’base’ ,’corner’ , . . .
7 ’pos’ , [ 0 , 0 , 0 ] ) ;
8 c e l l = c e l l+ce l lU ;
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9 end
10 PMLx = block3 (dpml , slabH , airH , ’base’ ,’corner’ ,’pos’ , [ slabW−dpml , 0 , 0 ] ) ;
11 PMLy = block3 ( slabW , dpml , airH , ’base’ ,’corner’ ,’pos’ , [ 0 , slabH−dpml , 0 ] ) ;
12 PMLz = block3 ( slabW , slabH , dpml , ’base’ ,’corner’ ,’pos’ , [ 0 , 0 , airH−dpml ] ) ;
Figura A.33: Geometria della simulazione.
Si chiama drawHoles per fare i buchi
1 % Make holes
2 [ ha , NhX , ∼ , Ntot ] =drawHoles ( phc , s lab , 1 , 1 , ho le rad , th ick , h o l e d i s t , gap / 2 ) ;
e drawSources (descritta in seguito) per i dipoli.
1 % Source dipoles
2 [ s r c sourceP1 sourceP2 ] = drawSources ( phc , s s ) ;
Si fanno operazioni analoghe a quelle gia` spiegate, solo che ora c’e` anche la classe di
facce da usare per il Far Field (FFF). Notare che ora a getComsolGeometry si passano
anche ha e src.
1 % Geometry objects
2 fem = getComsolGeometry ( fem ,{ s lab ,PMLx,PMLy,PMLz, c e l l } , . . .
3 {’R1’ ,’PMLx’ ,’PMLy’ ,’PMLz’ ,’air’} , ha , s r c ) ;
4 % Retreiving analyzed geometry info for boundary settings
5
6 [XF,YF, ZF,EF, IF ] = getFaces3D ( fem . geom ) ;
7
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8 % Locate far-field boundaries
9 % This part is application specific
10 [ u , v]=meshgrid ( 0 : 1 , 0 : 1 ) ;
11 % S = zeros(length(IF),2,2);
12 for j =1: length ( IF )
13 S( j , : , : ) = dea l ( [ u ( : ) v ( : ) ] ) ;
14 end
15 [ xx ] = geominfo ( fem . geom , ’out’ ,{’xx’} ,’par’ ,{ IF ’ S } ) ;
16 XIF = IF (sum( ( abs ( xx ( : , : , 1 ) − ( slabW−dpml))<= 1e−4) ,2)==4);
17 YIF = IF (sum( ( abs ( xx ( : , : , 2 ) − ( slabH−dpml))<= 1e−4) ,2)==4);
18 ZIF = IF (sum( ( abs ( xx ( : , : , 3 ) − ( airH −dpml))<= 1e−4) ,2)==4);
19 i f gap==0
20 FFF = [ XIF ( 2 ) , YIF ( 2 ) , ZIF ( 1 ) ] ; % Far Field Faces
21 else
22 FFF = [ XIF ( 1 : 3 ) , YIF ( 1 : 3 ) , ZIF ( 1 ) ] ;
23 end
Quindi si chiama setEdg3D (descritta in seguito) per le condizioni sui bordi e setBnd3D
per le superfici
1 % Application mode settings
2 clear appl
3
4 % Setting edge conditions
5 appl . edg = setEdg3D ( fem , 1 , l o c a t e a c t i v e s o u r c e ( fem . geom , s s . sourceAct ive , . . .
6 sourceP1 , sourceP2 ) ) ;
7
8 % Setting boundary conditions
9 appl . bnd = setBnd3D ( fem , s s . Xbnd , s s . Ybnd , s s . Zbnd , s s . Ebnd ,XF,YF, ZF,EF,FFF ) ;
Poi si carica equvars e si pongono le condizioni sui domini.
Come prima i PMLi saranno parallelepipedi con una superficie ortogonale ad i ed assor-
biranno lungo tale direzione, PMLij saranno i solidi formati dall’intersezione di PMLi e
PMLj ed assorbiranno sia lungo i sia lungo j. Abbiamo anche il caso PMLxyz. Quelli
indicati con air avranno n = 1 e quelli con slab n = neff.
1 % Setting subdomains material properties
2 clear equ ;
3 load equvars
4 % neff=[’neff(lambda0_rfw)+j*nI (lambda0_rfw)’,ss.neffM];
5 n e f f =[’neff (lambda0_rfw)’ , s s . neffM ] ;
6 equ . n = { ne f f , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , ne f f , ne f f , n e f f } ;
7
8 Nsub = geominfo ( fem . geom , ’out’ ,’no’ ,’od’ , 3 ) ; % Getting number of subdomains
9 equ . ind=mat a i r ∗ ones (1 , Nsub ) ;
10 i f gap==0
11 equ . ind (1 ) = mat s lab ;
12 equ . ind (3 ) = mat airPML z ;
13 equ . ind (4+NhX) = mat slabPML y ; % slab PML Y
14 equ . ind (5+NhX) = mat airPML y ; % air PML Y
15 equ . ind (6+NhX) = mat airPML yz ; % air PML YZ
16 equ . ind (7+Ntot ) = mat slabPML x ; % slab PML X
17 equ . ind (8+Ntot ) = mat airPML x ; % air PML X
18 equ . ind (9+Ntot ) = mat airPML xz ; % air PML XZ
19 equ . ind (10+Ntot)= mat slabPML xy ; % slab PML XY
20 equ . ind (11+Ntot ) = mat airPML xy ; % air PML XY
21 equ . ind (12+Ntot ) = mat airPML xyz ; % air PML XYZ
22 else
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23 equ . ind (2 ) = mat s lab ;
24 equ . ind (4 ) = mat airPML z ;
25 equ . ind (6+NhX) = mat slabPML y ; % slab PML Y
26 equ . ind ([5+NhX, 7+NhX] ) = mat airPML y ; % air PML Y
27 equ . ind (8+NhX) = mat airPML yz ; % air PML YZ
28 equ . ind (10+Ntot ) = mat slabPML x ; % slab PML X
29 equ . ind ([9+ Ntot , 11+Ntot ] ) = mat airPML x ; % air PML X
30 equ . ind (12+Ntot ) = mat airPML xz ; % air PML XZ
31 equ . ind (14+Ntot ) = mat slabPML xy ; % slab PML XY
32 equ . ind ([13+ Ntot , 15+Ntot ] ) = mat airPML xy ; % air PML XY
33 equ . ind (16+Ntot ) = mat airPML xyz ; % air PML XYZ
34 end
35 appl . equ = equ ;
Si genera la struttura mHint, da passare a femMesh3D
1 % mHint structure
2 i f gap>0
3 mHint . s l ab = [2 , ( 5 : ( 4+NhX)) ,(8+NhX)+(1 : ( Ntot−NhX ) ) ] ;
4 mHint . a i r = [ 1 , 3 ] ;
5 mHint . pml1 = [4 , ( 5 : 7 )+NhX, (9 : 11 )+ Ntot ] ;
6 mHint . pml2 = [8+NhX,(12 :15 )+ Ntot ] ;
7 mHint . pml3 = 16+Ntot ;
8 mHint . pmlSlab = [6+NhX, 10+Ntot , 14+Ntot ] ;
9 mHint . pmlAir= s e t d i f f ( [ mHint . pml1 , mHint . pml2 , mHint . pml3 ] , mHint . pmlSlab ) ;
10 mHint . PoutFaces = FFF;
11 else
12 mHint . s l ab = [1 , ( 4 : ( 3+NhX)) ,(6+NhX)+(1 : ( Ntot−NhX ) ) ] ;
13 mHint . a i r = 2 ;
14 mHint . pml1 = [3 ,4+NhX,5+NhX,7+Ntot ,8+Ntot ] ;
15 mHint . pml2 = [6+NhX,9+Ntot ,10+Ntot ,11+ Ntot ] ;
16 mHint . pml3 = 12+Ntot ;
17 mHint . pmlSlab = [4+NhX, 7+Ntot , 10+Ntot ] ;
18 mHint . pmlAir= s e t d i f f ( [ mHint . pml1 , mHint . pml2 , mHint . pml3 ] , mHint . pmlSlab ) ;
19 mHint . PoutFaces = [FFF, XIF ( 1 ) , YIF ( 1 ) ] ;
20 end
21
22 mHint .XF = XF;
23 mHint .YF = YF;
24 mHint . ZF = ZF ;
25 mHint .EF = EF;
26 mHint .FFF = FFF;
27 mHint . sourceP1 = sourceP1 ;
28 mHint . sourceP2 = sourceP2 ;
Infine si chiamano applSetupRF3D, si indicano unita` di misura, tipo di interpolazione
per l’indice di rifrazione (le parti commentate sono relative al caso in cui si usi un indice
di rifrazione complesso).
1 fem . appl {1} = applSetupRF3D ( appl ) ;
2
3 fem . border = 1 ;
4
5 clear un i t s ;
6 un i t s . basesystem = ’SI’ ;
7 fem . un i t s = un i t s ;
8
9 % Functions
10 clear f c n s
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11 f c n s {1} . type = ’interp’ ;
12 f c n s {1} . name = ’neff’ ;
13 f c n s {1} . method = ’cubic’ ;
14 f c n s {1} . extmethod = ’extrap’ ;
15 f c n s {1} . x = c e l l s t r ( s t r t r i m (num2str(n . x ’ , ’% e \n’ ) ) ) ’ ;
16 f c n s {1} . data = c e l l s t r ( s t r t r i m (num2str(n . data ’ , ’% e \n’ ) ) ) ’ ;
17 % fcns {1}.data = cellstr (strtrim(num2str(n.data’+i*1e-3/(4*pi)*n.x’)))’;
18 % fcns {1}.data = cellstr (strtrim(num2str(n.data’+i*1e-3/(4*pi)*n.x’,...
19 % ’% e \n’)))’;
20 % fcns {2}.type = ’interp ’;
21 % fcns {2}.name = ’nI’;
22 % fcns {2}.method = ’cubic’;
23 % fcns {2}.extmethod = ’extrap ’;
24 % fcns {2}.x = cellstr (strtrim(num2str(nI.x’, ’% e \n’)))’;
25 % fcns {2}.data = cellstr (strtrim(num2str(nI.data’, ’% e \n’)))’;
26 fem . f u n c t i o n s = f c n s ;
27
28 % ODE Settings
29 clear ode
30 clear un i t s ;
31 un i t s . basesystem = ’SI’ ;
32 ode . un i t s = un i t s ;
33 fem . ode = ode ;
34
35 end
A.2.2.2.2 femMesh3D Non ci sono differenze da quella usata per le simulazioni di
trasmissione.
A.2.2.2.3 solvePurcell3D Trova le frequenze (lunghezze d’onda λ0) di risonanza.
1 function [ fem wvl Q V Fp ] = so lvePurce l l 3D ( fem , lambda ,nsymm)
2 % SOLVEPURCELL3D solves the eigenvalue problem from guess wavelength lambdas
3 % and return wavelength , quality factors and effective mode volume.
4 %The Purcell factor is also returned and calculated using
5 % Fp = 3/(4 pi^2) * Q/V * (lambda/n)^3
Predispone le variabili V (Volume modale), Q (fattore di qualita`), e wvl (λ0). Pone il
fattore di Purcell Fp uguale a V.
1 V = zeros (1 , length ( lambda ) ) ;
2 Q = zeros (1 , length ( lambda ) ) ;
3 wvl = zeros (1 , length ( lambda ) ) ;
4 Fp = V;
Quindi avvia un ciclo for lungo quanto lambda, scrive un messaggio sul file o sulla riga
di comando MATLAB
1 for i = 1 : length ( lambda )
2 disp ( [ ’Solving Eigenvalue at ’ num2str ( lambda ( i ) ) ’ um’ ] ) ;
Chiama solveEigen3D per trovare gli autovalori e stampa sullo schermo il risultato di
quella iterazione
1 [ fem wvl ( i ) Q( i ) ] = solveEigen3D ( fem , lambda ( i ) , 1 ) ;
2 disp ( [ ’Done, mode found at ’ num2str ( wvl ( i ) ) ’ um with Q=’ . . .
3 num2str (Q( i ) ) ’. Now extracting mode volume...’ ] ) ;
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Quindi si valuta l’energia del modo (Weav rfw e` la media temporale della densita` di
energia del campo elettrico, [17, pag. 12]) usando postint ([20, pag. 388]) e postmax
([20, pag. 396])
1 ModeEnergy = p o s t i n t ( fem , ’Weav_rfw’ ) ;
2 Norm = postmax ( fem , ’Weav_rfw’ ) ;
Si estrae il volume modale e si stampano a schermo i valori ottenuti.
1 n max = interp1 ( s t r2doub l e ( fem . f u n c t i o n s {1} . x ) , . . .
2 s t r2doub l e ( fem . f u n c t i o n s {1} . data ) , wvl ( i ) ) ;
3 V( i ) = ModeEnergy/Norm∗2ˆnsymm/( lambda ( i )/ n max ) ˆ 3 ;
4 disp ( [ ’Mode has volume ’ num2str (V( i ) ) ’(lambda/n)^3’ ] ) ;
5 Fp( i ) = 3/(4∗pi ˆ2)∗Q ( i )/V( i ) ;
6 end
7 end
A.2.2.3 Script di Terzo Livello
A.2.2.3.1 hexagonphc Questo script costruisce un reticolo triangolare di buchi ci-
lindrici racchiuso in un esagono. Come opzione, e` possibile limitare l’estensione verticale
di tale reticolo
1 function [ h o l e s ] = hexagonphc (N, f i l l e d , N2)
2 % HEXAGONPHC Coordinates of hexagonal photonic crystal
3 % holes = hexagonphc(N,filled) returns a vector with two rows containing
4 % the coordinates of each hole of an hexagonal photonic crystal. The
5 % lattice constant is 1. N is the number of holes along the principal
6 % direction. The function returns a filled photonic crystal if the filled







14 % holes = hexagonphc(N,filled,N2) same as hexagonphc(N,filled) but with
15 % an additional parameter N2 to constrain the number of holes in the Y
16 % direction (useful for long cavities). The total height of the cavity
17 % will be N2*sqrt(3)
18 %
Se il parametro filled e` posto a vero, allora l’esagono sara` pieno, in caso contrario, sara`
presente solo la corona piu` esterna di buchi.
Il codice e` ricorsivo: se il parametro N e` nullo sara` presente solo il buco centrato
nell’origine
1 i f f i l l e d
2 ho l e s = [ ] ;
3 for i =0:N
4 i f nargin>2
5 ho l e s=cat (2 , ho les , hexagonphc ( i , 0 ,N2 ) ) ;
6 else






12 i f N==0
13 ho l e s = [ 0 ; 0 ] ;
14 return
15 end
Se invece N 6= 0, si entra nel ciclo for, dopo la prima iterazione (che corrisponde ad N
= 0) si passa al seguente segmento di codice.
Il vettore th contiene gli angoli, cx e cy sono ascisse ed ordinate dei vertici dell’esagono
di lato N, centrato nell’origine e con un vertice in y = 0.
Inizialmente holes e` una matrice vuota. In ogni iterazione del ciclo for si trovano i punti
appartenenti ad un lato dell’esagono. Si gira in senso antiorario, partendo dal lato tra
(N,0) e (N/2, N/2*sqrt(3)). Si veda la documentazione di interp1, che viene usata per
trovare le ordinate di tali punti.
Una volta trovati, vengono concatenati lungo la seconda dimensione di holes (aggiungendo
colonne), che e` una matrice di 2 righe e con tante colonne quanti sono i punti finora trovati.
Una volta terminato il ciclo for, se il numero degli argomenti di hexagonphc e` maggiore di
2 (cioe` si e` specificato il numero massimo di righe del reticolo), si chiama inpolygon, che
restituisce un vettore safe, con tanti elementi quante sono le colonne di holes, contenente
valori logici: safe(i) e` 1 se holes(:,1) e` contenuto nel poligono i cui vertici sono dati dai
2 vettori che sono l’ultimo argomento di inpolygon.
Quindi l’ultima riga fa in modo che in holes rimangano i buchi racchiusi in detto poligono,
che e` un rettangolo di base 2(N + 1) ed altezza 2
√
3(N2 + 1).
A questo punto holes viene inserito in coda ai valori trovati nelle precedenti iterazioni
del segmento di codice qua sopra.
Se invece il parametro filled e` falso, allora si esegue solo il pezzo di codice qua sotto.
1 th =0:60 :360 ;
2 cx=N∗ cosd ( th ) ;
3 cy=N∗ s ind ( th ) ;
4 ho l e s = [ ] ;
5 for i =1:6
6 x int=linspace ( cx ( i ) , cx ( i +1) ,N+1);
7 y int=interp1 ( [ cx ( i ) cx ( i +1) ] , [ cy ( i ) cy ( i +1) ] , x in t ( 1 : end−1)) ;
8 ho l e s=cat (2 , ho les , cat (1 , x in t ( 1 : end−1) , y in t ) ) ;
9 end
10
11 i f nargin>2
12 s a f e=inpolygon ( ho l e s ( 1 , : ) , ho l e s ( 2 , : ) , [ −N−1,N+1,N+1,−N− 1 ] , . . .
13 [−N2−0.1,−N2−0.1 ,N2+0.1 ,N2+0.1]∗ sqrt ( 3 ) ) ;
14 % safe=inpolygon(holes(1,:),holes(2,:),[-N/2,N/2,N/2,-N/2],...
15 [−N2−0.1,−N2−0.1 ,N2+0.1 ,N2+0.1]∗ sqrt ( 3 ) ) ;





Figura A.34: Risultato di hexagonphc con N = 4, filled = false.
Figura A.35: Risultato di hexagonphc con N = 8, filled = false e N2 = 3. Notare come i “lati” superiore
ed inferiore siano stati “tagliati”.
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Figura A.36: Risultato di hexagonphc con N = 8, filled = true ed N2 che varia da 4 a 0.
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A.2.2.3.2 drawSources Questa funzione genera i dipoli che faranno da sorgenti nelle
simulazioni. Essa ha come parametri il file del reticolo phc e sim settings.
La variabile sourceP2 e` ottenuta replicando sourceP1 (che e` una matrice con tante
righe quanti sono i dipoli e 3 colonne) con la funzione MATLAB repmat e sommandole
ss.sourceP. Si ottiene una matrice con tante righe quante quelle di ss.sourceP, tutte
repliche di ss.sourceDir, a cui si somma ss.sourceP.
1 function [ s r c sourceP1 sourceP2 ] = drawSources ( phc , s s )
2 h o l e d i s t = s s . geom . h o l e d i s t ;
3 % hole_FF = ss.geom.hole_FF;
4 % hole_rad = hole_dist * sqrt(hole_FF*sqrt (3)/2/pi);
5 r a t i o = s s . geom . r a t i o ;
6 ho l e rad = h o l e d i s t ∗ r a t i o ;
7 sourceP1 = s s . sourceP ;
8 sourceP2 = s s . sourceP + repmat ( s s . sourceDir , s ize ( s s . sourceP , 1 ) , 1 ) ;
Si pone un parametro di tolleranza safetyF; sxm e sym sono righe di 2 colonne con-
tenenti i valori massimo e minimo delle ascisse e delle ordinate delle posizioni dei dipoli,
rispettivamente.
Il vettore hchk contiene gli indici degli elementi non nulli (ottenuti con find) del vettore
booleano ottenuto applicando la funzione inpolygon. In sostanza contiene gli indici delle
colonne di phc che corrispondono a buchi il cui centro si trova nel rettangolo i cui vertici
hanno coordinate pari alle ascisse ed ordinate massime e minime assunte dalle posizioni
dei dipoli.
1 sa fe tyF = 10e−3; % Set the minimum allowed distance from hole to dipole
2
3 sxm = [max( sourceP1 ( : , 1 ) ) + h o l e d i s t min( sourceP1 ( : , 1 ) ) − h o l e d i s t ] ;
4 sym = [max( sourceP1 ( : , 2 ) ) + h o l e d i s t min( sourceP1 ( : , 2 ) ) − h o l e d i s t ] ;
5 hchk = find ( inpolygon ( phc . x∗ h o l e d i s t , phc . y∗ h o l e d i s t , [ sxm ( 2 ) , sxm ( 1 ) , . . .
6 sxm ( 1 ) , sxm ( 2 ) ] , [ sym ( 2 ) , sym ( 2 ) , sym ( 1 ) , sym ( 1 ) ] ) ) ;
Quindi si fa un ciclo for con tante iterazioni quanti sono gli elementi di hchk. Ad ogni
iterazione si prende uno dei buchi con centro dentro il rettangolo di cui si e` parlato sopra.
Il vettore pos t contiene le coordinate del centro di tale buco.
1 for h=1: length ( hchk )
2 pos t = [ phc . x ( hchk (h ) )∗ h o l e d i s t phc . y ( hchk (h ) )∗ h o l e d i s t ] ;
Poi si replica tale vettore riga, ottenendo una matrice le cui righe sono repliche di pos t
ed tante quante quelle di sourceP1.
1 pos t = repmat ( pos t , s ize ( sourceP1 , 1 ) , 1 ) ;
Si calcola la distanza src hole dist (e` un vettore) del buco dalle varie sorgenti.
1 s r c h o l e d i s t = sqrt (sum( ( sourceP1 ( : , 1 : 2 ) − pos t ) . ˆ 2 , 2 ) ) ;
Il vettore booleano keep ha elementi uguali ad 1 in corrispondenza dei dipoli che abbiano
distanza dal buco in questione maggiore del raggio piu` il fattore di sicurezza.
1 keep = s r c h o l e d i s t > ( ho l e rad + sa fe tyF ) ;
Se ci sono dei dipoli che distano meno di tale quantita` dal centro del buco in questione,
si scrive un errore sulla riga di comando di MATLAB (o sul file), dicendo di ridurre il
fattore di sicurezza, perche´ porta ad escludere delle sorgenti (posto che non siano davvero
dentro il buco).
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1 i f sum (∼keep )∼=0
2 disp (’Warning! Dipoles are discarded. Try to reduce safety factor’ ) ;
3 end
In caso contrario, si fa il seguente assegnamento.
1 sourceP1 = sourceP1 ( keep , : ) ;
2 sourceP2 = sourceP2 ( keep , : ) ;
3 end
Una volta finito tale ciclo, si crea un array di celle src, in cui si inseriscono, in ogni cella,
i singoli dipoli.
1 s r c = c e l l (1 , s ize ( sourceP1 , 1 ) ) ;
2
3 for i =1: s ize ( sourceP1 , 1 )
4 s r c ( i )={ curve3 ( [ sourceP1 ( i , 1 ) sourceP2 ( i , 1 ) ] , . . .
5 [ sourceP1 ( i , 2 ) sourceP2 ( i , 2 ) ] , . . .
6 [ sourceP1 ( i , 3 ) sourceP2 ( i , 3 ) ] ) } ;
7 end
8 end
A.2.2.3.3 locate active source Trova su quali spigoli siano posti i dipoli. Ha un
funzionamento simile a quello visto in femSetup3D transmission.
Si estrae il numero Npoints dei vertici, usando geominfo.
1 function d i p o l e = l o c a t e a c t i v e s o u r c e (geom , a , sourceP1 , sourceP2 )
2
3 Npoints = geominfo (geom , ’out’ ,’no’ ,’od’ , 0 ) ;
Quindi, le loro coordinate xxpts. E si eliminano le dimensioni singolari con squeeze.
1 xxpts = geominfo (geom , ’Out’ ,’xx’ ,’par’ ,{1 : Npoints } ) ;
2 % Getting vertices coordinates
3 xxpts = squeeze ( xxpts ) ;
Le matrici (Npoints ×3) si1 e si2 sono booleani.
Un loro termine ij e` 1 se corrisponde la coordinata j del vertice di indice i differisce da
quella della posizione della sorgente (rispettivamente la 1 e la 2) meno di un fattore di
tolleranza.
Notare che si fa una matrice le cui righe sono repliche del vettore riga sourcePi (contente
le coordinate della posizione del dipolo i) e tante quante Npoints. Si fa la differenza tra
le coordinate dei vertici xxpts e questa matrice e si verifica la condizione logica.
1 s i 1 = (abs ( xxpts − repmat ( [ sourceP1 ( a , 1 ) , sourceP1 ( a , 2 ) , sourceP1 ( a , 3 ) ] , . . .
2 s ize ( xxpts , 1 ) , 1 ) ) < 1e−6); % Locating source 1
3 s i 2 = (abs ( xxpts − repmat ( [ sourceP2 ( a , 1 ) , sourceP2 ( a , 2 ) , sourceP2 ( a , 3 ) ] , . . .
4 s ize ( xxpts , 1 ) , 1))< 1e−6); % Locating source 2
I vettori v1 e v2 contengono gli indici dei vertici per cui tutte e 3 le coordinate verificano
la condizione detta.
1 EG=1: Npoints ;
2 v1=EG( and ( and ( s i 1 ( : , 1 ) , s i 1 ( : , 2 ) ) , s i 1 ( : , 3 ) ) ) ;
3 v2=EG( and ( and ( s i 2 ( : , 1 ) , s i 2 ( : , 2 ) ) , s i 2 ( : , 3 ) ) ) ;
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Si estraggono le relazioni di adiacenza (in adj), si cercano gli indici degli spigolo che
incidono sui vertici che verificano la condizione detta, mettendoli in conn1 e conn2.
Infine si pone dipole uguale all’intersezione di tali vettori. Quindi conterra` gli indici
degli spigoli che indicidono sia sui vertici che distano meno del fattore di tolleranza dalla
sorgente 1 sia su quelli analoghi per la sorgente 2.
1 adj = geominfo (geom , ’out’ ,’adj’ ,’odp’ , [ 0 ; 1 ] ) ;
2 conn1 = find ( adj {1}( v1 , : ) ) ;
3 conn2 = find ( adj {1}( v2 , : ) ) ;
4 d i p o l e = i n t e r s e c t ( conn1 , conn2 ) ;
5
6 end
A.2.2.3.4 setEdg3D Accetta in ingresso la struttura fem, I e dipole, che e` il risul-
tato della locate active source(fem.geom, ss.sourceActive, sourceP1, sourceP2) e contiene
gli indici degli spigoli su cui si trovano i dipoli.
Si ricava il numero di spigoli chiamando geominfo, e si resetta edg.
1 function edg = setEdg3D ( fem , I , d i p o l e )
2 Nedg = geominfo ( fem . geom , ’out’ ,’no’ ,’od’ , 1 ) ;
3 clear edg
Si elencano i tipi di condizioni al bordo (guardare [17, pag. 46]).
1 edg . Im0 = {0 , I } ;
2 edg . I0 = {0 , I } ;
3 edg . type = {’cont’ ,’I’ } ;
Si pone la condizione di continuita` su tutti gli spigoli e poi quella di corrente su quelli
corrispondenti ai dipoli.
1 edg . ind = ones (1 , Nedg ) ;
2 edg . ind ( d i p o l e ) = 2 ;
3
4 end
A.2.2.3.5 solveEigen3D Risolve il problema agli autovalori, cercandone neigs, at-
torno ai valori di λ contenuti in lambda. Restituisce la struttura fem, le lunghezze
d’onda di risonanza wvl e i fattori di qualita` Q.
Si dichiarano costanti come la velocita` della luce e si ricava la frequenza nu corrispon-
dente a lambda.
1 function [ fem wvl Q ] = solveEigen3D ( fem , lambda , ne i g s )
2 % SOLVEEIGEN3D solves the eigenvalue problem from guess wavelength lambda
3 % and return wavelength and quality factor. Neigs specifies the number of
4 % required eigenvalues (default 1)
5
6 c =299792458;
7 nu = c/lambda ;
Si impostano tipo di soluzioni e variabile indipendente
1 clear prop ;
2 prop . a n a l y s i s=’eigen’ ;
3 prop . inputvar=’lambda’ ;
4 fem . appl {1} . prop=prop ;
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Si rimuovono le sorgenti, imponendo sugli spigoli corrispondenti la condizione di conti-
nuita` (invece di una corrente); si chiama multiphysics e si fa la mesh.
1 Also remove the source
2 fem . appl {1} . edg . type {2} = ’cont’ ;
3
4 fem = mul t iphys i c s ( fem ) ;
5 fem . xmesh = meshextend ( fem ) ;
Si chiama il risolutore agli autovalori, indicando il punto attorno al quale cercare solu-
zioni (-1i*2*pi*nu).
1 fem . s o l=femeig ( fem , . . .
2 ’complexfun’ ,’on’ , . . .
3 ’solcomp’ ,{’tExEyEz10’ ,’tExEyEz20’ ,’tExEyEz21’} , . . .
4 ’outcomp’ ,{’tExEyEz10’ ,’tExEyEz20’ ,’tExEyEz21’} , . . .
5 ’blocksize’ ,’auto’ , . . .
6 ’neigs’ , ne igs , . . .
7 ’shift’ ,0−1 i ∗2∗pi∗nu , . . .
8 ’eigref’ ,num2str(−1 i ∗2∗pi∗nu ) , . . .
9 ’linsolver’ ,’gmres’ , . . .
10 ’prefuntype’ ,’right’ , . . .
11 ’prefun’ ,’gmg’ , . . .
12 ’prepar’ ,{’presmooth’ ,’sorvec’ ,’presmoothpar’ , . . .
13 {’seconditer’ , 2} , ’postsmooth’ ,’soruvec’ ,’postsmoothpar’ , . . .
14 {’seconditer’ , 2} , ’csolver’ ,’pardiso’ } ) ;
Quindi si ricavano la frequenza di risonanza nus (che nel caso generale sara` un vettore)
e i relativi fattore di qualita` e lunghezza d’onda.
1 nus=pos t eva l ( fem , ’nu_rfw’ ,’Edim’ , 0 , ’Dl’ , 1 ) ;
2 Qs=pos t eva l ( fem , ’Qfact_rfw’ ,’Edim’ , 0 , ’Dl’ , 1 ) ;
3 wvl = c . / nus . d ;





Una guida d’onda e` una struttura che guida la luce (nel caso di guide ottiche), facendola
propagare lungo il proprio asse e confinandola in una (o in entrambe) delle dimensioni
trasversali che definiscono la sezione della guida.
Una prima spiegazione del perche´ la luce sia guidata da tali strutture si puo` dare in ter-
mini di ottica geometrica: i raggi luminosi si muovono a zig-zag nello spazio all’interno
di una o piu` superfici riflettenti.
Se la guida e` definita da pareti perfettamente conduttrici, che quindi si comportano da
specchi perfetti per ogni angolo di incidenza, secondo questo modello, la luce e` guidata
per qualsiasi angolo.
Figura B.1: Da [5].
Se invece la guida e` composta da materiali dielettrici, la luce e` guidata, per riflessione
interna totale, se l’angolo con cui incide all’interfaccia tra nucleo (core) e mantello (clad-
ding) e` maggiore o uguale a quello critico (naturalmente l’indice di rifrazione del nucleo
deve essere maggiore di quello del mantello).
Mentre se l’angolo e` minore di tale soglia, la luce si propaga comunque, ma una parte
dell’energia del fascio viene persa lateralmente, per cui, anche teoricamente, l’intensita`
luminosa diminuisce man mano che il fascio si propaga nella guida.
Figura B.2: Da [5].
In caso di confinamento in entrambe le dimensioni trasversali, oltre ai raggi meridiani (la
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cui traiettoria giace su un piano), si hanno anche raggi sghembi, ossia la cui traiettoria
non e` giacente su un piano.
Figura B.3: Raggio Meridiano. Da [5].
Figura B.4: Raggio Sghembo. Da [5].
Tuttavia, l’ottica geometrica prevede che la propagazione sia possibile per ogni angolo
(nel caso delle guide dielettriche, per tutti gli angoli che consentono la riflessione interna
totale), cioe` uno spettro continuo della costante di propagazione longitudinale β.
In realta` tale spettro e` discreto: in quella rappresentazione (delle riflessioni multiple) si
ha propagazione solo per un insieme discreto di angoli.
Il motivo di cio` si puo` capire usando l’ottica ondulatoria: perche´ un modo si propaghi non
basta che si abbia riflessione completa sulle pareti che definiscono la guida, ma si deve
anche avere interferenza costruttiva.
Rappresentando la propagazione come onde piane (TEM) il cui vettore d’onda formi un
angolo θ con l’asse della guida, si deve avere che la fase accumulata nel cammino da un
punto (x, y, z) ad un altro punto (x, y, z′) - cioe` con la stessa posizione (x,y) relativamente
al piano trasversale - sia un multiplo intero di 2pi. Tale condizione di autoconsistenza e`
soddisfatta solo per alcuni valori di θ.
Figura B.5: Da [5].
La sovrapposizione di queste onde forma una figura d’interferenza che si mantiene inalte-
rata lungo la direzione di propagazione:
Figura B.6: Da [5].
Figura B.7: Profilo del modo fondamentale di una
guida dielettrica a sezione rettangolare.
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Si ottiene cioe` un’onda stazionaria: sulla sezione trasversale della guida si hanno nodi
e ventri, dove l’ampiezza del campo e` nulla o massima. Naturalmente, includendo la
dipendenza temporale, si avrebbe che, ad una data frequenza, il campo oscilla come una
sinusoide la cui ampiezza dipende dalla posizione nel piano trasversale.
Figura B.8: Modi in una guida planare defini-
ta da 2 pareti conduttrici. Il campo si annulla
in corrispondenza delle pareti. Da [5].
Figura B.9: Modi in una guida dielettrica.
Notare le code evanescenti nel cladding. Da
[5].
Invece di considerare la fase accumulata da un raggio nelle varie riflessioni, cioe` conside-
rando anche gli spostamenti longitudinali, si puo` considerare la proiezione di tale cammino
sul piano trasversale e la fase accumulata durante la propagazione su tale piano.
In sostanza, invece di considerare il vettore d’onda k si considera solo la sua componente
trasversale kc.
Figura B.10: Da [4].
Figura B.11: Traiettoria sul piano trasversale di un
raggio sghembo.
La fase accumulata partendo e tornando a un dato punto del piano trasversale deve essere
un multiplo intero di 2pi.
Ad esempio, nel caso di figura (B.10), visto che che :
2k1d cos(θ) + φ2 + φ3 = 2n1k0d cos(θ) + φ2 + φ3 = 2mpi (B.1)
Visto che φ2 e φ3 dipendono da θ tramite le formule di Fresnel, la (B.1) e` soddisfatta da
un numero discreto di angoli.
La situazione e` analoga a determinare i modi di una cavita` (ad esempio, nel caso di
guide planari, in cui l’indice di rifrazione varia lungo una singola direzione ed e` costante
nelle altre 2, la condizione di risonanza trasversale e` equivalente a quella di risonanza di
una cavita` Fabry-Perot).
Infatti, nel seguito si mostrera` che per trovare trovare i modi di una guida si devono
risolvere equazioni alle derivate parziali nel piano trasversale della guida.
Le autofunzioni di tali equazioni sono i campi e gli autovalori sono le costanti di propa-
gazione longitudinali.
Risolvendo l’equazione alle derivate parziali si trova la funzione che descrive l’andamento
nel campo nelle varie zone, ma l’autovalore - β - si trova risolvendo il sistema lineare
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omogeneo di equazioni che descrive le condizioni al contorno (si guardi come esempio il
caso della slab waveguide, ampiamente trattato su libri e dispense).
Ponendo a 0 il suo determinante per avere soluzioni non banali, si trova l’equazione ca-
ratteristica - in genere trascendente - che fornisce l’autovalore. Si ha cioe` un problema di
Sturm-Liouville.
B.0.2.4 Condizioni al Contorno
Nel caso la guida sia delimitata da pareti conduttrici, supposte perfette (se la conduci-
bilita` e` finita il campo penetra nel conduttore di qualche profondita` di penetrazione), il
campo elettrico e` normale alla superficie del conduttore e quello magnetico tangenziale.
Queste condizioni al contorno implicano che la riflessione introduca uno sfasamento di pi,
che cancella l’onda incidente nel semispazio oltre la parete conduttrice e produce un’onda
stazionaria in quello di fronte.
Per esaminare la riflessione all’interfaccia tra 2 dielettrici con diversa permittivita`, si
deve distinguere tra polarizzazione TE e TM:
TE

Ei(x, z) = yˆ Ei(0, z) e
ikixx e−ikzz
Er(x, z) = yˆ Er(0, z) e
−ikixxe−ikzz




Hi(x, z) = yˆ Hi(0, z) e
ikixx e−ikzz
Hr(x, z) = yˆ Hr(0, z) e
−ikixxe−ikzz
Ht(x, z) = yˆ Ht(0, z) e
iktxx e−ikzz
Per la continuita` delle componenti tangenziali di E ed H, deve essere:
kiz = ktz = krz = β (B.2)
che equivale alla Legge di Snell:
ki sin θi = kt sin θt
e implica (essendo |ki| = |kr| perche´ onda incidente e riflessa sono nello stesso mezzo) che:
krx = −kix cioe` θr = θi
Le immagini di seguito mostrano la situazione per θi rispettivamente minore e maggiore
di θc.
Figura B.12: Da [4]. Figura B.13: Da [4].
Nel primo caso si ha che ktx =
√
k22 − β2 e` reale, mentre nel secondo ktz > k2, quindi ktx
e` immaginario.
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Nel caso limite di θi = pi/2, anche se k1x = 0, k2x e` non nullo ed immaginario.
Dato che kx non e` ovunque nullo, i modi TEM non possono esistere in guide dielettriche.
Esaminando le formule di Fresnel (si suppone che µ1 = µ2):
rTE =
n1 cos θi − n2 cos θt
















n2 cos θi − n1 cos θt

























per θi > θic tali coefficienti diventano complessi:
rTE =




















































La riflessione interna totale introduce uno sfasamento φ compreso tra 0 e pi, mentre per
θi < θc tale sfasamento e` nullo. Questo significa che la posizione del primo massimo
dell’onda stazionaria risultante varia con l’angolo: e` sulla superficie di separazione tra i 2
mezzi per θi = θc, e si allontana da essa al crescere di θi.
Figura B.14: Da [4].
Dato che Er(0, z) = Ei(0, z)e
iφ:




e−iβz = 2Ei(0, z)eiφ/2 cos (kxx− φ/2) e−iβz
Nel caso in cui il dielettrico sia omogeneo (e quindi kx sia indipendente da x)
leff = φ/2kx
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Un altro modo di vedere la cosa e` in base alla velocita` con cui il campo si muove lungo
z.
Per angoli d’incidenza minori di quello critico il campo si propaga nel mezzo otticamente
meno denso, muovendosi non parallelamente all’interfaccia, perche´ altrimenti la velocita`
supererebbe quella nel mezzo con indice di rifrazione minore (il che e` fisicamente impos-
sibile).








Dunque, ci deve essere una componente di k2 perpendicolare all’interfaccia, in modo che
||k2|| > |kz|.
Se l’interfaccia e` curva, per avere continuita` della fase, la velocita` di fase tangenziale
del campo deve essere proporzionale alla distanza dal centro di curvatura, o meglio, kθ
deve essere inversamente proporzionale al raggio.
Figura B.15
Ci sara` quindi una distanza Rc dal centro di curvatura dove kθ(Rc) = k2 e di conseguenza
kr = 0; per distanze minori la componente radiale kr e` immaginaria (campo evanescen-
te), per distanze maggiori e` reale (campo propagante).
Questa e` la causa delle perdite radiative nel caso l’asse della guida cambi di direzione.
Ma il ragionamento si applica anche ai modi sghembi (ad esempio quelli di ordine supe-
riore delle fibre ottiche), per i quali l’angolo d’incidenza minimo per avere propagazione
guidata e` superiore all’angolo critico indicato dalla Legge di Snell.
B.1 Modi Guidati
Un modo e` una configurazione del campo, propagante (se l’ampiezza del campo e` costante
lungo la direzione di propagazione) o evanescente (se l’ampiezza diminuisce) la cui forma
trasversale (il profilo dell’ampiezza) e polarizzazione non variano durante la propagazione.
Si cercano soluzioni della seguente forma, che si propaghino lungo z (nel verso positivo),
che e` l’asse della guida, supposta a sezione costante e di lunghezza infinita:
E(x, y, z, t) = Eˆ(x, y) ei(ωt−βz) (B.6a)
H(x, y, z, t) = Hˆ(x, y) ei(ωt−βz) (B.6b)






dove k0 = ω
√
µ00 e` la costante di propagazione di un’onda piana nel vuoto alla stessa
frequenza.
Utilizzando le equazioni di Gauss, Faraday e di Maxwell-Ampe`re, in mezzi lineari e as-
senza di correnti e cariche:
∇ ·D = ρ = 0 =⇒ ∇ · E = 0 (B.8a)











che in notazione fasoriale diventano:
∇× E˜ = −iωµH˜ (B.9a)


































che si possono anche scrivere come: 1{
∇z × Et +∇t × Ez = −iωµHt
∇t × Et = −iωµHz
{
∇z ×Ht +∇t ×Hz = iωEt
∇t ×Ht = iωEz




































































∣∣∣∣∣∣ = zˆ ∇t ×At + tˆ (∇t ×Az +∇z ×At + 0)
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Definendo k2c = k
2 − β2 e con k2 = µω2









































Tali equazioni mostrano che le componenti trasversali dei campi sono determinate, una
volta note quelle longitudinali Ez ed Hz.
Si tenga presente che cio` che caratterizza un modo e` la sua costante di propagazione
longitudinale β, che e` la stessa in ogni punto della sezione della guida (per soddisfare le
condizioni al contorno), mentre quella trasversale kc =
√
µk20 − β2 non e` necessariamente
costante lungo la sezione (ad esempio e` positiva nel core ed immaginaria nel cladding),
perche´ l’indice di rifrazione puo` variare.
Modi con β diverse, a parita` di frequenza, si propagano a velocita` di fase diverse, quindi
la sovrapposizione di tali modi ha un profilo che varia durante la propagazione:
B.1.0.5 Frequenza di taglio
La frequenza per cui β = 0 e` detta frequenza di taglio.
Oltre tale valore β e` reale e dunque il modo si propaga, al di sotto e` immaginaria e
nelle (B.6b) compare un fattore moltiplicativo e−αz (ponendo β = iα), ossia il campo si
attenua, ma tale attenuazione non e` dovuta esclusivamente a dissipazione (qualora si sia
ipotizzata la sua presenza, perche´ in genere si trattano guide prive di perdite).








Figura B.16: Profilo d’intensita` del modo fondamentale (a), del secondo (b) e della loro sovrapposizione
(c).
Poiche´ modi diversi sono ortogonali tra loro, l’intensita` della somma di piu` modi e` la somma delle intensita`









Questo perche´, data la geometria, per soddisfare le condizioni al contorno (Etan = 0
e Hnorm = 0 sulla superficie del conduttore che racchiude la guida), il luogo degli zeri
delle funzioni che descrivono i campi in questione deve stare sulla curva su cui si trova il
conduttore.
Questo accade per un insieme discreto di valori di kc, ad esempio, in una guida rettangolare
di larghezza a e altezza b, si deve avere:{
sin(kxa) = 0
sin(kyb) = 0
quindi un modo e` identificato dalla coppia (kx, ky), indipendente dalla frequenza.
Se invece n non e` costante lungo la sezione, allora, oltre alle condizioni al contorno sulla
superficie del conduttore, si devono soddisfare anche quelle all’interfaccia tra i vari dielet-
trici, e quindi si avra` un sistema lineare, la cui soluzione fornisce β(ω) (quindi in genere
kc dipende anche da ω, oltre che dalla posizione).
In letteratura sono presenti definizioni alternative della frequenza di taglio, ossia la fre-
quenza alla quale la velocita` di fase e` infinita o quella di gruppo e` nulla.
Per le guide dielettriche, perche´ un modo sia guidato deve essere:
ωmax(ncl) ≤ β ≤ ωmax(nco) (B.14)
Quando non vale la prima disuguaglianza, ci troviamo nel caso rappresentato in figura
B.12 e ci sono parti del contorno del nucleo della guida in cui non avviene piu` la riflessione
totale.
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Quindi per le guide dielettriche si definisce frequenza di taglio quella per cui:
β(ωc) = max(ncl)ko (B.15)
Nel caso di una guida planare simmetrica (o di una guida con nucleo di forma qualsiasi,
purche´, oltre una certa distanza, l’indice di rifrazione del cladding sia costante) i modi
fondamentali (TE0 e TM0) hanno frequenza di taglio nulla.
Euristicamente, cio` si puo` spiegare dicendo che a basse frequenze (per cui le dimensioni
del core sono trascurabili rispetto alla lunghezza d’onda), il campo sente sostanzialmente
l’influenza del solo cladding e si comporta come un’onda piana (degenerando quindi in un
modo TEM) che viaggi in quel mezzo omogeneo.
Se invece il rivestimento non e` omogeneo (ad esempio si pensi ad una fibra ottica priva di
simmetria cilindrica: ncl = n2 per un certo intervallo di angoli, e ncl = n3 per l’intervallo
complementare) il discorso non e` piu` valido, perche´ non si avrebbe continuita` di kz, cioe`
della fase.
Nel caso della slab waveguide, con riferimento alla figura B.10, la condizione di risonanza
trasversale e`:
2k1xd = φ2 + φ3 +m2pi m = 0, 1, 2...
Nel caso n2 = n3, si ha φ2 = φ3 (cioe` θc2 = θc3):
al di sotto dell’angolo critico le fasi introdotte dalla riflessione si annullano contempora-
neamente e, per il modo fondamentale (m = 0) si puo` avere k1x = 0, il che si verifica per
ω = 0.
Invece, supponendo n2 > n3, una volta che θ = θ2c si ha riflessione totale solo all’interfaccia
1-3, la condizione di risonanza trasversale diventa:
2k1xd = φ3(θ2c) +m2pi m = 0, 1, 2...
quindi, essendo




e` evidente che il modo fondamentale abbia una frequenza di taglio non nulla.
Anche la frequenza per cui β = 0 e` non nulla: la velocita` di gruppo, ∂ω
∂β
, e` sempre minore
di c
n2
, perche´, per il limite di basse frequenze, la struttura si riduce all’interfaccia tra 2
dielettrici con indice di rifrazione n2 ed n3 (n3 < n2).
Guardando il diagramma di dispersione (che sara` trattato piu` avanti) di tale modo, si
capisce che la curva β(ω) non possa passare per l’origine;






Bisogna infine sottolineare che la perdita di propagazione guidata non coincide neces-
sariamente con la perdita di riflessione interna totale nelle guide dove l’interfaccia tra 2
dielettrici e` curva, come nelle fibre ottiche (per il modo fondamentale, ossia raggi meri-
diani, le due cose coincidono, per i modi superiori - raggi sghembi - no)1.
In questo caso la situazione e` piu` simile alle perdite dovute ai cambi di direzione dell’asse
della guida (bend losses): si hanno perdite radiative anche se si e` oltre l’angolo critico,
proprio per via di questo meccanismo.
1“Theory of Dielectric Optical Waveguides”, Marcuse Dietrich, Cap. 2, Par.5, riguardo il cutoff in
fibre ottiche
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Figura B.17: Diagramma di dispersione di una guida planare asimmetrica.
I modi guidati sono compresi nel settore in cui n1k0 ≤ β ≤ n2k0. Da [8].
B.1.1 Modi TE
Per tali modi si ha Ez = 0.














































































∇t · (µ ∇t Hz) = µ ∇2t Hz +∇t µ · ∇t Hz = −µk2cHz (B.17)
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che si puo` anche scrivere come:
∇2
t




Hz +∇t lnµ · ∇t Hz + µk20Hz = β2Hz (B.19)





















Sono rispettivamente il gradiente, la divergenza e il laplaciano trasversi.
B.1.2 Modi TM
Essendo Hz = 0, si ha: 













































































∇t · ( ∇t Ez) =  ∇2t Ez +∇t  · ∇t Ez = −k2cEz (B.21)
che si puo` anche scrivere come:
∇2
t




Ez +∇t ln  · ∇t Ez + µk20Ez = β2Ez (B.23)
B.1.3 Modi TEM
In questo caso si ha sia Ez = 0 sia Hz = 0.
Le (B.12) danno campi trasversali nulli, a meno che non sia kc = 0, cioe` β = k (in questo
caso l’autovalore e` noto, mentre per i modi TE e TM e` incognito).
Le (B.11) diventano: 
∇t × Et = 0
∇z × Et = −iωµHt
∇t ×Ht = 0
∇z ×Ht = iωEt
La prima e la terza equazione implicano che si possono definire potenziali scalari Φ e Γ
tali che:
Et(x, y) = ∇t Φ(x, y)
Ht(x, y) = ∇t Γ(x, y)
Notare che, nel caso di modi TE, TM, tali potenziali non sono definibili, in quanto i campi
non sono irrotazionali.
Unendo la seconda e la quarta:
∇z ×∇z × Et = −iωµ(ωEt)





∇×∇×A = eˆi ijk ∂
∂xj


















) = ∇(∇ ·A)−∇2 A




























ijkklm = δikδjlδkm + δilδjmδkk + δimδjkδkl − δikδjmδkl − δilδjkδkm − δimδjlδkk =
= δimδjl + 3δilδjm + δimδjl − δilδjm − δilδjm − 3δimδjl = δilδjm − δimδjl
300
Per calcolare Et si risolve
∇ · E = ∇t · Et = ∇2t Φ (B.24)
oppure:
∇t ×∇t × Et = ∇t (∇t · Et)−∇2t Et = 0
cioe`, essendo ∇t · Et = 0 :
∇2
t
Et = 0 (B.25)




∇z × Et =
i
ωµ
(−iβzˆ × Et) = 1
η
TEM
zˆ × Et (B.26)














Il problema e` quindi analogo ad uno di elettrostatica.
Nel caso di guide dielettriche o di guide composte da un unico conduttore cavo i modi
TEM sono identicamente nulli.
Infatti nel primo caso non e` possibile avere β = k su tutta la sezione della guida: le guide
dielettriche sono composte da almeno 2 domini con indice di rifrazione diverso ed essendo
k = nk0, k e` diverso in zone con diverso indice di rifrazione.
Questo vorrebbe dire avere un diverso β nelle varie zone della guida, il che violerebbe le
condizioni al contorno, che richiedono β costante su tutta la sezione della guida.
Un altro modo di vedere la cosa e` notare che, per via delle condizioni al contorno, kc non
e` ovunque nullo: e` immaginario nel cladding e positivo (al limite nullo per θi = pi/2),
come gia` mostrato.
Nel secondo caso, oltre ad un discorso analogo su kc, si ha che l’equazione di Laplace
all’interno di un conduttore cavo ha come soluzione un potenziale costante, cioe` un campo
nullo.
Questo perche´ il dominio in cui si risolve l’equazione e` semplicemente connesso.
Modi TEM non nulli si hanno nel caso di un dielettrico omogeneo che riempia l’intero
spazio (onde piane nello spazio libero), o di piu` conduttori con attorno un dielettrico
omogeneo, ad esempio linee bifilari o cavi coassiali (il dominio in cui e` presente il campo
e` non semplicemente connesso).
In queste strutture si possono univocamente definire tensioni e correnti.
B.1.3.1 Unicita`
Come mostrano le (B.12) se Ez ed Hz sono nulli, allora deve essere kc = 0 per non avere
campi trasversali nulli.
Allo stesso modo, se si ha kc = 0 allora Ez ed Hz devono essere nulli, perche´ i campi
trasversali non divergano.
Questo mostra che i modi TEM possiedono il solo autovalore kc = 0 (o, equivalentemente,
β = k).
Se i valori di Φ o di ∂Φ
∂n
(altrimenti di Et o di
∂Et
∂n
se si sceglie di risolvere (B.25)) sono noti
su tutto il contorno del dominio su cui si risolve l’equazione di Laplace, la sua soluzione
e` unica.
Dunque esiste un solo modo TEM.
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B.1.3.2 Frequenza di Taglio
Poiche´ kc = 0, la frequenza di taglio del modo TEM e` nulla : nelle strutture in cui esiste,
esso e` il modo fondamentale.
B.1.3.3 Relazione di Dispersione




la relazione di dispersione e` lineare e velocita`
di fase e di gruppo sono uguali e pari a quella di un’onda piana nello stesso materiale di
quello presente nella guida:




Sostituendo le espressioni di (B.12) per Hx e Hy nella terza della seconda meta` delle





























































































































∇t · (µ∇t Hz) = −k2cHz




Hz +∇t (lnµ) · ∇t Hz = −k2cHz
∇2
t





Hz +∇t (lnµ) · ∇t Hz + µk2Hz = β2Hz
∇2
t
Ez +∇t (ln ) · ∇t Ez + µk2Ez = β2Ez
(B.30)
Quindi, le equazioni per modi TE e TM devono essere soddisfatte simultaneamente, ma
questo e` possibile nella circostanza in cui abbiano lo stesso autovalore β.
Come sempre, tale autovalore viene fornito dall’equazione caratteristica che deriva dal
sistema di equazioni per le condizioni al contorno.
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B.1.5 Ortogonalita`
B.1.5.1 Teorema della Divergenza Bidimensionale
Per le (B.6b) i campi dipendono da z solo per un fattore di fase, ma il profilo del modo
(Eˆ(x, y), Hˆ(x, y)) e` indipendente da z.
Quindi:
∇ · A(x, y) = ∇t · A(x, y) (B.31)
Applicando il Teorema della Divergenza,∫
V
∇ · A dv =
∫
S
A · d~s (B.32)




∇t · A(x, y) dv = ∆z
∫
S
∇t · A(x, y)ds (B.33)
mentre quello di superficie diventa:∫
S
A(x, y) · d~s =
∫
S1
A(x, y) · (−zˆ)ds+
∫
S2
A(x, y) · zˆds+ ∆z
∮
C
A(x, y) · nˆdl (B.34)
dove S2 e` la superficie in z + ∆z,C e` una curva chiusa che racchiude S1 ed nˆ e` il versore
normale a tale curva.
Per ∆z → 0, S2 → S1 e i primi 2 termini di (B.34) si elidono.
Otteniamo dunque la versione bidimensionale del Teorema della Divergenza:∫
S
∇t · A(x, y) ds =
∮
C
A(x, y) · nˆdl (B.35)
B.1.5.2 Teorema di Reciprocita` di Lorentz
Nel caso di un mezzo lineare privo di sorgenti e di perdite (cioe` ∗ =  e µ∗ = µ), se in
esso esiste un particolare campo Ea ed Ha alla frequenza ω, allora esso deve soddisfare le
equazioni di Maxwell (fasoriali):
∇× Ea = −iωµHa (B.36a)
∇×Ha = iωEa (B.36b)
Supponendo che esista anche il campo Eb, Hb nello stesso mezzo e alla stessa frequenza,
sono verificate anche:
∇× Eb = −iωµHb (B.37a)
∇×Hb = iωEb (B.37b)
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Eseguendo il prodotto scalare di Hb
∗ con la (B.36a), di Ea con la coniugata di (B.37b) e
facendo la differenza, otteniamo1:
Hb
∗ · (∇× Ea)− Ea · (∇×Hb)∗ = ∇ · (Ea ×Hb∗) =
= −iωµHa ·Hb∗ + iωEa · Eb∗
(B.38)
similmente, dal prodotto scalare di Eb con la (B.36b) e di Ha con la coniugata di(B.37a):
Ha · (∇× Eb)∗ − Eb∗ · (∇×Ha) = ∇ · (Eb∗ ×Ha) =
= iωµHa ·Hb∗ − iωEa · Eb∗
(B.39)
Sommandole otteniamo la forma differenziale della Relazione di Reciprocita` di Lorentz:
∇ · (Ea ×Hb∗ + Eb∗ ×Ha) = 0 (B.40)
La forma corrispondente integrale e`:∫
S
(Ea ×Hb∗ + Eb∗ ×Ha) · d~s = 0 (B.41)
B.1.5.3 Ortogonalita` dei modi Guidati
Si considerino 2 modi (generalmente si devono usare 2 indici per identificare un modo,
ma per semplicita` ne useremo uno solo):{
En = Eˆn(x, y)e
−iβnz
Hn = Hˆn(x, y)e
−iβnz
{
Em = Eˆm(x, y)e
−iβmz
Hm = Hˆm(x, y)e
−iβmz (B.42)
Si assume che i modi siano non degeneri, cioe` βn 6= βm.
Secondo la relazione di reciprocita` di Lorentz:
∇ ·
[(








Eˆn × Hˆm∗ + Eˆm∗ ×Hn
)
t
= i (βn − βm)
(































































= B · (∇×A)−A · (∇×B)
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Dove C e` una curva chiusa che racchiude l’intera sezione trasversale della guida.
Per le guide metalliche, le condizioni al contorno prescrivono l’annullarsi del campo elettri-
co tangenziale, Eˆ× nˆ, su tale curva, quindi tale integrale e` nullo, essendo identicamente
nullo il suo argomento.
Per le guide dielettriche |Eˆn|, |Hˆn|, |Eˆm|, |Hˆm| decadono esponenzialmente fuori del nucleo
della guida. Quindi, l’integrale nella (B.46) si annulla mandando la curva C all’infinito
(in effetti, si suppone che il cladding sia infinitamente esteso nelle dimensioni laterali della
guida).





Eˆn × Hˆm∗ + Eˆm∗ ×Hn
)
z
ds = 0 (B.47)
Se i 2 modi in questione non sono degenerati βn 6= βm, che implica:∫
S
(
Eˆn × Hˆm∗ + Eˆm∗ ×Hn
)
z
ds = 0 (B.48)
Si deve sottolineare che, per le proprieta` del prodotto vettoriale, tale identita` riguardi
solo le componenti trasversali:∫
S
(
Eˆnt × Hˆmt∗ + Eˆmt∗ ×Hnt
)
z
ds = 0 (B.49)
Il significato fisico di tale relazione e` che la energia trasportata dalla sovrapposizione di
diversi modi e` la somma delle energie trasportate dai singoli modi, senza termini misti.
B.2 Modi debolmente guidati (Leaky Modes)
Quando, nella rappresentazione della propagazione in guida come riflessioni multiple di
onde piane, θi < θc, anche se non si ha piu` riflessione totale, ci sono comunque angoli per
cui si ha risonanza trasversale.
Tali modi sono ancora suddivisi tra TE, TM e ibridi.
Visto che comunque il coefficiente di riflessione all’interfaccia core-cladding rimane abba-
stanza alto per frequenze leggermente inferiori a quella di taglio (o per angoli d’incidenza
minori di quello critico), l’attenuazione e` abbastanza bassa.
Inoltre, sempre ragionando in termini di ottica geometrica, i raggi nel cladding non sono
molto inclinati rispetto all’asse della guida, quindi la luce che fuoriesce dal nucleo della
guida si muove comunque in avanti, sostanzialmente nella direzione di propagazione. Per
distanze abbastanza brevi l’energia luminosa finita nel cladding e` comunque concentrata
in prossimita` del core e quindi puo` ancora essere raccolta all’estremita` della guida.
Una differenza importante coi modi guidati e` che non si richiede piu` che i campi tendano
a 0 per grandi distanze dal nucleo della guida, anzi, la loro ampiezza aumenta esponen-
zialmente allontandosi dal core.
Dunque tali modi trasportano una potenza infinita, il che indica che non siano fisicamente
accettabili.
Si deve inoltre sottolineare che tali configurazioni del campo non sono propriamente mo-
di (piu` propriamente, vanno espressi con una serie di modi radiativi, che saranno trattati
nella prossima sezione), perche´ il profilo del campo non si mantiene inalterato nel corso
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della propagazione:
l’ampiezza nel core diminuisce e quella nel cladding aumenta (esponenzialmente, cioe` di-
verge, man mano che ci si allontana dal core) proprio per via di questo flusso trasversale
di energia dal core al cladding.
La componente longitudinale del vettore d’onda, kz e` complessa e sia la parte reale
sia quella immaginaria sono positive [9].
Questo significa che l’ampiezza dei vari campi decade come e−αz nel propagarsi lungo z
(il che implica che, per avere campi non nulli a z finite, l’ampiezza diverge per z → −∞),
cioe` si ha attenuazione oltre allo sfasamento dato da e−iβz (kz = β + iα).
Tale attenuazione e` dovuta all’energia irraggiata lateralmente.
Per stimare la costante di attenuazione α si puo` calcolare il rapporto tra la potenza






Dove il fattore 2 compare perche´ questa e` l’attenuazione in potenza, mentre α misura
l’attenuazione in ampiezza dei campi (e la potenza e` proporzionale al quadrato dell’am-
piezza).
Ad esempio, in una guida planare (asimmetrica) abbiamo:
∆P2 = (1−R2)S(x2) sin θ





Dove R2, R3 sono i coefficienti di riflessione in potenza, cioe` il rapporto tra l’intensita`
dell’onda piana riflessa e quella incidente all’interfaccia core-cladding (o anche, il modulo
quadro del coefficiente di riflessione in ampiezza, dato dalle formule di Fresnel),
ed Sx = S sin θ e` la componente trasversale del vettore di Poynting.
Figura B.19: Da [6].
Se si cercano soluzioni con kc che nel cladding assume valori immaginari negativi, cioe`
contenti un fattore eγx (kc = −iγ), ossia con campi che divergono allontanandosi dal
core, si ottiene un’altra equazione caratteristica, diversa da quella per i modi guidati, che
fornisce i valori della costante di propagazione kz per i vari “modi” [6, Cap.1, Par.5].
Si sottolinea che, visto che si ha risonanza trasversale, tali modi sono in numero discreto
ad una data frequenza.
B.3 Modi Radiativi
Mentre per una guida racchiusa da uno o piu` conduttori c’e` schermatura totale dall’am-
biente esterno (come c’e` completa riflessione delle onde che si muovono al suo interno,
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la stessa cosa avviene per quelle all’esterno), le guide dielettriche permettono a campi
provenienti dal cladding di sovrapporsi a quelli guidati.
Ponendo una sorgente di radiazione fuori del nucleo della guida, essa non puo` pero` ecci-
tare modi guidati: infatti, per la reversibilita` dei cammini ottici, se un raggio puo` passare
dal cladding al core, puo` anche avvenire il percorso inverso.
Dunque non si ha confinamento: i raggi dovrebbero incidere formando un angolo imma-
ginario rispetto alla normale dell’interfaccia perche´ all’interno del core si superi l’angolo
critico, il che non ha significato fisico (o meglio, rappresenta un campo evanescente, ma
che si puo` ottenere solo nel passare da un mezzo ad un altro con minor indice di rifrazione,
una volta superato l’angolo critico).
Si consideri il caso di una slab waveguide:
Figura B.20
Nel caso a) non si raggiunge l’angolo critico in alcuna delle 2 interfacce, per cui l’onda si
propaga anche nel mezzo 1.
Nel caso b) si ha riflessione all’interfaccia 1-2, ma non alla 2-3. In entrambi i casi, nei
mezzi 2 e 3 si formano onde stazionarie per via delle riflessioni, ma nella prima situazione
si ha un campo propagante nel mezzo 1, mentre nella seconda il campo e` evanescente.
Il caso c) invece e` quello di propagazione guidata, in cui si ha riflessione totale ad entram-
be le interfacce e campi evanescenti in entrambi i cladding.
Si noti che se l’onda proviene dal mezzo 1, l’onda stazionaria e` nei mezzi 1 e 2.
Se invece la sorgente fosse nel core, in entrambi i cladding si avrebbero onde viaggianti,
ma non stazionarie.
Il campo risultante deve essere una soluzione delle equazioni di Maxwell e deve soddisfare
le condizioni al contorno. Inoltre, contiene un fattore ei(ωt−βz).
Quindi lo si puo` chiamare modo, anche se non tende ad annullarsi a grandi distanze dal
core (l’ampiezza del campo rimane costante).
La costante di propagazione β assume un insieme continuo di valori, tale che:
−n2k0 ≤ β ≤ n2k0 (B.51)
Infatti gli angoli d’incidenza validi formano un insieme continuo.
Il paradosso sopra esposto si risolve considerando che i modi radiativi formano un conti-
nuo e che non e` possibile eccitare un singolo modo dall’interno del core, perche´ si dovrebbe
usare una sorgente di estensione finita: si finisce necessariamente per eccitare infiniti mo-
di con valori di β vicini a quello desiderato. La sovrapposizione di tali modi elimina per
interferenza distruttiva la onde che si muovono verso il core, lasciando solo quelle che
escono da esso.
Solo una sorgente infinitamente estesa - quindi fisicamente irrealizzabile - puo` eccitare un
singolo modo radiativo.
I soli modi guidati non formano una base. Ma, con l’aggiunta dei modi radiativi, si ha
una base. Sono ad esempio necessari per descrivere fenomeni radiativi in corrispondenza
di imperfezioni della guida come uno sviluppo in serie di modi guidati e radiativi.
Il caso di guide planari asimmetriche e` tipico dell’ottica integrata: i dispositivi sono
fabbricati con un materiale ad alto indice di rifrazione (e dunque si possono identificare
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col core), su un substrato ad indice di rifrazione minore, e sono coperti da aria.
Quindi, supponendo n1 < n3 < n2, per n1k0 ≤ |β| ≤ n3k0 abbiamo modi radiativi con
onde stazionarie nel substrato (n3) e nel core (n2) e campi evanescenti nella cover (n1).
Si hanno percio` perdite radiative verso il substrato ma non verso l’aria soprastante.
Per |β| ≤ n1k0 si hanno onde stazionarie anche nella cover (si deve supporre che ci siano
sorgenti di onde piane sia sopra sia sotto il core).
Nel primo caso abbiamo, per modi TE:
Hz =

Ae−γ1x per x ≥ 0
A cos(k2x) +B sin(k2x) per −d ≤ x ≤ 0
[A cos(k2d)−B sin(k2d)] cos(k3(x+ d))+



















{− [A cos(k2d)−B sin(k2d)]














Imponendo la continuita` di Ey in x = 0 e x = −d (la continuita` di Hz e` gia` soddisfatta,










[A sin(k2d) +B cos(k2d)] = i ωµ
C
k3
Che ha 2 equazioni nelle 3 incognite A, B, C. Per il Teorema di Rouche´-Capelli, tale
sistema ha infinite soluzioni. Si puo` infatti prendere (ad esempio) C come un parametro
libero ed avere un sistema non omogeneo:{
k2 A− γ1 B = 0
k3 sin(k2d)A+ k3 cos(k2d)B = k2 C
(B.54)
Il determinante di tale sistema deve essere non nullo perche´ ci sia soluzione.
Avevamo invece visto che per i modi guidati le condizioni al contorno producono un si-
stema lineare omogeneo, e che quindi si deve imporre l’annullamento del determinante,
cosa che fornisce l’equazione caratteristica, le cui soluzioni sono i valori di β.









Re(E ×H∗) · zˆds (B.55)
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Il rapporto β/|β| garantisce che P sia sempre positiva: se β e` positiva la propagazione e`
verso le z positive, se invece e` negativa, l’integrale sulla destra e` negativo.









· zˆds = sp(β∗/|β|)Pδ(β − β′) (B.56)
β e β′ contrassegnano 2 modi radiativi distinti.
La funzione δ indica che β′ 6= β l’integrale e` nullo, mentre in caso di uguaglianza esso
diverge.
Nell’integrando compaiono solo i profili dei modi, ma non i fattori di propagazione, perche´,
potendo β essere complessa, se β′ = β nell’integrando i profili sarebbero moltiplicati per
e2Imβz, cioe` tale espressione dipenderebbe da z.
Il fattore β∗/|β| garantisce che P sia positiva anche se la propagazione e` verso le z nega-
tive.
Se β e` immaginaria, pure P lo e`, cioe` la potenza e` puramente reattiva e non reattiva, ossia
non si ha trasporto netto di energia.
Il termine sp e` 1 se β e` reale e -1 se essa e` immaginaria.
I modi con β immaginaria decadono esponenzialmente lungo z e sono necessari per
descrivere il campo nelle vicinanze delle imperfezioni di una guida.
Essi non possono essere generati da sorgenti di onde piane all’infinito.
Tali modi sono simili a quelli presenti nelle guide metalliche cave al di sotto della frequenza
di taglio. Infatti si puo` considerare una struttura dove la guida dielettrica e` racchiusa da
una superficie conduttrice. Se si espande tale superficie a passi discreti, in modo che gli
zeri del campo si trovino di essa, si ottengono modi con β sempre piu` ravvicinate, tutti
al di sotto della frequenza di taglio di tale guida metallica1.
B.4 Ordinamento dei Modi
Come abbiamo visto, i modi guidati sono caratterizzati da una costante di propagazione
reale e tale che:
max(ncladding)k0 ≤ β ≤ max(ncore)k0 (B.57)
Se β > max(n)k0, kc e` immaginario in ogni punto della sezione della guida, il che significa
che l’ampiezza del campo ha un andamento esponenziale e diverge allontanandosi dal core.
Tali configurazioni del campo avrebbero energia infinita e non sono fisicamente realizzabili.
Se β ≤ max(ncl)k0 abbiamo modi radiativi, che possono essere ulteriormente suddivisi
(ad esempio in una slab waveguide asimmetrica abbiamo modi di substrato e modi che
irradiano in entrambi i cladding, gli air modes).
Inoltre, per una classe di modi radiativi la costante di propagazione e` complessa.
B.5 Diagramma di Dispersione
Un altro modo per catalogare i modi di una guida e` tramite il Diagramma di Brillouin o
di Dispersione, che rappresenta la dipendenza della pulsazione ω dalla costante di propa-
1Per maggiori dettagli si consulti “Theory of Dielectri Optical Waveguides”, Marcuse Dietrich, Cap.
1, Par. 4 e Cap. 2, Par. 4.
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Figura B.21: Modi di una slab waveguide. Da [10].
gazione β.
La suddivisione dei modi si traduce in diversi settori del grafico:
Figura B.22: Diagramma di Dispersione di una slab waveguide Simmetrica. Confrontarlo con quello di
fig. B.17
• I punti con ω/β ≥ c/max(ncladding) sono modi radiativi. Tale settore e` detto cono
di luce;
• nei punti con c/max(ncore) ≤ ω/β ≤ c/max(ncladding) ci possono essere modi guidati
(se per tali punti passa una curva di dispersione, dipendente dalla geometria, oltre
che dai materiali);
• per ω/β < c/max(ncore) si hanno modi impropri, cioe` configurazioni del campo
non fisiche, corrispondenti ad un campo con ampiezza che cresce esponenzialmente
allontanandosi dal core.
Notare che le curve corrispondenti ai modi guidati (rappresentate con un tratto pieno nella
zona dove e` possibile la propagazione guidata) continuano, come una curva tratteggiata,
nella zona corrispondente a modi radiativi , indicando Leaky Modes.
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Preso un punto (β, ω) su tale diagramma, il coefficiente angolare ω/β rappresenta la
velocita` di fase del modo corrispondente.
Se tale punto si trova su una delle curve che corrispondono ai modi guidati, il coefficiente
angolare della tangente a tale curva, ∂ω
∂β
, e` collegato con la velocita` di gruppo.
Si noti che, per grandi frequenze, le curve di dispersione tendono a diventare tangenti
alla retta ω = c
n1
β, cioe` la velocita` di gruppo e quella di fase tendono a c/n1, come se il
campo si propagasse in un mezzo completamente riempito da un materiale con indice di
rifrazione n1.
Cio` perche´, per lunghezze d’onda molto minori delle dimensioni trasversali del core, il
campo sente essenzialmente la sua influenza e risente poco di quella del cladding.
Invece, per basse frequenze, nel caso di una slab waveguide simmetrica la curva corri-
spondente al modo fondamentale e` tangente alla retta ω = c
n2
β.
Come si e` gia` detto parlando della frequenza di taglio, questo succede perche´, se la lun-
ghezza d’onda e` molto maggiore delle dimensioni del core, il campo sente sostanzialmente
la presenza del solo cladding.
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