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Electronic transport properties of single-molecule junctions have been widely measured by several
techniques, including mechanically controllable break junctions, electromigration break junctions
or by means of scanning tunneling microscopes. In parallel, many theoretical tools have been
developed and refined for describing such transport properties and for obtaining numerical pre-
dictions. Most prominent among these theoretical tools are those based upon density functional
theory. In this review, theory and experiment are critically compared and this confrontation leads
to several important conclusions. The theoretically predicted trends nowadays reproduce the ex-
perimental findings quite well for series of molecules with a single well-defined control parameter,
such as the length of the molecules. The quantitative agreement between theory and experiment
usually is less convincing, however.
Two main sources for the quantitative discrepancies can be identified: Experimentally, the atomic
structure of the junction typically realized in the measurement is not well known, so that simula-
tions rely on plausible scenarios. In theory, correlation effects can be included only in approxima-
tions that are difficult to control for experimentally-relevant situations. Therefore, one typically
expects a qualitative agreement with present modeling tools; encouragingly, in exceptional cases
also a quantitative agreement has already been achieved. For further progress, benchmark sys-
tems are required that are sufficiently well-defined by experiment to allow quantitative testing of
the approximation schemes underlying the theoretical modeling. Several key experiments can be
identified suggesting that the present description may even be qualitatively incomplete in some
cases. Such key experimental observations and their current models are also discussed here, lead-
ing to several suggestions for extensions of the models towards including dynamic image charges,
electron correlations, and polaron formation.
PACS numbers: 73.63.-b, 73.63.Rt, 73.22.-f, 73.23.-b
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I. INTRODUCTION
Despite many experimental hurdles the understanding
of electron transport of single-molecule junctions has seen
impressive progress in recent years (Scheer and Cuevas,
2017). It is fascinating to observe that it is now rou-
tinely possible to wire an organic molecule, an object as
small as one nanometer, between two metallic leads and
measure its electronic transport characteristics. Several
approaches even allow bringing a third metal lead close
enough to serve as a gate electrode, through which the
conductance of the molecule can be adjusted electrostat-
ically.
Now that we control to some extent the basic proper-
ties of molecular junctions the time is ripe to critically
evaluate the question how well we understand electron
transport in molecular junctions. Faithful modeling in-
evitably needs to take into account many details of the
arrangements of the atoms and the molecule that make
up the junction. Since molecular junctions are formed
spontaneously under the influence of atomic and molec-
ular interactions, which can be regarded as a form of
self-assembly, and since imaging of the resulting struc-
tures has not been possible, experiment usually does not
provide all of the atomistic information needed for com-
parison with theory.
Theoretical approaches often employed for describing
near-equilibrium electron transport are based on tight-
binding methods, density functional theory (DFT), and
sometimes also rely on more advanced many-body tech-
niques, such as the GW approximation. Far from equi-
librium, i.e. at high voltage bias, the non-equilibrium
Green’s function (NEGF) method has been widely used.
DFT and GW have been amply tested for bulk systems
and gas-phase molecules, but molecular junctions pose
new challenges. Moreover, suitable variants of the NEGF
formalism have been specially developed for this type of
problems, which, regretfully, are difficult to benchmark
for lack of reliably reference data.
The question then arises: what is the predictive power
of the theories? What are the critical experimental tests?
DFT is used widely as a guide for interpreting experi-
ments, but do we know how reliable it is, and how do we
know this? How sensitive are the results to the choice
of methods and to the assumptions? The problem lies
partly in the computational methods themselves, where
the level of approximation may be critical, the conver-
gence needs to be controlled, and where it needs to be
assessed whether the relevant physical mechanisms have
been included in the description. On the other hand,
when setting up a calculation many assumptions are
made about the conditions of the experiments, while the
validity of these assumptions in most cases cannot be di-
rectly verified from information obtainable from the ex-
periments. Without attempting to be exhaustive in the
following we list a number of items that need to be con-
sidered in evaluating a specific molecular junction.
Molecule-metal binding motifs. The binding sites of a
molecule anchoring on a metal surface and its binding
motifs may show a great variability. Indeed, the electron
transport is sensitive to the atomic structure of the metal
at the interface to the molecule (Schull et al., 2011b), to
the choice of binding sites (e.g., top-, hollow- or bridge
sites), and also to the orientation of the bond with re-
spect to the surface, c.f. the review by Ha¨kkinen (2012).
However, in considering the various possible binding con-
figurations it is important to be aware that the experi-
mental conditions are often such that more than just a
single molecule is present at or near the specific junction
site. Moreover, repeated contact making and breaking,
which is widely employed in experiments, may lead to
the formation of metal-molecule complexes, and produce
molecule fragments. Strange et al. (2010) have consid-
ered this much wider variability in binding motifs for
benzenedithiol (HS–C6H4–SH) and Au electrodes, lead-
ing to a much larger range of computed conductance val-
ues than normally considered.
Fluctuating geometries. Longer molecules, such as
the widely studied alkanedithiols (chemical formula HS–
(CH2)n–SH), permit even wider variability, see Fig. 1.
3FIG. 1 Relaxed geometries representing three typical ar-
rangements of alkanedithiol molecule bridged between Au
electrodes and calculated length dependence of the conduc-
tance for these arrangements. The results illustrate the
spreading of conductances that can occur due to structural
modifications. Reprinted with permission from Li et al., J.
Am. Chem. Soc. 130, 318. Copyright (2008) American
Chemical Society.
During the breaking of a junction the anchoring of the
molecule may slide along the surfaces of the two elec-
trodes, and the resulting conductance may vary dur-
ing this process by more than an order of magnitude
(Paulsson et al., 2009). Moreover, the configuration of
the molecule has a significant influence on the conduc-
tance, depending on the number of gauche defects in the
molecular chain (Jones and Troisi, 2007; Li et al., 2008).
At room temperature, such defects may form sponta-
neously and the conductance as measured will be an in-
coherent time average over the accessible configurations.
Dramatic effects of such thermal averaging were shown
in calculations (Maul and Wenzel, 2009) for molecular
wires containing up to four benzene rings coupled to-
gether (oligophenylenedithiol).
Uncertainties of surface chemistry and level align-
ments. The nature of the chemical bond between the
molecule and the metal electrodes is another source of
ambiguity. Notably the widely exploited Au-S-R an-
choring, where R is the molecular group under study,
is often obtained by adding thiol (SH) end-groups to the
molecule. In the process of binding to Au one usually as-
sumes that the hydrogen atom is split off and removed,
but recent evidence suggests otherwise (Inkpen et al.,
2019; Stokbro et al., 2003). Just as hydrogen remain-
ing at or near the anchoring group, also the presence
of other residuals or entire molecules on the surface has
further consequences. Such surface coverage modifies the
metal work function, and thus modifies the profile of the
electrical potential drop along the junction axis. A very
dramatic demonstration of this effect was given in the
experiments by Capozzi et al. (2015). When working in
solution the ions in the electrolyte dynamically adjust to
the applied bias voltage, producing an asymmetric diode-
like current-voltage (IV ) characteristic. Size and shape
of the electrodes on the nanometer scale also affect the
details of the electron transport (Ha¨kkinen, 2012) and the
profile of the electrical potential drop (Brandbyge et al.,
1999). Information on such nanoscale details is not read-
ily obtained from the experiment. One reason for the
sensitivity of electron transport to the nanoscale shape
of the electrodes is the effect of image charges (Perrin
et al., 2013).
Electron transport for metal–molecule–metal junctions
is typically off-resonant, which makes the conductance
highly sensitive to the energy of a delocalized molecular
orbital nearest to the Fermi level of the electrodes. This
position is influenced by many of the factors listed above,
and in addition this position self-adjusts by partial charge
transfer between the metal and the molecule.
Is our description complete? Given these many poorly
known factors one should conclude, as we will see below,
that the agreement between experiment and computa-
tions is surprisingly good. To be more precise, conduc-
tance values for the same metal-molecule combinations,
and most calculations find an agreement within an or-
der of magnitude from the experiment (although there
are important exceptions, as we will see below). This
raises three interesting questions: (i) Given the many un-
knowns, why is the agreement so close? (ii) If we could
improve our knowledge of the experimental system to be
described, how strong would the predictive power of the-
ory be? (iii) Are we possibly missing some interesting
physics in the description?
The last question is the most important, in our
view. For example, the interplay between the bias-
voltage, electrode screening and Coulomb-blockade can
introduce nontrivial correlation effects, such as a
negative-differential conductance (Kaasbjerg and Flens-
berg, 2011). This regime escapes the single-particle doc-
trines and has hardly been explored. Electrons also inter-
act with the ion cores by means of vibrations, leading to
inelastic scattering signals that can be exploited for char-
acterizing the molecular junction (Smit et al., 2002). The
associated limit of strong electron-lattice interactions has
been briefly reviewed by Thoss and Evers (2018). It is
expected to lead to polaron formation (Su et al., 1980),
which should have a strong impact on the current-voltage
characteristics (Galperin et al., 2005; Thoss and Evers,
2018). Recently, this mechanism has been shown explic-
itly in experiments, although this result was not obtained
for a typical molecular junction, but rather a molecule in
a STM tunneling configuration (Fatayer et al., 2018).
Structure of this review. Single-molecule transport is
4an extremely active and broad research field with a cor-
responding body of literature. A single review cannot
hope to do full justice to all developments even when fo-
cusing on a few relevant aspects. It is our aim in this
paper to summarize and discuss the most significant ex-
perimental and theoretical results in the light of the set
of specific questions raised above. In particular, we criti-
cally evaluate the level of agreement between theory and
experiment. We will further elaborate on selected exper-
iments and calculations which indicate that the descrip-
tion of the systems may not be complete, and which sug-
gest interesting physics beyond the standard approaches.
For comprehensive reviews focusing on complementary
aspects of molecular-scale transport we refer the reader
to Scheer and Cuevas (2017), Thoss and Evers (2018), Su
et al. (2016), and Jeong et al. (2017). While our focus is
on single-molecule junctions, we occasionally also quote
results obtained for self-assembled monolayers.
II. EXPERIMENTAL TECHNIQUES
In this section we briefly present various techniques
used for studying electronic transport through single
molecules, in order to make the reader acquainted with
the methods that we will encounter in discussing the
results. For a more detailed presentation of single-
molecule techniques and their integration into various
advanced measurement schemes we refer to previous re-
views (Agra¨ıt et al., 2003; Aradhya and Venkataraman,
2013; Xiang et al., 2013, 2016).
Since molecules have a typical size of 1 nm all existing
top-down microfabrication techniques lack the required
resolution for controlled wiring of molecules. There-
fore, the methods employed rely on a combination of
electromechanical fine-tuning of the nanometer-size gap
between the contact electrodes and self-assembly of the
molecules inside this gap. The three most frequently em-
ployed techniques are the mechanically controlled break
junction (MCBJ) technique, the electromigration break
junction (EBJ) technique and methods using scanning
tunneling microscopes (STM).
A. Mechanically controllable break junctions
The MCBJ technique was developed for the study
of atomic and molecular junctions (Muller et al., 1992)
based on an earlier method aimed at studying vacuum
tunneling between superconductors (Moreland et al.,
1983). We distinguish two fabrication methods: the
notched-wire MCBJ, and the lithographically fabricated
MCBJ. The first is the simplest and has the advantage
that it can be easily adapted to nearly all metal elec-
trodes. It is made starting from a macroscopic metal
wire into which a weak spot is created by cutting a notch.
The notched metal wire is placed on top of a flexible sub-
strate (which is commonly stainless steel or phosphorous
bronze) covered by an insulating sheet, usually Kapton.
The wire is fixed by epoxy onto the substrate at either
side and very close to the notch. This is then mounted in
a three-point bending mechanism as shown in Fig. 2(a).
Bending the substrate increases strain in the wire, which
is concentrated at the weak spot created by the notch,
until the wire breaks. The junction is first broken with a
coarse mechanical drive, thereby exposing two fresh elec-
trode surfaces. By relaxing the bending, and using fine
control of the gap by means of a piezo-electric actuator,
atomic-size contacts can be reformed and broken many
times.
The lithographically fabricated MCBJ (van Ruiten-
beek et al., 1996) shares the same principle as the
notched-wire MCBJ except that the pre-notched metal
wire is replaced by a freely-suspended bridge in a thin
metal film produced by electron-beam lithography. This
metal film is electrically isolated from the flexible sub-
strate using a 3 − 5µm polyimide layer. The unsup-
ported section of the bridge is reduced by about two or-
ders of magnitude compared to the notched-wire MCBJ,
to about 2µm, or less. This has the effect that the me-
chanical displacement ratio, i.e. the ratio between the
change of the gap size and the actuator motion, is re-
duced to about 10−5. The gain of using the lithographic
technique is that the junctions are very insensitive to ex-
ternal mechanical perturbations as a result of the small
displacement ratio. The added complications of clean-
room preparation are offset by the possibility of produc-
ing multiple MCBJ samples on a single wafer (Martin
et al., 2008b). A drawback is the fact that by the very
small displacement ratio the maximum extension of a
typical piezo actuator produces less than 0.01 nm change
in the distance between the electrodes. Therefore, the
control of this distance is achieved by an electro-motor
driven gear. Since such electromechanical control is much
slower than piezo-electrical control it is much more time
consuming to obtain enough statistics for a large number
of contact breaking events (see below).
For most types of metal electrodes one can only take
full advantage of the MCBJ method by performing the
first breaking at cryogenic temperatures or under ultra-
high vacuum (UHV). Otherwise, the surfaces will be con-
taminated with oxides and adsorbents will cover the sur-
face within a fraction of a second, so that the atomic-size
contact characteristics of the pure metal are lost. The
main exception is Au, for which even under ambient con-
ditions most of the intrinsic quantum conductance prop-
erties survive as a result of the low reactivity of the Au
surface (Pascual et al., 1993).
For the same reason Au stands out as the preferred
electrode material for all other single-molecule transport
experiments. Specific binding to target molecules can
be achieved by selecting suitable anchor groups for the
molecules, see also Section V.C. Typically, such molecules
having suitable anchor groups are deposited onto the
bridge of the MCBJ from solution, under ambient con-
ditions. This strategy has been first explored for litho-
5FIG. 2 Overview of experimental techniques aimed at mea-
suring single-molecule transport. (a) Notched-wire mechan-
ically controllable break junction. (b) Lithographically fab-
ricated mechanically controllable break junction. (c) Elec-
tromigration break junctions (d) STM break junction by re-
peated indentation (e) I(t) or I(s) operation of STM (f) Low-
temperature UHV STM manipulation of individual molecules.
graphic MCBJ systems (Reed et al., 1997; Reichert et al.,
2002), and this continues to be the most commonly em-
ployed approach, but recently it has also been demon-
strated for the notched-wire MCBJ technique (Bopp
et al., 2017).
The intrinsic cleanliness of the broken metal surfaces
can be more fully exploited by working under UHV
and/or under cryogenic conditions. The deposition of
molecules in these experiments proceeds by deposition
onto the broken junction from the gas phase, either us-
ing an external vapor source (Kiguchi et al., 2008b; Smit
et al., 2002) or employing a local cell for sublimation
(Kaneko et al., 2013; Rakhmilevitch et al., 2014). By
working under cryogenic or under UHV conditions it is
possible to explore other metal electrodes and other forms
of metal-molecule bonding. For example, hydrogen, H2,
binds to clean Pt electrodes without the need for an-
choring groups (Smit et al., 2002), and this applies more
widely also for many organic molecules such as benzene
(Kiguchi et al., 2008b), oligoacenes (Yelin et al., 2016)
and pyrazene (Kaneko et al., 2013).
B. Electromigration break junctions
Electromigration in metals (Ho and Kwok, 1989) re-
sults from an atom diffusion process driven by the ‘elec-
tron wind’ force (Huntington and Grone, 1961) exerted
by the conducting electrons on the atoms in the system,
under large current bias. This effect can be used to cre-
ate nanogaps in metallic leads (Park et al., 1999; van der
Zant et al., 2006), small enough for a single molecule to
bridge. Such systems are prepared by first pre-patterning
a narrow metal wire of about 100 nm in a thin metal-
lic film on an insulating substrate (usually SiO2 on a Si
wafer) using electron-beam lithography. Passing a large
current through such narrow metallic leads gives rise to
displacement of atoms, which is observed as an increas-
ing resistance due to the gradual thinning of the wire.
Initially, the reliability of the method was compromised
by the fact that the strong local Joule heating leads to
the formation of metallic nanoparticles in almost 30% of
the junctions (Houck et al., 2005; van der Zant et al.,
2006), which give rise to current-voltage (IV ) character-
istics resembling those of molecules. However, by using
a feedback circuit the electromigration process can be
more precisely controlled, and further improvements are
obtained by relying on self-breaking in the last stages of
gap formation (van der Zant et al., 2006).
Molecules are deposited onto the nanowire before elec-
tromigration, and one relies on a molecule finding its way
into the gap during the electromigration process. Alter-
natively, molecules can be allowed to self-assemble into
the gap from solution after the electromigration process
has been completed (Osorio et al., 2007b). In contrast
to the other break junction techniques, junctions formed
by electromigration can only be broken once and cannot
be reformed. The gap distance depends on the details
of the feedback-controlled breaking process, but it can-
not be targeted very precisely. One cannot obtain a very
precise value for the size of the gap, but a fair estimate
can be obtained from fitting the IV characteristics to the
Simmons model (Simmons, 1963; Vilan, 2007).
For imaging techniques the gap is better accessible
than for any of the other techniques discussed here. High-
resolution transmission electron microscopy imaging us-
ing transparent SiNx membranes was performed for gold
electromigration junctions (Gao et al., 2009; Strachan
et al., 2008) in order to study the breaking process and
detect the nanogap size. The imaging resolution of trans-
mission electron microscopy has not yet proven sufficient
for detecting the position of an organic molecule.
The search for junctions bridged by a molecule is based
on producing many (of order several hundred) electromi-
gration break junctions on a wafer, breaking each of them
separately, and probing the resulting junctions for in-
teresting IV characteristics at room temperature, which
may point at the presence of a molecule in the bridge.
Such junctions, which are a minority of the order of a
few percent, are then further studied, usually by more
elaborate techniques. Although the method intrinsically
allows obtaining only limited statistics over molecular
junction configurations, and every junction formed has
its particular characteristics, the more elaborate experi-
ments permit very interesting case studies. Moreover, the
rigid attachment of the electrodes to the substrate allows
temperature and field cycling, it allows the fabrication of
a metallic gate at close proximity to the junction (Park
et al., 1999; van der Zant et al., 2006), and it permits
easy optical access for Raman scattering (Ward et al.,
2008).
6FIG. 3 Experiment probing the conductance of a single
molecule by repeated indentation of a Au STM tip into the
Au metal surface, in solution of 4,4-bipyridine. The breaking
of the metal-metal contact is observed as steps in the con-
ductance near multiples of G0 (A), giving rise to peaks in
the conductance histogram (B). Zooming in to lower conduc-
tance additional steps are resolved (C), and for many repeats
of breaking this produces a new series of peaks in the con-
ductance histograms at small fractions of G0 (D). Tests with
pure solvent show only tunneling characteristics (E,F). From
Xu and Tao, Science 301, 1221 (2003). Reprinted with per-
mission from AAAS.
C. Methods based on scanning probe microscopy
The break junction methods described above do not
permit imaging of the molecule in the junction. In con-
trast, scanning tunneling microscopy (STM) or atomic
force microscopy allow imaging molecules on a surface be-
fore contacting them. This is possible only for very stable
systems under UHV (Joachim et al., 1995; Langlais et al.,
1999) especially at cryogenic temperatures (Ne´el et al.,
2007; Temirov et al., 2008). By imaging and manipu-
lating single molecules on an atomically flat and clean
metal surface it is possible to verify that the STM tip
interacts with a single target molecule, and the shape of
the bottom electrode contacting the molecule (the metal
surface) is known. However, information on the shape
of the tip cannot be easily obtained from experiments.1
Moreover, when approaching the tip for contacting the
molecule and lifting it up from the surface the molecule
and the metal atoms contacting it rearrange in ways that
cannot be seen by the instrument.
While cryogenic UHV STM holds great promise, it is
also a very demanding technique. A versatile method for
investigating the conductance of single molecules by STM
at room temperature and in solution was introduced by
1 Progress in this direction has been made recently in atomic force
microscopy (AFM) with CO-molecules on Cu-tips. The symme-
try of the AFM-data reveals the structure of the second layer of
Cu-atoms that the apex atom couples to (Welker and Giessibl,
2012).
Xu and Tao (2003), which has inspired many other re-
searchers, see Fig. 3. Ignoring the scanning capability
of STM, the instrument is used for approaching the tip
to the surface and repeatedly indenting the tip into the
surface and retracting. In this mode of operation the
atomic structure of the junction is subject to fluctua-
tions, so that the information obtained by this technique
is statistical in nature, i.e. ensemble-based, and thus
close in spirit to MCBJ-experiments. The indentation
of the (Au) tip into the (Au) metal surface to a depth
corresponding to a conductance of 10–40 times the con-
ductance quantum (G0 = 2e
2/h) restructures the shape
of the electrodes with every indentation. Upon retrac-
tion a neck is formed that thins down until it snaps. The
resulting gap is then frequently bridged by a molecule
equipped with suitable anchoring groups through a self-
organization process, which is observed as a plateau in
the conductance during retraction. These plateaus usu-
ally have a lot of structure and appear at different levels
for each retraction event. Therefore, the indentation and
retraction cycles are repeated many times and the re-
sulting conductance traces are combined in the form of
conductance histograms, as had been previously intro-
duced for MCBJ experiments (Krans et al., 1993; Smit
et al., 2002).
These room temperature experiments have the great
advantage that they permit evaluating single-molecule
junctions much faster than the other available techniques,
and thereby allow exploring trends as a function of molec-
ular composition. On the other hand, the information ob-
tained is limited mostly to statistical properties, such as
average and typical values of the conductance, the break-
ing length (Chen et al., 2006), the force holding the junc-
tion together (Aradhya and Venkataraman, 2013; Xu and
Tao, 2003), and the thermopower (Reddy et al., 2007).
D. Data analysis and conductance histograms
Most of the MCBJ and STM experiments have in com-
mon that, as a result of the self-arranging process in-
volved in the formation of the junction, little is known
about the atomic-scale shape and structure of the elec-
trodes, the configuration of the molecule in the junc-
tion, and about its bonds to the metal surfaces. As a
result, the conductance can fluctuate from one contact-
breaking trace to the next by an order of magnitude or
more. Notice that even for a given trace the current at
fixed dc-voltage is usually not time-independent, due to
thermal or bias-induced fluctuations in the junction ge-
ometry. For example, during the process of breaking of
a molecular junction in MCBJ or STM-BJ experiments,
which can take place on time scales between about 1 ms
and several seconds, one often observes jumps around
the typical conductance value for the molecule. Between
these jumps, that can have an amplitude of an order of
magnitude or more, one observes rapid fluctuations. The
bandwidth of the experiment is usually limited to about
71 MHz or less, so that even the most rapidly observed
fluctuations already represent an incoherent average over
different junction configurations due to thermally acces-
sible vibrations.
A widely adopted practice to deal with fluctuating ob-
servables is to study the fluctuation statistics, i.e., the
conductance distribution taken over an ensemble of junc-
tions realized in a series of experimental measurements.
In practice, one repeatedly forms and breaks many junc-
tions, records the digitized conductance during the con-
tact breaking process, and collects all data in a his-
togram, as illustrated in Fig. 3. It seems reasonable to
expect that sufficiently deep indentation between record-
ing traces restructures the metal leads and the molec-
ular junction, so that correlations between subsequent
recordings are negligible. By combining the displace-
ment length, measured from the point of metal-metal
contact breaking, with the evolution of the conductance
one can also build two-dimensional histograms (Martin
et al., 2008a), which are helpful for detecting multiple
stable configurations and for obtaining a measure of the
molecular bridge length.
The precise statistical properties of the ensembles gen-
erated in this way are hardly known and very difficult to
predict. At this stage an important simplification should
arise, because very often the experimental recording cy-
cles can be assumed to be very slow as compared to the
atomistic relaxation rates. Due to the resulting separa-
tion of time scales, one expects that there is time enough
for the junction to relax into a set of particularly stable,
‘optimal’ junction geometries. Presumably, at a slow-
enough recording rate this set can be considered very
small. This is the justification for the histogram tech-
nique to operate with concepts like ‘typical’ junction ge-
ometries. It explains, in particular, why the correspond-
ing atomistic shape used in theoretical simulations may
possibly be derived from a variational principle, rather
than simulating the junction geneses as they occur in
the actual measurement.2 In the simplest case, the typi-
cal junction is identified as the most stable one, i.e., the
one with the maximum binding energy.3 Adopting this
2 A further justification for the general practice may be found
in the following argument. For the junction not to break in
the presence of thermal fluctuations or bias-induced forces, there
should be a notion of stability. This suggests that there is an
optimization principle, which should become identical, at zero
bias, with the optimization of the free energy under the boundary
condition that the contact exists.
3 To develop a statistical theory of the histogram technique would
be rewarding, but also goes beyond the scope of this review. Two
closely related issues should be briefly mentioned, nevertheless.
(a) Molecular-dynamics (MD) investigations, e.g. as presented
by French et al. (2013), have been put forward as an attempt
to simulate the breaking of a molecular junction. For such stud-
ies simulating the very long experimental time scales, which are
associated with plastic deformation of the molecular junction un-
der pulling, is very challenging. Large system sizes and simula-
tion times up to microseconds might be required. If these are
logic, the peaks in the histogram are usually interpreted
as representing the energetically favorable junction con-
figurations, and these are the most relevant parameters
used for comparison with model calculations.
In the breaking process the last-atom metal-to-metal
contact is usually clearly visible as a plateau near 1 G0,
and this produces a sharp peak in the conductance his-
togram. Breaking of this last metal contact is followed
by a jump out of contact (Agra¨ıt et al., 1993) to a con-
ductance that is one or two orders of magnitude lower.
In many cases, after this jump the current exponentially
decreases with increasing separation of the electrodes, as
expected for vacuum tunneling. Only for a fraction of
the breaking events one or more plateaus appear, signal-
ing the successful bridging of the junction by a molecule.
The large number of traces without a molecular signal
results in a large background in the histograms. Initially,
curves without a clear molecular signature were manu-
ally removed from the data set. This practice has some
danger of introducing experimenter-bias in the data se-
lection, and this practice has now been abandoned. The
background problem can be reduced by the use of auto-
mated routines, for example routines that detect the last
step in the conductance (Jang et al., 2006). A widely
adopted solution to the background problem is the use
of histograms of the logarithm of conductance, rather
than the linear conductance (Gonza´lez et al., 2006). In
this case the background tunneling contribution reduces
to a nearly constant contribution and the relevant fea-
tures related to the molecule will be more clearly visible
in a data set, that now comprises all breaking traces.
I(t) and I(s) techniques. The appearance of the shape
of the histograms and the positions of the peaks for the
same metal-molecule system do not reproduce perfectly
between experimental groups, and even from one experi-
mental run to the next. This implies that the underlying
assumption that the repeated indentation effectively av-
erages over all configurations is not fully justified. For
example, one may anticipate that the results will be sen-
sitive to parameters such as the voltage or current bias
applied, and the depth of indentation. This has moti-
vated Haiss et al. to avoid indenting the surface, in order
to maintain a common surface and tip structure. They
affordable at all, then the approximations underlying the solu-
tion of the equations of motion required are extremely difficult
to control. Examples of slow relaxation processes that should
be properly described to be realistic include the temperature
driven diffusion of ad-atoms or multi-atom exchange processes.
Both processes can optimize or destabilize the junction geom-
etry. (b) For similar reasons, also the breaking of a molecular
junction in the absence of a pulling force may be ill-described by
MD-simulations. This can happen in situations where breaking
occurs due to rare, temperature driven fluctuations. – A careful
discussion of the consequences of computational limitations for
the interpretation of simulation results is not standard. For the
reasons outlined above the interpretation of MD-type studies for
the statistical properties of molecular junctions needs to be done
with precaution.
8developed the so-called I(t) and I(s) techniques (Haiss
et al., 2004, 2003). These techniques operate near room
temperature and rely on bringing the STM tip close to
the surface by the usual current feedback control. For
low surface coverage, molecules with suitable anchoring
groups are expected to jump stochastically into and out
of contact with the tip. The difference between I(s) and
I(t) is that the tip is moved in and out of close distance
to the surface repeatedly for the former, while in the lat-
ter case, the tip is held at a stable tunneling distance and
the events are recorded as a function of time. The con-
ductance values measured by I(t) or I(s) are typically
found to be up to an order of magnitude smaller than
the ones obtained from histograms produced by MCBJ
or STM techniques.
III. COMPUTATIONAL TECHNIQUES
A. A guided tour through quantum transport theories
The transport of charge, spin and heat through a sin-
gle molecule is a prime example of quantum-transport
through a mesoscopic device, where quantum coherence
and correlations dominate the measured observables. For
this reason the standard mesoscopic transport technolo-
gies apply also in the case of single molecules.
An important line of research focuses on model studies,
e.g. the single-impurity Anderson model, the Hubbard
model, the Holstein model, etc.; for a recent review see
Thoss and Evers, 2018. Models relevant for molecular
transport will be discussed in Section IV.
In contrast to most mesoscopic systems, single-
molecule junctions consist of relatively few atoms, typ-
ically only a few hundred; moreover, their arrangement
within the molecule is well known. This begs for ab-initio
electronic structure calculations. Concerning ab-initio
transport computations, we identify three archetypical
approaches as most prevalent:
(i) The non-equilibrium Green’s function formalism
(NEGF, Kadanoff-Baym formalism) is a very general ap-
proach. It applies to linear- and non-linear responses
of interacting systems, in quasi-static and also in time-
dependent situations. An additional attractive feature is
that the coupling of electrons to vibrations is straightfor-
ward to implement (Paulsson et al., 2005, 2008; Pecchia
and DiCarlo, 2004).
This generality comes in situations where simplifica-
tions arise at the price of being somewhat inconvenient
to use as compared to competing methods. Meir and
Wingreen (1992) have worked out the most popular ap-
plication of NEGF in mesoscopic transport. They have
derived explicit expressions for the IV -curve that apply
to generic quantum dots under the assumption of non-
interacting electrodes.
(ii) When interested only in linear responses, the
Kubo-formula offers a viable alternative to NEGF. This
formulation is advantageous because it involves only ad-
vanced and retarded Green’s functions and therefore
takes as an input only ‘equilibrium’ (usually ground
state) electronic structure information. Moreover, these
Green’s functions are available, at least in principle, al-
ready in standard electronic structure codes. The reason
is that advanced electronic structure methods, such as
the GW−theory, already operate with these objects.4
(iii) To the extent that interaction effects can be
treated on a mean-field level, the Landauer-Bu¨ttiker for-
malism is efficient. It derives in a straight-forward man-
ner from NEGF, see Meir and Wingreen (1992) and ap-
plies also to the non-linear regime. This formulation un-
derlies the standard ab-initio based transport theory de-
scribed below.
We emphasize that the list of methods here mentioned
is not exhaustive. For example, a formalism based on the
density-matrix theory as described in Bruus and Flens-
berg (2004) has also been used with success (Donarini
et al., 2010; Niklas et al., 2017).
B. Brief overview of electronic structure calculations for
molecular junctions
No matter what transport formalism is used, an in-
put concerning the electronic structure of the device is
needed. Indeed, molecular junctions pose one of the most
difficult challenges of electronic structure theory.
To see why this is so we recall that even an isolated
molecule requires advanced many-body techniques, e.g.,
for calculating ionization potentials (IP) and electron
affinities (EA), see van Setten et al. (2015) for a recent
review. This observation is of relevance also here, be-
cause uncertainties in IPs (EAs) translate, in general,
into errors in the position of transport resonances related
to the highest occupied (HOMO) and lowest unoccupied
(LUMO) molecular level. Summarizing, estimates of IPs
for small molecules based on Hu¨ckel studies or Kohn-
Sham (KS) energies of density functional theory (DFT)
typically deviate from higher level methods by 1eV or
more (van Setten et al., 2015).5 For larger molecules or
4 The GW−theory has been developed as a self-consistent leading-
order approximation that emerges from a diagrammatically exact
representation of the many-body Green’s function (Aryasetiawan
and Gunnarsson, 1998; Aulbur et al., 1999; Bechstedt, 2015;
Hedin, 1999). Intuitively, it is understood as improving over
Hartree-Fock theory by computing the Hartree-potential with a
screened interaction that is calculated on the level of the random
phase approximation.
5 In the case of KS-theory the IP can be calculated in two ways
that are equivalent for exact DFT: One retrieves the IP either
from the HOMO-energy or, alternatively, from the difference in
ground-state energies of the charged and charge-neutral molecu-
lar species (Self-Consistent Field, SCF-method). While the SCF-
method is known to give much more accurate results for the IP
(‘error cancellation’), it is the HOMO-energy that actually enters
the transport calculations.
9FIG. 4 Illustration of partitioning in model calculations:
Molecule, ‘extended molecule’, and semi-infinite leads. Re-
produced with permission from L. Delle Site, ‘Simulation of
many-electron systems that exchange matter with the envi-
ronment’, Adv. Theory Simul. 1, 1800056 (2018). Copyright
Wiley-VCH Verlag GmbH & Co. KGaA.
metallic wires, the absolute error in IPs sometimes de-
creases with the system size. This happens, e.g., when
the workfunction is dominated by a subsystem, such as a
large metallic segment, for which the DFT-functional ap-
plied is working well. This observation can be deceptive,
however, because the most interesting molecular junc-
tions display weakly connected subsystems (‘molecular
quantum dots’) for which the errors in the computed
level alignments remain large, even though the error in
the overall workfunction could be relatively minor.
One, therefore, might have the impression that higher
level methods, such as perturbative, Green’s-function-
based approaches (G0W0) or wavefunction-based meth-
ods (e.g., configuration-interaction methods or coupled-
cluster theory) should provide the next generation stan-
dard tools of ab-initio transport calculations. However,
there is an extra challenge, so the situation is not as clear.
Despite of its well documented shortcomings, molecular
transport studies still mostly rely on KS-based scattering
theory. The basic reason for the popularity of KS-based
transport studies is that KS-calculations, dealing essen-
tially with a single particle picture, digest large enough
systems. ‘Large enough’, here, means that an approxima-
tion for the electronic structure can be found for the ex-
tended molecule, which comprises the molecule itself plus
a part of the leads, Fig. 4.6 Dealing with the extended
molecule is important because transport phenomena are
sensitive to how the molecular orbitals hybridize with the
electrodes. This hybridization can be described consis-
6 It would perhaps be preferable to speak of ‘molecule’ vs ‘ex-
tended molecule’, or ‘junction’ vs. ‘extended junction.’ The
name ‘extended molecule’ follows the established nomenclature,
and we prefer to adhere to it, here. The word ‘junction’, on the
other hand, was chosen to indicate the part of the system that
connects the metallic electrodes. This is not sharply defined, but
it need not be because only the extended molecule plays a role
in the calculations.
tently within KS-simulations of extended molecules, but
usually not so at affordable cost with higher level meth-
ods.
C. Verification and validation of transport computations
The geometry of a given molecular junction can be
fluctuating in time driven, e.g., by thermal effects or the
current flow. As we have argued in Sec. II.D, the concept
of a typical junction configuration should be well defined,
nevertheless, for a great many experimentally relevant
situations. Notice, that the statement is not completely
obvious, perhaps, because many well investigated molec-
ular junctions work with highly flexible molecules, such
as alkanes, that do not by themselves (i.e., in the gas
phase) provide a stable geometry.
The instance that the molecular geometry or the en-
semble of geometries is not usually well known in exper-
iments provides a major challenge for ab-initio simula-
tions. Since in such computations the geometry usually
is taken as given input, simulations mostly work with a
plausible scenario for the geometry. Often, they provide
a consistent and plausible description, sometimes even
quantitative, but hardly ever are scenarios microscopi-
cally validated by experiment.
It is rather straightforward to perform an internal con-
sistency check on the simulation results: One determines
to what extent the conclusions of the simulation are sensi-
tive to variations of the geometry and the approximation
level of the transport calculation; thus a certain verifi-
cation is possible. Nevertheless, the atomistic geometry
remains a degree of uncertainty to keep in mind when
comparing computations with experimental data. It su-
perimposes the inherent theory uncertainty of electronic
structure calculations that results from (parametrically)
uncontrolled approximations.
D. The standard theory of ab-initio transport ( STAIT )
The standard theory of ab-initio transport has been re-
viewed in several textbooks (Di Ventra, 2008; Haug and
Jauho, 2008; Scheer and Cuevas, 2017). Efficient formu-
lations of STAIT have been devised so that it can be
implemented conveniently into many electronic structure
codes. The sheer number of implementations that have
been reported over the years gives an impressive illus-
tration of how important STAIT has grown; an incom-
plete list includes McDCal (Taylor et al., 2001), Tran-
SIESTA (Brandbyge et al., 2002; Papior et al., 2017),
SMEAGOL/Gollum (Ferrer et al., 2014; Rocha et al.,
2006), two Turbomole-based codes (Pauly et al., 2008)
and AITRANSS (Arnold et al., 2007; Evers et al., 2004),
GPAW (Enkovaara et al., 2010), OpenMX (Ozaki et al.,
2010), Atomistic NanoTransport (Jacob and Palacios,
2011), ASE (Larsen et al., 2017), ATK (Smidstrup et al.,
2019).
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In the following we briefly recapitulate STAIT focusing
on the conceptual underpinnings.
1. Single-particle aspect, scattering theory and partioning
STAIT is a single-particle theory; it is effectively as-
sumed that the many-body states of the molecular junc-
tion (at least in the low-energy sector) are reasonably
well approximated by single Slater determinants. Equiv-
alently, one assumes that the salient physics of the junc-
tion can be described in terms of an effective, single-
particle Hamiltonian HeM for the extended molecule. By
now, an almost universally met practice is to adopt the
Kohn-Sham Hamiltonian, HKS, for HeM.
For isolated molecules the assumption that a single-
Slater-determinant dominates is almost certainly doomed
to fail, because the interaction energy between valence
electrons, U , tends to exceed the typical level spac-
ing. If this latter observation were to be true also
for molecules within the junction, the phenomenon of
Coulomb-blockade would preempt the domain of validity
of STAIT .
However, the Coulomb-interaction within the molecu-
lar junction is screened, reducing U to a screened Uscr,
so that the overall situation can be very complicated to
analyze. As it turns out, there is a significant number of
experimental situations where an effective single-particle
theory provides a useful basis for data analysis. STAIT
is the standard tool for evaluating what such a single-
particle description would typically predict.
Depending on the emphasis, the transport formalism
has been cast into different languages, including the non-
equilibrium Greens function formalism (NEGF) (Di Ven-
tra, 2008; Haug and Jauho, 2008; Scheer and Cuevas,
2017; Stefanucci and Leeuwen, 2013) or the Landauer-
Bu¨ttiker approach (Brandbyge et al., 2002; Evers et al.,
2004). In either one the current is expressed as,
I =
e
h
∫ ∞
−∞
dE T (E) (fL(E)− fR(E)) , (1)
where fL,R denote the Fermi-distributions in the left and
right contacts. The transmission function T (E) has the
interpretation of a probability weight for a particle to be
transmitted when it approaches the junction with energy
close to E.
The most widely spread way for calculating T (E) is
the partitioning approach. It distinguishes three regions:
left lead (L), right lead (R) and the device region, that
should be thought of as an extended molecule (eM), see
Fig. 4. Thus, partitioning amounts to separating the
Hilbert space of the full system into three sectors. In
this formalism one has,
T (E) = Tr
[
ΓL(E)GeM(E)ΓR(E)G
†
eM(E)
]
, (2)
where the trace is to be taken over the device sector of
the Hilbert space. The formula has been derived first
for non-interacting particles (Caroli et al., 1971); it re-
mains valid at zero temperature also for systems with
electron-electron interactions under the condition that
the interaction with charge-carriers in the leads (beyond
mean-field) can be neglected (Meir and Wingreen, 1992).
When applied to electrons in the tunneling regime, Eq.
(2) can be viewed as a generalization of Bardeen’s theory
of tunneling transport, going beyond the leading order in
the tunneling amplitudes (Bardeen, 1961).
The advantage of partitioning becomes apparent in the
definition of the Greens-function that describes charge
propagation on the extended molecule in the presence of
the reservoirs,
GeM(E) =
1
E −HeM − ΣL(E)− ΣR(E) ; (3)
it features a single-particle Hamiltonian HeM that feeds
into the transport formalism the electronic structure of
the extended molecule, as it is provided, e.g., by KS-
based DFT calculations.
The matrices ΓL,ΓR are electrode specific and do not
carry information about the molecule; they denote the
anti-hermitian parts of the self energies ΣL,ΣR that de-
scribe the coupling of the extended molecule to the reser-
voirs: ΓL = i(ΣL − Σ†L), and similarly for R. They
can be calculated exactly, in principle, e.g. employing
standard recursion methods (Groth et al., 2014; Walz
et al., 2015). Alternatively, also simple approximative
expressions can be used that become accurate when suf-
ficiently many contact atoms are included in the extended
molecule (Arnold et al., 2007).
A typical case. In the most common scenario T (E)
shows a single peak near the Fermi energy of the reser-
voirs, F, due to either the HOMO or the LUMO. As
an example, we discuss Fig. 5; at low temperatures the
LUMO is the only transport active molecular orbital.
The transmission peak is characterized by its position
and width. Although the width is much smaller than
the energy distance to the nearby levels, the shape of
the peak is not Lorentzian in the tails due to quantum
interference (QI). We elaborate more on the QI-effects
in Sections IV.A.1, and IV.B. The paradigm Fig. 5 also
shows that the conductance is strongly sensitive to the
peak position, i.e., alignment of the LUMO with respect
to F.
2. Discussion of Kohn-Sham transport calculations
A theoretical perspective on STAIT has recently been
given by Thoss and Evers (2018). We briefly summarize
the situation with a focus on KS-transport calculations.
The main issue for us is to what extent the KS-Green’s
function, GKS, can be a useful approximation to the real
Green’s function of the physical system.
(a) As is well known, in equilibrium, the KS-Green’s
function GKS = 1/(E − HKS − ΣL − ΣR) of the ex-
tended molecule relates to the local electron density
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FIG. 5 Transmission function of 4,4’-vinylenedipyridine junc-
tion with Au and Ag electrodes calculated using STAIT. The
vertical dashed line indicates the Fermi energy F. Dashed
curves are Lorentzian fits. The inset shows the relaxed geom-
etry with gold leads. Reprinted with permission from Adak et
al., Nano Lett. 15, 3716. Copyright (2015) American Chem-
ical Society.
n(r) = 2
∫ F
−∞ dE AKS(E,x) with a local spectral func-
tion AKS(E,x) = −(1/pi)=〈x|GKS(E)|x〉. When employ-
ing exact exchange-correlation (XC) functionals, the KS-
Green’s function reproduces the exact density n(r). This
does not imply that AKS also is a good approximation
to the physical spectral function A(E,x); in general, it is
not. For example, in the Coulomb-blockade regime the
physical spectral function A exhibits pronounced Hub-
bard side-bands, which are absent in AKS.
(b) The relation between AKS(E) and the true spectral
function A(E) has been discussed since the 1980s, when
band-structure calculations started using KS-eigenvalues
as approximations for quasi-particle energies (Perdew
and Levy, 1983; Perdew et al., 1982; Sham and Schlu¨ter,
1983; Yang et al., 2012). It is clear that there is no rigor-
ous argument supporting this wide-spread practice; even
with exact XC-functionals, there is no known theorem
guaranteeing that GKS(E) will provide an accurate ap-
proximation for the exact Green’s function, G(E).
Indeed, in the presence of strong Coulomb-correlations,
this is certainly not the case. As has been pointed out by
Burke et al. (2006), when evaluating the Kubo-formula
for non-interacting electrons with GKS the resulting KS-
conductance reproduces the true conductance only up
to a factor that accounts for an XC-contribution to the
voltage seen by KS-particles.
(c) In the special case of very well separated transport
resonances there may only be a single transport-active
level, HOMO∗ or LUMO∗, see Fig. 5. In this situation
the single-impurity Anderson model (SIAM) applies; it
features the Friedel-sum rule, which allows to express the
conductance as a functional of the occupation of the fron-
tier orbital, G[n]. Since the functional G[n] happens to
be the same for interacting and non-interacting particles,
the KS-conductance can be quantitative, even though the
spectral function is not physical (Bergfield et al., 2012;
Stefanucci and Kurth, 2011; Tro¨ster et al., 2012). While
the argument reproduced here is rigorous, it actually as-
sumes symmetric coupling, ΓL=ΓR. A generalization to
the experimentally much more important case of asym-
metric couplings has also been found (Evers and Schmit-
teckert, 2013). It hinges on the (perhaps surprising) ob-
servation that the specific ratio of rates ΓLΓR/(ΓR+ΓL)2
can be represented as a parameter-free density functional.
Summarizing, these considerations lead to an interest-
ing situation: the conductance functional G[n] can re-
produce correctly the Kondo-effect in the transmission
function, Eq. (2), at the Fermi-energy despite the KS-
Green’s function GKS failing exhibit the Abrikosov-Suhl
resonance.
(d) While in many experimentally relevant cases the
assumption of a single transport-active level may indeed
apply, nevertheless, the corresponding KS-conductance,
GKS, may not be quantitative. Two important fac-
tors intervene. First, the arguments employing Friedel’s
sum rule apply at temperatures below the Kondo-
temperature, TK, only. Experiments often are performed
at elevated temperatures, T > TK, where the Coulomb-
blockade prevails. In this regime, the unphysical nature
of GKS renders the transport nearly resonant, while in re-
ality the transmission is strongly suppressed (Stefanucci
and Kurth, 2011). Second, explicit calculations operate
with approximate XC-functionals. As a consequence, the
density profile n(r) and, therefore, the input into G[n] are
not sufficiently realistic for delivering quantitative con-
ductances near T=0.
(e) In the majority of cases, the current is carried by
more than one resonance, so the SIAM is not a fair de-
scription and extra quantum-interference effects can in-
tervene. As a consequence, the connection between trans-
port and Friedel’s sum rule breaks down (Hackenbroich,
2001), and the protective mechanism that it provides
for KS-transport calculations (presumably) is not active.
Hence, one is back to the lowest order expectation based
on Eq. (2), namely that GKS is limited in accuracy by
the mismatch between GKS and the exact Green’s func-
tion. In other words, KS-transport calculations are only
as good as is the KS-estimate of the electronic structure,
which is embedded, e.g., in AKS(E,x).
3. Proposed improvements over GGA-based Kohn-Sham
calculations
In the previous paragraph, the principle applicabil-
ity of KS-theory for transport calculations has been dis-
cussed. In practice, additional difficulties arise, because
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actual computations always rely on approximate XC-
functionals, mostly local and semi-local ones, such as the
local density approximation (LDA), generalized gradient
approximations (GGA) or the PBE functional (for an
overview of functionals see Fiolhais et al. (2003)). All
these approximations neglect the ‘derivative discontinu-
ity’ (Perdew and Levy, 1983; Sham and Schlu¨ter, 1983;
Yang et al., 2012). This implies, roughly speaking, that
Coulomb-blockade and related phenomena, e.g. partial
charge transfer, are treated incorrectly, namely on mean-
field level (Evers and Schmitteckert, 2013). There are nu-
merous consequences, which have been investigated over
the past three decades in quantum chemistry and compu-
tational materials sciences that we cannot cover here. For
a first orientation see, e.g., Onida et al. (2002) and Ev-
ers and Burke (2007). We briefly mention a few selected
developments representative for the impact of the miss-
ing derivative discontinuity on ab-initio transport simu-
lations:
(a) Charge transfer can be a process that is critical for
the properties of molecules on substrates including their
transmission properties. In their seminal work Neaton
et al. (2006) have developed an understanding of the rel-
evant microscopic processes and analyzed to what extent
they are captured by semi-local XC-functionals.
(b) In KS-theory charge transfer is controlled by the
alignment of energy levels of weakly-coupled subsystems.
Therefore, the charge-transfer problem goes along with
an incorrect alignment of energy levels of weakly coupled
subsystems. Ke et al. (2007) have investigated the conse-
quences of incorrect level alignments for the transmission
function.
(c) A problem of approximated XC-functionals that
derives from the fact that Hartree- and exchange-
interaction are not being treated on the same footing
is the so called ‘self-interaction’ error. Its impact on the
conductance has been discussed by Toher et al. (2005).
In order to improve upon the Green’s functions, GGGA,
thus obtained several procedures have been devised; an
overview is given by Thoss and Evers (2018). Three main
themes can be identified:
(i) One stays within the realm of KS-theory, but one
improves upon known artifacts of the GGA-functionals.
Specifically, optimized long-range separated functionals
are introduced that provide a significantly better descrip-
tion of the partial charge transfer between molecule and
substrate (Liu et al., 2017).
(ii) Alternatively, one leaves the realm of KS-theory
and computes a Green’s function employing conventional
many-body techniques, e.g., the G0W0-method (Bechst-
edt, 2015). Indeed, implementations of powerful G0W0-
solvers for molecular matter are under way (Faber et al.,
2016; Holzer and Klopper, 2017; Wilhelm et al., 2018;
Wilhelm and Hutter, 2016). They open prospects for
treating extended molecules with thousands of atoms and
large enough basis sets, so that controlled simulations can
be performed with size-converged computational param-
eters (van Setten et al., 2015).
An early attempt in this direction has been made
by Strange and Thygesen (2011); Thygesen and Rubio
(2007). Due to computational limitations, the system
sizes available at the time have not been sufficiently large
to demonstrate convergence with respect to the simula-
tion volume. Therefore, the results are not fully conclu-
sive. However, relevant fundamental questions have been
formulated that certainly need to be clarified in future
research, for instance concerning the importance of self-
consistency (Thygesen and Rubio, 2008) and dynamical
image charge effects (Jin and Thygesen, 2014).
(iii) Rather than systematically computing a Green’s
function within a closed formalism (as in (ii) above)
one modifies the bare GKS following a physically moti-
vated recipe (‘scissors operators’ and ‘image-charge cor-
rections’) (Mowbray et al., 2008; Quek et al., 2009, 2007).
The procedure carries a manifestly ad hoc character and
therefore its validity is difficult to evaluate systematically.
In this realm, a significant advancement has been made
in recent work by Celis Gil and Thijssen (2017). These
authors determine the shift-parameters for the scissors
operators in a self-consistent procedure by (computation-
ally) gating the molecule inside the junction and monitor-
ing the evolution of charge with the gate voltage, Q(Vg).
As is well known, approximate DFT-functionals, such as
generalized gradient-corrected functionals (GGA), do not
properly predict the shape of the charge evolution: as
in typical mean-field approximations, QGGA(Vg) fails to
exhibit a plateau at integer filling (‘Coulomb-blockade’)
in closed-shell calculations. Nevertheless, QGGA(Vg) is
a useful object to study, because the gate-values that it
takes to (de-)populate the LUMO (HOMO) allow to re-
construct U , which is the key scissors parameter.
4. Discussion of Nonlinearities in the IV -characteristics
Generically, the current-voltage (IV ) characteristics
exhibits a non-linear shape, that for many molecules re-
veals on a scale well above 10 meV. As is seen in Eq.
(1), nonlinearities can be due to the transmission func-
tion, T (E), varying with energy E.7 Because these terms
are still linear in the difference of the Fermi-functions
fL−fR, we refer to them as nonlinearities of order zero.
Higher-order non-linearities arise, e.g., because the
bias voltage, Vb, can polarize the molecules and therefore
affect the scattering potential, as illustrated in Fig. 6.
Within the framework of STAIT such non-linearities
are conveniently included by allowing for a bias voltage
dependent transmission function, T (E, Vb) = T0(E) +
T1(E)Vb + · · · , in Eq. (1). The proper calculation of
T (E, Vb) requires care. We include a corresponding dis-
cussion because it reveals, apart from technicalities, also
7 In this section we do not consider inelastic (vibronic) interac-
tions. They also introduce nonlinearities in the IV curve, but
these are not captured by T (E).
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FIG. 6 Computational results for Au-benzenedithiol-Au junc-
tions under high applied bias, Vb. Atomic structure is indi-
cated together with the electronic orbitals (density clouds)
nearest to F. At Vb=1.1 V (right) the orbitals shift in en-
ergy, but are also heavily distorted as compared to 0 V (left).
Reprinted from Arnold et al., J. Chem. Phys. 126, 174101
(2007) with the permission of AIP Publishing.
aspects of the basic (mean-field type) physics of non-
linear IV s.
Self-consistent calculations at finite bias. Consider an
extended molecule, consisting of the molecule plus seg-
ments of left and right electrodes. In mean-field theo-
ries the effective single-particle potential, vs(r), that de-
fines HeM has to be constructed self-consistently from its
eigenstates and eigenvalues. The calculation of the po-
tential requires the density matrix, D(r, r′), so that the
potential can be expressed as a functional of the density
matrix vs[D]. In matrix notation (including spin) we can
write,
D =
−1
pi
∫ ∞
−∞
dE GeM (ΓRfL + ΓRfR)G
†
eM, (4)
implying for the particle density n(r) = D(r, r). When
focusing on zero-order nonlinearities, i.e., ignoring the
feedback of the bias voltage on the transmission, one re-
places the Fermi-functions fL,R by the equilibrium dis-
tribution feq; this usually is also the first iteration step
in a self-consistent non-equilibrium calculation. At the
fixed-point of the self-consistency loop the full form, (4),
is used, for calculating vs[D] and the Hamiltonian HeM,
respectively. As long as Vb is not too large, one expects
the fixed-point to be unique.
Starting from equilibrium the self-consistent field cy-
cle reshuffles electrons from one lead to the other, al-
ways keeping the net number of electrons of the extended
FIG. 7 Impact of self-consistency achieved under bias
in transport computations for the Au-BDT-Au junction of
Fig. 6. Top: IV -curve (right axis) and differential conduc-
tance dI/dV (left axis). Bottom: Comparison of the trans-
mission at zero bias and at Vb = 0.82 V. The vertical dashed
lines are placed at F−Vb, F, F+Vb. The three peaks visible
at zero bias correspond to LUMO, the pair HOMO/HOMO-
1, and HOMO-2. The central peak is suppressed at the finite
bias, see the text for explanation. Reprinted from Arnold et
al., J. Chem. Phys. 126, 174101 (2007) with the permission
of AIP Publishing.
molecule invariant (charge-neutrality condition).8 At the
fixed point an amount of charge Q has been moved from
one side to the other. For large enough electrodes tak-
ing the shape of a plate capacitor, Q is proportional to
the face area giving rise to a finite surface charge density
σ. The bias-induced charge surplus feeds back into the
single-particle energies of the electrode state and thus en-
tersD. Thereby, the corresponding electric fields (surface
dipole and capacitor field) are properly included in vs and
8 In practical terms, particle number (N) conservation can be
enforced within the iteration cycle in the following way: In each
step one keeps fixed the difference ∆µ = µL − µR, but varies
the average µ¯ = (µL+µR)/2 so as to conserve N (Arnold et al.,
2007).
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so become part of the mean-field solution (Arnold et al.,
2007). Finally, the self-consistently calculated KS-system
yields the transmission function. The effect of the bias is
shown in Fig. 7 for Au-BDT-Au. At voltages Vb < 1 eV
the transport is dominated by the LUMO. The corre-
sponding transmission resonance experiences a weak shift
induced by the bias and its real-space structure is largely
unchanged (see Fig. 6). The effect of self-consistency on
the IV characteristics is therefore weak at low bias. At
bias Vb > 1 V the orbital pair HOMO/HOMO-1 plays
an important role. These nearly-degenerate states mix
strongly under the effect of bias, as shown by the wave
functions in Fig. 6. The resulting states are each asym-
metric, leading to the suppression of the corresponding
transmission resonances (around -5.5 eV in Fig. 7). This
non-equilibrium Stark effect renders the molecular or-
bital pair ‘dark’. The mechanism described above leads
to additional non-linearity of the IV -curve, suppressing
the resulting current at higher bias.
Voltage drop. At the fixed-point of the self-consistency
iteration cycle, the orbitals of the leads (metal clusters)
are shifted in energy away from their equilibrium posi-
tion, up-shifted in one electrode (by µL−F), and down-
shifted in the other (by F−µR). The relative shift de-
fines the bias voltage, Vb. Like in experiments, Vb can
therefore be ‘measured’ also in computational simula-
tions by evaluating the relative energy shift in the raw
data (Arnold et al., 2007).
We mention that even if the molecular junction ex-
hibits an inversion or mirror symmetry along the axis
of charge transport, the voltage drop cannot, in gen-
eral, be expected to reflect this symmetric behavior as
µL−F=F−µR= 12eVb. Namely, the chemical potential
of a lead, i.e., its workfunction, is sensitive to the surplus
density σ, because the excess charge modifies the sur-
face dipole. The detailed response depends on the atom-
istic structure of the electrode surface and is difficult to
predict quantitatively, even with ab-initio calculations.
Generally speaking, metal surfaces cannot be expected
to exhibit a kind of particle-hole symmetry. Hence, one
would expect that adding and subtracting charge will not
usually have the same quantitative effect (up to the sign)
on the workfunction.9
Potential profile. The profile of the voltage drop, φb(r),
can be read-off at the self-consistent fixed-point. It is es-
sentially given by the contribution to the single-particle
potential, ∆Qvs(r), that arises due to the charge Q be-
ing transferred within the self-consistency loop from one
electrode to the other: ∆Qvs(r)=eφb(r). In practical cal-
culations the potential profile depends on the contact ge-
ometry, the shape of the electrode clusters and, in par-
ticular, on their size. Since the Coulomb-interaction is
long ranged, special care has to be taken with respect to
9 In this respect, the case of Au could potentially be exceptional,
because the (bulk) density of states is relatively flat near EFermi.
the convergence of the transport simulation with system
size; correspondingly, finite-size converged computations
can be demanding (Arnold et al., 2007).
Beyond zero-order nonlinearities. We consider the
Green’s function of the (real) molecule, GM, that
emerges if we shrink the extended molecule by elimi-
nating the metal clusters; it exhibits a structure anal-
ogous to (3). At the self-consistent fixed point, the
molecular Hamiltonian HM and the corresponding self-
energies develop shifts away from their equilibrium val-
ues, ∆HM = HM(Vb) − HM. The bias-induced shift
∆HM will, in general, move energy levels with respect
to the electrode chemical potentials; also, it will deform
molecular wavefunctions, so that the charge-distribution
on the molecule changes.
For example, as a consequence of the level shifts the
molecule can charge or discharge. Also the dipole mo-
ment can change, e.g., due to the action of φb(r). It en-
ters ∆HM as an external potential and summarizes the
effects of the surface charges, σ, accumulated on both
electrodes. Under its action the molecule polarizes and a
Stark-shift of the molecular energy levels appears, both
feeding into T1(E).
Bias and current induced forces. Since the charge dis-
tribution in the molecular junction reacts to the applied
bias, electrostatic forces should appear. The molecule
will move under their action from its equilibrium posi-
tion. This, in turn, modifies the molecular orbitals affect-
ing higher-order nonlinearities in the IV and, potentially,
also leads to switching behavior.
Such bias-induced forces exist even in the absence
of a current flowing, and therefore should be distin-
guished from current-induced forces (Di Ventra et al.,
2002; Todorov et al., 2001). While theoretical studies of
the former are still scarce (Schna¨bele, 2014), the latter
have received considerable attention, see, e.g., Dundas
et al. (2009), Bode et al. (2012), Todorov et al. (2014),
and Lu¨ et al. (2015) as recent examples. The physical
mechanisms behind current induced forces are recipro-
cal: they are also felt by ion cores that move through an
electronic bath. Therefore, the same mechanisms driving
current induced forces also have implications for molecu-
lar dynamics simulations; the corresponding generalized
Langevin theory is reviewed in Lu¨ et al. (2019). While
experiments capable of resolving current-induced forces
on the molecular scale are challenging, first indications
of the effects have been reported (Sabater et al., 2015).
The origin of current-induced forces has been discussed
in a particularly illuminating way in Lu¨ et al. (2010). Our
presentation is inspired by this work. Consider a kinetic
equation for the vector R comprising the coordinates of
all atoms measured with respect to their equilibrium po-
sitions. The equation takes the following form,
MR¨+ ηR˙+DR = Ff(Vb), (5)
where the usual assumptions underlying such kinetic
equations have been made. Most notably, a separation
of time scales is assumed, so that a Markovian ansatz is
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justified. The left-hand side (lhs) of Eq. (5) is merely
the statement that the relaxation dynamics of R can be
modeled by a collection of damped oscillators with mass
tensor M . The matrix D accounts for the restoring forces
and is symmetric, reflecting Newton’s third law. The ma-
trix η incorporates dissipation and also is symmetric, as
can be seen, e.g., from the fluctuation-dissipation theo-
rem. In addition, it is positive semi-definite to guarantee
the second law of thermodynamics.
The right-hand side includes the fluctuating forces typ-
ical of Langevin-type descriptions. The equilibrium part
of these forces, Feqf := Ff(0), is trend-less by construction
of η and D. Out of equilibrium, for Vb 6=0, trends exist,
which are quite naturally cast into a form analogous to
the lhs of (5),
Ff(Vb) = F
eq
f + BR˙+AR+ . . . (6)
Formally, the matrices A and B can be decomposed into
symmetric and anti-symmetric constituents. Symmetric
pieces, if they exist, combine with η and D and do not
give rise to qualitatively new phenomena - at least at
small enough Vb. Therefore, the symmetric pieces will be
ignored and A and B are considered as antisymmetric.
The matrix A, being antisymmetric, cannot be under-
stood as a second derivative of some energy-functional
with respect to a coordinate. It therefore represents a
non-conservative force. It’s effect on the dynamics is
best illustrated by recalling that antisymmetry allows for
rewriting the matrix-vector products appearing in (6) as
vector products
Ff(Vb) = F
eq
f +B× R˙+A×R+ . . . (7)
where B = (−Byz,Bxz,−Bxy), and analogously for A.
Hence, the third term of (7) represents a force that tends
to rotate the direction of displacement, R. Since a ro-
tation requires the definition of an axis to rotate about,
the term arises because in non-equilibrium the currents
flowing break isotropy. The effect of this term has been
observed by Dundas et al. (2009) as ‘water-wheel’ forces.
The second term in (7) rotates the direction of the ve-
locity R˙; it represents an effective ‘Lorentz force’, where
quotation marks remind us that the entries of B are
matrix-valued. Effective Lorentz-forces are symmetry al-
lowed because away from equilibrium with currents flow-
ing, time-reversal invariance and isotropy are broken.
Since Lorentz-forces are energy conserving, they actually
allow for periodic orbits. In quantum-models such orbits
are closely associated with geometric phases (also known
as Berry-phases). For the present context, Berry-phases
have been discussed further by Lu¨ et al. (2010).
The motion of the ion cores that results from the
current-induced forces feeds back into the electronic cur-
rent. The effect has been considered by Kershaw and
Kosov (2017) by including corrections to the adiabatic
response that are small in the ion velocities R˙2. In ex-
treme cases, the current-induced forces can lead to bond
rupture. Progress towards a better understanding of this
important phenomenon has been made in recent work by
Erpenbeck et al. (2018).
E. Transport Viewed as Relaxation and Incoherent
Processes
So far charge transport has been considered from the
point of view of scattering theory. Here, we will slightly
change our viewpoint and consider charge transmission
as a relaxation problem. This alternative perspective al-
lows for a relatively simple extension of the single particle
model including also inelastic effects. While the exten-
sion here presented is qualitative, a more formal relation
has also been worked out recently by Sowa et al. (2018).
1. Alternative Derivation of the Trace Formula
We illustrate the strength of the relaxation perspective
by using it to derive the key equation (1) in just very few
lines. The transmission process is viewed as a decay of an
electronic state of the left reservoir (source) into another
one in right reservoir (drain). This perspective is very
close in spirit to electron transfer theory, a connection
that has been made before (Nitzan, 2001; Solomon et al.,
2008b)10
We introduce nomenclature: the wavefunctions of the
left electrode with energy n(k) we label by |n, k〉 for
incoming and |n,−k〉 for outgoing states with n denoting
the channel index and k > 0 the wavenumber. Similarly,
for the right lead n′(k
′) and |n′,−k′〉 for the incoming
and |n′, k′〉 for the outgoing states. The current flowing
from the right to the left can then be written as,
I =
e
~
∑
n,n′
∫∫
dk dk′ Γn′n(k′, k)[fL(n(k))− fR(n′(k′))]
(8)
very much in the spirit of a rate equation: the current
through the molecule is due to the decay of the states
in the left lead that have energies E within the voltage
window. The associated decay rate, Γn′n(k
′k), has an
exact representation in terms of the T-matrix (see below),
Γn′n(k
′, k) = 2piδ(n(k)−n′(k′))|〈n′k′|T(E)|nk〉|2, (9)
which is readily understood as a generalization of Fermi’s
Golden Rule. Employing this relation and matching (8)
10 One may also note that the structure of the equations below
resembles those for Bardeen’s theory of electron tunneling, as of-
ten applied for STM (Bardeen, 1961). However, there are several
important differences. E.g., in the Bardeen approximation the
electronic structure of the states on the molecule is not taken into
account, and states in the leads are assumed to remain unaffected
by the formation of a junction.
16
to (1), we obtain for the transmission function,
T (E) = (2pi)2
∑
nn′
∫∫
dk dk′δ(E − n(k))δ(E − n′(k′))
×|〈n′k′|T(E)|nk〉|2 (10)
= 2piTrRδ(E −HR)T(E)δ(E −HL)T†(E); (11)
HL,R denote the Hamiltonians of the left/right leads and
the trace is over the degrees of freedom of the right lead
only. We arrive at Eqs. (1) and (2) by recalling that,
T(E) = vGeM(E)u†, (12)
and defining ΓL = 2piuδ(E−HL)u† and ΓR = 2pivδ(E−
HR)v†. The matrices u (v) denote the couplings of the
extended molecule to the left/right reservoir. They con-
nect states of the Hilbert space of the leads R and L to
the Hilbert space of the extended molecule.
2. Eigenchannel decomposition
We briefly comment on a misconception frequently met
in connection with the trace formula
T (E) = Tr
[
ΓLGeMΓRG
†
eM
]
.
The original version of the Landauer formula employs a
representation of the transmission function
T (E) = Trsrc tt† (13)
where t denotes the matrix of transmission coefficients
that describe the transfer of charge from a channel in-
coming from the source into a channel leaving into the
drain (Imry, 2002). They constitute the off-diagonal ele-
ments of the scattering matrix and can be written as
tn,n′ =
−2pii√
vnvn′
〈n′k′|T(E)|nk〉 (14)
where vn=dn(k)/dk and it is understood that
E=n(k)=n′(k
′). Correspondingly, the trace in Eq. (13)
is to be taken over the transverse degrees of freedom
(‘channels’) of the source as indicated by our nomencla-
ture Trsrc. The eigenvalues of tt
† are the transmission
coefficients, which are proper observables.
A tradition has been widely established that effectively
identifies the object
t˜ = Γ
1/2
L GeMΓ
1/2
R (15)
with t, see e.g, the well cited paper by Brandbyge et al.
(2002), or Scheer and Cuevas (2017), chapter 8.1. Unfor-
tunately, this identification is misleading, because t and t˜
are conceptually very different: t carries indices that cor-
respond to channel numbers, so it is acting on the (trans-
verse part) of the Hilbert space of the leads. In contrast,
t˜ is acting on the Hilbert space of the extended molecules.
The former is physically uniquely defined, while the lat-
ter is subject to the partitioning scheme and therefore
is of arbitrary size. This implies, in particular, that the
number of eigenvalues of t˜t˜† depends on the partition-
ing scheme, so that these eigenvalues are not, in general,
observables.
Despite of the basic conceptual problem, eigenvalues
of t˜t˜† have been used successfully in the past in order to
interpret experiments and one may wonder how this is
possible. Presumably, the answer is that the dominating
eigenvalues of t˜t˜† approach the ones of tt† reasonably
quickly once the Hilbert space of the extended molecule
allows for enough transverse degrees of freedom. A care-
ful analysis of the conditions of convergence has not been
performed up to date. In this context we note that a de-
composition of the transmission alternative to t˜t˜† into a
product of q and p matrices was investigated by Krstic´
et al. (2002).
3. Limit of Sequential Transport and relation to the Marcus
Theory of Charge Transfer
We now briefly turn to the strongly incoherent limit:
the electron after flowing from an electrode onto the
molecule dwells there for a very long time. ‘Very long’
means that the electron loses all phase coherences due to
its interactions with many molecular and environmental
degrees of freedom. In this situation, transport can be
considered sequential and the transmission probability
takes a product form. Actually, the source-drain picture
of transport that we have embarked upon so far then
is very closely related to the donor-acceptor concept fa-
miliar from electron transfer theory (Nitzan, 2006). The
observation is useful, because the latter theory suggests
a phenomenological formulation of transport theory in
the spirit of Marcus Theory. The generalization captures
incoherent and even inelastic aspects in the case of very
weak coupling, where the dwell time of the charge carri-
ers on the molecule is long enough for (a segment of) the
molecule and/or its environment to restructure and thus
destroy phase coherences. In this incoherent (sequential)
limit charge is transferred in a sequence of two hopping
processes.
Along these lines concepts from electron transfer the-
ory have been adopted for transport on molecular junc-
tions (Nitzan, 2001). Recently, applications to heat
transfer across molecular interfaces and also to charge-
transfer networks have been worked out (Craven and
Nitzan, 2017a,b). To the extent that conduction in the
latter system class is diffusive, the connection to the
macroscopic transport theories of material sciences, such
as phonon-assisted hopping, has thus been made.
IV. MODEL BASED ANALYTICAL RESULTS
Models are an indispensable tool of understanding. In
molecular transport, they serve to illucidate the physical
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principles involved, for deriving explicit formulæ, for esti-
mating the relevant parameters, and for analyzing trends
in the data. In addition, they are also needed to set
up, analyze, interpret and motivate further elaborate nu-
merical computations. Therefore, in this section we give
a brief overview of the models most relevant for under-
standing molecular junctions.
A. Qualitative discussion of few-level models
In the vast majority of cases only very few orbitals, typ-
ically only one or two, appear to be involved in molecular
transport. These orbitals are usually weakly coupled in
the sense that the contact mediated lifetime broadenings,
ΓL,ΓR, are much smaller than the relevant molecular en-
ergy scales, which would be, e.g., the HOMO-LUMO gap.
In this situation, impurity models can provide a reliable
description. Correspondingly, they are often employed
for fitting and interpreting experimental data. We reca-
pitulate the most basic facts.
1. Two-level model without interactions
A situation with only two transport active orbitals is
captured by a two-level model (TLM),
Hˆ =
∑
σ=↑,↓
∑
i=0,1
εinˆiσ, (16)
as long as interactions can be ignored. The corre-
sponding transmission function is straightforward to de-
rive. The (retarded) resolvent operator takes the form
Gˆ = (E − Hˆ − Σˆ(E))−1, where as usual the self energy
facilitates the coupling to the reservoirs. Owing to the
two-level structure (and ignoring the spin), the resolvent
can be represented by a 2 × 2-matrix, G(E), whose ex-
plicit structure depends on the choice of the basis. The
corresponding matrix elements define the Green’s func-
tion. Irrespective of the basis choice, a ‘rotation’ Q can
be found so that G(E) takes a form,
G(E) = Q
(
E − z0 0
0 E − z1
)−1
Q−1, (17)
with zi=εi+Σi, i=0, 1; here, Σi(E) is denoting the lead-
induced shift of the pole positions into the complex plane.
The columns of Q, ψri , are given by the solutions of the
eigenvalue problem
[Hˆ + Σˆ(E)] ψri(E) = zi(E) ψ
r
i(E), i = 0, 1
while the rows of Q−1, ψli
∗
, solve
ψli
∗
(E)[Hˆ + Σˆ(E)] = zi(E) ψ
l
i
∗
(E)
For a detailed mathematical discussion see Farid (1999).
Motivated by the trace formula (2), we introduce the
abbreviations Γ˜L=Q†ΓLQ and Γ˜R=Q−1ΓRQ†−1. Then,
employing (2), the transmission can be written as a sum
of three terms,
TTLM(E) = T0 + T1 + T01, (18)
with two direct terms i=0, 1 and an interference term,
Ti = 2Γ˜LiiΓ˜Rii|E−zi|2 , T01 = <
4Γ˜L01Γ˜R10
(E−z1)(E−z0)∗ .
In these exact expressions the pole positions as well as
the residues are functions of energy E. If we assume
that the energy variation of the self-energy Σ(E) due to
coupling with the leads is sufficiently weak, a simple two-
pole structure is recovered,
TTLM(E) = 2
∣∣∣∣√ΓL0ΓR0E − z0 + eiΨc
√
ΓL1ΓR1
E − z1
∣∣∣∣2 . (19)
Here, ΓLi,ΓRi denote (twice) the imaginary parts of Σi
taken at the pole positions and resolved per left/right
lead contribution. The overall prefactor of two accounts
for the spin and the phase factor, eiΨc(E), parameterizes
interference effects (Ge´ranton et al., 2013).
Experimental IV -traces of molecular junctions can of-
ten be modeled, phenomenologically, in terms of for-
mulæ like (19). We stress that this observation does
not necessarily imply that the corresponding fitting pa-
rameters have meaningful interpretations in terms of a
picture of non-interacting particles. As will be pointed
out in the following section, a two-pole structure in
the Green’s function can also arise as a consequence of
strong Coulomb interactions. In this case, fitting a two-
resonance transmission similar to (19) can be successful,
while the interpretation of the resulting fitting parame-
ters will be fundamentally different.
Eq. (19) also provides the basic concepts for discussion
of quantum interference, a topic that will be elaborated
in Section IV.B, below. To make contact to the conven-
tional representation of a Fano line-shape,11 we introduce
two real-valued, dimensionless parameters,
A = 4=
[
Γ˜R01Γ˜L10
(E − z0)Γ1
]
+ 4
Γ˜R11Γ˜L11
Γ21
, (20)
B = 4<
[
Γ˜R01Γ˜L10
Γ1(E − z0)
]
, (21)
11 We use the term Fano-resonance in a loose sense. Traditionally,
it refers to the scattering of a free particle (continuous spec-
trum) off a potential with a bound state (discrete spectrum) and
includes a two-path QI contribution (Fano, 1961). We include
cases where the dominating interfering paths all run through
(bound) molecular orbitals (e.g. through HOMO and LUMO).
Our motivation is that the characteristic line-shape, Eq. (22),
does not distinguish both situations, emphasizing that they are
conceptually the same.
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and a dimensionless energy  = (E −E1)/(Γ1/2) defined
by the real and imaginary parts of the pole z1 = E1 +
iΓ1/2; we thus obtain,
TTLM(E) = 2
[
Γ˜L00Γ˜R00
|E − z0|2 +
A+B
1 + 2
]
. (22)
The second term in Eq. (22) displays the typical Fano
shape under the assumption that Γ1/2 sets the smallest
energy scale, so that E1, A, and B are approximately
constant on this scale. Then Γ1 defines the width of
the asymmetric line-shape, the sign of A determines its
resonant versus anti-resonant character, and B controls
the degree of asymmetry. Under the assumptions here
made, the first term in Eq. (22) is weakly varying on the
resonance scale Γ1; correspondingly, it plays the role of
a background transmission.
We mention that in the (artificial) case in which the
three matrices G(E) and ΓL,R commute, we have B = 0
and TTLM(E) decomposes into independent resonances
with two orthogonal transmission channels (i.e. without
quantum interference).
2. Basics of SIAM, Coulomb blockade, Kondo effect
The single-impurity Anderson model (SIAM) considers
a single transport-active orbital with interaction U ,
Hˆ = HˆM + HˆT + HˆX , (23)
HˆX =
∑
k
∑
σ
εk cˆ
†
kσ cˆkσ,
HˆT =
∑
k
∑
σ
Vk cˆ
†
kσdˆσ + h.c.,
HˆM =
∑
σ
ε0nˆ0σ + Unˆ0↑nˆ0↓.
It has proven useful in diverse physical contexts, such
as transition-metal impurities in metals, or semiconduc-
tor quantum dots (Kouwenhoven and Glazman, 2001).
Similar to STAIT, also the SIAM employs partitioning
featuring the canonical creation and annihilation oper-
ators of the electrons in the leads, cˆkσ, cˆ
†
kσ, and of the
molecular ‘quantum dot,’ dˆσ, dˆ
†
σ. The molecule is repre-
sented by the dot Hamiltonian HˆM: the on-site energy,
ε0, is defined with respect to the chemical potential in the
leads; nˆ0σ=dˆ
†
σdˆσ denotes the number operator for elec-
trons occupying the single level with either spin up or
down, σ = ↑, ↓; U represents the charging energy of the
level. The Hamiltonian HˆX implements the left and right
reservoirs, for X = L, R. For the sake of compactness of
notation we denote all degrees of freedom of the electrons
in the reservoir by k and σ (k encodes band index, lead
index, wavenumbers, etc.). Finally, HˆT is the tunneling
Hamiltonian, with the matrix elements Vk corresponding
to the matrices u and v in Eq. (12).
Coulomb blockade. In the limit U = 0 the SIAM re-
duces to a single non-interacting resonant level with the
width Γ = ΓL + ΓR = 2pi
∑
k |Vk|2δ(εk). The limit other
limit U 6= 0 and small Γ, the level is decoupled from
the leads and the molecular Hilbert space comprises four
states, which describe the empty, the singly occupied
(spin up/down) or the doubly occupied level. The salient
point of SIAM is that it can describe a configuration with
partially filled orbitals (‘open shells’) and integer filling,
N0 =
∑
σ〈nˆ0σ〉 ≈ 1, that does not break spin-rotational
invariance, i.e., does not display magnetism. This de-
fines the regime of Coulomb-blockade, which prevails at
non-vanishing Γ and at large enough charging energy U
(Anderson, 1961), such that,12
ε0 < 0 < ε0 + U, Γ/|ε0|  1, Γ/|ε0 + U |  1. (24)
The (retarded) Green’s function of the isolated level is a
2×2 matrix in spin space; it is spin-diagonal with entries,
G0,↑(E) =
1− 〈nˆ0↓〉
E−ε0+i0 +
〈nˆ0↓〉
E−ε0−U+i0 , (25)
and similar for the spin-down component, in the limit
Γ = 0+ (Bruus and Flensberg, 2004; Haug and Jauho,
2008). Introducing the lead coupling, the two peaks of
the G0,↑(E) shift and acquire some broadening. In ad-
dition, a third peak emerges at the Fermi-energy, the
Abrikosov-Suhl (also: Kondo) resonance, which signals
the onset of the Kondo-effect.
Kondo effect. In the regime given by the conditions
(24), the electronic spin of the molecule represents a de-
generate two-level system. The associated quantum fluc-
tuations become increasingly important as the tempera-
ture is lowered, leading to the Kondo effect. A manifes-
tation of the latter is the screening of the local magnetic
moment of the molecule that goes together with the emer-
gence of the Kondo-resonance. The characteristic energy
scale is (Hewson, 1993),
kBTK = E0 exp
[
−pi
Γ
(
1
ε0 + U
− 1
ε0
)−1]
, (26)
where the factor E0 ' max(D,U) and D denotes the
half-width of the lead’s conduction band.13
Since the Kondo temperature TK is exponentially small
in the ratio U/Γ, the Kondo effect is not commonly ob-
served in molecular junctions, where the coupling Γ is
12 We reiterate: With non-interacting particles orbital fillings are
either zero or two, except when the orbital energy, ε0, is resonant
with the chemical potential: |ε0 − F| . Γ. At large U the
filling can be odd-integer in a much larger regime F − ε0 . U .
Also mean-field theories, such as Hartree-Fock, can realize odd-
integer fillings, but at the price of invoking magnetism, i.e., by
spontaneously breaking spin-rotational invariance. This mean-
field artifact is known as the ‘symmetry dilemma.’
13 Since TK is the temperature of a cross-over, some ambiguity ex-
ists in the definition of E0. In any case, the exponential implies
a strong suppression of TK in the limits (24).
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typically small compared to the charging energy U . Fo-
cusing on temperatures above TK, where we can ignore
the Kondo-peak, we arrive at the following simplified rep-
resentation,
G↑ =
1− 〈nˆ0↓〉
E−ε0−Σ +
〈nˆ0↓〉
E−ε0−U−Σ (27)
(Haug and Jauho, 2008), with Σ(E) = ΣL(E) + ΣR(E).
It features only two resonances, the upper and lower
Hubbard peak, for a half-filled level, 〈nˆ0,↑〉=〈nˆ0,↓〉=1/2.
In more realistic theoretical treatments (still keeping
TTK), the width of the peaks can differ (Ko¨nemann
et al., 2006; Pruschke and Grewe, 1989).
Discussion of transmission and interference features.
After feeding (27) into the trace formula (2), we obtain,
TSIAM(E) = 2ΓLΓR
∣∣∣∣1− 〈nˆ0↓〉E−ε0−Σ + 〈nˆ0↓〉E−ε0−U−Σ
∣∣∣∣2 . (28)
Due to the charging effects, two Hubbard-peaks emerge
that are well separated from each other under the condi-
tions (24). While the transmission functions, Eqs. (19)
and (28), describe two very different physical situations
– with and without strong correlations – they share the
same analytical structure. Therefore, interpreting mea-
surements by fitting a single-particle theory (such as
STAIT, Eq. (19)) can be misleading. The difficulty ex-
ists, in particular, in situations where the ab-initio theory
for the ground-state predicts half-filled levels.
In metallic or semiconducting quantum dots one usu-
ally encounters a spacing of single-particle levels that is
much smaller than the interaction strength, |ε1−ε0|  U .
Such a clear separation of energy scales is less common
in molecular junctions, where the HOMO-LUMO gap is
typically of the order of U . This often makes it chal-
lenging to clearly identify correlation effects in molecular
junctions from the measured IV -characteristics alone, as
illustrated in Fig. 8.
Remark on Fano line-shapes in the Kondo regime.
In the Kondo regime the elementary excitations are of
Fermi-liquid type (Nozie`res, 1974). Correspondingly, the
Kondo-resonance is simply understood as an extra pole
in the Green’s function,
Gσ(E) ≈ ZK
E + iEK
+ g˜ (29)
which naturally appears at zero energy; its width is given
by EK ≈ kBTK. The smooth background g˜ is small com-
pared to the resonant term.
By virtue of the Fermi-liquid nature of the Kondo
ground state, Eq. (29) can be used in combination with
Eq. (2); the resulting transmission has the structure of a
single resonant level (neglecting the small g˜). The residue
ZK ≤ EK/Γ guarantees that the maximum conductance
is limited to 1 G0.
When another transport orbital is present, or when
there is direct lead-to-lead tunneling, this can be repre-
sented by a ‘background’ scattering amplitude t˜, and the
FIG. 8 Schematic illustration of the similarity between two
models at two extreme limits. (a) When the single-particle
level separation ∆ = ε1 − ε0 and the level broadening Γ are
much larger than the on-site Coulomb repulsion U we may
neglect the latter. The transmission has two spin degener-
ate resonances and the IV -characteristics (b) are expected
to show a generic S-shape determined predominantly by the
nearest level, in this example the HOMO. (c) In the other
limit, when U  Γ, we obtain again two resonances, but here
they are single-spin resonances separated by U . However,
when measuring an IV curve the shape (d) will be indistin-
guishable from the non-interacting two-level model, although
the amplitudes may differ. Here, we assume that TK  T .
T-matrix (12) can be written in the form,
T(E) = vGσ(E)u
† + t˜(E). (30)
Typically, the energy dependence of t˜(E) is smooth on
the scale of EK and the transmission probability at-
tains the same structure as for quantum interference,
Eq. (22), with a Fano line-shape (Plihal and Gadzuk,
2001; U´jsa´ghy et al., 2000).
Kondo blockade. Mitchell et al. (2017) made an in-
teresting prediction that the Kondo effect can lead to
a suppression of the conductance, termed Kondo block-
ade. The crucial condition for its realization is that the
molecular spin is coupled to two independent conduction
channels. The conductance is suppressed because of an
intricate combination of many-body effects that may be
viewed as a specific hallmark of Kondo-physics in molec-
ular systems.
Let us consider a molecule with a spin-half ground
state coupled to a pair of reservoirs. Due to spin-
rotational invariance, the low-energy description has the
form of a Kondo Hamiltonian (Nozie`res and Blandin,
1980),
Hˆ2CK =
∑
k
∑
αασσ
(
1
2
JααSˆ · τσσ +Wααδσσ
)
cˆ†ασ(k)cˆασ(k),
(31)
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where α, α each sum over the states in right and left leads,
α, α ∈ {L, R}; Sˆ is the spin operator of the molecule and
τ are Pauli matrices, with σ and σ summing over both
spin directions.
The second term in (31) represents a description of
the molecule in terms of a scattering potential W . The
first term has the form of exchange; it is the one that
gives rise to spin-flip scattering, which ultimately leads
to the Kondo effect. In the presence of two electrodes,
the coupling J and also W take the form of 2×2-matrices.
The conventional treatment proceeds with a rotation of
the basis, so J is brought into a diagonal form. Thus
two superpositions of electrode states arise, ψˆe,o, that
are referred to as even and odd channels.
It turns out that due its single level nature, the cou-
pling J has a zero eigenvalue in the case of the SIAM,
Jo = 0 (Glazman and Raikh, 1988). In more generic sit-
uations, both eigenvalues are non-vanishing. If J and W
can be simultaneously diagonalized (J and W commute),
then we arrive at the conventional two-channel Kondo
model (Nozie`res and Blandin, 1980). With molecules,
this is not typically the case, however. Several new en-
ergy scales enter with the implication that the conduc-
tance is no longer universal (i.e., a function of T/TK
only). One of the new phenomena arising is a possi-
ble interference between the first and the second channel
that is mediated via the potential-scattering term. As
Mitchell et al. (2017) have shown, this interference phe-
nomenon can lead to a suppression of conductance, which
is the essence of the Kondo blockade.
3. Two-impurity Anderson model
In this section we discuss correlation effects involving
a second transport-active molecular orbital, as it arises,
e.g., in open d-shells of transition metal complexes or or-
ganic polyradicals. Qualitatively new phenomena occur,
e.g., the underscreened Kondo effect. It was predicted
for impurity systems in a seminal paper by Nozie`res and
Blandin (1980) and has finally been observed for the first
time in a molecular junction (Roch et al., 2009).
A very general way to include two transport-active
orbitals is the two impurity Anderson model (TIAM)
(Alexander and Anderson, 1964). It reveals a rich phe-
nomenology. We review the corresponding experiments
that have been performed in the context of molecular
junctions in Section V. In this section we provide the
reader with the theoretical background that will be help-
ful for the interpretation of these experiments.
In full analogy with the SIAM, the TIAM-Hamiltonian
reads,
Hˆ = HˆM + HˆT + HˆX , (32)
HˆX =
∑
k
∑
σ=↑,↓
εk cˆ
†
kσ cˆkσ, (33)
HˆT =
∑
k
∑
σ
2∑
i=1
Vkicˆ
†
kσdˆiσ + h.c., (34)
HˆM =
∑
iσ
εidˆ
†
iσdˆiσ − t
∑
σ
(
dˆ†1σdˆ2σ + h.c.
)
+ Hˆ2,(35)
Hˆ2 =
1
2
∑
{ijσj}
Ui1σ1i2σ2i3σ3i4σ4 dˆ
†
i1σ1
dˆ†i2σ2 dˆi3σ3 dˆi4σ4 .(36)
The molecular (‘double dot’) Hamiltonian HˆM now con-
tains bilinear terms: the on-site energies in εi and a hy-
bridization term in t. The two-particle interaction term
Hˆ2 is written here in the most general form. It can rep-
resent the Coulomb repulsion or an effectively induced
interaction (e.g. kinetic exchange).
The kind of physical phenomena appearing in this
model depend on the (average) charge state of the
molecule. We focus on two situations with nearly one or
two electrons. They correspond to filling fraction ν=1/4
and ν=1/2, where ν := 14 〈
∑
iσ dˆ
†
iσdˆiσ〉. A comprehensive
overview of the TIAM at arbitrary filling can be found
in Logan et al. (2009).
Quarter filling. At quarter filling, the correlated sub-
space hosts a single electron that can take four different
states. A second electron is not allowed to enter due to
repulsive interactions (‘Coulomb blockade’). A particu-
larly interesting situation arises in the degenerate case,
where all four states are energetically identical. Thus
motivated we consider,
t = 0, ε1 = ε2 and Σii′(ω) = δii′Σ(ω). (37)
The last expression implies that the particle leaving the
molecule for excursions in the leads later returns into
the same orbital. The condition ensures that the lead
coupling does not lift the four-fold degeneracy.14 When
charge fluctuations are suppressed due to Coulomb block-
ade, the low-energy physics is described by the Kondo
Hamiltonian, however now with an SU(4) hyperspin ac-
counting for four-fold degeneracy. The associated SU(4)
Kondo temperature T
(4)
K ∝ e−1/2Jρ carries an extra fac-
tor of 1/2 and therefore is exponentially enhanced com-
pared to an SU(2) Kondo scale T
(2)
K ∝ e−1/Jρ (Bickers,
1987). Here, J = 2V 2/|ε|+ 2V 2/|ε+U |, and V 2 denotes
|Vki|2 averaged over the Fermi surface.
14 The charge exchange between molecule and reservoirs can be
represented by the single-particle (hybridization) self-energy,
Σii′ (ω) =
∑
k
V ∗ki
1
ω − εk + i0+
Vki′ .
21
More realistic descriptions will, in general, contain
terms violating the symmetries (37). There are two kinds
of such terms. The first kind is exemplified by orbital
splitting (ε2− ε1) and magnetic field. The SU(4) physics
is stable as long as these splittings remain much smaller
than kBT
(4)
K (Borda et al., 2003; Le Hur and Simon,
2003).15 The second kind of operators are mixing terms
(−t + Σ12(ω)); these terms are relevant: when cooling
below a temperature T
(2)
K exponentially lower than T
(4)
K ,
there is a crossover from the SU(4) to the SU(2) fixed
point (Lim et al., 2006). We mention that often the T
(2)
K
temperature is experimentally inaccessible and the ac-
tual observations are still determined by the SU(4) fixed
point.
When the perturbations of both kinds become large
enough to overcome the kBT
(4)
K scale, the Kondo reso-
nance splits. The resulting peaks represent transitions
within the low-energy quartet and are a residual signa-
ture of the SU(4) symmetry (Choi et al., 2005).
Half filling. The TIAM at ν = 12 has been thoroughly
investigated, because it offers insights into a competition
between Kondo screening and magnetic ordering. We
give a brief overview of certain regimes of particular rele-
vance for molecules. For a detailed account of the general
situation, we direct the reader to the original research ar-
ticles and reviews (Bulla et al., 2008; Florens et al., 2011;
Varma et al., 2002; Vojta, 2006).
It is convenient to rewrite Eq. (36) in the following
form: Hˆ2 =
∑
i Uinˆi↑nˆi↓ + IdSˆ1 · Sˆ2 + Hˆ ′2. Ui is the
energy of the on-site repulsion, Id is the exchange energy
and the remaining interaction terms are lumped into Hˆ ′2.
We consider a regime in which charge fluctuations are
suppressed on each orbital. This regime is delineated by
the conditions (24), with 0, U,Γ substituted by εi, Ui,Γi,
where Γi = 2pi
∑
k |Vki|2δ(εk) and i = 1, 2. Additionally,
to suppress inter-orbital charge fluctuations, we require
|t|, |Σ12(EF)|  U and neglect Hˆ ′2 for simplicity.
In this limit, it can be shown that the physics at low
energies is governed by the two-impurity Kondo model
(TIKM) (Jayaprakash et al., 1982; Zˇitko and Boncˇa,
2006). The TIKM has found applications in diverse
fields, describing interactions between ad-atoms or dou-
ble quantum dots, to mention only a few. The only re-
maining degrees of freedom of the molecule are the spins,
Sˆi. An effective Hamiltonian for the molecule has the
form ISˆ1 · Sˆ2. Here, I may contain contributions from
direct exchange Id, Heisenberg exchange 4t
2/U , or terms
generated by the environment, such as RKKY exchange
(Jayaprakash et al., 1981; Proetto and Lo´pez, 1981) or
super-exchange (Lee et al., 2010).
Upon connecting the leads, spin fluctuations are in-
duced, as in the single-impurity Kondo effect. The result-
15 These terms couple as marginal operators in the renormalization-
group sense.
ing Kondo screening of the individual impurity, scale TK,
competes with the mutual interaction of the two spins,
represented by the energy scale I, that is trying to pair
them up.
Phenomenology of the TIKM. Based on the previous
discussion, three regimes can be distinguished (Varma
et al., 2002):
(i) At strong antiferromagnetic coupling, I  kBTK,
both spins are locked into a singlet state. The two impu-
rities then act merely as a potential scatterer.
(ii) In the opposite limit of a strong ferro-magnetic
coupling, I  −kBTK, the two spins behave as a com-
pound spin-one object. If only a single screening channel
applies (we specify this condition for molecular junctions
in the paragraph below), the Kondo physics is of the un-
derscreened type. Full Kondo screening is achieved close
to T = 0 if a second channel is present.
(iii) For intermediate coupling |I| ≈ kBTK we have a
transition regime. The nature of the transition depends
on the number of applicable screening channels (Logan
et al., 2009; Vojta, 2006).
The number of screening channels (i.e. number of
available Fermi-surfaces) is an important parameter that
discriminates between different classes of low-energy be-
haviors (Nozie`res and Blandin, 1980). In a generic molec-
ular junction the molecule usually couples to a three-
dimensional electrode rather than to single-channel wire.
Therefore, one might suspect that in molecular junc-
tions a description in terms of a two channel model is
more generic. While this is true in principle, this does
not imply that the underscreened Kondo effect is irrel-
evant in molecular junctions. Namely, the two channels
will not be fully equivalent. Even small differences in
atomistic energy scales will in general lead to significant
differences in the Kondo-temperatures associated with
each individual channel. The reason is the exponential
sensitivity of TK to atomistic energy scales. Therefore,
with lowering temperature a wide pre-asymptotic regime
exists exhibiting underscreened Kondo correlations even
though the molecule is not coupled to a single-channel
wire (Jayaprakash et al., 1981; Posazhennikova and Cole-
man, 2005).16
If only a single conduction channel needs to be taken
into account, a quantum phase transition (QPT) appears
in the intermediate regime (iii). The transition sepa-
rates an underscreened Kondo state (doublet ground-
state) from the singlet, regime (i) (Vojta et al., 2002).
A particular manifestation of the QPT in the transport
is the appearance of a dip in the density of states on the
singlet side due to two-stage Kondo screening (Hofstetter
and Schoeller, 2001). The width of the dip is a dynami-
cally generated energy scale T ∗ ∝ exp (−kBTK/|I − Ic|),
16 A hallmark of the underscreened Kondo state is the spin de-
generacy of the ground state. In electron transport setups, the
degeneracy manifests by the strong splitting of the Kondo peak
in a weak magnetic field (Roch et al., 2009).
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FIG. 9 The differential conductance of a TIAM near the
singlet-triplet transition displayed in the plane of gate/bias
voltage (units: U1=U2). Effectively, the gate voltage fine-
tunes the difference between singlet and triplet energies with
V ∗G=0.25 at criticality. At VG > V
∗
G a Kondo peak and triplet-
singlet side-peaks emerge, while VG < V
∗
G there is a singlet
gap. Color (gray scale) coding is such that the brightest level
implies unitary conductance. Reproduced with permission
from Florens et al., ‘Universal transport signatures in two-
electron molecular quantum dots: gate-tunable Hund’s rule,
underscreened Kondo effect and quantum phase transitions’,
J. Phys.: Condens. Matt. 23, 243202 (2011). c© IOP Pub-
lishing. All rights reserved.
where Ic is the value of I at which the QPT occurs.
Inelastic transport signatures at half filling. The non-
equilibrium dynamics of the TIAM at half-filling in the
Kondo regime was intensively investigated (Florens et al.,
2011; Roura-Bas and Aligia, 2010). The differential con-
ductance on the triplet side (regime (ii)) shows a Kondo
peak with side peaks located at energies ±I (triplet-
singlet transitions). In the regime (i) there are inelas-
tic steps corresponding to singlet-triplet excitations (Ko-
ryta´r et al., 2012; Paaske et al., 2006). As I approaches
Ic, the latter merge into the dip (kBT
∗) due to the two-
stage screening. An example of a theoretical differential
conductance in these regimes is shown in Fig. 9.
B. Quantum interference effects (QI)
QI-features tend to be strong and robust in molecu-
lar junctions. This is hardly surprising, because with a
view on (19) we see that usually only a few complex val-
ued numbers need to be added for evaluating observables.
As a consequence, interfering probability amplitudes do
not tend to cancel and interference effects are ubiquitous
and significant. Therefore, they have received consider-
able attention, and proposals for applications have been
made from early on (Baer and Neuhauser, 2002; Bergfield
et al., 2015; Maggio et al., 2014; Strange et al., 2015; van
Dijk et al., 2006). Correspondingly, the literature on QI
is sizable and we here focus our survey on theoretical con-
cepts and mechanisms. For the discussion of important
experimental tests see Section V.D, for a basic pedagog-
ical introduction see Hansen et al. (2009) and Lambert
(2015); for an overview taking a chemical perspective see
Su et al. (2016) and for a recent comprehensive review
Tsuji et al. (2018).
1. Symmetry considerations in orbital representation
Under certain conditions the amplitudes appearing in
the two-level model (19) cancel at some energy, E, so the
transmission vanishes and is strongly suppressed nearby;
a Fano (anti-)resonance appears. It is this manifestation
of destructive interference that is mostly discussed in the
context of molecular transport. An intuition for the effect
can be obtained by evaluating (2) for a simple model
system. We consider a tight-binding representation of a
molecule with the source contacting a single site and the
drain contacting (another) single site, only, see, e.g., Fig.
10. Then the matrices ΓL,ΓR reduce to numbers and,
T (E) = ΓLΓR|〈d|G(E)|s〉|2 ≡ ΓLΓR|Gds(E)|2, (38)
where s, d denote the contact sites for the source (left)
and drain (right). The Green’s function Gds(E) describes
the probability amplitude for a particle with energy E
(measured with respect to F) to travel from source to
drain, while the prefactor ΓLΓR defines the contact re-
sistance. When comparing to experiments, the latter can
be conveniently dealt with by investigating suitable con-
ductance ratios in which the contact conductance cancels
(Geng et al., 2015; Manrique et al., 2015).
We evaluate (38) by using explicit representations of
the matrix element Gds(E). In the limit of weak cou-
pling, we can neglect excursions into the leads, so that
Gds has a simple representation in terms of the states of
the (isolated) molecule,
G
(0)
ds (E) =
∑
n
ψ∗d,nψs,n
E − n + i0 . (39)
Here, ψs,n, ψd,n denote the amplitudes of orbitals with
energy n at the molecular sites that contact to source
and drain. In the spirit of the two-level model, we now
assume that only two orbitals are relevant, HOMO and
LUMO,
G
(0)
ds (E) ≈
ψ∗d,Hψs,H
E − H + i0 −
ψ∗d,Lψs,L
L − E − i0 . (40)
A
A A
A
B
B
B
A
A
A
B
B
FIG. 10 Schematic illustration of a molecule with two-point
contacts and the sublattice structure of the honeycomb lat-
tice.
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FIG. 11 Double-dot molecule used in the experiment (Ball-
mann et al., 2012). Due to the presence of the side groups,
the center benzene rings are tilted against each other leading
to a partial decoupling of the left and right pi-systems.
Let us, for simplicity, assume the wavefunctions to be
real valued in the preceding expression. One then real-
izes that tendency for cancellation exists if H < E < L,
provided that the products in the numerator have the
same sign. The interesting aspect of this trivial obser-
vation is that for very generic and relevant classes of or-
ganic molecules this relative sign can be easily predicted
(Lovey and Romero, 2012; Tada and Yoshizawa, 2002,
2015; Yoshizawa et al., 2008).
Mirror plane, inversion symmetry. Molecular junc-
tions (molecule plus the source/drain contacts) can ex-
hibit discrete spatial symmetries, e.g., mirror planes and
inversion centers. Even though, under typical experimen-
tal conditions, such symmetries are only approximate,
they still can have a very important impact on the trans-
mission. Specifically, we consider a parity symmetry that
allows to sort wavefunctions into even and odd behavior
under reversal of left and right. For broad molecular
classes, in particular for molecular wires, the generic sit-
uation is that two wavefunctions neighboring in energy
exhibit different parity.17 This typically implies that,
e.g., the HOMO is symmetric (even) while the LUMO is
anti-symmetric (odd). In this situation the numerators
in (40) exhibit opposite signs. QI is constructive if also
the denominators exhibit the same signs, which is the
case if H < F < L.
Molecular double dots. A special class of molecular
junctions comprises molecules that consist of two identi-
cal, weakly coupled subunits (‘double dots’). In such sys-
tems molecular orbitals tend to form parity-doublets with
respect to mirroring the two dots. For weakly coupled
double dots arranged in series, the parity doublets hardly
split in energy and therefore can exhibit very strong QI-
features. Due to the smallness of the splitting, the dou-
blet states tend to be either both occupied or both empty.
Under this condition interference typically is destructive.
This case is realized in molecule 3 investigated by Ball-
mann et al. (2012), Fig. 11, at least if screening is strong
enough to suppress charging effects. The molecule ex-
hibits a left and a right side with pi-systems that have
17 Since in longer wires the longitudinal direction accommodates
most of the phase-space, most states differ in the quantum-
numbers associated with this direction. ‘Generic’ here accounts
for the fact that for this reason most states neighboring in energy
(but not all) differ in their longitudinal (parity-based) quantum
numbers.
been partially decoupled by tilting the systems against
each other, reducing the bond to a σ-bond.
A situation with pronounced QI can also arise for two
quantum dots arranged in parallel. If the dots are not
too weakly coupled, then the (occupied) states near F
will exhibit even parity so that orbital contributions from
each dot add constructively. Hence, the transmission is
seen to be enhanced up to a factor of two as compared
to the parallel transport through two independent single
dots. The experimental demonstration of this effect by
Va´zquez et al. (2012) will be discussed in Section V.D.
Sublattice symmetry. We specialize to the impor-
tant class of molecules with only one relevant orbital per
atom, including graphene-type molecular matter, e.g.,
flakes, nano-ribbons and nano-tubes (pz-orbital). Such
systems can exhibit a bipartite symmetry, so that each
atom (“site”) can be associated with one out of two sub-
lattices, A and B, see Fig. 10 (corresponding to starred
and non-starred sites in chemistry nomenclature (Tsuji
et al., 2018, 2014)). The associated tight-binding Hamil-
tonian (also connectivity matrix in graph theory), can be
cast into the form,
Hch =
(
0 t
t† 0
)
; (41)
the matrices t, t† are NA×NB and NB×NA, respectively.
t describes a hopping process B→ A and t† accounts for
the time-reverse process. The on-site energies are taken
to be all the same and zero, assuming that all sites are
equivalent; they act as the reference letting F = 0 at
half filling. As a consequence of the sub-lattice symmetry
(also ‘chiral’ symmetry), eigenvalues of Hch come in pairs
± (‘Coulson-Rushbrooke pairs’). Moreover, if χ = (a, b)
denotes an eigenstate of Hch with energy ε and ampli-
tudes a, b on sub-lattices A,B, then χ = (a,−b) is the
corresponding eigenstate for −.
With respect to QI and Eq. (40), the sublattice sym-
metry has the following trivial implications: (i) H = −L
at half filling (i.e. with one electron per site). (ii) The
relative signs of the two numerators in (40) depend on
whether source and drain are located on the same sub-
lattice or not: if source and drain sites belong to the
same sub-lattice, the relative sign between HOMO and
LUMO states is the same and the interference is destruc-
tive. In contrast, when two different sub-lattices are con-
tacted the interference is constructive. For the trans-
mission function, this argument has first been made by
Solomon et al. (2008a). The sensitivity of the transmis-
sion to the relative choice of the contact lattice has been
discussed, in particular in Tsuji et al. (2014) and Zhao
et al. (2017). Powerful selection rules have been worked
out that we will re-derive and discuss in the following
sections.
In more complete descriptions of organic molecules,
such as ab-initio calculations, the sub-lattice symmetry
(41) tends to be approximate, e.g., due to the presence of
next-nearest neighbor terms, inhomogeneous on-site po-
tentials and also due to additional bands, e.g. σ-bands.
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The latter give rise to superimposing transport channels
that effectively mask the Fano-dip (Ke et al., 2008). The
leading effect of higher-order hopping terms is to disturb
the energy pairing, while the nodal structure of the pi-
electron orbitals is less affected. As a consequence, with
higher-order hopping terms the Fano-dip is no longer sit-
uated symmetrically between the HOMO and the LUMO
resonance.
Without going into further detail, we mention an in-
teresting development related to cases where a splitting
of the Fano-resonance has been reported (Solomon et al.,
2011). A detailed investigation of this effect using a lin-
ear tight-binding chain as a paradigm has been performed
by Tsuji et al. (2014). It has been found that two kinds
of Fano-resonances occur that differ, e.g., by the way in
which they react to perturbations; see also Sec. IV.B.3.
While the first kind is easily understandable within a
picture of molecular orbitals, the second kind requires a
more elaborate analysis based, e.g., on graphical meth-
ods, see the following section (Zhao et al., 2017).
2. Sum-over-paths approach
In Eq. (39) the Green’s function G
(0)
ds has been rep-
resented as a sum over its poles (‘Lehmann representa-
tion’). There is an alternative representation of G
(0)
ds in
terms of determinants,
G
(0)
ds (E) =
det(E −HM)d,s
det(E −HM) , (42)
where HM denotes the tight-binding Hamiltonian of the
isolated molecule. The truncated matrix (E−HM)r,c, i.e.
the ‘minor’, derives from the parent matrix (E − HM)
by eliminating the row ‘r’ and the column ‘c’. Writ-
ing (42) we anticipate that det(E−HM)6=0, so there
is no spectral weight of HM at the energy E. Eq.
(42) and variants thereof have been used as a starting
point to derive graphical rules for predicting the presence
of Fano-features (Fowler et al., 2009; Markussen et al.,
2010b, 2011; Mayou et al., 2013; Pickup and Fowler, 2008;
Stuyver et al., 2017b).
The MST-rules. A very general set of rules to exploit
(42) for deriving the transmission at zero energy, E=0,
has been obtained by Markussen et al. (2010b) (MST).
We re-derive their result.
A determinant of an arbitrary N×N matrix H with el-
ements hij , (i, j=1, . . . N) has an explicit representation,
detH =
∑
σ
sgn(σ)
N∏
i=1
hiσ(i), (43)
with σ abbreviating a permutation of the numbers
1, . . . , N and sgn(σ) = 1 for even permutations and
sgn(σ) = −1 for odd ones. We view H as the connec-
tivity matrix of a graph with sites i and j and with con-
nectivities hij indicating a directed link from j to i. In
this picture, individual terms appearing in (43) can be
interpreted as paths on the graph. For instance in the
case of N=3 sites, the term h12h23h31 appears. It has
the interpretation of a loop that starts from the first site,
then visits the third, the second next and eventually re-
turns to the starting point. To stay within the picture of
loops, we interpret a diagonal element, hii, as an undi-
rected loop from a site into itself.
Then, the entire determinant (43) has a transparent
graphical representation: it is a summation over all di-
rected paths on the graph that have the property that
there is one incoming and one outgoing link per site. It
is thus clear that each path consists of one (or more)
loops (Harary, 1962).
Following MST, we translate the graphical rules for de-
terminants into a statement about the minor det(HM)d,s.
To this end, we will be using the familiar fact that de-
terminants can be calculated by expanding into such mi-
nors: Suppose, the connectivity matrix HM features a
direct link between source and drain, hd,s. Then per-
forming an expansion in terms of minors, the determi-
nant detHM needs to contain a term hd,s det(HM)d,s.
Recalling that only closed paths contribute, this term
can be nonvanishing only if its associated graphical rep-
resentation contains at least one path with only closed
loops. Correspondingly, we conclude that the minor can
be non-vanishing only, det(HM)d,s 6= 0, if the following
two conditions are met by its representation in terms of
paths on the graph: (i) there is a path connecting source
and drain (which is closed eventually by hd,s). (ii) All
sites that do not belong to the path that connects source
and drain are bound in one or more closed loops.
The graphical rules of MST incorporate these two con-
ditions: consider the atom positions of the molecule as
sites of a graph; check if a path can be found on that
graph that satisfies (i) and (ii); if there is no such path,
then det(HM)d,s = 0 and there is no transmission at zero
energy (Markussen et al., 2010b).
The original derivation has been given for the case
where HM features zero on-site energies, only. In this
case, paths with isolated sites have zero weight and,
hence, are not considered closed. We emphasize that
the rules derived here are completely general and do not,
in particular, require the connectivity matrix HM to be
bipartite (Stadler, 2015; Strange et al., 2015; Xia et al.,
2014).
Zero-eigenvalues and radicals. We extend the discus-
sion of the sum-over-paths approach preparing relations
that become important in the following section. The rep-
resentation of determinants as sums over terms that rep-
resent closed loops can have interesting implications for
the evaluation of det(E−HM). Namely, it may in fact
not be possible to find a closed path: even with the ‘best’
dressing of the graph with directed links, there may al-
ways be certain sites left that cannot be made to partic-
ipate in any loop. In that case, we safely conclude that
det(HM) = 0, so there are zero eigenvalues.
The smallest number of such isolated sites (‘radicals’)
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that one can achieve we call ζr. This number constitutes
a lower bound for the multiplicity of the zero-energy root
and, hence, also for the number of zero-energy eigen-
states: ζ ≥ ζr.
Bipartite symmetry: double bonds. In the presence
of bipartiteness, e.g., for hydrocarbons with alternating
single-double bonds, a lower bound for ζr can be derived.
Suppose that the detHM is non-vanishing. Then there
must be at least one closed path - potentially featuring
disconnected loops - that touches every graph site once
and only once. Because of bipartiteness, each loop of this
path visits every sub-lattice in an alternating fashion -
and therefore always contains an even number of sites.
We conclude that detHM can be non-vanishing only, if
the following necessary condition is met: the number of
sites (atoms) is the same in each sub-lattice, NA=NB.
Based on the analysis of the preceding paragraph, a lower
bound ζr ≥ |NA−NB| is thus derived.
We can give a practical guide to a better estimate,
however. Consider one of the paths that features the
minimum number of radicals; it exhibits one or more
loops and a number of ζr isolated sites. Every one of
the loops can be decorated by double-bonds following
the rule that along the loop every site should participate
in one and only one double-bond. In this way, paths on
bipartite lattices are associated with a decoration of a
number of Ndb double bonds. We derive for the number
of radicals,18
ζr = NA +NB − 2Ndb. (44)
3. Selection rules for destructive QI
The MST-rules are somewhat tedious to handle for
larger molecules because of bookkeeping for a combina-
tion of two geometrical objects - closed loops and an open
path. This is a remnant of the fact that the minor (42) is
evaluated, directly. Working with minors can be avoided
by exploiting determinant relations. They allow to ex-
press the ratio (42) in terms determinants of proper con-
nectivity matrices. Thus, a sum-over-path analysis of the
transmission will involve only sums over closed paths.
We define ∆
(0)
r,c (E)= det(E−HM)r,c, so that
G
(0)
ds (E)=∆
(0)
d,s(E)/∆
(0)(E). Using a general iden-
tity for determinants (Fowler et al., 2009) we can
relate the determinant of the minor, ∆
(0)
d,s , to three new
determinants in the following manner,
∆
(0)
ds,ds=[∆
(0)
d,d∆
(0)
s,s−(∆(0)d,s)2]/∆(0).
This expression is attractive, because the new de-
terminants have an appealing graphical interpreta-
18 We mention that the number of radicals, ζr, is closely related to
the number of Kekule´ structures, K, that are associated with a
graph. In particular, if K > 0, then ζr=0.
tion: ∆
(0)
d,d,∆
(0)
s,s represent determinants of the matrix
(E−HM) with one site, d or s, removed; similarly, ∆ds,ds
is a determinant with source- and drain-sites removed
from (E−HM). Evaluating with the help of this expres-
sion (38) then allows us to write,
T (E)=ΓLΓR[∆(0)d,d∆(0)s,s−∆(0)∆(0)ds,ds]/∆(0)
2
+ . . . , (45)
valid to lowest order in ΓL,ΓR. Such a relation has been
derived before by Stuyver et al. (2015) embarking on ear-
lier work of Pickup and Fowler (2008) and Fowler et al.
(2011).
Bipartite symmetry. We apply (45) to molecules with
bipartite symmetry, such as alternating hydrocarbons,
and focus on the band center E=0. To meet the condi-
tion ∆(0)(0)6=0, we require that the number of sites in
each sublattice is the same: NA=NB; In other words,
the NA×NB-matrix t must be square. As we have seen
before, otherwise HM exhibits at least |NA−NB| zero-
energy states. This statement has been derived first by
Longuet-Higgins (1950). By the same argument, we con-
clude that ∆
(0)
d,d,∆
(0)
s,s =0 at E=0: the removal of the drain
or the source site implies a sub-lattice imbalance with
NA 6=NB and hence the existence of at least one zero
eigenvalue.
We thus arrive at the relation,
T (0) = −ΓLΓR
∆
(0)
ds,ds(0)
∆(0)(0)
. (46)
Its consequences have been investigated, recently (Fowler
et al., 2009; Stuyver et al., 2017b). Towards deriving
rules for QI-induced transmission zeros, one arrives at
the remarkable fact that Eq. (46) expresses the trans-
mission as a ratio of determinants corresponding to ma-
trices that can both be interpreted as Hamiltonians of
a physical system. In particular, ∆ds,ds corresponds to
the original system with two vertices deleted (‘vacancies’
in the nomenclature of material sciences) at the original
position of source and drain.
For nearest-neighbor hopping, one can relate T (0) to
known spectral properties employing graphical rules that
date back to the early work of Longuet-Higgins (1950);
we have re-derived them using the sum-over-path ap-
proach: the number of zero modes ζ associated with HM
and (HM)ds,ds is given by,
ζ ≥ NA +NB − 2Ndb, (47)
where Ndb denotes the maximum number of double
bonds that can be placed on the graph.
One discriminates two kinds of zero modes. The
predictable modes result from a sub-lattice imbalance:
ζpre=|NA−NB|. The remaining modes, called supernu-
merary, come in pairs,
ζsup > 2(min(NA, NB)−Ndb), (48)
and ζ=ζpre+ζsup. The result was sharpened later in ben-
zoidal graph theory: the equal-sign holds for honeycomb
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FIG. 12 Two examples of edge structures that are always
associated with supernumerary zero modes. Left: The two
singly connecting sites share the same binding partner. There-
fore only one of them can form a double bond; the other be-
comes a radical. Right: Similar pattern. Reproduced from
Weik et al. (2016).
lattices (Fajtlowicz et al., 2005). We emphasize, that
supernumerary modes are very far from being a mere cu-
riosity. For instance, as has been demonstrated recently,
they play an important role for the thermodynamic prop-
erties of graphene-flakes (Ha¨fner et al., 2014). Such su-
pernumerary modes are associated, e.g., with incomplete
parts of the honeycomb lattice at the edges, as will be
illustrated below.
Thus prepared, we distinguish in the discussion of (46)
three cases:
(i) The case ∆(0)(0)6=0 with source and drain located
in the same sub-lattice. Since the parent Hamiltonian
HM exhibits balanced sub-lattices, the truncated Hamil-
tonian, (HM)ds,ds, is imbalanced, ζpre=2. There are at
least two zero modes, so ∆
(0)
ds,ds(0)=0 and T (0) vanishes.
We thus confirm the qualitative findings based on wave-
function arguments and make them rigorous within the
Hu¨ckel model.
(ii) The case ∆(0)(0)6=0 with source and drain lo-
cated in different sublattices. The truncated Hamilto-
nian (HM)ds,ds is balanced; the presence of supernumer-
ary zero-modes can be checked, e.g., graphically employ-
ing (48) for the case of benzenoids. Certain substruc-
tures (‘motifs’) of alternating hydrocarbons, like dangling
bonds, can contribute such a mode. By ‘dangling bond’
we refer to a situation where a lattice site couples to a
single other site; a realization is found, e.g., in cross-
conjugated molecules (Solomon et al., 2008a). Further
examples of such motifs have been listed by Weik et al.
(2016). However, cross-conjugation by itself is not a reli-
able indicator of destructive interference (Pedersen et al.,
2015). For instance, if dangling bonds come in pairs the
respective zero modes can hybridize and split away from
zero energy. In this case, a Fano-dip will survive only
to the extent that hybridization can be considered very
weak. We mention in this context that special classes
of edge motifs can be identified that are always accom-
panied with a zero mode (Weik et al., 2016). Examples
from Weik et al. (2016) have been reproduced in Fig. 12.
(iii) The case ∆(0)(0)=0. This situation has received
much less attention, so far. A first discussion of the sit-
uation has been given by Stuyver et al. (2017b). We
emphasize that a vanishing denominator in (42) at E=0
is far from pathological: (i) a generic parent Hamilto-
nian HM will exhibit supernumerary zero modes also if
it is balanced; (ii) (42) has been written for the isolated
molecule, because only a gapped spectrum can satisfy, in
principle, the condition of zero spectral weight at a given
energy E.
We recall the exact relation,
T (E) = −ΓLΓR |∆d,s(E)/∆(E)|2 , (49)
where ∆= det(E−H˜M) and ∆d,s= det(E−H˜M)d,s with
H˜M = HM+ΣM; ΣM denotes the self energy account-
ing for both electrodes. Since the molecule exhibits only
a single contact orbital for source and drain its trans-
mission must be bounded, T (E).1, for any energy and
electrode coupling. This implies that wherever the poly-
nomial in the denominator exhibits a root, there must be
a corresponding root with the same or higher multiplicity
also in the numerator in the limit of vanishing coupling,
i.e., in (45).
We thus conclude that even in the case where HM ex-
hibits zero eigenvalues, the main ideas of the analyses
outlined here remain valid. Basically, the multiplicity of
the roots of two polynomials has to be determined with
graphical rules. For bipartite systems this implies count-
ing radicals. If the number of radicals in the numerator
determinants of (45) exceeds the one in the denominator,
then the transmission at zero energy is suppressed.
The precise value of the transmission is going to de-
pend on the cut-off mechanism. It can be determined,
e.g., by small violations of the symmetric form (41) as
they are brought about by next-nearest neighbor terms
or variations in on-site potentials. Alternatively, also the
tunnel coupling Γ=i(ΣM−Σ†M)=ΓL+ΓR can serve as a
cut-off; for a first discussion see Stuyver et al. (2017b).
4. Applications
We illustrate the implications of the rule (46) by ap-
plying it to the three molecules shown in Figs. 13 and 14:
(a) the anthraquinone molecule, (b) the LC2-molecule of
Pedersen et al. (2015), which is a combination of a car-
bon 6-site ring and a 4-ring, (c) the azulene molecule (5-7
FIG. 13 Structures of the molecules anthraquinone (left) and
the molecule LC2 from Pedersen et al. (2015) (right).
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carbon double ring).19
(a) We consider both oxygen sites of the anthraquinone
as dangling and, following Markussen et al. (2010a) and
Gue´don et al. (2012), we attach source and drain to differ-
ent sub-lattices. The molecule exhibits a benzoid struc-
ture with sub-lattice symmetry. We have ζsup=0 for the
parent Hamiltonian, so ∆(0)(0) 6= 0. However, after elim-
inating source and drain the truncated Hamiltonian has
ζsup=2, so ∆
(0)
ds,ds(0)=0. Consistent with this result, a
Fano-dip is seen in the model calculations. When the
dangling bonds are removed, no supernumerary modes
are found and Fano-dips are not expected, in agreement
with Gue´don et al. (2012); Markussen et al. (2010a);
Stuyver et al. (2017b). Since supernumerary zero modes
come in pairs, a small perturbation added to HM will
tend to lift this degeneracy and split the Fano-resonance.
This prediction is in agreement with observations, see the
related discussion in Section IV.B.1.
(b) LC2 carries contacts in para-position at the six-
ring, Fig. 13, and also exhibits a sub-lattice symmetry.
Since it is balanced, there are no predictable zero modes.
However, the graph is not within the honeycomb class
and (48) does not reduce to an equality; one needs to
check for supernumerary zero modes, explicitly. While
the parent graph turns out to have none, the truncated
graph exhibits two supernumerary modes associated with
the four ring. Hence, we predict destructive interference,
consistent with Pedersen et al. (2015).
(c) Following Xia et al. (2014) and Schwarz et al.
(2016) we consider the azulene molecule, Fig. 14. This
molecule is not bipartite and, therefore, the full equa-
tion (45) must be used. We first notice that the molecule
is conjugated, i.e., there is a consistent covering of the
graph with double-bonds. This implies the existence of
a closed loop and therefore allows detHM 6= 0. For the
transmission, we consider contacts at positions 1 and 3
(Fig. 14). Then, after removing the source 1, and the
drain, 3, the graph exhibits an isolated site, 2; hence,
∆
(0)
ds,ds(0) = 0. Further, removing just one contact site,
either 1 or 3, the resulting graph can be covered with a
loop for the seven-ring and a double bond between the
two sites remaining from the five-ring. Hence, the deter-
minants ∆
(0)
d,d,∆
(0)
s,s may be non-vanishing and there is no
prediction. As it turns out, there is indeed no Fano-dip
at zero energy seen for this case (Schwarz et al., 2016;
Stadler, 2015; Xia et al., 2014), see Fig. 14.
(d) Eq. (46) also applies to hexagonal graphene
nanoflakes Valli et al. (2018, 2019). As one would expect,
19 While anthraquinone has originally been proposed as a candidate
for a redox-switch (van Dijk et al., 2006), subsequent theoretical
work revealed a strong variation of the transmission with energy
near F, which could serve as gate-driven switch even in the
absence of a genuine redox-reaction (Markussen et al., 2010a).
When switching was later confirmed experimentally, the observed
effect has then been attributed to electrochemically controlled QI
(Darwish et al., 2012).
FIG. 14 Azulene with different positions of the linker group
(denoted by Ar-) and corresponding ab-initio transmissions.
The molecule is not bipartite and so the (ab-initio) transmis-
sions exhibit nodes shifted from the gap center, in agreement
with the rules discussed in the text. Reprinted with permis-
sion from Xia et al., Nano Lett. 14, 2941. Copyright (2014)
American Chemical Society.
if source and drain couple to the same sublattice (‘meta’)
a pronounced destructive QI is observed, which is absent
otherwise (‘para’ and ‘ortho’). The authors propose to
use this effect for spin- and valley-filtering in electronic
transport.
5. QI and ring currents
The scattering states that enter the Landauer-Bu¨ttiker
picture are not invariant under time reversal. For this
reason, they generically support circulating (‘ring’ or
transverse) currents, unless these are suppressed by ex-
tra symmetries, such as mirror planes. They give rise to
local, bias-induced magnetic fields and thus are physical
observables that enjoy a unique definition (Walz et al.,
2014). A discussion is given by Rai et al. (2010). Their
experimental detection has not yet been achieved, be-
cause (presumably) eddies are strongest on the atomic
scale, where they are hard to resolve. However, a pro-
posal has been made how the phenomenon could be stud-
ied experimentally in slightly larger, mesoscopic systems,
where they actually might have a profound effect, for in-
stance on spin-relaxation times (Walz et al., 2014).
Circulating currents are prevalent close to a Fano reso-
nance, where the transport (longitudinal) current, Itr, is
suppressed. Their qualitative behavior is discussed con-
veniently within a toy model (Walz et al., 2014). At ener-
gies E near resonance c we have for the ratio of circulat-
ing to transport current Icirc/Itr ∝ (E−c)−1, which indi-
cates that ring-currents can exceed the transport currents
by orders of magnitude. In graphene samples with ad-
atoms eddies with enhancements of two to three orders
of magnitude have been computed (Walz et al., 2014).
Note, that the ring-current switches sign when E passes
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by the resonance, consistent with explicit model calcula-
tions (Rai et al., 2010; Solomon et al., 2010).
Due to its robust nature and strong signatures, ring
currents have motivated a significant amount of theoret-
ical research on transport in ring-shaped molecular sys-
tems and, in particular, in Aharonov-Bohm type geome-
tries. This includes the effect of magnetic fluxes on oc-
cupation numbers and the current-voltage characteristics
(Bedkihal et al., 2013; Rai et al., 2011, 2012), and the in-
terplay of spin-flip scattering and circular currents (Rai
and Galperin, 2012). Transient phenomena have been
investigated in detail (Schoenauer et al., 2019; Tu et al.,
2016, 2012) and also effects of electronic correlations have
been addressed (Nuss et al., 2014).
6. Temperature and interaction effects
The QI effects discussed so far reflect the nodal struc-
ture of molecular wavefunctions. Changing this struc-
ture costs energies that correspond to (purely) electronic
excitations. Therefore, qualitatively QI tends to be ro-
bust against electron-electron interactions and thermal
fluctuations in small molecules (Cardamone et al., 2006;
Markussen and Thygesen, 2014). A careful study of the
Pariser-Parr-Pople (PPP) model, which simulates inter-
actions in pi-systems, came to a similar conclusion (Ped-
ersen et al., 2014).
The most obvious effect of temperature on the trans-
mission is smearing of the Fano-dip indicating an inco-
herent averaging over a thermal ensemble of molecular
structures. Even though conceptually straightforward,
the effect is somewhat tedious to describe from ab-initio,
because many different vibrations are involved.
We continue describing additional, more subtle inter-
ference effects that appear only with interactions:
Vibrations. A special situation can arise (near) de-
generacies, where otherwise weak interactions can have
significant effects. For instance, a coupling to vibrations,
can enhance the inelastic scattering rate so as to signif-
icantly weaken QI, if interference is brought about by
two nearly degenerate levels (Ha¨rtle et al., 2011). The
temperature dependence of QI in an anthraquinone has
been attributed to this mechanism (Rabache et al., 2013).
Conversely, it has been reported that QI can also selec-
tively suppress signatures of vibrational modes in IETS
spectra (Lykkebo et al., 2014). The interplay of vibra-
tions and destructive interference has recently been in-
vestigated also with graph-theoretical means (Sy´kora and
Novotny´, 2017).
Electron-electron interactions and many-body effects.
Much of the intuition that has been developed for QI
in molecules is based on tight-binding models. However,
many-body effects have been identified that are not cap-
tured by effective single-particle descriptions.
(a) Interaction effects lead to extra poles in the Green’s
function that indicate the existence many-body excita-
tions. Such poles inevitably interfere with each other
when being summed over in the construction of the
many-body Green’s function. An illustrative example
is given by the Anderson model, where many-body ex-
citations of a localized level emerge as lower and upper
Hubbard peak, see (27). In this case, QI manifests as an
extra Fano-resonance, a ‘Mott node’ in the terminology
of Bergfield et al. (2011). In the context of many-body
degeneracies, which appear, e.g., in models of coupled
quantum dots, also more complicated interference sce-
narios can be realized (Donarini et al., 2010; Niklas et al.,
2017). Of special interest is the Abrikosov-Suhl pole that
is brought about by the Kondo effect. Like any other pole
of the Green’s function, it can give rise to interference
phenomena. A most recent discovery in this context is
the ‘Kondo blockade’ discovered by Mitchell et al. (2017)
and discussed in the previous Section IV.A.2.
(b) While the notion of molecular orbitals is robust
against interaction effects (Pedersen et al., 2014), the en-
ergy ordering of orbitals can be modified as a consequence
of strong Coulomb interactions. Evidently, this has a
strong impact on the relative weight and phase of the
interfering poles in the many-body Green’s function and
therefore crucially enters QI. Observation of this rather
striking effect in STM-experiments has been reported re-
cently (Yu et al., 2017).
V. KEY EXPERIMENTAL RESULTS AND THEIR
SEMI-QUANTITATIVE UNDERSTANDING
Before we turn to a quantitative comparison between
theory and experiment in the next chapter it will be use-
ful to highlight a number of results that illustrate the
great level of qualitative, or semi-quantitative, under-
standing that we have achieved. We will not attempt
a full overview of the literature of single-molecule trans-
port, but we will focus on results that uncover system-
atic trends and important physical effects in molecular
junctions. By this overview we illustrate an important
conclusion: despite the many unknown and poorly un-
derstood factors listed in chapters II and III many of
the qualitative features have been understood. This im-
plies that such features are robust against variations in
electrode configurations and molecule-electrode bonding
patterns and other poorly known factors, and that they
are robust against the approximations made in develop-
ing the theory. It will be interesting to investigate why
we find this robustness, but also to probe under which
circumstances this breaks down. Roughly speaking, this
chapter will be devoted to the robustness, and the next
two chapters will explore the limits of validity and break-
down of this robustness.
A. Conductance as a function of length
The foremost systematic characteristics studied for
molecular wires is the length dependence of the conduc-
tance. The case of alkanes has been investigated exten-
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sively and for us will serve as a paradigm (Akkerman and
de Boer, 2008). In addition to these carbon-based wires,
also wires based on other elements, such as Si (silanes)
and Ge (germanes), have been studied with qualitatively
very similar conclusions (Su et al., 2017); an overview
may be found in Su et al. (2016), Table 1, and Gu-
nasekaran et al. (2018).
In the review by Akkerman and de Boer (2008) the
data obtained from many measurement techniques was
compared as a function of the number, N , of carbon
atoms in the chain, ranging from N = 2 to N = 28.
Such data will be discussed more quantitatively in the
next chapter. Of relevance to us, here, is the observation
that the conductance decreases typically exponentially
with the number N , i.e., as a function of the length of the
chain, G(N) ∼ Gc exp(−βN), (for more details, see Sec-
tion VI.C.2). Here, the inverse of Gc defines the contact
resistance associated with left and right anchors while
the exponent β describes the attenuation coefficient of
the transmission per wire unit. For alkanes the reported
literature values range from β = 0.8 to 1.1 with only few
exceptions (Tewari, 2018).20 For silanes and germanes
smaller values have been found, β = 0.75 as compared to
β = 0.94 for alkanes obtained under similar experimental
conditions (Su et al., 2015).
In this spirit, the length dependence of the conduc-
tance for many other molecular wires has been analyzed
in terms of an effective exponent β. We will argue below
that such exponential dependence is often not properly
justified.
1. Basic concepts
For a convenient discussion of the experimental obser-
vations, we briefly recall the relevant theoretical concepts
(Gunasekaran et al., 2018). Long molecular wires that
are built out of a single repetitive unit can be categorized
in terms of electronic band structure theory. In particu-
lar, molecular orbitals take the form of Bloch-states with
an associated crystal momentum k. The k-state classifi-
cation is highly useful even for wires with a finite length,
N . This is because similar to the ‘particle-in-the-box’
20 There are two established ways of expressing the exponential
dependence: 1. By the number of monomers added, which is
the most unambiguous, here indicated by the symbol β. 2. By
the length in nm (or A˚) per monomer, for which we reserve the
symbol β`. The latter is useful when we are interested in the
resistance dependence on length, but requires a conversion step.
For alkane chains the C-C bond length is typically used in the
conversion. However, the carbon wire backbone is not straight.
In stead, one could use the C-C bond length projected along
the wire axis, but this would be a property that depends on
the state of stretching of the wire. When, adhering to widely
adopted practice, we express β` as a function of length using a
straight C-C bond length of 1.26 A˚, the decay constants are 0.63
– 0.87 A˚−1. We thank Latha Venkataraman for discussions on
this topic.
problem, the electronic properties of the molecule can be
obtained from the properties of the crystalline wire by
imposing selection rules on ‘allowed’ k-space momenta.
As a consequence, there will be a length N>N∗ beyond
which the molecular wire exhibits properties that fully
reflect the insulating limit N → ∞, as is applicable for
alkane wires. In particular, in this asymptotic limit the
HOMO-LUMO gap ∆N approaches the bulk gap ∆bulk
and the attenuation,
β := −d logG(N)
dN
takes a constant value, β∞. Depending on the molecule
and its anchor groups the asymptotic regime, N>N∗ may
be very challenging to reach in experiments; even small
but systematic deviations of β from a constant may in-
dicate that this regime is still very far.
In order to rationalize how β∞ relates to the band
structure of the infinite wire we recall that H < F < L
where H,L approach the top of the valence band or bot-
tom of the conduction band at N>N∗, respectively. We
recognize this as a tunneling problem where the height
of the barrier, δ, is given (approximately) by the energy
difference of F to either H or L, depending on which is
closer.
To relate δ to β∞, we recall a result for the expo-
nent familiar from the one-dimensional tunneling prob-
lem, β ∼√2m(Vbarrier − F)/~. In the case of the molec-
ular barrier, the effective mass, m, follows directly from
the curvature of the band-structure around the band-
edges. For instance, in the case where the LUMO is
close to F, we have an implicit definition δ ≈ −εcond(iκ)
and β∞ = κa. The formula involves the band structure
εcond(k) of the conduction band (counted from bottom of
the band) and the crystalline lattice constant, a. The ex-
pression is further motivated in complex band-structure
theory (Reuter, 2017). A formula that interpolates be-
tween the two limiting cases where F is close to either
one of the frontier orbitals has been derived by Joachim
and Magoga (2002).
We emphasize a basic consequence of these considera-
tions that often is not fully appreciated: In the asymp-
totic limit, the exponent β∞ is a property of the molecule
alone. It does not reflect any aspects of the molecular
junction other than the location of the Fermi-level.In par-
ticular, β∞ does not depend on the choice of the anchor
groups.21
21 Stuyver et al. (2017a) consider the possibility that the anchor-
groups affect β∞ by shifting the Fermi-energy F. We would
like to point out here that a single molecule attached to metallic
substrates cannot modify F. Such an effect can take place only
in the presence of a finite concentration of molecules, as they
occur in self-assembled monolayers. In this case the surface-
dipole of the substrate - and hence F - can indeed be modified
by an amount that scales with the concentration of molecules
per surface area. Ab-initio calculations can illustrate this effect
(Obersteiner et al., 2017).
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With an eye on experiments we note that our dis-
cussion focuses on phase-coherent transport. If the
wire length increases beyond the phase-coherence length,
Ncoh, the exponential decay of the conductance will
give way to a weaker decay which reflects an incoher-
ent and strongly temperature dependent dynamics, see
Section V.A.4.
2. Conjugation and metallicity
As is well known in organic chemistry, the properties
of conjugated molecular wires differ strongly from those
of carbon chains with all saturated bonds as exemplified
by the alkanes. Conjugated molecular wires are char-
acterized by a path of alternating single and double C–
C bonds, as a result of dangling p-orbitals on each of
the carbons. Every unit cell contributes a single-electron
to the conduction band. Therefore, conjugated wires
generically exhibit a metallic behavior, i.e., a HOMO-
LUMO gap that vanishes like 1/N in the asymptotic
limit. Exceptions occur in the presence of strong in-
teractions (Schmitteckert et al., 2017), or if instabilities
interfere, such as the Peierls-transition in polyacetylene
(Heeger et al., 1988). In the absence of a band-gap, the
conditions for a purely exponential length dependence of
the conductance of a molecular wire are not fulfilled.
Effects of breaking the conjugation have been discussed
in Section IV.B.4. In essence, breaking the conjuga-
tion, even at only a single point along the wire, intro-
duces a very strong scattering center and therefore leads
to a reduction of the conductance, as illustrated, e.g.,
for single-molecule measurements on oligo(p-phenylene
ethynylene) (OPE) derivatives (Kaliginedi et al., 2012).
3. Length dependence for conjugated wires
In several series of experiments very small attenuation
constants β` for molecular wires have been reported. For
instance, for the OPE molecular wires just mentioned
(Kaliginedi et al., 2012; Liu et al., 2008) values for β` of
0.34 and 0.21 A˚−1 were found. Still smaller values have
been obtained for oligothiophenes β` = 0.1 A˚
−1 (Yamada
et al., 2008), oligoyne β` = 0.06 A˚
−1 (Wang et al., 2009)
and oligoporphyrins, β` = 0.04 A˚
−1 (Sedghi et al., 2011).
The small β` values have been used for arguing that these
wires are in the metallic regime. We would like to add
three warnings:
First, we have argued above that one can equally well
represent the decay constant β in terms of the decay
per monomer. The attenuation constants in units per
monomer for OPE molecular wires are β = 1.5 (Liu et al.,
2008) and 2.35 (Kaliginedi et al., 2012). For oligoth-
iophenes β = 0.42 (Yamada et al., 2008), for oligoyne
β = 0.18 (Wang et al., 2009) and for oligoporphyrins
β = 0.55 (Sedghi et al., 2011), and for oligoacenes (Quinn
et al., 2007) in the longitudinal direction β = 0.7. This
FIG. 15 Conductance measured for a series of diaminoacenes
as a function of the number N of benzo rings (dots with error
bars, left axis). When measured in the transverse direction
(upper data points) the conductance increases with N , while
measured longitudinally the conductance decreases. The log-
lin plot in the inset shows that the latter is not a simple
exponential decrease. The two trends are reproduced by cal-
culations for the square of the tunnel coupling (crosses, right
scale). Reprinted with permission from Quinn et al., J. Am.
Chem. Soc. 129, 6714. Copyright (2007) American Chemical
Society.
shows that most of these numbers are comparable to
those typical of insulators.
Second, the series of molecules considered in these
works is small, in nearly all cases covering only three
points. From these three points one cannot rigorously
distinguish an exponential dependence from, e.g., a de-
pendence on inverse length. The exponential depen-
dence would be consistent with a finite energy gap in
the N →∞ limit, meaning that the wire is an insulator.
A decrease of conductance as 1/N would be consistent
with a metallic wire in the hopping regime.
Third, the widespread practice of extracting a simple
exponent from the decay of the conductance is at variance
with the expected behavior for phase coherent metallic
wires, such as given in the theoretical considerations be-
low.
Fig. 15 reproduces experimental data obtained by
Quinn et al. (2007) showing how the transmission of an
oligoacene evolves with increasing length, N , depending
on the placement of the anchor groups. The conductance
decreases when measured along the wire length, but the
trend is not purely exponential, as illustrated in the inset
of the figure. In contrast, the conductance measured in
the transverse direction increases with length, as shown
for the upper series in the plot. We take this latter obser-
vation as a strong indication that the conductance in this
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type of wires can be thought of as phase-coherent. For de-
scribing length-dependence of phase coherent transport
in metallic molecular wires we will invoke basic scaling
arguments.
Theoretical considerations. We follow Yelin et al.
(2016) and focus on the situation of well-separated levels
where the conductance is dominated by a single orbital,
only. In this case the transmission T (E) can be approx-
imated by three parameters, ΓL,R(N) and the level po-
sition relative to F, (N),
T (E) = ΓLΓR
(E − )2 + (ΓL + ΓR)2/4 . (50)
Since the band-structure typically is analytic near the
Fermi-energy, we make an expansion
(N) = 0 + 1/N + 2/N
2 + . . . . (51)
As written here, the expansion applies to metals and in-
sulators. In the latter case 0 accounts for the offset be-
tween the Fermi-energy and the closest band-edge. For
the case of metallic wires, which we consider here, 0=0.
Equation (51) formalizes the idea that the spectrum of
finite-length wires derives from the band-structure of the
bulk by imposing k-space selection rules with δk ∼ 2pi/N
for neighboring k-values. The slope 1 is of the order of
the Fermi energy, while the curvature 2 corresponds to
an (inverse) band mass.
Notice that k-space selection rules are sensitive to
boundary effects (Dasgupta et al., 2012; Koryta´r et al.,
2014). For example, electrophilic anchor groups can shift
a LUMO-based transport resonance closer to F. There-
fore, in general the expansion coefficients comprise infor-
mation about the molecular wire and its anchoring.
Concerning the level broadening, we observe that the
wire’s Bloch-states extend homogeneously over the wire.
Hence, asymptotically, their overlap with the contact
sites, which connect to the electrodes, is inversely pro-
portional to the length of the wire,
ΓL,R ≈ cL,R/N. (52)
Collecting formulae and inserting into (50) we obtain,
T (0) ≈ T∞
1 + 2(1/2)N2c /N + (Nc/N)
2
, (53)
where T∞ = 4cLcR/(421 + (cL + cR)2) and N2c =
422/(4
2
1 + (cL + cR)
2).
As is readily seen from this result, if 1 and 2 have
the same sign the conductance increases monotonically
approaching the asymptotic value, T∞, from below. In
the opposite situation, in which 1 and 2 have oppos-
ing signs, the evolution of the transmission can be non-
monotonic. It will first move through a maximum of
Tmax = 4cLcR/(cL + cR)2 at Nmax = |1/2| before ap-
proaching the asymptotic value from above.
Application to experiment. The concepts developed
above have been successfully applied for understanding
FIG. 16 Transmission resonances of oligoacenes directly
bound to Ag contacts for geometries as exemplified in the
inset for anthracene. The plot gives an example for the evo-
lution of the transmission resonances that exhibit growth of
the transmission with increasing molecular length. The num-
bers above the curves indicate the numbers of carbon rings:
benzene (1), naphthalene (2), anthracene (3), tetracene (4),
pentacene (5), and hexacene (6). Adapted with permission
from Yelin et al., ‘Conductance saturation in a series of highly
transmitting molecular junctions’, Nature Mater. 15, 444. c©
Springer Nature (2016).
the evolution of the conductance of oligoacene wires un-
der conditions where these wires were attached directly
to the metal leads (Ag or Pt), without employing an-
chor groups (Yelin et al., 2016). In the case of Ag
leads, the molecular level spacing is much larger than the
level broadening, and the transport is entirely dominated
by the LUMO’s, as shown by ab-initio transmissions in
Fig. 16. The exception is benzene (N = 1) with two
transport-active orbitals. For N > 1, the resonances are
approximately Lorentzian, and the scaling arguments of
Eqs. (51-53) apply: Both, the peak width and the peak
position, decrease with N and the saturation is observed.
Returning to Fig. 15, where amine-anchors have been
used in transport measurements for a series of acenes, we
analyze the trends observed there thus giving a fresh ex-
ample to demonstrate how useful these concepts can be.
In our analysis we will assume that the level-broadening
is less sensitive to the position of the anchor groups,
transverse or longitudinal, as compared to the level spac-
ing, which we will refer to as trans(N) and long(N), re-
spectively. Our assumption implies that the expansion
coefficients cL,R in (52) for the transversal and longitudi-
nal placing of the anchor groups are roughly the same.22
Furthermore, from Yelin et al. (2016) we adopt the result
22 To motivate this statement, we recall that in tight-binding de-
scriptions the level broadening is given by |t|2ρFermi where t de-
notes a hopping matrix element between the molecule and the
reservoir and ρFermi the density of states on the reservoir contact
site. One would expect that neither t nor ρFermi are very sensi-
tive to the placement of the contacts, transverse or longitudinal.
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that transport will be LUMO-based, so that 1 is positive
for both cases, longitudinal and transversal. Since the
asymptotic values of the conductance seen in Fig. 15 are
very different, T long∞ T trans∞ , we conclude trans1 long1 .
This finding is understood as follows: Due to the elec-
trophilic character of nitrogen, the amino-based anchor
groups pull the LUMO-level closer to F. If the anchor
groups are far apart (longitudinal) they compete when
attracting molecule-based charge, while they cooperate
if they are close (transverse). Therefore, the LUMO is
expected to be closer to F in the latter case and the
transmission is enhanced. The difference between trans1
and long1 is further amplified by image charges in the
leads. These have the effect of reducing the HOMO–
LUMO gap, and this reduction grows strongly when the
electrodes are closer to the molecule.
We observe that in the limit of short wires, there is
no pronounced difference between both cases, T long =
T trans for N ↓ 1. This matching condition can be sat-
isfied if the large contribution of the longitudinal case,
long1 , is partially canceled by the second term 
long
2 in
(51). To facilitate this, the two coefficients should have
opposite signs, long1 ≈−long2 . Note that there is no
such expectation in the transverse case. Correspond-
ingly, Eq. (53) predicts an asymptotic decay of the
transmission in the longitudinal case (crossover length
Nmax=|1/2|≈1) and an increase in the transverse case,
qualitatively consistent with the experiment shown in
Fig. 15.
4. Incoherent transport limit
Several groups have reported a transition from expo-
nential decay of the conductance with wire length, N , to
a slower, nearly linear dependence above a certain value
of N . Examples can be found in Choi et al. (2008, 2010)
for oligonaphthalenefluoreneimine up to N = 10, and in
Hines et al. (2010) for conjugated molecular wires up to
9.4 nm in length. While the phenomenon is attributed
to a crossover from coherent tunneling to thermally acti-
vated hopping, the deeply inelastic regime is not exper-
imentally investigated in detail, yet. One expects that
molecular-type Bloch states, which originally extend over
the full length of the molecule, become localized. Several
mechanisms are conceivable that can drive the process.
One possibility is a spontaneous breaking of translation
invariance due to the formation of a polaron. The process
could be effective in wires, which have a soft molecular
backbone or in strongly polarizable environments. Al-
ternatively, a thermal activation of deformations of the
molecule, notably ring rotations (see the next section)
could be involved. This would suggest that the crossover
is strongly temperature dependent, as is indeed observed
(Choi et al., 2010; Hines et al., 2010; Smith et al., 2015).
B. Conductance as a function of molecular conformation
The breaking of conjugation in molecular wires has
been studied systematically by designing a series of
molecular wires for which the neighboring phenyl groups
have a rotation fixed by suitable choice of side groups.
For a series of biphenyl-based molecules with varying de-
grees of sterically constrained rotation of the two phenyl
rings Venkataraman et al. (2006a) found that the con-
ductance for this series decreases proportional to cos2(ϑ),
with ϑ the angle between the two rings, see Fig. 17. This
is the dependence expected as resulting from the over-
lap of the pi-orbital systems on the two rings. This was
confirmed by other methods of constraining the ring ro-
tations in the study by Mishchenko et al. (2010).
The observed dependence G = a cos2(ϑ), agrees with
detailed ab-initio computations (Hybertsen et al., 2008;
Mishchenko et al., 2010). The twist angle dependence
can be reproduced by a simple two-site model, where
the two sites represent the two phenyl rings (Mishchenko
et al., 2010). As long as the molecular levels are far
removed from the Fermi energy, compared to the energy
level broadening and the inter-site coupling, the angle
dependence is purely given by cos2(ϑ). When the levels
move closer to resonance, terms in cos4(ϑ) appear, but
due to cancellations they remain small.
Note that the slope a obtained from fitting the DFT
results is 3 orders of magnitude higher than the slope
obtained from the experimental data, because all con-
ductance values are so much lower in experiment. One
of the possible explanations offered by Mishchenko et al.
(2010) is that the transport under the experimental con-
ditions is not fully coherent. Even under such conditions,
the cos2(ϑ)-dependence would be robust and survive.
FIG. 17 Conductance as a function of the twist-angle be-
tween two phenyl rings. By design steric interactions con-
strain the twist angles between the two phenyl rings of a se-
ries of molecules (left). The smaller the angle, θ, the larger is
the overlap of the wavefunctions (the conjugation) between
the two ring sections. The measured conductance follows
the expected cos2(θ)-dependence (right). Adapted by per-
mission from Venkataraman et al., ‘Dependence of single-
molecule junction conductance on molecular conformation’,
Nature 442, 904. c© Springer Nature (2006).
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C. Anchor groups
The physical properties of a molecular junction depend
significantly on the atomic details of how the molecule
binds to the electrodes. For this reason the optimal
choice of the anchor group has been an important re-
search topic in the field from the beginning. The role
of the molecule-electrode interface has been recently cov-
ered in an excellent review by Su et al. (2016), highlight-
ing the relevant chemical principles. Further discussions,
and a list of anchors that have been tested, are given by
Jia and Guo (2013) and Hybertsen and Venkataraman
(2016).
One may identify three important roles that anchor
groups have in determining the properties of single-
molecule junctions. Obviously, the end groups need to
provide mechanical anchoring of the molecule to the
metal leads, in the sense of bonds that resist breaking
by thermal or mechanical agitation. Second, they should
provide electrical contact between the metal leads and
the core of the molecule. In many cases, the goal has
been to achieve nearly unimpeded transmission of elec-
trons from the metal to the core of the molecule such that
the properties of the later dominate the junction proper-
ties. Finally, the anchor groups influence the alignment
of the frontier orbitals of the core of the molecule with
the Fermi level in the leads.
1. Thiol-based anchoring groups
In most experiments (Scheer and Cuevas, 2017) Au
electrodes in conjunction with thiol anchors have been
used. This prominent role deserves special mention here
and, in addition, we will present arguments that the na-
ture of the bonding is still a matter of debate.
Au surfaces are natural candidates because they ex-
hibit a low tendency towards contamination. The choice
for thiol-linkers is mostly motivated by the fact that these
make strong bonds to Au, promoting a single point of
contact between the molecule and each of the leads. The
mechanical coupling they provide is strong enough for
producing frequently appearing plateaus in conductance
breaking traces, and the electronic coupling is sufficient
for the properties of the core of the molecule to be ob-
servable. They have the drawback that thiols are easily
oxidized, resulting in polymerization by the formation
of −S-S− bonds between the molecules. This can be
avoided by replacing the H in the thiol group by a protec-
tion group, often chosen to be an acetyl group. This pro-
tection group slows down the immobilization kinetics of
the molecules (Elbing et al., 2005). The protection group
can be removed during exposure of the Au surface to the
molecular solution by adding NH4OH (Tour et al., 1995)
or tetrabutylammonium hydroxide, TBAOH, (Grunder
et al., 2007) as a de-protection agent. Alternatively,
the acetyl protected molecules can directly adsorb on
the Au electrodes without the use of any de-protection
agent. However, it has been shown (Tour et al., 1995)
that for the direct adsorption of the thioacetyl contain-
ing molecules and formation of self-assembled monolayers
a larger concentration of molecules is required.
For all work on thiol anchors, an important issue was
raised by Stokbro et al. (2003), namely the question
whether in the interaction between the thiol group and
the Au surface the hydrogen atom actually splits off. The
computations suggest that the thiol bond (with the S-H
bond intact) and the thiolate bond to the Au surface
(with the H removed) are nearly equivalent in energy,
and there is experimental evidence that both may occur
(Rzeznicka et al., 2005). Recent experimental evidence
based on STM break junctions for single molecules by
Inkpen et al. (2019) shows that the formation of thiol
or thiolate bonds sensitively depends on the preparation
conditions.
2. The role of the mechanical coupling
One may be inclined to select anchor groups that pro-
vide the strongest mechanical coupling. On the other
hand, arguments have been put forward that optimizing
anchor groups towards strong mechanical coupling may
not be favorable for producing clear signatures of molec-
ular conductance in conductance histograms. In STM
break-junction experiments the conductance distribution
(peak width) obtained with strongly binding thiol linkers
was found to be much wider than that for amine anchors
that have smaller binding strength (Venkataraman et al.,
2006b). The interpretation offered is based on the flex-
ibility of the Au-amine bond, which leaves the arrange-
ment of the Au surface atoms unaffected. In contrast,
the Au-S bond is stronger than a Au-Au bond resulting
in restructuring of the metal electrodes during stretching
of the contacts. Consequently, conductance histograms
will be based on many metal electrode surface configu-
rations (for a review, see Hybertsen and Venkataraman
(2016); Li and Kosov (2007)).
Surprisingly, the opposite result was found for MCBJ
break junctions by Martin et al. (2008b): the thiol cou-
pled molecules produced a stronger and sharper sig-
nature in the conductance histograms as compared to
their amine-coupled counterparts. In a study compar-
ing results for different anchoring groups Chen et al.
(2006) found no major difference between thiol-, amine-
or carboxylic-acid anchoring of alkanes, except for minor
shifts in the conductance peak position. As suggested
by Martin et al. (2008b) the outcome of the experiments
may depend sensitively on the experimental conditions.
The experiments by Venkataraman et al. (2006b) were
performed in solution, where bond breaking may be fol-
lowed by spontaneous reforming of bonds. This may en-
hance the signature for a weak bond, such as the amine
bond, in the conductance histograms. When performing
experiments under vacuum with a sparse surface cover-
age, on the other hand, once a bond is broken it cannot be
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reformed spontaneously. In such experiments a stronger
bond, such as a thiol bond, could be preferable.
Taking the last point one step further, multidentate
bonds have been investigated. One may reason that mul-
tiple anchoring points at each anchoring site could lead
to the molecule imposing the structure of the metal leads,
which would suppress the variability in the conductance
histograms. Such multidentate bonds have been explored
in the forms of carbodithioate (−CS2H) groups (Tivan-
ski et al., 2005; Xing et al., 2010) and dithiocarbamate
(−NCS2H) groups (von Wrochem et al., 2010). A sys-
tematic comparison of the conductance histograms with
those for other anchoring groups has not yet been made.
3. Anchor transparency and gateway states
The formation of electrical contact between the
molecule and the electrodes can be discussed in terms
of the hybridization of the orbitals on the molecule with
the surface states of the electrodes, see Section III.B. The
degree of hybridization is determined by the amount of
overlap that the anchor group orbitals have with the fore-
most electrode atom(s). Therefore, the classification of
anchor groups follows largely the atomic orbital theory
of the chemical bond. For instance, one distinguishes
donor-acceptor type anchors from covalent anchors (Su
et al., 2016). The setting of the anchor and the associ-
ated hybridization of orbitals follows the local rules of
optimizing atomic overlaps.
In many cases anchoring orbitals do not strongly hy-
bridize with the frontier orbitals of the molecular back-
bone, and lie at much lower energy. As a result, the effect
of the anchor groups on the transmission of a molecular
wire can be accounted for by a contact resistance. The
picture is that the anchor resembles a tunneling barrier
for the charge carriers, that is characterized by only a
single parameter, its transparency, which is assumed to
be roughly independent of the energy of the incoming
particle. This picture is applicable, e.g., for some of the
long insulating wires discussed above, whose conductance
is captured in the asymptotic expression G = Gce
−βN ,
where N denotes the length of the wire in units of its
monomer and Gc the limiting value due to the contacts,
see Section V.A.
However, it has been noticed that more complicated
situations can arise, when the atomic orbitals of the
anchor groups lie closer to the Fermi energy than the
frontier orbitals of the molecular wire (Li et al., 2008).
Specifically, consider the case of an alkane wire with a
thiolate bond. The sulfur atom, when binding to a Au-
electrode, exhibits a localized orbital with an energy sit-
uated in the band-gap of the alkane wire. This in-gap
state (‘contact’ state (Li et al., 2008) or ‘gateway’ state
(Va´zquez et al., 2012)) is associated with a very broad
transport resonance; it can dominate the transmission
of the shorter alkane-chains (Li et al., 2008). Gateway
states have been observed in various theoretical studies
FIG. 18 Transmission functions of Au-alkanedithiol-Au se-
ries, where the number of carbons is denoted by n. The
length dependence of the conductance is determined by the
spatially delocalized HOMO∗ resonance and a broad reso-
nance around E = −1.5 eV, which corresponds to the gateway
state (HOMO, ‘S level’). The inset shows the wavefunction
isosurface of the HOMO and the ball-and-stick model with
carbons (black), hydrogens (white) and sulphurs at the very
ends. Reprinted with permission from Li et al., J. Am. Chem.
Soc. 130, 318. Copyright (2008) American Chemical Society.
(Brooke et al., 2015; Hu¨ser and Solomon, 2015), and need
to be accounted for when quantitatively evaluating exper-
iments on quantum interference (Va´zquez et al., 2012).
In the presence of gateway states, the asymptotic be-
havior of the conductance, G ∼ e−βN , sets in only at
large N when, technically speaking, the passage through
the insulating wire dominates the tunneling action. Only
in this limit the conductance is truly exponential in the
length and the gap exponent, β, is a property of the
band-structure of the long wire, i.e. independent of the
contact arrangement. In their recent experimental work
Sangtarash et al. (2018) observe in alkane wires with an
extra aromatic center-unit an approximately exponential
decay, G(N) ≈ e−β′N , with an effective exponent β′ that
is considerably smaller than β. The authors explain their
observation invoking in-gap (gateway) states. From our
perspective one would expect that the effective exponent
β′ characterizes a pre-asymptotic regime that crosses over
into a steeper decay at larger N .
The concepts discussed in this section are illustrated
in Fig. 18 for an alkanedithiol (ADT) gold junction
(Li et al., 2008). Two molecular orbitals dominate the
length-dependence of the conductance. At −2.4 eV there
is the HOMO∗ of ADT, which is the HOMO of the alka-
nes and the backbone state. Its weight at the Fermi en-
ergy decreases exponentially with length, consistent with
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the tunneling picture. The resonance at −1.5 eV is the
HOMO of ADT, which is the gateway state, not present
for bare alkanes. Its width is almost length-independent
due to the orbital’s location being close to one electrode,
its position approaches HOMO∗ and its weight drops ex-
ponentially due to its localized nature.
4. Direct metal-molecule coupling
It is possible to form direct links between metal elec-
trodes and the carbon backbone of molecules. This can
be achieved by interaction of organic molecules without
anchoring groups with reactive metal electrodes such as
Pt under cryogenic vacuum conditions (Kiguchi et al.,
2008b; Yelin et al., 2016). The coupling to Pt electrodes
even results in conductance above 1 G0 because multiple
conductance channels are participating in transport. Al-
ternatively, coupling reactions have been exploited based
on trimethyl-tin (−SnMe3) terminations. Upon exposing
the molecules to Au surfaces the Sn terminal groups are
split off and are replaced by direct Au-C bonds (Cheng
et al., 2011). Such direct Au-C coupled junctions have
transmissions that exceed the ones for anchor-group cou-
pled molecules, and can even produce nearly perfect
transmission (Chen et al., 2011).
Further methods for direct coupling of Au to C ex-
ploit C≡C triple bonded end groups, as in the works by
Hong et al. (2012) and Olavarria-Contreras et al. (2016).
The Au–C≡C–coupling leads to sp-hybridization, which
does not optimally couple the Au s states to the molec-
ular backbone. Indeed, the conductance is lower than
for analogous sp3-hybridized Au–C bonds (Olavarria-
Contreras et al., 2016).
Despite the absence of an explicit anchoring group,
even for direct (sp3 hybridized) Au-C bonds gateway
states appear, and can dominate the transmission (Ba-
tra et al., 2013; Widawsky et al., 2013). In such cases
the gateway state is formed by a Au-C σ bonding or-
bital. This insight is essential for rationalizing the ob-
served combined data for conductance and thermopower
for series of molecular wires (Widawsky et al., 2013).
5. Level alignment
A non-local aspect of molecular junctions concerns the
occupation of the junction states: Their filling is con-
trolled by the alignment of their energy level with the
electrode’s work function. The occupation thus depends
on certain global properties, like the surface orientation,
and on the materials chosen. The (partial) filling of the
frontier orbitals decides between particle (LUMO-based)
versus hole (HOMO-based) transport. Since the filling
depends on a combination of local and global aspects of
the junction, precise rules for transport properties based
on the nature of the anchor groups alone are difficult to
establish. Su et al. (2016) propose as rule of thumb that
dative anchor groups tend to come with hole transport
while electron-withdrawing groups favor particle trans-
port.
D. Quantum interference
After we have introduced the theory of quantum inter-
ference (QI) in molecular junctions in Section IV.B, we
here review key measurements that demonstrate the ex-
perimental significance of these concepts. As a prepara-
tory remark, we emphasize that experiments on QI in
molecular junctions are necessarily somewhat less direct
as compared to those using microfabricated mesoscopic
devices. For the latter, it is relatively straightforward
to manipulate QI, e.g., by application of magnetic fields.
This route is not open for molecular junctions, because
the field strength necessary to achieve a measurable ef-
fect is not practical. Therefore, for the systems of interest
here one proceeds via a combination of measurement and
theoretical analysis. This given, a remarkable number of
experimental investigations has been performed over the
last years that all support the existence of strong QI ef-
fects in molecular electronics.
An early piece of indirect evidence of QI has been re-
ported in Ballmann et al. (2012), as mentioned in Sec-
tion IV.B. The authors explain the observed increase of
the conductance with temperature as a result of lifting
of destructive QI by molecular vibrations. In another
beautiful experiment, Va´zquez et al. (2012) have been
able to perform a two-path experiment employing a spe-
cial molecular design, as shown in Fig. 19. Ideally, one
expects the conductance to increase by a factor of four
when adding a second parallel channel. In the measure-
ment, a factor of three has been observed, which indeed
exceeds significantly the classical limit of two.
Particularly strong effects of QI occur in molecules that
exhibit a Fano-type anti-resonance. Motivated by theo-
retical considerations, see Sec. IV.B, molecules have been
synthesized that exhibit the predicted conductance sup-
pression. For example, Gue´don et al. have observed
that the conductance through an anthraquinone unit
is strongly suppressed as compared to anthracene, see
Fig. 20. By combining DFT and tight-binding calcula-
tions the authors argue that this effect results from de-
structive QI; see Fig. 21 for computed transmissions.
In a further experiment by Garner et al. (2018) a bicy-
FIG. 19 One-path and two-path molecules used for demon-
strating constructive quantum interference in the experiment
by Va´zquez et al. (2012). Adapted by permission from
Va´zquez et al., Nature Nanotechnol. 7, 663. c© c© Springer
Nature (2012).
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FIG. 20 Conducting-tip AFM measurements of the conduc-
tance of linearly (left, anthracene-based) and cross-conjugated
(right, anthraquinone based) molecules. Two-dimensional
conductance histograms are shown, constructed by logarith-
mic binning of dI/dV in units Ω−1 versus bias voltage. The
color (gray) scale indicates the number of counts, ranging
from black (0 counts) to white (> 40 counts). Destructive
QI suppresses transport in cross-conjugated molecules (right).
Adapted by permission from Gue´don et al., ‘Observation of
quantum interference in molecular charge transport’, Nature
Nanotechnol. 7, 305. c© Springer Nature (2012).
clo[2.2.2]octasilane moiety has been employed. The QI-
induced conduction suppression was so strong that the
transmission fell below the vacuum value associated with
the gap deprived of its molecular bridge, which represents
a ‘single-molecule insulator.’
Signatures of QI are very pronounced when pi−type
binding dominates the most transmitting states. Then,
FIG. 21 Transmission curves from ab-initio for anthracene
(AC) and anthraquinone (AQ) molecules shown in Fig. 20;
AQ-MT contains only one thiol end-group. Vertical bars at
the bottom indicate resonance centers of HOMO-1, HOMO
and LUMO, for AC-DT (top), AQ-DT (middle), and AQ-MT
(bottom). The AC molecules show a pronounced dip between
HOMO and LUMO peaks, consistent with rules for bipartite
lattices discussed in Sec. IV.B.4(a). Adapted by permission
from Gue´don et al., ‘Observation of quantum interference in
molecular charge transport’, Nature Nanotechnol. 7, 305. c©
Springer Nature (2012).
moving one of the contacts, e.g., the drain, from one
atom to a neighboring atom strongly affects the trans-
mission. In the context of alternating hydrocarbons such
a contact displacement implies that in one situation the
contacts couple to the same sub-lattice, while in the other
they couple to different sub-lattices. The corresponding
conductance change is readily explained in terms of the
concepts introduced in Section IV.B.3
The sensitivity of the transmission to shifts of the con-
tact position has been investigated from early on. For in-
stance, Mayor et al. (2003) have observed that a benzene
ring when used as a linker group with contacts in para-
position (Fig. 22, 1) carries a current much larger than
when the contacts are in meta-position (Fig. 22, 2). An
intuitive picture put forward at the time to explain the ef-
fect was that a contact in meta-position couples to a node
of the frontier orbitals while para-position couples to a
maximum. The theoretical concepts presented above,
connecting this observation to the sub-lattice structure,
applied to each terminal phenyl group, provide a broader
scope and, in particular, predictive counting rules.
The basic idea of investigating the change of transmis-
sion upon varying the contact positions has been followed
in subsequent work. Arroyo et al. considered molecular
wires having a benzene ring as a center unit, see Fig. 22,
1’ and 2’ (Arroyo et al., 2013). These authors confirm ex-
perimentally the expectation that follows from counting
rules: the transmission of a single para-coupled benzene
ring largely exceeds the one with meta-coupling.
Also Manrique et al. (2015) confirm this conclusion.
These authors use in their experiment pyridine rings for
anchoring. Their explicit DFT-based calculations show
that the transmissions of pyridine rings in para-position
and ortho-position are similar, while the transmission in
meta-position is suppressed. This result, once more, il-
lustrates that the transmission of benzene rings with con-
tacts coupling to one sub-lattice only (meta-position) is
suppressed as compared to contacts coupling to both sub-
lattices (para- and ortho-position). Further derivatives
with benzene-thiol end-groups and benzene or pyridine
centers have been studied by Liu et al. (2017). Li et al.
(2019) provide further support: Using electrochemical
gating they demonstrate that a meta-oriented diphenyl
FIG. 22 Left: Molecules investigated in the work by Mayor
et al. (2003). Similar species with mixed end groups have
been investigated by Ballmann et al. (2012). Right: Molecules
investigated in the work by Arroyo et al. (2013).
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benzene structure has a much stronger variation of the
transmission with gate voltage as compared to the para-
coupled species. An on-off ratio of 200 has been achieved
in this way. For a very similar experiment performed by
Huang et al. (2018) observation of an even larger on-off
ratio of 500 has been reported.
In addition to molecular rods, also more extended
graphene-like structures have been investigated, e.g., by
Sangtarash et al. (2016). It was found that also in such
cases shifting the contact positions to neighboring sites
can substantially influence the molecular transmission.
Specifically, the typical transmission of the para-type
coupling shown in Fig.23 was found experimentally to
exceed the transmission of the meta-type contact by a
factor of 30 (Geng et al., 2015).
Finally, we briefly address a recent development that
points towards a possibility of mechanical control of de-
structive QI. Stefani et al. (2018) have observed a modu-
lation of the conductance of a pi-stacking molecular wire
(a [2.2]paracyclophane-compound) within an MCBJ, by
an order of magnitude upon pushing or pulling. The
authors interpret their results as due to a sharp anti-
resonance in the transmission function that can be re-
located with respect to F by mechanical manipulation.
See also the earlier work by Frisenda et al. (2016).
Mechanical control of destructive QI is also thought
to be responsible for the large conductance fluctuations
seen in experiments on ferrocene-based molecular wires
(Camarasa-Go´mez et al., 2019). In this case the proposed
effect derives from a rotational degree of freedom that can
switch the junctions QI from destructive to constructive
and back.
E. Electrostatic effects and image charges
The electrostatic environment for electrons on a
molecule changes in various ways when the molecule is
placed between two metal leads. For instance, if the
Fermi energy of the metal lies outside the HOMO-LUMO
gap, charge is transfered between molecule and contact.
Thus, a surface-dipole is generated, which can substan-
tially alter the work function.
A very dramatic demonstration of this effect is ob-
tained when the surface coverage of adsorbents is asym-
metric between the two leads. This asymmetry can be
obtained when working in a polar solvent, into which the
molecules of interest have been dissolved, as shown in the
experiments by Capozzi et al. (2015). The experiments
FIG. 23 Molecules with Anthanthrene core studied by Geng
et al. (2015).
were performed using the STM-BJ technique, for Au tip
and Au metal surface and a left-right symmetric oligomer
of four units of thiophene-1,1-dioxide, having the same
anchor groups at both ends. Despite the symmetry of
this arrangement the IV -curves for single-molecule junc-
tions showed very strong asymmetry, with rectification
ratio’s, Rrr := |I(+V )/I(−V )|, above 100. The expla-
nation offered for the observed asymmetry relies entirely
on the geometric shape anisotropy of the tip and surface
electrodes. The difference in size creates a difference in
effective capacitance at the surface, and the largest volt-
age drop is found at the smallest capacitor, i.c. the tip
electrode. The effect disappears in non-polar solvents.
Apart from a global adjustment of the electrochemi-
cal potential the presence of the metal electrodes affects
the molecular levels in other ways. Any charge distribu-
tion on the molecule creates image charges in the metal
electrodes, which result in an electrostatic energy shift
of the molecular levels. In break junction experiments
on Zn-porphyrin molecules, that show sharp molecular
level resonances in the IV -curves, Perrin et al. (2013)
showed that the position of the molecular resonances
shifts strongly, over nearly 0.5 eV, as a function of the
change of distance between the electrodes. The explana-
tion offered for this shift is based on the image charge
potentials, which are very sensitive to the distance of the
molecule to the metal leads and to its orientation in the
junction.
Image charges are expected to shift energy levels, but
can also change the symmetry of the molecular orbitals
(Kaasbjerg and Flensberg, 2011). Such symmetry break-
ing was invoked to explain the observations of unexpect-
edly many charging levels in the experiments by Ku-
batkin et al. (2003). The experiments were performed
by low-temperature deposition of OPE5 molecules into a
junction between metal leads, which leads to weak metal-
molecule coupling. The molecule in this configuration
acts as a quantum dot, and by means of a back gate the
charging state of the molecule could be varied. Surpris-
ingly, up to 8 charging levels could be reached in a gate
voltage window of -4 V to +4 V, which does not agree
with homogeneous charging models for the molecule. The
explanation comes from the distortion of the molecular
levels by the image charges, by which local potential wells
are formed at each end of the molecule near each of the
two electrodes. This results in charging at the two ends
of the molecules and keeps the charges at a distance from
each other.
Together, these experiments show that electrostatic
effects have a major influence on molecular junction
properties, and lead to surprising effects. The effects
are very sensitive to the shape and geometry of the
metal-molecule junction but, qualitatively, the effects are
known and well understood.
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F. Current-voltage characteristics
Diode characteristics in molecular junctions formed
the start of the field (Aviram and Ratner, 1974), and
are attractive because they represent the simplest 2-
terminal functional property of molecules. A general
discussion of mechanisms for non-linearities in current-
voltage (IV ) traces has been given in Section III.D.4.
Here, we will consider the interpretation of experiments
showing strongly non-linear IV characteristics at high ap-
plied bias, i.e., far from equilibrium. This includes asym-
metric IV characteristics for which the rectification ratio
Rrr := |I(+V )/I(−V )| differs strongly from unity. It
also includes non-monotonic IV characteristics, where the
current becomes smaller for increasing voltage, above a
certain threshold value. The latter is known as negative
differential resistance (NDR), and is also a sought-after
property for use in devices such as oscillators and ampli-
fiers. A recent review of diode characteristics in molec-
ular junctions is given by Zhang et al. (2017), and the
theory has been presented in Section III.D.4 above.
Experiments started with work on Langmuir-Blodgett
films (Geddes et al., 1990; Metzger et al., 2003) which
demonstrated that the D-σ-A type of molecules pro-
posed by Aviram and Ratner indeed show asymmetric
IV characteristics (here, D is a donor group, A is an ac-
ceptor group, and σ represents a coupling by σ bonds).
However, they also showed that the properties of such
junctions can be richer than anticipated, because the
asymmetry sometimes had the opposite sign.
With the advent of single-molecule techniques it soon
became apparent that asymmetry is a rather common
feature in molecular IV characteristics, even for nomi-
nally symmetric molecular systems, of which an extreme
example was already presented in the previous section
(Capozzi et al., 2015). Conversely, when a molecule
has an asymmetric structure this property alone is not
enough for producing a large rectification ratio.
Simple one-level models are helpful for obtaining a first
interpretation for many of these observations. For the
IV curves to be asymmetric the left-right mirror symme-
try of the junction needs to be broken in at least one of
many ways.
As illustrated in Fig. 24(a), the asymmetry may result
from different barrier widths produced by asymmetric
coupling of the molecule. In this case the voltage drop is
largely concentrated at the wide barrier. The schematics
in Figs. 24(a) apply for molecules that have molecular
orbitals which are delocalized over the full length of the
molecular backbone. The externally applied electrical
potential is assumed to produce voltage drops only over
the linker groups to the molecular backbone, here rep-
resented as tunneling barriers, which will not be a valid
assumption in general (see below).
The mechanism of Aviram and Ratner requires two
levels and is described by a D-σ-A type structure of the
molecule. The mechanism proposed is based on incoher-
ent hopping transfer between A and D sites, which only
FIG. 24 Schematics of molecular levels leading to asymmetric
and non-monotonous IV characteristics. In these diagrams
the vertical scale represents energy, while the horizontal axis
is a space coordinate. Filled states in leads are indicated by
the shaded range (blue online). The lines at the top show the
local electrostatic potential (vacuum level). The gray bars
show effective energy barriers. The asymmetry can be due
to differences in coupling to the two leads, represented by
different barrier widths (a). When the molecule has two sites
separated by an internal barrier (b), for coherent transport
the current becomes high when the two levels are shifted into
resonance by the applied potential. Level alignment was not
considered in the original proposal by Aviram and Ratner.
In that proposal the high current was taken to result from
a cascade between the levels, involving relaxation by vibron
excitation.
works when the coupling between the molecule and the
leads is weak. As a consequence, in this case the total
current will be very small. Moreover, charging effects are
likely to modify the outcome fundamentally.
When the coupling to the leads is stronger, coherent
transport also produces asymmetric IV curves as a result
of the shift of the relative positions of the two levels with
respect to each other, as a function of the applied voltage
(Elbing et al., 2005), Fig. 24(b). At higher bias, when
the levels cross, the same mechanism also produces NDR
(Perrin et al., 2015, 2016).
Fusing D and A moieties together directly may be
viewed as a molecular representation of a p-n junction
in semiconductors (Ng et al., 2002). However, the sign of
the asymmetry of the IV curves does not generally agree
with this picture. The mechanism of the observed diode-
like characteristics may be produced by voltage-induced
breaking of the delocalization of the wavefunction across
the molecule, see Section III.D.4 above and Zhang et al.
(2017).
The widely observed asymmetries are often referred to
as diode characteristics. However, an asymmetric IV does
not imply that the system is useful as a diode. Large rec-
tification ratio’s Rrr are difficult to achieve at the single
molecule level. Commercial diodes have Rrr of the order
of 105 to 108. The model calculations presented by Arm-
strong et al. (2007) and Garrigues et al. (2016) suggest
that there is a maximum for Rrr for a molecular diode
of about 102 or 103, respectively. However, the model
assumptions underlying these estimates are not general
enough to cover all possible molecular diode systems. In-
deed, in recent experiments rectification ratios have been
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reported of up to 103 (Capozzi et al., 2015; Perrin et al.,
2016), up to 104 (Ates¸c¸i et al., 2018), and even 105 (Chen
et al., 2017). Explanations for the large rectification ra-
tios invoke the role of two levels in the molecule, or ad-
ditional electrostatic effects.
The full problem of non-equilibrium junctions and the
evaluation of the IV characteristics is quite involved, be-
cause local charge may change in response to the flowing
current, the nature and shape of the molecular orbitals
will be strongly affected by the field gradient, and the
potential profile needs to be calculated self-consistently,
setting apart further complications due to inelastic exci-
tations. Few self-consistent calculations have been per-
formed. However, such computations are of prime impor-
tance for the interpretation of systematic trends and for
uncovering specific physical mechanisms (Perrin et al.,
2013; Ruben et al., 2008). The work by Stokbro et al.
(2003) and Arnold et al. (2007) shows how complicated
the problem may become. These calculations were done
for a symmetric molecule, benzeneditiol, and similar com-
putations for larger molecules are quite demanding. A
self-consistent calculation for an asymmetric molecule,
which incorporates a cobaltocene group, was done by
Liu et al. (2006). The results show substantial asym-
metry, but the rectification ratio remains modest, below
30. More important is that the self-consistent calcula-
tions show that the profile of the electrical potential nei-
ther agrees with the assumption that the potential drops
over the connections of the molecule to the leads, nor
that it drops over the molecule itself. The actual po-
tential profile computed shows a combination of the two,
and the shape of the profile changes upon reversing the
polarity. The conclusion should be that simplified mod-
els may be very helpful as a guide, but are unlikely to
be very accurate for describing properties of molecules
far from equilibrium, such as needed for description of
IV characteristics.
G. Thermal and thermo-electrical properties
A difference in temperature ∆T between the two leads
connecting a molecule in a junction induces a current
across the junction, which is known as the Seebeck effect.
Under open-circuit (or high external impedance) condi-
tions a potential difference builds up which counter-acts
this current. Upon reaching equilibrium the voltage in-
duced by the temperature difference is given by the See-
beck coefficient S (or the thermopower) of the junction,
∆V = S∆T , with (van Houten et al., 1992),
S = −pi
2k2BT
3 |e|
∂ ln(T (E))
∂E
∣∣∣∣
E=EF
. (54)
Here, T (E) is the energy dependent transmission and T
is the average temperature. A picture of noninteracting
particles has been assumed.
Measurements of the thermopower provide additional
information on the electronic properties of the junction
(Ludoph and van Ruitenbeek, 1999). For single-molecule
junctions, through relation (54) the sign of S immediately
translates into the nature of the nearest molecular orbital
(HOMO or LUMO),23 and the combined knowledge of
conductance and thermopower gives information on the
distance of this level to the Fermi energy of the leads
(Malen et al., 2009; Paulsson and Datta, 2003; Reddy
et al., 2007). Three methods for measuring thermopower
have been reported: by measuring the thermally induced
voltage (Ludoph and van Ruitenbeek, 1999), by mea-
suring the thermally induced current (Widawsky et al.,
2013), or by taking IV curves with a temperature differ-
ence across the junction (Rinco´n-Garc´ıa et al., 2016).
Reddy et al. (2007) have reported the first
single-molecule thermopower measurements on
1,4-benzenedithiol, 4,4’-dibenzenedithiol and 4,4”-
tribenzenedithiol and they have demonstrated that
these form p-type molecular junctions, i.e., the Fermi
energy lies close to the HOMO. Malen et al. (2009)
studied three classes of molecules - phenylenediamines,
phenylenedithiols and alkanedithiols of various length.
The phenylene molecular wires show a thermopower that
grows linearly with length of the molecular backbone,
while the alkanes show the opposite trend. Electrical
transport through alkanedithiols connected between
gold leads had previously been argued to be influenced
by gateway states at the connection to the leads (Zeng
et al., 2002; Zhou et al., 2008), but it was difficult to
separate the contributions of in-gap states from those
of HOMO or LUMO tunneling. By the additional
information obtained through thermopower Malen et al.
(2009) demonstrated the importance of gateway states.
Generally, the position of the molecular levels, and
therewith the transmission as a function of energy, is
asymmetric with respect to the Fermi energy and, there-
fore, breaks electron-hole symmetry. While this leads
to a finite thermopower, the opposite effect can also be
observed: imposing a current leads to asymmetric heat-
ing. The latter is more difficult to observe, and for
this purpose Lee et al. (2013) developed an advanced
nanoscale-thermocouple integrated into a scanning tun-
neling probe. The probe measures the temperature of
the tip apex contacting the molecule with a thermocou-
ple mounted approximately 300 nm from the tip apex.
Using this probe, the authors have studied heat dissipa-
tion in a system formed by attaching single molecules of
1,4-benzenediisonitrile and 1,4-benzenediamine between
Au electrodes. They showed that, even for symmetric
molecules, the heat dissipation takes place asymmetri-
cally across the junction and depends on the applied bias
polarity and the sign of the Seebeck coefficient S. For
positive S the electrons dissipate more heat at the junc-
23 A note of caution: when quantum interference between the
molecular orbitals plays a role near the Fermi level this unam-
biguous interpretation may be lost, see Section V.D.
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tion from which they originate, while for negative S more
heat is dissipated at the receiving end. These techniques
have more recently been extended to allow measurements
of the thermal conductance of atomic and molecular junc-
tions (Cui et al., 2017a). For a comprehensive review on
this topic we refer to Cui et al. (2017b).
An interesting theoretical contribution with general va-
lidity for measurements of Seebeck coefficients has re-
cently been made by Rix and Hedeg˚ard (2019). It brings
together a topic of the previous section, circulating cur-
rents, and the Seebeck measurement. The authors ob-
serve that the measurement of S as the ratio ∆V/∆T at
zero charge current implies that the divergence of the
associated current density vanishes, div j(r) = 0, but
not j(r) itself. Circulating currents are possible under
these conditions and will, in general, emerge. The
nearly-open circuit conditions of thermopower experi-
ments would suppress the regular current and permit
detection of the effects of the circulating currents. Evi-
dently, such experiments will be very challenging.
H. IETS and sign inversion
Electronic transport through single molecules serves as
an interesting playground for studying inelastic interac-
tions of electrons with vibration modes (or ‘vibrons’) in
a single molecule. The inelastic signal offers a means of
spectroscopy that aids in confirming the presence of the
molecule under test.
The strength of the electron-vibron coupling governs
the nature of the electron transport. In the majority
of the experiments reported in the literature the elec-
tron transit time (i.e., the inverse level broadening) in
the molecule is short compared to the time needed for
the ions to respond. The interaction can then be de-
scribed by perturbation theory, at the level of the Born-
Oppenheimer approximation. In the other limit, the
transport is incoherent and leads, e.g., to polaron for-
mation on the molecule. Examples that classify into
this limit are the experiments on long oligomers, beyond
the transition from coherent to incoherent transport, de-
scribed in Section V.A, and the Franck-Condon blockade
to be discussed below. Here, we will limit the discussion
to weak electron-phonon coupling.
The resolution of the experimental signal relies on a
sharply defined Fermi level in the metal electrodes, which
implies that clear signals are only found at low temper-
atures. The first measurements demonstrating electron-
vibron interaction on single molecules (Stipe et al., 1998)
were done for a single acetylene (C2H2) molecule on a
Cu(100) surface, in a low-temperature UHV STM setup.
A small but well-defined step upward, towards an in-
creased conductance, was observed at a voltage equal
to ~ω/e, the energy of a vibrational excitation of the
molecule. This measurement was done in tunneling
mode, at an electron transmission T  1 and the in-
crease in conductance at energy ~ω was attributed to
opening of an additional, inelastic transport channel.
Measurements of vibration modes on a single molecule
bound symmetrically between two leads were first done
for a single H2 molecule and Pt leads (Djukic et al., 2005;
Smit et al., 2002). In this case a step downward, i.e. a
decrease in the molecular conductance was recorded.24
The critical difference between the two experiments is
the transmission T , which is close to unity for the latter
experiment. A similar decrease in conductance at trans-
mission close to unity was also recorded for mono-atomic
chains of Au atoms (Agra¨ıt et al., 2002).
The crossover in sign of the inelastic signals has
been investigated near equilibrium perturbatively in
the electron-phonon coupling energy g using numerical
(Paulsson et al., 2008) and analytical approaches (Egger
and Gogolin, 2008; Entin-Wohlman et al., 2009). The
latter directly employ the Holstein model, but also the
former approach effectively reduces to this model when
adopting the lowest-order expansion,
Hˆ = (ε0+gQˆ)dˆ
†dˆ+~ω0aˆ†aˆ+
∑
k
(
Vk cˆ
†
kdˆ+ h.c.
)
+
∑
k
k cˆ
†
k cˆk,
where Qˆ = aˆ†+aˆ is the displacement operator. It fea-
tures a single fermionic level coupled to a vibration mode
(bosonic) with frequency ω0; for a perspective on strong-
coupling phenomena in this model see Thoss and Evers
(2018).
The structure of the general result for IETS correc-
tions, as it emerges from the Holstein model, can be
analyzed employing standard dimensional analysis. For
simplicity, we consider the case of symmetric coupling
Γ = ΓL = ΓR and adopt the wide-band limit, in which Γ
is independent of energy. Focusing on zero-temperature,
we have the parametric dependency,
dI/dV = e2/h f(Vb, ε0,Γ, ω0, g), (55)
with f being a dimensionless function of its arguments
that includes elastic and inelastic scattering processes.
We are interested in the corrections to the dI/dV -curve
induced by the coupling g. The natural dimensionless
small parameter will be g/Γ: In the limit g  Γ the
dwell-time of the electron in the process of traversing the
level, ~/Γ, is too small for the action, which is related
to the electron-vibron coupling, to become effective. The
leading IETS signal will be determined by the expression
24 Kristensen et al. (2009) using first-principle calculations have
shown that a step-up in conductance for such Pt-H2-Pt systems
should also be possible. This was attributed to the opening of
an otherwise closed d-channel, along with the usual s-channel,
when exciting a transverse hindered rotation mode for the H2
molecule. Recently, such step-up has also been found in exper-
iments (Tewari et al., 2019). As pointed out there, these steps
in conductance are small and it is extremely difficult to distin-
guish them from the structures that could appear due to elastic
scattering of electronic waves through defects in the Pt leads.
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of second-order in this small parameter,25
dI IETS
dV
∣∣∣∣
eVb&~ω0
≈ e
2
h
g2
Γ2
f(2)(ε0/Γ, ω0/Γ). (56)
It has been written already for the case eVb & ~ω0,
since it is at these voltages where the sign of the IETS-
correction manifests itself. Also, we have accounted for
f(2) being dimensionless, so its three arguments combine
into two dimensionless ratios.
In general, f(2) is a complicated function of its param-
eters (Egger and Gogolin, 2008; Entin-Wohlman et al.,
2009). It takes a transparent form in the limit of a soft
(very slow) vibration, i.e., ~ω0/Γ→ 0 in (56),
lim
~ω0/Γ→0
dI IETS
dV
∣∣∣∣
eVb&~ω0
≈ e
2
h
g2
Γ2
f(2)(ε0/Γ, 0). (57)
Intuitively, Eq. (57) describes the jump of the conduc-
tance when the bias-voltage crosses the threshold energy
~ω0 under the assumption that the phonon-frequency is
still small as compared to the level broadening.
After this step the model has in fact been simplified
to such an extent that the sign of ε0 no longer mat-
ters, because all reference scales except zero energy have
dropped out. Consequently, the rhs of (57) only depends
on (ε0/Γ)
2 and therefore can also be considered as a func-
tion of the zero-bias transmission, T , which is an invert-
ible function of the same argument. Summarizing, within
the model assumptions the IETS signal follows a ‘univer-
sal’ function – i.e., independent of microscopic model pa-
rameters – with the transmission T as the only remaining
variable describing the molecular bridge at hand,
lim
~ω0/Γ→0
dI IETS
dV
∣∣∣∣
eVb&ω0
≈ e
2
h
g2
Γ2
f(T ). (58)
For the case ΓL/ΓR =: α with α 6= 1 a more general
result can be obtained along similar lines; we are then
left with a two-parameter dependency f(T , α).
The function f(T , α) has been calculated and dis-
cussed by Paulsson et al. (2008). At high transmission,
T '1, the forward-scattering electronic states are nearly
fully occupied, implying that electrons that undergo in-
elastic scattering by excitation of a vibron can only find
unoccupied states by scattering backward. In the other
limit, T  1, nearly all incoming states are scattered
back elastically, such that after an inelastic scattering
event with a vibron the electron only finds empty states
in the forward scattering direction. Therefore, we expect
a tendency that inelastic scattering leads to a decrease
of the conductance at high transmission, f < 0, and to
an increase in conductance at low transmission, f > 0.
25 The first order term in g is proportional to the oscillator’s dis-
placement out of its equilibrium position. It is higher order in Vb
and can be ignored when vibrational relaxation is fast enough.
The crossover occurs on a line in the (α, T )-plane where
f(α, T ) = 0. The line was calculated by Paulsson et al.
(2008), see also Kim and Son (2013); for soft vibrations
and symmetric coupling, i.e. α=1, the crossover takes
place at T = 0.5.
We emphasize that the model analysis is based on
the wide-band limit and on assuming soft vibrations
with a very fast relaxation mechanism. The more gen-
eral problem also includes the back-action of the non-
equilibrium vibron occupation, which results in a shift
of the crossover point to higher transmission and, there-
fore, is considerably more complicated. A first attempt
at solving the problem was made by Urban et al. (2010),
which, however, neglected back-action related frequency
renormalizations26 (Kaasbjerg et al., 2013). More sys-
tematic treatments have been presented in subsequent
work that have, in particular, also included this effect
(Novotny´ et al., 2011; Ueda et al., 2017; Utsumi et al.,
2013); for a numerical solution of the Holstein model in-
cluding an analysis of IETS see Schinabeck et al. (2016).
Experimentally, a crossover between a step-up and a
step-down at the bias voltage corresponding to the exci-
tation of a molecular vibration was observed for single-
molecule H2O junctions between Pt leads (Tal et al.,
2008), and for benzenedithiol between Au leads (Kim
et al., 2011b). The crossover point in the former exper-
iment was found near T ≈ 0.65, but from shot noise
measurements on the same junctions it was found that
a second conduction channel contributes to the conduc-
tance. The dominant conductance channel has a trans-
mission near 0.5 at the crossover point. The experiments
by Kim et al. included an analysis of the asymmetry of
the coupling to the two leads, α = ΓR/ΓL, which could
be obtained from the shape of the current-voltage char-
acteristics. From a plot of the inelastic signal intensity,
normalized to the conductance on the junction, a clear
crossover was obtained near T ≈ 0.5. In a follow-up piece
of research Karimi et al. (2016) demonstrated, using shot
noise measurements, that the electron transport in BDT
molecules is indeed due to a single conductance channel
for T ranging from 0 to 0.6.
As was emphasized by Avriller and Levy Yeyati (2009);
Haupt et al. (2009); Schmidt and Komnik (2009), the
conductance is just the first moment of the distribution
of electron transfer probabilities. Inelastic signals are ex-
pected to show up in all moments of the distribution of
electron transfer, and in particular in the second moment,
which is known as shot noise. For symmetric junctions,
at transmission T ' 1, inelastic scattering is expected
to produce increased noise signals. A crossover to a neg-
ative contribution takes place near T ≈ 0.85, and an-
other crossover back to a positive noise contribution at
T ≈ 0.15, again under the assumption of a large width
26 We express our gratitude to Toma´sˇ Novotny´ for bringing these
developments to our attention.
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of the electronic level. This inelastic noise signal was ob-
served for short Au atomic chains (Kumar et al., 2012),
and a cross over was seen from positive to negative inelas-
tic noise contributions. However, the crossover point was
found near T ≈ 0.95, higher than predicted for the sim-
ple model systems. The rather large value for the turn-
around point was addressed in a subsequent theoretical
study (Avriller and Frederiksen, 2012), who adopted the
approach of Haupt et al. (2009, 2010) for an ab-initio
treatment. This study did not observe any sign-change
at all, so that the discrepancy between experiment and
different theories appears to persist. More recently, by an
hierarchical quantum master equation approach, Schin-
abeck and Thoss (2019) obtained a shift in the transition
between positive and negative inelastic noise contribu-
tions, that they attribute to the non-equilibrium occupa-
tion of vibrational modes. Unfortunately, the shift makes
the discrepancy with experiment larger, not smaller.
IETS is not governed by strict selection rules, such as
apply for other forms of spectroscopy, including Raman
scattering and IR absorption and emission. Nevertheless,
symmetries of the molecular orbitals and symmetries of
the vibration modes involved in the electron scattering
lead to approximate selection rules, that are known as
propensity rules (Gagliardi et al., 2007; Troisi and Rat-
ner, 2006). For example, Gagliardi et al. (2007) show that
for all molecules bound to Au through a sulfur atom the
IETS spectrum is dominated by the totally symmetric
vibration modes. The amplitudes, on the other hand,
are difficult to predict because they are extremely sensi-
tive to interference between various contributions to the
inelastic signal. Another important difference with the
other forms of spectroscopy is the intrinsic limitation in
resolution due to the strong coupling of the vibration
modes to those of the metal leads and due to the hy-
bridization of the electronic levels of the molecule with
the bulk states in the leads. Only in limiting cases, when
the molecule is weakly coupled to both leads, a more
quantitative comparison between theory and experiment
becomes possible. This has been demonstrated recently
by Krane et al. (2018) in low-temperature STM exper-
iments, where a monolayer of MoS2 served to decouple
the molecules from the substrate.
Lykkebo et al. (2013) have predicted that overtones,
i.e. multiples of the fundamental vibration frequencies,
may in some case dominate the IETS spectrum. To our
knowledge observation of overtones has not been reported
for regular IETS spectra, but we will see that overtones
dominate the spectra under conditions of Franck-Condon
blockade, see Section V.J.
I. Coulomb blockade and Kondo effect
The theory of Coulomb blockade and the Kondo ef-
fect has been reviewed briefly in Sec. IV. Here, we show
how molecular junctions allow testing of long-standing
predictions, and offer means of preparing new electron-
correlated phases. While our review focuses on molecules
contacted to leads, in this section we will also men-
tion a few STM experiments operated in the tunnel-
ing regime. The development of our understanding of
quantum transport through open-shell molecules enjoyed
cross-talk of both experimental approaches (Scott and
Natelson, 2010).
1. The single-impurity Anderson model in single-molecule
junctions
While the single-impurity Anderson model (SIAM) ap-
plies to various physical systems(Kouwenhoven and Glaz-
man, 2001; Scott and Natelson, 2010), molecular junc-
tions occupy a prominent role, because they allow for
quantitative testing of theoretical predictions in a wide
parameter window.
Zhang et al. (2013) studied the C28H25O2N4 neutral
radical adsorbed on Au(111). In the differential conduc-
tance a zero-bias resonance (ZBR) appears. The latter
is associated with the spin of the unpaired electron of
the radical. The strong temperature dependence of the
ZBR, without saturation at low T , points to the weak-
coupling Kondo regime, T  TK, where spin-flip scat-
tering can be described by a perturbation theory in the
Kondo exchange coupling J , see Eq. (31) (Appelbaum,
1966; Kondo, 1964).27 To third order in J the conduc-
tance at zero magnetic field can be expressed by via,
G(eV, T ) = Gbg +Af(eV/kBT ), (59)
where A is proportional to J3 and the function f is in-
dependent of microscopic parameters. The background
contribution Gbg is treated as a constant. The formula
can be easily generalized to finite magnetic fields, where
the only additional parameter is the gyromagnetic con-
stant g, which determines the Zeeman energy, and conse-
quently the splitting of the ZBR into two symmetrically-
positioned steps in the differential conductance (Appel-
baum, 1967). Zhang et al. test the accuracy of this the-
ory by treating the temperature T and g as fitting pa-
rameters. The T obtained from the fits agrees with the
experimental temperature to within an accuracy of 10%
(unless T < 6K, where the perturbation theory is not
expected to be successful). The value for g = 1.93± 0.02
is slightly reduced compared to the gas-phase, reflecting
the screening of the g-factor by the electron gas in the
Au substrate.
Extending quantitative tests of the theory for single
molecules suspended between two leads down to temper-
atures below TK , (‘strong coupling’ Kondo regime) poses
a significant experimental challenge, namely the stabil-
ity of the system across temperature differences span-
ning several orders of magnitude. This difficulty can be
27 The perturbation approach breaks down when T ≈ TK.
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bypassed in molecular junctions where, instead of vary-
ing the temperature, stretching of the molecular junction
drives changes of TK by varying microscopic parameters.
Zˇonda et al. (2018) have taken this approach in order
to investigate the ZBR in PTCDA suspended between
Ag contacts. The theoretical apparatus involves conduc-
tance calculations based on the solution of the SIAM with
the numerical renormalization group (Bulla et al., 2008;
Wilson, 1975). The fitting procedure involved only two
parameters, the couplings to the two leads ΓL and ΓR,
but successfully captures the conductance spectra in the
bias window ±15 mV, in both strong and weak coupling
regimes.
2. Two-impurity Anderson model
Following the theoretical overview in Sec. IV.A.3, we
present a discussion of molecules with two relevant or-
bitals in quarter and half filling.
Quarter filling: The SU(4) Kondo effect. Beautiful re-
alizations of the SU(4) Kondo effect on a single entity
were given in carbon nanotubes (Jarillo-Herrero et al.,
2005; Makarovski et al., 2007; Schmid et al., 2015). In
this case, the orbital degeneracy required for an SU(4)
Kondo effect arises from the valley degree of freedom.
However, the contacts and impurities induce mixing of
the two orbitals and therefore disturbances of the SU(4)
symmetry are significant. In molecular ‘quantum dots’
such perturbations can be avoided by imposing point
symmetry of the compound system (molecule and con-
tacts). Consider, e.g., the case of transition-metal ph-
thalocyanines (Pc) adsorbed on a crystalline metallic sur-
face. The gas-phase Pc is symmetric around a four-
fold axis, which gives rise to doubly-degenerate levels.
The fourfold axis can be preserved when the molecule
is placed on a cubic lattice. This is the case for nickel
and copper phthalocyanines (NiPc and CuPc) adsorbed
on Ag(100) (Koryta´r and Lorente, 2011; Mugarza et al.,
2012). The degenerate ligand states (eg) contain a sin-
gle electron in the Coulomb blockade regime. The SU(4)
character manifests itself in STM images of the Kondo
resonance, which is uniformly detected over the ligands
of the Pc.
An SU(4) Kondo effect was also found for FePc ad-
sorbed on two distinct sites on Au(111) (Minamitani
et al., 2012). The gas phase FePc has a doubly degener-
ate level, residing mainly on the d-shell. The molecules
are adsorbed on Au(111) on two sites, either the ‘on-top’
sites, or the ‘bridge.’ The analysis of STM spectra with
and without magnetic field suggests that at the on-top
adsorption site, the Kondo effect is of the SU(4) type, and
at the bridge site it turns into an SU(2). This observa-
tion correlates well with the strongly reduced symmetry
of the bridge site. The molecular SU(4) Kondo system
allows to be assembled into a 2D array, as demonstrated
by the same group (Tsukahara et al., 2011). Such an
SU(4) Kondo lattice offers means to study the competi-
tion between orbital and spin ordering (Ferna´ndez et al.,
2015; Lobos et al., 2014).
The above mentioned results suggest that the delicate
conditions required for the SU(4) Kondo effect may be
achieved in molecules more easily than in other systems.
The orbital mixing, e.g., can vanish in carbon nanotubes
due to symmetry reasons. We remark that, additionally,
the SU(4) Kondo effect can be disturbed by certain in-
teraction matrix elements, i.e. terms in Eq. (36). The
latter can have a lower symmetry in molecules than in
carbon nanotubes.
Molecules with two open shells. Molecules with two
open shells can be understood as having two unpaired
spins. This allows realizing several important regimes of
the TIAM at half filling. These regimes are controlled
by the sign and magnitude of the exchange coupling, see
Sec. IV.A.3. When the two respective orbitals belong to
the same d-shell, the exchange is ferromagnetic (Coulomb
exchange, Hund’s rule) and strong (≈ 1eV), effectively
locking both spins into a spin-one moment. When the
overlap between the two orbitals is small, Coulomb ex-
change is negligible and other mechanisms take a leading
role (superexchange, RKKY exchange). These mecha-
nisms are sensitive on the details of the system and the
environment, allowing for in-situ tuning, as shown below.
Underscreened Kondo effect. The signatures of an un-
derscreened Kondo effect were observed for the first time
in a single entity, a C60 molecule in a gold nanogap,
by Roch et al. (2009). The key in the identification of
the underlying spin model was the comparison of the
temperature dependence of the conductance with the
universal dependencies obtained from the NRG calcula-
tions, G(T ) = G0fS(T/TK), for a given impurity spin S.
A second important hallmark of underscreened Kondo
physics is the splitting of the Kondo peak in a mag-
netic field. Consistent with expectations for the under-
screened Kondo effect, Roch et al. observed that the field
required to split the peak is very small. The interplay
of the Kondo correlations of a spin 1 system and mag-
netic anisotropy was studied by Parks et al. (2010) in a
Co complex. By mechanically distorting the ligand field
around the Co, the anisotropy energy can be manipu-
lated, providing means to switch on and off the under-
screened correlations without a magnetic field.
Singlet-triplet transitions. Roch and coworkers also re-
ported the observation of a quantum phase transition in
an electromigrated C60 junction (Roch et al., 2008). As
Roch et al. argue, the transport measurements can be
interpreted by the two-impurity Kondo model with only
a single screening channel at the accessible experimental
temperatures. An important manifestation of the quan-
tum critical point is the appearance of a two-stage Kondo
screening process on the singlet side of the transition. In
the transport measurements, the second-stage Kondo ef-
fect is detected by the formation of a dip in the middle
of a broad first-stage Kondo peak.
An interesting option to experimentally observe the
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singlet-triplet transition is to bring two open-shell
molecules into contact. Esat et al. (2016) have stud-
ied a PTCDA-Au complex adsorbed on the surface of
gold. The LUMO of the complex is a delocalized pi or-
bital which captures a single electron upon adsorption.
When two PTCDA-Au complexes are brought close to
each other both LUMO’s overlap. As Esat et al. ar-
gue, the direct exchange interaction is negligible, and
the physics is dictated by the charging energy of the LU-
MOs along with the intermolecular hybridization. The
pairs of PTCDA-Au complexes can be found in various
on-surface orientations, shown by the STM images. The
zero-bias features in the tunneling conductance are either
a single Kondo peak or a split resonance. The occur-
rence of two kinds of zero-bias features was rationalized
by NRG calculations on a TIAM, showing that they cor-
respond to (underscreened) triplet and singlet phases of
the two-molecule systems. Both phases are separated
by a quantum phase transition, driven by changing the
orbital hybridization t. Esat et al. employed ab-initio
calculations of pairs of gas-phase complexes in the ori-
entations observed experimentally. The t was estimated
from the splitting of the LUMO energies. The t calcu-
lated in this way correlates well with the observation of
the split peak.
A prototypical two-spin molecule (a complex with two
Ni2+ centers) was studied by Zhang et al. (2015) combin-
ing STM measurements on Cu(100) and first-principles
calculations. The authors argued that the exchange in-
teraction between the two spins is much smaller than
the Kondo temperature, so that both spins are inde-
pendently Kondo-screened. The regime of independent
Kondo screening becomes interesting when larger spin ar-
rays are arranged on the surfaces, e.g., see DiLullo et al.
(2012). Such a molecular Kondo lattice may exhibit a
strongly-renormalized Fermi-liquid phase known as the
heavy-fermion phase, e.g., see Coleman (2015).
3. The Kondo effect as evidence for open shell structure
We pointed out in Sec. IV.A.2 that above the Kondo
temperature it can be tricky to differentiate between open
and closed shell molecules solely based on transport spec-
troscopy. The reason is that in molecular junctions, typ-
ically, the level spacing (e.g. the HOMO/LUMO gap) is
comparable to the charging energy. The appearance of
a Kondo resonance pinned at zero bias provides a direct
proof of an open-shell nature of the contacted molecule,
as illustrated in Fig. 25. It is not surprising that the
Kondo resonance (and its sensitivity to microscopic de-
tails) allows to gain qualitative insights into the charge-
transfer and level alignment of a molecule in contact with
leads. We review a few examples where such understand-
ing was achieved. In these works, the interpretation of
the experimental results was often backed-up by ab-initio
DFT calculations. Although state-of-the-art DFT incor-
rectly treats the Coulomb blockade regime, it can provide
FIG. 25 Temperature dependence of the linear conductance
of C60 in a gold junction for different electrode separations
(Parks et al., 2007). Solid lines are fits to the formula
G(T ) = G0
[
1 + (T/TK)
2
(
21/s − 1
)]−s
+Gb, where s = 0.22
and Gb, G0, TK are parameters. The widely-used formula is
a fit to the theoretical G(T ) from a numerical renormaliza-
tion group calculation (Costi et al., 1994; Goldhaber-Gordon
et al., 1998). The extracted TK are (from the top trace to
the bottom): 60.3 ±2.4, 55.5 ± 0.9, 45.6 ± 1.9, 38.1 ±1.2
K. Inset: dI/dV traces at x0 + 0.7A˚. Reproduced from Parks
et al. (2007).
qualitative insights into the charge state and the char-
acter of the relevant frontier orbitals of the contacted
molecule.
A first series of examples (Mugarza et al., 2011; Parks
et al., 2007; Temirov et al., 2008) comprises molecules
that have a closed shell configuration when neutral, but
a Kondo resonance appears when the molecule is con-
tacted. Temirov et al. (2008) studied PTCDA adsorbed
on Ag. By contacting the molecule with an STM tip and
gradually peeling off the molecule from the substrate,
Temirov et al. recorded the dI/dV spectrum and ob-
served the emergence of a zero-bias resonance ZBR on top
of a weakly varying background. The resonance width
was approximately 15 meV. Standard tests of the Kondo
effect are the magnetic field splitting and the tempera-
ture dependence; however, due to the rather large width
of the ZBR such tests were not accessible. The identi-
fication of the ZBR with the Kondo resonance thus re-
lied on the observed pinning to the position at zero bias
and on comparison with model and ab-initio calculations
(Greuling et al., 2011). The findings can be rationalized
by realizing, that the peeling represents an inverse ad-
sorption process: adsorbed PTCDA accommodates two
electrons in the LUMO and a gradual decoupling should
lead to redox transitions. A similar redox transition lead-
ing to the appearance of the Kondo effect was proposed
by Karan et al. (2018) to explain the dI/dV changes in
an iron porphyrin/Au junction.
The intricacies of the level alignment further deepen
when a molecule with two relevant orbitals is considered.
Requist et al. (2014) studied an NO molecule adsorbed
on Au(111). The Kondo resonance observed in STM was
proposed to arise from a two-orbital system at quarter
filling. DFT calculations offered the following scenario:
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the electron is distributed in both even and odd states
(2pi∗e , 2pi
∗
o), but the 2pi
∗
e carries most of the electronic oc-
cupation. When the DFT results were contrasted with
an NRG calculation, correlation effects invert the order
of occupancies, so that the odd 2pi∗o orbital wins. We
remark that in the case of NO adsorbents there is no
symmetry protection for the even and odd state, in con-
trast to the SU(4) limit. New computational approaches
are being developed, that aim at improved ab-initio de-
scriptions of strongly-correlated phenomena in molecular
junctions and adsorbents (Droghetti and Rungger, 2017;
Jacob, 2015).
Molecular junctions offer new means of manipulating
and controlling the microscopics that enters the Kondo
physics. For example, Kondo resonances were switched
on or off by changing the length of anchor groups (Park
et al., 2002), by current-induced dehydrogenation (Zhao
et al., 2005) or mechanical stretching (Rakhmilevitch
et al., 2014). Pulses of electric current were used by
Miyamachi et al. (2012) to switch a molecule from a
spinfull (S = 2) to a spinless (S = 0) state on the spin-
crossover compound Fe(1,10-phenanthroline)2 (NCS)2 on
CuN/Cu(100). One of the keys to identifying the switch-
ing was the presence and absence of a Kondo peak in the
respective spin states.
We recall the exponential sensitivity of the Kondo tem-
perature on the microscopic parameters, Eq. (26), which
can be exploited as a sensitive probe of subtle interac-
tions: Jacobson et al. (2015) studied CoH and CoH2
complexes adsorbed on a spatially corrugated surface (a
hexagonal boron nitride monolayer on Rh(111)) and sys-
tematically observed the Kondo ZBR only on adsorption
sites of a specific type.
A robust ZBR indicates the conservation of localized
radical (spin half) character of a molecule. Such obser-
vation was made by Frisenda et al. (2015) when attach-
ing a polychlorotriphenylmethyl radical to a pair of Au
leads, and stretching the junction in a MCBJ setup by
0.5 nm. The ZBR retained its width (≈ 5 mV), although
the background conductance dropped ten times.
An important feature of the differential conductance
spectrum of open-shell molecules is the appearance of
thresholds at finite bias, which are due to inelastic spin
excitations (Fock et al., 2012; Gaudenzi et al., 2017; Hir-
jibehedin et al., 2007; Osorio et al., 2010). The finite-bias
thresholds can be analyzed in external fields, supplied by
the gate voltage and a magnetic field, which helps to de-
termine the nature of the low-energy excitations of the
open-shell system. Unlike vibrational signals in IETS,
the IETS features due to spin excitations are character-
ized by selection rules due to spin conservation (to the
extent that spin-orbit interaction is weak). A remarkable
consequence of the latter can be a suppression of zero-
bias conductance, termed spin-blockade (de Bruijckere
et al., 2019; Romeike et al., 2007). Orbital degrees of
freedom lead to similar steps in the differential conduc-
tance (Ku¨gel et al., 2018).
Fundamental questions related to electronic correla-
FIG. 26 Illustration of Franck-Condon blockade in a molec-
ular junction assuming a parabolic potential surface with
eigenenergies n~ω0 and vibronic (harmonic oscillator) wave-
functions. (a) At low excitation levels transport is sup-
pressed because the oscillator overlap between the |N, 0〉 and
|N + 1, 1〉 is small. (b) At higher bias, higher vibrational lev-
els |N +1, n〉, the overlap with |N, 0〉 is enhanced and current
starts to flow. Reprinted with permission from Lau et al.,
Nano Lett. 16, 170. Copyright (2016) American Chemical
Society.
tions were studied using single open-shell molecules cou-
pled to ferromagnetic (Fu et al., 2012; Pasupathy et al.,
2004) and superconducting leads (Franke et al., 2011;
Hatter et al., 2015). However, a thorough discussion of
these works is beyond the scope of this review.
J. Franck-Condon blockade
We consider a molecule, weakly coupled to the elec-
trodes, with N electrons, in its vibrational ground-state
|N, 0〉. Furthermore, let the molecule be tuned near a
charge-degeneracy point, so that |N, 0〉 and |N + 1, 0〉
are nearly degenerate. If the electron-vibron coupling
is strong, i.e., the reorganization energy is large, then
the overlap 〈N + 1, 0|N, 0〉 is small. Consequently,
the low-bias current is suppressed even though charge-
fluctuations are not strongly hindered by Coulomb repul-
sion. At larger bias it is possible to excite the vibrational
states, |N + 1, n〉. According to Franck-Condon theory,
the transition probabilities are proportional to the over-
lap squared, |〈N, 0|N + 1, n〉|2 with
|〈N, 0|N + 1, n〉|2 ∝ e−λλn/n!, (60)
where λ denotes the dimensionless electron-vibron cou-
pling. For strong coupling (λ  1) the matrix element
is exponentially small at n = 0, but reaches a maximum
for finite n = nmax. Thus, transport is recovered at fi-
nite bias when the electrons have excess energy eV large
enough for exciting ∼ nmax vibrons, see Fig. 26. The
unique properties of electronic transport in the Franck-
Condon blockade (FCB) regime were analyzed theoreti-
cally in Kaat and Flensberg (2005); Koch and von Op-
pen (2005); Leijnse and Wegewijs (2008); Wegewijs and
Nowack (2005) and other works. Note, that FCB de-
rives from the suppression of overlap matrix elements and
hence can not be lifted by tuning the gate voltage (see
Fig. 27), in a stark contrast to Coulomb blockade. This
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behavior has been taken as a hallmark in the experimen-
tal discovery of FCB. In the context of nanoscale devices,
FCB was first observed in carbon nanotubes (Leturcq
et al., 2009), where, quite remarkably, the blockade sur-
vives over several charge states N . A molecular FCB was
first observed by Burzur´ı et al. (2014) in a Fe4 complex.
The FCB has some remarkable consequences for the
charge-carrier dynamics (Koch et al., 2006). Above a
threshold bias of a few times ~ω0 the electron current
is accompanied by excitations and de-excitations of vi-
brons. The latter have their fingerprint in unusual tem-
poral fluctuations of the current, i.e., in the current noise
(‘avalanche transport’). For an extended analysis of noise
and avalanches see Schinabeck et al. (2014).
The bistable behavior of the current in the FCB was
recently observed in an experiment by Lau et al. (2016)
for a functionalized C60 molecule coupled to graphene
electrodes.The waiting times of the on and off phases
were of the order of 10−1 s, extremely long for molecular
vibration processes. The FCB with avalanche transport
was also manifested by giant enhancement of noise above
the regular shot noise level (102−104) in accord with the
theoretical prediction (Koch and von Oppen, 2005).
VI. CASE STUDIES OF QUANTITATIVE COMPARISON
Having reviewed some of the most impressive phenom-
ena observed in single-molecule junctions, for which we
have a high level of qualitative understanding, we now
turn to a discussion of the quantitative level of agreement
between computation and experiment. In many experi-
ments the conductance is the sole quantity reported, and
consequently this is also what computations often focus
on. It will be useful to distinguish three conductance
regimes, which leads us to organizing this section into
FIG. 27 (a) Current stability diagram of a functionalized C60
bound to graphene nanoelectrodes at 20 mK. (b) Simulated
current stability diagram with λ = 3, ~ω0 = 1.7meV. High
current is shown in dark shades (red and blue online) and low
current is light gray (pink online). The current is suppressed
for low bias voltage |Vb| . 6 mV because of Franck-Condon
blockade. The blockade can not be lifted by changing the gate
voltage Vg For higher bias, the current is restored, its detailed
Vg,b–dependence bears strong imprint of vibronic excitations.
Reprinted with permission from Lau et al., Nano Lett. 16,
170. Copyright (2016) American Chemical Society.
FIG. 28 Proposed Pt-H2-Pt molecular configuration. The
dark spheres represent Pt atoms of the metallic leads, for
which the detailed arrangement is not known. The white
spheres represent the H atoms that are aligned with the axis
of the junction.
the following thee subsections.
A. High zero-bias conductance
At high zero-bias conductance, with quantum con-
ductance channels having transmission probabilities near
unity, the experiments give access to many parameters
other than just the conductance. The systems we con-
sider here are small molecules, with strong hybridization
of the molecular levels with the metallic states in the
leads. As a consequence, the level broadening is much
larger than any other energy scale in the problem, which
makes the computations less sensitive to the unknown
details of the metal-electrodes arrangement.
A prime example is a hydrogen molecule, H2, coupled
to Pt leads at either side (Smit et al., 2002). Clean Pt
leads can be obtained by means of the MCBJ technique
at cryogenic vacuum conditions, and the molecules can
be introduced into the gap by deposition from the vapor
phase. The conductance histogram after deposition of H2
shows many changes, indicating that many types of con-
ducting bridges involving Pt-H bonds are being formed,
but a prominent peak near a conductance of 1 G0 is the
most conspicuous feature. The experiments mainly focus
on analyzing the structure of the bridge associated with
this histogram peak.
The proposed configuration of the molecule in the con-
tact is shown in Fig. 28. From a chemistry point of view,
a more common arrangement of hydrogen between Pt
atoms, with lower total energy, is one with the two hy-
drogen atoms aligned orthogonal to the junction axis,
with one atom at either side. The latter configuration
was proposed by Garc´ıa et al. (2004) as being associated
with the conductance peak at 1 G0 in the histograms. In
contrast, from their DFT based computations they found
a conductance of only 0.2 G0 for the configuration illus-
trated in Fig. 28. However, at least three independent
calculations for the latter configuration produce a con-
ductance very close to 1 G0 (Djukic et al., 2005; Garc´ıa-
Sua´rez et al., 2005; Smit et al., 2002; Thygesen and Ja-
cobsen, 2005a). By virtue of the many parameters that
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can be obtained from the experiments, including the vi-
bration modes and their shift with isotope substitution,
the contact stretching dependence of the vibration modes
(Djukic et al., 2005), and the number of conductance
channels derived from shot noise measurements (Djukic
and van Ruitenbeek, 2006), the discrepancy between the
calculations can be definitely decided in favor of the the
latter group of computational results. Although the crit-
ical difference between these computations has not been
identified, the example discussed here demonstrates the
importance of benchmarking the computations against
well-characterized experimental results. Barring the re-
sult by Garc´ıa et al. (2004) the quantitative agreement on
the conductance between experiment and computations
in this regime of transmission is near 10%.
At first sight the high electron transmission of a closed-
shell molecule such as H2 is counter-intuitive. A very in-
structive discussion of the principles involved in arriving
at this high conductance is given in Cuevas et al. (2003).
Although the HOMO-LUMO gap for the H2 molecule is
very large, the H2 molecular orbitals hybridize strongly
with the d-orbitals of Pt, which have a very large den-
sity of states, resulting in a high electron transmission.
The other key experimental observation, namely that the
conductance is carried by a just single channel, is rooted
in the axial symmetry of the molecular bridge, illustrated
in Fig. 28.
The approach of exploiting the chemical affinity of
clean metal tips for direct binding to molecules, without
the need for anchoring groups, has been extended to or-
ganic molecular systems, notably benzene (Kiguchi et al.,
2008b) and the related oligoacenes (Yelin et al., 2016).
The more elaborate molecular orbital structure of these
aromatic molecules permits multiple conductance chan-
nels for a single molecule. With a total conductance for a
Pt-benzene-Pt junction in the range from 0.1 to 1.3 G0.
Analysis of shot noise shows that up to three channels
participate in the electron transport. This agrees well
with the accompanying DFT calculations, which offer the
interpretation that the number of carbon atom bonds to
each of the Pt tip atoms reduces from three to one in
the process of gradual breaking of the junction (Kiguchi
et al., 2008b). Quantitative comparison between theory
and experiment is influenced by the limited knowledge of
the orientation of the molecule in the experiment. Given
the combination of channels obtained from shot noise
measurements, and total conductance, the quantitative
agreement is probably better than 30%.
The molecular orientation and the effect of the number
of carbon-tip bonds can be observed directly through low-
temperature STM imaging at close tip-molecule distance.
Approaching C60 on Cu(111) by a Cu coated tip the work
by Schull et al. (2011a) shows the effect of local bond for-
mation with the tip, which clearly distinguishes sites on
the molecule having stronger double C=C bond charac-
ter (higher conductance) from those with predominantly
single C-C bond character (lower conductance). In the
case of C60 the conductance is high because the LUMO
is triply degenerate and nearly coincides with the Fermi
energy of the metal. The DFT computations reproduce
the different symmetries and bonding sites on a single
C60 molecule. However, differences between calculations
and measured site-dependent conductance remain, which
are partly attributed to a small tilt of the molecules that
was not included in the calculations. Quantitatively, de-
spite the high level of experimental information available,
a gap of about a factor of 2 remains between experiments
and calculations.
In this regime of strongly coupled molecules and high
conductance the quantitative agreement between the
conductance in experiments and computations is gen-
erally good. The computational accuracy in reproduc-
ing the experimental results appear to be mostly lim-
ited by details of the experiments that remain unknown.
One such effects comes from scattering of partial electron
waves on defects in the metallic leads (Ludoph et al.,
1999), which can reduce the conductance typically by
10%, and in exceptional cases even up to 50%. Al-
though more precise testing, for example by means of
low-temperature STM experiments, would be desirable
the present evidence suggests that LDA-based calcula-
tions in this regime capture the essential ingredients and
that the computations have a high degree of predictive
power.
B. Low zero-bias conductance
Before turning to the most widely studied class of
molecules, let us first consider the other extreme, the
range of very low zero-bias conductance. As a practi-
cal criterion we take this to include those single-molecule
junctions for which the zero-bias conductance, G(0), lies
below the measurement sensitivity of the experiments.
This limit usually lies at 10−5 G0, but with proper elec-
tronics can be extended to 10−7 G0. For those junc-
tions the molecules would be undetectable by the com-
mon histogram-based methods at low bias. Instead, the
experimental evidence for the presence of the molecules
comes from current-voltage (IV ) curves up to high volt-
age bias. The differential conductance shows a gap of
low conductance until one observes a rise, often steep,
which may lie at different values for the two bias polari-
ties. If the junction remains stable one may observe that
the conductance reaches a peak value and comes down
again at still higher bias.
Figure 29 shows one of the first single-molecule mea-
surements at low temperatures (Reichert et al., 2003),
and gives a comparison with data for the same molecule
obtained at room temperature. The low-temperature
data show a clear gap in the differential conductance un-
til a sharp peak at about 0.5 V signals the line-up of the
chemical potential in the leads with the nearest level on
the molecule. The irreproducible fluctuations observed
after the peaks are due to instability of the molecular
junction under the influence of the high current flow-
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FIG. 29 Single molecule measurements on a thiol-coupled
molecule (shown in the inset on top) having side groups that
make it asymmetric. The current (right axis) and differential
conductance (left axis) reflect the asymmetry of the molecule.
The sign of the asymmetry is random, and changes between
different measured junctions. The gap in the conductance
observed at room temperature (a) become much more pro-
nounced at 30 K (b). For each curve several consecutive
sweeps are shown. Adapted from Reichert et al., Appl. Phys.
Lett. 82, 4137 (2003) with the permission of AIP Publishing.
ing through the molecule. Comparing this data to the
room-temperature curves in Figure 29(a) reveals several
important effects. First, the peaks in the differential con-
ductance become strongly smeared. Second, the gap ap-
pears smaller, and the zero-bias conductance is larger, at
room temperature. These two effects can be understood
as resulting from the thermal smearing of the molecular
level structure by rapid fluctuations between many con-
figurations. This implies that the position of the molec-
ular levels is very sensitive to details, as will be further
demonstrated with experiments below. Obviously, one
needs to be careful in interpreting conductance and gap
structure from room temperature data.
The positions of the resonances observed in the dif-
ferential conductance can be influenced by local elec-
trostatic potentials. Low-temperature experiments us-
ing in-situ deposition of the metal electrodes (Kubatkin
et al., 2003), experiments using electromigration (Liang
et al., 2002; Osorio et al., 2007b; Park et al., 2002), or
three-terminal break junctions (Perrin et al., 2013), all
demonstrate the sensitivity of the molecular level to the
potential applied to a gate electrode. The advantage of
a gate electrode is that one can observe this shift con-
tinuously as a function of a control parameter, i.c. the
applied voltage. However, the actual potential at the
molecule will be sensitive to the presence of ions and po-
lar molecules (water), or even dielectrics. Moreover, the
image charge distribution in the leads, and therefore the
distance of the molecule to the leads and its orientation,
also strongly affect the position of the resonances (Perrin
et al., 2013).
Computations for such molecular systems mainly aim
at qualitative comparison and cannot easily be made
quantitative for several reasons. First, the positions of
the resonances are not reliably obtained from DFT type
calculations, given the difficulties associated with the the-
ory in predicting proper gap energies. Second, due to the
exponentially small local density of states on the molecule
near the Fermi energy, the positions of the resonances are
extremely sensitive to the amount of charge transfer be-
tween the molecules and the leads. Third, for weak cou-
pling charging effects become important, which are not
easily treated from first-principles in DFT. Finally, the
calculations must be performed self-consistently under
non-equilibrium conditions. While such calculations have
been demonstrated for simple systems (Arnold et al.,
2007; Liu et al., 2006; Stokbro et al., 2003), they are
computationally demanding, as was discussed in Sec-
tion III.D.4.
Apart from the position of the resonances, the shape
of the resonances poses a problem. A straight-forward
application of resonant tunneling models does not work:
the position, height, and width of the resonance cannot
be simultaneously described by any choice for Γ; typi-
cally the observed resonance width is by far too large,
as shown by the low-temperature MCBJ experiments by
Secker et al. (2011). The conductance at the peak lies
invariably much below G0, in contrast to the predic-
tions from simple resonant tunneling models. Part of
the explanation lies in the role of vibrations. When the
resonance lies at low energy (tens of millivolts) clear vi-
brational side bands can be resolved, as was also shown
systematically by Osorio et al. (2007a) and Lau et al.
(2016). When the resonance shifts to higher energy the
vibrational side bands broaden and eventually cannot be
resolved. Yet, they continue to determine the full width
associated with the resonance. Thus, the width of the
resonance is not set by temperature or by the strength of
the coupling Γ between the molecule and the leads, but
is approximately set by the reorganization energy due to
electron-vibration mode interaction (Secker et al., 2011).
Electronic resonances at still higher energy develop
temporal fluctuations, with characteristic times that can
be milliseconds (Secker et al., 2011) or much longer
(Lo¨rtscher et al., 2006). A typical IV curve may show
a smooth broadened step in current, but zooming in at
the step one finds that the smooth transition actually is
due to instrumental time-averaging of fluctuations of the
conductance of the junction, roughly between the values
of current before and after the step. Clearly the current
induces fluctuations in the configuration of the molecule,
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as was also found for molecules with high zero-bias con-
ductance, where they are triggered by the excitation of
vibration modes (Thijssen et al., 2006). As pointed out
by Secker et al., given the many additional effects tak-
ing place at a resonance the similarity of the experimental
curves with those obtained from resonant tunneling mod-
els must be regarded as being fortuitous. The broadening
of the resonance in the differential conductance may also
be taken as evidence that the lattice temperature of the
molecule under high bias becomes very high.
C. Intermediate zero-bias conductance
Having discussed the two extremes, high zero-bias con-
ductance and low conductance, we find that the for-
mer type of junctions can be accurately described by
computational models, while the latter can only be ad-
dressed qualitatively. Let us now review the large group
of molecules with intermediate levels of zero-bias con-
ductance, which comprises nearly all molecules studied
by means of conductance histograms in break junctions.
It goes beyond the scope of this review to present a com-
plete overview of the many molecular systems in this
class. Instead, we will focus on two widely studies molec-
ular systems, benzenedithiol, a simple aromatic molec-
ular system, and the non-aromatic alkanedithiols, that
have been adopted as benchmark systems. We will pro-
pose alternative benchmark systems and conclude with a
few general remarks.
1. Benzenedithiol
The first electronic transport measurements of a sin-
gle molecule by Reed et al. (1997) targeted a benzene-
1,4-dithiol molecule between two gold electrodes. This
system became one of the fruit-fly systems in this field
of study. The choice appears to be a natural one, be-
cause it is one of the simplest systems that offer a fully
conjugated path across the molecule. The benzene ring
provides a delocalized pi electron path for conduction,
and the sulfur group is assumed to bind covalently to the
gold leads and to produce a small electronic barrier be-
tween the states of the metal leads and the pi electrons
of the benzene ring. For the zero-bias conductance many
different values have been reported, but typically it lies
well above the experimental sensitivity threshold, while
the differential conductance is strongly non-linear and
shows peaks at high bias. In this sense the molecule has
properties that are clearly intermediate between the two
cases discussed in the sections above.
In some ways the choice of this fruit-fly system is also
an unfortunate one, because there are few molecular sys-
tems for which the experimental results – and there are
many – differ so widely. On the other hand, the challenge
of understanding this simplest of all aromatic molecu-
lar junctions has stimulated many theoretical works and
therewith helped to uncover many effects that need to be
considered in evaluating molecular junctions. The trans-
mission of the molecule is expected to be high for such
a short molecule with a fully delocalized pi-orbital sys-
tem. However, the measured conductance is extremely
sensitive to the details of the connection of the molecule
to the Au metal leads, and the short molecule allows for
many different arrangements. It turns out that there are
many more factors influencing the observed conductance,
that also have implications for the interpretation of ex-
periments on other molecules. An overview of the exper-
imental data is presented in Table 1 in the Supplemen-
tal Material, and representative conductance histograms
from different experiments are compared in Fig. 30.
The original experiment by Reed et al. (1997) was done
in a break junction setup, but did not present any sta-
tistical analysis or histogram distributions. Therefore,
one cannot judge whether the curves shown in the paper
are representative for the Au-BDT-Au junctions. This
situation improved after the introduction of statistical
analysis based on conductance histograms (Smit et al.,
2002; Xu and Tao, 2003). Xiao et al. (2004) were the
first to report such measurements for Au-BDT-Au, and
found a series of peaks in the histogram at multiples of
1.1 · 10−2 G0 (Fig. 30, top). The measurements were
done at room temperature at a bias of 0.2 V in a 0.1 M
solution in NaClO4. A systematic study of the bias de-
pendence up to 0.6 V showed only a weak increase of the
conductance with bias, by about a factor of two.
This result brought the experimental values much
closer to the theory, but also led to new confusion. The
problem lies, at least partly, in the method of data selec-
tion. Most traces of conductance during breaking show
only smooth exponential decay. For this reason Xiao et
al. decided to select only those curves that have a distinct
plateau region for inclusion in the histogram. The fact
that this selection is done manually makes the criteria
difficult to judge. The shape of the histogram has not
been reproduced by other groups. In fact, a new study
by Ulrich et al. (2006), by essentially the same technique,
now using 1,2,4-trichlorobenzene as solvent, showed that
there is no clear structure in the histograms when all
curves are included. This conclusion did not change even
after implementing an automated data selection proce-
dure, or by taking the experiment to low temperatures
(30 K).
Further work (Fujii et al., 2008; Kim et al., 2011b; Mar-
tin et al., 2008b; Tsutsui et al., 2008) confirmed that the
presence of the molecules in the junction leads to his-
togram counts spread over many orders of magnitude,
ranging from below 10−5 to several times 10−1 G0. Only
at high bias, above 1 V, Tsutsui et al. observed a broad
peak at 0.1 G0. Different experimental approaches have
produced peaks in the histograms for BDT, without data
selection, although the position of the peaks varies be-
tween the methods, suggesting that it is influenced by the
choice of experimental method. Using acetyl-protected
sulfur groups Lo¨rtscher et al. (2007) studied the sulfur-
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FIG. 30 A selection of conductance histogram data for Au-
BDT-Au junctions, illustrating the wide variation and sen-
sitivity to experimental conditions (color online) . The his-
tograms have been rescaled for ease of comparison. The fig-
ure also illustrates differences in appearance of the data due
to choice of the methods of constructing histograms, see also
Section II.D. Three methods have been applied: (1) First
binning data in linear conductance, and representing this in
a histogram in linear conductance. (2) First binning data in
linear conductance, and representing this in a histogram in
the logarithm of conductance. (3) Binning the logarithm of
conductance and representing this in a histogram. The latter
method is now the method of choice, but earlier data have
used the other two. The data by Xiao et al. (top panel) uses
method (1) and has been mapped onto this logarithmic scale.
The data by Kim et al. uses method (2). This enhances the
data at low conductance, and the peaks are observed against
a decaying background. The other three examples employ
method (3). The graphs are adapted with permission from
Xiao et al., Nano Lett. 4, 267. c© (2004) American Chem-
ical Society; Bruot et al., Nature Nano. 7, 35. c© Springer
Nature (2011); Kim et al., Nano Lett. 11, 3734. c© (2011)
American Chemical Society; Martin et al., New J. Phys., 10,
065008 (2008). c© IOP Publishing and DPG. All rights re-
served; Zheng et al., Chem. Sci. 9, 5033 (2018), published by
The Royal Society of Chemistry.
coupled benzene molecule by MCBJ under UHV at room
temperature, and found a single broad peak at 0.5 · 10−4
G0. Note that the acetyl protection group ideally re-
quires a de-protection agent to be removed in order to
allow direct S-Au bond formation. Since the authors do
not report using active de-protection there is a possibil-
ity that the nature of the bond to Au is different, pos-
sibly explaining the low conductance. The question of
de-protection is of wider interest, and is related to the
question whether the H atom of the thiol group splits off
upon bonding to Au, as was discussed in Section V.C.28
By their I(t) technique Haiss et al. (2008) obtained for
the same acetyl protected compound a conductance of
1.1 ·10−4 G0, agreeing within a factor of 2 with the value
given by Lo¨rtscher et al. Figure 30 illustrates the wide
variability in the appearance of conductance histograms
for Au-BDT-Au single-molecule junctions.
Recently, Kaneko et al. (2019) demonstrated the role of
different molecule-metal anchoring configurations in the
conductance for BDT. They used a self-breaking proce-
dure, by which the contact is formed under the influ-
ence of spontaneous slow relaxation of the metal leads
at room temperature at the last stage of breaking of a
junction. This is likely to select only the more stable
junction geometries, and they find a high conductance
value at 2.4 · 10−2G0, a medium value at 3.4 · 10−3G0,
and a low value at 3.9 · 10−4G0. Through simultane-
ous measurements of surface-enhanced Raman signals of
the same molecule, they propose at an interpretation for
the three conductance states as due to binding to bridge,
hollow, and top sites, respectively.
Theory for BDT. BDT also played an important role
as a model system for benchmarking newly developed ab-
initio based transport codes. For this purpose, BDT was
suitable because on the one hand hand it is a molecule
large enough for it to display typical features of molecular
orbitals, while on the other hand it is small enough to
keep the numerical effort manageable.
First studies of the BDT-transmission relied on sim-
plified approaches such as, e.g., Hu¨ckel models (Emberly
and Kirczenow, 1998) and DFT-studies with electrodes
treated as Jellium-models (Di Ventra et al., 2000). These
models were helpful in analyzing the possible role of mul-
tiple molecules in the junctions and variations in bond-
ing configurations (Emberly and Kirczenow, 2001). It
was realized early on, however, that a proper description
of transport of atomic scale systems, i.e. atomic wires
and molecules, requires treating system and contacts on
the same footing (Brandbyge et al., 2002; Palacios et al.,
2001; Yaliraki et al., 1999), see Section III. As a conse-
quence, with time progressing, transport studies became
more elaborate, and included an ever growing number of
contact atoms.
To facilitate the extensive calculations, efficient ab-
initio codes have been developed. First consistent re-
sults for the BDT-transmission with Au contacts have
28 For BDT this question may possibly be decided by analyz-
ing the differential conductance. Stokbro et al. (2003) calcu-
lated IV curves for BDT self-consistently, and the shapes for the
IV curves for the thiol bonded and the thiolate bonded molecules
were found to be qualitatively different. The IV curves for the
thiolate bonded molecules show no gap, but a weak local mini-
mum around zero bias at a high value of 0.46 G0. Instead, for
the thiol bond the IV curve shows a large gap.
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been obtained by Xue and Ratner (2003); Stokbro et al.
(2003); Evers et al. (2004); Faleev et al. (2005); Grig-
oriev et al. (2006); Ke et al. (2005); Kondo et al. (2006);
Thygesen and Jacobsen (2005b); and by Garc´ıa-Sua´rez
et al. (2007). In these studies minor differences in T (E)
persist, e.g., with respect to the energy-position of the d-
band shoulder; they can plausibly be attributed to varia-
tions in the simulation details concerning, e.g., functional
approximations and contact geometries. A systematic
study of artifacts related to the finite size of the simu-
lated electrodes has been performed by Evers and Arnold
(2011).
It turned out that improving the simulation technol-
ogy was associated, typically, with an increased zero-bias
transmission. Perhaps somewhat surprisingly, this made
the perceived discrepancy between DFT-based trans-
port studies and experiments larger, not smaller. Since
simulations rely on an ad-hoc assumption concerning
the junction’s atomistic geometry, computational stud-
ies have been aimed at investigating the sensitivity of
the transmission with respect to geometry changes. As
one would expect, at transmissions of order unity very
strong changes of the binding geometry are required to re-
duce the transmission significantly. This is because large
overlap-matrix elements have to be decimated. Hence,
the transmission of BDT turned out to be rather robust
against geometry changes, with observed variations of the
order of percents (Evers et al., 2004). 29
Basch et al. (2005) obtained a large conductance of 0.5
G0 for Au-S-benzene-S-Au binding to a flat Au surface.
They also investigated the effect of atomic chain forma-
tion, which happens when, upon stretching the junction,
Au-atoms are pulled out of the surface and form a con-
necting chain. In this case, the conductance becomes ex-
tremely sensitive to the alignment of the molecule with
the chain axis, giving values ranging from nearly perfect
transmission, down to 3 · 10−4 G0.
In similar computational studies, and assuming a thi-
olate bond, Sergueev et al. (2010), Borges Pontes et al.
(2011) and French et al. (2013) observe that the con-
ductance can vary under stretching non-monotonically
between 0.01 and 0.5 G0. In particular, the conductance
can increase with stretching (as in the experiment by
Bruot et al. (2012)).
It is conceivable that at least in some experiments the
formation of the molecular junction involves two or more
molecules. Investigating this possibility, Strange et al.
(2010) find a rich landscape of possible configurations. If
sufficient complexity is allowed for, the transmission can
vary over orders of magnitude upon stretching.
All in all, the computational studies offer a reasonable
29 Note that a much larger sensitivity to the binding sites (on-top,
bridge, or hollow) on a gold surface in the early work by (Yaliraki
et al., 1999), with variations up to three orders of magnitude, is
likely due to the approximations used for the coupling to the
leads.
interpretation for the wide range of observed conductance
values in the experiments. Possibly these difficulties ap-
pear somewhat more pronounced for BDT than for other
molecules because BDT is so short. At this point we
conclude that, while at present a very detailed compar-
ison between theory and experiment appears to be pre-
mature, the computations nevertheless have uncovered
many mechanisms that are likely to simultaneously act
in producing conductance values that vary by orders of
magnitude, depending on the details of the experimental
procedures.
2. Alkanedithiols
The second model system that has been widely stud-
ied is the series of alkanedithiols (ADT), again coupled
between two gold electrodes. We have discussed ADT in
Section V.A, where we were concerned with the system-
atic variation of the conductance with length. In con-
trast, here we will focus on the absolute numbers of the
conductance, their variation between experiments, and
quantitative comparison between experiment and theory.
In other words, where the focus in Section V.A was on
the decay constant β, here we will be mostly concerned
with the pre-factor Gc.
In contrast to BDT, for the alkanes the backbones of
the molecules consist of non-conjugated bonds. Since
all carbon-atoms are sp3-hybridized, alkanes exhibit a
band gap in the long wire limit and, thus, are insulat-
ing. Therefore, they form an instructive model system
and complement nicely to the well studied metallic-atom
chains (Agra¨ıt et al., 2003). Before the introduction of
single-molecule techniques many electron transport ex-
periments had already been reported for self assembled
monolayers, see, e.g., (Salomon et al., 2003), which we
will not cover here. In view of the important role that
ADT has played in the initial experimental investigations
we will start with a few historical notes.
Early experiments.
Cui et al. (2001) were the first to contact and mea-
sure a single 1,8-octanedithiol (ADT8) molecule. They
used a conducting-tip AFM, where the molecule of inter-
est was inserted at very low concentration into a dense
self-assembled monolayer (SAM) of the mono-thiol equiv-
alent. Upon exposure of this molecule-covered Au(111)
surface to a solution of gold nano-particles the dithiol
molecules made a −SAu chemical bond with the nano-
particles, and these were probed by the conducting AFM
tip. They reported a conductance of 1.43 · 10−5G0 at
0.1 V bias in toluene solution. Later work from the same
group for decanedithiol (ADT10) and dodecanedithiol
(ADT12) showed that the conductance of the molecular
junctions decreases exponentially with the length of the
molecule, and they found a decay constant β of 0.58±0.06
per CH2 group. This value is about a factor of two
smaller than found by most groups, which is possibly
related to the effect of the dense SAM on the work func-
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FIG. 31 Overview of measured conductance values for Au-
ADT-Au junctions plotted on a semi-logarithmic scale as a
function of the length of the backbone, in terms of number
of CH2 groups. Symbols are used for distinguishing low-
conductance peaks (stars, green), medium conductance (di-
amonds, red), and high conductance peaks (triangles, blue),
following the categories introduced by Li et al. (2008). His-
tograms that only show a single peak and for which the iden-
tification in terms of these three categories was not discussed
are shown by gray bullets. The data includes published work
from (Arroyo et al., 2011; Chen et al., 2006; Cui et al., 2001;
Gil et al., 2018; Gonza´lez et al., 2006; Haiss et al., 2009, 2004;
He et al., 2006; Hihath et al., 2008; Huang et al., 2007; Huis-
man et al., 2008; Jang et al., 2006; Kiguchi et al., 2008a; Kim
et al., 2011a,c; Li et al., 2008, 2006; Martin, 2010; Nishikawa
et al., 2007; Park et al., 2007; Rasco´n-Ramos et al., 2015;
Sek et al., 2006; Song et al., 2009, 2010; Su et al., 2015; Ul-
rich et al., 2006; Wierzbinski and Slowinski, 2006; Xia et al.,
2008; Xu and Tao, 2003; Xu et al., 2003). The spread in the
data is large, but the systematic trends in the separate works
is shown by connecting the data points obtained from three
works, namely (Ulrich et al., 2006), H-peak from (Li et al.,
2008), and H-peak from (Haiss et al., 2009). This indicates
that the decay constant β is a more robust and reproducible
property, as illustrated for the complete dataset by the his-
togram in the inset. More complete details of the data col-
lected here are given in the Supplemental Material.
tion.
This may also explain the discrepancy with the work
by Nongjian Tao’s group (Xu and Tao, 2003; Xu et al.,
2003) that followed shortly after. They used their STM-
BJ method to probe hexanedithiol (ADT6), ADT8 and
ADT10 in solution. The conductances for the same wire
lengths obtained in these works are more than an order
of magnitude higher, and also the decay constant β =
1.04±0.05 per CH2 group is twice larger, but agrees well
with values known from earlier work on self-assembled
mono-layers.
On the other hand, the results by Cui et al. received
support from Haiss et al. (2004), who used the I(t) and
I(s) measurement techniques for probing a similar set
of molecules ADT6, ADT8 and nonanedithiol (ADT9).
They found conductance values and a decay factor close
to those of Cui et al. (2001, 2002).The large discrep-
ancy with the work from Tao’s group was investigated
by Haiss et al. by repeating experiments under similar
conditions. Larger conductance jumps were indeed iden-
tified, and tentatively attributed to parallel conduction
by gold atom chains. In our view, this is unlikely, since
Au atomic chains are not stable under ambient condi-
tions. We will return to this discrepancy below. In fact,
there is another remarkable distinction between these ex-
periments: where Xu and Tao (2003) find a distinctly
non-linear dependence of the conductance on the applied
bias voltage, in (Haiss et al., 2004) the conductance scales
linearly with bias up to 1 V. This is perhaps the most con-
spicuous indication that the two experiments are probing
different objects.
Overview of experimental results. In the years follow-
ing these reports, many groups have measured series of
ADT molecules, mainly using different versions of break
junction techniques. All results that we found are col-
lected in Fig. 31, where the conductance is plotted on
a semi-logarithmic scale against the length of the ADT
molecules, expressed as the number of CH2 groups. De-
spite the simple character of the molecules we find that
the conductance reported by different groups for each
length of the molecule varies by nearly two orders of
magnitude. On the other hand, the exponential de-
crease of conductance with length has been confirmed
by many works (inset). Nearly all data are consistent
with β = 0.9 ± 0.2 per CH2 group, apart from one ex-
ceptional result. This reproducibility, despite the large
scatter in the absolute values of the conductance, is as-
sociated with the fact that the variation observed in the
main panel of Fig. 31 is much smaller if we only com-
pare measurements done by the same technique under
the same conditions. In order to illustrate this we have
connected the points obtained from three such studies.
The variation between studies illustrates the sensitivity
of the conductance to details of the experimental tech-
niques. Note that this poses difficulties when discussing
comparison with computational results because it is not
obvious how the experimental conditions affect the data,
and how this translates into the geometry that theory
should consider.
This sensitivity to experimental conditions is high-
lighted by the fact that several groups have reported
multiple conductance peaks (shown by different colors
in Fig. 31), while other groups report only a single peak
in the conductance histograms. Following Li et al. (2008)
we classify the peaks as low (L), medium (M), and high
(H) conductance. In fact, each of these three types of
peaks often comes as a series of about three peaks at in-
teger multiples of a basic L, M, or H conductance. The
appearance of such multiple peaks has been attributed to
the formation of junctions with up to three molecules in
parallel. Although the details of the experiments differ,
all three series of peaks appear in the works of Li et al.
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(2008) and Haiss et al. (2009) at similar values of con-
ductance. The experiments are similar in that the tip of
the STM is prevented from coming into metallic contact
with the metal surface. This is a common feature of the
I(s) technique employed by Haiss et al. , but Li et al. use
a tip approach and retract procedure with a maximum
setting of the conductance equal to 0.2 G0. Perhaps this
explains the close agreement between the two data sets,
highlighted by the connected points in Fig. 31.
The multiple-peak structure for ADT has been repro-
duced by several other groups (the full data set is avail-
able as Supplemental Material). Employing amplifiers
with a wide current sensing range, e.g., by using a dual
range current amplifier (Li et al., 2008) or logarithmic
amplifier, may be decisive for being able to observe mul-
tiple conductance peaks. Most standard MCBJ or STM-
BJ experiments, that follow a procedure of indentation of
the two metal electrodes into metallic contact, produce
only a single peak in the conductance histogram. Com-
paring with the overview of data in Fig. 31 suggests that
this peak is most likely associated with the M-peak.
The interpretation offered by Li et al. (2008) for the
three classes of peaks was based upon extensive DFT
model calculations. The conductance, in this interpreta-
tion, is influenced by the bonding configuration of S on
Au (on-top versus bridge site bonding) and by the pres-
ence of gauche conformations in the alkane chain. Al-
though microscopic evidence for this interpretation can-
not be obtained from experiment, the model has not been
challenged to date. The calculation by Li et al. agrees
with the observed value for the decay constant, β ' 1,
and the absolute values of the conductance agree within
about a factor 5, assuming the bonding motifs have been
correctly attributed. The variation in bonding configura-
tions and gauche conformations lead to variations in the
conductance by about two orders of magnitude, which
agrees with the spread in the experimental data, sug-
gesting that the details of the experiment influence the
averaging process leading to the appearance of peaks in
the conductance histogram.
While most of the data reported in the literature agree
with the exponential decrease of conductance with in-
creasing length of the alkane chain, with a decay constant
β ' 1, the data by Haiss et al. (blue connected points
in Fig. 31) show an anomalous transition to a length-
independent regime at N < 5. Possibly, this deviation
is related to the large bias voltage of 0.6 V employed in
this study.
In hindsight, neither of the popular molecular systems
BDT nor ADT is very suitable as benchmark system. Be-
low, we discuss a few systems that may be better suited
for this purpose.
3. Alternative benchmark systems
We present here molecular systems and measurement
techniques that offer great perspectives as alternatives for
quantitatively benchmarking computations against ex-
periments. Benzenediamine and alkanediamines. Al-
ready early on, searches began for alternatives for the
two systems discussed above. Venkataraman and cowork-
ers proposed to replace thiol anchors by amine anchors
(Quek et al., 2007; Venkataraman et al., 2006b). They
have been able to show that the peaks in the histograms
are much more sharply defined, in particular for benzen-
diamine (BDA), as compared to benzenedithiol (BDT).
While this result could not be reproduced in MCBJ ex-
periments in vacuum (Martin et al., 2008b), several other
groups have found well-defined conductance peaks, re-
producing the results by Venkataraman et al. to within
a factor of 2, for various atmospheres and solvents. An
overview of the reported data is given in Table 3 in the
Supplemental Material.
For alkanediamines (Au−NH2−(CH2)n−NH2−Au)
the number of published results is more limited. While
the original data by Venkataraman et al. (2006b) were
confirmed by Chen et al. (2006), in the latter work two
sets of peaks were found, one agreeing with the first
paper, and the second at about an order of magnitude
lower conductance. They attribute the appearance of
two peaks to different anchor group contact geometries.
Quek et al. (2007) present arguments, supported by
extensive DFT computations, why amines may be more
favorable than thiols for producing well-defined peaks in
conductance histograms. The main observation was that
the overall tendency for binding of amines to Au as com-
pared to thiols is weaker. As a consequence, the bond-
ing motifs for Au to amine do not vary much for differ-
ent junction geometries. Furthermore, as a result of the
isotropic nature of the Au 6s orbital small variations in
bond angles and bond lengths would have a limited effect
on the conductance.
Despite their promising properties and the fact that
amines have been proposed as alternative benchmark sys-
tems as early as 2006, and most of the published data
support this idea, this proposal has not been followed
widely. As we have discussed in Section V.C.2, the effec-
tiveness of amine anchors may depend on the local envi-
ronment of the molecules in the experiment. As we will
see next, the proposed properties for amines may not be
uniqiue, and well-defined and reproducible conductance
peaks can also be found for thiol-coupled molecules.
OPE3. There is at least one example that thiol-
coupled molecules may give sharply defined conductance
peaks and very reproducible conductance values across
different platforms. The molecule is the third member
of the oligophenylene ethynylenes, OPE3, with S-Au an-
choring. Other lengths of this oligomer have also been
studied, but less frequently. The molecule is long enough
for the the properties of the backbone to dominate the
conductance over the properties of the anchor groups.
Combining the work of fourteen experiments from seven
independent research groups we find that the conduc-
tance of Au-S-OPE3-S-Au junctions all agree with the
value G = (2± 1) · 10−4G0 (Bopp et al., 2017; Frisenda
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FIG. 32 Comparison of conductance histograms for OPE3
obtained by different experimental methods, under different
conditions, and by different experimental groups. In all cases
the logarithm of the conductance was used for binning the
data into a semi-log plot of counts as a function of the log-
arithm of the conductance. The position of the peak in the
conductance reproduces to within a factor of 2 in conduc-
tance, and also the width of the peak is fairly reproducible.
Adapted with permission from Huber et al., J. Am. Chem.
Soc. 130, 1080. c© (2008) American Chemical Society; Wu
et al., Nature Nano. 3, 569. c© Springer Nature (2008);
Kaliginedi et al., J. Am. Chem. Soc. 134, 5262. c© (2012)
American Chemical Society; Frisenda and van der Zant, Phys.
Rev. Lett. 117, 126804 (2016).
et al., 2015, 2013; Frisenda and van der Zant, 2016;
Garc´ıa et al., 2015; Huber et al., 2008; Kaliginedi et al.,
2012; Parker et al., 2014; Wen et al., 2013; Wu et al.,
2008; Xiao et al., 2005; Xing et al., 2010), as illustrated
for a subset of the data from literature in Fig. 32. Com-
pared to the two widely studied systems discussed above
the spread in the conductance is remarkably small. As
far as we are aware, the full reason for this reproducibil-
ity has not been elucidated. In particular, in view of the
sensitivity of the alkanedithiols to top or bridge anchor
sites on Au surfaces, the question arises why this does
not lead to similar spread of reported values for OPE3.
Whereas for ADT frequently multiple peaks have been
reported, conductance histograms for OPE3 have only a
single peak with a maximum in the range 1–3·10−4 G0.
Although many groups have presented computational
results for OPE3, we could not find any systematic stud-
ies of the dependence of the conductance on anchor-
ing site, i.e., the choice between top, bridge, or hollow
sites. Three calculations that assume hollow-site cou-
pling of the molecule to a flat Au (111) surface consis-
tently find a conductance for the molecular bridge that
is two orders of magnitude higher than the experimen-
tal values: 0.01G0(Wen et al., 2013), 0.021G0(Paulsson
et al., 2006), and 0.023G0(Zheng et al., 2016). Frisenda
et al. have calculated the evolution of the conductance
during stretching of a molecule bridging two pyramidal
Au tips, and find a plateau at the final stages, where
the binding is to a top site on both ends, of between 1
and 2·10−4G0, remarkably close to experiment (Frisenda
et al., 2015). A partial study of the sensitivity to the
binding site can be found in (Kaliginedi et al., 2012),
showing a similar value of 4·10−4G0 for top binding sites,
which drops to 0.7 · 10−4G0 with one anchor moved to a
hollow site.
From the experimental evidence we conclude that OPE
poses an interesting candidate as a benchmark system,
despite the fact that some of the reasons behind the re-
producibility need to be elucidated.
Low-temperature STM. Low-temperature STM experi-
ments offer the best perspectives for benchmarking com-
putational methods. The presence, the identity, the posi-
tion, and the orientation of the molecule can be obtained
from the STM images. The cleanliness of tip and sample
surface can be guaranteed, and the structure of at least
one of the two electrodes, the surface, can be known in
detail. Although the atomic arrangement of the metal
tip is more difficult to characterize in detail, some in-
formation on the apex atom is available. While many
experimental groups have studied the arrangement and
structure of molecules deposited at surfaces, contacting
of such molecules by the tip has been addressed by a
much smaller community (Joachim et al., 1995; Laffer-
entz et al., 2009; Okuyama et al., 2018; Reecht et al.,
2016; Schmaus et al., 2011; Temirov et al., 2008). Some
prominent examples of controlled lifting of a molecule or
molecular chain can be found in the work of Tautz and
Temirov and coworkers (Temirov et al., 2008; Wagner
et al., 2012), or that of Grill and Schull and cowork-
ers colorblack(Koch et al., 2012; Lafferentz et al., 2009;
Reecht et al., 2015). However, the systems studied in
these works introduce additional complications for quan-
titative comparison with computations, due to corre-
lation effects in the former case (as discussed in Sec-
tion V.I.3), and the many molecular conformations of
the long chain during lift off in the latter case.
A prime example of an experiment designed for close
comparison with theory can be found in the recent paper
from the Berndt group (Jasper-To¨nnies et al., 2017), see
Fig. 33. The molecule chosen for this study, propynyl-
trioxatriangulenium, has a tripod structure designed for
resting on the Au(111) substrate, with a propylyl wire
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FIG. 33 STM experiment on the tripod molecule propynyltrioxatriangulenium (P-TOTA), and comparison with computations.
(a) Structure of the molecule. (b) Height profile of a single P-TOTA molecule as observed in an STM image recorded at 4.5K,
for 100 mV bias, and 30 pA current set point (color online). (c) Height profile along the trajectory indicated in b and compared
with computations. (d) Conductance-distance dependence for approach of the tip to the center of the molecule from above. The
experimental curves are shown for 40 forward and backward traces. The configurations of the molecule in the computations for
the positions of the tip at the numbered stages are shown in the lower panels. Reproduced with permission from Jasper-To¨nnies
et al. (2017).
protruding straight up from its center. Approaching the
center of the molecule with the tip from above the au-
thors observe a variation of the conductance, which they
interpret with the help of DFT/NEGF computations as
follows: As the tip comes closer to the top methyl group
the latter is repelled and the propylyl wire bends away to
the side. Approaching further, the bent molecule exposes
the carbon triple bond to the apex atom, to which a bond
is formed, as is revealed by a jump of about an order of
magnitude in the conductance. At this point the con-
ductance is 3.5 · 10−3 G0 and this conductance varies by
less than a factor 1.4 between experiments with different
tips and different molecules. This example illustrates the
complementary type of information obtained from theory
and experiment and a close agreement between the qual-
itative features. From this agreement we gain confidence
in the information that DFT provides about the nature of
the molecular orbitals involved, about the change in cou-
plings as a consequence of mechanical deformation, and
on the size of the molecular deformation that is induced
by the tip. Quantitatively, the computational results for
the conductance even agree to within a factor of ∼ 4. The
DFT calculations include long-range dispersion interac-
tions, but have not been adjusted by scissor operators
for the over-estimation of the HOMO-LUMO gap or for
image charge shifts.
4. Concluding remarks
While our qualitative understanding of electron trans-
port in molecular junctions has reached a high level, as
we concluded in Section V, often the quantitative agree-
ment between experiments and theory is still not very
firm. The overview above shows that many unknowns
hamper a proper comparison. The reason why we stress
this is that interesting physical effects may be overlooked
if we cannot make a proper comparison. The problem re-
sides, both, with experiment, where the choice of proper
benchmark systems has not yet been made, and with
theory, where the limitations of DFT become apparent
in the treatment of the HOMO-LUMO gap, the effects
of image charges in the leads, and in describing electron
correlations.
As has been put forward by several groups, quanti-
tative comparison becomes much better when consider-
ing ratio’s of experimental data, e.g., see the switching
of conductance for two magnetic states of a molecule
(Schmaus et al., 2011), or the comparison of different
connection sites on a molecule, as in the ‘Magic Ratio’s’
discussed by Geng et al. (2015) and further reviewed in
Ulcˇakar et al. (2019). The results for ratio’s compare
quantitatively, because many of the aspects of the the-
ory that are sensitive to matrix elements drop out.
Despite the remaining gap in quantitative agreement
mentioned above, the role of DFT-based computations
in guiding and interpreting the experiments should be
strongly emphasized. Given the limited number of pa-
rameters that experiments typically give access to, com-
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putations complement the experiments and guide our un-
derstanding. In situations where the conductance of a
single species is the only parameter available for compar-
ison and the atomic structure is not fully known, we must
remain cautious to avoid mis-interpretations.
VII. SELECTED OPEN PROBLEMS
Successes and challenges of modeling and understand-
ing the transport properties of molecular junctions have
been addressed throughout this review. Here, we will ad-
dress a few specific examples of open questions that have
not been fully resolved. These examples help to illustrate
the prospects for further research and discoveries.
A. Experimental phenomena awaiting basic qualitative
understanding
Arguably, the most exciting open problems concern
strong experimental signatures that are awaiting a consis-
tent qualitative explanation. As an intriguing example,
we describe recent work by Frisenda and van der Zant
(2016) on an OPE3 molecule equipped with thiol linkers,
coupled to Au leads. They found a sudden transition
from a smooth conducting state into a peculiar insulat-
ing state, driven by subtle stretching of the molecular
junction, see Fig. 34. The authors favor an interpre-
tation according to which the transition is one into an
FIG. 34 Observations of anomalous behavior for an OPE3
molecule coupled by thiol bonds to Au in MCBJ experiments
at 10 K. (a) Traces of conductance recorded while breaking
the molecular junction, shown for low bias (obtained from the
slope of I(V ) around V = 0) and high bias voltage (obtained
from the ratio I/V at V = 0.9 V). While the two curves nearly
coincide up to the point marked as d0, at this point there is
a sudden break in the curve for low bias voltage, while the
high bias curve for the same junction continues without inter-
ruption. (b) Current-voltage curves shown for the four differ-
ent electrode separations marked by the numbered arrows in
(a). A vertical offset has been applied for clarity. Following
a smooth evolution of I(V ) at lower electrode separation a
sharp transition is seen to a gapped state. Reproduced with
permission from Frisenda and van der Zant (2016).
emergent insulator regime dominated by strong correla-
tion effects of the Coulomb blockade type. Clearly, this
is a very conspicuous result, and the mechanism invoked
calls for further investigations. On the experimental side,
can we exclude alternative explanations? Can we exclude
that the state of binding of the molecule changes under
the influence of the combination of stretching and high
voltage bias? Can we find further evidence for such a
sudden change of the character of the electron transport,
e.g., by probing shot noise?
Other explanations are conceivable (Frisenda and
van der Zant, 2016), such as formation of a polaron or
a change of the redox state, and these can be further
explored by experimental and theoretical investigations.
B. Chirality induced spin selectivity
An entire class of phenomena has been discov-
ered experimentally by Ron Naaman, Dave Waldeck,
and coworkers. Early measurements employed photo-
emission of electrons from Au surfaces, where the elec-
trons were transmitted through films of chiral molecules
(double stranded DNA) adsorbed on the Au surfaces
(Go¨hler et al., 2011; Ray et al., 2006). These works
strongly suggested that the interaction of the spin of
the transmitted electrons with the adsorbed layer is very
sensitive to the molecular handedness. By now, an
impressive body of experimental work has been com-
piled revealing the presence of ‘chirality induced spin se-
lectivity’ (CISS) under very diverse conditions, includ-
ing single-molecule electron transport experiments (Xie
et al., 2011); for a review, see Naaman and Waldeck
(2015). As was suggested most recently, CISS may
have very important technological applications as a novel
method for enantiomeric separations, which is important,
e.g., in pharmaceutical production processes (Banerjee-
Ghosh et al., 2018).
Despite considerable investment into theoretical work,
as to the fundamental origin of CISS there is no con-
sensus, yet. In principle, there are two conceivable ways
by which molecular handedness could couple to the elec-
tron’s spin producing a CISS effect: (i) a mechanism
mediated via spin-orbit coupling (SOC); (ii) a mecha-
nism operating in the presence of a current flow that
translates handedness into an induced magnetic flux. At
present, all mechanisms invoked to explain strong CISS
seem to fail, underestimating the observed magnitude sig-
nificantly (Naaman and Waldeck, 2015).
Due to its prominent character and potential techno-
logical impact, we offer a brief survey of the theoretical
attempts to understand the CISS phenomenon in terms
of technology and basic science. Earlier theoretical trea-
tises motivated by the transmission electron measure-
ments (Go¨hler et al., 2011; Ray et al., 2006) have ad-
dressed CISS in terms of scattering approaches (Eremko
and Loktev, 2013; Gerstin et al., 2013; Medina et al.,
2012; Varela et al., 2014; Yeganeh et al., 2009). Since
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our focus is on electron transport, we will refrain from
following this direction, here.
CISS induced by SOC on the molecule. A considerable
number of theoretical works on CISS report transmis-
sion calculations for various tight-binding models (Guo
et al., 2014; Guo and Sun, 2012a,b, 2014; Gutierrez et al.,
2012; Varela et al., 2016). Gutierrez et al. (2012) consider
a single-channel tight-binding model with nearest neigh-
bor hopping and SOC. The authors motivate their model
parameters referring to DNA; the hopping parameter is
reported to take values of 20–40 meV. Chirality enters
the model indirectly via its feedback into the SOC. To
find quantitative estimates of the latter, a heuristic ar-
gument is exploited that yields typical values for light
atoms (C, B, N, O) of about 2 meV coupling strength.
At present the accuracy of this estimate is not known.
Indeed, scales of meV can be reached with light ele-
ments, e.g., when promoting a carbon atom in graphene
from sp2- to sp3-hybridization. However, as compared to
this promotion, the chirality induced symmetry breaking
should be weaker by a geometric factor. Therefore, the
reliability of the heuristic estimate appears to be uncer-
tain.
Guo and Sun (2012b) have considered also double-
stranded wires within a tight-binding description. These
authors employ in their works (Guo et al., 2014; Guo and
Sun, 2012a,b, 2014) model parameters similar to those of
Gutierrez et al. (2012), so that the quantitative uncer-
tainties carry over.
Symmetry constraints on spin filtering in two terminal
transport. Guo and Sun (2012b) and Matityahu et al.
(2016) have emphasized the importance of two channels
for the observation of CISS. Indeed, it is well known that
the SOC can be gauged out in single channel wires, so
that spin filtering functionality based on SOC is not ex-
pected (Meyer et al., 2002). In non-interacting single-
channel wires, one can also make an argument based on
time reversal symmetry according to which a single chan-
nel wire can never act as a spin filter in a two-terminal
measurement (Bardarson, 2008; Kiselev and Kim, 2005).
Time reversal symmetry also has implications for the
conductance of interacting wires with several channels.
In this case an Onsager-type of symmetry relation holds
that inhibits spin filtering in two terminal measurements
(Yang et al., 2019).
Non-unitary effects. A conceptually innovative work-
around for the no-go theorems has been put forward
by Guo and Sun (2012b, 2014) and further explored by
Matityahu et al. (2017, 2016). These authors investigate
the effect of a third bath that the electrons traversing the
chiral molecule may be coupled to. The bath gives rise,
in general, to non-unitary effects such as ‘dephasing’ or
‘leakage’. Technically, this effect can be modeled by a
complex self-energy that can bring about spin-selective
transport in the presence of spin-orbit interactions; intu-
itively, evanescent waves associated with opposite spins
have different decay lengths. The overall magnitude of
the filtering effect thus brought about appears to be too
small explain the main experimental features observa-
tion.
CISS induced by substrate mediated SOC. Since
straightforward SOC on the chiral molecules is suspected
to be too weak in order to account for the experimentally
observed magnitude of CISS, it is natural to consider the
role of the substrate. In most experimental situations,
this substrate is taken to be a Au surface, where SOC
can be considered sizable. Indeed, Gerstin et al. (2013)
have predicted that a considerable spin-polarization can
be obtained by a mechanism that combines strong SOC
in the substrate with orbital angular momentum selec-
tivity imposed by the chiral molecule.
Outlook. At present, it appears that a large gap re-
mains between the experimental observations and the
quantitative estimates from theory. Currently, theoret-
ical investigations are focusing on qualitative aspects,
e.g., on rigorous bounds set by symmetries, such as time-
reversal (Dalum and Hedeg˚ard, 2019; Yang et al., 2019).
Further experiments are required for guiding the theory
and for limiting the possible interpretations for this po-
tentially very important phenomenon.
C. Challenges to theory and modeling
One out of several important challenges for theory is
achieving systematic, quantitative control of accuracy in
electronic structure predictions for molecule-metal inter-
faces. We illustrate this point with two specific examples.
‘Unphysical’ values for fitted model parameters. Per-
rin et al. (2014) measured large negative differential
resistance (NDR) effects in a thiolated arylethynylene
with a 9,10-dihydroanthracene core, between Au elec-
trodes. Suggested by the molecular geometry illustrated
in Fig. 35, the differential conductance was modeled by
a two-level model (TLM, see Sec. IV.A.1), where the two
levels represent the left and right conjugated arms, sep-
arated by a non-conjugated linker in the middle. The
experimental line-shape was seen to be reproduced amaz-
ingly well on a qualitative level including, in particular
the strong NDR feature, even though interactions have
not been accounted for. However, a quantitative agree-
ment is achieved only after re-scaling the model-curve by
a large factor of 7.2 · 10−5.
FIG. 35 A thiolated arylethynylene molecule with a 9,10-
dihydroanthracene core (the three rings in the center). The
core divides the molecule into two conjugated parts.
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We suspect that the large prefactor suggests the im-
portance of correlation effects beyond the non-interacting
TLM. The situation is not untypical in the sense that fit-
ting formulæ resulting from non-interacting theories of-
ten lead to matching fits at the expense of choosing fitting
parameters that are hard to justify physically without
invoking very strong, interaction mediated renormaliza-
tions. In a way, we encounter a molecular analogue of the
Fermi-liquid theory. How to calculate the corresponding
‘Fermi-liquid corrections’ quantitatively is an important
open question in molecular scale electronics and neigh-
boring fields.
Quantitative DFT calculations. The lack of control in
ab-initio transport calculations is best illustrated recall-
ing the specific problem of alignment between molecular
levels and the Fermi-energy associated with metallic sub-
strates. The problem is severe enough, leading sometimes
even to qualitative discrepancies.
For example, Wang et al. (2009) have studied the
length dependence of the conductance of oligoyne molec-
ular wires (N=1,2 and 4 units). The experimentally mea-
sured conductance drops by roughly a factor of two with
increasing length. Inconsistent with this, DFT calcula-
tions employing the LDA functional yield a weak increase
of the conductance. As the authors have argued, the dis-
crepancy is due to an insufficient accuracy of the semi-
local functional employed in the DFT study.
One of the most important defects of such semi-local
functionals is the neglect of the derivative discontinu-
ity with the associated mis-treatment of the Coulomb-
blockade. Inaccuracies with respect to the Kohn-Sham
energy-level alignment are an important consequence. As
we explained in III.D.3, several authors have adopted an
ad-hoc recipe (‘scissors operator’) as a post-DFT repair
treatment and thereby achieve more quantitative conduc-
tance values (Mowbray et al., 2008; Quek et al., 2009,
2007). After following this procedure, a match of the
trends between theory and experiment has also been re-
stored in Wang et al. (2009).
A proper treatment of the Coulomb-blockade in
intermediate-sized systems has been a huge challenge for
electronic-structure calculations in quantum-chemistry
and material sciences ever since such calculations have
been attempted. While correlated methods are un-
der continuous development, e.g., based on many-body
Green’s functions, their application to quantum trans-
port remains challenging, in particular, due to computa-
tional issues.
VIII. CONCLUSIONS
The confrontation between theory and experiment that
we have presented above leads to several important con-
clusions.
A. Benchmark systems
For a critical evaluation of comparison between the-
ory and experiment it is convenient to distinguish three
classes of molecular junctions, although admittedly these
classes are not sharply defined. The first class, compris-
ing small molecules with a conductance close to 1 G0, is
well under control. For this class, experiments give access
to many additional tools for characterization (shot noise,
thermopower, inelastic electron tunneling spectroscopy,
...) that often allow for simple interpretations, and that
assist the testing of theoretical models. It turns out
that the model calculations in this limit are less sensitive
to details of the electrode-molecule interface, and close
quantitative agreement between theory and experiment
has been obtained. Although sometimes there may be
a factor ∼ 2 between the experimental conductance and
the value obtained in calculations, we feel that most of
the discrepancy can be attributed to atomistic details in
experiment that have not been included in the models.
The second class covers the other extreme, including
molecular junctions having very low conductance, here
defined as having a zero-bias conductance below the de-
tection limit of the experiment. For this class, compar-
ison between theory and experiment can only be made
on a qualitative level. This is, first of all, because in
this limit experiment and theory alike are very sensitive
to details. Moreover, comparison can only be made for
current levels at rather high bias, i.e. at strongly out-of-
equilibrium conditions, where the approximations under-
lying ab-initio transport calculations are least controlled.
Nevertheless, many interesting phenomena have been un-
covered for such junctions.
Finally, the third class includes molecules falling be-
tween these limits, which comprises the majority of
molecular junctions studied to date. Contained in this set
are two types of molecules that have played the roles of
benchmark systems from early on, namely benzenedithiol
(BDT) and the series of alkanedithiols (ADT). BDT has
served an important role as workhorse in computational
studies, where the results in essence agree between re-
search groups, but it has been an unfortunate choice in
terms of experiments. There is a large variability between
various experiments, suggesting that the preferred bind-
ing configurations of the BDT molecule between metal
leads depend on details of the experimental procedures.
ADT has the advantage over BDT that it offers the pos-
sibility of studying a trend, i.e. the length dependence
of the conductance. The systematics of this trend is well
defined and reproducible in experiments and understood
quantitatively. Contrasting to this, a large variability of
the experimentally measured contact conductance is ob-
served for ADT, which appears consistent with the find-
ings for BDT.
As alternative benchmark system for comparison be-
tween experiment and theory we propose to give a more
prominent role to oligo(phenylene ethynylene)dithiol. It
appears that this molecule in the three-monomer long
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version (OPE3) has been studied by many groups with
different methods. The conductance values and the shape
of the conductance histogram were found to be highly re-
producible. At this moment it is still unclear why OPE3
would not suffer from the same problems as BDT or
ADT. Two additional reasons for studying this molecular
system more closely are (i) the fact that the experimental
and theoretical conductances still differ by two orders of
magnitude, and (ii) the observation of anomalous behav-
ior at low temperatures, as discussed in Section VII.A.
Other oligomers have also been studied (Kaliginedi et al.,
2012; Lu et al., 2009; Xing et al., 2010; Zheng et al.,
2016), but not yet by many groups and methods. It is
likely that many other suitable systems exist, that would
provide closely reproducible conductance values.
B. Uncovering physical phenomena with robustness
Despite many atomistic unknowns existing in single
molecule junctions, a great number of phenomena have
been uncovered and understood. Such phenomena are
often associated with a sense of ‘robustness’ with respect
to the physical observable. Depending on the observable,
the origin of this robustness varies and different mecha-
nisms have been discussed in this review: For instance, in
dimensionless ratios of observables, such as the magneto-
resistance, prefactors strongly fluctuating from junction
to junction cancel out. Similarly when analyzing trends,
the relative conductance (taking e.g. the typical value)
often is reproducible between different experimental set-
tings, while the absolute values may not be. The exper-
imental observation of destructive quantum interference
(DQI) has strongly benefited from this kind of robust-
ness. Indeed, the fact that simple counting rules have
been found predicting DQI very reliably irrespective of
chemical details of the anchor groups, can be understood
as a manifestation of this robustness. Ultimately, it orig-
inates from the stability of the nodal structure of the
frontier orbitals.
We briefly discuss conditions of robustness with an
eye on break-junction experiments. When a series of
molecules is studied with a systematic variation in a sin-
gle parameter (e.g. its length), one may expect that
this single parameter dominates the trend in the con-
ductance provided the experiment meets at least the fol-
lowing conditions: (a) the contact breaking procedure for
all molecules under test must be performed following the
same protocol, (b) the core of the molecule must domi-
nantly determine the value of the conductance, and (c)
the dominant anchoring configurations are not influenced
by the parameter that is varied between the molecules.
For predictions, DFT studies can be helpful evaluating
whether (b) and (c) are likely to be fulfilled.
A completely different, genuinely many-body mech-
anism of robustness is realized in the Kondo-effect:
the Abrikosov-Suhl resonance is always situated at the
Fermi-energy, so the existence of a zero-bias anomaly is
guaranteed as long as there is a free spin. Since the free
spin does not require fine tuning, the Kondo-effect is a
generic encounter in open-shell molecules. As we have
discussed in this review, metal-organic molecules turn
out to be an ideal testbed for studying Kondo-physics,
e.g., its dependency on space and continuous parameter
tunings, or in the presence of competing spins and several
channels. Indeed, the elusive phenomenon of the under-
screened Kondo effect was first observed in such systems.
Robust are also many observed effects that relate to the
coupling of electrons to vibrations, such as the Franck-
Condon blockade. For this reason, molecular junctions
have offered a exquisite platform for investigating inelas-
tic signals in the differential conductance and in noise,
and the way these depend on the electron transmission
probability of the junction.
C. The important role of DFT-based computations
Experiments provide access to only a limited number
of observational parameters, in many cases only the value
of the conductance averaged over many junction break-
ing cycles. This fact has led to some over-emphasis on
the numerical value of the conductance. More important
than the conductance value itself are the predicted quali-
tative features and trends. We recall that DFT serves as
a guide to the experiments, where it may indicate which
are the more energetically favorable bonding configura-
tions, which molecular orbitals are likely to dominate the
electron transport, and which symmetries apply to these
electronic states. Moreover, trends in the experimental
transport data are often closely reproduced, and are ex-
pected to be more reliably predicted, as advertised by
e.g. the work by Schmaus et al. (2011) and Geng et al.
(2015).
However, there are cases, and we have discussed a few,
where the discrepancy is larger and trends extracted from
DFT-based transport calculations fail qualitatively. This
indicates the presence of physics ignored in DFT - at
least when employing conventional exchange-correlation
functionals. Extensions may need to consider dynamics
of image charges, strong electron-electron correlations,
polaron formation, and other many body effects.
We emphasize that even in cases where the actual
physics is not contained in DFT-based transport simu-
lations, a well-informed setup of DFT-calculations can -
and normally will - provide good guidance. By comput-
ing estimates for the level broadening Γ, for the molecular
charging energy U , for the vibration frequencies and cou-
pling matrices and more, it is possible to decide in which
corner of the physical phase space the system finds it-
self. To provide an important example, we consider the
Kondo effect. It is not captured by the available DFT-
functionals. However, an open-shell calculation even with
conventional functionals can indicate the existence of a
free spin. This observation then will be readily inter-
preted as a necessary (i.e. mean-field type) precursor for
60
the Kondo-effect, which would be seen if more accurate
tools would be available.
D. Outlook
The field of single-molecule transport can be seen
as an active subfield of the much larger research area
molecular-interface sciences. As we have emphasized in
the introduction, only aspects of it could be covered in
this review. Similarly, also this outlook reports only
selected emergent directions chosen from a great many
promising activities ongoing worldwide.
1. Precision, Reproducibility, Control
Quantitative electronic structure calculations of in-
terfaces between molecules and condensed matter, such
as metals or semi-conductors, will remain a challenge
for the foreseeable future. Moreover, despite shortcom-
ings of density functional theory (DFT), trends can be
predicted and designs can be optimized, even quantita-
tively. To facilitate such predictions with a perspective of
high throughput, a workaround can be designed follow-
ing a trend in materials sciences that replaces ab-initio
based understanding by big data fitting: computations
merely extrapolate between experimentally secured data
‘points’. Such a data point consists of a structural in-
formation, e.g., type and length of molecular wire, an-
chor group, electrode material and distance, etc., to-
gether with a measure that decides about ‘distances’ in
this configuration space. Further qualifying information
includes parameters observed in transport experiments,
e.g., typical conductance, Seebeck-coefficient, forces, etc.
‘Secured’ implies that the data collected in the data point
satisfies a set of quality criteria, in particular, repro-
ducibility. With increasing size of the secured data set,
the number of fitting parameters that are being used
in order to parameterize the extrapolating functionals
also grow, which may call for parametrization techniques,
such as machine learning.
Reproducibility can be established in a statistical sense
as a property of a series of measurements. The produc-
tion of secured data sets with individual reproducibil-
ity requires not only a precise measurement of elec-
tronic structure features, but also needs to specify the
corresponding atomistic geometry. Arguably, the best
prospects in this direction offer low-temperature scanning
tunneling and atomic force measurements. Such studies
will turn out to be crucial not only in the subfield of
single-molecule transport but also from the broader per-
spective of molecular interfaces sciences.
2. Towards novel phenomena - challenges for experiments
We have covered in the review a number of theoretical
developments that are well advanced, e.g., the formation
of polarons in soft molecules or the Kondo-effect in sys-
tems with two coupled spin-degrees of freedom. In these
situations the theory is awaiting experimental confirma-
tion. Further theoretical investigations are ongoing with
good prospects for experimental testing.
Many-body quantum interference. Quantum interfer-
ence (QI) in single-molecule transport has been a topic
of intensive research in the past decade with a very strong
emphasis on single-particle phenomena. Much less is
known for situations where states interfere that consist
of a few Slater determinants instead of just a single one.
One would expect that many-body QI should be a fre-
quent encounter in molecular systems, but so far it has
been identified only in exceptional cases (Yu et al., 2017).
To give a perspective, we mention that many-body in-
terference is a topic closely related to ongoing research di-
rections in neighboring fields. For instance, in condensed
matter physics the quantum-interference of many-body
states drives many-body localization (Bera et al., 2017;
Nandkishore and Huse, 2015). The phenomenon is asso-
ciated with a breakdown of diffusion in inhomogeneous
wires that can persist even at elevated temperatures, pro-
vided that the coupling to the environment and vibra-
tional modes is sufficiently weak. To what extent single
molecules could be a suitable testbed to study this fas-
cinating phenomenon remains to be seen. Light-matter
interaction. In many fields of science, light offers very
powerful tools for investigation. For example, advanced
spectroscopic tools have been developed that are capa-
ble of interrogating individual molecules embedded in
an isolating matrix (Orrit et al., 2014). For molecules
connected to metallic leads fluorescence is quenched by
electron-hole excitations in the leads. The metallic leads
similarly hamper electroluminescence and other forms of
light-emission and absorption. For example, quenching
of optical excitations of the molecule plays an impor-
tant role for achieving light-induced switching in single-
molecule junctions (Dulic´ et al., 2003; van der Molen
et al., 2009).
In contrast, there is one form of light-matter interac-
tion that profits from the proximity of the metallic leads,
which is Raman spectroscopy (Iwane et al., 2017; Natel-
son et al., 2013; Ward et al., 2008). In this case the light
excites surface plasmon modes in the metallic tips, which
lead to an enhanced electric field at the molecule. Other
forms of light-matter interaction can be studied by sepa-
rating the active center in the molecule from the metal by
insulating layers, or insulating molecular wires. For this
reason, light emitted from single-molecule junctions has
been seen first after separating the molecule from direct
contact with the metallic leads (Doppagne et al., 2018;
Marquardt et al., 2010; Qiu et al., 2003; Reecht et al.,
2014).
ıMolecular wires. Quite generally, long molecular wires
open interesting perspectives for studying new effects re-
lated to strong electronic correlations and topology. For
instance, polymethines can form topological insulators
realizing, e.g., the Su-Schrieffer-Heeger model (Heeger
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et al., 1988). Indeed, first indications of topological edge
modes in single molecules have been reported only very
recently by Gunasekaran et al. (2018) and, in particular,
by Gro¨ning et al. (2018). Much more is to be expected
here to come, such as studies on the formation of topolog-
ical defects (‘solitons’) and their propagation inside the
wire. In wires that are closer to a metallic state, strong
correlation effects are expected including spin liquids. As
a relatively simple example illustrating the prospect, we
mention the oligoacenes; they represent a research field
in its own right, with a respectable body of literature, be-
cause they might exhibit a correlated phase (Shen et al.,
2018). Recently, it has been proposed that oligoacenes
might exhibit a band gap oscillating with increasing wire
length (Schmitteckert et al., 2017); see van Setten et al.
(2019) for a recent overview.
Molecular Kondo chains. Since single-molecule Kondo
effects are abundant in the literature, a natural next step
would be to take a look at molecular Kondo-clusters and
networks interfacing a normal metal. While reports with
such systems exist, deviations from the single-molecule
Kondo behavior are rare (DiLullo et al., 2012; Ferna´ndez
et al., 2015; Tsukahara et al., 2011). The prospect,
here, is to engineer a strongly-correlated phase, such as
a heavy-fermion metal or a Kondo insulator.
Molecules and superconductivity: towards Majorana
modes. When magnetic molecules weakly couple to su-
perconductors, the remnant of the molecule’s magnetic
moment can be seen as a pair of in-gap resonances (Hat-
ter et al., 2015; Island et al., 2017), termed Yu-Shiba-
Rusinov states. The versatility and control allowed by
the molecular design has facilitated the observation of a
quantum phase-transition (Farinacci et al., 2018). The
intense activity in this field is motivated by theoreti-
cal predictions of Majorana modes in spin chains (Choy
et al., 2011; Nadj-Perge et al., 2013; Pientka et al., 2013).
3. Towards time-dependent studies - Molecular Plasmonics
The study of dynamical and light-induced phenomena
in single-molecule transport is a long-standing challenge
in the field. A short review and perspective may be found
in (Thoss and Evers, 2018).
Indeed, single-molecule transport under illumination
has been investigated already for quite some time (Na-
telson et al., 2013). However, a recent breakthrough has
been reached by combining externally applied THz-pulses
with low-temperature scanning tunneling microscopy
(Cocker et al., 2016). In this way time-resolutions of 100
fs have been achieved with perspectives to achieve even
higher resolutions.
4. Towards devices - CISS and Molecular Nuclear Spintronics
Many forms of switching in single-molecule junctions
have been investigated, and for a recent review we refer
to Ke et al. (2020). The magnetic degrees of freedom of
molecular matter are investigated in the fields of Molecu-
lar Magnets and Molecular Spintronics. Phenomena and
activities in these fields are very rich and deserve reviews
of their own. We have only touched upon the chirality
induced spin selectivity; despite the effect not being well
understood, applications are already under investigation,
for instance for separating enantiomers in chemical syn-
thesis (Banerjee-Ghosh et al., 2018).
We would like to mention yet another development
that is as speculative as it is stimulating: While the co-
herence times of electronic spins are believed to be too
short in order to allow for quantum information pro-
cessing, the lifetimes of nuclear spins located on iso-
lated molecules are much longer. This observation has
nourished hopes to use molecular-nuclear spins for ap-
plications in quantum computing Moreno-Pineda et al.
(2018). Indeed, the experimental control of nuclear spin-
states in isolated molecules has been demonstrated in
an impressive sequence of experiments (Ganzhorn et al.,
2016; Thiele et al., 2014).
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