The second virial coefficient, A 2 , is evaluated between pairs of short chain molecules by direct simulations using a parallel tempering Monte Carlo method where the centers of mass of the two molecules are coupled by a harmonic spring. Three off-lattice polymer models are considered, one with rigid bonds and two with flexible bonds, represented by the finitely extensible nonlinear elastic potential with different stiffness. All the models considered account for excluded volume interactions via the Lennard-Jones potential. In order to obtain the second virial coefficient we calculate the effective intermolecular interaction between the two polymer chains. As expected this intermolecular interaction is found to be strongly dependent upon chain length and temperature. For all three models the temperature ( n ), defined as the temperature at which the second virial coefficient vanishes for chains of finite length, varies as n Ϫ ϱ ϰn
I. INTRODUCTION
The behavior of homopolymer chains at very low concentrations has attracted considerable attention. [1] [2] [3] [4] In particular, Monte Carlo ͑MC͒ simulations have been used to generate self-avoiding random walks for various model homopolymer systems at infinite dilution. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] In all of these models the monomer-monomer interactions are taken to be of van der Waals type; consisting of a hard-core repulsion and a short-ranged attraction. At high temperatures, or good solvent conditions, repulsive interactions dominate and the polymer swells relative to a random coil. Alternatively at low temperatures, or poor solvent conditions, attractive interactions dominate and chains collapse into dense globules. Observation of isolated macromolecules in the collapsed state in experimental studies is very difficult since in poor solvent conditions the polymer is no longer soluble and precipitates from solution. Phase separation can, in some cases, be avoided by considering systems which are sufficiently dilute. 15 At intermediate temperatures, between the good and poor solvent regimes, the polymer is in a -solvent condition, i.e., at temperatures close to the point.
The true point ( ϱ ) is defined as the temperature at which the second virial coefficient between two infinitely long chains is zero. 1 This definition is, of course, not practical since neither experiments nor computer simulations can be performed upon infinitely long chains, and the most common empirical definition of the point is the temperature at which the second virial coefficient between chains of finite length is zero 4 ͑we use the notation n to represent the temperature of a chain of finite length͒. A temperature is thus obtained which may depend upon the number of bonds in the chain, n, and the true temperature is obtained in the limit
Previously, several computer simulation studies have evaluated the point following this definition of the temperature. 6 -8,10,12,14 These models display behavior different from that observed in experiment; namely a strong n dependence of n , whereas experimental studies find either a very weak n dependence 16 or no n dependence. 17 Renormalization group calculations 4 show that n dependence of n is to be expected, with a stronger n dependence being predicted with increasing three-body interaction parameter. The models typically used 6 -8,10,12 in computer simulation studies have a much smaller aspect ratio of their Kuhn segments than real polymers do, resulting in the three-body repulsions being an order of magnitude stronger in the model systems. 18 The experimentally observed n independence of n could, therefore, be due to relatively weak three-body interactions being present in real polymeric materials.
It is, therefore, a worthy task to attempt to find a model polymer chain which exhibits an n independent or weakly n-dependent temperature, such that the results of computer simulations will be closer to experimental ones. We note that determination of the temperature from conformational properties of lattice models of polymer chains indicates that the n dependence of n may be suppressed by considering a model with flexible bonds. 19 Introducing a variable bond length into the model is computationally simpler than increasing the aspect ratio of the Kuhn segments; allowing the bond length to vary requires only one bonded energy term while increasing the chain stiffness requires two or three bonded terms ͑the bond length, the valence angle and possibly the torsion angle͒. In this paper we, therefore, evaluate the second virial coefficient, A 2 , for three types of model polymer chains, one with rigid bonds and two with flexible bonds of different stiffnesses, containing (nϩ1)ϭ2, 4, 8, and 16 monomers, using a new method inspired by the theoretical work of Grosberg and Kuznetsov. 20 It will be shown that an appropriate choice of parametrization of the flexible bond may lead to an n-independent temperature. The results obtained from a study of the chain dimensions of this model polymer, along with comparison with theoretical predictions, are presented in Paper II. 18 The remainder of this paper is organized as follows: In the next section we describe our new method for evaluating the second virial coefficient. In Sec. III we consider the application of the method to the simple case of a pair of Lennard-Jones particles where results obtained by simulation are compared with the exact numerical evaluation. Results obtained for short homopolymer chains, along with comparison with previous simulation studies of similar models, are presented in Sec. IV. We also compare our numerical results of the second virial coefficient with experimental results in Sec. IV, and show that the simulation data may be collapsed onto a universal curve with the experimental data without the use of any adjustable parameters. Finally our conclusions and discussion are given in Sec. V.
II. DESCRIPTION OF THE METHOD
The second virial coefficient, A 2 , of a polymer solution is an important property, since it describes the interactions between pairs of molecules, and has been the subject of numerous theoretical and experimental studies. 3, 4 An expression for the second virial coefficient in terms of the interaction potentials can be obtained from standard statistical mechanics as
where M is the molar mass of the molecules and U(R) is considered as an effective intermolecular interaction between the chain molecules whose centers of mass are separated by a distance R, i.e., a potential of mean force which is solvent and temperature dependent and corresponds to an average over all possible chain conformations ͑i.e., the average over all internal conformations of each chain and over all orientations of each chain relative to the intermolecular vector between the centers of mass of the two molecules, R͒. The task of evaluating the second virial coefficient between two chain molecules by computer simulation thus reduces to evaluating U(R).
The most popular methods of evaluating U(R) is based upon the idea that the effective intermolecular interaction may be expressed as the average of the intermolecular interaction energy, U 12 (R,␣ 1 ,␣ 2 ), between chain 1 in conformation ␣ 1 and chain 2 in conformation ␣ 2 ,
where ͗ ͘ ␣ 1 ,␣ 2 denotes an average over conformations of two chains without interchain interactions. The average in Eq. ͑3͒ is typically evaluated 6, 7 by generating many pairs of chains of the desired length independently and calculating U 12 (R,␣ 1 ,␣ 2 ) between the two chains at many random separations and orientations relative to each other. This method has become popular since it has been shown to be an efficient method for evaluating U(R) in good solvent conditions. In poor solvent conditions, where the two chains collapse into a single dense globule, this method is not very efficient due to the very low probability of generating two chains independently which will entwine with each other. Furthermore this method is inefficient for systems containing solvent, since the solvent particles would have to be equilibrated around the two chains after they are generated but before calculating the intermolecular interaction energy. This strategy would be very time consuming and render this method highly inefficient for examining the effects of solvent properties ͑for example, density͒ upon the second virial coefficient. It is therefore desirable to have a method for evaluating U(R) during the course of a direct simulation of two polymer chains.
To overcome the sampling problem we performed direct simulations of the two interacting polymers which center of masses are coupled via a spring such that the probability of finding the two chains at a distance R apart becomes
where C is the normalization constant and U s (R) ϭkR 2 /2k B T is the contribution to the potential energy from the spring with spring constant k. The introduction of the additional interaction potential between chains allows us to sample the configurational spaces of the two chains in Metropolis sense-generating the most probable configurations of two interacting chains. 22 Since the energy associated with the spring increases rapidly with increasing R, it is possible to choose a value of the spring constant, k, such that the probability of finding the two chains beyond the range of the intermolecular interaction decreases rapidly with increasing R, thus placing a restriction upon how far apart the two chains may move from each other. This restriction allows the probability P s (R) to be accumulated by computer simula-tions whose run times are not prohibitively excessive, since we are now only interested in accumulating data up to distances where the probability of finding the two chains becomes negligibly small. It should be noted that the choice of the spring constant, k, is very important since too stiff a spring will perturb the chain conformations, altering the resulting form of the intermolecular interaction U(R). Alternatively, too weak a spring will allow the polymers to move further apart than is necessary, leading to longer simulation runs to obtain the probability histograms with a desired degree of accuracy.
III. LENNARD-JONES PARTICLES
To demonstrate the validity of this method to calculate the effective intermolecular interaction, U(R), and the second virial coefficient, A 2 , we apply the new method to a pair of particles interacting via the truncated-shifted LennardJones potential,
͑5͒
where r is the distance between the two particles, is the ͑effective͒ diameter of the particle, ⑀ is the depth of the attractive minima, and r c is the cutoff radius (ϭ2.5). Since this is a particularly simple problem ͓U(R) should equal U LJ (r)] it is our aim in this section to demonstrate the applicability of this method for evaluation of U(R) by computer simulation, while comparing our results with analytical functions and the exact numerical integration of Eq. ͑2͒.
To accumulate the probability P s (R) we use the Metropolis Monte Carlo method. 22 Trial conformations were generated by randomly choosing one of the two particles and then displacing it in the x, y, and z directions by random distances. The maximum displacement was kept fixed at 0.1 throughout the simulations. The spring constant, k, linking the two particles was chosen such that the average distance between particles without the Lennard-Jones interaction was 5. The probability P s (R) was collected by accumulating the distance between the two particles into a histogram whose bins were of width ␦Rϭ0.02. In order to improve the sampling process we have also employed the parallel tempering method. 23 Our simulations were performed on nine processors with the temperature of each simulation being linearly distributed over the range k B T/⑀ ϭ1.0 to 5.0. Temperature exchanges between systems were attempted every 2ϫ10 3 attempted particle moves. In total 2ϫ10 7 trial moves were attempted at each temperature. In Fig. 1 we illustrate the procedure by which the probability, P s (R), obtained from a simulation at temperature k B T/⑀ϭ3.0 was converted into the effective intermolecular interaction. In Fig. 1͑a͒ the points show P s (R) obtained from the simulation and the solid line represents the analytically expected probability distribution ͓Eq. ͑4͔͒. The agreement between the simulation data and the analytical function is excellent, indicating that a sufficient number of trial conformations have been generated. In order to obtain the relative probability of finding two particles at a distance R apart due solely to the effective intermolecular interaction,
it is necessary to remove the contribution due to the spring. To accomplish this it is noted that beyond the range of the intermolecular interaction the only contribution to P s (R) comes from the spring term, i.e., P s (R) ϭC exp(ϪU s (R)/k B T) for RϾr c , where C is a constant of proportionality arising due to the difference between the normalization of the total probability and the probability due only to the spring. The numerical value of C may be obtained by a least-squares-fitting procedure 24 to P s (R) over the range RϾr c ͓as shown by the dashed line in Fig. 1͑a͔͒ .
gives the relative probability of finding the two particles at distance R apart due to the effective intermolecular interaction, P(R) ͓Fig. 1͑b͔͒, which is normalized correctly to allow the effective intermolecular interaction to be obtained, i.e., P(R)ϭ1 for large R. Finally, the effective intermolecular interaction is given by the relation U(R)ϭϪk B T ln(P(R)). Figure 1͑c͒ clearly shows that this process has lead us back to the Lennard-Jones potential given by Eq. ͑5͒ ͓the points show the simulation data and the solid line shows Eq. ͑5͔͒.
In Table I we present the values of the second virial coefficient obtained by numerical integration of Eq. ͑2͒, 24 where U(R) is given analytically ͓Eq. ͑5͔͒ and has been determined from simulation. The step size between points used for the exact numerical integration was taken to be two orders of magnitude smaller than that used in the simulation. The error estimates quoted for the simulation results were obtained by performing the numerical integration using an intermolecular interaction obtained from the probability distributions function P S (R)Ϯs(R) ͓where s(R) is the statistical error obtained by the block averaging technique͔. 22 The results quoted in Table I clearly demonstrate the equivalence, within the statistical error, of the values of the second virial coefficient obtained from the simulation and by the exact numerical integration, illustrating that this method provides an accurate route to calculate the second virial coefficient.
IV. SHORT POLYMER CHAINS

A. Model
Having demonstrated the applicability of the new method for determining the effective intermolecular interaction and the second virial coefficient for the simple case of two Lennard-Jones particles, we now present the results for two short polymer chains. We consider three models of polymer chains. All the models account for the excluded volume interaction by the truncated-shifted Lennard-Jones potential ͓Eq. ͑5͔͒. The difference between these models is how connectivity of the chain is assured. In the first case all bond lengths are kept fixed at . This type of model has been considered previously by Harismiadis and Szleifer, 7 although it should be noted that their model differs from ours slightly; we employ the truncated-shifted Lennard-Jones potential, while Harismiadis and Szleifer employed only the truncated Lennard-Jones potential, i.e., an energy discontinuity was present in Ref. 7 at rϭr c . The other two models have flexible bonds. The interaction energy between adjacent monomers is given by the sum of the truncated-shifted LennardJones potential ͓Eq. ͑5͔͒ and the finitely extensible nonlinear elastic ͑FENE͒ potential,
where k FENE is an adjustable spring constant and R 0 is the maximum extension of the bond, at which the interaction energy becomes infinite. In the present study we used R 0 ϭ2 and k FENE ϭ10.0⑀/ 2 and 30.0⑀/ 2 . Different methods are used to generate trial conformations for each of these models. For the model with rigid bonds a trial move is generated by selecting a monomer at random and then rotating it by a random amount about the axis formed by the line that joins the centers of mass of the two adjacent sites ͑or the next two innermost sites if a monomer at the end of the chain was selected͒. The extent of the rotation was chosen uniformly in the interval 0 to 2. For the model with flexible bonds trial conformations are generated by selecting a monomer at random and then displacing it by random amounts in the x, y, and z directions, generated uniformly between Ϫ0.1 and 0.1. As with the two Lennard-Jones particles considered in the preceding section, the trial move for both models is accepted or rejected according to the Metropolis acceptance criterion. 22 To choose the value of the spring constant, k, connecting the centers of mass of the two polymers we conducted a preliminary series of simulations, for all three models using the longest chain length, with chains containing nϭ15 bonds, at the highest dimensionless temperature, k B T/⑀ ϭ5.0, considered in this work, since the unfavorable effects associated with the use of too strong a spring are likely to be more noticeable in good solvent conditions as the chains are larger ͑swollen͒ and are expected to repel each other. The simulations were started with a small spring constant, corresponding to an average extension of the spring without intermolecular interactions of 10. The spring constant was then increased, such that the average extension of the spring was reduced by integer values of , until deviations were observed in the average end-to-end distance and radius of gyration. For all three models considered, such deviations became apparent for a spring constant corresponding to an average extension of the spring of 3. The remainder of the simulations were therefore performed using a spring constant giving an average spring extension of 4. It is also noted that the root-mean-square radius of gyration for the nϭ15 chains at this temperature is approximately 2.25. The simulations were started by generating two random self-avoiding chain conformations independently, where the initial bond length was taken as for all the models. The two chains were placed such that their centers of mass were 5 apart. The system was then checked for intermolecular overlap ͑an overlap is defined as two monomers being separated by a distance smaller than ͒ and if monomers were found to overlap then two new conformations were generated and the process was repeated until a nonoverlapping conformation was generated. The system was then equilibrated for 10 5 MC sweeps, where one MC sweep consists of one attempted move per monomer, i.e., 2ϫ(nϩ1) moves. The probability distribution, P s (R), was accumulated over an additional 10 7 MC sweeps. Parallel tempering was once again employed to improve the efficiency of the sampling process. The majority of the simulations were performed using nine processors with the temperature of each simulation being linearly distributed over the range k B T/⑀ϭ1.0 to 5.0. An additional three processors ͑12 in total͒ were used for the chains with k FENE ϭ10.0⑀/ 2 , with these extra simulations being assigned temperatures very close to the temperature to confirm the observation of preliminary simulations using only nine processors. Temperature exchanges were attempted every 10 3 MC sweeps. Removal of the spring contribution to P s (R) was once again achieved by fitting P s (R) to C exp(ϪU s (R)/k B T) for distances beyond the range of the intermolecular interaction. Since the range of the intermolecular potential is not known a priori, we perform fits in the range RϾr l , where r l is the lowest integer multiple of which yields the same value of the coefficient C, within error estimates, when compared with the values obtained from fits performed with larger lower bounds. Via this procedure, we find r l ϭ3, 4, 5, and 7 for nϭ1, 3, 7, and 15, respectively.
B. Intermolecular potential
In Fig. 2 we show the effective intermolecular interaction between polymer chains as a function of distance between their centers of mass for chains with rigid bonds of length nϭ15 at five different temperatures. It can be clearly seen that the strength, and form, of the effective intermolecular interaction shows a strong variation with temperature. At the highest temperature considered, k B T/⑀ϭ5.0, U(R) is positive for all R, i.e., the intermolecular interaction is purely repulsive, indicative of good solvent conditions, where the chains swell and repel each other. As has been reported previously, 6,7 the interaction energy at zero separation between the centers of mass of the two chains is positive and finite. This behavior occurs since, unlike the monomeric case, it is possible for the centers of mass of polymers to overlap without resulting in an overlap of any monomers. At the lowest temperature considered, k B T/⑀ϭ1.0, U(R) is negative for all R, i.e., the intermolecular interaction is purely attractive, indicative of poor solvent conditions where the monomers attract each other and the chains collapse into a globular state. In this case, it is interesting to note that for separations smaller than ϳ1.5 the intermolecular interaction is approximately constant, with no upturn being observed with decreasing R. This behavior tends to indicate that the two polymer chains attract each other so strongly that they coalesce in a single globule. This type of behavior has been inferred previously, 6 however, the statistical error observed in this previous study ͑see Fig. 5 of Ref. 6͒ is considerably worse than ours, due to the very low probability of growing two chains independently that will entwine with each other in a single dense globule, illustrating a clear advantage of employing our method to study behavior in poor solvent conditions. That said, the current method yields a larger statistical error for small separations in good solvent conditions, since the interchain repulsion makes these small separations difficult to sample. For temperatures between these two limiting cases, U(R) displays behavior similar to that observed previously; 7 an increase in the intermolecular interaction between molecules with overlapping centers of mass with increasing temperature, arising since the repulsion between the chains increases as the chains swell, and the observation of an attractive minimum, which becomes less deep and occurs at larger separations with increasing temperature, once again due to the increased repulsion associated with increasing temperature. Similar behavior is also observed for the models with flexible bonds. Figure 3 shows the effective intermolecular interaction between two chains at temperatures of k B T/⑀ϭ2.0 and 4.0 for the model with rigid bonds and different chain lengths. As will be confirmed shortly, these temperatures correspond to poor and good solvent conditions, respectively, for all the chain lengths considered. For both solvent conditions, increasing the chain length reduces the repulsion at zero separation from infinity for the monomeric case to approximately 11⑀ and 0 for good and poor solvent conditions, respectively, for the longest chain considered here, nϭ15. This behavior has been observed previously in computer simulation studies, 6, 7 but is, however, unexpected following the mean field theory of Flory and Krigbaum. 25 In this mean field theory the free energy of interaction is proportional to the average number of contacts between monomers within the overlap region. The average number of contacts was taken to be the product of the number of monomers of one chain in the overlap region (ϰn) and the contact probability for each of these monomers (ϰ monomer concentration within the coils ϰnR Ϫ3 ϰn
), which results in the free energy of interaction between two chains in good solvent conditions at short distances increasing as k B Tn 1/5 . The Flory-Krigbaum theory, however, assumes that the monomers are uniformly distributed within the volume of a polymer coil. This assumption is not valid since chain connectivity ensures that each monomer is surrounded by a cloud of monomers which are close along the chain. As a result, when two monomers from different chains are in contact their neighboring monomers along the chain backbone are also likely to be in contact, which leads to an increased effective repulsion between chain segments and therefore to a reduction of the contact probability. Following this argument Grosberg et al. 26 showed that accounting for chain connectivity reduces the contact probability (ϰn Ϫ1 ), which results in the free energy of interaction at short distances being simply proportional to k B T and independent on the number of monomers n. Since we have only considered short chains in Fig. 3 , such that the interaction energy at zero separation is decreasing with increasing n, we have calculated the probability of two independently grown athermal chains sharing a common center of mass without any molecular overlaps by generating 10 6 pairs of hard sphere chains whose bond length is equal to the diameter of the monomers. These simulations show that while the probability of generating nonoverlapping configurations with common center of masses increases ͑i.e., interaction energy decreases͒ with increasing n, the probability, and therefore the interaction energy, do appear to be saturating at a constant value for large n. These observations are consistent with our, and previous, 6, 7 simulation results which display a rapidly decreasing U(0) for short chains, and the predicted n independence of U(0) for large n. Figure 3 also shows that the location and depth of the attractive minimum vary with chain length and solvent condition. In both good and poor solvent conditions the location of the minimum is shifted to larger separation as the chain length is increased, reflecting the larger size of the polymer chains in both the coil and globule states. The depth of the attractive well depends, however, upon the temperature. In good solvent conditions the depth of the minimum decreases with increasing chain length, indicating that increasing chain length results in stronger repulsive interactions between the coils. Alternatively, in poor solvent conditions the depth of the minimum increases with increasing chain length, indicating that increasing chain length results in stronger attractive interactions between the globules. The minima we observed at nonzero separations R in both good and poor solvent conditions are most likely to be artifacts of the short chain lengths employed in the current study. In good solvent conditions we anticipate that as the chain length is increased the depth of the minimum will decrease further, such that for sufficiently long chains no minimum will be observed. In poor solvent conditions we expect that the interaction energy at short distances will be reduced as the two chains coalesce in a single dense globule and an approximately constant attractive energy should be observed ͑the strength of which is determined by surface effects and should scale as n 2/3 ). Clearly the chains considered here are too short for these predictions to be confirmed, and as a result further simulations are certainly warranted. That said, the trends reported here, within good solvent conditions, are in good agreement with the results of Harismiadis and Szleifer, 7 although we note that our interaction energy, for a chain of length n ϭ15 at k B T/⑀ϭ4.0, at zero separation is larger, by approximately 1.5⑀. Although no error estimates are quoted in Ref. 7 , this deviation can easily be accounted for, arising due to our use of the truncated-shifted Lennard-Jones potential. Once again, behavior similar to that of the rigid bond model was observed for the models with flexible bonds.
C. Second virial coefficients and temperatures
In Fig. 4 we show the second virial coefficient, A 2 , obtained by numerical integration of Eq. ͑2͒ ͓where M ϭ(n ϩ1)m 0 , with m 0 being the molar mass of a monomer͔, as a function of temperature for chain lengths varying from n ϭ1 to 15 for all three models. Error estimates were obtained by performing numerical integration from the effective inter- molecular interactions determined from the probability distributions P s (R)Ϯs(R). The qualitative behavior of the second virial coefficient with temperature is the same for all molecular weights and is similar for all three models. At high temperatures the second virial coefficient is positive, clearly showing that repulsive interactions dominate between the two chains. A 2 decreases with decreasing temperature, indicating that attractive interactions start to play a more important role. All the curves show a point where the second virial coefficient vanishes. This is the temperature, n . For the models with rigid bonds and flexible bonds with k FENE ϭ30⑀/ 2 , n is dependent upon the chain length, but for the model with flexible bonds and k FENE ϭ10⑀/ 2 , n remains constant ͑within numerical error͒ independent of chain length. Below the temperature, A 2 displays a negative value, indicative of poor solvent conditions where molecular attraction is dominant.
In order to examine the chain length dependence of the point we note that previous simulation studies have shown that n varies as n Ϫ1/2 , 8,27,28 although more sophisticated scaling relations have also been used. 10 In Fig. 5 we plot n versus n Ϫ1/2 for all three models. For the model with rigid bonds, linear dependence is clearly observed, and a least squares fit of the form
yields values of BϭϪ0.31Ϯ0.03 and k B ϱ /⑀ϭ3.52 Ϯ0.01. Our value of the temperature for an infinitely long chain is considerably less than that obtained by Harismiadis and Szleifer 7 (ϳ3.9), however, the discrepancy seems likely to be due to our use of the truncated-shifted Lennard-Jones potential, since, as we have already shown, the shifted potential enhances the repulsive contribution to the intermolecular interaction, in turn lowering the temperature at which the second virial coefficient vanishes. That said, we concede that this estimate of ϱ has been obtained using data from short chains, and that the value quoted above may be modified by considering longer chains and/or a more sophisticated scaling analysis. Figure 5 also shows the introduction of flexible bonds into the model results in a reduction of both n and ϱ , such that k B ϱ /⑀ϭ3.183Ϯ0.008 and 2.856 Ϯ0.006 for k FENE 2 /⑀ϭ30 and 10, respectively, along with a suppression of the n dependence of n , BϭϪ0.14Ϯ0.01 and 0.01Ϯ0.01 for k FENE 2 /⑀ϭ30 and 10, respectively. To compare our simulation results with experimental results we attempt to collapse our data for the three different model polymers onto a single universal curve with experimental data. To achieve this we note that in the regime the interaction energy between two overlapping chains is smaller than the thermal energy, such that the chains interpenetrate each other and the monomers interact directly. The second virial coefficient is therefore proportional to the excluded volume v of a Kuhn segment,
where M 0 is the molar mass of a Kuhn segment and N A is the Avogadro's number. Let us introduce the chain interaction parameter z th that is the square root of the number of thermal blobs per chain
where
is the number of Kuhn segments in a thermal blob and C 1 is a numerical constant. This interaction parameter z th can therefore be written in terms of the length of a Kuhn segment b and its excluded volume v
.
͑12͒
Combining this expression with Eq. ͑9͒ one can obtain the relation between second virial coefficient A 2 and the interaction parameter z th ,
In good solvents the chains repel each other strongly and do not interpenetrate. Since the volume excluded by a chain is of the order of its pervaded volume, R 3 ,
and the relative swelling of the chains in good solvents is R bN 1/2 ϰz th 0.176
͑15͒
the second virial coefficient in the good solvent regime is given by
Combining Eqs. ͑13͒ and ͑16͒ and rearranging to obtain dimensionless quantities one can write
Taking into account the linear dependence of excluded volume parameter v on the effective temperature
we can relate the interaction parameter z th to the reduced temperature where C 2 is another numerical constant. Therefore one expects the universal relation between second virial coefficient A 2 and reduced temperature.
In Fig. 6͑a͒ we plot
(T Ϫ n )/T for experimental results obtained from polystyrene in decalin 16 and cyclohexane, 29 poly͑methyl methacrylate͒ in a water and tert-butyl alcohol mixture, 30 and our simulation data. The values of M 0 , b, and n used are reported in Table  II . The collapse of the data is superb. In Fig. 6͑b͒ we plot
versus z on a log-log plot. The constant C 2 is determined to be
such that the crossover from to good solvent behavior occurs at z th ϭ1 or when there is one thermal blob per chain. It is interesting to compare the value for the crossover of the thermal blob interaction parameter z th ϭ1 with that for the conventional interaction parameter z
This parameter remains smaller than unity until there will be at least 64 thermal blobs per chain. Although the collapse of the data is excellent, it should be noted that the use of only short chains in the current study means that the simulation points do not extend very far into the good solvent region (z th Շ3 for the simulation data while z th Շ60 for the experimental data͒, and as a result further simulations to test the models ability to reproduce experimental data further outside the region, either by increasing temperature or chain length, are certainly warranted. There are also three solid lines displayed in Fig. 6͑b͒ . The first two show least squares fits to the data for z th Ͻ1 and z th Ͼ1, which yields a value of 
͑24͒
V. CONCLUSIONS AND DISCUSSION
In this paper we have presented a new simulation method, inspired by the analytical work of Grosberg and Kuznetsov, 20 to evaluate the second virial coefficient between polymers. This new method is applied to chains represented by Lennard-Jones beads with either rigid or flexible bonds. Unlike previous methods used to obtain the second virial coefficient, 6, 7 the new method determines the effective intermolecular interaction by direct simulation of two polymers whose centers of mass are connected by a harmonic spring. The use of such a spring then allows the probability histogram of finding the two centers of mass as a function of separation to be accumulated relatively easily. By removing the contribution to the probability histogram due to the spring linking the centers of mass it is possible to obtain the effective intermolecular interaction and the second virial coefficient, A 2 .
Initially, we have considered the simple case of a pair of Lennard-Jones particles, and show that the new method recovers the Lennard-Jones potential from the probability histograms accumulated by the computer simulations. Values of the second virial coefficient obtained by computer simulation
(TϪ n )/T for polystyrene ͑open symbols͒ in decalin ͑Ref. 16͒ ͑circles͒ and cyclohexane ͑Ref. 29͒ ͑squares͒, poly͑methyl methacrylate͒ in waterϩtert-butyl alcohol ͑Ref. 30͒ ͑triangles͒ and our simulation data ͑larger filled symbols͒; nϭ7 ͑squares͒ and 15 ͑up-triangles͒ for the model with rigid bonds, nϭ7 ͑down-triangles͒, and 15 , and the crossover function ͓Eq. ͑23͔͒.
and from the exact numerical evaluation are in excellent agreement, confirming that this method provides an accurate route to obtain second virial coefficients.
Applying the method to short homopolymer chains of length nϭ1, 3, 7, and 15 results in effective intermolecular interactions which display the same strong temperature and chain length dependence reported previously in good solvent conditions. 7 In poor solvent conditions the depth of the attractive minimum increases with increasing chain length while its location is shifted to larger separations. For sufficiently long chains and low temperatures an approximately constant negative effective intermolecular interaction is observed for short separations, indicating that the two chains attract each other so strongly that they coalesce in a single globule. The observation of this type of behavior illustrates a clear advantage for using the method proposed here, since direct simulation allows conformations where two chains coalesce to be sampled much more efficiently than by methods which grow two chain conformations independently. 6 Another advantage of the current method is that direct simulation of the two chains will allow evaluation of the effective intermolecular interaction to be undertaken in the presence of solvent. That said, system sizes will place restrictions upon the length of the chains and the solvent densities which may be investigated. These restrictions arise since long simulations are required to sample the probability histograms, and it therefore becomes desirable to use as small a simulation box as possible, thus reducing the number of solvent particles necessary to achieve the desired density. On the other hand, a lower limit of the simulation box size is imposed by the length of chain considered, since removal of the contribution to the probability histogram due to the spring linking the centers of mass requires that the histograms must be accumulated for distances beyond the range of the intermolecular interaction. For example, for a chain of length nϭ15 distances larger than 7 must be sampled, and a simulation box whose side is longer than 14 should thus be used. If a number density of 0.5 is required then this implies that in excess of 1500 solvent particles must be included in the simulation. Obviously such simulations will be very CPU intensive and we are currently investigating the feasibility of conducting these types of simulation using modern computational facilities and simulation methods.
Having obtained the effective intermolecular interaction, the second virial coefficient, A 2 , is calculated. The models display behavior expected from analytical theories and previous simulation studies. At high temperatures A 2 is positive, clearly demonstrating that repulsive interactions are dominant, and is a monotonically decreasing function of chain length. As the temperature is reduced A 2 becomes negative, demonstrating that attractive interactions become dominant with lowering temperature. The temperature, defined as the temperature at which the second virial vanishes, for each model shows linear behavior when plotted versus n Ϫ1/2 . Least squares fits to the temperature, of the form k B n /⑀ ϭBn Ϫ1/2 ϩk B ϱ /⑀, allowed the temperature of an infinitely long chain to be estimated as k B ϱ /⑀ϭ3.52Ϯ0.01, 3.183Ϯ0.008 and 2.856Ϯ0.006 for models with rigid and flexible bonds ͑represented by the sum of the Lennard-Jones and FENE potentials͒ with k FENE 2 /⑀ϭ30 and 10, respectively, and R 0 ϭ2. Increasing the degree of the flexibility in the model also alters the n dependence of the temperature Ϫ1 from experiment and m 0 from simulation͒, and length, b ͑in units of Å from experiment and from simulation͒, of Kuhn segments and temperature, n ͑in units of°C from experiment and reduced units from simulation͒ for different molecular weights, M w ͑in units of g mol Ϫ1 from experiment and m 0 from simulation͒, of polystyrene, PMMA, and our model polymers used to collapse the data shown in Fig. 6 with the absolute value of B decreasing, such that B ϭϪ0.31Ϯ0.03 for the model with rigid bonds, Ϫ0.14 Ϯ0.01 and 0.01Ϯ0.01 for the models with flexible bonds and k FENE 2 /⑀ϭ30 and 10, respectively. The reason for the observed n independence of the temperature for the model with flexible bonds and k FENE ϭ10⑀/ 2 is not clear since the second virial coefficient between two chains is obtained from a renormalization of two-, three-, etc., body interaction. 4 Such calculations predict that the n dependence of n should be suppressed by decreasing the strength of three-body repulsions. However, the introduction of flexible bonds into our model results in the aspect ratio of the Kuhn segments remaining essentially unchanged (bϭ1.61 for the model with rigid bonds compared with b ϭ1.64 for the model with flexible bonds and k FENE ϭ10⑀/ 2 ), and it is therefore expected that the strength of three-body repulsions will be similar in these models. That said, determination of the temperature from conformational properties of the bond-fluctuation model 19 also indicates that the introduction of flexible bonds suppresses the n dependence of n .
The suppression of the n dependence of n for the model polymer chain with flexible bonds and k FENE ϭ10⑀/ 2 makes this model an ideal candidate for further study since in experimental systems the temperature either displays no n dependence or very weak n dependence. Furthermore, this model is ideal for a detailed examination of the conformational properties since the location of temperature is now known for all chain lengths. Thus comparison of the value k B n /⑀ϭk B ϱ /⑀ϭ2.856Ϯ0.006 obtained here with methods typically used to determine the temperature from conformational properties, along with comparison with theoretical predictions, may be made with relative ease. Such a study has been undertaken and the results will be presented in Paper II. 18 Finally, we have compared our numerical results of the second virial coefficient with experimental results and show that the simulation data may be collapsed onto the experimental data without the use of any adjustable parameters. This process leads to the following universal functions of the second virial coefficient, A 2 , 
͑28͒
In Paper II 18 we will show that this relation, used within the mean-field Flory theory, successfully predicts the size of the model polymer chains at temperatures close to the temperature.
The observation of superb collapse of the data clearly shows that these are truly universal functions and may therefore be applied to any linear homopolymer independent of it chemical details and type of solvent without alteration of the prefactors in Eqs. ͑25͒-͑27͒.
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