We develop a new method for describing patient characteristics associated with extreme good or poor outcome. We address the problem with a regression model composed of extrema (maximum and minimum) functions of the predictor variables. This class of models allows for simple regression function inversion and results in level sets of the regression function which can be expressed as interpretable Boolean combinations of decisions based on individual predictors. We develop an estimation algorithm and present clinical applications to symptoms data for patients with Hodgkin's Disease and survival data for patients with Multiple Myeloma.
Introduction
Describing clinical, laboratory, and genomics values associated with good or poor patient outcome, such as drug toxicity, quality of life, response, or survival, is frequently of interest to clinical researchers. For instance, one may want to describe a group of patients with a particular type of cancer who have an estimated probability of 1-year survival of less than .30. Similarly, one may be interested in describing the 25% of patients in the study population with the worst survival, or investigate a sequence of rules as the fraction of patients in the worst prognosis group varies.
In this paper we consider two specific applications that motivate a new regression method for describing extreme outcome groups. First, we consider patient symptoms in Hodgkin's Disease (HD) patients. Health status and quality of life (QOL) was evaluated prospectively in 227 patients with early stage HD treated on Southwest Oncology Group Study S9133, comparing subtotal lymphoid irradiation with combined modality treatment (Ganz et. al. 2003) . We construct simple rules to describe patients with poor symptom scores based on two other quality of life measures. Second, we consider finding subsets of Multiple Myeloma patients with very poor prognosis. It is clinically interesting to describe a subgroup of patients with sufficiently poor prognosis for whom more aggressive therapy is appropriate. The data are based on several Southwest Oncology Group clinical trials which investigated multi-drug combinations and schedules for treating Myeloma. We construct a rule corresponding to approximately 30% of patients with poorest prognosis and then investigate the sequence of rules as the fraction of patients in the extreme subgroup varies.
We will utilize a new regression strategy for describing values of predictors associated with a target outcome. The model uses non-linear low dimensional expansions of the predictor variables consisting of combinations of "minimum" and "maximum" operations on univariate linear functions of predictors. Unlike commonly used linear and generalized additive models, the new model directly leads to simple decision rules based on intersections and unions of simple statements involving single covariates, e.g.
(x 1 > 3.5 and x 2 ≤ 6.1) or x 3 > 1) .
Background
Assume a continuous response variable depends on p predictor variables though a target function, h(x) = h(x 1 , ..., x p ), modulated by noise y = h(x 1 , ..., x p ) + ².
Based on a sample of observations {(y i , x 1i , ..., x pi ); i = 1, ..., n} an approximation function b h(x 1 , ..., x p ) can be constructed. Typical uses for the fitted regression function include prediction of outcomes on future values of the predictor variables or characterizing the association between the predictors and the response. There are many commonly used statistical procedures for arriving at estimates of h(x 1 , ..., x p ), including linear models, neural networks, tree-based models, kernel methods, and models using splines. If the goal is primarily to understand the relationship of a small number of predictors to the response, models specified as a low dimensional expansion of the predictors such as linear models, more general additive models, or models with at most simple interactions are particularly useful. Interpretation of these regression models is facilitated by estimates or plots conditional on subsets of the variables in the models. However, the level sets of these functions can be difficult to use. For instance, even the linear regression model h(x) = x 0 β leads to complex level set rules to describe the cases for which {x : x 0 β ≥ q}. For nonlinear additive models the situation becomes even more complex. See, for example, Figure 1 , which represents two additive functions and a contour plot of their sum. On the other hand, tree-based methods (e.g. Breiman, Friedman, Olshen and Stone, 1984) yield binary univariate decision rules that describe M terminal nodes that are disjoint regions
The tree, T (x), assigns the same value for all cases within each region, x ∈ T m ⇒ T (x) = η m . Therefore, the level set for a tree {x : T (x) ≥ q} will just be the union of those regions T m for which η m ≥ q. It is this easily described inverse property that makes trees so desirable for constructing prognostic rules for clinical applications. One potential downside to inverting tree-based models relates to their discreteness. Consider a tree with only a few nodes representing significant fractions of the data. As one changes the threshold q, the percentage of sample corresponding to T (x) ≥ q often changes in large jumps. Methods that construct ensembles of trees (e.g. via boosting) reduce the discreteness, but at the cost of losing the simple description of the level sets.
Our strategy is to use extrema functions which yield simple interpretations of level sets similar to those from tree-based models. But, akin to linear or additive models, these models are a smooth function of the predictors. We display resulting contours of a simple hypothetical extrema model in two dimensions in Figure 2 .
We note that an alternative strategy to describe extreme outcome groups that does not model the underlying regression function is the Patient Rule Induction Method (PRIM) of Friedman and Fisher (1999) . The PRIM method allows calibration of the group in terms of mean of the outcome y to describe box shaped regions, B = {x :
That method adaptively refines boxes in the predictor space, and removes the data corresponding to one small region at a time in a step-wise fashion to construct rules. It has the advantage of being non-parametric, and works well at estimating a single decision boundary for problems with large data sets. By contrast, some advantages to using our underlying function approximation approach are that it should work well in situations with a smaller number of cases due to its more parametric form and it allows construction of a nested sequence of rules as the threshold q varies.
Model
Our proposal is to replace the usual additive main effect and multiplicative interaction regression model with extreme operators of maximum and minimum. An example of such a model is f (x) = max(min(β 01 + β 11 x 1 , β 02 + β 12 x 2 ), min(β 03 + β 13 x 3 , β 04 + β 14 x 4 )).
More generally we can write
where each minimum term f j (x) = min(g j,1 (x), . . . , g j,K(j) (x)). Each of the component functions, g j,k (x) depends only on a single predictor. Label k denotes the component model of the jth "min" term where j = 1, . . . , J and k = 1, . . . , K(j) and where
is the number of linear component functions in each "min" term j. We use a simple univariate linear predictor
where l(k) is the label of the predictor in the kth term of component model j (formally we should write l(k, j) , β 0,j,k and β 1,j,k but we suppress the j for readability).
The following development for the linear model could easily be extended to g j,k (x)
functions that are more general smooth univariate functions of predictors.
The overall model is a continuous piecewise linear model that locally depends only on a single predictor variable on each partition R j,k defined as {x :
We denote the data points which fall into region R j,k as the active set of points associated with function g j,k (x). Adaptive function approximation methods using It is easily seen that the description of any q-level set Ω = {x : f (x) ≥ q} is just
This is referred to as a Boolean expression in disjunctive normal form (a union of intersections of simple terms). It is critical that each component function g j,k (x) is a function of a single predictor for Ω to retain its form as an interpretable decision rule.
A Simulated Example
Prior to discussing the details of the estimation algorithm, we present an example of the fitted model where data were generated from the model
where the covariates and the ² are all independent with a standard normal distribution. Figure 3 gives a graphical representation of the fitted model and shows the active points in each of the regions R j,k associated with each univariate function g j,k (x). The two panels on the left hand side of the plot correspond to the first "minimum" term, and those on the right hand side to the second "minimum" term. Figure 4 gives a simple graphical representation of the inverse function plot. The shading indicates the directions of the decision rules. To read the plot, note that a level set rule is obtained by first taking the intersection within each column and then taking the union across columns.Therefore the plot indicates a sequence of decision rules of the
any level set of the fitted model. 
Estimation
For squared error loss the estimation problem can be represented as a minimization is finding an optimal or at least a good partition. As global searches would not be computationally feasible; we use an alternative algorithm for finding good estimated models.
For our estimation strategy, it is helpful to note that the objective function can also be represented as a weighted sum of squares of the M component linear models
where the weight function is an indicator
For a fixed partition (or weight function) the ordinary least squares estimates of the coefficients are straight forward to calculate. In addition, given current parameter estimates one can determine the observations for which {x i :
update the partition. An intuitive algorithm can incorporate these two facts as two steps: 1. Estimation and 2. Partition (reassignment of observations to groups). This algorithm is similar to the K-means algorithm and the hinge selection component of the Hinging Hyperplane algorithm of Breiman (1993) . However there is no assurance of finding a global optimum. In addition, in our experience during early steps of that algorithm, if many observations are reassigned to other partitions/groups at a single step of the algorithm, the residual sums of squares may actually increase from one iteration to the next. This convergence issue can be addressed by introducing a step size ∆ to the updating.
Set initial values for coefficients β j,k0 and hence g j,k0 (x).
2. Set m = 1 to loop over steps 3-4 until convergence. At convergence, no cases are reassigned groups.
3. Partition: Determine active sets R j,km corresponding to the k th model component in the jth term
4. Estimate: Find unconstrained least squares estimates for b γ jm,k(j)m using data in all active sets, R j,km . Update the coefficients
Let m ← m + 1.
The step-size ∆ can be a fixed number ∆ ≤ 1. We also allow a step-size selection option, where step-size is successively reduced in magnitude (within each estimation step 4) until the resulting error sums of squares is no larger than for the previous iteration. We take ∆ s = ∆υ s−1 where υ = .75 and ∆ = 0.5.
We note that a sufficiently small step-size will always lead to a decrease in the sum of squares. To see this, for the given partition, we calculate the least squares solution.
Movement toward that solution will decrease the sum of squares. Continue until an observation is at the edge of two partitions. At that point, the observation can be reassigned to the other partition without any increase in sum of squares. However, now one can obtain least squares estimates given the new partition; then movement towards the new least squares estimates will again decrease the sum of squares. For computational reasons such a small step-size is typically not practical.
We also constrain the number of observations used to estimate any component function. For instance, if R j,km at any step m identifies fewer than K n observations, then the K n observations with the smallest absolute values of d = g j,k (x) − f(x) are used for estimation. Our default is K n = min {50, max{.05n, 25}}.
Finally, while the algorithm can give good local minimum solutions, one can sometimes improve final residual error by restarting the algorithm a small number of times using the initial estimates with added noise. Our experience suggests this is more an issue as the number of unique values of the covariates decreases. We have added this option to the software, but to simplify the description, we did not use it in the simulated and real data examples that follow.
Given the constrained nature of the estimation method, closed form estimates of the variance of the regression function are not readily available. For a given extreme regression model specification, we propose using non-parametric bootstrap estimates of the marginal standard errors or approximate confidence intervals. Approximate confidence bounds for rules for a single q-level set can be obtained by inverting the upper and lower bounds of the point-wise regression intervals 13 
Model Building
Model building and variable selection can be implemented using greedy, semi-greedy, or stochastic searches. We have implemented a simple step-wise algorithm where the model is expanded at each step by adding one additional linear component. This linear component can be added to an existing "minimum" term or as a new linear component in the outer "maximum" term. We rewrite the model at the mth iteration
Step-wise Model Building 4. Refit all potential models using the Local Linear Update Algorithm.
5. The new model is the allowable model that reduces the error the most.
The model size can be chosen using a less biased estimate of the prediction error than the residual error on the training data set such as k-fold cross-validation (or resampled averaged k-fold cross-validation), a low bias method for selecting complexity. We have used a computationally cheap generalized cross-validation (GCV)
estimate with a penalty parameter to acknowledge selection of terms. We use the default penalty of 1.5 per parameter in the model similar in spirit to the default GCV penalty used in the MARS algorithm.
Patient Symptoms in Hodgkin's Disease
In this section, we investigate the association between patient symptoms (measured by corresponds to a symptom score of >24 or approximately the worst 10% of patients with respect to symptom score. We note that a score of 25 reflects moderate to severe symptom problems (Ganz et. al., 2003) . We compare the form of this rule to ones constructed using tree-based regression (with 10 fold cross-validation to pick tree size), linear regression and MARS using a GCV with a default penalty of 1. We note that an alternative strategy for describing a specific outcome group would be first to categorize the outcome variable at a threshold, for instance (sds > 24), then use a modeling method to construct rules to describe patients with a high probability of being in the poor (sds > 24) group. If simple Boolean rules were of interest, extreme regression or tree-based regression modified to binomial outcome could be used.
Patient Survival in Multiple Myeloma
We use data from several recent Southwest Oncology Group multiple myeloma clin- Using martingale residuals (or weighted versions of martingale residuals) has previously been proposed for adaptive model building procedures with censored survival data (e.g. LeBlanc and Crowley, 1999). We constructed a sequence of extreme re-gression models using the forward step-wise method described previously and picked a model for further investigation based on GCV. At the final stage, the models were refitted using an extension of the extreme regression to exponential survival data as described in Section 8. The step-wise model building method resulted in a model with 4 component terms, max (min(g 11 (sb2m), g 12 (calcium)), min(g 21 (creatinine), g 22 (albumin))).
The inverse model is represented in Figure 7 in terms of the quantiles of the observations in the training sample. Each row of the panel plot corresponds to a predictor variable and each column corresponds to a "minimum" term. Therefore, a level set rule is obtained by first taking the intersection within each column and then taking the union across columns.
For multiple myeloma, there is considerable interest in identifying a single extreme outcome group of patients with worst survival appropriate for more aggressive dose intensive therapy. In addition the poor outcome group must be sufficiently large to conduct future clinical trials.
A rule representing the worst 30% of patients in this group is (sb2m ≥ 5.8 AND calcium ≥ 9.4) OR (creatinine ≥ 1.25 AND albumin < 2.7).
Other rules for other fractions of the sample can be determined from Figure 7 .
Tree-based methods are also popular methods for describing prognostic groups with survival data. We used a method which finds optimal variables and split points tree size (e.g. LeBlanc and Crowley, 1993; Crowley, LeBlanc, Jacobson, and Salmon, 1997). The pruned tree that was selected had 5 terminal nodes. The group of patients corresponding to the worst survival was described by sb2m ≥ 9.4, which identified 22% of patients in the learning sample. Due to the discreteness of the tree the next larger group was described by sb2m ≥ 9.4 OR (sb2m < 9.4 AND creatinine ≥ 1.7) but described 37% of the training sample. Therefore, while tree-based methods yield simple Boolean prognostic rules, controlling the fraction of patients in the group is The extreme model can also be directly used to construct multiple prognostic groups as is frequently done using tree-based methods for survival data. In Figure 8 we plot groups corresponding to the rules defined by the quartiles of the distribution of the regression estimates, q .25 , q .50 , and q .75 both for the new method and for the tree-based model collapsed to 4 groups. The tree-based prognostic groups vary quite substantially in the fraction of patients in each group (.13 to.37).
If simple decision rules are not required, other modeling methods are well suited for studying the association of predictors to the outcome. We used the proportional hazards regression model, (Cox, 1972 ) and the adaptive modeling method Hazard 
Simulations
We performed a small simulation study to investigate the performance of the extreme regression algorithm. As a comparison, we considered estimation error and calibration using forward step-wise linear regression, MARS and tree-based regression. Sample sizes of 500 observations were generated where the predictor variables are taken from a five-dimensional spherical normal distribution N(0, 1) p and where the response is defined as y = f (x) + ²,where ² has an independent N (0, σ 2 k ) distribution, and where
k was chosen to control the signal to noise ratio. We consider four models:
Model C: f(x) = max(min(x 1 , .5x 2 ), min(x 3 , x 4 )); and
The constant σ An additional 500 observations from the same model are used as a test data set L T k for each simulation to estimate model error. The test set was not used for model selection. We report the estimate of relative absolute error for each method on the test sample 1 Kτ
here τ = 1 for model A. We calculated level set error as the average misclassification, on the test sample
In addition to estimating the level sets using the regression methods we also use a data refinement (peeling) algorithm analogous to the PRIM method of Friedman and Fisher (1999) . Since this method only calculates averages over regions (not the regression function) we calculate the level error by modifying the threshold and defining q 0 =ave(f (x Lk )I {x Lk ≥ q} to make the results comparable to the regression based strategies.
Since each of the methods has tuning parameter choices for estimation, we note important choices here. While different results could be obtained for different tuning parameters, we think the general conclusions would be supported for a range of implementations. For linear regression, backward selection was used and the model was selected by GCV. For the MARS algorithm we limited interactions to 4th degree and chose the model by GCV using the suggested default penalty of 1.5 per term parameter. As in the Hodgkin's example, our implementation of the MARS algorithm was using code written by Trevor Hastie and Rob Tibshirani. For the tree-based method, the minimum node size was set at 25 observations and the tree size was selected by 10-fold cross-validation, which tends to be standard for model selection for that method. For peeling, box shaped regions were calculated by removing a fraction of 5% of the sample at each step (with a minimum of 10 observations). After reaching a mean response value for the region y ≥ q 0 , the resulting box was identified. Those data associated with that box were removed and the peeling was repeated until no extreme groups could be found. Our version of the peeling algorithm differed from the published PRIM algorithm in that we did not include a pasting option of regrowing boxes after peeling. For extreme regression, we used adaptive step size selection starting at a step size of .5. We also restricted the model so that at least 5% of the sample was used in the estimation of any component model. The extreme regression model was selected by GCV using a penalty of 1.5 per parameter. We did not place a limit on the maximum number of components in each "minimum" function. We repeated the analysis for 25 simulated data sets.
The results of the simulation given in Table 1 show that all of the methods lead to relatively low model error in the case of no signal (Model A). For Models B and C the step-wise linear method does not do well for model approximation. The extreme regression (XR) method yields substantially lower model error for these two models that fall in the extreme model class. MARS, which builds piecewise linear approximation, is the second best methodology on all models. Therefore, if prediction were the only consideration, MARS would be a good overall choice for this group of models.
Tree-based methods, due to their discrete nature, do not approximate the Models B-D well. For the linear Model D, XR and Trees do not yield good approximations.
For both methods it takes a large number of terms to approximate additive models.
We also investigated the impact of the adaptive step-wise component of algorithm for the two models of extreme form (Model B and C). If the correct model is fit, the absolute error (standard error) for Model B is .056 (.006) and for Model C is .058
(.005); both only slightly better than the stepwise XR method.
The results for finding the 80th percentile level set for extreme outcome are presented in Table 2 
Discussion
We have investigated a class of regression functions which yield a locally univariate regression surface. Inverting the model directly results in descriptions of the level sets in terms of decision rules. We believe that these rules, like those from treebased models, are often interpretable for clinical applications describing covariate values associated with different levels of patient outcome. However, unlike tree-based models, the model form is smooth in the covariates so one can control the rules with respect to specific outcome level.
While our simulations and examples suggest that the simple alternating estimation algorithm can perform well, there are other potential estimation strategies worthy of exploration. Improved algorithms could include much more computationally intensive stochastic searches for regions potentially followed by constrained linear optimization.
These approaches may be more useful if more categorical predictors are used in the model, making the covariate distributions more discrete.
Estimation for extreme regression can be relatively easily extended to other outcome types using parametric likelihood based methods, albeit at the cost of additional computing time required to get maximum likelihood solutions for the component models. For example, for survival data a model assuming exponential survival times would be log(λ x ) = max j (min(g j1 (x), . . . , g j,K(j) (x))) where λ x is the hazard function and for binary outcomes one can replace the squared error with binomial error and use local logistic regression. In that case the model would be log(p x )/(1 − p x ) = max j (min(g j1 (x), . . . , g j,K(j) (x))).
We note that the extreme regression method has similarities to Logic Regression (Ruczinski, Kooperberg, and LeBlanc, 2003) which is a general regression method for generating Boolean rules. Note that the extrema functions "minimum" and "maxi-29 mum" are continuous versions of "AND" and "OR" for binary prediction. However, while an important strength of Logic Regression is a complete stochastic model search and simple representation for a potentially large number of binary predictors, this new method is best suited for combining a small number of continuous predictors.
