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ABSTRACT 
We introduce the concepts of peak characteristic of an M-matrix A and of peak 
signature and nonnegative signature of subsets of the generalized nullspace E(A) of 
A, and we discuss the relations between them. We also study completions of sets to 
height bases and to level bases. Our results are then applied to the study of the 
nonnegativity of height bases for E(A). In particular, we show that a sequence can 
serve as the nonnegative signature of some height basis for E(A) if and only if it is 
less than or equal to the peak characteristic of A. 
1. INTRODUCTION 
The (spectral) height characteristic of a square matrix A is a sequence of 
numbers describing the structure of the Jordan blocks associated with the 
eigenvalue 0 in the Jordan canonical form of A. More precisely, this 
sequence is the dual of the sequence of sizes of the Jordan blocks associated 
with the eigenvalue 0, and as such it is just another way of giving those sizes. 
Let P be a matrix such that P-‘AP is in Jordan canonical form. The set of 
columns of P is a union of bases for the generalized eigenspaces of A. Each 
such basis is called a Jordan basis for the corresponding generalized 
eigenspace. A natural generalization of a Jordan basis is a height basis. 
The equality case of the (spectral) height characteristic of an M-matrix A 
and its (graph theoretic) level characteristic has been studied in several 
papers. An intensive study may be found in [5] and [6], where thirty-five 
equivalent conditions are given. Fifteen of those conditions are given in 
terms of peak vectors in the generalized nullspace E(A) of A. Four other 
conditions deal with the nonnegativity of height bases for E(A). 
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Motivated by that investigation, we define and discuss in this paper the 
peak characteristic of an M-matrix A, the peak signature of level and height 
bases for E(A), and the nonnegative signature of height bases for E(A). In a 
sense, the last quantity measures the nonnegativity of a height basis. 
Section 2 is devoted to notation, definitions, and preliminaries. The 
terminology we use has recently become quite common in papers on the 
generalized nullspace of matrices. 
In Section 3 we discuss some new results about level and height bases. In 
particular we characterize subsets of E(A) that can be completed to a height 
basis or to a level basis for E(A). 
The definition of the peak characteristic ((A) of A is given in Section 4. 
It is easy to verify that the set of peak vectors of level ( = height) k is a 
difference of two vector spaces. The sequence t(A) consists of the dimen- 
sions of these differences (the dimensions of the quotient spaces). 
In Section 5 we define the term peak signature. We show that {(A) is an 
upper bound for the peak signature of a height basis for E(A), and is a lower 
bound for the peak signature of a level basis for E(A). We also show that 
every peak subset of a height basis can be completed to a level basis, and 
that every level basis has a peak subset (maximal in some sense) that can be 
completed to a height basis. We conclude that section by showing that e(A) 
is a nonincreasing sequence. 
Since every nonnegative vector in E(A) is a peak vector, we can apply 
our results to studying the nonnegativity of height bases for E(A). In Section 
6 we characterize all possible nonnegative signatures of height bases for 
E(A), showing that these are all sequences that are less than or equal to 
((A). We conclude the paper by deriving some corollaries on Jordan bases. 
2. NOTATION, DEFINITIONS, AND PRELIMINARIES 
In this paper we always assume that A is an n X n matrix. Most of our 
results are on M-matrices (see Definition 2.24). However, some of them, and 
almost all the definitions and notation in this section, hold for general 
matrices over an arbitrary field. Almost all the definitions and notation given 
in this section are given in [5] and [6]. 
NOTATION 2.1. For a positive integer rr we denote by (n> the set 
{l,. . . , n}. 
NOTATION 2.2. For the matrix A we denote: 
N(A) = the nullspace of A. 
n(A) = the nullity of A [the dimension of N(A)]. 
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E(A) = the generalized nullspace of A, viz. iV(A”). 
m(A) = the algebraic multiplicity of 0 as an eigenvalue of A [the dimen- 
sion of E(A)]. 
index(A) = the index of 0 as an eigenvalue of A, viz., the size of the 
largest Jordan block associated with 0. 
DEFINITION 2.3. For a vector x in E(A) we define the height of x, 
denoted by height(x), to be the minimal nonnegative integer k such that 
Akx = 0. 
DEFINITION 2.4. Let p = index(A). For i E (p) let vi(A) = n(A’)- 
n(A’-‘). The sequence (vr(A), . . . , q,(A)) is called the height characteristic 
of A, and is denoted by v(A). Normally we write 7i for vi(A) where no 
confusion should result. 
Note that the height characteristic of A describes the structure of the 
Jordan blocks associated with the eigenvalue 0 in the Jordan canonical form 
of A. More precisely, q(A) is the dual of the sequence of sizes of the Jordan 
blocks associated with the eigenvalue 0, and as such it is just another way of 
giving those sizes. 
DEFINITION 2.5. Let A be a square matrix and let index(A) = p. 
(i) Let 9 be a set of vectors in E(A). We denote by Tk(/) the 
number of vectors in 9 of height k. We define the height signature q(9) 
of 9 as the p-tuple (~~(9) v2(9), . . . , ~$9)). 
(ii) A basis ~8 for E(A) is said to be a height basis for E(A) if 
rl(a) = 7(A). 
DEFINITION 2.6. Let A be a singular matrix. 
(i) A sequence (xl,..., x”) of vectors in E(A) is said to be a Jordan 
chain for A if Ax’= xi-‘, i E(2 ,..., t}, and Ax’ = 0. We call rt the top of 
the chain (x’, . . .,x9. 
(ii) A basis for E(A) that consists of disjoint Jordan chains for A is said to 
be a Jordan basis for E(A). 
As is well known, E(A) always has a Jordan basis. Furthermore, let P be 
a nonsingular matrix. The matrix P- ‘Al’ is in Jordan canonical form if and 
only if the set of columns of P is a union of Jordan bases for the subspaces 
E(A - AZ), A E o(A), where a(A) is the set of (distinct) eigenvalues of A. 
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REMARK 2.7. Observe that every Jordan basis for A is a height basis, but 
clearly a height basis need not be a Jordan basis. 
DEFINITION 2.8. Let A be a singular matrix. 
(i) Let x be a vector in E(A), and let t = height(x). The Jordan chain 
(At-lx, A’-“x , . . . , Ax, X) is said to be the Jordan chain derived from x. 
(ii) Let 9 be a set of vectors in E(A). The multiset which consists of 
the union of the Jordan chains derived from the elements of .Y is said to be 
the Jordan set derived from 9. 
(iii) Let 9 be a set of vectors in E(A), and let / be the Jordan set 
derived from 9. If fl is a (Jordan) basis for A, then we say that x is the 
Jordan basis for A derived from 9. 
DEFINITION 2.9. Let A be a square matrix, and let &? be a height basis 
for E(A). A J or an d b asis for A that is derived from a subset of ~3’ is called a 
Jordan basis linked to 33’. 
REMARK 2.10. As is proven in Proposition (6.1) in [5], every height basis 
has a Jordan basis that is linked to it. 
We continue with some graph theoretic definitions. All the graphs we 
deal with are simple directed graphs. 
DEFINITION 2.11. Let G be a graph. 
(i) Let i be a vertex of G. A vertex j is said to be predecessor of i if 
j = i or if there is a chain from j to i in G. The set of all predecessors of i is 
denoted by A,(i). 
(ii) Let T be a set of vertices in G. We denote by A,(T) the set 
U i E TAG(i). 
(iii) Normally we write A(i) and A(T) for A,(i) and A,(T) respectively 
where no confusion should result. 
DEFINITION 2.12. Let G be an acyclic graph, i.e., a graph that contains 
no simple cycle other than loops. Let i be a vertex of G. We define the level 
of i, level(i), as the maximal length (number of vertices) of a simple chain in 
G that terminates at i. We call the set of all vertices of level j the j th level 
of G. Let G have 4 levels, and let Aj be the cardinality of the jth level of 
G. The sequence (A,,..., AU) is called the level characteristic of G. 
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Let A be a square matrix over some field. As is well known, after 
performing an identical permutation on the rows and the columns of A we 
may assume that A is in Frobenius normulfm, namely a (lower) triangular 
block form, where the diagonal blocks are square irreducible matrices. 
CONVENTION 2.13. We shall always assume that A is an n X n matrix in 
Frobenius normal form (Aij);. Also, every n-vector b will be assumed to be 
partitioned into r vector components bj conformably with A. 
DEFINITION 2.14. The reduced graph R(A) of A is defined to be the 
graph with vertices 1,. , r and where (i, j> is an arc if and only if Aij # 0. 
Note that R(A) is acyclic. 
DEFINITION 2.15. A vertex i of R(A) is said to be singular if Aii is 
singular. The set of all singular vertices of R(A) is denoted by S. 
DEFINITION 2.16. The singular graph S(A) of A is defined to be the 
graph with the vertex set S, and where (i, j) is an arc if and only if 
i E ARC.&). 
Note that S(A) is a transitive acyclic graph. 
DEFINITION 2.17. Let b be an n-vector. The level of b, denoted by 
level(b), is defined to be the maximal level in S(A) of a singular vertex i 
such that bi # 0. 
DEFINITION 2.18. A vector x E E(A) is said to be a peak vector if 
height(x) = level(x). A subset of E(A) that consists of peak vectors is called 
a peak set of vectors. A basis for E(A) that consists of peak vectors is called a 
peak basis for E(A). 
DEFINITION 2.19. The cardinality of the jth level of S(A) is denoted by 
A,.(A). Let S(A) have 4 levels. The level characteristic (h,(A), . . . , h,(A)) of 
S(A) is called the level characteristic of A, and is denoted by A(A). 
Normally we write Ai for hi(A) where no confusion should result. 
CONVENTION 2.20. We shall always assume that the levels of S(A) are 
L l,. . ., L,. The level characteristic of A will be assumed to be (A,, . . ., A4). 
The height characteristic of A will be assumed to be (nl,. . . , vp). 
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DEFINITION 2.21. 
(i) Let 9 be a set of vectors in E(A). We denote by A,(J) the number 
of vectors in 9 of level k. We define the level signature A(9) of 9 as the 
q-tuple (A,(J), A,(J), . . . , A,(9)). 
(ii) A basis &? for E(A) is said to be a Zevel basis for E(A) if A(@) = 
A(A). 
Note that E(A) has a level basis only if 0 is a simple eigenvalue of each 
singular diagonal block A,,. 
REMARK 2.22. Usually we order a level basis so that the levels of the 
vectors are nonincreasing. 
DEFINITION 2.23. A basis G9 for E(A) is said to be a height-level basis 
for E(A) if .@ is both a height basis and a level basis for E(,Q). 
DEFINITION 2.24. A Z-matrix is a square matrix of the form A = crl - P, 
where (Y is a real number and P is an (entrywise) nonnegative matrix. Such 
a Z-matrix is an M-matrix if (Y is greater than or equal to the spectral radius 
of P. 
REMARK 2.25. It is well known that for an M-matrix A the index p of A 
is equal to the number 4 of levels in S(A). 
DEFINITION 2.26. A vector b is said to be (strictly) positive (b B 0) if 
all its entries are positive. 
DEFINITION 2.27. Let H be a set of vertices in R(A), and let h = IHI. A 
set of vectors (xi, i E H} is said to be an H-preferred set (for A) if 
and 
- Ax’= c CikXk, iEH, 
iEH 
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where the cik satisfy 
Cik > 0 if k E ARcA)(i i E H. 
Ci/( = 0 otherwise 
DEFINITION 2.28. Let H be a set of vertices in R(A). An H-preferred 
set that forms a basis for a vector space V is called an H-preferred basis for 
V. An S-preferred basis for E(A) (if one exists) is called a preferred basis 
for A. 
REMARK 2.29. By the preferred basis theorem (see [4] and the refer- 
ences there), if A is an M-matrix then there exists a preferred basis for 
E(A). 
NOTATION 2.30. For k E (p) we denote by A, the principal (block) 
submatrix of A whose rows and columns are indexed by As(,,(L,). 
NOTATION 2.31. Let k be a nonnegative integer. In view of Lemma 
(4.1) in [5], the set consisting of all vectors in E(A) with level less than or 
equal to k forms a vector space. We denote this vector space by h,(A). 
Naturally, we define A,,(A) = {O}. 
DEFINITION 2.32. Let k E (p), and let x be an n-vector satisfying 
(2.33) xi = 0, i4AR&h). 
We define the k-reduced vector red,(x) of x as the subvector of x whose 
components are indexed by ARcA) (I,,). For a set 9 of n-vectors x satisfying 
(2.33) we define the k-reduced set red,(J) of 9 as the set {red,(x): 
XEJ]. 
OBSERVATION 2.34. Let k E (p), and let m be a nonnegative integer. Let 
x E h,(A)n N(A”). Since x satisfies (2.331, it is easy to verij$ that red,(x) E 
N((A,)“). Conversely, let y be a vector in N((A,)“), and let x be the n-vector 
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defined by xi = 0, z E ARcA, CL,), and r-edL(x) = y. Then x E h,(A)n N(A”‘). 
Therefore. we have 
(2.35) Ak( A) n N( A”) =: red,_,\,(A) n N(A”‘)) = N((A,)‘?‘) 
(where = dcnot~s the projection isomorphism ). 
The following proposition follows immediately from the definition of a 
level basis. 
hOPOSITION 2.36. Let A be an M-matrix, let 9’ be u level basis for A, 
and let k E ( p). Denote by @‘k the set of all vect0r.s of .@ of level less than or 
equal to k. Then red,(Bk) forms a level basis for A,. 
DEFINITION 2.37. Let W be a subspace of a vector space V, and let 
(Xl,..., rk} be vectors in V. Consider the natural homomorphism 5: V + 
V/W. We say that: 
(i) The vectors x ‘, . . . , x k spun module W a subspace U of V if 
<(Xl),..., 5(x k, span the subspace U/ W of V/ W. 
(ii) The vectors x1 . > ..,x 
k are linearly independent module W if 
tir’), . , i(x”) arc liuearly independent. 
We remark that in Definition 2.37, if W = {O} then l may be considered 
as the identity operator on V. 
proposition 2.38. Let k E (p), und let 1 and m be qonnegatice integers 
sflch that i c m. Let .Y c A,L4)n N(A”‘). T/ Len S is linearly independent 
modulo NC A’) if and only if red,(/) is linearly independc;;i~ r:wdulo 
?ji&)‘J. 
Proof. Assume that 9 is linearly dependent modulo N(Al>. Then there 
exists a nontrivial linear combination of vectors in 9 that is in N(A’). The 
corresponding (nontrivial) linear combination of vectors in redk(/) is in 
N((A,>l), and hence redk(Y) is linearly dependent modulo N((A,)‘). The 
convw5c ?f .0-x- c z;w ‘5 1 . drown ir, 2 sirnit-r way. n 
DF:r-INrrrOh 2 3cj . . Let 01 = (a,, . , a,) and p = (PI,. . , p,) be sequences 
of nonnegative integers. We say that p majorizes (Y, and denote it by (YS p, 
if a,+ ... + CYyk < pr t- . . . + Pk for every k E (t-l), and (Y, + . . . + at 
=pl + ... +pt. 
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We remark that our definition is related to the definition of majorization 
as found in many places, e.g. [7, p. 71, but is not identical with it. The two 
definitions coincide if the sequences (Y and /3 are nonincreasing. 
3. MORE ON HEIGHT AND LEVEL BASES 
In this section we continue our studies of height and level bases, which 
were begun in [5] and [6]. 
PROPOSITION 3.1. Let A be an M-matrix. For every ~=(cY,,...,(Y,)s 
h(A) there exists a basis @for E(A) fw which h(.G9) = LY. Furthermore, the 
elements of 99 may be chosen to be nonnegative linear combinations of 
elements of any level basis for E(A). 
Proof. Let &9’={x1,..., x”(*)} be a level basis for E(A), and without 
loss of generality assume that the first h,(A) vectors in @’ are of level 1, the 
next h,(A) vectors in $9’ are of level 2, etc. Let 
ck = i A,(A), k E (p>, 
i=l 
and 
d,= i (Yi, k E (p>, 
i=l 
and let d, = 0. We construct 99 = (y ‘, . . . , yrpL(*)} as 
(3.2) yi=xi+xck, dk_,+l<i<dk, k E (p>. 
Since cws A(A), it follows that dk Q ck for all k E (p>, and thus 
(3.3) level(xCk) >level(x’), dk_1+19i<dk, k E (P>. 
64 DANIEL HERSHKOWITZ 
Since .G?’ is a level basis, it now follows from (3.2) and (3.3) by Proposition 
(4.36.viii) in [5] that 
level(y’)=level(x”~)=k, dk_i+I<i<dk, k E (p), 
and hence we have A(&91 = (Y. Also, the m(A) X m(A) matrix whose columns 
are the coordinate vectors of y ‘, . . . , ym(*) with respect to 9?’ is a nonsingular 
triangular matrix. Therefore 9? is linearly independent and it is the required 
basis. W 
THEOREM 3.4. Let A be an M-matrix, and let 9 be a linearly in&pen- 
dent set of vectors in E(A). Then the following are equivalent. 
(i) 4 can be completed to a level basis for A. 
(ii) For all j, j E ( p), the elements of 9 which do not belong to Rj_ ,(A) 
are linearly independent modulo Aj_ ,(A). 
(iii) For all j, j E (p), the elements of 9 which belong to A,.(A)\ 
Aj_ ,(A) are linearly independent modulo Aj_ ,(A). 
Proof. (i) * (ii): If 9 can be completed to a level basis for A, then (ii) 
holds by Proposition (4.36) in [5]. 
(ii) * (iii) is clear. 
(iii) * (i): Assume that (iii) holds. Let j E (p), and let vl,. . . , vAlcgj be 
the elements of 9 of level j. Let 5 be the natural homomorphism 
5: Aj(~) -+ Aj(A)/Aj_,(A). s ince by Proposition (4.36) in [5] the dimension 
of Aj(A)/Aj_l(A) is hj(A), it follows from (iii) that t = A,.(A)-- Aj(9) is 
nonnegative. Furthermore, by (iii) we can find vectors u ,, . . . , ut in A,(A) 
such that @(vi), . . . , [(vAjc9$} U {l(ul), . . . , f(u,)) form a basis for 
Aj+,(A)/Aj(A). We now add u,,. .., ut to 9. This procedure is followed for 
all j E ( p). Clearly we end with a set 9’ that contains m(A) elements and 
that satisfies condition (iv) in Proposition (4.36) of [5]. By that proposition, 
9’ is a level basis for A. n 
Proposition 3.1 and Theorem 3.4 are stated for levels. Their analogs for 
heights are the following. The proofs are similar and omitted here. 
PROPOSITION 3.5. Let A be a (general > square matrix. For every Q = 
(a 1,. . . , ap) 5 q(A) there exists a basis 93 fm E(A) for which q(8) = (Y. 
Furthermore, the elements of 93 may be chosen to be positive linear combina- 
tions of elements of any height basis fm E(A). 
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THEOREM 3.6. Let A be a square matrix, and let 9 be a linearly 
independent set of vectors in E(A). Then the following are equivalent. 
(i> 9 can be completed to a height basis fm A. 
(ii) For all j, j E (p), the elements of 9 which do not belong to 
N( A’-‘) are linearly independent module N(Aj- ‘). 
(iii) For all j, j E (p), the elements of 9 which belong to N(Aj)\ 
N(Aj- ‘) are linearly independent module N(Aj-‘1. 
As a corollary of Theorem 3.6 we can obtain the following theorem, which 
is somewhat similar to results in [l]. 
THEOREM 3.7. Let A be a square matrix, and let 9 be a set of q, 
p-height vectors that are linearly independent module N(AP-‘1. Then there 
exists a Jordan basis / fm A such that the elements of 9 are the tops of the 
chains of length p in #. 
Proof. kt h = qp, and let 9 = {x ‘, . . . , xh}. Since 9 is linearly inde- 
pendent modulo N(Ap-‘1, it follows that for every k E (p - l), the set 
lk=(Ak~l,..., Akrh) is a set of (p - k&height vectors that are linearly 
independent modulo N(AP-k-l). By Theorem 3.6, the set 4 U S, U . . . U 
4,_ 1 can be completed to a height basis G9 for A. Observe that 9 is the 
set of elements of 99 of height p. Let & be any Jordan basis that is linked 
to &9. By definition, the elements of 9 are the tops of the chains of length p 
in x. n 
4. PEAK CHARACTERISTIC 
In this section we always assume that A is an M-matrix. 
Let k E ( p ). It is easy to verify that the set of all peak vectors of level 
(height) k in E(A) is the set Ak(A)n N(Ak) minus the set A,(A)n N(Ak-‘1. 
Motivated by this observation and by (2.351, we define 
DEFINITION 4.1. Let k E (p). We define the number tk(A) to be the 
dimension of N((Ak)k)/N((Ak)k-l) [that is, the difference n((Aklk)- 
n((Ak)k-l)]. The p-tuple (S,(A), . . . , S,(A)) is called the peak characteristic 
of A, and is denoted by ((A). 
Observe that by Definition 4.1 we have tk(A)= qk(Ak), k E (p>. 
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PROPOSITION 4.2. We have 
(i) [(A) < v(A), with &r,(A) = ql,. 
(ii) .$(A) < A(A), with [,(A) = A,. 
(iii) tk(A) > 1 for all k E (p). 
proof. (i): Let k E (p). Since tk(A) is the dimension of 
A’((A )k) ‘N((A Ik-‘> we can find a set 9 of tk(A) vectors in N((A,jk> 
that &e linearly independent modulo N((A,)k- ‘). Let 9’ c A,(A) n N(Ak) 
be such that .Y = redk(J’). By Proposition 2.38, .Y’ is linearly indepen- 
dent modulo N(Ak-‘), and it follows that tk(A) < vk(A). Since A,, = A, it 
follows that t,(A) = v,(A). 
(ii): Let k E (p). S’ mce for A, we have A,(A,)> 7k(Ak), it now follows 
that h,(A) = A,(A,) 2 qk(Ak) = tk(A). The equality for k = 1 follows, since 
A,(A,) = r&4,). 
(iii): Since, by the index theorem for M-matrices-e.g. Corollary (4.12) in 
[5]-we have index(Ak) = k, it follows that vk(Ak) > 1. Therefore, t,(A) = 
q,JA,J > 1. n 
Another property of t(A), that is, t,(A) 2 5,(A) > . . . 2 5,,(A), will be 
proven in the next section. 
PROPOSITION 4.3. Let t E ( p - 1). The following are equivalent: 
(i) T~=/\~, i=t+l,..., p. 
(ii) ti(A)= Ai, i = t + 1,. .,p, and t,(A)= TV. 
(iii) ti(A)=Ai, i=t+l,..., p. 
Proqf. (i) * (ii): Since by Corollary (4.21) in [5] A & 7, (i) yields that 
(4.4) A,+ ... +Ai=vi+ ... +qi> i=t ,....p. 
By Remark (2.8) in [5] we have 
(4.5) dimension(N(Ak))=ql+ ... +vk, k E (p>, 
by Proposition (4.19) in [5] we have 
(4.6) dimension(Ak(A)) = A, + * *. + A,, k E (p>, 
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and by Corollary (4.18) in [5] we have 
(4.7) &(A) L N(Ak), k = O,...,p. 
Observe that (4.4), (4.5), (4.6) and (4.7) imply that A,(A) = MA’), i = t,. ‘7 P. 
Let k E (t, . . . , p}. By (2.35) we now have 
and 
(4.9) h’((Ak)k-1)=A’(A”-1)nA,(A)=N(Ak-1)nN(Ak)=N(Ak-1). 
Therefore, 
~((Adk)/~((4)k-1) = N(Ak)/N(Ak-‘), 
which yields that tk(A) = qk. Since, by (i), for k > t we have nk = A,, (ii) 
follows. 
(ii) * (iii) is trivial. 
(iii)*(i): It is easy to verify that, in view of Corollary (4.21) in [5] and 
Proposition 4.2(i), the equalities tj(A) = hi, i = t + 1,. . . , p, imply (i). n 
By Proposition 4.3, each of the equivalent conditions in Proposition 4.3 
implies the condition 
(4.10) 5i(A) = vi. i=t ,...,p. 
However, (4.10) does not imply the conditions in Proposition 4.3, as demon- 
strated by Example 4.13 below. 
PROPOSITION 4.11. L.et t E ( p). The following are equivalent: 
(i) 7ji = Ai, i E (t). 
(ii) t,(A) = -qi, i E (t). 
Proof. (i) * (ii): Condition (i) yields that 
A,+ *** + Ai = q1 + . . . + vi> i E (t>, 
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which, together with (4.5), (4.61, and (4.71, implies that A,(A) = MA”), 
i E (t). Let k E (t). By Observation 2.34 we now have (4.8) and (4.9), 
which yield that Sk(A) = Tk. 
(ii) j(i): It is easy to verify that, in view of Corollary (4.21) in [5] and 
Proposition 4.2(ii), the equalities t,(A) = vi, i E (t>, imply (i). n 
By Proposition 4.11, each of the equivalent conditions in Proposition 4.11 
implies the condition 
(4.12) Ei(A) =Ai, i E (t). 
However, (4.12) does not imply the conditions in Proposition 4.11, as 
demonstrated by the following example. 
EXAMPLE 4.13. Let A(A)= (1,1,3). By Theorem 3.7 in [3] we have 
17(A) = (3,1, l), and by Proposition 4.2(i),(ii) we have [(A) = (1, 1,l). There- 
fore, although [,(A) = vi, i = 2,3, we have [s(A) # A,, and although ticA) = 
Aj, i = 1,2, we have [,(A)# pi. 
5. PEAK SIGNATURE 
In this section too we assume that A is an M-matrix. 
DEFINITION 5.1. Let 9 be a set of vectors in E(A). Let rk(/) be the 
number of peak vectors in 9 of height ( = level) k, k E (p). We define the 
peak signature ~(9) of 9 as the p-tuple (r,(J), a,(9), . . . , ~~(9)). 
Clearly, for every basis S@ for E(A) we have 
and 
(5.3) 7r(@) <A(@). 
We start with a discussion of peak subsets of height bases. 
THEOREM 5.4. Let A be an M-matrix, and let ~2’ be a height basis for A. 
Then r(@) < [(A). 
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Proof. Let @k be the set of all k-height (and hence k-level) peak 
vectors in G9. Since 99 is a height basis, it follows from Theorem (3.14) in [5] 
that &Jk is linearly independent modulo N(Ak-‘). Thus, by Proposition 2.38, 
redk( &Jk) is linearly independent modulo N((Ak>k-l), and, by Definition 
4.1, it follows that the cardinality ~~(a) of gk is less than or equal to 
&(A). n 
THEOREM 5.5. Let A be an M-matrix, let @ be a height basis fn- A, and 
let 9 be a peak subset of 93. Then 9 can be completed to a level basis 
fm A. 
Proof. Let 9 be a peak subset of g!, and let Sk be the subset of 9 
which consists of the k-height (and hence k-level) vectors in 9. Since 9 is 
a subset of a height basis, it follows from Theorem (3.14) in [5] that Sk is 
linearly independent modulo N(Ak-‘). By Corollary (4.18) in [5] we have 
A, _ ,(A) G N(Ak- ‘), and hence 1, is linearly independent modulo Ak _ i(A). 
It now follows from Theorem 3.4 that 9 can be completed to a level basis. 
H 
We continue by discussing peak subsets of level bases. 
LEMMA 5.6. Let 9 be a level basis for A. Then @ contains at least q, 
peak p-level vectors. Furthermore, we can find q,,, but no more, peak p-level 
vectors in 99 that are linearly independent module N(AP-‘1. 
Proof. Clearly, the p-height vectors in g span E(A) modulo N(AP-‘1. 
Since, by Corollary (4.17) in 151, th ese vectors are all of level p, and since the 
dimension of E(A) modulo N(AP- ‘> is qp, our claim follows. H 
THEOREM 5.7. Let 39 be a level basis for A. Then a(LS)> 5(A). 
Furthermore, fm every k E (p) we canfind lk(A), but no we, peak k-level 
vectors in B that are linearly independent modulo N(Ak-‘l. 
Proof. Let k E (p), and let gk be the subset of 9? which consists of 
all vectors of level less than or equal to k. By Proposition 2.38 a subset 9 of 
gk is linearly independent modulo N(Ak-‘) if and only if redk(S) is 
linearly independent modulo N((Ak)k-‘). By Proposition 2.36, redk(@k) is a 
level basis for A,. By Lemma 5.6 we can find (k(A), but no more, peak 
k-level vectors in red k( Bk ) that are linearly independent modulo N((A k jk - ‘1. 
n 
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As a corollary of Theorems 5.4 and 5.7 we can now state 
THEOREM 5.8. Let @ be a height-level basis for A. Then r(G?> = e(A). 
Theorems 5.7 and 5.8 raise the natural question whether a level basis @ 
is a height-level basis if and only if r(g) = [(A), or similarly, whether a 
height basis @ is a height-level basis if and only if r(a) = l(A). The 
following example demonstrates negative answers to these questions. 
EX.~MPLE 5.9. Let 
/ 0 :o :o :():()\ 
. . . . . . . . . . . . . . . . . . . . 
0 .o .o .o.o A = .~ i . . ;‘l. . .;. o. . i .d ; ‘d . 
. . . . . . . . . . . . . . . . . . . 
0 .o .o .o.o . . . . . . . . . . . . . . . . 
\ 0 .o -1 -1. 0, 
Then n(A) = (3,1, l), A(A) = (1,2,2), and [(A) = (1, 1,l). The vectors 
[l,O,O,O,O]r, [l,-l,l,O,OIT, [O,O,l,O,O]‘, [O,O,l, -l,O]‘, and [O,O,O,O,llT 
form a level basis &? with r(G?) = [(A). However, G? is not a height basis, 
since q(a) = (2,2,1). S imilarly, the vectors [l, 0, 0, 0, O]r, [l, - 1, 0, 0, O]r, 
[O,O, l,O, O]r, [l, - 1, 1, - l,O]r, and [O,O, O,O, l]’ form a height basis B’ with 
7(&V) = c(A). However, B’ is not a level basis, since A(&“) = (1, 1,3). 
The following corollary follows immediately from Theorems 3.6 and 5.7. 
COROLLARY 5.10. Let 33 be a level basis for A, and let 9 be a peak 
subset of ~29 that can be completed to a height basis for A. Then A(9) < ((A). 
THEOREM 5.11. Let A be an M-matrix, and let S be a level basis for A. 
Then there exists a peak subset 9 of 93 with h(J) = c(A) that can be 
completed to a height basis. 
Proof. Let k E (p). By Theorem 5.7, we can choose a peak set ak of 
ck(A) k-level vectors in B that are linearly independent modulo N(Ak- ‘). 
By Theorem 3.6, the union of the sets @r,. . ., G!lk can be completed to a 
height basis for A. n 
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We conclude with an interesting property of ((A) that can be proven 
using Theorem 5.7. 
PROPOSITION 5.12. We have t,(A) > t,(A) > . * * > 5,(A), 
proof. Let &? be a preferred basis for A, let k E (2,. . . , p), and let 
h = tk(A). By Theorem 5.7, we can find h k-level vectors x1,. . . , xh in @ 
that are linearly independent modulo N(Ak- ‘). Observe that the set 9 = 
{Ax’, . . . , AxhI is contained in N(Ak- ‘) and is linearly independent modulo 
N(Ak-“). Furthermore, it follows from the definition of a preferred basis that 
the vectors in 9 are all of level k - 1, and hence 9 c N(Ak-‘)n A,_,(A). 
By Proposition 2.38, redk_i(/) is linearly independent modulo 
N((A _ )k-2), and it follows that tk_i(A) = n((Ak_,)k-‘)- n((Ak_i)k-2) 
2 h L &A). n 
6. NONNEGATIVE SIGNATURE 
In this section we apply results proven in the previous section. We start 
with an observation. 
OBSERVATION 6.1. By Corozza?y (4.11) in [S], euey nonnegative vector 
in E(A) is a peak vector. 
DEFINITION 6.2. Let J@ be a set of vectors in E(A). Let vk(s) be the 
number of nonnegative vectors in 9 of height ( = level) k. We define the 
nonnegative signature Y(Y) of 9 as the p-tuple (v,(Y), v,(9), . . , v,(9)). 
In view of Observation 6.1 we clearly have 
(6.3) v(9) <r(J). 
THEOREM 6.4. Let A be an M-matrix, and let @ be a height basis for A. 
Then v(9) Q e(A). Furthermore, the set of all nonnegative vectors in ~23 can 
be completed to a level basis for A. 
Proof. In view of Observation 6.1, our assertion follows from Theorems 
5.4 and 5.5. n 
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The following theorem is a consequence of Theorems 5.11 and 6.4. 
THEOREM 6.5. Let A be an M-matrix, and let CY = (CY ,,.. .,a,) be a 
p-tuple of nonnegative integers. Then the following are equivalent. 
(i) There exists a height basis G’ for A with u(.@> = CY. 
(ii) (Y < ((A). 
Proof. (i) * (ii) is in Theorem 6.4. 
(ii) j(i): Let @ b e a p f re erred basis for A. By Theorem 5.11 there exists 
a peak subset 9 of &? with A(9) = ,$(A) that can be completed to a height 
basis 8’. Therefore, we have ~(9’) = ((A) >, a. Clearly, by multiplying 
some of the elements of .GS’ by - 1 we can obtain a height basis SY’ for A 
with ~(a”) = LY. W 
Since &,(A) = A,, Theorem 6.5 implies a well-known result of Frobenius 
(21, which asserts that one can find A, (but no more) linearly independent 
nonnegative vectors in N(A). 
THEOREM 6.6. Let A be an M-matrix, and let t E ( p). The following are 
equivalent: 
(i) There exists a Jordan basis for - A, such that all chains (in the basis) 
of length greater than or equal to t consist of nonnegative vectors. 
(ii) [,(A)= vi, i = t ,..., p. 
Proof. (i) * (ii): If th ere exists a Jordan basis g for - A such that all 
chains (in the basis) of length greater than or equal to t consist of nonnega- 
tive vectors, then we have vi(@) = 7i, i = t, . . . , p. Since B is a height basis, 
(ii) now follows from Proposition 4.2(i) and Theorem 6.4. 
(ii) e(i): let @ be a preferred basis for A. It follows from (ii), by 
Theorem 5.11, that there exists a height basis 9 for A such that all vectors 
in 99’ of height greater than or equal to t are elements of the preferred basis 
@. It now follows from the definition of a preferred basis that every Jordan 
basis linked to G?’ satisfies the required condition. W 
As an immediate corollary of Proposition 4.3 and Theorem 6.6, we can 
now obtain the following theorem, originally proven in [5]. 
THEOREM 6.7. Let A be an M-matrix, and let t E (p). lf vi = hi, 
i=t+l ,‘.” p, then there exists a Jordan basis y-k - A such that all chains 
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(in the basis) of length greater than or equal to t consist of nonnegative 
vet tom. 
We conclude the paper by remarking that our results can provide 
alternative proofs to many of the implications between the first eleven 
conditions in Theorem (8.1) in [5]. In particular, one can prove that for a 
nilpotent M-matrix A there exists a nonnegative matrix P such that P-‘AP 
is in Jordan canonical form if and only if v(A) = A(A). 
REFERENCES 
R. Bru, L. Rodman, and H. Schneider, Extensions of Jordan bases for invariant 
subspaces for a matrix, Linear Algebra Appl., to appear. 
G. F. Frobenius, ijber Matrizen aus nicht negativen Elementen, Sitzungsber. 
Kiin. Preuss. Akad. Wiss. Berlin, 1912, pp. 456-477; and Ges. Abh. 3, Springer- 
Verlag, 1968, pp. 546-567. 
D. Hershkowitz, A majorization relation between the height and the level charac- 
teristics, Linear Algebra Appl. 125:97-101 (1989). 
D. Hershkowitz and H. Schneider, On the generalized nullspace of M-matrices 
and Z-matrices, Linear Algebra Appl. 106:5-23 (1988). 
D. Hershkowitz and H. Schneider, Height bases, level bases, and the equality of 
the height and the level characteristics of an M-matrix, Linear and M&linear 
Algeb?-a 25:149-171 (1989). 
D. Hershkowitz and H. Schneider, Combinatorial bases, derived Jordan sets, and 
the equality of the height and the level characteristics of an M-matrix, Linear and 
M&linear Algebra, to appear. 
A. W. Marshall and I. Olkin, Inequalities: Theory of Majorization and Its Applica- 
tions, Academic, 1979. 
Received 12 September 1989;final numuscript accepted 22 January 1990 
