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Sur une généralisation de la notion de dérivée. 
Par ÁKOS CSÁSZÁR à Budapest. 
1 . Il s'agira dans cette note d'une généralisation de la notion de déri-
vée qui se rattache à la notion de continuité sous négligence des ensembles 
appartenant à une famille d'ensembles, famille qui doit remplir quelques 
conditions simples. Cet ordre d'idées de négliger les ensembles 91, déjà clas-
sique et dû à R. BAIRE, . m'a conduit à m'occuper dans deux ouvrages anté-
rieurs [1 ,2] des fonctions localement monotones sous négligence des ensem-
bles en question ; dans la note présente, j'appliquerai les mêmes idées à défi-
nir une sorte de nombres dérivés sous négligence des ensembles 9Î et à exa-
miner les propriétés de ces nombres dérivés généralisés et des fonctions qui 
sont dérivables sous négligence des ensembles 9Ï. 
Après avoir défini les notions en question, je m'occuperai dans le § 3 
d'une généralisation aux nombres dérivés généralisés du théorème bien 
connu de DENJOY, traitant des nombres dérivés de DINI. La voie la plus 
commode qui nous conduit à cette généralisation, c'est d'établir d'abord une 
généralisation analogue du théorème de KOLMOGOROFF et de VERTCHENKO 
sur le contingent des ensembles plans, d'où on parvient, par une légère modi-
fication du raisonnement qui fournit le théorème de DENJOY à partir du thé-
orème de KOLMOGOROFF et VERTCHENKO, à la généralisation en question, 
tandis que la généralisation mentionnée du théorème de KOLMOGOROFF et 
VERTCHENKO se démontre comme conséquence immédiate du même théorème. 
Les résultats du § 3 nous permettent au § 4 de donner une condition 
nécessaire et suffisante pour qu'une fonction soit dérivable sous négligence 
des ensembles 9? en tous les points d'un ensemble, donné E, excepté ceux 
d'un ensemble 9Ï et d'un ensemble de mesure nulle. Cette condition consiste 
en ce que la fonction doit être de variation bornée généralisée sous négli-
gence des ensembles 9ï sur un ensemble qui ne diffère de l'ensemble E qu'en 
un ensemble qui est la réunion d'un ensemble 9ï et d'un ensemble de mesure 
nulle. Dans le, même _ ordre d'idées, nous ^examinerons les propriétés des 
fonctions à variation bornée généralisée sous négligence des ensembles 9ï. 
Dans § 5, nous nous occuperons enfin d'une généralisation du théorème 
de HASLAM-JONES sur les différentielles extrêmes d'une fonction à deux 
variables, généralisation qui se rattache à une généralisation parallèle du 
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théorème de F. ROGER sur le contingent des ensembles dans l'espace; tout 
cela s'obtient par une modification des méthodes dues à S. SAKS de la même 
façon que les résultats du § 3. 
2 . Considérons une famille héréditaire et a-additive-d'-ensembles linéaires, 
c'est-à-dire une famille 9Î de sous-ensembles de la:droite7?,-= £ [ — o o c t c ^ oo] 
•X * 
famille qui remplit les conditions suivantes: 
(2 .1 ) Si A £91 et si BœA, on a ; 
œ 
(2. 2) Si Ai 6 m (/ = 1, 2 , . . . ) , on a J At 6 9Ï.' 
Désignons par (J<a l'ensemble composé des points x0 6 tels qu'on 
a (x0, + 9Î et (x0—d, x 0 ) $ 9 î pour tous les nombres ri > 0 . On démontre 
par un raisonnement facile1) la proposition suivante: 
(2.3) On a Uv = N+D, où et l'ensemble D est dénombrable. 
Un ensemble EaRi et une fonction f{x) réelle et finie, définie pour 
étant donnés, désignons par sup<«/(jc) la borne inférieure (finie ou 
> € E 
—infinie)-des-valeurs y telles que 
(2 .4 ) £ [ / ( * ) > y, 
X 
et par inf9i/(x) la borne supérieure des valeurs y telles que 
(2.5) E[f(x) < y, x ÇE] £91 
X 
On constate en utilisant les conditions ( 2 . 1 ) et ( 2 . 2 ) que l'ensemble des y 
satisfaisant à ( 2 . 4 ) est identique à l'intervalle [M, et que celui des y 
satisfaisant à ( 2 . 5 ) est identique à l'intervalle [—oo,m], où AT = sup3!/(x), 
m = inf«/(x). Au cas où 9Ï ne contient que l'ensemble vide, supf«/(x) et 
.TS-É ' x£E 
inf3î/(x) coïncident respectivement avec les bornes supérieure et inférieure 
au sens classique de la fonction f(x) sur l'ensemble E, tandis que si 9Ï dé-
signe la famille des ensembles de mesure nulle, on parvient à vrai max/(x) 
«Çf" 
et vrai min f(x). 
On a pour E'czE, en vertu de (2. 1), 
( 2 .6 ) sup3! /(*)=£ sup9!/(x), infji f(x) S? inf9) f(x). 
ig j ; xgí; 
étant une autre famille héréditaire et a-additive, la relation ï î ' c i ^ i 
entraîne évidemment que v 
( 2 . 7 ) • siip№/(x)'^>sùpSi"/(x), rnf«' f(x).• 
- ' xÇE ' . " ' . -, *€R • «gK . . 
' ) Cf. |2), th. (3 .1 ) . 
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(2 .8 ) Si E Ç ii, on a sup»/(x) = — «>, infK/(x) = + Si EÇ% on a .гея x£E 
« 4= f(X) = sup« f(x) : 
.-cgi? icgB 
Démonstration. La première assertion s'ensuit de ce que, pour • 
tout y réel satisfait à ( 2 . 4 ) et à (2.5). Réciproquement supsu/(x) = ^-oc xÇE 
entraîne 
£ [ / ( * ) (« = 1 , 2 , . . . ) , 
X 
donc, en vertu de (2 .2) , Ë ^ d l . Un raisonnement analogue s'applique au cas 
où in f j )/ (x )= + » . Enfin, si l'on avait 
xÇE 
M = SU Pi ; f ( x ) < i l l f j ; f ( x ) = 171, 
хек î ç î 
on aurait pour M < у } < у > < m 
E[f(x) >yx,xÇE)t 3; et £[/(x) <y.2,xiE]t % 
X X 
donc, d'après (2 .2) , 9 ! . ' 
On a évidemment d'après (2. Î ) et (2. 2) 
(2 .9 ) sup3![/(x) + £ ( x ) ] ^ sup3i/(x) + sup : l î^(x), 
xÇ.E xÇE aÇE 
(2 .10) illfef/(x) -fu-(x)] - inf ;i;/(x) + inf ,;.§-(x); .tCE . ~ x£'E • tzÇE' 
(2 .11) sup 3 î [c-/(x)]=c sup5;/(x), infjj[c f(x)] ----- С• i П f f ( x ) (c > 0 ) 
iÇ E xÇE xÇE x.ÇE 
et 
(2 .12) sup ; , ;|-/(x)] = -inf, ;/(-v)-.-сев xÇE 
Comme généralisations des limites extrêmes unilatérales ordinaires, intro-
duisons les notations suivantes: 
(2 .13) ШпяДх) = Iim sup9! /(x), 
(2 .14) lim«/(x) = lim infM. /(x); 
les limites en question (finies ou infinies) existent puisque, d'après (2 .6) , 
sup9! /(x) est'une fonction non-décroissante, et infM /(x) . une fonction X(,<X<X0+k x0<x<xa+h 
non-croissante, de la variable h. On définit de façon analogue les limites 
extrêmes généralisées du côté gauche. Si les quatre limites extrêmes unilaté-
rales généralisées sont égales, on désignera leur valeur commune par НтзгДх). 
Au cas où la famille ne contient que l'ensemble vide, on retrouve évidem-
ment les limites extrêmes unilatérales ordinaires. 
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Les propositions suivantes découlent de celles ( 2 . 7 ) à (2. 12) : 
( 2 . 1 5 ) Si «JÏ'cSR, on a 
Hmai/C-v) ^ ÏÏm« /(x), lima;/(x) s : limjr f(x). 
X-*X0± X-^Xràz X^XrA-
En particulier, en posant 9c' = {0}, 
5) . ÏÏm9!/(x) H 
(2. 17) On a pour x0 £ Um 
( 2 . 1 8 ) On a 
(2. 16  lim*/(x) lim /(x), HnW'(x) s lim/(x). 
x-yxgk x-yx^ x->Xn± 
l im M /(x)^ lim.ii/(x). 
l imj j [/(x)+ £•(*)] ^ lim9!/(x) + lim»£(.x)t :r.-+Xçpz X~>Xq ± V-YXÇF+Z 
l im ? ; [/(x)+ ,§•(*)] i ï l i m a / ( x ) + liin3ig(x), 
pourvu que les termes des seconds membres ne soient pas infinis de signes 
contraires. 
(2. 19) On a pour c > 0 
ÎImK[c-/(x)] = c- lim9!/(x), Hm[c-/(x)| = c• jim3 i/(x). 
( 2 . 2 0 ) On a 
lim» [—/(x)] = — limji/(x). 
x->xà±: x->-x0-±: 
A l'aide des limites extrêmes unilatérales généralisées, nous définissons 
les nombres dérivés généralisés par les formules 
/ » ( * o ) = lïïïï» , /¿(x0) = lim5i , X X0 , — + X X 0 
Si ces quatre nombres dérivés sont égaux, on désigne leur valeur commune 
par fii(x0). Au cas où la famille 91 ne contient que l'ensemble vide, on revient 
aux- nombres dérivés de DINI. On déduit des propositions (2. 15) à ( 2 . 2 0 ) 
des propriétésranalogues des nombres.dérivés généralisés.-.. 
3 . Nous allons démontrer qu'une généralisation du théorème classique 
de DENJOY sur les nombres dérivés d'une fonction quelconque, s'applique 
aux nombres dérivés généralisés. Comme nous l'avons dit plus haut,, nous 
déduirons ce théorème d'une généralisation parallèle du théorème de KOLMO-
GOROFF et VERTCHENKO, concernant le contingent des ensembles plans, par 
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une modification de la .méthode due à , HASLAM-JONES et SAKS2). Pour pou-
voir formuler" la généralisation mentionnée du théorème sur le contingent, con-
venons des définitions qui vont suivre. 
Considérons une famille 9)ï héréditaire et a-additive des sous-ensemb-
les du plan R2. Une demi-droite fermée L, issue du point zÇ/?2, sera nom-
mée demi-droite tangente généralisée à un ensemble E c z R 2 , si l'on a pour 
tous les secteurs circulaires ouverts S, ayant z pour sommet et dont ¿ passe 
par l'intérieur, E S $ 9}?. La réunion des demi-droites tangentes ' généralisées 
à E, issues du point z, sera appelée le contingent généralisé de E au point zr 
et on le désignera par contg® (z, E) . Au cas où 9)1 = {0}, on parvient à la 
notion du contingent ordinaire contg (z, E). On connaît que cette notion pos-
sède les propriétés exprimées par la proposition suivante, dont la première 
partie coïncide avec le théorème de KOLMOGOROFF et VERTCHENKO, la seconde 
avec un théorème de HASLAM-JONES et SAKS3). 
(3.1) Pour tout ensemble EaR», on a une décomposition E = E1JrE2~f-
+ E3 + H, où contg (z,E) = R, pour,z£ Eu contg (z,E) égale un demi-plan 
fermé pour zdE2, contg (z, E) se cothpose d'une droite pour z £E3, et on peut 
couvrir l'ensemble E—Ex avec une suite dénombrable de courbes rectifiables, 
tandis que pour couvrir l'ensemble H, on peut choisir ces courbes de façon 
que la somme -de -leurs Jongueurs soit aussi petite que l'on veut. Si, pour tous 
les points z d'un ensemble PczE, contg (z, E) n'a aucun point commun avec 
un demi-plan ouvert, délimité par une droite parallèle à une droite donnée D, 
la projection orthogonale de P sur une droite D', perpendiculaire à D, est de 
mesure linéaire nulle. 
Nous allons démontrer le théorème suivant sur les contingents généralisés : 
(3.2) Pour tout ensemble EczR,, on a une décomposition E = Et + 
+ E.2 + E3-\-H+M, OÙ contgi);(z, E) == pour z Ç Eu contg^z, E) égale un 
demi-plan fermé pour z Ç E,, contgij;(z, E) se compose d'une droite pour z £ E„> 
on peut couvrir l'ensemble Eo + E^ + H avec une suite dénombrable de courbes 
rectifiables, tandis que pour couvrir l'ensemble H, on peut choisir ces courbes 
de façon que la somme de leurs longueurs soit aussi petite que l'on veut, et 
on a M £ 9JÏ. Si, pour tous les points z d'un ensemble PczE, contg™ (z, E) 
n'a aucun point commun avec un demi-plan ouvert, délimité par une droite 
parallèle à une droite donnée D, on a P = A + M,, où Afa £ 9)ï et la projec-
tion orthogonale de P, sur une droite D', perpendiculaire à D, est de mesure 
linéaire nulle. 
Pour-démontrer (3. 2), .considérons l'ensemble ^ Em composé des points 
z£/?2 tels que, pour tout cercle ouvert C ayant z pour centre, on a C£(J;9)Î. 
2) Cf. [3], [4] et 15], pp. 269 à 271. 
:») Cf. [6], [3], f4] et [5], pp. 266 et 267. 
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On a 
(3.3) E-Em£W, 
puisque tout point z £ E — E m est centre d'un cercle G tel que Е - С г £ Ш , et 
qu'un système dénombrable de ces cercles couvre, d'après le théorème de 
Lindelôf, l'ensemble E — E w . On voit aisément que 
(3 .4 ) contg® (2, E) == contg (z, Б«). 
En effet, si l'on a pour une demi-droite L, issue de 2, La contg (z, E<m), cela 
veut dirè qu'à l'intérieur 5 de tout secteur circulaire, ayant z pour sommet 
et dont L passe par l'intérieur, se trouve au moins un point de Em, et on 
a alors évidemment S£(£9) i , donc L ci contg®(г, E ) . Réciproquement si 
¿ c c o n t g ^ z , E ) , on a pour, tout secteur circulaire. S du type envisagé 
SE(£2)Î. La relation ( 3 . 3 ) a pour conséquence que S.£â)i=}=0, donc que 
L <z contg (z, E<m). Or, en vertu de (3. 3) et (3 .4) , ( 3 . 2 ) découle immédiate-
ment de (3 .1) . 
Pour passer à la généralisation du théorème de DENJOY, considérons 
une fonction réelle et finie, f(x), et une famille 9Î héréditaire et a-additive 
des sous-ensembles de la droite RL. Nous démontrons d'abord la proposition 
suivante, généralisation d'un théorème bien connu4): 
(3 .5) Si l'on a pour tous les points xt) d'un ensemble E ou bien 
lim3i f(x) =j= limai f(x), ou bien lim» f(x) ф lim-u f(x), l'ensemble E est dénom-
x-+x0+ Ж-КГ0- Х->Хц+ x->x0-
brable. 
Démonstration. Considérons par exemple l'ensemble E' des points х0£Е 
où Н т я Д х ) < ИтзгДх), et, en outre, celui des points х 0 £ Е où l'on a 
x-+x0- .T-KÏ0+ 
Птзг/(х) < г < Нти/(х) pour un nombre rationnel r donné. En désignant 
X-+Xq- x->X0+ 
cet ensemble par on a évidemment E' = ^.E',.: Or, pour x0£E'r, on a 
pour un â > 0 convenable 
E[f(x) > r, xn—d < x < a,,] £ m, x 
donc, pour xn—â < Xi < XC, 
E[f(x) > r, Л", < -V < X0] £ -П, x 
d'où il s'ensuit que l i m y j ( x ) ^ r , donc que ,xx^E'r. Aucun point de E'r 
n'étant point d'accumulation bilatéral de E'-, cet ensemble est dénombrable, 
ce qui implique la dénombrabilité de E'. 
*) Cf. [5], p. 261. 
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Pour pouvoir- appliquer le théorème (3. 2), considérons dans le plan 
(x, y) l'image de la fonction f(x), c'est-à-dire l'ensembie 
. в e \y m\, 
et désignons par ÎDi la famille des sous-ensembles de В dont la projection 
orthogonale sur l'axe, des x appartient à la 'familie 9Î. La famille 9Ï étant 
héréditaire et a-additive, celle 50î jouit évidemment des. mêmes propriétés. 
On peut alors démontrer la.proposition suivante: 
(3. 6) Si le nombre dérivé généralisé fn(x) est fini en tous les points x 
d'un ensemble E, on a une décomposition E = E0 + N+Z, ou l'on a = 
= / s ( ï ) pour xiE(l} on a Ш et l'ensemble Д- = E £ Z, y = /(x)] peut 
(x, ;/) 
être couvert avec une suite de courbes rectifiables dont les longueurs ont une 
somme aussi petite que l'on veut. 
Désignons par Lm(x0) et par LM(x„) respectivement les demi-droites 
L t (x„) - E [У —f(xo) = m (x—x0) , x è *o] 
(x, y) ' . 
et . 
L7n (x„) = E [ y — /(*<>) = m (x—x„), x ^ x0], 
(x, !/) 
et posons encore 
¿tœ (x0) = ¿la, (xо) = Е[х = х0,уш f(xo)], 
(x,y) 
LTŒ(x0) = LLOO(X0) = E [X = X0, Y g /(x 0 ) ] . 
(X, !/) 
Nous comrhençons par la démonstration de deux lemmes. 
(3. 7) L'égalité fit (x() = M(1 < -F- °О entraîne les propositions 
a) Йт»/(х) ~f(x0), .'Î-kt0+ . 
b) contg3î(z0, B) (où г„=- (х„,/(хг,)) ne contient pas LÎ„(x0) pour m0< 
<т<Ц-оо, 
c) LtB(Xo)cz contgm(z0, В), si m0 est fini. 
De même,-fï(x0) = ni0>— oo entraîne 
a') ïim„î/(x) 3i/(x0), • 
b'). contgw(z0, B) ne contient pas ¿m (x 0 ) pour —^ < m < /«„, 
c') ¿mo(x0) cz contg-jji(z0) B), si m0 est fini. 
И suffit.de .démontrer, latpremièretpartie'de l'énoncé. ' Or, fj[(xl}) étant 
égal à m0, à un m' (m0< m'< + <*>) quelconque correspond un ô0>0 tel 
que, pour 0 < ô < ô0, 
(3 .8) E[f(x)—/(*<.) > /тг'(х—x(1), x0 < x < x0 + d] Ç 9î ; 
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en posant d' = d pour m' ^ 0 et ô' — min |d, pour m' > 0, on a la relation 
E[f(x) —f(x0) > e, x0 < x < x0 + ô'] a 
x 
<^E[f(x)—f(xo) >nï(x—xa), x0 < x < x0 - f d] 
X . 
donc lim3î/(x) + s et, ¿ > 0 étant arbitraire, on a la proposition a). 
x->xu+ 
La relation (3 .8 ) étant équivalente à celle 
( 3 . 9 ) B- E[x„ < x < x„ - f à, y > /(x0) + m'(x-x„)] £ a>ï, ' (x,;/) 
on voit sans peine que Ltn(xp) n'appartient pas à contg®,^,,, B) pour nï < 
</72< + oo, d'où s'ensuit la proposition b). 
Enfin, m0 étant fini, si Lt0(x0) ne faisait pas partie de contg^O?,,, B), 
on pourrait trouver des nombres s > 0 et d t > 0 tels que 
B- E[xn<x<x0 + d,/(xo) + (m0—*•) (x~x()^_y < / ( x 0 ) + (m0 + *) (x — x„)] 6 9K 
<•••, V) 
soit valable pour 0 < ô < ô 1 . En tenant compte de (3 .9) , valable pour m'= 
= m0 + £, il s'ensuivrait pour 0 < d < m'in(d0, d',) 
B• E [x,, < x < x„ + d, y > f(x„) + (m0—s) (x—x (1)] 6. 
donc 
E[f(x)—f(xn) > (m0—s) (x—x0), x0 < x < x0 + d] £ 9!, 
d'où découlerait fit(x0) ^ mQ—«. Cette contradiction montre que la proposi-
tion c) est, elle aussi, valable. 
(3. 10) m0 étant fini, les hypothèses 
a ) ÏÏm3;/(x) s/(x„) , 
¡i) contgsK^o, B) ne contient pas Lm (x0) pour m„ < m ^ + 
y) LÎ,a(x<) <= contg^,, B) 
impliquent fil(x0) = m0. De même, les hypothèses 
«') î ïm9 i/(x)^/(x0) , 
¡3') contgai!(z0, B) ne contient pas Lm (x0) pour — < m < m„, 
-/) Z.;io(x0)<=contgSi(20, B) 
impliquent fi (x„) = /«0. 
En se bornant à la démonstration de la première partie de l'énoncé, 
on voit d'abord que, en "vertu de (3. 7), /î)-exclue la possibilité de l'égalité 
fn(x0) = m pour m0< m < + °o et que y) rend impossible la même égalité 
pour — c*^m<m0. Or, L$a(x0) ne faisant pas .partie de contg$(20, B), on 
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peut trouver des nombres finis m' > 0 et s > 0 tels que. 
donc que 
B• E [x>xn,f(x0) + m'(x—xa)<y<f(x0)-\-t] Ç air, 
(x, y) 
E[x>x0,m'(x—x0) < f(x)—f(x0) <e]Ç 91 
En "choisissant à cet s, d'après a), un cî > 0 tel que 
E[f(x) —ftx0) is s, x(i < x <: x„ + Ô] Ç % . 
on a 
£[/(*)—/(*o) > m'(x—xt)), x„ < x < x,-, + â\ Ç m, 
x 
ce qui montre l'impossibilité de M(x0) = + ce qu'il fallait encore dé-
montrer. 
Passons à la démonstration de (3. 6). Il s'ensuit de ( 3 . 7 ) que pour 
x„ £ E, contgajif^o, B) n'est pas le plan entier, donc, en vertu du théorème 
(3.2) , la partie B' de B dont la projection orthogonale sur Taxe des x coïn-
cide avec E, se décompose en un ensemble Bt en tout point z duquel 
contg m{z,B) est ou bien-un-demi-plan fermé, ou. bien une droite, en un en-
semble M 6 9K et en un ensemble H qu'on peut couvrir avec une suite de 
courbes rectifiables de longueur totale aussi petite que l'on veut. Désignons 
par la projection de Bt sur l'axe des x, et par Ea la partie de E1 com-
posée des points x0 où l im 3 i /(x )= lims/Xx): D'après (3. 5), l'ensemble £\—E0-
est dénombrable. 
Considérons un point x0^ E0 et .soit ffî(x0) = in0 (fini). En vertu de 
(3.7), contg®(z0, B ) est ou bien la droite y—/(x„) = mn(x—x„), ou bien le 
demi-plan fermé 
E [y— /(*o) m0(x—xo)] 
délimité par cette droite. Dans l'un et l'autre cas, Lmo(x0) appartient 
à contg-iii(Zf), B), mais Lm(x0) n'en fait pas partie pour — ° o ^ m < m 0 . Comme 
d'ailleurs lim3î/(x) = lim3;/(x) ^ /(x0) d'après (3. 7), il découle de (3.10) que 
fn (x0) == m0 =/p;f(x0). 
En désignant par N la projection sur l'axe des x de l'ensemble M et 
par Z la réunion de Er—E0 et de la projection de H, on parvient donc à la 
décomposition dont l'existence a été affirmée en (3 .6) . 
(3. 11) Si l'on a en tous les points x0 d'.un ensemble E 
/(x) -/(xo) 
(3 .12) lim3! 
x-xc0+ x — Xo 
on a E = N Z, où New et |Z|=0. 
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Démonstration. Avec les notations de la démonstration précédente, on 
a pour 0 < m' < + oo et x0 £ E 
m - m 
x—x„ 
> m', x0 < x < x0 + â £ 9í 
pour un d > 0 convenable, donc la demi-droite Lm(x0) n'appartient pas à 
c o n t g ^ o , B) pour \m\< m'. Par conséquent c o n t g ^ ^ , B) n'a aucun point 
commun avec le demi-plan _x>x 0 . D'après (3 .2) , la partie de B dont la pro-
jection sur l'axé des x coïncide avec E, est de la forme M + H, où M £ £0i 
et la projection de H est de mesure nulle. En désignant par Z cette projec-
tion et par N celle de M, on obtient la proposition à démontrer. 
En résumant nos conclusions, nous parvenons à la généralisation sui-
vante du théorème de DENJOY sur les nombres dérivés: 
(3. 13) Excepté les points d'un ensemble 9Ï et d'un ensemble de mesure 
nulle, les nombres dérivés généralisés d'une fonction f(x) quelconque remplis-
sent an moins une des conditions suivantes: 
I °) N(x) =/*(*) =/»<*) - S W - fini, 
2 f x ( x ) = f à ( x ) = f i n i , fi(x) = +~,J$(x) = -oc, 
3° ) ft{x)=j£(x)=fini, M(x) = + ~.,/;ÎOc) = - o o , 
4 ° ) /« + ( X ) = = / * ( X ) = + o c , / + (X) =FA(X) = - o o . 
Démonstration. Puisque /a"(x0) = — o u / 3 î ( x 0 ) = +<*= implique l'éga-
lité (3 .12) , on a d'après (3 .11 ) fit(x0) > — c » et fit(x0) < + <x>,- excepté les 
points d'un ensemble du type envisagé dans l'énoncé. Par raison de symétrie, 
on a encore fm(x0)>—oo et fû(x0) < + oo, l'ensemble exceptionnel étant du 
même type. En faisant toujours abstraction d'un ensemble exceptionnel du 
type en question, < + oo implique donc, en vertu de (3.6) , fiî(x0) = 
=f<n(xo), et par raison de symétrie, la même égalité s'ensuit de fii(x^)>— 
tandis que fiî(x0) < - f ~ ou fn(x0) > — oo entraîne fit'(x0)=fit(x0). On peut 
encore supposer d'après (2. 3) que x 0 £ U x , et alors, au cas où tous les 
quatre nombres dérivés généralisés sont finis, on a en vertu de ( 2 . 1 7 ) 
fn(Xo) = f } t (Xo) = fit (x0) =/>>î(Xo) = fn(Xo), 
ce qui termine la démonstration. 
II faut avouer que, pour certains choix de la famille il peut arriver 
que le théorème. (3 .13 ) . n'affirme"rienv c'est le. cas notamment'si' la-droite 
M se laisse décomposer en réunion d'un ensemble 9Î et d'un ensemble de 
mesure nulle Considérons par exemple un ensemble N de première catégorie 
dont l'ensemble complémentaire Z est de mesure nulle, soit ^(x) une fonc-
tion monotone croissante dont la dérivée (ordinaire) égale - f oo en tous les 
Généralisation de la notion de dérivée. 147' 
points de Z, soit a £ Z,b = g(a) et posons 
v J g ( x ) P ° u r * € Z, f(x) = i 
v ' \b pour x£N. 
On voit sans peine qu'en désignant par 9ï la famille des ensembles de pre-
mière catégorie, on a (x) — + ~ pour x Ç Z et pour x£N, x> a, et 
fit(x) =—oo pour x£N, x<a, de sorte qu'aucune des conditions I o ) à 4 ° ) 
de (3. 13) n'est remplie en aucun point. Il faut remarquer encore que, 
dans notre exemple, l'ensemble t/j¡ coïncide avec la droite entière. 
4 . 11 s'agira dans ce paragraphe des conditions nécessaires et suffi-
santes ' pour qu'une fonction soit dérivable au sens généralisé en tous les 
points d'un ensemble donné, abstraction faite d'un ensemble exceptionnel 
convenable. Une généralisation des fonctions à variation bornée jouera un 
grand rôle dans ces conditions. 
Convenons d'abord des notations suivantes : 
( 4 . 1 ) . ' ' supî , (/ ;« , -$ = max[/(«), /(/5), sup3i/(x)], a<x<p . 
( 4 . 2 ) m ( J \ «,/9 = mi" [/(«), m , inf9i/(*)], 
. «<»</s 
(4. 3) a»s,(/; «, /?) = s u p U f ; a, ,?) - in fUf ; a, p). 
Il faut remarquer que la différence dans ( 4 . 3 ) existe toujours, puisque, 
d'après (4. 1) et (4 .2) , on a toujours 
sup«(/; a, iS) > —oo, inf*[(/; te, /?)•< + oc. 
En posant {a, /?] = /, nous écrirons quelquefois sup«(/; /), inf^(/; /) et m k (/ ; /). . 
On constate immédiatement d'après les définitions que les inégalités suivan-
tes sont valables : • -
(4 .4 ) inf* (/; «, fi) ^ /(«), /(,*) ^ sup^/i «, /?), 
donc 
• (4 .5 ) ! / ( # - / ( « ) 1 ^ 0 . 
Nous dirons que la fonction /(x) est à variation bornée sous négli-
gence des ensembles 9î sur l'ensemble E, ou brièvement qu'elle est (VB$¡) 
sur E, si une constante K existe telle que l'on a 
il. 
i—L 
toutefois que les intervalles /, n'empiètent pas les uns sur les autres, et que 
. . leurs ..extrémités ..appartiennent, à £ - .On ¡ ,dira- que./(x). est à ,variation bornée 
généralisée sous négligence des ensembles 9Î sur E, ou qu'elle est (VBGs>) 
Œ> 
sur E, si l'on a une décomposition E — ^-Ei telle que /(x) est (VByî) sur 
chacun des ensembles E¡. 
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Il est évident que si la famille i>i ne contient que l'ensemble vide, 
supîi(/; /), inf^(/; /) et itisi(/; I ) coïncident respectivement avec les bornes 
supérieure et inférieure et l'oscillation (au sens classique) de la fonction fxx) 
dans l'intervalle fermé /, tandis que les fonctions (VB<n) ou (VBGm ) sur un 
ensemble E sont identiques aux fonctions ( V B t ) ou (VBGt) selon le cas5). 
Les inégalités ( 2 . 7 ) entraînent évidemment que, si est une se-
conde famille héréditaire et a-additive, on a 
(4. 6) sup;,(/; /) supH/; /), inf;,(/; I ) • infSK/î /), 
donc 
( 4 . 7 ) ; « „ ( / ; 7 ) ^ «« . (/ ;/) . 
On conclut des relations (2.9) à (2. 12) que 
(4. 8) . s u p W + g ; /) : sup£(/; /) + s u p î ^ ; /), 
(4. 9) inft ( ' / + £ ; I ) i= + /), 
(4. 10) <o»{f+g-; 1) Si €»«(/; /) + com (g ; /), 
(4, 11) supîf(c/; /) = c-sup* ;(/; /), ¡nft(c/; 7) = c-inf&(/; /) 
pour c > 0, 
. ( 4 .12 ) sup* ;(—/; /) = —inf*i(/; /), 
(4 .13) f M c f ; / ) = \c\-(o%(f;I). 
11 s'ensuit de la définition que, f(x) étant (1/5«) ou ( V B G n ) sur E, 
elle l'est sur tout ensemble E'czE. L'inégalité ( 4 . 7 ) a pour conséquence que, 
si f(x) est (VBjy) ou (VBGn) sur E et si l'on a f(x) est ( V B » ) ou 
(VBGn) sur E, selon le cas. (4. 10) et (4. 13) entraînent enfin que, f(x) et 
g(x) étant (VBy) ou (VBG%) sur E, c1f(x) + cig(x) l'est aussi. 
Nous allons démontrer la généralisation suivante du théorème de DENJOY— 
LUSIN sur la dérivabilité presque partout des fonctions (VBG.Y) : 
(4 .14) Si la fonction f(x) est ( VBGm) sur l'ensemble E, on a une dé-
composition E = E0 + N+Z, où N^ 9Î, |Z[ = 0 et fii(x) existe et est fini en 
tous les points de E0. 
Démonstration. On peut évidemment supposer que l'ensemble E est 
borné: Ecz[a,b], et que f(x) est {VB%) sur E. Posons alors 
it 
M(x) = sup^«>«(/; h), 
i=l 
en considérant toutes les suites finies d'intervalles /; non empiétants-et-dont -
les extrémités appartiennent à E [a,x], La fonction M(x) est finie et mono-
Cf. [5], p. 228. 
«) Cf. [5], p. 230. 
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tone non-décroissante dans l'intervalle [o, ô], et on a pour (c, ß £ E 
( 4 . 1 5 ) io,l(f;a,ß)^M(ß)-M(a), 
puisqu'on peut ajouter le terme <№«(/;«,/3) à toute somme figurant dans la 
définition de M(a), pour en obtenir une somme figurant dans la définition 
de M(/>'). 
Désignons par E* l'ensemble des points de E qui appartiennent^à Um, 
qui sont points de densité extérieure de E et en lesquels la fonction M(x) 
est dérivable. D'après ( 2 . 3 ) et en vertu des théorèmes classiques, on a 
E = E* + N1 + ZuN1£%\Z1\ = 0. 
Considérons un point quelconque x0 £ E* et choisissons un nombre 
d > 0 tel que l'inégalité x 0 < x < x „ - | - d implique l'existence d'un Î £ E situé 
entre x et x + -^-(x—x 0 ) et que celle x0 < x < x 0 4 - 2 d entraîne 
(4 .16 ) M(x)—M(x0) < (AT(x0) + 1) (x—x 0 ) == C(x —x0). 
x„ étant point de densité extérieure de E et Af(x) étant dérivable en x0, un 
ô > 0 de ce type existe toujours. Posons 
«„ = x0 + ^ (n = 0, 1, 2 , . . . ) , «„ < £» < ('-,, + < x<> + 2ô, £„ £ E. 
£ £ 
On aura 
M & ) - M ( x o ) < C(£„—x( l) < C ~ , 
Cd 
donc, x0 et ç„ appartenant à E, d'après (4. 15) 
(4 .17 ) ojy, (/; x0 ,£„) < C^zY-
La relation Xo6£*cz i/) ; entraîne encore (x0, on a par conséquent en 
vertu de ( 2 . 8 ) et (4. 1) à ( 4 . 4 ) 
/(x„) — C'J3!(/; '1co,ln) = iniai(/;^),ë>1)= infai /(*) îs 
^ supii; /(x) ^ sup*(/; x0, 2,,) ^ / ( X N ) + ® 3 I ( / ; x0,£„)-rr0<a:<(„ . 
En tenant compte de (4. 17), on en tire 
donc 
/(x) —/(x„) > C , x0 < x < |„ 
E f(,x)— f(x0) < — C — Ï , XO < X < §„ 
E \f(x)—f(x0)\ > C—,, x0 < x < & 
€ % 
ai, 
É 91. 
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A plus forte raison, on aura pour n = 0, 1 , 2 , . . . 
I / ( * ) - / ( * „ ) 
X — XQ 
> 4 C, s x < « „ 
d 
: £ ||/W —f(Xo) ! > 4 C ~ , a,,,, <x<aH | c 
= EI !/(*)-/(*.)! > C ^ ,x(,<x<ïn\i 9Í, 
et par conséquent, eu égard à (2. 2), 
/ ( x ) - / ( x „ ) 
X Xn 
> 4 C, x„ < x < x0 - f d 
On a donc 
L № ) | ^ 4C, |/à(x0)| à 4C. 
Xo étant un point quelconque de E* , on en conclut d'après le théorème (3. 13) 
que E* = E0 + N2 + Z.2> OÙ N., d 9Ï, jZ2| = 0 et fi(x) existe et est fini en tous 
les points de E0. En posant N, + Nît Z=Zx-\-Zt, on obtient là propo-
sition à démontrer. 
Les deux théorèmes qui vont suivre généralisent des théorèmes connus 
sur les nombres dérivés ordinaires7). 
( 4 . 1 8 ) Si on a fm(x) < + fi\(x) < - f pour x Ç £ c la fonction 
/(x) est (VB G m) sur E. 
Démonstration. Soit E„ (n —1,2,3,...) l'ensemble des x £ E tels que 
/«"(x) < n, fiï(x) < n ; soit E»m (m = 1, 2, 3 , . . . ) l'ensemble des x Ç E„ tels que 
M > , o 
X — X , 
et posons 
On a évidemment 
Evntp E n u P P+l 
rn + i' m+ I j ' 
CD CD CO 
E ^^^ ^ ^ ^^ Ejimp' 
>H=1 
. Considérons'deux points (c£Enm), et ¡3 £ Enmp, a <)j. On a 
( 4 . 1 9 ) £ [ / ( * ) > / ( « ) + / ! ( * - « ) . 5», 
x 
( 4 . 2 0 ) Elf(x)<m-ntf—x),a<x<(HZÏÏ. 
D'après les'relations a £ EHwj, c E c U->:, on a (a, ¡3) (£ 91, il existe donc un x, 
•) Cf. [5] pp. 234 et 235. 
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situé entre a et fi pour lequel aucune des relations (4. 19) ni (4 .20) n'est: 
remplie, c'est-à-dire que 
fix,) =§f(a) + n(x-a), m ^ m - n i P - x J , 
d'où 
m fia) + n(fi-<c),./(«) ^ f(fi)—n(fi—a). 
(4. 19) et (4. 20) ont encore pour conséquence que 
s u p v f ( x ) ^ f ( a ) + n(fi—a), inf3! /(x) i=/(/?)—n (/?—«). 
a<x<0 a<x<& 
On a donc 
et 
sup*(/; «, fi) = max [/(«),/(/?), sup» /(x)] ^ / ( « ) + n{fi—a), 
a<x</i 
infi\(f; ce, fi) = min\f{c t ) , f { f i ) , infjj f(x)] ^ f ( f i ) - n ( f i - a ) a<^x<l5 
« * ( / ; «, fi) = /(«) — f ( f i ) + 2n(fi-a). 
En prenant deux points Enmpj & £ Enmp > o < on a pour o = = a 0 < a 1 < : 
< «o < • • • < «u = b, (Il £ j?,,,,^ 
H H 
ZoMf-, «i-u « 0 Si Z i / ( « i - 0 - / ( « i ) + 2 n ( a i - « i - 1 ) ] =f(a)-f(b) + 2n(b-a), é=I t=i 
de sorte que f(x) est sur l'ensemble' E„mp-[a, b\ et (VBGji) sur l'en-
semble Enmp, ce qui montre qu'elle l'est sur l'ensemble entier E. 
(4. 20) Si l'on'a — c°<f»(x) ^fn(x)'< + pour x£E, la fonction f(x) 
est (VBGy) sur E. 
Démonstration. L'hypothèse implique d'après (2 .8 ) que EœUs. Soit 
En (n = 1, 2, 3 , . . . ) l'ensemble des points x £ E pour lesquels 
—n <g(x) ^M(x) < n, 
soit Enm (m = 1 , 2 , 3 , . . . ) l'ensemble des points xÇE,t tels que 
f(x)—f(x0) 
et posons E, nnip *-<um En  ' 
x—x0 
P 
> n, X0 < X < X0 m 
P.+ l 
2/71 + 1 ' 2m+1 . On a évidemment 
co co co 
B Enmp. 
ii=l wi—1 p=-œ • 
Considérons deux points a £ E,lmp, fi€Elimp, a<t3. On aura 
(4 .21) . , £ [ | / ( x ) - / ( « ) ! > n(x-a), fi<x< ( / î _ « ) ] c : 
X ' 
czE[\f(x)—f(a)\ > n(x—a), a <x< 2 fi-a] ç % 
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2 1 
puisque ( 2 / î — a ) — c = 2(/î—«) = 2 n v + ï <ln' ° n a U r a P a r e ' " e i T , e n * 
E[\-f(x)—№\ > /?<*<£+ (/?-«)]6 
a; 
Les relations ftÇEnmpCiEczUy impliquent 2/S—«)(£9ï, il existe donc un 
x, situé entre /? et 2/5 — « et tel que 
|/(*i)—/(«)! ^ " ( * ! — « ) , |/(*i)—/(0)1 ^ / i ( * i — A 
par conséquent que 
| / ( /?)-/(«)! Si /1 [ (*! -«) + (*!-/»)] < + = 3 / i (/>'-«)• 
(4. 21) entraîne encore que 
supM/(x) ==/(«)+ «(/?-«)> i n f « / ( x ) ^ / ( « ) - n ( / » - « ) , 
« < k < / 5 a<_x<p 
donc que 
suplK/; a, /S) ̂ / ( « ) + 3/i(/î—«), 
.et que 
to-)i(f;{c,P)^6n(iit—cc). 
Cette inégalité a pour conséquence que /(x) est (V53 i) sur E»mp, donc qu'elle 
-est (VBGm) sur E, ce qu'il fallait démontrer8). 
Le théorème suivant est la conséquence de (4. 14) et de ( 4 . 2 0 ) : 
(4. 22) Les deux propositions suivantes sont équivalentes : 
a) E = E0 + N„ + Z0, où N„ £ ?c, | Z0 \ — 0 et fit (x) • existe et est fini en 
tous les points de E0 ; 
b) E=E1 + N1 + ZU où | Z , j - - 0 et /(x) est (VBG9i) sur 
Tout comme nous l'avons remarqué à propos du théorème (3.13)> pour 
certains choix de la famille % les théorèmes (4. 14) et (4 .20) peuvent deve-
nir banaux, les " ensembles exceptionnels qui y figurent pouvant coïncider 
avec la droite entière. Les propositions qui vont suivre ont pour but d'éli-
miner cet inconvénient en réduisant l'ensemble exceptionnel en un ensemle 
de mesure nulle, en faisant naturellement quelques restrictions dans les 
hypothèses. 
8) Nous avons démontré un peu plus que (4. 20), à savoir que les hypothèses de 
CD ' 
( 4 . 2 0 ) impliquent l'existence d'une décomposition £ = telle que f(x) satisfait sur 
«=i 
chacun des ensembles Ei à une condition de Lipschitz généralisée, c'est-à-dire qu'on a 
^mif' a " B ) ¿iL;(0—à) pour a, et pour, une constante L;. Ce n'est que cette propo-
sition plus précise qui généralise le théorème cité sou's 7). 
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(4. 23) Si f(x) est (VByi) sur l'ensemble fermé EaUn, la dérivée géné-
ralisée fit (x) existe et est finie presque partout sur l'ensemble E. 
Démonstration. Soient h = (ak,bk) (k = 1 , 2 , 3 , . . . ) les intervalles conti-
gus à E et posons 
, Ai, = sup3l f(x), mk = inf-ji f(x). 
••LU x&Ik . 
Considérons les fonctions M(x) et m(x), définies sur le plus petit intervalle I 
(fini ou infini, mais toujours fermé) contenant E, par les formules 
„•> ' i/(x) pour (/(x) pour 
M(x)=\ -, m ( x ) = , , 
. ' -\Mk pour x £ h, ( m,c pour 
Les fonctions M(x) et m(x) sont à variation bornée sur I. Considérons 
•en effet une suite finie d'intervalles (a,, fi,) (i = \,...,n) tels que 
n 
,fii Ç / , fit ^ ai+i, et évaluons par exemple la somme ^\M(fit)~M{ai)\. Si e^ 
i=1 
et fii font partie d'un même intervalle Ik, on a M(fi,)—M(ai) = Q. Si l'on 
a cti^E, fii^E, il s'ensuit 
\M(fii) — M(ai)\ = \f(fii)—f(«i)\ ^ o>m(f; A). 
Si l'un des points a* et # appartient à E et l'autre à I—disons, si a^E 
et £ /,,, on a 
\M(fil)-M(ai)\ = \sup,tf(x)-f(cci)\^\f(ak)~f(a)\ + 
I ^e i i I . 
+ u)3i(f; ak, h) ^ co<n(f; .«>> aù) + co9i(/; ak, bk). 
Enfin, si l'on a ccidh, fii£ h, k=^l, on trouve 
jATCff,-)—Af(«i>| s — f l T f c , ûï, ôï) ^ • 
^ (o3i ( / ; ak, bk) + oj-u ( / ; bk, a,) + w« ( f ; ai, b,). 
En additionnant toutes ces inégalités, on obtient une inégalité de la forme 
11 m . • . . 
2 1 Ai ( A ) - A i («01 =i h), 
i — 1 . ¡=1 
où les intervalles h n'empiètent pas les uns sur les autres, leurs extrémités 
•appartiennent à E et le coefficient pi ne peut prendre que les valeurs 1 ou 2. 
La fonction f(x) étant ( VBy) sur E, le second membre reste borné, ce qui 
démontre la proposition. 
Ceci établi, on en conclut que M(x) et m(x) sont dérivables (au sens 
•ordinaire) presque partout sur E. Soit £ 0 l'ensemble des points de E où 
M'(x) et m'(x) existent et sont finis ét qui sont points d'accumulation de E ; 
on a \E—.Eo| = 0. Considérons un point x0 ^E0. On a pour y > Af'(x0) et 
A 11 
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pour des ô > 0 suffisamment petits, vu l'égalité M(x0) = f(x0), 
E \ f ( x ) - f ( ^ > y t x 0 < x < x n + â 
x L x—XQ 
ŒElM(x)—M(x0)>y(x—x0),x0<x<x0 + ô] + 
+ Elf(x)>M(x),x 0<x<x0 + âj = 
X 
(4. 24) = E[M{x)—M{x0) > y(x—xn), x0 < x < x0 + ó] - f 
( 4 .25 ) + le 
car l'ensemble ( 4 . 2 4 ) est vide et les termes de ( 4 . 2 5 ) . appartiennent à 9Î par 
définition de Mk. 11 s'ensuit que f£(x0)^y et, y > M'(x0J étant arbitraire, 
que. fit (x0) ^ M'(x0). Un raisonnement analogue fournit fit(x0) ^ m'(x0). Le 
point x0 étant point d'accumulation de E et M(x) coïncidant avec m(x) sur 
E, on a Ai'(x0) = m'(x0). D'après x0 £ Ecz U^, on a encore l'inégalité fm(x0) ^ 
; fit(x0), de sorte que 
f¿(x0)=fit(x0) = M'(x0)=:m'(x0). 
On parvient de la même façon, à l'égalité 
f% (x0) =fiï(X0) = M'(x0) = m'(x0), . 
ce qui démontre l'énoncé. 
(4. 26) Si /(x) est ( VBit) sur l'ensemble mesurable EczU%, fi; (x) existe 
et est fini presque partout sur E. 
00 . 
Démonstration. On peut poser E = Z^-^Eh où \Z\ = 0 e t ' c h a c u n 
. i 
des ensembles E; est fermé, et appliquer ( 4 . 2 3 ) à E¿. 
(4 .27 ) Si /(x) est mesurable et ( VB G3;) sur l'ensemble mesurable 
E ci Uyt, fii(x) existe et est fini presque partout sur E. 
ro 
Démonstration. Posons E — £ E¡, où /(x) est (VB- it) sur chacun des 
¿=1 
ensembles £ ¡ . D'après (4 .5) , elle est alors (VB) sur E¡, il existe donc une 
fonction fi(x) qui est à variation bornée sur toute la droite et qui coïncide 
avec /(x) sur f i 0 ) . Désignons par El l'ensemble formé par les point d'accu-
mulation bilatéraux de E¿ et par El' l'ensemble E[f(x)=fi(x), x £ E], L 'en-
x 
semble Et étant mesurable (puisqu'il ne diffère de la fermeture de Ei qu'en 
un ensemble dénombrable) et El' l'étant évidemment, il en est de même pour 
l'ensemble S¿=E[E¿'. D'après ¿ " ¡ c f / ' et puisque £7 est dénombrable^ 
») Cf. [5], p. 221. 
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l'ensemble £¿—S/ = (£¿—£/) + (£ ;—£/' ) = £ , — £ / est dénombrable, donc 
co 
Si = E¿i-S¡ = (Ei — Sí) + S¡ est mesurable. On a évidemment E = ¿£s¿, 
• /=1 
de sorte que (4. 26) pourra être appliqué à S¡ et fournira l'énoncé dès que 
nous pouvons démontrer que f(x) est (Vft i ) sur S¡. 
Considérons à ce but une suite finie (iak ,bk) (k = 1 , . . . , n) d'intervalles 
non empiétants et ayant des extrémités qui appartiennent à Si, et choisissons 
des points ak,pk € £ ; de façon à ce que cck - ak <bk^fik et que ni les inter-
valles ( « * , & ) correspondant aux indices k pairs, ni ceux correspondant aux 
indices k impairs, n'empiètent les uns sur les autres, ce qui est possible 
d'après Si cz £ ¡ + £7. On a alors 
sup9! f(x) sup,,; f(x) ^/(«,) + <>hl(f] <'-u, A), 
№)^f{ak) + \f.{ak)-f(ak)\, 
/(ô,) ^ /(«,) + |/(6,) —/(«,) |, 
d'où 
sup?,(/; a„, bu) là/(«,.-) + <Mf; cck, /?,) + 1 / ( a , ) - / ( « , ) | + \f{b,)-/(«,) 
Un raisonnement analogue fournit 
inf?,-(/; au, b,d^f(ccu)-tov(f; ak, A) — \/(a,) —fia,)| — | f ( b , ) —f(cck)|, 
donc 
(4. 28) <Mf] al;, h) - 2oj]t(f; cck, A) + 2|/(a, ) -/(« , )| + \f(bk)-f(ak)\. 
En additionnant les inégalités (4. 28) pour les indices k pairs et pour ceux 
impairs séparément, et én tenant compte de ce que f(x) est (VB%) sur £, : et 
il 
(VB) sur 5 ¡ c £ / ' , on constate que la s o m m e ^ « ^ / ; ak, bk) demeure bornée, 
/,=1 
ce qui termine la démonstration. 
Une conséquence immédiate de (4. 18) (ou de (4. 20)) et de (4. 27) se 
formule comme suit: 
(4 .29) f(x) étant mesurable sur l'ensemble mesurable EœU-k, les deux 
propositions suivantes sont équivalentes : 
a) £ = £ „ + Z, où |Z| = 0 et f(x) est (VBG») sur £0, 
b) £ = £ ó + Z', où |Z'| = 0 et fí¡(x) existe et est fini partout' sur E'a. 
Remarquons encore qu'une analyse des démonstrations de (4. 23), (4. 26) 
et (4. 27) montre que, f(x) étant mesurable et (VBGv) sur £ c : U^, on a une 
décomposition E = Z - 3 r ^ l E ¡ , où |Z| = 0 et chacun des ensembles-£¿ est 
¡•=i 
mesurable et tel que f%(x) est égal, partout sur £ , , à la dérivée (ordinaire) 
de f(x) relative à £,-. De là, on conclut en vertu de (4. 29) que 
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( 4 . 3 0 ) f(x) étant mesurable sur l'ensemble mesurable EczUv, si fí(x) 
existe et est fini presque partout sur E, on a presque partout sur E l'égalité 
M*) =•&(*)• 
5 . Dans ce dernier paragraphe, nous allons reprendre les idées et les 
méthodes de § 3, pour généraliser le théoréme de ROGER sur le contingent 
des ensembles dans l'espace, tout comme nous avons généralisé le théorème 
d e KOLMOGOROFF et VERTCHENKO s u r le c o n t i n g e n t d e s e n s e m b l e s p l a n s , e t 
pour, en déduire par une modification de la méthode dé SAKS une générali- . 
sation du théorème de HASLAM-JONES sur les différentielles extrêmes. 
En conséquence des analogies entre les raisonnements du présent 
paragraphe et ceux de § 3, nous pouvons nous borner à énumérer les noti-
ons nécessaires et à énoncer les résultats qui s'y rattachent. 
Considérons une famille héréditaire et a-additive d'ensembles dans 
l'espace Rs. La demi-droite fermée L, issue du point u £ 7?s, est appelée 
demi-droite tangente généralisée à un ensemble EaR6, si l'on a pour tous 
les secteurs sphériques ouverts S, ayant u pour sommet et dont L passe par 
l'intérieur, £S(£9JÎ . A l'aide, de ces demi-droites tangentes généralisées, on 
définit contgsm(u, E) de façon analogue que dans le plan. 
En partant du théorème de ROQER10), on parvient par les mêmes mé-
thodes que nous avons employées pour démontrer (3. 2), au théorème suivant: 
(5. 1) Pour tout ensemble EczRx, on a une décomposition E==E1-f-
+ E2 + E3 + H+M, OÙ contg№(«, E) = R3 pour u £ Eu contg^u, E) égale un 
demi-espace fermé pour u £ E>, contg¡u¡(«, E) se compose d'un plan pour u 
l'ensemble E2-\-E3 + H est la réunion d'une suite dénombrable d'ensembles de 
mesure 2-dimensionnelle de Hausdorff finie, l'ensemble H est de mesure 2-di-
mensionnelle de Hausdorff nulle, et on a M £ SOL Si, pour tous les points u 
d'un ensemble Pc^E, contg<m(u, E) n'a aucun point commun avec un demi-
espace ouvert, délimité par un plan parallèle à une droite donnée D, on a 
P= P1-\-M1, où AfjÇSft et la projection orthogonale de P, sur un plan per-
pendiculaire à D est de mesure plane nulle. 
Considérons ensuite une famille 9Ï héréditaire et a-additive d'ensembles 
du plan R2, désignons les points de 7?, par (x,'y) — t, et la distance des 
points t et t' par —1'\. 
Nous définissons l'ensemble í/3¡ comme l'ensemble des points t £ R2 
tels que, pour tout secteur circulaire ouvert S ayant t pour sommet, or. ait 
•S(£9î. En s'appuyant sur le théorème. (3 .2) , on trouve le théorème suivant11) : 
( 5 . 2 ) Si à tout point t d'un ensemble EœR., correspond un secteur cir-
culaire ouvert St, ayant t pour sommet et tel que ESt£% on a E = N+K, 
10) Cf." [7] et [5], pp. 304 à 309. 
u) Cf. [8], th. (2 .4) . 
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où N (: 9Ï et l'ensemble K peut être couvert avec une suite dénombrable de 
courbes rectifiables. 
D'où l'on parvient à l'analogue suivant de (2. 3) : 
( 5 . 3 ) On a R.2 — U<3i = N+K, où Nt.ïï et l'ensemble K peut être cou-
vert avec une suite dénombrable de courbes rectifiables. 
Un ensemble EœR2 et une fonction f(x, y) =f(t), définie pour tdR2, 
étant donnés, on définit, comme les notions analogues dans § 2, sup9!/(i) t£E 
et infs! /(i) et on constate qu'elles jouissent des propriétés analogues à celles 
t£E 
(2 .6 ) à (2. 12). . . 
Considérons ensuite un domaine angulaire ouvert A c : R2, délimité par 
deux demi-droites issues du point t0, désignons par Ah le secteur circulaire 
ouvert E[t € A, 0 < 11—i„| < h] et introduisons les notations suivantes : 
t • 
l i m 3 i / ( 0 = lim s u p ï » / ( 0 > 
t->-t0 .h-* 0+ t£Ai, t£A 
. l i m 9 i / ( 0 = l i m i n f s / ( 0 ; 
-c .i • . ' 
les mêmes limites correspondant à A = R—{t0\ seront désignées par lim9i/(f) 
et lim9!/(i). Si ces deux limites extrêmes sont égales, on désigne leur valeur 
commune par lim9j/(/) ou lim9i/(/) selon le cas. On établit sans peine des 
*-+*0 - t-^o 
iC-l 
propositions analogues à celles (2. 15) à (2.20). 
On-démontre la proposition suivante, analogue à (3.5) , par un raison-
nement semblable à la démonstration de (3 .5 ) et en s'appuyant sur le théo-
r è m e ( 3 . 1 ) d e KOLMOGOROFF e t VERTCHENKO 1 2) : 
(5. 4) Si à tout point ta d'un ensemble EaR2 correspond un domaine angu-
laire ouvert A,0, ayant U pour sommet et tel que 
. fim»/(f)=}=finis,/(0 ou ]im„/(0=|= Jim»/(/),'• 
on peut couvrir l'ensemble E avec une suite dénombrable de courbes rectifi-
ables. 
Désignons par B l'image de la fonction f(x, y), c'est-à-dire posons 
B = E [z=f(x,y)], 
V, i) . 
et désignons par 9Jc la famille (évidemmént héréditaire et a-additive) des 
sous-ensembles de B dont la projection sur le plan (x, y) appartient à 9Ï. 
•2) Cf. [5], p. 310. 
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Appelons le couple de nombres finis {A, B } différentielle supérieure 
généralisée13) au point t0 = (x0,y0) .de la fonction f(x,y), si, en posant z0 — 
=f(x0,yQ) et ult = (xf,, y0, z0), le plan 
( 5 . 5 ) z—z,t = A(x—x0) + B(y—y0) 
appartient à contgV1(u0, B) et si 
yï—f(xo. y») — A(x—x{)—B{y—ya) ^ Q 
'->'» U — fol _ 
Un raisonnement semblable à celui des démonstrations de (3 .7 ) et ( 3 . 1 0 ) 
montre que ces deux conditions sont équivalentes aux suivantes : 
a) M r , f ( t ) ^ m , 
t-+<0 
b) contga^z/o, B) n'a aucun point commun avec le demi-espace ouvert 
z—z0>A(x—x0) + B(y—y0), 
c) le plan (5. 5) appartient à contga)i(i/0, B). 
La définition d'une différentielle- inférieure généralisée étant semblable, on 
constate que si f(x,y) possède au point h^U^ en même temps une diffé-
rentielle supérieure et une différentielle inférieure généralisées, ces deux diffé-
rentielles extrêmes généralisées sont égales et. elles fournissent une différen-
tielle généralisée à f(x,y) au point /„, c'est-à-dire qu'on a 
, j m /(*, y) —f(xo, y») •— A (x—xn)—B ( y—yu) _ Q 
En s'appuyant sur les résultats énumérés, on déduit du théorème (5. 1), 
par une modification légère de . la méthode due à S. SAKS14), la généralisation 
s u i v a n t e d u t h é o r è m e d e HASLAM-JONES 1 " ) : ' 
( 5 . 6 ) Si à tout point tfl Ç E correspond un domaine angulaire ouvert 
At0 ayant t,, pour sommet et tel que 
on a E = N+Z, où N£ Ti et |Z| = 0. Si à tout point t0^E' correspond un 
Ate ayant t„ pour sommet et tel que 
n - m - m , l i m a ? — T 7 — — ; — < + «>, 
I' 'o| 
on a E' = E[ + N' + Z', où N' Ç 9Î, \Z'\ = 0 et f(x, y) possède une différentielle 
supérieure généralisée en tous les points de E',. Si à tout point t„ Ç E" cor-
• 13) Cf. [9] et [5], p. 309. 
u ) Cf. [5], pp. 311 et 312. 
13 ') Cf. [9]. 
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respondent deux domaines angulaires ouverts Ain et A^, ayant t0 pour sommet 
et tels que 
on a E" = E" + N".+Z", où N" € 9Î, | Z " | = 0 et f(x,y) possède une diffé-
rentielle généralisée en tous les points de E". 
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