The relationship between the length of crater rays and primary crater radius is still poorly understood. In this study we mapped the ray systems of 27 lunar craters, ranging from 10 m to 84 km in diameter. For each ray system, we measured the number, length, and optical maturity index (OMAT) of the rays. Our mapping effort shows that ray length scales to primary crater radius (R) with a power-law of R 1.22 , except for the smallest and freshest rays ( < 10 m diameter craters, less than ∼40 years old), which were ∼10 radii longer than expected. We also undertook an analytical modeling exercise in an attempt to better understand the physical processes that control ray length. The model suggests that the empirical relationship (R 1.22 ) can be explained as resulting from the combination of 1) the relationship between ejecta fragment size and ejected distance, and 2) the scaling of secondary crater diameters, which create rays by excavating bright material from below the dark space-weathered layer, as a function of ejected velocity. When the ejecta fragments are large enough, they are able to excavate bright material from beneath the mature space-weathered layer, while smaller ejecta fragments simply mix the dark mature lunar soil. We then use this secondary crater scaling relationship to predict the ray length for different depths of well-weathered lunar soil. The anomalously long rays for the smallest, freshest craters may be due to the fact that their bright ejecta fragments are not traveling fast enough to excavate below the space-weathered surface layer, and simply become deposited on the surface. We suggest observations that will help refine many of the poorly constrained assumptions of our model.
Introduction
Rays are a ubiquitous feature seen predominantly around fresh craters, and are presumed to have formed around nearly all craters ( Fig. 1 ) . Visible crater rays diminish with time due to spaceweathering and other erosional processes, so the initial extents of rays are poorly constrained. The process by which rays are generated from ejecta outflow is also poorly understood ( Hawke et al., 2004 ) . Studying the bright rays of Tycho using images with a resolution of only 300 m/px, Shoemaker (1965) noted that the density of secondary craters increased closer to the midline of each ray, suggesting that rays are due to clusters of bright secondary craters. Baldwin (1963) used a photometric study of lunar craters by Kuiper et al. (1960) to explore ray properties and compile a dataset of 50 lunar craters and their ray diameters. It is not specified what Baldwin meant by ray "diameter," however, attempts to reproduce his measurements suggest that he drew a line start-R r = 5 . 25 R 1 . 25 p .
(
Within the last 10 years, the Lunar Reconnaissance Orbiter Camera (LROC), with a highest resolution of < 0.5 m/px depending on the orbit, has been used to image the surface of the Moon in great detail. Small craters ( < 10 m in radius) can now be observed shortly after initial formation, allowing us to understand and study the freshest lunar crater rays before they decay ( Robinson et al., 2015; Speyerer et al., 2016 ) . Additionally, we can more closely examine older crater rays, enabling us to determine whether they ex- tend beyond Baldwin's estimates and determine whether his empirical relationship still holds.
Baldwin's empirical relationship motivates us to wonder what physical processes determine the exponent (1.25) of this equation. In order to explain why the visible albedo ray length increases nonlinearly with absolute crater size, we propose a hypothesis that the non-linear scaling between ejecta fragment size, ejected/landing velocity of fragments, and primary crater size produces similar-sized secondary craters at disproportionally farther distances with increasing primary crater size. Our hypothesis is tested by first mapping lunar craters and their ray systems using LROC images, cataloging ray length, number of rays per crater, and measuring relative crater age (OMAT index). We then re-examine Baldwin's fit to these new data to determine whether a new empirical relationship is warranted. Finally, we derive an analytical expression for ray lengths using observations of Censorinus crater. Our analytical model describes a possible relationship between the depth of the space-weathered upper layers of lunar soil and the mechanisms by which ejecta deposits create visible rays.
Ray origin
Studies of images from Ranger VII ( Shoemaker, 1965 ) , Earthbased telescopes ( Pieters et al., 1985 ) , the Apollo Panoramic Camera ( Dundas and McEwen, 2007 ) , and LROC ( Hiesinger et al., 2012 ) confirm that distal rays are a mixture of primary crater ejecta and the ejecta of secondary craters ( Fig. 2 ) . Ejecta from the primary crater impact the surface and creates secondary craters, and thus excavate immature (higher-albedo) local materials that were buried and thus less space-weathered than the surrounding surface material.
As surface material weathers due to exposure to solar wind implantation ( Zeller and Ronca, 1967 ) and sputtering ( Hapke, 1973 ) , micrometeorite bombardment ( Cassidy and Hapke, 1975 ) , and solar cosmic rays ( Zeller and Ronca, 1967 ) , it becomes darker in color ( Pieters et al., 20 0 0; Pieters and Noble, 2016 ) . As the surface is gardened by both small-scale and micrometeorite impacts ( Robinson et al., 2015; Werner and Medvedev, 2010 ) , newly exposed grains experience weathering. Based on soil gardening rates and space-weathering timescales, this eventually leads to a relatively thin layer of weathered regolith that we will refer to as the space-weathered "skin." Estimations of the depth of this skin layer vary, with initial estimates on the scale of ∼5 mm ( Borg et al., 1976 ) . However, analysis of returned lunar samples reveal a skin that is several cm to one or two meters thick ( Haiken et al., 1991 ) . Robinson et al. (2015) examined images of a recent crater's ejecta blanket, finding that the bright continuous ejecta blanket likely formed due to unweathered material excavated by the primary crater. The excavation depth of this material is expected to be one or two meters below the surface. Secondary craters must excavate material from below this skin depth in order to bring bright material to the surface. As secondaries become smaller, they will be of insufficient size to excavate less-weathered material, leading to secondary crater fields that are indistinguishable from the surrounding surface. This region is described as the "Distal Low Reflectance Zone in Robinson et al. (2015) and Speyerer et al. (2016) . In our model, this transition between excavation zones will correspond to the maximum extent of the visible ray.
There are, however, some bright patches within a ray that do not appear to be associated with visible secondary craters. These have been interpreted as isolated patches of primary crater ejecta ( Hawke et al., 2004 ) . This primary crater ejecta may be excavated immature soils that are deposited on the darker mature surface. There may also be compositional differences between ejecta and the underlying surface, such as highland anorthosite ejecta deposited on mare basalt ( Hawke et al., 2008 ( Hawke et al., , 2007 ( Hawke et al., , 2004 . There is an inherent difference in brightness between materials of different composition. These primary ejecta patches are also seen surrounding smaller craters, where the ejection velocity may not be great enough to produce visible secondary craters.
It is possible for the above two mechanisms (soil maturity and compositional differences) to influence the same ray system. In this scenario, immature and compositionally brighter material is deposited atop a more mature, darker surface. As the deposited material matures, it begins to darken. However, because spaceweathering cannot affect the compositional brightness, the ray system becomes purely compositional in nature ( Hawke et al., 2004 ) .
Ray mapping
To understand ray properties (e.g., number per crater, average length) as a function of primary crater size, we mapped systems of rays using the JMARS (Java Mission-planning and Analysis for Remote Sensing) software tool, a geospatial information system containing data sets for various planetary bodies ( Dickenshield et al., 2015 ) . We mapped rays of 27 craters with radii ranging from 5 m (youngest observed) to ∼43 km (Tycho crater) ( Table 2 ). The 27 craters were selected to provide a variety of crater sizes. Specific craters were selected because of their easily distinguished ray systems and coherent ray structure. A preference was given to craters with radial rays (Jackson crater) as opposed to more web-like patterns (Copernicus crater). Craters with compositional rays, such as Lichtenberg ( Hawke et al., 2004 ) , were avoided as our analytical model will focus solely on rays formed by secondary cratering Fig. 2 . A high-resolution ( ∼50 cm/px) image of the edge of one of Kepler's rays (red point in inset). The area above the dashed line is located within the ray and contains an abundance of bright secondaries. When viewed at a lower resolution, these craters blend together, brightening the surrounding area, giving the appearance of a continuous bright streak. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
For smaller craters ( < 600 m in radius) we used LROC Narrow Angle Camera images with a resolution of ∼0.5 m/px, allowing us to map craters as small as 5 m in radius (possibly smaller). When viewing these images, JMARS allows for exposure/contrast control, which was used to isolate ray features from the background surface. Unfortunately, this data set is not normalized for sun incidence angle. This leads to some ray systems appearing indistinguishable from the lunar background and thus unmappable. The lack of normalization may have influenced the observed ray lengths as rays are generally less visible and thus shorter under high sun-incidence angles ( Neish et al., 2013 ) . To confirm this effect, we examined crater M110757216LE under three different sunincidence angles ( Fig. 3 ) . We found that rays are more clearly defined with low-incidence angles ( ∼20 °). The visible ray length does not appear to change at ∼32 °, however some detail is lost. At ∼60 °, the ray system was indistinguishable from the lunar background. High-incidence angles were avoided, but some craters have only been imaged at high angles. Incidence angles and pixel scales are found in Table 1 .
For larger craters ( > 600 m in radius), LROC Wide-Angle Camera Normalized Reflectance 643 nm images were used, which have a resolution of 100 m/px ( Robinson et al., 2010 ) . For these images, JMARS does not allow for easy manipulation, such as contrast stretching and brightness adjustment. Instead, these images were contrast stretched in Adobe Photoshop and uploaded to JMARS using its Custom Map feature. These products are normalized for reflectance, meaning post-processing has been done in order to give the appearance of a directly overhead sun ( Bowman-Cisneros and Isbell, 2008; Murphy et al., 2010 ) . Potential rayed craters were identified by eye from the LROC Normalized Reflectance images. Larger rayed craters were easy to identify as they spanned many pixels, while smaller rayed craters were initially identified as bright splotches in the Normalized Reflectance images and were then further examined using Narrow Angle Camera images. Once a ray system was identified, a circle was fit to the primary crater's rim, which gave us a measure of the crater's radius and center position in terms of latitude and longitude. Each ray was then outlined using the custom shape tool of Fig. 3 . A comparison of ray visibilities with changing sun-incidence angles. Crater M110757216LE was examined under 23.6 °, 32.3 °, and 59.0 °incidence angles. It is clear that ray visibility degrades substantially at higher incidence angles. JMARS. This outline started slightly within the continuous ejecta blanket and continued to the end of the visible ray ( Fig. 4 b) . Note that the exact start of the outline is not of importance, as this study only seeks to determine the ending location of the ray relative to the crater center. It is likely that the ray begins at the crater rim itself ( Krishna and Kumar, 2016 ) . Detached segments were included in the measurements if they could be traced back to the primary crater or appeared to connect to a more continuous ray (see left side of Fig. 4 b) . Isolated clusters, such as those found surrounding Tycho ( Dundas and McEwen, 2007 ) , were ignored as we focused on the ray structure rather than individual secondary clusters. Gaps within the ray system were ignored if the ray reappeared downrange. If a ray began as a single, cohesive ray but eventually split into multiple rays, it was counted as multiple individual rays. For example, the rays at the 5 o' clock position in Fig. 4 b were counted as two rays, even though they merge together near the crater rim. There is room for error in this process as there is no definitive boundary between ray and the lunar background. Once mapped, the Haversine formula was used to calculate distance from the center of the primary crater to the end of the ray.
In order to understand how space-weathering affects ray systems, the relative ages of the craters must be known. To accomplish this, we make use of the optical maturity index (OMAT) that takes into account Fe ratios and reflectance at 750 and 950 nm ( Lucey et al., 20 0 0 ) . While there is a newer OMAT dataset from the Kaguya Multiband Imager ( Lemelin et al., 2016 ) , we choose to use the Clementine dataset as it is already integrated into JMARS and previous studies have provided reference OMAT values that we can compare our work to ( Grier et al., 2001 ) . It is expected that young, brighter craters will have higher OMAT values than older craters ( Grier et al., 20 01, 20 0 0; Lucey et al., 20 0 0 ) . For example, Grier et al. (2001) measured Tycho's OMAT value to be 0.278, and Copernicus's to be 0.178. Tycho is estimated to be fairly young (109 Ma), while Copernicus is older (782 Ma) ( Hiesinger et al., 2012 ) . Newly examined craters can be placed into a relative chronological order based on their observed OMAT values. There does appear to be a size bias associated with OMAT measurements, with smaller craters having darker ejecta and less immature blankets than larger, equivalently aged craters ( Grier et al., 2001 ) . This leads to a presumed undercount of young, 1-10 km craters. OMAT values were obtained from the Clementine UVVIS/Optical Maturity data set at a resolution of 200 m/px. For each crater, all points within rays were sampled at a distance of 4 radii away from the crater center ( Fig. 4 b) . The measurement distance of 4 radii was chosen to match the measurement distance of Grier et al. (2001) , whose data are used as calibration for our relative ages. The dataset's coarse resolution means that small craters cannot be assigned an age. These craters are marked "N/A" in Table 2 . The two smallest craters have formed since Apollo images and are therefore assigned an OMAT of "> 0.25".
Based on the 27 craters studied here ( Table 2 ) , craters have an average of 10.7 rays, ranging from 2.2 to 52.5 radii in length. The average ray width, which is defined as the polar angle of a ray at 2 radii from the center of the crater (as continuous ejecta break down into a ray structure), is 22 °with a standard deviation of 8.3 °. Ray lengths vary significantly with size, demonstrating increasing length with increasing primary crater size ( Fig. 5 ).
As each individual crater is unique, some variation in ray lengths is caused by impact conditions, such as different local target surface properties and topography which may have affected its ejecta deposition. The largest source of variation in the lengths of rays for a single crater is caused by the fact that most impacts occur at an angle relative to local surface. Laboratory and numerical experiments have shown that oblique impact at less than 45 °results in an avoidance zone, or lack of ejecta, in the uprange direction, and a greater concentration of ejecta downrange, with a second avoidance zone appearing downrange at angles less than ∼10 ° ( Elbeshausen et al., 2013; Gault and Wedekind, 1978; Richardson, 2011; Schultz and Anderson, 1996 ) . Herrick and Forsberg-Taylor (2003) surveyed craters on the Moon and Venus, finding that there are several key angles at which the ejecta blanket is modified: at < 45 °the blanket is asymmetric; at < 25 °an uprange avoidance zone develops; and at < 10 °a downrange avoidance zone develops. Ejection velocities are also modified, with downrange material being ejected with 20-40% higher velocities than uprange ejecta ( Anderson and Schultz, 2003 ) . The combination of greater ejection velocities and ejecta concentrations results in longer rays in the downrange direction. To account for this effect, we use the median ray length, as opposed to the maximum, in our calculations. Because ejecta is modified by impact angle in an axially symmetric fashion, the median length of the ray system is approximately what the length of all of the rays would be had the impact been vertical rather than oblique ( Richardson, 2011 ) .
We fit a power-law curve to these ray systems using the median ray lengths for each crater. A power-law fit was chosen because we are trying to make a direct comparison to Baldwin's (1963) fit. Other fits were tested and performed roughly equally to a powerlaw. Craters below ∼100 m in radius were excluded from this fit as they are clearly anomalous to the trend of larger craters (we discuss possible reasons below). We find a relationship between ray length and primary crater radius is empirically described by:
with 2 σ uncertainties shown in parentheses. The 2 σ uncertainties were calculated using a non-linear least-squares method, which assumes a normal distribution of errors. The fit has an R 2 value of ∼0.99. The exponent (1.27) is similar to Baldwin's (1.25) , and within the uncertainty. The nominal scaling factor (6.59) is larger than that suggested by Baldwin (5.25) , but is also within the uncertainty. These two equations are plotted over the mapped ray data in Fig. 5 . Our modestly larger exponent leads to a slightly longer predicted ray length as a function of primary crater radius for the largest craters.
Other differences may be due to Baldwin's measured ray length for the larger craters, such as Kepler and Tycho, being longer ( ∼250 km and ∼10 0 0 km, respectively) than our measurements. This disparity may be due to the differing image resolutions, where Baldwin's lower resolution may have made it easier to conflate rays of different craters, leading to erroneously longer rays. On the other hand, our higher resolution images may have led to shorter inferred rays by more easily identifying where the lunar background material becomes more pronounced within a ray. A larger number of small rays will also bring down the median. Tycho, for example, has few long rays pointing to the north and many shorter rays pointing to the south. It is suspected that this discrepancy in ray orientation is due to an oblique impact ( Krüger et al., 2016 ) . The large number of smaller rays decrease the median, skewing our results from those of Baldwin. Despite these differences in measured lengths, the equations are still quite similar, with a −4% (0.4 km) difference in ray lengths for a 1 km-radius crater, and a + 8% (107 km) difference in ray lengths for a 50 km-radius crater, with our fit predicting longer lengths for the 1 km crater and shorter lengths for the 50 km crater.
Secondary crater scaling model derivation
Because non-compositional, distal rays are composed of numerous secondary craters and their ejecta blankets ( Fig. 2 ) , the visibility of a crater's ray should be related to the size and spatial density of its secondary craters. Consider two craters, one large and one small, that each deposits an ejecta fragment whose size and downrange distance are proportional to their primary craters' radius. Because the larger crater's ejecta fragment travels a longer distance, it will impact the lunar surface at a higher velocity. The secondary crater produced by the larger primary's fragment will thus be proportionally larger than the secondary crater produced by the smaller primary's fragment. Our hypothesis is that the maximum distance at which secondary craters will excavate bright, unweathered material determines the visible ray length, and should scale with primary crater size in a way defined by our empirical relationship given in Eq. (2) .
In this section we derive an analytical model to explain our observational data. This analytical model depends on primary crater size and the depth of the space-weathered skin. In Section 4.2 we explore the model variables and discuss their constraints. In Section 4.3 we evaluate what variables result in a match with the observational data. Finally, in Section 4.4 we discuss limitations of this analytical model and suggest observations needed to constrain future models.
Analytical model
To explain our observational data, we seek to derive a physical explanation for ray length, R r , as a function of primary crater size, R p , depth of the mature lunar soil, h , and the probability, P , that a given area is excavated to that depth h :
To accomplish this, we will first derive an equation for secondary crater size, R s , as a function of distance, r , and fragment size, D f . We then use observational data from Krishna and Kumar (2016) to estimate the ejecta fragment size-frequency distribution (SFD) N ( D f ) at distance r for a given primary crater size R p . This will give a size-frequency distribution for secondary craters, N ( R s ). We will use the expression for N ( R s ) to determine the probability that the surface at downrange distance r has been excavated to depth h . We can then solve for the downrange distance R r at which the excavation depth h is equal to the space-weathered skin depth, which is the length of the ray.
We begin with a crater scaling law developed in Schmidt and Housen (1987) :
where k = 0 . 625 is an empirical crater scaling constant for dry sand (see Tables 1 and 3 in Schmidt and Housen, 1987 ) , β is a constant 0.17 for dry sand (see Table 3 in Schmidt and Housen, 1987 ), δ is projectile density, ρ is target density, D f is projectile diameter (assuming a spherical shape), g is gravitational acceleration, and v i is impact velocity (assuming a vertical impact). However, we assume an impact angle of 45 °. Therefore we multiply k in Eq. (4) by sin 1/3 45 ° ( Gault et al., 1974 ) , giving k = 0 . 5568 . Impact velocity v i can be expressed in terms of distance r using a simple ballistic trajectory where we assume a flat surface and that impact velocity is equal to ejection velocity:
where θ is the impact angle, assumed to be 45 °, which eliminates the denominator. We assume a flat surface as the effect of the curved surface is negligible when distance is much less than the radius of the planetary body ( Burko and Price, 2005; Shuvalov, 2012 ) . We make this approximation as most rays, except those of Tycho-sized craters, are relatively short compared to the Moon's radius. It is assumed that ejecta originate at the crater center, as ejecta departing from the center generally have the highest velocities. We assume the radial distance in the origin location within the excavation zone between fragments at escape velocity and subescape velocity to be negligible. Inserting (5) into (4) and simplifying:
where r is distance from the center of the crater. Because the impact velocity of the distal ejecta fragments that make up the ray are directly related to their downrange distance, which can be expressed as a power law, we expect that the size of the secondary craters that make up the rays will not scale linearly with the size of the primary crater, even if we assume that the size of the ejecta fragments does. Eq. (6) describes a crater scaling law for a single cratering event. It would not be appropriate to use this equation alone to describe a ray forming event. This is because rays are usually associated with a secondary field or a cluster of boulders. We must therefore consider the size-frequency distribution (SFD) of distal ejecta fragments. We assume that the SFD of the fragments that generate the ray follows a power law function with power index of b . Some combination of number and size of distal ejecta fragments determines the size of the secondary crater field that makes up the ray. To model this, we use Poisson statistics to describe the probability ( P ) that any point on the surface inside a ray is occupied by craters given some assumed distal ejecta fragment SFD. It should be noted that secondary cratering is not strictly governed by classical Poisson statistics due to clustering. However, we will restrict our analysis to the centerline of the ray. With an appropriate model for an ejecta fragment SFD that does not vary greatly along the centerline of the ray, Poisson statistics should be adequate for our purposes.
Considering a fragment size range between R min and R max , this probability is:
where N ( R s ) is the cumulative size-frequency distribution (CSFD) for craters, and
is the number of craters that fall within the range of R s and R s + dR that form per unit area, and x is the distance from the center of the crater, so π x 2 is the fraction of the crater that is excavated to depth h .
In order for a ray to be visible, it must be composed of secondary craters that can excavate unweathered material. To describe a visible ray, we must include excavation depth in Eq. (7) . To model this we assume that the secondary crater excavation zone has a parabolic shape. A radial distance, x , from the center of a crater with radius R s describes an excavation depth. For example, at the center of a crater, the excavation depth ( h ) is the deepest, R s /4 ( h excav ). We assign h excav as equal to 2 αR s , in which α is 1/8, the maximum excavation depth of a streamline ( Gault et al., 1974 ) .
We can substitute the variable of x 2 in Eq. (8) into Eq. (7) and rewrite it as:
Eq. (9) describes the probability P that a point on the surface within a ray is excavated to a depth h by secondary craters in the size range R min < R s < R max . R min is the smallest sized secondary crater that will excavate to depth h , which is the depth of the mature layer, and create a ray. Secondaries smaller than this will only rework the surface.
Our hypothesis is that the length of visible albedo rays is related primarily to the fact that the distal ejecta landing velocities do not scale linearly with primary crater size. This creates proportionally larger secondary craters at any given relative downrange distance r / R p . We derived Eq. (9) to describe the relationship between the excavation depth of secondary craters in a ray and the distal ejecta fragment size-frequency distribution, but now we have to incorporate how the ejecta fragments change with downrange distance r . We can characterize the fragment SFD using a cumulative power law function of the form:
where C ( r ) is the total number of fragments at a given distance r, D f is the fragment diameter, and b is a power-law index of the fragment SFD. Although our hypothesis is that the exponent in our empirical fit, Eq. (2) , is controlled primarily by the non-linear scaling of ejecta landing velocities with primary crater size, given by Eq. (5) , we will assume for the sake of developing our model that our distal ejecta fragment SFD given by Eq. (10) does indeed scale linearly with primary crater size. If we cannot find a plausible ejecta fragment SFD that results in the observed relationship between visible ray length and primary crater size, then our hypothesis is unlikely to be correct.
We will use observations of the SFD of ejected boulders in one very well characterized impact crater as a constraint on our distal ejecta fragment SFD model given by Eq. (10) . We use data from Krishna and Kumar (2016) who counted 242,0 0 0 boulders within ∼4 radii surrounding Censorinus crater ( ∼3.8 km-diameter), which includes the region where the ejecta transition from continuous to discontinuous. Note that there are likely differing processes involved in continuous ejecta blanket boulder production and distal ejecta production. Unfortunately, the boulder density of distal ejecta is poorly constrained. For the purpose of this study we assume that there is no difference between proximal and distal ejecta. Furthermore, a clustered impact may involve multiple fragments impacting close to each other and forming what appears to be a single crater ( Schultz, 1992 ) . We caution that our model does not directly address this effect and likely over-predicts the number of secondary craters. Krishna and Kumar (2016) divided the boulder field of Censorinus crater into four concentric sectors and 128 subsectors in total. They obtained the boulder density and the power-index of the boulder CSFD from each subsector. We fit a power law function to the mean spatial density of boulders (Fig. 13a of their study) vs distance with a power index of a ,
where R ref is the radius of the reference crater and n 0 is the number of boulders > 3 m in diameter per m 2 (see Section 4.2.1 ). We assume that the spatial density of boulders in distal rays beyond 4 radii is uncertain. Although there are variations in boulder density from a subsector at a given distance, the general trend between mean boulder density and distance is described by Eq. (11) . The mean spatial density of boulders we derived from (11) is treated as the total spatial density of boulders within a ray at a distance and obtained,
This was done by solving Eq. (10) for C ( r ). N > D f (r) is equal to n b from Eq. (11) and D f is set to be d boulder = 3m , which is the minimum boulder size used in Krishna and Kumar (2016) . The spatial density of boulders is likely dependent on primary crater size. However, the boulder densities in Eqs. (10) and (11) are based on a single study of one crater. As we hope to extend this relationship to any size of crater, we need to transform Eq. (11) to reflect both the distances and the total boulder density, scaled by a given size of crater. Because the relationship between ray length and primary crater size is well characterized by a power law, this transformation should also scale by some power law. Thus we begin this process by multiplying Eq. (11) by a scaling factor (
where R p is the radius of some primary crater and R ref is the radius of a reference crater, and c is constrained from observations, which will be discussed in Section 4.2.4 . Eq. (11) then becomes:
Note that if R p = R re f , Eq. (13) reduces to Eq. (11) . Inserting our scaling factors for n 0 into Eq. (12) , we obtain a scaled expression for C ( r ),
Using this we can convert the boulder CSFD to a secondary crater CSFD. We first make use of Eq. (6) to express fragment diameter as a function of secondary crater size:
Eqs. (14) and (15) can be inserted into Eq. (10) , giving the secondary crater CSFD:
Eq. (9) contains
, which is the secondary crater SFD at a distance r from the primary crater. This can be obtained from ( (16) by differentiating with respect to R s ,
Now we can substitute Eq. (17) into Eq. (9) and obtain:
where (18) is equivalent to Eq. (9) , but with additional parameters ( a, b , and c ) that are constrainable from observations. Also, the secondary crater frequency distribution, dN ( R s )/ dR s , is now expressed in a term that depends on the size of a primary crater, the downrange distance of a rayed area, and the size-frequency distribution of ejecta fragments.
To integrate Eq. (18) , we must first set upper and lower bounds on the size of secondary craters. We assume that the upper bound of secondary crater size is infinite and, because we are only interested in secondary craters that excavate bright material, the lower bound of secondary size is limited to the craters that excavate below h /2 α. Note that, when substituting our upper bound of infinity in for the integrated R s terms, infinity appears in the numerator of multiple terms throughout the equation. In order to integrate this equation, the infinite crater size must be moved to the denominator, so that those terms become zero. To do so requires a constraint on b so that b < −2( 1 − β ) . After integrating, we can simplify Eq. (18) into the probability that a surface is excavated to a depth of h . In other words, this P is the fraction of a given area that is excavated to a depth h , and is given as:
where
.
From Eq. (19) , we can solve for the relationship between the downrange distance ( r ) and the size of a primary crater ( R p ). This equation can be solved to determine the distance at which the secondary craters no longer excavate a significant fraction of the surface to a depth equal to the space-weathered skin depth. This downrange distance r is the ray length R r . We thus substitute R r for r in Eq. (19) and obtain:
, and s = a −c a −βb/ ( 1 −β ) . The term of R p is equivalent to the R p in Baldwin's empirical fit, Eq. (1) . We note that both s and the exponent of ln ( 1 − P ) term share the same dominator, a − βb/ ( 1 − β ) . The relationship a = βb/ ( 1 − β ) causes a degeneracy, which leads to the constraint a = βb/ ( 1 − β ) .
The proportionality factor in front of R p in Eq. (20) , R 1 , is equivalent to the proportional constant of the empirical fit to the ray length dependence on primary crater size from Eq. (2) . We can see that this term in our study depends on the space-weathered skin depth ( h ), the secondary crater SFD and spatial density (defined using the parameters a, b , and c ), and the fraction of a rayed surface ( P ) that is excavated to an excavation depth ( h ). The exponent term of R p in Eq. (20) , s , is suggested as 1.25 in Baldwin's empirical fit, yet this exponent is characterized by the three parameters of a, b , and c that are associated with the SFD of ejecta fragments. Our model contains a number of simplifying assumptions, and many of the parameters are individually poorly constrained. It is therefore necessary to discuss the uncertainties on the constraints of each variable in Eq. (20) . In the next section, we will examine the physical meaning behind the parameters of our model.
Model uncertainties
Here we discuss each parameter in our analytical model and its uncertainty. We will elaborate on their physical meaning as well as the range of possible values, which are summarized in Table 3 . In Section 4.3 we will examine combinations of parameters that match our empirical fit of the ray length vs. primary crater size relationship given in Eq. (2) and discuss their feasibility. The primary source of uncertainty in our model is the function that describes the spatial density of ejecta fragments (boulders) at the ray terminus given in Eq. (14) .
Mean spatial density of boulders, "a "
Parameter a defines a power law index describing spatial boulder density as a function of landing distance. It is observed from a single crater observation on boulder count in Censorinus crater. There is spatial variability in boulder density, with some sparse regions (possibly indicating the avoidance zone) and denser regions which may be the beginnings of rays. To examine this variability, we fit a power-law function to the mean, 75th percentile, and maximum boulder counts ( Fig. 6 ). Since this measurement is taken within the continuous ejecta blanket, there is an uncertainty of how boulder density varies beyond the continuous ejecta. However, for the purpose of this examination, we will assume that the spatial density follows the power law defined in Eq. (14) .
Boulder density at rim of Censorinus, "n 0 "
Parameter n 0 is the boulder density at the rim of Censorinus crater in units of number per km 2 . This value, along with parameter a , controls the number of boulders at a given distance. It is calculated by fitting a power-law to boulder density as a function of distance ( Fig. 6 ) and calculating the density at the crater rim. As rayed regions have much higher secondary crater densities, and therefore boulder densities, than neighboring ray-free regions, Fig. 6 . Mean boulder density as a function of distance from the center of Censorinus crater. Note that distance is in terms of crater radii. The boxes represent boulder density measurements at the corresponding distance from Censorinus crater. We fit several power-laws to these data points in order to estimate how boulder density changes with distance. We use the power-law indices as a basis for our parameter a . The intercept of these curves is n 0 , signifying the boulder density at the rim. Many regions surrounding Censorinus crater possess higher densities, possibly indicating rays. Data from Krishna and Kumar (2016) . we only consider densities at or above the average. This serves to eliminate any bias from boulder counts within ray-free regions.
Ejecta fragment CSFD, "b "
Parameter b is the power index associated with the powerlaw fit to boulder CSFD. The parameter b is a proxy for whether the ejecta has undergone a simple or complex fragmentation process, with less negative b values indicating simple and more negative values indicating complex ( Hartmann, 1969; Kumar et al., 2014 ) . A more negative value indicates that fragments are undergoing greater amounts of fracturing, leading to smaller fragment sizes. Values measured in Krishna and Kumar (2016) vary greatly, ranging from −1 to −7.6. More negative values were noted in distal regions, indicating reduced boulder sizes. Bart and Melosh (2010) 
Dependence on primary crater size, "c "
Parameter c indicates the dependence on primary crater size. As the boulder density at a distance is correlated to the total number of boulders produced, one possible variable that links to the total production of boulders is the size of a primary crater. Bart and Melosh (2010) counted boulders > 9 m in size for primary craters between > 200 m and 41 km in diameter. In general, the number of boulders exterior to the crater increases with the size of a primary crater ( Fig. 7 ) . The relationship between the number of boulders and the crater size is evident in craters < 2 km, and it can be approximated by a power law with a power index of 1.12. For larger craters (4, 27, and 41 km), boulder number appears independent of crater size. This suggests that two different relationships, near-linear and independent, may be used in our model. We caution that the minimum observable boulder size in Bart and Melosh (2010) , 9 m, is three times larger than in Krishna and Kumar (2016) . It is uncertain whether the relationship between ejected boulder number and crater radius would change at higher resolutions.
The physical interpretation of our variable c is that it controls the number of boulders at the rim of the crater ( n 0 ). This is the basis for allowing us to estimate the number of boulders at any given landing distance. The special case of c = 1 means that craters are self-similar, such that a crater's boulder population is linearly proportional to primary crater size. The special case of c = 0 means that the number of boulders is independent of the primary crater size.
Probability a surface being excavated to depth h , "P "
In order for a ray to be visible, some fraction of the surface area impacted by secondary fragments must excavated, emplacing bright, unweathered material onto the surface. The fraction of surface area can be thought of as a probability, and so parameter P is the required probability that the ejecta fragments excavate the surface to the space-weathered skin depth h in order for rays to be visible. It is uncertain what value of P is appropriate, but we can set plausible limits.
Consider two possible extreme values of P , either 0 or 1. If we were to set P = 1 , this would be the case where rays would only be visible if the spatial density of ejecta fragments whose size was just big enough to excavate down to the skin depth h saturated the surface with bright unweathered secondary ejecta. If P = 0 were chosen instead, this would be the case where none of the surface needs to excavate down to the skin depth h . In such a case there would be no overturn of the surface, resulting in Eq. (20) equaling zero as well, meaning there is no ray.
As the length of a visible ray is subjective and dependent on image resolution, P should be dependent on resolution as well. In order for a ray to be visible, lower resolution images require a larger area of the surface to be excavated than higher resolution images would. Given this uncertainty, we will continue our analysis with the assumption that 50% of the surface must be excavated in order for a ray to be visible, so that P = 0 . 50 . Fig. 7 . Number of ejected boulders as a function of crater radius. We fit a power-law index of 1.19 for smaller craters, while there is no observed dependence for larger craters. This power-law index is our parameter c . Data from Bart and Melosh (2010) .
Modeling results
To model the ray formation process, we approximate ejecta as a stream of boulders characterized by a size-frequency distribution (controlled by b, c , and n 0 ) and the density of boulders at a given landing distance (controlled by a ). We want to know at what distance the majority of boulders will not be able to excavate beneath the mature soil layer. Past this distance, a few large boulders may occasionally excavate beneath this layer, but these will be isolated events and not considered part of the ray. In this section we will examine combinations of parameters, summarized in Fig. 8 , and their fits to the observational data.
We begin with analyzing the power-law index term, s , in Eq. (20) . We set s equal to 1.29, which is upper bound of the power-law index from our empirical fit ( Eq. (2) Next we analyze the proportionality factor, R 1 , in Eq. (20) . We set R 1 = 6 . 59 , which is the proportionality factor from our empirical fit from Eq. (2) . We then solve for skin-depth h across all values of c . Parameters a and b are constrained so that s = 1 . 29 , as described in the preceding paragraph. Several h values are plotted as dashed contours in Fig. 8 . The c contours (solid black lines) can be used to determine the c value along the h contour. Using the c contours and the position of the h contour, the a and b values needed for a specific skin-depth can be found. Intersections between the c and h contours provide model parameters that satisfy all components of the observational fit.
We now wish to use our model with a set of parameters provided in Fig. 8 to predict ray lengths over a wide range of primary craters ( Fig. 9 ) . We choose h = 10 cm and c = 0 so that a = −4 . 5 and b = −5 , and set P = 0 . 5 . We will also calculate ray length for other values of h , holding all other parameters constant.
As a validation of our model results we examined a section of a ray of Censorinus crater ( Fig. 10 ) . Our examined region is ∼8 radii away from crater center. Using a = −5 , n 0 = 4827 k m −2 , b = −4 . 5 , c = 0 , and P = 0 . 5 , our model predicts secondary craters with a diameter of ∼1.34 m. This is near the resolution limit of LROC ( ∼50 cm/px), with each secondary being less than 3 pixels in diameter. We see several larger secondaries (3-5 m in diameter), but not enough to saturate the area. Instead, much of the area is filled with either smaller secondaries or other bright ejecta.
While the model fits larger craters, the ray length distribution for small craters < 100 m in radius do not fit well. Our ray formation model assumes that rays are largely composed of local material, rather than primary crater ejecta ( Pieters et al., 1985 ) . However, the observed ray lengths for two of the smallest craters ( < 5 m) are ∼10 times longer than this model predicts. This suggests that the rays of small craters are not the result of secondary cratering and may be deposits of primary crater material. This motivates us to propose a different mechanism for ray formation for the smallest craters. Small crater ejecta are less energetic than large crater ejecta, and therefore distal ejecta from small craters may be too low in energy to excavate local material to depths sufficient to expose unweathered rocks.
In the low energy deposition regime, the ejecta fragments do not have enough mass or velocity to excavate below the skin layer. This implies that for the smallest craters, distal ejecta fragments do not form secondary craters. Instead, primary crater ejecta, which are unweathered, are deposited atop the surface. The ejecta may also slide along the surface, coming to a rest at some distance from the initial impact site used by our model Barnouin, 2016, 2014 ) . This leads to rays that are longer than predicted by our ejecta model, Eq. (2) . If this hypothesis is correct, then we can use our observations of crater rays to estimate where this low energy regime occurs. In Fig. 9 we have plotted several contours of ejection/landing velocity, which shows that the anomalously long crater rays appear to approximately follow the 10 m/s contour. At greater speeds, rays follow the trend predicted by our secondary crater scaling model. This suggests that the minimum velocity required to produce a secondary crater is ∼10 m/s, which Table 3 for a summary of model parameters). Axes are constrained to the ranges of a (mean spatial density of boulders) and b (ejecta fragment CSFD) observed by Krishna and Kumar (2016) . The solid black lines are contours of c (dependence on primary crater size) values that satisfy s = 1.27, which is the upper bound of the power-law index of the empirical fit to the ray length measurements of this study. Dashed contours represent the space-weathered skin depth value h that satisfy R 1 = 6 . 59 , which is the proportionality factor of the empirical fit of the ray length measurements. The points at which the skin-depth contours intersect the c contours give values that satisfy all components of the empirical fit. is significantly lower than the sound speed in lunar soil of 108 m/s ( Latham et al., 1970 ) . It is also significantly smaller than the proposed minimum velocity for secondary crater formation of 150-250 m/s inferred for icy satellites ( Bierhaus et al., 2012 ) . Due to this discrepancy in necessary velocities, an alternative mechanism may be that ejecta impacting at greater than 10 m/s are able to bury into the mature soil layer without excavating beneath it.
At such low impact speeds, the impactor is likely to stay intact ( Bland et al., 20 08, 20 01; McDermott et al., 2016; Nagaoka et al., 2014 ) . Such a low impact velocity is unlikely to trigger excavation ( Melosh, 1985 ) . As a result, we have an intact fragment hitting the surface and possibly burying itself without triggering any excavation of underlying material. This will keep the surface free of bright material, preventing ray formation. Fig. 10 . A region 16 km ( ∼8 radii) away from Censorinus crater (red point in insert). Our ray model predicts secondary craters with a diameter of ∼1.34 m at this distance. This is approaching the resolution limit of LROC, with each crater being less than 3 pixels in diameter. We see several larger secondaries, but not enough to saturate the area. Instead, the area is saturated with either smaller secondaries or other bright ejecta. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Analytical model limitations
Throughout the derivation of the analytical model in Section 4.1 , several simplifying assumptions were made. Despite these assumptions, the model is still multi-variable and fairly complex. These assumptions and poorly constrained variables create significant limitations on the accuracy and usefulness of such a model. Still, the derivation serves as a useful exploration of the physical properties behind ray formation and serves as a starting point in furthering our understanding of rays and secondary craters.
The analytical model uses Poisson statistics to determine the spatial coverage of secondary craters. While Poisson statistics has been used to describe the spatial coverage of circles ( Garwood, 1947 ) , but it may not be accurate for craters within rays. Secondary craters outside of the continuous ejecta blanket are not randomly distributed. Some mechanism, possibly inelastic collisions between ejecta particles ( Kadono et al., 2015 ) , organizes ejecta to form high spatial density clusters of secondary craters.
The model contains four poorly constrained variables describing ejecta behavior and one arbitrarily chosen variable, P . While there have been many studies that attempt to constrain ejecta behavior ( Bart and Melosh, 2010; Clegg-Watkins et al., 2016; Krishna and Kumar, 2016; Vickery, 1987 ) , an analytical solution does not yet exist. Numerical models are beginning to accurately describe fragment size and velocity ( Head et al., 2002; Melosh et al., 2017 Melosh et al., , 1992 , but there are still many unknowns, such as the effect of target strength ( Dundas et al., 2010; Prieur et al., 2017; van der Bogert et al., 2017 ) . Such a large number of poorly constrained variables leads to the existence of multiple parameter sets that match the observational data ( Fig. 8 ) . The existence of multiple valid parameter sets makes it difficult to use the analytical model for ray length predictions. However, the model does serve as an investigation into the physical processes that determine ray length.
Local variations in terrain, both near the primary crater and in distal secondary fields, were not accounted for in the model. Variations in target material, such as rock strength and pre-existing damage, may affect ejection speeds and fragment sizes ( Head et al., 2002 ) . Variations in the distal ejecta field, such as hills, rock strength, and local skin depth, will affect the formation and visibility of secondary craters. Unfortunately, local terrain variation is too variable and detailed to include in an analytical model. However, numerical models may be able to account for these features ( Shuvalov, 2012 ) .
Our ejecta model is constrained to a 45 °ejection and impact angle. This was done in order to simplify the conversion between distance and ejection velocity ( Eq. (5) ). While 45 °ejection angle is a standard ejection angle from the Maxwell Z-model ( Maxwell and Seifert, 1974 ) , ejection angles tend to vary over 35-55 ° ( Cintala et al., 1999; Richardson et al., 2007 ) .
Future observations and experiments will help further our understanding of the ray process and constrain any variables that may appear in analytical models. Most lacking is our understanding of the impact ejecta fragment size distribution. Studies have attempted to constrain their number, sizes, and velocities ( Bart and Melosh, 2010; Head et al., 2002; Vickery, 1987 ) , but there is not yet an analytical model or well-constrained distribution ( Chappaz et al., 2012 ) . Impact experiments on secondary craters are needed to constrain their excavation depths, as their crater depth-to-diameter ratios vary from primary craters. Finally, further study is needed on the terminations of crater rays. Our model predicts secondary craters at below LROC resolutions, so it is difficult to verify the process that causes a ray to terminate. Further highresolution images or ground samples are needed to constrain that process. Bart and Melosh (2010) c Power law index of ejecta fragment spatial density vs. primary crater size relationship 0-1.2 Bart and Melosh (2010) P Required probability that the ejecta fragments excavate the surface to space-weathered skin depth h in order for rays to be visible 0-1 This study
Discussion

Ray formation
Our ray model results lead us to define three regimes, all of which are part of a ray, whether visible or not: 1) Low Energy Deposition, in which ejecta land at low enough velocity that they do not vertically mix with the target, instead ejecta are simply deposited atop the surface; (2) High Energy, Deep Excavation, where ejecta have high enough velocities and masses to excavate unweathered material from below the weathered/mature layer; (3) High Energy, Shallow Excavation, where at the furthest distances, ejecta are small enough that they do not excavate below the weathered layer ( Fig. 11 ) . The high energy, deep excavation regime appears to be the regime in which most visible rays exist. The ejecta in this regime have enough velocity and mass to excavate below the skin layer, which brings bright, unweathered material to the surface. As distance from the primary crater increases, so do ejecta velocities. However, the ejecta masses decrease. As a result, secondary crater size and excavation depth decreases. Eventually the secondary craters are too small to excavate below the skin depth. It is at this point that the visible ray ends and the third regime begins. In the high energy, shallow excavation regime, secondary craters are no longer capable of excavating fresh material to the surface. Instead, they simply overturn already weathered material. These secondary craters and their ejecta blankets are thus indistinguishable from the lunar background. So while there is still a small amount of fresh primary crater ejecta, the fresh material is diluted by the weathered material, and thus no rays are visible. This regime is similar to the distal low reflectance zone (DLRZ) found by Robinson et al. (2015) and Speyerer et al. (2016) . In this zone, only the upper mature layer is reworked, leading to increased surface roughness but not increased albedo.
While ray lengths follow the expected trend, there does not appear to be a discernable relationship between OMAT and ray length in the larger craters ( > 600 m in radius). All craters in this size category follow the general trend of increasing relative length as a function of primary size. Smaller craters, however, do appear to exhibit a relationship between OMAT and ray length: the youngest, freshest craters are the longest, while the oldest craters are the shortest, with middle-aged craters in-between ( Fig. 8 ) . It is likely that surfaces affected by smaller craters are disturbed to a lesser degree than surfaces surrounding larger craters. A less disturbed surface should either have lower OMAT values than a highly disturbed surface or equivalent OMAT values, but will weather more quickly due to the smaller volume of immature material. These lightly disturbed surfaces would require less weathering and time in order to reach full maturity. This trend is similar to the size bias discussed by Grier et al. (20 01, 20 0 0 ) , who noted that smaller craters age more quickly than larger craters. Compositional rays, such as those of Lichtenberg ( Hawke et al., 2004 ) , do not degrade with time. Instead, they remain at their initial length. While they do not give any information about how space-weathering affects ray length, they do give a relatively accurate image of the initial ejecta emplacement. However, this method of ray formation is completely separate from the method proposed in this study. Instead of requiring the excavation of subsurface immature material, compositional rays form from the emplacement of primary crater ejecta atop the surface. These rays are visible because of compositional differences between highlands and mare materials. For this reason, we do not consider compositional ray data in our observational fit or analytical model.
Assuming that the space-weathered layer on the Moon sets a limit on the extent of visible ray system for kilometer-sized craters, the extent of lunar rays will increase as the thickness of the dark skin layer decreases. As distance from the primary crater increases, Fig. 11 . Effects of ejecta fragment impacts on the lunar surface. There are three regimes based on energy and excavation depth. 1) Low energy deposition: Ejecta that land at low enough velocity that they do not vertically mix with the target. Ejecta from the primary crater are simply deposited atop the surface. This can occur in proximal ejecta blankets as well as distal rays of very small craters. 2) High energy deep excavation: At this distance, ejecta have high enough velocities and masses to excavate unweathered material from below the weathered/mature layer. It is in this region that rays are formed. 3) High energy shallow excavation: At the furthest distances, ejecta are small enough that they do not excavate below the weathered layer. No fresh material is brought to the surface and rays are not visible.
we expect to see smaller ejecta fragments. A thinner skin layer allows those smaller fragments to easily excavate fresh material from beneath, and as a result a longer visible ray is expected. There may be variability in skin layer thickness, leading to a dependence on the local surface where a ray forms. For example, a less disturbed surface has time to develop a deeper skin layer, while a nearby surface may have been resurfaced by fresh ejecta from a local cratering event. This discrepancy in skin-depths could contribute to the varying ray lengths we observe.
The extent of an individual ray system may be spatially variable, but a general trend of increasing length with the size of its primary crater is observed. Using observational constraints, our parameterized model can explain an overall trend of ray length seen in Baldwin's empirical formula and our mapping data. The relationship between the fragment SFD and the Baldwin's empirical formula suggests a unique process occurring in the distal ejecta regime. It appears that the fragment SFD in the distal ejecta is likely governed by a random process. The overall increasing trend in ray lengths is best explained by the total number of boulders being independent of the size of a primary crater (the c parameter in our model). This is a surprising result, as one would expect the total number of boulders to scale with primary crater size. However, observational data from Bart and Melosh (2010) suggest that, for larger craters, there is not a relationship between the two ( Fig. 7 ) . This may have implications for the fragmentation and ejection of large boulders, but more study is required. Further boulder counts for a wide range of crater sizes or numerical modeling will constrain this relationship further. The trend of increasing relative length with increasing primary crater radius suggests that an equivalent-sized secondary will be created further away for a larger crater. For example, given craters A and B, if B is twice as large as A, B will produce the same sized secondaries at more than twice the distance that A does. This non-linear scaling is demonstrated by our secondary crater scaling model ( Fig. 9 ) . Each contour represents the distance at which a certain sized secondary crater is produced.
An analytical or numerical model that properly describes the ray process is important for determining how material is transported across the planetary surface ( Huang et al., 2017 ) and for evaluating possible landing sites for future missions ( Haskin et al., 2003 ) . While observational constraints do lead to parameter sets that satisfy the observational measurements of our study, multiple such parameter sets exist. As such, the analytical model does not serve to constrain these variables further, nor does it currently serve as a necessarily predictor of ray lengths (although it is able to match observational data). Instead, it better serves to explore the physical process that determines ray length. Future observational constraints, such as those described at the end of Section 4.4 , may make such an analytical model more useful.
Comparison of lunar and Martian rays
Lunar rays, when compared to their Martian counterparts, are relatively short, despite being formed by the same secondary cratering process Quantin et al., 2016 ) . Zunil and Tomini craters, 5 and 3.7 km in radius, respectively, both have rays reaching out to 180 radii ( Tornabene et al., 2006 ) . A ray of an equivalent-diameter crater on the Moon, designated "SE of Ritz," has been measured at ∼37 radii. Given Mars's higher gravity and atmosphere, the ballistic ranges of ejecta are shorter, and thus one would expect shorter rays. However, this is clearly not the case. As shown between Eqs. (4) and ( (6) of our model, the gravity term cancels out and is absent from the final model. So while ballistic range is indeed shorter on Mars than the Moon, it is not a factor in our analytical model and doesn't affect overall ray lengths. The atmosphere of Mars does not greatly affect fragments larger than 14-20 cm ( Artemieva and Ivanov, 2004 ) , which is smaller than the majority of secondary forming fragments.
There are several key differences between known Martian ray systems and lunar ray systems that may explain the difference in measured lengths. Mars's surface is weathered by aeolian processes acting on short timescales, while the Moon experiences space-weathering by micrometeorite impacts and the solar wind.
Zunil crater is estimated to be less than 5 Ma ( McEwen et al., 2005 ) , while its lunar counterpart, "SE of Ritz", is estimated to be 109-782 Ma, based on our OMAT measurements. Martian ray systems appear to form from impacts in cohesive rock, such as lava flows ( Tornabene et al., 2006 ) , while lunar rays can form from impacts into loose rock or regolith. Further, Martian rays only appear on areas with a thin layer of dust ( McEwen et al., 2005; Preblich et al., 2007 ) . Only 10% of the Martian surface is covered in thin dust, with the rest covered in a much thicker layer ( Preblich et al., 2007 ) . It may be easier to disturb this thin layer of dust than it is to excavate below the lunar skin, leading to long Martian rays that do not depend on secondary cratering, but rather simple surface disturbances. The most probable explanation is a difference in ray definition: Martian rays are thought to largely be the result of thermal differences between local and ejected material, with rays rarely showing albedo differences ( Tornabene et al., 2006 ) , whereas most lunar rays, by definition, have distinct albedo differences. If our proposed third ray regime, high energy shallow excavation, was measured, rays may extend to comparable distances. Robinson et al. (2015) measured surface properties and found disturbed surfaces at 50 radii, with some isolated splotches of material reaching ∼30 0 0 radii. Hayne et al. (2017) developed a thermal inertia map of the Moon using Diviner data and found that rays are prominent high-inertia features. Similar to Tornabene et al. (2006) , this new data set could be used to measure ray length in nonvisible spectrums.
Conclusions
This study mapped 27 lunar craters ranging from 10 m to 84 km in diameter and measured the number of rays, ray lengths, and OMAT of each. We developed a new empirical power-law relationship between ray length and primary crater size. This new fit is slightly steeper than found by Baldwin (1963) . To explain the observational data, we developed an analytical model describing how secondary crater size should change with distance. Our model allows for ray lengths to be predicted for kilometer-sized primary craters. Analysis of our model produces combinations of parameters to match the empirical fit of our study ( Fig. 8 ). This provides a theoretical constraint of ejecta fragment SFDs and fragment densities. We also found that eventually secondary craters become too small to excavate bright, fresh material from beneath the dark lunar "skin." This transition from bright to dark excavated material can be thought of as the end of the visible ray. This secondary crater model was then used to observe how the composition of a ray changes with distance from the primary crater. For larger primary craters, the ejecta become insignificant past the continuous ejecta blanket. Further out, most ray material is locally excavated. On the other hand, rays associated with smaller primary craters seem to be composed of ejecta, leading them to be longer than would be expected based on the empirical relationship. We thus define three regions of ray formation: low-energy deposition , in which primary crater ejecta are deposited on the surface with little excavation, high-energy deep excavation , in which ejecta excavated fresh material from below the lunar surface, and high-energy shallow excavation , in which ejecta simply overturn the dark lunar soil and does not produce a visible ray.
