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Abstract
The k-th moment of the mean empirical spectral distribution (ESD) of the squared unimod-
ular random matrix of dimension N can be expressed in the form N−2k−1Qk(N), where Qk(x)
is a polynomial of degree k + 1 with integer coefficients. We use tools from traffic-free proba-
bility to express the coefficients of this polynomial in terms of the number of quotients, with
a certain property, of some colored directed graphs. The obtained result disproves the formula
conjectured in A. Lakshminarayan, Z. Puchala, K. Zyczkowski (2014).
Keywords: Random Matrices, Non-Commutative Probability, Quantum Information Theory.
1. Introduction
For every positive integer N , define the unimodular random matrix UN as the random square
matrix of dimension N whose entries are i.i.d. complex random variables uniformly distributed
on T, the unitary circle in C. Denote by U∗N the adjoint matrix of UN and define the squared
unimodular random matrix by
ρN :=
1
N2
UNU
∗
N .
The moments of the mean empirical spectral distribution of ρN , i.e. the set of values of the
form E[tr(ρkN )], with k a positive integer and tr denoting the normalized trace, were studied by
Lakshminarayan, Puchala and Zyczkowski in [3] in relation with problems in quantum information
theory. This moments can be written as N−2k−1Qk(N), where Qk(x) is a polynomial with integer
coefficients of degree k+1. Here, we will calculate the injective traffic distribution of the unimodular
ensemble and use it to derive an explicit formula for the coefficients of Qk(x) in terms of certain
combinatorial numbers described in Section 3. In particular, this result disproves the following
conjecture.
Conjecture 1.1. ([3]) For k and N positive integers, it holds that
E[tr(ρkN )]N
−2k−1
k+1∑
j=2
(−1)k−j+1fk−1,k−j+1N
j ,
where fk,j :=
1
k+1
(2k+2
k−j
)(
k+j
j
)
, are the elements of the Borel triangle.
∗This work was supported by CONACYT Grant 222668 and by CIMAT’s (Center for Research in Mathematics,
Guanajuato) scholarship for bachelor’s thesis.
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We acknowledge that this research was motivated by the suggestion made by the first autor in
[3], who communicated that the conjectured formula presented systematic deviations when doing
simulations for values of k beyond 5.
2. The traffic distribution method
The theory of traffic-free probability, introduced by Camille Male in [4], was developed in the
context of free probability and was motivated by the problem of studying the asymptotic freeness
of permutation invariant families of matrices.
Formally, we will analyse the traffic distribution of ρN . This method can be simply thought
as a generalization of the moment method. First we will need to define the notion of K-graph
operation defined by Ce´bron, Dahlqvist and Male in [1]. This concept was originally introduced in
[5] by Mingo and Speicher as the notion of graph of matrices.
Definition 2.1. Let K be a nonnegative integer. A K-graph operation is a directed connected graph
(which may have loops and multiple edges) with K ordered edges, and two distinguished vertices,
which are named input and output, and will be denoted by vin and vout respectively. The input and
the output may be the same.
Intuitively, each K-graph will work as a template to define a multilinear operation that takes K
square matrices of the same size and returns another square matrix of the same dimension. Given
a K-graph g = (V,E, vin, vout) and random matrices A1, . . . , AK of dimension N , we will denote
by Zg(A1 ⊗ · · · ⊗AK) the resulting random matrix of substituting, for r = 1, . . . ,K, each random
matrix Ar in the r-th edge of g, and define it as
Zg(A1 ⊗ · · · ⊗AK)(i, j) :=
∑
κ:V→[N ]
κ(vin)=j,κ(vout)=i
K∏
r=1
Ar(κ(wr), κ(vr)), (1)
where the r-th edge of g goes from the vertex vr to the vertex wr.
For example, if g has vertices v0, v1, . . . , vK , with vin = v0 and vout = vK , and edges (v0, v1),
. . . , (vK−1, vK), then Zg(A1 ⊗ · · · ⊗AK) is the usual product of matrices AKAK−1 · · ·A1. The set
of all K-graph operations, with K running over all nonnegative, is denoted by G.
The traffic distribution of a family of random matrices A = (Ai)i∈I , with Ai of fixed dimension
d, is the set of values of the form
E[tr(Zg(A
ε1
i1
⊗ · · · ⊗AεKiK ))],
where g runs over all elements in G, and for each K-graph, the indices i1, . . . , iK are non necessarily
distinct elements in I, while the εi are elements in {1, ∗}. Note that in particular, the traffic
distribution contains all the information of the mixed moments of the family A.
Given a K-graph operation g = (V,E, vin, vout), denote by G = (V
′, E′) the directed graph
obtained by identifying the input and the output of g, and forgetting the input and output labels.
Then, from (1) we can see that
tr(Zg(A1 ⊗ · · · ⊗AK)) =
1
N
∑
κ:V ′→[N ]
K∏
r=1
Ar(κ(w
′
r), κ(v
′
r)),
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where the v′r and w
′
r are now vertices of G, and (v
′
r, w
′
r) are the directed edges. Note that with this
modification the sum on the right of the latter equation runs over all possible functions on the set of
vertices. This observation allows us to restrict our analysis to directed graphs with ordered edges.
For G a directed connected graph, possibly with loops and multiple edges, with set of vertices V
and with K ordered edges, (v1, w1), . . . , (vr, wr), we denote
τ [G(A1, . . . , AK)] :=
1
N
E
 ∑
κ:V→[N ]
K∏
r=1
Ar(κ(wr), κ(vr))
 .
The function τ is called the traffic state in analogy with the theory of non-commutative probability.
Note that the traffic distribution of a family of random matrices A can also be thought as the set
of values that τ takes when evaluated on all possible directed graphs in which elements of A or A∗
are put in their edges in all possible ways. The injective version of the traffic state, introduced in
[4], is denoted by τ0[·] and is defined by
τ0[G(A1, . . . , AK)] :=
1
N
E
 ∑
κ:V→[N ]
κ injective
K∏
r=1
Ar(κ(wr), κ(vr))
 .
A direct computation proves the following relation between the traffic state and the injective traffic
state.
Lemma 2.1. If G = (V,E) is a directed graph with K ordered edges and A1, . . . , AK are N × N
random matrices, then
τ [G(A1, . . . , AK)] =
∑
pi∈P(V )
τ0[Gpi(A1, . . . , AK)],
where P(V ) denotes the set of partitions of V and for each pi ∈ P(V ), Gpi denotes the quotient
graph induced by pi, that is, Gpi is the graph obtained by taking G and identifying all vertices that
are in a same block in pi, without erasing any edges.
In particular, note that if A is a random matrix, k is a positive integer, and Ck is the directed
cycle of k vertices, we have that
E[tr(Ak)] = τ [Ck(A)] =
∑
pi∈P(k)
τ0[Cpik (A)], (2)
where Ck(A) is a shorthand notation for Ck(A, . . . , A).
In Section 2.3 of [1], it is noted that, using the Mo¨bius inversion formula, the traffic state can be
retrieved from the injective traffic state. Hence, these two functionals posses essentially the same
information, nervetheless, when working with random matrices, it is usually easier to compute
the values of injective version of the traffic state, which is known as finding the injective traffic
distribution of the given family of random matrices.
3
3. The formula
Once we have equation (2), to find the wanted formula it will be enough to study for every k and
every pi ∈ P(k), the value of τ0[Cpik (ρN )]. To do this we will study the injective traffic distribution
of the unitary ensemble UN . The latter is possible do to the fact that the mixed moments of the
uniform probability measure on T have a nice formula. Explicitly, for k and l non negative integers
1
2pi
∫
T
zkzldz = δkl. (3)
Let G = (V,E) be a directed connected graph. To every edge e ∈ E we will assign either UN
or U∗N . Fix a labeling of this sort and denote it by G(UN , U
∗
N ). Given G(UN , U
∗
N ), let c : E →
{red,blue}, be the coloring of G such that c(e) = red if e is labeled with UN and c(e) = blue if e
is labeled with U∗N . Let E1 = {e ∈ E : c(e) = red} and E2 = {e ∈ E : c(e) = blue}. Denote by
Gˆ(UN , U
∗
N ) the resulting colored graph.
U∗N U∗N U
∗
N
UN
UN
Figure 1: A labeled graph with its respective colored graph (blue arrows are displayed with a
dotted style).
Denote by τ0[G(UN , U
∗
N )] the value of the injective traffic state evaluated on G with the fixed
choice of assignments of UN and U
∗
N to the edges. We have
τ0[G(UN , U
∗
N )] =
1
N
∑
κ:V→[N ]
κ injective
E
 ∏
(u,v)∈E1
UN (κ(v), κ(u))
∏
(r,s)∈E2
UN (κ(r), κ(s))
 . (4)
Note that since the expectation of the product of independent random variables factorizes, by
(3) each term in the sum in the right of (4) is either 0 or 1. Now we will characterize those terms
that do not vanish in terms of the structure of G and the coloring c, for this we need the next
definition.
Definition 3.1. A connected directed graph colored in red and blue is called a double directed
colored graph (d.d.c.g.), if for every u, v ∈ V , not necessarily distinct, the number of red edges
going from u to v is equal to the number of blue edges going from v to u. We will denote the family
of d.d.c.g’s by D.
Lemma 3.1. Let κ : V → [N ] be injective. Then
E
 ∏
(u,v)∈E1
UN (κ(v), κ(u))
∏
(r,s)∈E2
UN (κ(r), κ(s))
 6= 0, (5)
if and only if the resulting colored graph Gˆ(UN , U
∗
N ) = (V,E, c) is in D.
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Figure 2: In the previous figure blue arrows are displayed with a dotted style. The graph on the
left is a d.d.c.g. On the other hand, the graph on the right is not a d.d.c.g. because there is one
red edge going from u to v but no blue edge going from v to u.
Proof. Since κ is injective, for any {u, v} and {r, s} different sets of vertices, the sets {κ(u), κ(v)} and
{κ(r), κ(s)} are different. In this case, given that the entries of UN are independent, U
ε1
N (κ(u), κ(v))
and U ε2N (κ(r), κ(s)) are independent random variables, for any ε1, ε2 ∈ {1, ∗}.
Hence, edges with different endpoints contribute with independent random variables in the
product in (5). Moreover, since UN (i, j) and U
∗
N (k, l) are only dependent if i = l and j = k, we will
have that edges with the same endpoints contribute with dependent random variables only if they
go in the same direction and are of the same color, or if they go in opposite directions and are of
different colors. Hence, the left side of (5) factorizes in the following way∏
u,v∈V
E
[
UN (κ(v), κ(u))
d1 (u,v)UN (κ(u), κ(v))
d2 (v,u)
]
,
where d1(u, v) denotes the number of red edges going from u to v and d2(v, u) the number of blue
edges going from v to u. By (3), the latter product is different from zero only if for every u and v,
not necessarily distinct, it is satisfied that d1(u, v) = d2(v, u), in which case the product equals to
1. Now note that the condition d1(u, v) = d2(v, u) for every u, v ∈ V translates into the condition
Gˆ(UN , U
∗
N ) ∈ D.
Combining (4) with the previous lemma one sees that
τ0[G(UN , U
∗
N )] =
1
N
∑
κ:V→[N ]
κ injective
1{Gˆ(UN ,U
∗
N
)∈D} =
{
(N)|V |
N
if Gˆ(UN , U
∗
N ) ∈ D,
0 otherwise.
where, for j a positive integer, (N)j := N(N − 1) · · · (N − j +1) denotes the Pochhammer symbol.
Now note that if Ck is the directed cycle with k edges and ρN is the squared unimodular matrix,
then τ [Ck(ρN )] = N
−2kτ [C2k(UN , U
∗
N )], where the labeling C2k(UN , U
∗
N ) alternates between UN
and U∗N , i.e. the resulting colored graph Ĉ2k(UN , U
∗
N ) alternates between red and blue. From the
characterization of the injective traffic distribution obtained before we get that
τ [C2k(UN , U
∗
N )] =
1
N
∑
pi∈P(2k)
1
{Ĉpi
2k
(UN ,U
∗
N
)∈D}
(N)|pi|.
5
Denote by F(2k, j) the number of partitions pi ∈ P(2k) with j blocks and such that Ĉpi2k ∈ D. Since
C2k has 2k edges, if |pi| > k + 1, then Ĉ
pi
2k can not be a d.d.c.g., so F(2k, j) = 0 for all j > k + 1.
From what we have developed until now it follows that
E[tr(ρkN )] = τ [C2k(UN , U
∗
N )] = N
−2k−1
k+1∑
j=1
F(2k, j)(N)j . (6)
3.1. The Pochhammer symbols and the change of basis
The formula that we have provided for N2k+1E[tr(ρkN )] is clearly a polynomial in N , nevertheless,
it is not clear what its coefficients are, which, for example, makes it difficult to compare to the
conjecture made in [3].
In traffic-free probability, the Pochhammer symbols appear frequently, so it is convenient to
be able to go from the Pochhammer symbols to the monomials of the form Nk and vice versa.
More precisely, the family of polynomials {(x)j}
∞
j=0, where (x)0 := 1, form a basis for the space of
polynomials. Below we will provide the formulas to change from the Pochhammer symbols basis
to the usual basis {xj}∞j=1 and to do the reverse process as well.
We will denote the k-th symmetric elementary polynomial in n variables by ek(x1, . . . , xn), i.e.
ek(x1, . . . , xn) :=
∑
1≤j1<j2<···<jk≤n
xj1 · · · xjk ,
when 1 ≤ k ≤ n, and define e0(x1, . . . , xn) := 1 and ek(x1, . . . , xn) = 0 for k > n. Using the Vieta
relations, for k > 0 we get that
(x)k =
k∑
j=1
(−1)k−jek−j(1, . . . , k − 1)x
j ,
which yields the following result.
Lemma 3.2. If
∑n
j=1 ajx
j =
∑n
j=1 bj(x)j then aj =
∑n
k=j(−1)
k−jek−j(1, . . . , k − 1)bk for every
j = 1, . . . , n.
To change from the usual basis to the Pochhammer basis we will use the following well known
combinatorial identity
Nk =
k∑
j=1
{
k
j
}
(N)j ,
where the numbers
{
k
j
}
are the Stirling numbers of the second kind, which denote the number of
partitions with j blocks of a set with k elements. This equality can easily be proven by a double
counting argument for every positive integer N . Since it is valid for an infinite number of values it
also holds as an equality of polynomials, yielding the following result.
Lemma 3.3. If
∑n
j=1 ajx
j =
∑n
j=1 bj(x)j then bj =
∑n
k=j
{
k
j
}
ak, for every j = 1, . . . , n.
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If we assume that the Conjecture 1.1 is true, we get the following equality for every positive
integers k and N
k+1∑
j=1
F(2k, j)(N)j =
k+1∑
j=2
(−1)k−j+1fk−1,k−j+1N
j ,
using Lemma 3.3 we get that the latter is equivalent to
F(2k, j) =
k+1∑
r=j
(−1)k−r+1
{
r
j
}
fk−1,k−r+1. (7)
The above formula turns out to be true for all j when k ≤ 5. Making use of a computer to do the
calculations, for k = 6 and j = 3, we obtained that the right hand side is 10988 while F(6, 3) is
actually 11000. This disproves the conjecture.
On the other hand, we can use Lemma 3.2 to obtain a formula in the usual basis, yielding the
following theorem.
Theorem 3.1. For every k and N positive integers we have that E[tr(ρkN )] = N
−2k−1
∑k+1
j=1 ajN
j,
where
aj =
k+1∑
r=j
(−1)r−jer−j(1, . . . , k)F(2k, j). (8)
4. Final remarks
We used a computer to calculate the values of F(2k, j). Since the conjecture was based in the first
four values of k, it is not a surprise that equation (7) holds for all j when k ≤ 4. However, it was
surprising that it also turned out to be true when k = 5, but not true in general for greater values
of k. It is also worth remarking how small is the error of the proposed formula for F(2k, j) when
k is small and that in fact it is always true for the cases F(2k, 1),F(2k, 2) and F(2k, k + 1) 1.
In this article we append two tables; one of them presenting the values of F(2k, j) for all
1 ≤ k ≤ 11 and all 1 ≤ j ≤ k + 1, the other table presents the respective values of the right hand
side of (7). We believe that the right hand side of (7) is actually counting a proper subfamily of the
partitions whose associated quotient is a d.d.c.g., this is supported by the fact that the proposed
formula has been always seen to be less or equal than F(2k, j). When there are few blocks, say one
or two, or when they are too many, say k + 1 or k, the partitions whose associated quotient is a
d.d.c.g. have a very ordered structure. On the other hand, when there are more than two blocks,
but not too many, and we have enough vertices, i.e. k is big, the partitions that satisfy the wanted
property have no particular structure at all. We think that it is in this case when “rare” partitions
appear that are not counted by the proposed formula.
Below we show the explicit coefficients in the formula (8) when k = 6 and k = 7.
N13E[tr(ρ6N )] = 132N
7 − 495N6 + 772N5 − 624N4 + 262N3 − 46N2.
1It is trivial that F(2k, 1) = 1, on the other hand, using the series expansion definition of fk,j given in [2]
(Definition 2.2), it can be shown directly that the right hand of (7) is 1 when j = 1, showing that formula (7) holds
for j = 1. With less ease, but with elementary combinatorial methods it can be shown that F(2k, k + 1) = 1
k+1
(
2k
k
)
and that F(2k, 2) =
(
2k
k
)
− 1. The latter equation, together with equation (6) yields that when N = 2 the k-th
momment of the ESD of the squarred unimodular matrix is 2−2k−1
(
2k
k
)
, confirming that in this case, the ESD is the
arcsine distribution supported in [0, 2].
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N15E[tr(ρ7N )] = 429N
8 − 2002N7 + 4039N6 − 4550N5 + 3073N4 − 1204N3 + 216N2.
Finally, we warn the reader that several attempts were made, using the On-line Encyclopedia
of Integer Sequences, to find explicit formulas for the numbers F(2k, j) with j different from 1, 2,
k and k + 1, and to find formulas for the coefficients given in Theorem 3.1 for the monomials N j
with j different from 0, 1, k and k + 1 . It was not even possible to arrive to a conjecture, making
us believe that there is no “nice” general formula for the numbers F(2k, j) nor for the moments of
the mean ESD of ρN .
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2k = 2 2k = 4 2k = 6 2k = 8 2k = 10 2k = 12 2k = 14 2k = 16 2k = 18 2k = 20 2k = 22
j = 1 1 1 1 1 1 1 1 1 1 1 1
j = 2 1 5 19 69 251 923 3431 12869 48619 184755 705431
j = 3 2 24 202 1520 11000 78806 566234 4105320 30114712 223707242
j = 4 5 112 1665 21121 249137 2840928 31954529 358556005 4040139741
j = 5 14 510 11827 226205 3918842 64318998 1025094615 16099942903
j = 6 42 2277 76111 2044444 48721602 1081809409 23011155057
j = 7 132 10010 456456 16387776 513317334 14774891956
j = 8 429 43472 2596596 120110865 4781025480
j = 9 1430 186966 14177490 821327364
j = 10 4862 797810 74918558
j = 11 16796 3382456
j = 12 58786
Table 1: Values of F(2k, j).
2k = 2 2k = 4 2k = 6 2k = 8 2k = 10 2k = 12 2k = 14 2k = 16 2k = 18 2k = 20 2k = 22
j = 1 1 1 1 1 1 1 1 1 1 1 1
j = 2 1 5 19 69 251 923 3431 12869 48619 184755 705431
j = 3 2 24 202 1520 10988 78428 559130 4001136 28795012 208515164
j = 4 5 112 1665 21109 248339 2813712 31278521 344578585 3783013707
j = 5 14 510 11825 225862 3896970 63425538 996691265 15328496106
j = 6 42 2277 76076 2039128 48338310 1062780789 22255811424
j = 7 132 10010 456092 16327752 508232748 14469523530
j = 8 429 43472 2593656 119555220 4725337221
j = 9 1430 186966 14157090 816841806
j = 10 4862 797810 74790650
j = 11 16796 3382456
j = 12 58786
Table 2: Conjectured values from equation (7).
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