Event time models predict occurrence times of an event of interest based on known features. Recent work has demonstrated that neural networks achieve state-of-the-art event time predictions in a variety of settings. However, standard event time models suppose that the event occurs, eventually, in all cases. Consequently, no distinction is made between a) the probability of event occurrence, and b) the predicted time of occurrence. This distinction is critical when predicting medical diagnoses, equipment defects, social media posts, and other events that or may not occur, and for which the features affecting a) may be different from those affecting b). In this work, we develop a conditional event time model that distinguishes between these components, implement it as a neural network with a binary stochastic layer representing finite event occurrence, and show how it may be learned from right-censored event times via maximum likelihood estimation. Results demonstrate superior event occurrence and event time predictions on synthetic data, medical events (MIMIC-III), and social media posts (Reddit), comprising 21 total prediction tasks.
Introduction
The modeling of event times, also known as failure or survival times, is ubiquitous in biostatistics and medicine, economics, operations research, and other fields. Common approaches include the Cox proportional hazards (Cox-PH) model (Cox, 1972) , which assumes the effect of features is multiplicative on the hazard rate, and the accelerated failure time (AFT) model (Wei, 1992) , in which features accelerate or decelerate the event time density. A key characteristic of event time models, including Cox-PH and AFT, is that they are capable of learning from censored event times, particularly right-censored events, wherein the event time is known only to be above a given value. Right-censored events are common in real-world applications, in which events cannot be observed indefinitely.
A number of neural-network-based variations on established event time models have been shown to improve the resulting event time predictions, including several based on Cox-PH (Zheng et al., 2019; Katzman et al., 2018b; Kvamme et al., 2019b) , and others designed for time-series features (Ren et al., 2019; Lee et al., 2018) . Other neural-network-based models have used alternative loss functions; for example, Chapfuwa et al. (2018) used a nonparametric, adversarially trained model to obtain more accurate event time predictions. Recent interest in these models reflects the wide range of problems to which they can be applied, and the importance of learning from censored observations rather than discarding them. However, the standard event time framework, which is shared by the examples above, makes the strong assumption that events of interest will occur, eventually, in all individuals (Kalbfleisch & Prentice, 2011) . This assumption, while justified when predicting time of death, for example, limits effectiveness in settings in which censored event times are observed, but events occur only in a subset of the population. These settings include prediction of medical diagnoses, physical activities, social media activities, interest in specific media content, and many others. In each case, event time models cannot distinguish between a) the probability of event occurrence, and b) the time of occurrence, as well as the factors that impact the former versus the latter.
As a motivating example, we consider the problem of medical diagnosis, in which many patients are lost to followup, and consequently their subsequent diagnostic status is unknown. If a binary classifier is chosen to predict diagnosis, the population must be limited to individuals with adequate follow-up, resulting in substantial loss of training data. Moreover, these individuals may be systematically different from others, leading to biased predictions (von Allmen et al., 2015) . If an event time model is applied, on the other hand, factors affecting the time to diagnosis, which include socioeconomic status, racial/ethnic status, and access to care (Dovidio & Fiske, 2012) , are conflated with physiologic factors relevant to the underlying condition.
In this work, we address these limitations by formulating a novel conditional event time framework. Further, we develop a neural conditional event time model in which event occurrences are drawn from a multivariate Bernoulli distribution, i.e., binary stochastic layer, and event times arXiv:2004.01376v1 [stat.ML] 3 Apr 2020 are predicted with a neural accelerated failure time model conditioned on event occurrence. This approach provides distinct event occurrence and event time predictions, leading to substantially improved prediction performance in both cases.
We evaluate our model on synthetic data, prediction of 10 clinically important events from MIMIC-III (Johnson et al., 2016) , and prediction of user submissions to popular subreddits, e.g., r/worldnews, from reddit.com, a leading news and web content aggregator. Model predictions are compared to a standard, i.e., not conditional, neural event time model as well as binary classification of observed event occurrences, with emphasis on predicted event probabilities. This work, a novel generalization of the event time framework, leverages gradient estimation methods to predict medical conditions, user preferences, and other characteristics not yet observed; and to distinguish the presence of these characteristics from the rate at which they manifest.
Related Work
Neural-network-based (not conditional) event time models have been used to stratify patient risk (Ranganath et al., 2016) and recommend treatment based on electronic health record data and other clinical data (Katzman et al., 2018b) , detect online fraud , and predict survival based on blood serum biomarkers (Kvamme et al., 2019b) . Many of these examples are based on Cox-PH (Cox, 1972) , but the effect of features is modeled via neural networks Katzman et al., 2018b) . In contrast, Ranganath et al. (2016) develop a generative model incorporating the Weibull distribution, whereas Chapfuwa et al. (2018) use an adversarial approach to generate nonparametric event time distributions. Additionally, Ren et al. (2019) use a recurrent neural network to predict event risk based on time-series data, and Lee et al. (2018) use a concordancebased loss function that accounts for competing risks, in which only one of several events of interest may occur.
Conditional event time distributions were explored by Elandt- Johnson (1976) and later used in biostatistics to predict long-term versus short-term survival (Farewell, 1982) and oncology outcomes (Gaynor et al., 1993) . However, scaling the conditional event time framework to large datasets with many interrelated events of interest requires gradients of the event occurrence model to be backpropagated across a multivariate Bernoulli distribution, i.e., binary stochastic layer. While high-variance gradient estimates can be obtained using the score function estimator (Williams, 1992) , a number of lower-variance yet unbiased estimators have been developed more recently (Tucker et al., 2017; Grathwohl et al., 2017; Yin & Zhou, 2019) . Alternatively, Jang et al. (2016) and Maddison et al. (2016) introduce a continuous relaxation of the categorical distribution that results in biased gradient estimates, but allows gradients to be backpropagated directly.
Conditional Event Time Models
Here we introduce the conditional event time (CET) framework, distinguish it from other event time models, and show how conditional event time models may be implemented via neural network with a binary stochastic layer to predict the occurrence of multiple interrelated events on large datasets.
Event Time Framework
Suppose we have N data points in triplets of the form
where the x i ∈ R d are d features associated with individual i, the t i ∈ (0, ∞) are associated event times, and the s i ∈ {0, 1} denote whether the t i are true event times or right-censoring times. We begin with a single event of interest to simplify our notation, then extend to the more general case in which there are M events of interest.
Let F i ∈ (0, ∞) and G i ∈ (0, ∞) denote random variables associated with events and censoring, respectively, for individual i. We suppose the F i are drawn independently from event time distribution f θ (t|x i ), which has associated
Similarly, the G i are drawn independently from the unknown censoring density g i (t i ), which has associated survivor function
Our time observations correspond to random variables T i ∈ (0, ∞) and S i ∈ {0, 1}, where T i = min(F i , G i ) and S i = 1(T i = F i ) indicates whether T i corresponds to an event time (s i = 1) or a censoring time (s i = 0). We suppose the F i and G i are mutually independent given x 1 , ..., x N , implying that a) event times for individuals i and j are conditionally independent given x i and x j , and b) censoring is non-informative, meaning that observing s i = 0 implies only that the event occurred after t i .
The likelihood of observing a particular {t i , s i } conditioned on features x i is then given by the following:
(1) Note that the g i (·) do not depend on θ, therefore parameters θ of the event time model may be chosen to maximize the likelihood as follows:
When there are M events of interest, we suppose the event times t i ∈ (0, ∞) M are independent given x 1 , ..., x N , resulting in the following joint density p θ (t i , s i |x i ):
The corresponding maximum likelihood estimate is then:
For further details, see Kalbfleisch & Prentice (2011) . Importantly, events 1, . . . , M are viewed as independent (given x i ), rather than competing events.
Conditional Event Time
In the conditional event time framework, we are interested in the hidden variable c i ∈ {0, 1}, which indicates whether an event of interest will ever occur in individual i. This variable may be viewed as an underlying medical condition, equipment defect, or other characteristic of interest that will eventually manifest given sufficient time. When c i = 1, the associated event time F i is finite, whereas when c i = 0, it is not. As before, we begin with a single event of interest to simplify notation.
Since t i may not be finite, we augment the domain of F i such that F i ∈ (0, ∞) ∪ {∞}, whereas the censoring time G i remains finite.
We would like to have a model p φ (c i |x i ), parameterized by φ, for the probability P (F i < ∞|x i ) that the event will ever occur in individual i. We suppose the c i depend on x i and follow a Bernoulli distribution:
where σ(·) denotes the logistic function and h φ (·) : R d → R is a function with parameters φ to be learned along with θ, i.e., the parameters of the event time function.
When c i = 1, the standard event time model (described previously) applies. Alternatively, when c i = 0 the observed time t i is guaranteed to be a censoring time, therefore P (s i = 1|c i = 0,
, the density of censoring times. Consequently, p θ (t i , s i |c i , x i ) consists of the following four terms:
In practice, we penalize incorrect prediction of s i = 1 when c i = 0 by assigning a small probability 0 < 1 to P (F i < ∞|c i = 0), where is a hyperparameter of our model tuned on the validation set. Combining the four terms in (6) yields the following expression for p θ (t i , s i |c i , x i ):
which may be simplified (see Appendix) as follows after removing terms that do not depend on θ or c i , including g i (·) and G i (·):
We then use Jensen's inequality to maximize a lower bound on the expected log-likelihood over the latent variables c i :
When there are M events of interest, rather than a single one, we suppose the c j i are independent given x i and drawn from a multivariate Bernoulli distribution:
where h φ (·) : R d → R M describes the log-odds of all M events. In parallel with equations (3) and (4), we expand p θ (t i , s i |c i , x i ) to obtain the following lower bound on the log-likelihood:
Importantly, when M events are present, the fact that one event will (eventually) occur, i.e., c j i = 1 for some j, affects the timing of other events. Thus we have f θ (t i |x i , c i ) rather than f θ (t i |x i ). This is critical when predicting medical diagnoses, for example, wherein the presence of a given condition may affect health services use or providers' ability to recognize other conditions. Importantly, however, this dependence requires that ∇ φ log(p θ,φ (D)) be backpropagated through samples from a multivariate Bernoulli distribution.
Event Occurrence as a Binary Stochastic Layer
We instantiate h φ (x i ) and the parameters of the event time distribution f θ (t i |x i , c i ) as neural networks, allowing our conditional event time model to be learned via backpropagation. The form of f θ (·) chosen for our experiments is described in the next section, however, the conditional event time framework permits a range of parametric distributions to be used. Learning the parameters θ and φ therefore requires us to calculate both ∇ θ log p θ,φ (D) and ∇ φ log p θ,φ (D) from equation (11). The former may be estimated directly based on samples of c, but the latter must be backpropagated across these samples, drawn from a multivariate Bernoulli distribution, which is not differentiable.
To estimate ∇ φ log p θ,φ (D), we take advantage of recently developed gradient estimators for categorical and Bernoulli random variables. Specifically, we explore both the Gumbel-Softmax estimator developed concurrently by Jang et al. (2016) and Maddison et al. (2016) , which is a continuous (and differentiable) relaxation of the categorical distribution; as well as the Augment-Reinforce-Merge (ARM) estimator (Yin & Zhou, 2019) , which provides an unbiased, lowvariance gradient estimate for the multivariate Bernoulli distribution specifically. Although conditional event time models have been proposed in the past, as previously described, these developments allow them to be applied to large datasets containing a large number of features and interrelated event occurrences. This is critical to their application to the problems we have described, including diagnosis of multiple medical conditions from the electronic health record, and prediction of user interests from social media activity or in recommender systems.
Accelerated Failure Time
We model the event time distribution f θ (·) using the accelerated failure time (AFT) model originally proposed by Wei (1992) . This model supposes that a baseline survival function F 0 (t) is scaled uniformly by the effect of features x such that F θ (t i ) = F 0 (µ(x i ) · t i ). Consequently, the density f θ (t i |x i ) may be written as µ(x i )f 0 (µ(x i ) · t i ), and the log-transformed event time random variable F i satisfies:
When ε is chosen to be normally distributed, i.e., ε ∼ N (0, 1), f θ is log-normal with mean and standard deviation given by µ(x i ) and ν i , respectively.
To account for the dependency of both the scale and uncertainty of event time predictions on x, we instantiate µ(x i ) and ν(x i ) in (12) using neural networks with parameters θ µ and θ ν , respectively, where θ = {θ µ , θ ν }, µ(x i ) = NN(x i ; θ µ ), and ν(x i ) = exp (NN(x i ; θ ν )).
When predicting M events of interest, we have µ(·) :
. This approach provides a simple, flexible event time distribution capable of making accurate event time predictions, as we will show. Having described the conditional event time model, we now present experimental results.
Experiments
We describe our experimental methods, including performance metrics, baseline models, datasets, and training and evaluation procedures. We perform experiments on one synthetic and two real-world datasets, comprising a total of 21 distinct prediction tasks.
Performance Metrics
AUC The area under the receiver operating characteristic (AUC) assesses binary classification performance of the learned p φ (c|x) in predicting whether events of interest will ever occur. It is calculated using standard methods based on the predicted p φ (c|x) and true c, on the test set.
Mean Relative Absolute Error (MRAE) The accuracy of event time predictions was assessed on the test set by normalizing the absolute error of predictions by the event range, i.e., |t −t|/t max , wheret is the predicted event time. For censored events, predictions are penalized only if the predicted time is before the censoring time, therefore the relative absolute error is defined as max(0, t −t)/t max .
Concordance Index (CI) Correct ordering of event time predictions was assessed using the concordance index (CI) developed by Harrell Jr et al. (1984) , which quantifies the degree to which the order of predicted event times is consistent with the true event times. Pairs of event times contribute to the CI only if a) both event times are known, or b) one event time is known, the other is censored, and the known event time occurs before the censoring time.
Baseline Models
We compare the performance of our neural conditional event time model (CET) to a) a neural event time model (ET), and b) a binary classifier (BC) trained to predict whether events are observed, i.e., s. These represent the available alternatives to CET. All three performance metrics are evaluated on the ET models, but only the AUC can be evaluated on the binary classifier, which does not predict event times. The ET model matches the baseline model used in Chapfuwa et al. (2018) and is similar to the deep survival models used by Katzman et al. (2018a) and Kvamme et al. (2019a) , but we use the accelerated failure time model from CET rather than a Cox proportional hazards framework (Cox, 1972) .
Our aim is to evaluate differences between CET, ET, and BC rather than the impact of specific neural network architectures or hyperparameters, therefore, all neural network layers and model hyperparameters are identical between the CET model and the two baselines. Thus, the ET model p θET (t, s|x) matches the event time component p θCET (t, s|c, x) of CET with the exception of the additional input c, and the BC model matches p φ (c|x) from CET.
Datasets
Here we describe the three datasets used in our experiments. Experimental results are presented in the next section.
SYNTHETIC
To illustrate the advantage of the CET model over alternative approaches when learning from censored data, we construct a simple, synthetic dataset with five features and two events of interest. The eventual occurrence of the first event depends only on the first two features, as shown in the top left panel of Figure 2 , whereas the eventual occurrence of the second event depends only on the second two features, as shown in the bottom left panel of Figure 2 . The timing of both events (expected log-time), however, depends linearly on a fifth feature drawn from a standard normal distribution. Training, validation, and test sets contain 24k, 8k, and 8k samples, respectively. Censoring times are uniformly distributed over the full range of event times.
MIMIC-III
MIMIC-III (Medical Information Mart for Intensive Care), is a de-identified, accessible dataset of intensive care unit stays at the Beth Israel Deaconess Medical Center between 2001 and 2012 (Johnson et al., 2016) . With this dataset, we aim to predict whether and when each of 10 important but non-routine laboratory measurements will be collected for the first time based on physiologic and other measurements from the first 24 hours. Laboratory measurements were selected among those rarely observed in the first 24 hours based on our assessment of their diagnostic and clinical relevance. For example, observing a "WBC, CSF" measurement suggests that a lumbar puncture has been performed. All 10 laboratory measurements and their rates of occurrence among MIMIC-III stays are presented in Table 1 .
The most common chart events (80 total), lab measurements (30 total), and output events (10 total) occurring within the first 24 hours of admission among all stays in the training set were used as features for the prediction tasks. We ensured that lab measurements selected as events were excluded, but these measurements were not among the 30 most common and were typically observed beyond 24 hours. All measure- Event times were censored uniformly over the interval (0, 2 · t j median ), where t j median is the median event time at which measurement j was first collected. Note that artificial censoring is critical to our performance evaluation, which requires ground truth event occurrence labels that are distinct from observed events in the training data. MIMIC-III was chosen for its completeness, which allows this ground truth to be determined. In contrast, CET is designed to be effective on datasets with many censored events.
REDDIT
Reddit is a web content aggregator and discussion forum with approximately 330 million users as of April 2018 (Pardes, 2018) . With this dataset, we aim to predict whether and when users will post to each of 9 different subreddits for the first time based on their prior comment history. Subreddits were hand-selected among those with at least 100k subscribed Reddit users, and all data were collected using the pushshift.io API. Submission histories prior to Jan 2020 were collected and grouped by user, and individual comment histories from June 2005 to Nov 2017 were collected for all users that posted to at least one of the 9 subreddits. Users with 20 or more comments prior to their first submission to any of the 9 subreddits were included in the final dataset, which included 492,059 total Reddit users. The number of total subscribers to each subreddit and the proportion of our sample who posted to it are presented in Table 2. For the prediction tasks, the first 20 comments from each Reddit user were encoded using Google's Universal Sentence Encoder (Cer et al., 2018) . Embedded comments were refined via a single fully-connected layer with tanh activation, then aggregated via max and average pooling (Shen et al., 2018) . The average time between comments and average comment length (batch-normalized) were used as additional features. Submission times were censored uniformly over the interval (0, 2 · t j median ), where t j median is the median submission time to subreddit j. Similar to MIMIC-III (4.3.2), this provides ground truth event occurrence labels that are distinct from observed events in the training data.
Training and Evaluation
For all tasks, data were partitioned into training (60%), validation (20%), and test (20%) sets. Our aim is to illustrate differences between CET and alternative approaches, therefore we utilize simple multilayer perceptron architectures with a single hidden layer (ReLU activations) for the functions h φ (·), µ(·), and ν(·). All hyperparameters including hidden layer width, Gumbel-Softmax temperature, number of c i samples, Gumbel-Softmax versus ARM estimator, and the penalty (see 3.2) were tuned to maximize AUC on the validation set. Hyperparameters were then fixed, and all models (CET and baselines) were evaluated 10 times on the test set. Reported performance measures are the mean and standard deviation of each measure over all 10 runs. All models were implemented in Tensorflow 1.10 (Abadi et al., 2016) and trained via backpropagation with the Adam optimizer (Kingma & Ba, 2014 ) and a batch size of 400, learning rate of 3 × 10 −4 , and dropout rate of 0.5.
Experimental Results
Prediction performance (AUC, MRAE) aggregated across all tasks in each dataset is shown in Figure 1 . Results show that CET effectively predicts event occurrence despite learning from censored events, with superior performance (AUC, MRAE) compared to ET and BC.
Synthetic
Results on our synthetic dataset (see Table 3 ), illustrate superior performance of the CET framework compared to existing baselines in a) predicting the probability of event occurrence, and b) making accurate event time predictions despite using a simple, parametric event time model. The left panels of Figure 2 show that a simple multilayer perceptron classifier trained directly on known event occurrences (i.e., c) effectively separates (AUC≈1) individuals in whom the event does versus does not occur in both tasks. Importantly, this information is not available to the CET and baseline models, which are trained on censored event times. The middle left panels show that CET also separates these groups effectively despite learning from censored event times only. In contrast, BC (right panels) cannot distinguish between cases that have been censored and cases in which the event never occurs. Similarly, although the ET model is able to learn from censored events, it conflates low event probabilities with high event times, leading to poor classification performance (middle right panels). Figure 2 was generated with a lower noise setting compared to the quantitative results, providing clearer separation between groups that allows classification performance to be visualized more effectively. Compared to the ET model, CET also makes substantially more accurate event time predictions, as shown in Table 3 . This results from the fact that ET must predict a high event time, rather than a low event probability, for individuals in whom the event is not likely to occur. Consequently, when events do occur in these individuals, the event times predicted by ET are highly inaccurate. In contrast, CET distinguishes between event probabilities and event times, allowing it to maintain accurate predictions in these cases.
The CI is similar between the CET and ET models, but consistently higher for ET. This suggests that the ET model is more effective in correctly ordering observed, i.e., non- Figure 2 . Prediction of event occurrence on synthetic data. censored, events. These results are consistent with the fact that the ET objective is designed solely to optimize this ordering, whereas the CET objective also seeks to optimize the predicted probability of event occurrence. Results on all datasets use the Gumbel-Softmax estimator with temperature fixed to 0.3, which was found to optimize AUC on the validation sets.
MIMIC-III
MIMIC-III results are consistent with the synthetic dataset: the CET model predicts event occurrence more effectively than ET or BC, and also predicts event times more accurately than ET, but with lower concordance index compared to ET (see Table 4 ). However, the degree of these differences is larger than found on the synthetic data. In particular, event time predictions made by ET are highly inaccurate, which may be due to the high variance and long tail of event times in most of the tasks. Direct prediction of known event occurrences yields AUCs ranging from 0.74 (TSH) to 0.90 (Intubation) with an average of 0.80. It is notable that performance on most tasks is high, demonstrating that important diagnostic tests ordered by care providers can be effectively predicted based on patient profiles over the first 24 hours, even when many events are censored. Although censoring is artificial on MIMIC-III, it is natural in most medical prediction settings, wherein many patients are lost to follow-up before events of interest can be observed. Moreover, follow-up rates are often correlated with events of interest, leading to biased results when these patients are removed from the dataset. The CET framework allows event occurrence to be predicted effectively in all patients, not just those who have been followed for a sufficiently long period.
Reddit
Reddit results remain consistent with previous experiments. Event occurrence probabilities predicted by CET are superior to those predicted by ET and BC, as measured via AUC, and event time predictions are more accurate than those predicted by ET. On the other hand, ET orders events more effectively than CET, as measured via CI (see Table 5 ).
Direct prediction of known event occurrences, i.e., subreddit posts, yields AUCs ranging from 0.64 (r/ADHD) to 0.94 (r/worldnews), with an average of 0.71. Good prediction performance, although not as high compared to MIMIC-III, suggests that Reddit users' tendency to post to specific subreddits -including several related to mental health, (e.g., r/ADHD, r/depression, r/mentalhealth, r/SuicideWatch), can be predicted effectively from a small number of early comments. Prediction performance may be substantially higher when using a more sophisticated natural language model, whereas our current aim was to demonstrate the advantages of CET compared to alternative learning frameworks.
The CET model learns from censored event times to predict the probability that users will post to a given subreddit. This is particularly advantageous when predicting mental health status, as many users with mental health problems may discontinue social media activity before they might otherwise decide to post. Good prediction performance also suggests that CET might be effective for predicting other social media activity, or in recommender systems that predict user interest in specific media content.
Conclusion
In this work we have presented conditional event time models, argued that they are advantageous when modeling event occurrence and event times in a variety of real-world settings, and described how they can be implemented as a neural network with a binary stochastic layer representing the unknown, eventual occurrence of each event of interest. Results demonstrate that CET yields superior event occurrence probabilities and event time predictions compared to alternative approaches across one synthetic and two real-world datasets comprising a total of 21 distinct prediction tasks. Learning of CET models on large-scale datasets is facilitated by recent, improved methods for estimating gradients across categorical variables in neural networks. We believe CET, rather than alternative event time models, should be preferred when learning from multiple censored events, particularly when accurate prediction of eventual event occurrence is a primary goal. Future work will focus on evaluating CET in additional real-world settings, including prediction of medical diagnoses, wherein learning event occurrence probabilities from censored events is critical to avoid selection biases that may otherwise confound results.
