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Abstract—For a wireless sensor network (WSN) with a large
number of low-cost, battery-driven, multiple transmission power
leveled sensor nodes of limited transmission bandwidth, then
conservation of transmission resources (power and bandwidth) is
of paramount importance. Towards this end, this paper considers
the problem of power scheduling of Kalman filtering for general
linear stochastic systems subject to data packet drops (over
a packet-dropping wireless network). The transmission of the
acquired measurement from the sensor to the remote estimator
is realized by sequentially transmitting every single component
of the measurement to the remote estimator in one time period.
The sensor node decides separately whether to use a high or
low transmission power to communicate every component to
the estimator across a packet-dropping wireless network based
on the rule that promotes the power scheduling with the least
impact on the estimator mean squared error. Under the cus-
tomary assumption that the predicted density is (approximately)
Gaussian, leveraging the statistical distribution of sensor data, the
mechanism of power scheduling, the wireless network effect and
the received data, the minimum mean squared error estimator is
derived. By investigating the statistical convergence properties of
the estimation error covariance, we establish, for general linear
systems, both the sufficient condition and the necessary condition
guaranteeing the stability of the estimator.
Index Terms—Power scheduling, Kalman filtering, data packet
drops, wireless sensor networks, linear stochastic systems, stabil-
ity.
I. INTRODUCTION
With the groundbreaking advances of microsensor technol-
ogy and wireless communication technology, wireless sensor
networks (WSNs) have been found in a plethora of appli-
cations. The proposed and/or already deployed applications
include, but not limited to, battlefield surveillance, intelligent
transportation systems, health care, environment monitoring
and control, disaster prevention and recovery, and more ef-
ficient electric power grids [1]–[7]. However, there are still
some severe limitations in current WSNs that prevent them
from better serving the people, such as, limited power at each
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battery-driven sensor, limited communication ability, limited
computation ability and limited wireless bandwidth [7]. These
limitations will ineluctably bring some challenging problems
to the study of estimation and control over WSNs. Therefore,
it is of great significance to investigate how to conserve
transmission power and bandwidth while achieving a similar
estimation performance.
Towards this end, recurring attention has been paid to the
research of remote estimation under communication resources
(energy constraint and bandwidth) requirement in the last
decade and a multitude of publications can be widely found in
the literature; see, for example, [2]–[24] and references therein.
Among them, by the desire of conserving transmission en-
ergy and bandwidth, various methods regarding measurement
quantization, censoring, and dimensionality-reduction were
specialized in [2]–[6], [8]–[12]. Another creative method in
terms of measurement scheduling has been extensively studied
in [13]–[15], [17]–[22] etc.
To be more specific, owing to the power-limited nature of
wireless sensors and the fact that replacing the exhausted bat-
teries are costly operations and may even be impossible, only a
limited number of measurement transmissions can thereby be
made by the wireless devices in most WSNs applications. In
[13], optimal measurement scheduling policies were devised
for a particular class of scalar Gauss-Markov systems to
minimize the terminal estimation error variance over a given
time horizon T , in which only p < T measurements can
be taken and transmitted to the remote estimator side. In
practical, most commercially available sensor nodes nowadays
have multiple transmission power levels [11] and it is assumed
that high transmission power leads to reliable data flow while
low transmission power may cause unreliable data flow [14]
and therefore data packet drops may occur. The results in [13]
were then recently extended to a special class of high-order
Gauss-Markov systems in [15], where both the sensor energy
constraint and data packet drops were taken into account
and furthermore, two scenarios in terms of sensor nodes
with limited or sufficient computation capacity are considered.
Under some appropriate conditions, the optimal schedulers
derived indicate that the p measurement transmissions should
be distributed along the last p time steps over the time horizon
T, that is, from T − 1− p to T − 1. It is worth noticing that
the optimal measurement schedulers above are deterministic,
which are so-called “offline schedulers,” and therefore, this
kind of offline schedulers have the apparent advantage of
offline determination of optimal scheduling schemes. Nev-
ertheless, also noticed that the estimation error covariance
2matrix increases drastically for unstable systems in the first
T −p time steps owing to no measurements transmitted to the
estimator side to update the covariance prediction, which is
a disadvantage of these offline schedulers. More discussions
and generalizations on offline schedulers can also be found in
[14] and [22].
On the other hand, to avoid the disadvantage mentioned
above, schedulers taking the current measurement value into
consideration were devised in [17]–[21] and considering the
modified Kalman filter therein is very much involved with
a stochastic variable, these schedulers are called “online
schedulers.” The send-on-delta strategy was adopted in [17] to
reduce sensor data traffic by transmitting sensor data only if
their values change exceeds a prescribed threshold. However,
the threshold has no analytic relationship with the estimation
performance and no stability and performance analysis were
given with respect to the proposed modified Kalman fil-
ter. Innovation-based measurement schedulers were primarily
constructed in [18], [19] by quantifying the “importance”
of every measurement using the normalized measurement
innovations. The main idea is that only “important” enough
measurements will be transmitted to the estimator side to
update the state prediction and covariance prediction, and
when the transmission does not occur, the additionally known
information based on given threshold of the scheduler will
be utilized. Moreover, some stability analysis of Kalman
filtering with the aforementioned two stochastic schedulers
was presented in [18] and however, only necessary conditions
guaranteeing the convergence of expected estimation error
covariance were established for systems with full-row-ranked
observation matrix therein.
Inspired by those observations, this paper builds on and
considerably broads the scope of [15] and [18], where the
power scheduler is dependent on the time-horizon T and the
covariance increases drastically during the first T −p−1 time
steps. In comparison, the main contributions of this work are
twofold and summarized as follows.
1) We consider power scheduling problem of remote state
estimation of general high-order linear stochastic sys-
tems. Data packet drop, a typical and natural phe-
nomenon in wireless networks, is also considered and
modeled as one Bernoulli i.i.d. process. See Fig. I for
an illustration, where the power scheduler is embed-
ded in the sensor node. We devise a component-wise
innovation-based power scheduler and the corresponding
minimum mean squared error estimator (MMSE).
2) We investigate the statistical convergence properties of
the estimation error covariance matrix by constructing
one auxiliary function and we establish both the suf-
ficient condition and the necessary condition for con-
vergence of the averaged estimation error covariance.
Theorem 1 originally establishes the sufficient condition
for mean square stability of estimation error covariance
matrix and Theorem 2 extends the results for systems
with full-row-ranked observation matrix in the literature
to general linear systems. Therefore, this work is an im-
portant generalization of and a necessary complementary
to the literature of state estimation of WSNs in the sense
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Fig. 1: Network architecture.
of both estimation framework and theoretical stability
analysis; see, for example, [4], [8], [18], [25]–[27].
Coincidentally, from a mathematical point of view, the
stability analysis can be cast into the well-received category
of Kalman filtering with incomplete (dropped or delayed)
observations primarily studied in [26]–[30] and lately in [32],
[33]. Explicit comparisons made between the present work and
those pioneering works definitely show the implications and
necessity of this work. Part of the material in this paper was
presented in [34].
The remainder of this paper is organized as follows. We
briefly introduce the measurement model as well as some
standard assumptions in Section II and devise the minimum
mean squared error estimator with power scheduler in Section
III. In Section IV, we provide both sufficient condition and
necessary condition that guarantee the convergence of aver-
aged estimation error covariance matrix. Finally, conclusions
and current research threads are outlined in Section V.
Notations: Straight boldface denote the multivariate quanti-
ties such as vectors (lowercase) and matrices (uppercase). Let
Q(·) be the tail probability of the standard normal distribution,
i.e., Q(x) = 1/
√
2π·∫∞
x
exp(−t2/2)dt. Denote x ∼ N (µ,Σ)
orN (x;µ,Σ) by a normally distributed vector x with mean µ
and covariance Σ. For random vectors x and y, E[x] denotes
the expectation value of x, and x|y denotes the conditional
random vector when y is given. Furthermore, we use (·)′ to
denote the transpose of a matrix, use P > 0 (≥ 0) to represent
the positive definite (positive semi-definite) matrix P , and use
diag{l1, l2, . . . , lm} to denote the diagonal matrix with the
main diagonal elements l1, l2, . . . , lm. In denotes the n × n
identity matrix and 0 denotes the zero matrix of appropriate
dimensions. The notation ⊗ denotes the Kronecker product
of two matrices. The mean square stability of the filter, i.e.,
supk∈NE[Pk] < ∞, implies there always exists a positive
definite matrix P such that Pk ≤ P for all k ∈ N [25],
where the mathematical expectation is taken with respect to
both the random power scheduling process and random packet
drop process in this paper. For two positive definite matrices
P and Q, the matrix inequality P ≥ Q means matrix P −Q
is positive semidefinite. Similar notations will be made for
P ≤ Q,P > Q and P < Q.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following linear discrete-time stochastic sys-
tem:
xk+1 = Axk + ωk (1)
yk = Cxk + υk (2)
3where xk ∈ Rn is the state vector and yk ∈ Rm is the
measurement vector, ωk ∈ Rn and υk ∈ Rm are Gaussian
random vectors with zero-means and covariance matrices
Q ≥ 0 and R > 0, respectively. The initial state x0 is also
assumed to be a Gaussian random vector with mean xˆ0 and
covariance matrix P0 > 0. It is further posited that the random
vectors ωk,υk,x0 are mutually independent.
We assume a high transmission energy leads to reliable
data flow while a low transmission energy may result in
data packet drops during wireless network communications.
This assumption is reasonable and motivated by the two
facts: Most economically available sensors in the market have
multiple transmission energy levels to choose from [11] and
higher transmission energy leads to a higher signal-to-noise
ratio (SNR) at the remote estimator, which can be simply
interpreted as a higher packet arrival rate [35]. Therefore,
once communication failure occurs, the whole data packet will
drop. For simplicity, the present paper considers that the sensor
node has only two transmission power levels [14], [15] and,
though, results derived in this paper can be easily generalized
to multiple transmission power level case. Specifically, when
a high transmission power ∆ is employed, the data packet
can be successfully delivered to the estimator side; when a
low transmission power δ is employed, then the data packet is
supposed to arrive at the estimator side only with a probability
β ∈ (0, 1). Similar power scheduling has also been considered
in [15] with a different estimation framework.
Before delving into the mechanism of power scheduling,
the following two standard assumptions are presented.
Assumption 1:
(
A,Q1/2
)
is controllable and (C,A) is
observable.
Assumption 2: The covariance R is diagonal, i.e., R =
diag{R1, R2, . . . , Rm}.
Remark 1: In fact, if the measurement noise vectors υk are
white, then covariance matrix R is diagonal. If υk are not
white and R is thus a general positive definite matrix, the
idea is primarily to whiten the observations. To this end, we
define the square root matrix of a positive definite matrix R
as R := R1/2
(
R1/2
)′
. Instead of using yk = Cxk+υk, we
consider a transformed measurement
y˜k :=R
−1/2yk
=R−1/2Cxk +R
−1/2υk
:=C˜xk + υ˜k
where E [υ˜kυ˜′k] = In. Therefore without loss of generality,
we can assume the measurement noise covariance R to be
diagonal.
III. POWER SCHEDULING AND
SEQUENTIAL KALMAN FILTERING
In this paper, a round-robin, slotted-time measurement trans-
mission policy is envisioned such that, only a scalar is allowed
to be communicated to the estimator at every transmission and
one sampling interval (i.e., one time instant from each k to
k + 1) can be explicitly partitioned into m (the dimension of
measurement vector yk) time slots, and at the ith time slot
Ti, the scheduler located at the sensor node decides whether
to use the high or low transmission energy to transmit yik, the
ith component of yk. This sensor scheduling protocol was also
used in [6].
It is well acknowledged that the measurement innovation
indicates new information of the current measurement that is
not contained in all historical measurements and intuitively
speaking, a large innovation represents the current measure-
ment is quite different than the predicted measurement and
therefore contains much useful information to update the
estimate. Thus, we define the measurement of large innovation
as “important” measurement and otherwise, less “important”
measurement. In this sense, we devise an innovation-based
power scheduling policy, which compares the normalized
measurement innovation with a given threshold to quantify
the “importance” of every measurement and then uses a high
(or low) transmission power to communicate the “important”
(or less “important”) measurement.
Specifically, at time instant k, let the binary random vari-
ables γik (0 or 1), i = 1, 2, . . . ,m, represent whether the
transmission power ∆ or δ is utilized for transmission of
yik. Let another sequence of random variables βik = 1 or
0 for i = 1, 2, . . . ,m, indicate whether the data packet yik
arrives at estimator side successfully or not. Throughout this
paper, we postulate that the values of γik and βik for all i =
1, 2, . . . ,m at every k can be observed; since we can employ
TCP-like protocols where the packet acknowledgements are
guaranteed at every time instant to notify estimator whether
the data packet is received [27], [32]. For future reference,
define Iik =
{
γ11y
1
1 , (1 − γ11)β11y11 , γ11 , (1 − γ11)β11 , γ21y21 , (1 −
γ21)β
2
1y
2
1 , γ
2
1 , (1 − γ21)β21 , . . . , γikyik, (1 − γik)βikyik, γik, (1 −
γik)β
i
k
}
, and Gik =
{Ii−1k , yik} , i = 1, 2, . . . ,m.
For any time instant k, denote by xˆik|k the mean squared
error estimate of xk at estimator based upon all received
information at the end of ith time slot and likewise, by P ik|k
the estimation error covariance, i.e.,
xˆik|k = E
[
xk
∣∣Iik] , (3)
P ik|k = E
[
(xk − xˆik|k)(xk − xˆik|k)′
∣∣Iik] . (4)
Let y′k = [y1k, y2k, . . . , ymk ] and ηi, i = 1, 2, . . . ,m, be given
fixed thresholds. Then the developed power scheduler and
the corresponding MMSE estimator are together tabulated as
Algorithm 1.
The mechanism of the proposed innovation-based scheduler
will be further elaborated in this part. The power scheduler
located at the sensor side will sequentially decide whether to
adopt a high or low energy to transmit every single component
y1k, y
2
k, . . . , y
m
k to remote estimator. For instance, the scheduler
is now in a position to make decision on assigning energy for
transmission of yik at time slot i of time instant k. Suppose the
estimator has already reliably sent back current state estimate
xˆi−1k|k and error covariance P
i−1
k|k to local sensor side, where,
by “reliably” we mean the remote estimator can always adopt
a high energy to broadcast information to the sensor so no
packet drop happens for the transmission from estimator back
to sensor side. This also makes sense because usually wireless
sensors consume much less energy for receiving one packet
than sending one packet [36]. Thus, after receiving xˆi−1k|k and
4Algorithm 1 (Local Power Scheduler and Remote MMSE
Estimator)
Initialization:
xˆ0|0 = xˆ0,P0|0 = P0,
Time prediction: given xˆk−1|k−1 and Pk−1|k−1, do
xˆk|k−1 = Axˆk−1|k−1,Pk|k−1 = APk−1|k−1A
′ +Q.
Power scheduling, measurement transmission and mea-
surement update:
Define y′k =
[
y1k, y
2
k, . . . , y
m
k
]
, C ′ = [C ′1,C
′
2, . . . ,C
′
m] ,
xˆ0k|k = xˆk|k−1 and P 0k|k = Pk|k−1.
For i = 1, 2, . . . ,m, set
(Estimator side)
σik =
√
CiP
i−1
k|k C
′
i +Ri,
Transmit Cixˆi−1k|k , σ
i
k back to sensor
(Sensor side)
zik = y
i
k −Cixˆi−1k|k ,
ǫik = z
i
k/σ
i
k.
Power scheduling:
Define the scheduling variable as
γik =
{
1, if |ǫik| > ηi;
0, otherwise.
Measurement transmission:
If γik = 1, send yik to the estimator with high transmission
power ∆; otherwise, transmit yik with low transmission
power δ.
If γik = 0, then use variable βik to represent whether yik
is successfully transmitted to the remote estimator. Namely,
βik = 1 indicates yik arrives successfully at the remote esti-
mator and βik = 0 means yik drops during the transmission.
(Estimator side)
Measurement update:
For i = 1 to m, let Kik = P
i−1
k|k C
′
i
(
CiP
i−1
k|k C
′
i +Ri
)−1
,
do
xˆik|k = xˆ
i−1
k|k + s
(
γik, β
i
k
)
Kik
(
yik −Cixˆi−1k|k
)
,
P ik|k = P
i−1
k|k − t
(
γik, β
i
k
)
KikCiP
i−1
k|k
where
s
(
γik, β
i
k
)
= γik +
(
1− γik
)
βik,
t
(
γik, β
i
k
)
= γik +
(
1− γik
)
l(βik),
l
(
βik
)
= βik +
(
1− βik
)√
2
π× ηi exp(−η
2
i /2)
1−2Q(ηi)
.
End, do xˆk|k = xˆmk|k and Pk|k = Pmk|k.
P i−1k|k , the sensor can compute a normalized innovation ǫ
i
k of
current single component yik of measurement vector yk. Then
comparing the normalized innovation with a given threshold
ηik, if greater than the threshold, this component yik will be
transmitted to estimator by a high energy; otherwise, a low
energy will be used at this time slot i. The estimator will
correspondingly leverage different rules to update xˆi−1k|k ,P
i−1
k|k
to obtain xˆik|k,P ik|k and then reliably send them back to the
local sensor side for the next cycle.
Remark 2: It should be noticed that the effect of channel
medium between the sensor and estimator has not been consid-
ered here. As pointed out in [37], most of the existing work
in distributed estimation assumed perfect channels between
sensors and the fusion center. However, since only one scalar
yik is transmitted at every time slot, let us consider transmitting
yik to estimator over a channel with channel gain f ik. We
envision that the channel undergoes slow fading such that
the phase of complex channel can be estimated and therefore
compensated for at the receiver side, so that f ik defines the
real-valued envelop of the complex channel gain [31]. Also,
suppose that the channel gain remains invariant over the time
slot to send yik. Then the estimator receives a scaled version
of yik corrupted with the channel noise which is independent
of the measurement noise. For simplicity, let the channel noise
nik be zero-mean Gaussian white noise with variance σ2ni and,
let {nik}, {njk} be mutually independent for i 6= j.
In light of the round-robin, time-slotted transmission policy
and (2), one further arrives at (yik)out = f ikCixk+f ikυik+nik.
Denote υ˜ik = f ikυik + nik, and it follows that(
yik
)out
= f ikCixk + υ˜
i
k. (5)
If channel gain f ik is constant over time instant k, then by
letting C˜ik = f ikCi, this model reduces to (2). Nonetheless,
for faded channel case, Kalman filtering with faded observa-
tions was considered in [31] and stability analysis was also
presented therein. So results in this paper can be generalized
to the faded channel case by adopting similar method in [31]
to tackle f ik of fading distribution, which will be explored in
the future.
Proposition 1: It is postulated that the conditional dis-
tribution of xk given Ii−1k−1 is approximately Gaussian,
i.e., the probability density function (pdf) f (xk|Ii−1k ) =
N (xk; xˆi−1k|k ,P i−1k|k ). Then xˆik|k in Algorithm 1 is a minimum
mean squared error estimator.
Remark 3: Recall further that the pdf f
(
xk|Ii−1k
)
is in
general non-Gaussian and therefore, (computationally expen-
sive) numerical integrations and (memory intensive) propaga-
tion of the posterior pdf are required for the computation of
the exact MMSE estimate [4]. However, based upon customary
simplifications adopted in nonlinear filtering [38] and Kalman
filtering with quantized measurements/innovations [4], [10],
[39], the assumption on an approximately Gaussian distribu-
tion of the predicted density is made. This assumption can be
widely found in the literature; see, for example, [5], [12], [18]
and references therein for further discussion.
Proof of Proposition 1: Provided that we already have
an MMSE estimator xˆi−1k|k , that is, xˆ
i−1
k|k = E
[
xk|Ii−1k
]
and
P i−1k|k = E
[
(xk − xˆi−1k|k )(xk − xˆi−1k|k )′|Ii−1k
]
. We prove the
proposition by conditioning on whether the measurement is
received by the estimator. Specifically, when the new mea-
surement yik is present at the estimator side, that is, the case
γik = 1 or the case γik = 0 and βik = 1, one can easily verify
that
xˆik|k = E
[
xk
∣∣Ii−1k , yik]
= xˆi−1k|k +K
i
k
(
yik −Cixˆi−1k|k
)
,
and likewise,
P ik|k = E
[
(xk − xˆik|k)(xk − xˆik|k)′
∣∣Ii−1k , yik]
= P i−1k|k − P i−1k|k C ′i
(
CiP
i−1
k|k C
′
i +Ri
)−1
CiP
i−1
k|k .
5When the estimator does not receive the new measurement
yik, that is, γik = 0 and βik = 0, then it follows that
xˆik|k =E
[
xk
∣∣Ii−1k , γik = 0, βik = 0]
=E
[
xk
∣∣Ii−1k , |ǫik| ≤ ηi]
=
∫ ηi
−ηi
(
xˆi−1k|k +K
i
kσ
i
kǫ
)
fǫi
k
(
ǫ
∣∣Ii−1k , |ǫik| ≤ ηi) dǫ. (6)
Here, fx(x) is the pdf of the random variable x; similarly,
fx|y(x|y) is the pdf of a random variable x conditional on
variable y. Given Ii−1k , then ǫik follows Gaussian distribution
with zero-mean and unit covariance. Thus, the conditional pdf
above follows directly from conditional probability theory:
fǫi
k
(
ǫ|Ii−1k , |ǫik| ≤ ηi
)
=
{
f
ǫi
k
(ǫ|Ii−1k )
∆Pi
, if |ǫik| ≤ ηi,
0, otherwise
(7)
where △Pi , Pr
(|ǫik| ≤ ηi∣∣Ii−1k ) = 1 − 2Q(ηi). Therefore,
(6) becomes
xˆik|k =
∫ ηi
−ηi
(
xˆi−1k|k +K
i
kσ
i
kǫ
) fǫi
k
(
ǫ|Ii−1k
)
△Pi
dǫ
=xˆi−1k|k
∫ ηi
−ηi
fǫi
k
(
ǫ|Ii−1k
)
△Pi
dǫ+
Kikσ
i
k
△Pi
∫ ηi
−ηi
ǫfǫi
k
(
ǫ|Ii−1k
)
dǫ
=xˆi−1k|k (8)
where the first integration equals to 1 and the second becomes
0 because fǫi
k
(
ǫ|Ii−1k
)
is even over the origin-centered sym-
metric integration interval.
In the sequel, we compute the covariance P ik|k for γik = 0
and βik = 0 case as follows:
P ik|k
(a)
=E
[(
xk − xˆik|k
)(
xk − xˆik|k
)′ ∣∣∣Ii−1k , |ǫik| ≤ ηi
]
(b)
=E
[(
xk − xˆi−1k|k
)(
xk − xˆi−1k|k
)′ ∣∣∣Ii−1k , |ǫik| ≤ ηi
]
(c)
=E
[ (
xk − xˆi−1k|k −Kikσikǫ+Kikσikǫ
)
×
(
xk−xˆi−1k|k −Kikσikǫ+Kikσikǫ
)′ ∣∣∣Ii−1k , |ǫik| ≤ ηi
]
(d)
=E
[ ((
In−KikCi
) (
xk−xˆi−1k|k
)
+Kikυ
i
k+K
i
kσ
i
kǫ
)
×
((
In−KikCi
)(
xk−xˆi−1k|k
)
+Kikυ
i
k+K
i
kσ
i
kǫ
)′∣∣∣
Ii−1k , |ǫik| ≤ ηi
]
(e)
=
(
In−KikCi
)
P i−1k|k
(
In−KikCi
)′
+KikRi(K
i
k)
′
+
(
σik
)2
KikE
[
ǫ
∣∣Ii−1k , |ǫik| ≤ ηi] (Kik)′ (9)
where (b) follows directly from xˆik|k = xˆi−1k|k when the new
measurement component yik is not received by the estimator,
which has been proved in (8), and (d) is because σikǫik = zik =
yik−Cixˆi−1k|k = Ci
(
xk − xˆi−1k|k
)
+υik in Algorithm 1, and (e)
is because υik is zero-mean Gaussian noise with covariance
Ri, or, E
[
Kikυ
i
k
(
Kikυ
i
k
)′]
=KikRi
(
Kik
)′
. Meanwhile, we
have
E
[
ǫ2
∣∣∣Ii−1k , |ǫik| ≤ ηi]
=
∫ ηi
−ηi
ǫ2fǫi
k
(
ǫ|Ii−1k , |ǫik| ≤ ηi
)
dǫ
=
1
1− 2Q(ηi)
∫ ηi
−ηi
ǫ2√
2π
exp(−ǫ2/2)dǫ
=1−
√
2
π
× ηiexp
(−η2i /2)
1− 2Q(ηi) . (10)
Therefore, from (9)-(10) and (σik)2 = CiP i−1k|k C ′i+Ri, Kik =
P ik|kC
′
i
(
CiP
i
k|kC
′
i +Ri
)−1
, one arrives at
P ik|k=
[(
In−KikCi
)
P i−1k|k
(
In−KikCi
)′
+KikRi(K
i
k)
′
]
+
(
σik
)2
Kik
[
1−
√
2
π
ηiexp
(−η2i /2)
1− 2Q(ηi)
] (
Kik
)′
=
[
P i−1k|k − P i−1k|k C ′i
(
CiP
i
k|kC
′
i + Ri
)−1
CiP
i
k|k
]
−(
1−
√
2
π
× ηiexp
(−η2i /2)
1− 2Q(ηi)
)
×
P ik|kC
′
i
(
CiP
i
k|kC
′
i +Ri
)−1
CiP
i
k|k
=P i−1k|k −
√
2
π
× ηiexp
(−η2i /2)
1− 2Q(ηi) K
i
kCiP
i−1
k|k .
To write the two scenarios discussed above in a more
compact form, it follows that
P ik|k =
[
γik +
(
1− γik
)
βik
] (
P i−1k|k −KikC ′iP i−1k|k
)
+
(
1− γik
) (
1− βik
) (
P i−1k|k −
√
2
π
× ηiexp
(−η2i /2)
1− 2Q(ηi)
×KikCiP i−1k|k
)
=
[
γik +
(
1− γik
)
βik +
(
1− γik
) (
1− βik
)]
P i−1k|k −[
γik +
(
1− γik
)
βik −
(
1− γik
) (
1− βik
)√ 2
π
×
ηiexp
(−η2i /2)
1− 2Q(ηi)
]
KikCiP
i−1
k|k
= P i−1k|k − t
(
γik, β
i
k
)
KikCiP
i−1
k|k , (11)
which completes the proof.
Given the new filter formulation in Algorithm 1, the
processes {γ1k}∞0 , {γ2k}∞0 , . . . , {γmk }∞0 form a sequence
of independent and identically distributed (i.i.d.) processes
under the Gaussian approximation [18] and also, as-
sume the processes {β1k}∞0 , {β2k}∞0 , . . . , {βmk }∞0 are mutu-
ally independent Bernoulli i.i.d. processes. Define Nk =
diag
[
t(γ1k), t(γ
2
k), . . . , t(γ
m
k )
]
. For i = 1, 2, . . . ,m, let
µi = E[γ
i
k] = 2Q(ηi) (12)
νi =
ηi exp(η
2
i /2)√
π/2 (1− 2Q(ηi))
(13)
6and E[βik] = β; in addition,
E
[
l(βik)
]
= E
[
βik + (1− βik)×
ηi exp(−η2i /2)√
π/2(1− 2Q(ηi))
]
= β + (1− β) νi = ξi, (14)
E
[
t(γik, β
i
k)
]
= E
[
γik + (1− γik)l(βik)
]
= µi + (1− µi) ξi = λi, (15)
where, in fact, we have νi = 1−1/
√
2π ·∫ ηi−ηi exp(−t2/2)dt ∈
[0, 1] and ξi ∈ [0, 1]. Moreover, νi is one strictly decreasing
function in threshold ηi; this makes sense since the greater the
threshold is, the less information will be transmitted through
high energy. Then, one can easily verify 0 ≤ λi ≤ 1, and
therefore, λi can be somehow physically interpreted as the
normalized averaged information received by remote estimator
resulting from the power scheduling and networked effect
on transmitting yik (and 1− λi quantifies the corresponding
averaged information loss rate). All λis together will governor
the mean square stability of estimation error covariance matrix,
which will be investigated in the ensuing section. Therefore,
we will refer to λi hereafter other than the specific parameters
ηi, β.
IV. STATISTICAL PROPERTIES AND SUFFICIENT,
NECESSARY CONVERGENCE CONDITIONS
In this section, the convergence conditions for the ex-
pected estimation error covariance will be provided by dis-
cussing properties of a constructed function. Denote {γik} :={{γ1k}∞0 , {γ2k}∞0 , . . . , {γmk }∞0 } and {βik} := {{β1k}∞0 ,
{β2k}∞0 , . . . , {βmk }∞0
}
. Since they are inherently stochastic
and cannot be determined offline, therefore, only statistical
properties can be derived. Before delving into main results,
some preliminaries will be given in the following.
Let Sn+ = {S ∈ Rn×n|S ≥ 0}. Define the function h :
S
n
+ → Sn+ and the function gλi : Sn+ → Sn+ as follows:
h(X) , AXA′ +Q (16)
gλi(X) ,X − λiXC ′i (CiXC ′i +Ri)−1CiX (17)
gλi ◦ h(X) , gλi(h(X)) (18)
and here denote the notation ◦ by the function composite.
Therefore, the covariance update in the sequential Kalman
filter formulation in Algorithm 1 becomes
Pk|k−1 = h(Pk−1|k−1)
P 1k|k = gλ1(P
0
k|k) = gλ1(Pk|k−1)
P ik|k = gλi(P
i−1
k|k ), i = 2, 3, . . . ,m− 1
Pk|k= P
m
k|k = gλm(P
m−1
k|k ).
Let
Pk|k−1 = h(Pk−1|k−1) (19)
Pk|k =Mm(Pk|k−1) , gλmgλm−1 . . . gλ1(Pk|k−1). (20)
Denote the function ϕ : Sn → Sn by the transformation from
Pk−1|k−1 to Pk|k, namely,
Pk|k = ϕ(Pk−1|k−1) ,Mmh(Pk−1|k−1). (21)
In order to analyze the convergence of the estimation error
covariance matrix, we then define the modified algebraic
Riccati equation (MARE) in the following way:
ϕ(Pk) = gλmgλm−1 . . . gλ1h(Pk) (22)
where we used the simplified notation Pk = Pk|k, k ≥ 0.
Meanwhile, as explained, the covariance matrices {Pk}∞0
depend nonlinearly on the specific realization of the stochastic
processes {γik} and {βik}, so the sequential Kalman filter
is inherently stochastic and cannot be determined offline.
Then, only statistical properties with respect to the covariance
matrices of the proposed sequential Kalman filter can therefore
be established.
Remark 4: It is noted in passing that the modified algebraic
Riccati equation defined in (22) is a more generalized form
than the original MARE specified for Kalman filtering with
only one or two lossy channels in [26] and [30], respectively,
where the analysis might be much easier than that of (22).
Moreover, since the MARE in (22) is sequentially composited
by m original MAREs with different parameters, namely,
λ1, λ2, . . . , λm, then the MARE in (22) is also quite different
from the MARE discussed in [32] defined for Kalman filtering
for multiple-input multiple-output systems with control signals
and sensored measurements transmitting across multiple TCP-
like erasure channels. Accurately speaking, the MARE in [32]
follows directly from that in [26] by replacing the observation
matrix γkC with diag{γ1k, γ2k, . . . , γmk }C. Therefore, for the
sake of completeness on stability theory of Kalman filtering
with intermittent observations, the investigation on properties
of the MARE in (22) in the following sections is also of great
implications, which significantly contributes to the derivation
of sufficient conditions for stability of sequential Kalman
filtering with scheduled measurements in [18].
The following lemma on the properties of the auxiliary
function ψλi is presented before we will formally study the
convergence properties of the MARE in (22).
Lemma 1 ( [26]): Let the function ψλi be
ψλi(Li,X) = (1− λi)X+λi
(
EiXE
′
i +LiRiL
′
i
)
,
i = 1, . . . ,m (23)
where Ei = In + LiCi, Ri > 0,X,Y ,Z ∈ Sn+. Then the
following facts hold:
1) With given LXi = −XC ′i(CiXC ′i+Ri)−1, gλi(X) =
ψλi(L
X
i ,X)
2) gλi(X) = minLi ψ(Li,X) ≤ ψ(Li,X), ∀Li
3) If X ≤ Y , then gλi(X) ≤ gλi(Y )
4) If λi ≥ λj , then gλi (X) ≤ gλj (X)
5) If τ ∈ [0, 1], then gλi(τX + (1 − τ)Y ) ≥ τgλi (X) +
(1− τ)gλi (Y ).
Proof: The proofs for these statements are analogous to
those of Lemma 1 in [26] with some appropriate notation
adaptations.
Notice, that the relationship between the function gλi and
the function ψλi has been built, and now, in order to inves-
tigate the convergence properties of the MARE in (22), the
relationship between the composite function gλmgλm−1 . . . gλ1
7and the introduced auxiliary function ψλmψλm−1 . . .ψλ1 will
be constructed in the following way.
According to (23), observe that the function ψλi(Li,X) is
a function with respect to two matrix variables Li,X . With
a slight abuse of notation, denote ψλj+1ψλj (Lj+1,Lj ,X)
by the composite function ψλj+1
(
Lj+1,ψλj (Lj,X)
)
with
respect to the second variable X, where j = 1, 2, . . . ,m− 1.
In the sequel, Ts (L1,L2, . . . ,Ls, X) , s = 1, 2, . . . ,m can
be derived as follows. Let us define Ts (L1,L2, . . . ,Ls,X) =
ψλsψλs−1 . . .ψλ1(L1,L2, . . . ,Ls,X), s = 1, 2, . . . ,m.
Then,
Ts =ψλs(Ls, Ts−1)
=(1 − λs)Ts−1 + λs
(
EsTs−1E′s +LsRsL′s
)
=
s−1∑
j=1
s∏
i=j+1
(1 − λi)λj
(
EjTj−1E′j + LjRjL′j
)
+
s∏
i=1
(1− λi)X + λs
(
EsTs−1E′s +LsRsL′s
)
=
s−1∑
j=0
s∏
i=j+1
(1 − λi)λj
(
EjTj−1E′j + LjRjL′j
)
+ λs
(
EsTs−1E′s +LsRsL′s
) (24)
where, to make the expression more concrete, we defined λ0 =
1 and E0 = In, R0 = 0, T−1 =X, T0(X) =X.
For the sake of brevity, denote
η2j,s =
s∏
i=j+1
(1 − λi)λj , j = 0, 1, . . . , s− 1,
η2s,s = λs. (25)
More importantly, it is easy to exploit the fact that the sum of
s+ 1 coefficients η2j,s, j = 0, 1, . . . , s is identically 1, i.e.,
s∑
j=0
η2j,s =
s−1∑
j=0
[ s∏
i=j+1
(1 − λi)λj
]
+ η2s,s
= (1 − λs) + λs = 1.
Alternatively, (24) can be given by
T−1 =X, T0 =X,
Ts =
s∑
j=0
η2j,s
(
EjTj−1E′j+LjRjL′j
)
, s = 1, 2, . . . ,m.
(26)
Therefore,
Tm =
m∑
j=0
η2j,m
(
EjTj−1E′j +LjRjL′j
) (27)
where η20,0 = 1,E0 = In, R0 = 0 and X ≥ 0, and Tj is
defined in (26) with ηj,m given by (25).
Remark 5: Note that the auxiliary function Tm defined by
(27) is of similar form to that in [32], [33]. To be more specific,
the latter auxiliary function is referred as follows:
φ(K1,K2, . . . ,K2m ,P ) =
2m∑
i=0
γi (FiY F
′
i + Vi) (28)
with Fi = A + KiCi,Vi = KiRiK ′i + Q and constants
γi. One can easily observe that there are 2m terms in (28),
and the computation burden will become catastrophic when
the dimension m of the measurement vector tends to be
very large. Meanwhile, only m(m+1)2 terms will be needed
for the sequential Kalman filter in this paper, which may
significantly reduce the computation burden and is therefore
of great importance.
We are now in a position to establish some properties of
the function Tm(L1,L2, . . . ,Lm,X) in form of lemmas in
the following.
Lemma 2: Consider the function Tm(L1,L2, . . . ,Lm,X)
as stated by (27) with Ej = In+LjCj. Assume X,Y ,Z ∈
S
n
+. Then, the following facts hold:
1) With given LXj = −T Xj−1C ′j
(
CjT Xj−1C ′j +Rj
)−1
, j =
1, 2, . . . ,m,Mm(X) = Tm
(
LX1 ,L
X
2 , . . . ,L
X
m ,X
)
,
where T Xj−1 = Tj−1(LX1 ,LX2 , . . . ,LXj−1,X)
2) Mm(X) = minL1,L2,...,Lm Tm (L1,L2, . . . ,Lm,X) ≤
Tm (L1,L2, . . . ,Lm,X) , ∀L1,L2, . . . ,Lm ∈ Rn×1
3) If X ≤ Y , then Mm(X) ≤Mm (Y )
4) If τ ∈ [0, 1], then Mm(τX+(1−τ)Y ) ≥ τMm(X)+
(1− τ)Mm(Y )
5) Mm(X) ≥
∏m
j=1(1 − λj)X
6) For a random variable X, ∏mj=1(1 − λj)E[X] ≤
E[Mm(X)] ≤Mm(E[X]).
Proof:
1) Fact 1) together with Fact 2) is equivalent to showing
the minimizer and the minimum value of matrix-valued
function Ts, ∀s = 1, 2, . . . ,m, with respect to multiple
vector-valued variables L1,L2, . . . ,Ls ∈ Rn×1. For
convenience of notation, denote ℓs = (L1,L2, . . . ,Ls) .
We first make extensive use of differential of general
matrix-valued function F with respect to a matrix argu-
ment X; see, for instance, [40].
Definition 1: Let F be a differentiable m×n real matrix
function of a p × q matrix of real variables X. The
Jacobian matrix of F at X is given by the mn × pq
matrix
DXF (X) =
∂ vecF (X)
∂ (vecX)′
Then by vectorizing the differential dTs, it gives that:
dvecTs= J1,s dvecL1 +J2,s dvecL2+ . . .+ Js,s dvecLs
where the Jacobian matrix of matrix Ts with respect
to matrix variable Li is defined as Ji,s = Ji,s(L1,
L2, . . . ,Ls) = DLiTs, i = 1, 2, . . . , s. To make the
results more concrete, let us define:
Gj,j , In ⊗ In = In2
Gj,t , η
2
j,tIn2 +
t∑
i=j+1
η2i,t (Ei ⊗Ei)Gj,i−1,
t = j + 1, j + 2, . . . , s.
8Therefore, after complicated and tedious matrix compu-
tations, the Jacobian matrices can be obtained as follows:
Jj,s =
(
η2j,sIn2 +
s∑
k=j+1
η2k,s (Ek ⊗Ek)Gj,k
)
×
( (
EjTj−1C ′j +LjRj
)⊗ In
+ In ⊗
(
EjTj−1C ′j +LjRj
) )
,
j = 1, 2, . . . , s− 1.
Js,s =η
2
s,s
(
(EsTs−1C ′s +LsRs)⊗ In
+ In ⊗ (EsTs−1C ′s +LsRs)
)
where intentionally, η2s,s was not replaced by 1 for the
compactness of the structure of Jj,s.
By solving Jj,s = 0, j = 1, 2, . . . , s − 1, it follows
straightforwardly that
EjTj−1C ′j +LjRj = 0
=⇒L∗j,s = −Tj−1C ′j
(
CjTj−1C ′j +Rj
)−1
, LXj
where Tj−1 = Tj−1
(
LX1 ,L
X
2 , . . . ,L
X
j−1
)
= T Xj−1.
Then similarly, by solving Js,s = 0, it gives that
EsTs−1C ′i +LsRs = 0
=⇒L∗s,s = −Ts−1C ′s (CsTs−1C ′s +Rs)−1 , LXs
where Ts−1 = Ts−1
(
LX1 ,L
X
2 , . . . ,L
X
s−1
)
= T Xs−1. It
should be clearly noticed that L∗j,s = L∗j,t, ∀t ≥ s, and
then plugging LX1 ,LX2 , . . . ,LXm into (27) verifies that
Mm(X) = Tm(LX1 ,LX2 , . . . ,LXm ).
2) We show this fact by mathematical induction. When
m = 1, one can easily verify that LX1 minimizes
T1(L1,X). Suppose now that it holds for m =
k; that is, the point (LX1 ,LX2 , . . . ,LXk ) minimizes
Tk(L1,L2, . . . ,Lk,X). Then for m = k + 1,
Tk+1 =(1− λk+1)Tk
+ λk+1
(
Ek+1TkE′k+1 +Lk+1Rk+1L′k+1
]
and
DTkTk+1 =(1 − λk+1)(In ⊗ In) + λk+1(Ek+1 ⊗Ek+1)
>0
so one necessary condition for some point(
L∗1,L
∗
2, . . . ,L
∗
k,L
∗
k+1
)
minimizing Tk+1 is
that the point should also minimize Tk, or,(
L∗1,L
∗
2, . . . ,L
∗
k
)
minimizes Tk. Therefore,(
L∗1,L
∗
2, . . . ,L
∗
k
)
=
(
LX1 ,L
X
2 , . . . ,L
X
k
)
, or, Tk = T Xk
when minimizing Tk+1. Given that Lk+1 is independent
of Tk and, T Xk > 0, Rk+1 > 0, and meanwhile, Tk+1
is quadratic and convex in the variable Lk+1, and
therefore, the minimizer for Tk+1 can be found by
letting
DLk+1Tk+1 =λk+1
[ (
Ek+1T Xk C ′k+1+Lk+1Rk+1
)⊗ In
+ In ⊗
(
Ek+1T Xk C ′k+1 +Lk+1Rk+1
) ]
=0
which leads to the unique solution LXk+1 =
−T Xk C ′k+1
(
Ck+1T Xk C ′k+1 +Rk+1
)−1
. Therefore,
the point
(
LX1 ,L
X
2 , . . . ,L
X
k ,L
X
k+1
)
minimizes Tk+1.
This completes the proof.
3) Observe that the function Tm is affine in the variable
X. Let X ≤ Y , and it yields that
Mm (X) =Tm
(
LX1 ,L
X
2 , . . . ,L
X
m ,X
)
(a)
≤Tm
(
LY1 ,L
Y
2 , . . . ,L
Y
m,X
)
(b)
≤Tm
(
LY1 ,L
Y
2 , . . . ,L
Y
m,Y
)
(c)
=Mm (Y )
where (a) is because LXm minimizes the function Tm
with respect to variables L1,L2, . . . ,Lm, then for any
ℓm 6= ℓXm , say, ℓm = ℓYm, that is, (a) holds true. (b) is
due to Tm is affine in the variable X and (c) follows
straightforwardly from Fact 2) above.
4) Let Z = τX + (1− τ)Y , where τ ∈ [0, 1]. Notice that
M1(Z) = T1
(
LZ1 ,Z
)
=η20,1Z + η
2
1,1
[(
In +L
Z
1 C1
)
Z
(
In +L
Z
1 C1
)′
+ τLZ1 R1
(
LZ1
)′
+ (1− τ)LZ1 R1(LZ1 )′
]
=τ
[
η20,1X + η
2
1,1
(
(In +L
Z
1 C1)X(In +L
Z
1 C1)
′
+LZ1 R1(L
Z
1 )
′
)]
+ (1− τ)
[
η20,1Y + η
2
1,1
×
(
(In+L
Z
1 C1)Y (In +L
Z
1 C1)
′
+LZ1 R1(L
Z
1 )
′
)]
=τT1(LZ1 ,X) + (1− τ)T1(LZ1 ,Y )
≥τT1(LX1 ,X) + (1− τ)T1(LY1 ,Y )
=τM1(X) + (1− τ)M1(Y ).
Assume that Ms(Z) ≥ τMs(X) + (1 − τ)Ms(Y ).
Then, we have
Ms+1(Z) = Ts+1(LZ1 ,LZ2 , . . . ,LZs+1,Z)
=(1− λs+1)Ms(Z) + λs+1
[
(In +L
Z
s+1Cs+1)
×Ms(Z)(In +LZs+1Cs+1)′
+LZs+1Rs+1(L
Z
s+1)
′
]
≥(1− λs+1)
[
τMs(X) + (1− τ)Ms(Y )
]
+ λs+1
[
(In +L
Z
s+1Cs+1)
(Ms(X)
+ (1 − τ)Ms(Y )
)
(In +L
Z
s+1Cs+1)
′
+ (τ + 1− τ)LZs+1Rs+1(LZs+1)′
]
=τTs+1(LX1 ,LX2 , . . . ,LXs ,LZs+1,X)
+ (1 − τ)Ts+1(LY1 , LY2 , . . . ,LYs ,LZs+1,Y )
≥τTs+1(LX1 ,LX2 , . . . ,LXs ,LXs+1,X)
+ (1 − τ)Ts+1(LY1 ,LY2 , . . . ,LYs ,LYs+1,Y )
≥τMs+1(X) + (1− τ)Ms+1(Y ).
9Therefore, the fact holds true.
5) Note that
Mm(X) =Tm
(
LX1 ,L
X
2 , . . . ,L
X
m ,X
)
=η20,m
(
E0XE
′
0 +L0R0L0
)
+
m∑
j=1
η2j,m
[
EXj Tj−1(EXj )′ +LXj Rj(LXj )′
]
≥
m∏
j=1
(1− λj)X
where η20,m =
∏m
j=1(1 − λj),E0 = In, R0 = 0 and
EXj Tj−1(EXj )′ +LXj Rj(LXj )′ ≥ 0, ∀j = 1, 2, . . . ,m.
6) The first inequality follows straightforwardly from Fact
5) above and linearity of expectation, that is,
E [Mm(X)] ≥
m∏
j=1
(1− λj)E [X] .
The second inequality is due to Fact 4) above which
implies the concavity of the function Mm(X), and
therefore in the light of Jensen’s inequality, it readily
gives that
Mm (E[X]) ≥ E [Mm(X)] .
To take P k+1|k = h(P k|k) into consideration, the auxiliary
function φm can be given in the following way:
φ−1 = h(X),φ0 = h(X),
φs =
s∑
j=0
η2j,s
(
Ejφj−1E
′
j+LjRjL
′
j
)
, s = 1, 2, . . . ,m−1,
φm =
m∑
j=0
η2j,m
(
Ejφj−1E
′
j +LjRjL
′
j
)
. (29)
Lemma 3: Consider the function φm(L1,L2, . . . ,Lm, X)
as stated by (29) with Ej = In +LjCj . Assume X,Y ,Z ∈
S
n
+. Then, the following facts hold:
1) With given LXj = −φXj−1C ′j
(
Cjφ
X
j−1C
′
j +Rj
)−1
,
j = 1, 2, . . . ,m,ϕ(X) = φm
(
LX1 ,L
X
2 , . . . ,L
X
m ,X
)
,
where φXj−1 = φj−1(LX1 ,LX2 , . . . ,LXj−1,X)
2) ϕ(X) = minL1,L2,...,Lm φm (L1,L2, . . . ,Lm,X) ≤
φm (L1,L2, . . . ,Lm,X) , ∀L1,L2, . . . ,Lm ∈ Rn×1
3) If X ≤ Y , then ϕ(X) ≤ ϕ (Y )
4) If τ ∈ [0, 1], then ϕ (τX + (1− τ)Y ) ≥ τϕ(X)+(1−
τ)ϕ(Y )
5) ϕ(X) ≥∏mj=1(1− λj)AXA′ +Q
6) If X ≥ ϕ(X), then X > 0
7) For a random variable X, ∏mj=1(1 − λj)AE[X]A′ +
Q ≤ E [ϕ(X)] ≤ ϕ (E [X]) .
Proof: We only prove Fact 6) because the others can be
derived directly from Lemma 2.
6) According to Fact 7) above, it gives that X ≥ ϕ(X) ≥∏m
j=1(1 − λj)AXA′ +Q. Since
(
A,Q
1
2
)
is control-
lable, then there must exist an Xˆ > 0 subject to the
Lyapunov equation Xˆ =
∏m
j=1(1 − λj)AXˆA′ + Q
if
√∏m
j=1(1− λj)A is asymptotically stable. Accord-
ingly, it follows that
X − Xˆ >
m∏
j=1
(1− λj)A(X − Xˆ)A′
implying there exists a Qˆ > 0 such that
X − Xˆ =
m∏
j=1
(1− λj)A(X − Xˆ)A′ + Qˆ.
Therefore,X−Xˆ > 0, orX > Xˆ > 0. This completes
the proof.
Remark 6: Observe that if we substitute X = Pk|k into
Fact 7) in Lemma 3, it follows that∏mj=1(1−λj)AE [Pk]A′+
Q ≤ E [ϕ(Pk)] ≤ ϕ (E [Pk]) . Since E [Pk+1|Pk] = ϕ(Pk)
and E [Pk+1] = E [ϕ(Pk)] , then
∏m
j=1(1− λj)AE [Pk]A′ +
Q ≤ E [Pk+1] ≤ ϕ (E [Pk]) . That is, the expected value
of Pk+1|k can be lower-bounded and upper-bounded by∏m
j=1(1−λj)AE [Pk]A′+Q andϕ (E [Pk]) both as functions
of E [Pk] , respectively.
To facilitate the convergence analysis, let us define the linear
part of function φm(L1,L2, . . . ,Lm,X) in terms of variable
X as another auxiliary function, namely
Lm(Y ) =
m∑
j=0
η2j,m
(
Ejφj−1E
′
j
) (30)
where φj−1, j = 0, 1, . . . ,m are defined in (29). Then, the
following lemma can be readily presented.
Lemma 4: Consider the function Lm(Y ) as stated in (30).
If there exists a positive definite matrix Y > 0 such that
Y > Lm(Y ), then
1) ∀W ≥ 0, limk→∞ Lkm(W ) = 0
2) Given U > 0, let the following sequence
Yk+1 = Lm(Yk) +U
initialized at Y0 ≥ 0. Then, the sequence Yk is bounded.
Proof:
1) Note that Lm(Y ) is affine in Y and Lm(Y ) ≥ 0, ∀Y ≥
0, and Lm(Y ) ≥ Lm(Z), for Y ≥ Z. There exist
constants 0 ≤ r < 1 and t ≥ 0 such that Lm(Y ) ≤
rY < Y and W ≤ tY , respectively. Then
0 ≤ Lkm(W ) ≤ tLkm(Y ) ≤ trkY . (31)
Therefore, it can be readily obtained that 0 ≤
limk→∞ Lkm(W ) ≤ limk→∞ trkY → 0 given that
0 ≤ r < 1.
2) Based on (31) above, for any initialization Y0 ≥ 0 and
any U > 0, there always exist two constants tY0 ≥ 0
and tU ≥ 0 such that Y0 ≤ tY0Y and U ≤ tUY , which
are independent of k. Therefore, similar arguments in
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(31) lead to
Yk =Lkm(Y0) +
k−1∑
s=0
Lsm(U)
≤tY0rkY +
k−1∑
s=0
tUr
sY
=
(
tY0r
k + tU
1− rk
1− r
)
Y .
Obviously, the result on the boundedness of the sequence
Yk holds true.
Lemma 5: Consider the function φm(L1,L2, . . . ,Lm,X)
defined in (29). Assume there exist m gain matrices
L1,L2, . . . ,Lm and a positive definite matrix P such that
P > 0 and P > φm
(
L1,L2, . . . ,Lm,P
)
.
Then, the sequence Pk = ϕk(P0) is bounded for any given
P0. That is, there exists a positive definite matrix MP0 > 0
depending on P0 such that
Pk ≤MP0 , ∀k ≥ 0.
Proof: Observe that φm(L1,L2, . . . ,Lm,Y ) =
Lm(Y ) + Q + Nm, where Nm :=∑m
j=0 η
2
j,m
(
EjNj−1E′j +LjRjL′j
) ≥ 0 with N0 = 0,
Q ≥ 0, and Rj ≥ 0, j = 0, 1, . . . ,m. Therefore,
P > φm(L1,L2, . . . ,Lm,P )
= Lm(P ) +Q+Nm
≥ Lm(P ).
That is, P > Lm(P ), hence, the function Lm(Y ) satisfies the
condition of Lemma 4. Considering the definition of ϕ(Pk),
it yields that
Pk+1 = ϕ(Pk) ≤ φm(L1,L2, . . . ,Lm,Pk)
= Lm(Pk) +Q+Nm
= Lm(Pk) +U
where U := Q+Nm ≥ 0. Then based on fact 2) in Lemma
4, it can be concluded that the sequence Pk is bounded for
any k ≥ 0.
Lemma 6: Let Ys+1 = f(Ys) and Zs+1 = f(Zs). Suppose
that the function f(Y ) is monotonically increase in Y . Then:
Y1 ≥ Y0 =⇒ Ys+1 ≥ Ys, ∀s ≥ 0
Y1 ≤ Y0 =⇒ Ys+1 ≤ Ys, ∀s ≥ 0
Y0 ≤ Z0 =⇒ Yk ≤ Zs, ∀s ≥ 0.
Proof: The three statements can be similarly proved by
mathematical induction. Thus, due to page limitation, we here
only prove the first one. Since Y1 ≥ Y0, then the first
statement is true for k = 0. Then assume that Yt+1 ≥ Yt
holds, so Yt+2 = f(Yt+1) ≥ f(Yt) = Yt+1 holds owing to
the monotonicity of function f(Y ).
After building these lemmas above, we are now in a position
to establish the sufficient condition for mean square stability
of the averaged estimation error covariance matrix.
Theorem 1 (Sufficient condition): Consider the function
φm =
∑m
j=0 η
2
j,m
(
Ejφj−1E
′
j + LjRjL
′
j
)
defined in (29).
If there exist m matrices L˜j, j = 1, 2, . . . ,m and a positive
definite matrix P˜ such that
P˜ > 0 and P˜ > φm(L˜1, L˜2, . . . , L˜m, P˜ ). (32)
Then, the following facts are true:
1) The MARE converges for any initial condition P0 ≥ 0
and the limit
lim
t→∞
Pk = lim
k→∞
φkm(P0) = P
is independent of the initial condition P0.
2) P is the unique positive definite fixed point of the
MARE.
Proof: 1) To begin with, we verify the convergence of the
MARE sequence initialized at Q0 = 0 and therefore Qk =
ϕk(0). Then it directly follows that 0 = Q0 ≤ ϕ(0) = Q1,
and in the light of Fact 3 in Lemma 3, it gives that
Q1 = ϕ(Q0) ≤ ϕ(Q1) = Q2.
From Lemma 6 and according to Lemma 5, a monotonically
nondecreasing sequence of matrices follow straightforwardly
from a simple inductive argument and the sequence is also
upper-bounded, that is,
0 = Q0 ≤ Q1 ≤ Q2 ≤ . . . ≤MQ0 .
Here, one can easily verify that the monotonically nondecreas-
ing and upper-bounded sequence converges from the Bolzano-
Weierstrass theorem, that is,
lim
k→∞
Qk = P
where P ≥ 0 is a fixed point of the following modified Riccati
iteration
P = ϕ
(
P
)
. (33)
Then, we show that the modified Riccati iteration initialized
at S0 ≥ P also converges to the same point P . By resorting
to (30), it gives that
P = ϕ
(
P
)
= LPm
(
P
)
+Q+NPm
> LPm
(
P
)
where LPm(Y ) =
∑m
j=0 η
2
j,m
[
EPj φj−1
(
EPj
)′]
. Therefore,
the function LPm satisfies the condition of Lemma 4. Accord-
ingly, we realize that
lim
k→∞
(LPm)k(Y ) = 0, ∀Y ≥ 0.
Assume that S0 ≥ P and then,
S1 = ϕ
(
S0
) ≥ ϕ(P ) = P
where is due to the monotonically increase property of the
function ϕ(X) and (33). By induction, it establishes that
Sk ≥ P , ∀k > 0.
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Meanwhile, we have
0 ≤Sk+1 − P = ϕ
(
Sk
)−ϕ(P )
=φm
(
LSk1 ,L
Sk
2 , . . . ,L
Sk
m ,Sk
)− φm(LP1 ,LP2 , . . . ,LPm,P )
≤φm
(
LP1 ,L
P
2 , . . . ,L
P
m,Sk
)− φm(LP1 ,LP2 , . . . ,LPm,P )
=
m∑
j=0
η2j,m
[
EPj
(
φSkj − φPj
) (
EPj
)′]
=LPm
(
Sk − P
)
.
Then, since limk→∞ LPm
(
Sk−P
)
= 0, it directly follows that
limk→∞(Sk+1 − P ) = 0. That is, we have shown Sk → P
as k →∞ when S0 ≥ P .
In the following, we are ready to justify that the modified
Riccati iteration Pk = ϕk(P0) converges to P for all initial
conditions P0 ≥ 0. Let Q0 = 0 and S0 = P + P0. Then
consider the three Riccati iterations initialized at Q0,P0 and
S0, respectively. Clearly, Q0 ≤ P 0 ≤ S0, and in the light of
Lemma 6, it gives that 0 ≤ Qk ≤ Pk ≤ Sk, ∀k ≥ 0. Given
that both the sequence Qk and the sequence Sk converge to
P , consequently, we have limk→∞ P k = P .
2) Let us further postulate there exists another positive semi-
definite matrix Pˆ ≥ 0 such that Pˆ = ϕ(Pˆ ). Let us consider
the Riccati iteration initialized at Pˆ , and therefore, we can
derive the following sequence
Pˆ , Pˆ , Pˆ , . . . .
From analysis above, it has been shown that every Riccati
iteration converges to the same limit P . Therefore, we have
Pˆ = P .
In the sequel, we will provide an example of a scalar-state
vector-observation system to justify the existence of sufficient
condition in Theorem 1.
Example: We consider the following system
xk+1 =axk + ωk
yk =Cxk + υk,
where a = 1.2, C ′ = [c1, c2] = [1, 1], noise covariances are
q = 1 and R = diag{r1, r2} = diag{0.1, 1}. For simplicity,
consider λ1 = λ2 = 0.6, and let l1, l2 be, for instance, such
that l1 = −1,−2.8276 < l2 < 0.8276 or l2 = −1,−2.8276 <
l1 < 0.8276. Then one can always find p > 0 such that l1, l2, p
satisfy condition (32) in Theorem 1. That is, the expected
estimation error covariance matrix will converge.
In the ensuing part, we will present one necessary condition
for ensuring mean square stability of expected estimation error
covariance matrix which extends the result in [18] to general
linear systems with data packet drops.
Theorem 2 (Necessary condition): Consider system (1) and
Algorithm 1. Assume that A is unstable, that
(
A,Q1/2
)
is controllable and that (C,A) is observable. If E[P k] ≤
MP 0 , ∀k ≥ 0 holds for any initial condition P 0 ≥ 0, then
λ1, λ2, . . . , λm defined in (15) should satisfy the following
condition
m∏
i=1
(1− λi) ≤ 1(
maxi |σi(A)|
)2 (34)
where σi(A), i = 1, 2, . . . , n, are all eigenvalues of square
matrix A, and MP 0 > 0 depends on the initial condition
P 0 ≥ 0.
Proof: The proof follows straightforwardly from Fact 7)
in Lemma 3.
V. CONCLUDING REMARKS
In this paper we devised a measurement innovation com-
ponentwise based power scheduler for wireless sensors in
terms of optimally deciding whether to use a high or low
transmission power to communicate each component of a
measurement to the remote estimator side. The high transmis-
sion power is used to transmit the well-defined “important”
measurements and low transmission power to transmit the
less “important” measurements. Meanwhile, the high power
transmission power is assumed to lead to reliable data flow
while the low transmission power leads to unreliable data
flow, that is, data packet drops. Under this new framework,
the MMSE estimator was derived. Then convergence analysis
of the averaged estimation error covariance was provided and
moreover, both the sufficient condition and necessary condi-
tion guaranteeing its convergence were established for general
linear stochastic systems. Since the assumption of modeling
the arrival of measurements as independent Bernoulli i.i.d.
processes can be clearly improved upon, and therefore, fu-
ture work will concentrate on accounting for communication
channel modeling in this filtering framework [11], [31].
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