We present a comparative study between the results of most hydrodynamic simulations of the common envelope binary interaction to date and observations of post common envelope binaries. The comparison is carried out by considering the main properties of observations and simulations in various planes. The goal to evaluate whether this dataset indicates the existence of a formula that may predict final separations of post-common envelope systems as a function of pre-common envelope parameters.
INTRODUCTION
The common envelope interaction (hereafter CE; Paczynski 1976 , Ivanova et al. 2013 ) between an expanding giant and a close companion is at the heart of a range of binary classes and phenomena, including type Ia supernovae and the emission of gravitational waves. Yet a reasonable description of this interaction has eluded us so far. Simulations have intensified in recent years with more codes being applied to this problem (e.g., Rasio & Livio 1996; Sandquist et al. 1998; Passy et al. 2012; Nandez et al. 2015; Ohlmann et al. 2016a; Chamandy et al. 2018 , to cite a representative few). However, the complexity of the simulations and the long compute times have limited the number of simulated cases and have effectively precluded convergence tests. One of the main hurdles facing simulations is that if the simulation includes solely gravity and an ideal gas equation of state, the in-spiral unbinds less than half the envelope mass early on, but the entire envelope is lifted significantly and the reduced gravitational drag induces a slowing down of the in-spiral. The inclusion of recombination energy in simulations, results in the full unbinding of the envelope for lower mass stars , but the availability of the entire recombination energy budget to do work has been questioned by Soker et al. (2018, see also Ivanova 2018 and Grichener et al. 2018) . Even allowing the entire recombination energy budget to do work, there are still problems in ejecting the envelope for stars more massive than ∼2 M . The inclusion of additional physics in the simulations, such as jets or convection (Wilson & Nordhaus 2018 ) may complicate the issue further. separation of the post-CE binary, a f , is:
where G is the gravitational constant, E bin is the giant envelope binding energy, αCE is the efficiency parameter and q = M2/M1, where M2 and M1 are the companion mass and the giant stars mass at the time of the CE interaction, respectively. If αCE is not constant, predicting the final separation would be more complex. Using simulations to derive these dependencies has proven difficult, primarily because of the lack of envelope unbinding renders the simulated final separations untrustworthy, and second because simulations are time consuming and do not cover sufficient parameter space. However, if we could determine the reliability of the final separations in simulations, we may yet find a way to predict them directly as a function of stellar and binary parameters, bypassing the alpha formalism altogether. Several authors have instead quantified αCE by using observations of post-CE binary systems, alongside a reconstruction method that allows to determine the stellar structure at the time of the interaction. The error bars are substantial and some seemingly discrepant results have generated some confusion: αCE could be constant (e.g., Zorotovic et al. 2010) , or a function of parameters such as the mass ratio (De Marco et al. 2011 ). Finally using a population synthesis method αCE has been suggested to have a dependency on parameters (Politano & Weiler 2007) and using 1D stellar models with convection, αCE has been determined to have a far more complex and less predictable dependence on parameters (Wilson & Nordhaus 2018 , who reconciled the results of Zorotovic et al. 2011b and of De Marco et al. 2011) .
In this work we bring almost all 3D hydrodynamic simulations and observations of single degenerate, post-CE binaries to bear on this topic. We do so to validate theoretical studies as well as to determine whether we can find a signal in the combination of all data points. An earlier comparison was performed by Sandquist et al. (2000) , who carried out 5 CE simulations with the specific goal of comparing the simulations with 8 observed systems, 4 double degenerate and 4 single degenerates. Here we bring the corpus of simulations carried out to date to bear on a large sample of observed systems. This can be considered an extension of the work started by Iaconi et al. (2017) where all simulations available at that time were compared, but where the emphasis was not on the observations. This paper is structured as follows. In Section 2 we discuss the observational samples, the processing of the data and their characteristics. In Section 3 we do the same for the 3D hydrodynamic simulations in the literature. In Section 4 we compare observations and simulations, highlight similarities and differences of the two populations and discuss possible problems related to how the two sets correlate. Finally, in Section 5, we summarise and conclude. In Appendix A we list the observational data and the quantities derived from them. Simulation data can be instead found in table 1 of Iaconi et al. (2017) .
POST-COMMON ENVELOPE OBSERVATIONS
In this section we consider observations of post-CE binaries from the literature. We adopt the sample published by Zorotovic et al. (2011a) in its entirety. We also study a second sample that is a mixture of observations from various publications. Below we discuss the characteristics of these data, our calculations to reconstruct binary parameters at the time of the CE interaction and give details of some individual objects.
The observational and reconstructed data
The sample of Zorotovic et al. (2011a) has been considered in its entirety. This sample has considerable overlap with the sample of Zorotovic et al. (2010) , that was previously considered by Passy et al. (2012) and Iaconi et al. (2017) . We report the data from Zorotovic et al. (2011a) in Table A1 , where, in addition to the name of the objects we list the mass ratio of the binary at the time of the CE onset (q= M2/M1), the mass of the primary at the moment of CE (M1), the observed mass of the WD (Mc, where we list the error when its size makes the RGB or AGB interpretation uncertain), the radius of the primary at the moment of CE (R1), the observed companion mass (M2), the main sequence companion radius (R2), the ratio between R2 and the Roche lobe radius of the companion for the observed system (R2/RRL,2), the observed final separation (a f ), the binding energy of the primary at the moment of CE (E bin ) and a combination of parameters (qM 2 1 /2E bin ). The second data set we use is far less homogeneous than the previous one and includes in part that used by De Marco et al. (2011, except for HD149382, which was never confirmed as a binary, Norris et al. 2011) , with the addition of other relevant objects (Table A2 , where the columns are the same as those of Table A1, except for the last column that gives the original reference for each object). In this second data set we only list objects not already present in the list of Zorotovic et al. (2011a , Table A1 ). We also include central stars of planetary nebulae (PN). For these the CE must have happened in the recent past because the nebula is usually younger than 10,000 years. In addition, the nebula can be used to suggest, though not guarantee, that the giant was on the asymptotic giant branch (AGB) rather than on the red giant branch (RGB) at the time of the CE, something that is less certain for other binaries where Mc 0.47 M (see below). All the PN we use are those listed in De Marco et al. (2011) with the addition of three objects: V651 Mon (Davis et al. 2010) , HaTr7 (Hillwig et al. 2017) and ESO 330-9 (Hillwig et al. 2017) . We also include all the sdO and sdB objects listed by Schreiber & Gänsicke (2003) and Davis et al. (2010) .
The observed quantities in Tables A1 and A2 derive from observed lightcurves, sometimes in multiple bands. By modelling these lightcurves one can obtain stellar masses (Mc and M2) and orbital separation (a f ), though more often than not some assumptions and indirect estimates are made. From them, M1 and R1 the mass and radius of the primary giant at the time of CE can be reconstructed using the method of De Marco et al. (2011) .
Key to this reconstruction is the determination of whether a given system is post-RGB or post-AGB. If Mc < 0.47 M we consider the system to be post-RGB, because masses smaller than this value cannot ignite helium. If the mass is above this value, the star could be a post-AGB or it could be a more massive post-RGB star caught before helium ignition (see discussions in Zorotovic et al. 2010 and De Marco et al. 2011 ). However, statistically, masses above 0.47 M are more likely to be those of less massive post-AGB stars rather than those of more massive post-RGBs. There are several other sources of uncertainty in the reconstruction method, some quite large, all discussed by De Marco et al. (2011) , as well as by Zorotovic et al. (2010 Zorotovic et al. ( , 2011b , Davis et al. (2010) and Davis et al. (2012) . However, for the current study the evolutionary phase when the CE took place, RGB or AGB, is the most problematic source of uncertainty, so we discuss it further in Section 2.2.
To determine the main sequence mass of the primary we interpolate linearly the initial-to-final mass relation (figure 2 of De Marco et al. 2011) , after augmenting the derived core mass, Mc, by 0.028 M , to account for the core growth that would have taken place if the CE had not interrupted the evolution. The primary mass at the time of the CE is then derived from the main sequence value taking into account mass-loss (M1/MMS = 0.90 for the RGB and M1/MMS = 0.75 for the AGB). The radius at the time of the CE is then determined using equations 19 and 20 of De Marco et al. (2011) .
Some of the observed systems have evolved star masses large enough that it is likely that the main sequence progenitor had a mass in excess of 5 M , the upper limit of the initial-to-final mass relation used by De Marco et al. (2011) . For such objects we determined the mass of the main sequence progenitor by a linear interpolation of the initial-to-final mass relation of Weidemann (2000) (their table 3 ). The additive term of 0.028 M to determine the core mass that our stars would have had at the natural end of their giant phases is likely too small for more massive stars, as it was determined using stellar models in the range 0.8-2.5 M . As a result, we likely underestimated the main sequence mass and hence also the mass at the time of the CE for these more massive stars. In light of this additional uncertainty, we therefore display those more massive star observations as grey symbols in Figure 1 , 2 and 3.
From the values of M1 and R1 we calculate the envelope binding energy at the time of the CE, E bin , as adapted by De Marco et al. (2011) :
where Me = M1 − Mc is the envelope mass and λ is the stellar structure parameter (see, e.g., Webbink 1984) . The factor of one half is to account for thermal energy via the Virial theorem. This formalism is shown to be accurate by numerical integration of 3D stellar structures. The companions' radii were derived using R2 = M 0.8 2 (Torres et al. 2010, in solar units) , which can be shown to be reasonably close to the values that have been measured, even accounting for the fact that post-CE companions tend to be slightly larger than their mass would dictate due to irradiation by the primary (De Marco et al. 2008 ). The final separation, a f , is that derived from the observed period, this could be somewhat smaller than the one after the CE event because of magnetic braking (Zorotovic et al. 2011a ), though not enough to shift the data points in our logarithmic plots.
Discussion of the observational sample
In Figure 1 we show a f as a function of q, while in Figure 2 (upper panel) we have plotted a f as a function of |E bin | (absolute value of the binding energy). Both these figures are simplistic in that we know the final separation to be dependent on more than one parameter (see Equation 1). However, the structure they reveal is informative. Later (Figure 3 and 4), we will combine quantities in a more complex way. We also include simulation results, which we will discuss in Section 3.
Observations assumed to derive from RGB primaries are shown as small filled circles and those deriving from AGB stars are shown as small filled triangles. Observations represented by grey symbols denote stars with reconstructed main sequence masses greater than 5 M , as explained in Section 2.1. Circled symbols are post-CE binaries in planetary nebulae.
We have assumed that all observations with Mc < 0.47 M are post-RGB. In this way we obtain 18 pRGB and 44 pAGB in the Zorotovic et al. (2011a) sample (Table A1 ) and 7 pRGB and 29 pAGB in the mixed sample (Table A2 ). If we assumed a larger limit of 0.50 M (this value is somewhat arbitrary), the relative numbers would be 25 pRGB and 37 pAGB in the Zorotovic et al. (2011a) sample and 14 pRGB and 22 pAGB in the mixed sample, therefore increasing the number of primaries assumed to have undergone a CE interaction on the RGB. By increasing the Mc limit all binaries with 0.47 M Mc 0.50 M move to higher q values in Figure 1 . All the objects that thus move from the AGB to the RGB reconstruction when the Mc limit is increased, become on average more massive and therefore their |E bin | increases in Figure 2 (upper panel). Specifically, the region in Figure 2 (upper panel) at |E bin | < 5 × 10 45 erg becomes scarcely populated and the affected objects relocate in the zone with 5×10 45 |E bin | 3×10 46 erg. While we will adopt the Mc limit proposed by De Marco et al. (2011) , the considerations above will inform our discussion and we therefore marked all the points in the range 0.47 M Mc 0.50 M in red.
The data in Figure 2 is distributed in three zones: a left zone with |E bin | < 3 × 10 46 erg, that includes only AGB stars; a central one with 3 × 10 46 |E bin | 6 × 10 46 erg, that includes a mix of RGB and AGB stars and a right zone with |E bin | > 6 × 10 46 erg, that has only RGB stars. This segregation is logical, because RGB stars are on average more bound. More bound stars may naturally lead to smaller final separation, something that is only slightly apparent in Fig, 2 , with the post-RGB group displaying a weak anticorrelation: the more bound stars result in smaller final separations. This anti-correlation is weakened by substantial uncertainty as well as the fact that the small final separations are also promoted by relatively low companions masses (see below). In fact we observe that the post-RGB stars with the lowest final separations but relatively high binding energies (5 − 10 × 10 46 erg), all have low mass companions (GD448, WD0137-3557 and SDSS1529+0020).
We now consider the objects included in the three zones denoted as "1" (low |E bin |, high a f ), "2" (high |E bin |, low a f ) and "3" (low |E bin |, low a f ) in Figure 2 (upper panel; see the data reported in Table 1 ). Regions 1 and 3 contain seven objects each with a similar primary binding energy range, but different final separations. Inspecting Table 1 it is clear that the primaries of the two groups are very similar, with M1, Mc and R1 within the average of the reconstructed sets of observations, although we notice that all the primaries in region 1 and 3 have Mc > 0.47 M , indicating that the progenitors were more likely on the AGB at the time of CE. The difference between the two zones, is that the binaries in region 1 have more massive companions (∼ 0.33 M on average) than those in region 3 (∼ 0.11 M on average). Once again this reinforces the idea that low companion masses lead to small orbital separations.
Region 2 instead includes three objects that have similar Mc (0.33 M on average) and the same M1, as they all fall in the RGB reconstruction regime. The reconstruction for these objects yields a low value of R1 (23 R on average), and hence a high binding energy, something that may be the cause of such low a f even if the M2 values of these three systems are relatively high and comparable with those of region 1.
Most planetary nebulae (circled points in Figure 1 to 3) derive from lower mass AGB primaries, with a rare few likely deriving from RGB progenitors. Their masses are known to be too low to (Table A2 ) and from Zorotovic et al. (2011a) are shown as dots for post-RGB stars and as triangles for post-AGB stars. In red we mark the observations with 0.47 M Mc 0.5 M , in grey those corresponding to primaries with main sequence masses greater than 5 M , in black all the remaining ones. The symbols surrounded by a circle represent systems with planetary nebulae. Simulations from the literature are also shown with coloured symbols, according to the legend. Note that in this instance we use a logarithmic scale for the separation axis. have gone through AGB evolution. In our sample, ESO 330-9 and V651 Mon (better known by its nebular name, NGC2346) have very low central stars masses (both are 0.40 M ). Despite high uncertainties in mass derivations, these two PN masses are almost certainly below the helium-burning limit. For V651 Mon the mass range from radial velocity considerations and the spectral type of the companion is 0.32-0.45 M (Mendez & Niemela 1981) . For ESO330-9 the mass range is 0.38-0.45 M using all available evidence (Hillwig et al. 2017) , and the adopted value of 0.40 M is arbitrary, chosen to then derive all other other parameters in a con-sistent way. The nebulae of these two objects are distinctly bipolar for NGC 2346 while for ESO 330-9 the shape is indistinct as the nebula is large but faint. Even eliminating the two post-RGB PN, the distribution of the post-AGB PN is not particularly correlated nor concentrated.
Finally, let us consider the four systems that lie at large a f (>20 R ), namely IK Peg, V651 Mon, FF Aqr and V1379 Aql, which we list in bold font in the respective tables (Tables A1 and  A2 ). These objects have main sequence companions more massive than average. The primary masses of V651 Mon, FF Aqr and V1379 Aql are low enough that we consider them post-RGB. However, applying our post-RGB reconstruction technique results in a primary mass at the time of CE that is smaller than the companion mass, something that cannot be for these systems. For these three systems we therefore assume M1 = M2, i.e., the smallest primary mass that is consistent with evolutionary theory, which is also the most likely because of the initial mass function (e.g., Kroupa 2001) . Davis et al. (2010) concluded that V651 Mon, FF Aqr and V1379 Aql are not the result of a CE interaction during one of the primary's giant phases, because they cannot reconcile their location on the M2 vs. period diagram with the statistical location of systems from their population synthesis models. They favoured instead, based on the same models, a dynamical mass-transfer phase on the stellar thermal time-scales, also known as a thermallyunstable Roche lobe overflow. Even though the V651 Mon system shows the presence of a planetary nebula, Davis et al. (2010) and de Kool & Ritter (1993) argued that it could have formed due to enhanced stellar winds during the thermally unstable Roche lobe overflow.
The fourth system, IK Peg, has instead a high Mc = 1.19 M . Following the AGB reconstruction the AGB progenitor mass is larger than the companion's in accordance with theory. Landsman et al. (1993) , Smalley et al. (1996) , Davis et al. (2010) and Zorotovic et al. (2011a) , agree that the most likely binary interaction for IK Peg was a CE phase. We also note that IK Peg is one of 7 systems with a reconstructed main sequence mass larger than 5 M , and marked as a grey symbol in Figure 1 , 2 and 3, due to the uncertainty on the exact value. The other 6 objects have a similar binding energy to IK Peg, but have much smaller final separations a f , likely because of their much lower mass companions. Although IK Peg stands out in Figure 1 and 2, it is actually reasonably within the main trend of simulations and post-RGB observations in Figure 3 , that will be discussed in Section 4.
In summary the four systems with large final separations are likely due to two distinct phenomena. One group suffered a Roche lobe overflow phase that either prevented the CE or reduced its intensity, leaving the binary with a wider separation. This is also seen in simulations that model the extended Roche lobe overflow (Reichardt et al. 2018 ). The second group (with currently only IK Peg as member) derives from a regular common envelope, and the large separation has to do with the high mass of the companion. Figure 3 shows the values of a f plotted versus the right hand side of Equation 1. In such a plot the slope of any correlation found is proportional to the value of αCE. We plot the same data in linear and log space. Just looking at the observations it is clear that the post-AGB observations, including the PN, stand clear of the rest, forming a very poorly correlated set. The post-RGB observations are instead more correlated (and overlap mode with the simulations, which we will discuss in Section 3.2).
COMMON ENVELOPE SIMULATIONS
In this section we discuss a sample of simulations. Most of these simulations have been already collected and compared by Iaconi et al. (2017) . Here we concentrate on their characteristics displayed in the a f vs. q (Figure 1) , |E bin | vs. a f (Figure 2; upper panel) and a f vs. the right hand side of Equation 1 (Figure 3 ).
The simulation data
Iaconi et al. (2017) compared several simulations from the literature and showed that, perhaps surprisingly, different modelling techniques seem to produce reasonably consistent results, at least at the level of precision that we are interested in at this time. Input and output parameters of the simulations can be found in table 1 of Iaconi et al. (2017) , except for a handful of simulations for which the data is reported here. Below we give a quick description of the simulations.
Grid simulations
The grid simulations we consider are those of Passy et al. (2012, yellow squares in Figure 1 , 2, upper panel and Figure 3 ) and those carried out with the AMR version of the same code (ENZO; Bryan et al. 2014) by Iaconi et al. (2018) , for which we will use the original nomenclature SIM1-SIM5 (red squares), SIM6-SIM10 (cyan squares), SIM11 (pink squares) and SIM12 (brown squares).
We also consider the simulations of Sandquist et al. (1998, green circles) and Sandquist et al. (2000, red stars) , carried out with a static nested grid technique, that of Ricker & Taam (2012, blue triangle) , carried out with the sophisticated AMR code FLASH (Fryxell et al. 2000) and the recent simulation of Chamandy et al.
(2018, elongated orange rectangle), carried out with the code AS-TROBEAR (Carroll-Nellenback et al. 2013 ). This simulation is not listed by Iaconi et al. (2017) . It models a 1.9 M RGB star with a radius R1 = 48 R , and a companion with a 0.98 M mass placed at an initial separation of a = 49 R and achieving a final separations of a f = 8 R .
We discuss, but do not plot, the simulations of Staff et al. (2016a) which are the only ones including high mass (3 M ) AGB stars with relatively massive companions (up to q = 1). The final separation is ∼ 200 R . The resolution of those simulations is very coarse and the initial eccentricity very large, but some aspects are informative in the current context (see Section 4.3).
Smooth particle hydrodynamics simulations
We also use simulations carried out with the SPH code PHANTOM by Reichardt et al. (2018, with increasing resolutions 80 000, 230 000 and 1.1 million SPH particles; light blue triangles), where a simulation with the same parameters of the grid simulation in Iaconi et al. (2017) is started at a wider initial separation so that the entire unstable Roche lobe overflow is simulated.
The SPH simulations from the literature are those of Rasio & Livio (1996, pink Values of a f plotted in Figure 1 to 4 are obtained using the criterion of Sandquist et al. (1998) , namely, the separation at the time when the orbital shrinking timescale becomes one tenth of its maximum value (see Iaconi et al. 2018 for a more accurate description), for all simulations where this was available (see table 1 of Iaconi et al. 2017) , while for the rest of the simulations we utilised the values listed by the respective authors.
In Figure 2 -4, the values of |E bin | are obtained analytically applying Equation 2 to the simulation data from the respective papers, similarly to what was done with observations. Additionally, in Figure 2 , lower panel, we show the same area as in upper panel, but in this case we compare the values of |E bin | calculated analytically with those calculated numerically, by integrating simulation data when available. We comment on the comparison between these two methods of determination of the binding energy in Section 3.2.1.
Discussion of the simulated sample
Here we discuss the simulations as a group using Figure 1 to 4.
The binding energy of simulated giant stars
For the simulations we calculate the binding energy analytically because not all authors list the numerically-integrated value in their respective publications. However, every time they do we check their values. In Figure 2 (lower panel) we observe a shift between the value of |E bin | calculated analytically (larger values) and numerically (smaller values; values are connected by a bar forming a dumbbell). This is mainly an effect of resolution: for SIM9, SIM11 and SIM12, which are a resolution sequence, SIM12, with a highest innermost resolution of 0.05 R , has a numerical binding energy which is almost exactly the same as the one derived analytically, while SIM9, with the lowest resolution (0.84 R ) has the lowest value of the numerical binding energy and most discrepant with the analytical value (see also the discussion in appendix A2 of Iaconi et al. 2018) . At higher grid resolution stars are mapped with more accuracy near their central region and the resulting value of the binding energy is higher and more similar to the analytical value.
The simulation of Ricker & Taam (2012) has a binding energy that is very close to the analytical value. This is likely due to the extremely high resolution 1 of that simulation (blue triangle in Figure 2 ): 0.29 R , compared to 0.21 of SIM 11 (pink square in Figure 2 ).
The three PHANTOM simulations by Reichardt et al. (2018) , with three different resolutions (80 000, 230 000 and 1.1 million SPH particles, respectively) do not have very different binding energies. This is likely due to the fact that the lower factor of 1.2 and 1.8 improvement in linear resolution between simulation pairs (compared with a factor of 4 improvement in linear resolution for pairs SIM9/SIM11 and SIM11/SIM12) is also mitigated by the fact that the SPH particles distribute themselves and increasing the number of particles by a factor of 2 3 increases the resolution by a factor of 2 only on average, but not necessarily everywhere. As shown in table 1 of Reichardt et al. (2018) the resolution in the inner layers, as measured by the smoothing length of the most packed innermost SPH particles at the time of inspiral is quite similar between the three resolutions.
Perhaps unexpectedly, the moving mesh simulation by Ohlmann et al. (2016a) with the highest inner resolution of all simulations (0.01 R ), has a binding energy (they report 1.2×10 47 erg) that is a factor of two lower than that calculated analytically (2.29 × 10 47 erg). We do not understand the source of this difference and we can only offer that this is the only simulations carried out with a fundamentally different numerical technique (Section 3.1.3).
We need to keep this in mind, the lower the resolution the lower the binding energy (less negative), the larger the final separation and the more the simulated star behaves as a larger, less massive object, compared to the input values we have imparted to the simulation. Also, when comparing simulations with observations, for which the analytical formula is used the estimate the actual binding energy at the time of the interaction we could expect an offset.
A comment on the dependence of the final separation on simulation resolution
Some of the simulations' final separations, a f are upper limits: the core and companions are modelled as point particles and their potential is smoothed by a smoothing length (called softening length in SPH simulations). Their in-spiral slows down once the orbital separation is similar to the smoothing length. This means that when the final separation of a simulation is of the order of the smoothing length we must consider the final separation an upper limit. Simulations where the final separation is of the order of the smoothing length are SIM1, SIM2 (lowest two red squares in Figure 1 and 2) and SIM6-11 (cyan and pink squares) of Iaconi et al. (2018) , and possibly some of the simulations of Nandez et al. (2015) and Nandez & Ivanova (2016, orange cross and green plusses). Even when the final separation is large enough that the end of the in-spiral cannot have been caused by the size of the smoothing length, the spatial resolution can still control the final separation: the comparison carried out in Iaconi et al. (2018) clearly shows that a higher resolution leads to a smaller final separation: compare the yellow and red squares in Figure 1, 2 and 3 . Also, as we will discuss in Section 3.2.3, the binding energy of the primary at the time of CE regulates the final separation, and the binding energy is in turn a function of resolution (Section 3.2.1).
Considerations on the simulated values of a f as a function of different parameters
Inspecting Figure 1 we can state that for identical primaries, high mass companions are left at larger separations (compare SIM1-5; red squares or triplets of simulations with the same primary by Nan- (Table A2 and Zorotovic et al. (2011a) are represented in a similar fashion as Figure 1 . Simulations from the literature are also shown with coloured symbols, according to the legend. All the binding energies are computed by using Equation 13 of De Marco et al. (2011) . The orange-shaded trapezoid represents the surface obtained by intersecting the lines passing through the two minima or maxima points in the x and y directions for the observed data. The green-shaded trapezoid encloses all the simulations and its sides are parallel to those of the orange-shaded one to give the reader a term of comparison. The numbered rectangles represent the samples discussed in the text. Lower panel: binding energy of the primary star at the beginning of various simulations performed by us and from other work (as per legend). For each simulation we show two points connected by a line, the left points are obtained by using the physical values from the simulations' computational domains, while the right ones are calculated with Equation 13 of De Marco et al. (2011) . If the same simulation is carried out at different resolutions we mark the corresponding points with different colours. The shaded areas are the same as those of the upper panel and are reported for comparison. companions (0.1 and 0.35 M ): the one with a lower mass companion is left at a larger separation (33 R ) than the one with a more massive companion (21 R ). SIM5 of Iaconi et al. (2017) , with a primary of 0.9 M and a companion mass of 0.15 M , is very similar indeed to simulation 4 of Sandquist et al. (2000) and yet it has a much smaller final separation (∼3 R ).
In Figure 2 (upper panel) , simulations are distributed in a broad diagonal "strip" contained within the ranges 2 × 10 46 |E bin | 10 48 erg and 3 a f 30 R . Even assuming that some of the smallest final separation values are upper limits (see Section 3.2.2) would not change this conclusion. Most of the stars simulated are RGB stars, and the few AGB stars simulated are massive, which is why there are no simulated stars at very low binding energy values.
The broad range of a f values with similar value of the binding energy does not always reflect the expected relationship with q (small q, small a f ). For example, the group of simulations at 3 × 10 47 erg demonstrate that two q ∼ 0.1 simulations from Sandquist et al. (1998) Figure 2 and the only other simulation close to them is SIM5 of Iaconi et al. (2018) . For their simulation 3, Sandquist et al. (2000) point out that the wide separation is the result of a relatively heavy core and a companion and a light, extended envelope. Their simulation 5, which is the same as 3, but with a heavier envelope, also has a wide a f . This is in contrast with the very similar comparison carried out by Iaconi et al. (2018) (red vs. cyan squares), where the envelope was made heavier for the same core mass (simulating an earlier evolutionary phase of an originally more massive star). The reason why three of the Sandquist et al. (2000) systems end up at a large a f can be found in the radius of the primaries. Although the systems of simulations 3 and 5 of Sandquist et al. (2000) are respectively very similar to SIM3 and SIM8 of Iaconi et al. (2018) in terms of M1, Mc and M2, they have very large radii with R1 200 R , against R1 100 R in Iaconi et al. (2018) . This leads to very loosely bound envelopes with low gravitational drag force and therefore to larger a f . When these simulations are placed in Figure 3 , they are more in line with the other simulations, though they are still systematically above the band occupied by the others (particularly the one with the largest value of a f ).
The simulations of Nandez et al. (2015) and Nandez & Ivanova (2016) (green and orange crosses in Figure 1 to 4) are the only ones to include recombination energy. Their primaries' binding energy at the start are smaller than the corresponding analytical values. This shift (Figure 2, lower panel) should partly be due to resolution and partly to the inclusion of recombination energy which results in a larger internal energy payload in the stellar structures (see figure 1 in Nandez et al. 2015) . This is even clearer looking at Figure 3 for which a f is an upper limit, are very much on the same line (a fit to this trend that includes the RGB observations will be discussed in Section 4).
The final separation of simulations carried out with recombination energy is not systemically different from the separations of the other simulations. One could expect the final separation to be larger, since a second source of energy helps unbind the envelope. However, the unbinding at the hand of the recombination energy takes place outside the region where the binary resides and at a time just after the in-spiral has completed but before the envelope has a chance to fall back. A direct comparison between identical calculations carried out with and without recombination energy with the PHANTOM SPH code (Reichardt et al., in preparation) agrees that the addition of recombination energy does not affect meaningfully the final separation. It is therefore possible that the final orbital separations are not influenced by the lack of unbinding, if recombination energy is the main solution to the unbinding problem.
COMPARISON BETWEEN OBSERVATIONS AND SIMULATIONS
Finally, in this section we compare the distributions of observations and simulations on all planes (Figure 1, 2, 3 and 4 . All observational data is in Tables A1 and A2).
Comparison of binding energies between simulations and post-RGB observations
There is an offset between the locus of observations and simulations, highlighted by the orange and green areas in Figure 2 . We do not have reason to believe that the observations have systematically too low a value of the binding energy or too low a value of the orbital separation, except that some of the red triangles could shift to the right if we increased the helium-burning mass limit (Sec 2.2). The lack of simulations at low binding energy is simply explained by the fact that simulations tend to model compact RGB stars, which naturally have relatively large values of the binding energy. It is more difficult to stabilise the naturally unstable AGB stars in the 3D computational domain, and as a result research has naturally progressed more rapidly in the RGB domain.
Yet, even with this argument we still see that the simulations have larger binding energies than the high binding energy, post-RGB observations. The shift between analytical and numerical values of the binding energy discussed in Section 3.2.2 (Figure 2 lower panel) may be partly to blame. The numerical (smaller) values of |E bin | are what is actually "felt" by the gas in the simulation, and it is therefore what actually determines the outcome of the simulated in-spiral and the final separation. For a proper comparison we ought to use the numerical, not the analytical binding energy which would shift the simulations to the left, resulting in a better overlap. We did not apply this to simulations because only a minority of them have published values of the numerical binding energy.
A more correct way to think of this is that the simulations are acting as if they had a smaller mass and/or more extended envelope because the limited resolution results in too low a binding energy. A more resolved simulation would therefore lead to smaller final separations, at least for some of the simulations. See Section 3.2.2.
Despite this clear shift in Figure 2 , once we plot simulations and observations in Figure 3 the shift between simulations and the RGB observations is slightly less clear cut. Here we actually see that the RGB observations are reasonably well represented particularly by the simulations. As was the case in Figure 2 , the AGB observations are greatly discrepant with the simulations, and present no clear trend (except for a very weak correlation). We discuss this further in the next section.
Is there a value of αCE?
The value of αCE from simulations could in principle be obtained by comparing the delivered orbital energy to the change in envelope binding energy. However, for those simulations where the envelope is not fully unbound, this definition becomes meaningless. Also, since the codes are adiabatic the only way that αCE can be below unity is if the unbound gas is sent off with a velocity much in excess of the escape value (no energy can leak in the form of radiation). For those simulations where the recombination energy is allowed to do work, things become more complicated, as can be seen by reading the work of . There, even determining whether the gas is or is not unbound becomes somewhat convoluted. In what follows the value of αCE is therefore intended as an algebraic expedient to derive a f from other parameters, rather than having a real physical meaning. There is also the issue of whether high q simulations and observations, that go through a prolonged Roche lobe overflow phase before the CE, are actually behaving differently from the others, in a way that cannot be characterised by the same αCE at all. We have left those observations out of the fitting that we are about to carry out below. On the other hand, the one simulation that resolves that phase (Reichardt et al. 2018 , down-pointing, light blue triangle) is not technically different from all other simulations and we have therefore left it into the sample fitted in Figure 4 .
In Figure 3 , we show a subset of all data points from Figure 3 . We eliminate all the post-AGB observations (triangles), which appear to be very differently segregated, as already discussed in Section 4.1, and the three post-RGB, post-Roche lobe overflow observations. We also eliminate all those simulations for which the value of a f is a known upper limit because it has the same size as the smoothing/softening length (this includes the two simulations by Iaconi et al. 2018 with the lowest value of q -red squares, all the simulations by Iaconi et al. 2018 with higher mass -cyan and pink squares and the three simulations by Sandquist et al. (2000) with low value of a f -red stars). Once this culling is done, we are left with the data points shown in Figure 4 .
To guide our discussion and our eye, we carry out a simple linear fit to these points in the linear regime such that the gradient of the line is proportional to the value of αCE (Figure 4 2 ) . No errors are used in this fit. The fit is forced to have a zero y-intercept and the gradient is 3.9 × 10 −19 R g −2 erg −1 . This is equivalent to αCE 0.5. This shows some manner of consistency with other lines of arguments, but should not in any way be used as the correct value. It should instead be used to discuss those observations and simulations that diverge substantially from the fit not because of random error, but because they may have inherently a different efficiency value.
Of all the simulations and observations that we have fitted some diverge considerably (up to a factor of 6) from this fit. About half of the post-RGB observations lie substantially below the fit. On the other hand, the most discrepant simulations are all above the fit. These are two of the three Sandquist et al. (2000) simulations at large a f , the Ricker & Taam (2012) simulation and, although they have not been fitted, the simulations of Iaconi et al. (2018) , that reside below the trend line fitted despite the fact that their a f values are all upper limits (see Figure 3 ). Finally the simulations of Reichardt et al. (2018) also sit at 2.5 times the fit value. All of these imply a different value of αCE.
Wide post-CE binaries in observations and simulations
There are 4 observations and 6 simulations with final separations significantly in excess of 10 R . They have a broad range of q values (Figure 1) ; in Figure 2 we see that the high separation observations have large binding energies while the simulations have intermediate binding energy values. In Figure 3 some of these simulations and observations are approximately aligned with the trend line, while others have too large a value of the final separation for their x-axis position on that diagram.
As discussed in Section 2.2 three of these four observations derive from a prolonged phase of Roche lobe overflow, possibly followed by an anomalous CE and this may justify the large separations and the discrepancy with the simulations that may not reproduce the earlier, Roche lobe overflow phase, something that is more important at high q values. The one simulation which carefully considered the Roche lobe overflow phase (Reichardt et al. 2018 ) is, in fact, very close to one of those observations, V651 Mon (a PN) in Figure 3 , but more simulations need to be carried out.
The fourth observation, IK Peg (the only grey post-AGB [triangle] at large separation in Figure 1, 2 and 3) does fall approximately on the fitted line (Fig 4; though it was not fitted on account of its being a post-AGB observation) and therefore may be simply at the high end of the trend, and could be possibly explained with the same αCE. It is also the most massive of all analysed post-AGB stars and has a much larger separation than the rest of the post-AGB observations.
Ultimately we see that no simulation has been carried out with very large mass ratio and a high binding energy primary. The only simulation that comes close was not included in any of the figures because it starts with a very eccentric orbit and has low resolution (Staff et al. 2016) . That simulation, with a 3.05 M AGB star and a 3 M companion (q ∼ 1) resulted in a final separation of ∼ 200 R , outside the y-range of the plot in any of our figures. The binding energy of the primary was (∼ −5 × 10 47 erg; q M 2 1 /2|E bin | = 3.7 × 10 19 g 2 erg −1 ), more negative than the binding energy of the observation (∼ −3 × 10 47 erg). Ultimately, simulations with better resolution need to be carried out to confirm the ability of high-q, high mass simulations to reproduce large a f observations.
Three of the simulations of Sandquist et al. (2000, red stars ) have low binding energy (they are large and low mass RGB stars) and large separations in Figure 2 . With more resolution the final separations may have been somewhat smaller, closing the gap with some of the observations. One simulation (the one with the largest separation) has a low mass companion (q = 0.1) and we would have expected a much smaller final separation than that simulation achieved. Its location on Figure 4 , shows that it is well above the fitted line, very discrepant with the fit. There are enough discrepancies between these simulations and the conclusions we can draw from the rest of the simulations to warrant a re-calculation of the Sandquist et al. (2000) CE simulations.
Close post-CE binaries in observations and simulations
Finally, we take a look at those simulations and observations with very low values of the final separation. Three simulations among those of end with very small separations. If the companions in these simulations were assumed to be main sequence stars (instead of white dwarfs, as assumed in their paper), they would be overflowing their Roche lobes, likely implying that a binary like those simulated would result in a merger. Of all other simulations, only the high resolution SIM11 of Iaconi et al. (2018, pink square in Figure1-3 ) has a very low final separation, which may be itself an upper limit.
The highest binding energy simulation of all, that of Rasio & Livio (1996) has a small final separation as expected. It also falls right on top of the sequence of simulations by and we fit it in Figure 4 .
The twelve smallest a f values (a f<1 ) in the observational sample belong to eight post-AGB and four post-RGB binaries. They all cluster at low q values (Figure 1 ; for all M2 < 0.22). Their binding energy is spread over almost the entire range (Figure 2) with the post-AGB systems naturally having smaller values (some of them are red triangles, indicating that they are close to the boundary that divides the post-RGB from the post-AGB systems, so they could be post-RGB, in which case their binding energy would be larger). The post-RGB stars fall reasonably well on the fitted trend in Figure 4 , while the post-AGB systems with a much larger value of qM1/2|E bin |, do not.
All of these systems have such small orbits that the compan-ions are close to filling their Roche lobe (see Table A1 and A2, where the values of R2/RRL,2 are all around unity). This would indicate that there are many similar binaries that have merged in the common envelope. We wonder where the disrupted companion gas would settle (in the core or in the envelope) and what behaviour this type of merger would trigger (Nordhaus & Blackman 2006) . The existence of such low a f , low M2 systems may also have implications for the formation of CVs: many of these systems would form CVs with very low mass companions immediately after the CE. These systems would bypass the period gap altogether (Politano 2004) .
SUMMARY AND CONCLUSIONS
We have carried out a comparative analysis to understand how observations of post-CE systems and the population of systems resulting from 3D hydrodynamic simulations relate to each other. The analysis is carried out by using the final separation, a f , vs. mass ratio (q = M2/M1, where M1 is the primary mass and M2 is the companion mass) plane, the a f vs. |E bin | plane, where |E bin | is the absolute value of the binding energy of the primary at the moment of the common envelope interaction and the a f vs. |qM 2 1 /2E bin |, for which the gradient is αCE.
To compare observations and simulations we have reconstructed the properties of the primary stars at the moment of CE using parameters determined from observations of the post-CE systems alongside the method of De Marco et al. (2011) . The uncertainties in this reconstruction methods are significant and have been discussed elsewhere. Despite these uncertainties, the main results of this comparison have been:
• Observed RGB stars and those (mostly RGB) CE simulations for which a f are not upper limits, follow a common trend that can be fit to derive one value of the αCE parameter, but with considerable scatter. More importantly there are a series of notable exceptions that imply that more than one alpha law may be in place, likely showing that αCE does not have a unique value for all common envelope interactions.
• The first notable exception to the trend identified is that, at odds with the post-RGB observations and simulations, the observed post-AGB systems display little correlation between a f and qM 2 1 /2E bin , implying, if anything a very small value of αCE. These observations also diverge substantially from the locus of the post-RGB observations and of the simulations. There are not enough simulations of AGB CEs to help an explanation. The subset of post-AGB PN are more correlated in this plane than in any of the other plots and are slightly more correlated than the other post-AGB observations. AGB common envelopes appear to have a very different behaviour from RGB interactions.
• Three simulations by Sandquist et al. (2000) with high a f (two of them in particular) deviate too from the fitted relation in that they have too large a final separation. These simulations do not follow the low q -low final separation relation seen elsewhere in observations and simulations. For these simulations with their extended RGB envelopes, the least massive companions results in a wider, rather than smaller, final separations. With relatively low values of q, and low values of the binding energy, they sit in a corner of parameter space that is not populated with anything else. Repeating these simulations is a priority.
• The RGB simulations of Iaconi et al. (2018) also deviate from the fitted relation: their final separations fall far below the trend exhibited by other simulations despite being upper limits. These are the only simulations that sit substantially below the trend line and, despite being post-RGB simulations, sit in the parameter space occupied by the post-AGB observations.
• The issue of the dependence of final separation with resolution remains. Smoothing length, too low a binding energy both contribute to final separations that should in fact be lower. Whether this is a secondary effect or not remains to be seen.
• High q observations that went through a prolonged phase of Roche lobe overflow do appear to have systematically large separations as do those simulations that not only started at the time of Roche lobe overflow, but also resolved the Roche lobe mass transfer (Reichardt et al. 2018) . What exactly characterises the separations of these types of interaction is not clear.
• The few simulations that allow the entire recombination energy budget to be turned into work (Nandez et al. 2015; can unbind the envelope, but do not appear to result in systematically different final separation from simulations that do not unbind the entire envelope. We have used these reasons to assume that the simulated final separations are independent on whether or not the envelope is unbound. This would be reassuring if we believe that recombination energy is the solution to unbinding the common envelope in this type of low mass interactions.
In conclusion, this is a pretty complex landscape. However, there seems to be an indication that no particular value of αCE could be chosen and that using a value of ∼50%, as returned by the only fit we can reasonably carry out, can lead to a final separation by up to a factor of ∼5-10 smaller or larger.
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APPENDIX A: DATA DERIVED FROM OBSERVATIONS
In this appendix we list data derived from observations. Table A1 is almost identical to the list presented by Zorotovic et al. (2011a) , while in Table A2 we present a series of mixed observations, whose sources are reported in the last column of the table itself. (2003) 
