AbstractÐThe overall throughput of automatic test equipment (ATE) is affected by the download time of test data. An effective approach to the reduction of the download time is to compress test data before the download. A compression algorithm for test data should meet two requirements: lossless and simple decompression. In this paper, we propose a new test data compression method that aims to fully utilize the unique characteristics of test data compression. The key idea of the proposed method is to perform the Burrows-Wheeler transformation on the sequence of test patterns and then to apply run-length coding. Experimental results show that our compression method performs better than six other methods for compressing test data. The average compression ratio of the proposed method performed on 15 test data sets is 94.6, while that for the next best one, Gzip, is 65.0. The experimental results also show that our method indeed reduces the download time significantly, provided a dedicated hardware decompressor is employed.
INTRODUCTION
T EST patterns are usually generated and stored on workstations or high-performance personal computers. The increased variety of ASICs and decreased production volume of individual types of ASICs requires more frequent downloads of test data sets from workstations to automatic test equipment (ATE). In addition, because of the sheer size of test sets for ASICs, often as large as several gigabytes, the time spent to download test data from computers to ATEs is significant. The download from a workstation storing a test set to the user interface workstation attached to an ATE is often accomplished through a network. The download takes from several tens of minutes to hours. The test set is then transferred from the user interface workstation of an ATE to the main pattern memory through a dedicated high speed bus. The latter transfer usually takes several minutes. The transfer of test data from a workstation to an ATE is shown in Fig. 1 .
During the download period of a test set, the ATE is idle, wasting this valuable resource. The overall throughput of an ATE is affected by the download time of test data and the throughput becomes more sensitive to the download time with the increased variety of ASICs. One common approach to improve the throughput of an ATE is to download the test data of the next chip during the testing of a chip. It cuts down the effective download time of test data, but the approach alone may not be sufficient. An ATE may finish testing of the current chip before the download of the next test data is completed. Another approach is to compress the test data, which is the focus of the paper. 1 The two approaches can be readily combined together to further improve the efficiency.
A compression algorithm for test data should meet two requirements: It should be lossless and have simple decompression. As the decompression is performed on the ATE side, the decompression time should be minimized to reduce the overall download time. However, compression time does not affect the download time, as it can be prepared in advance on a computer. Therefore, a suitable method for the ATE environment is possibly complex in compression, but simple in decompression. The unique characteristics of test data compression need be exploited to maximize efficiency when designing a test data compression scheme. Another characteristic that can be exploited for test data compression is that subsequent test patterns on the same pin are strongly correlated, but the patterns on different pins are weakly correlated.
A simple compression scheme that can be applied to test data compression is run-length coding, where a sequence of equal symbols is encoded into two elements, the repeating symbol and the length of the sequence. For data with many long sequences of equal symbols, run-length coding is apparently efficient. Huffman coding is more sophisticated than run-length coding and yields better compression [1] . Huffman coding builds a binary tree based on the probability of the occurrence of the letters, where leaves in the binary tree correspond to the letters. The Huffman code for a letter is obtained by traversing the tree from its root node to the leaf corresponding to the letter, concatenating ª0º to the code word every time it traverses over a left branch and ª1º over a right branch. A different approach from the above two methods is arithmetic coding [2] . Arithmetic coding generates a unique tag or identifier for a given sequence of symbols, then deciphers tags to restore the original sequence. The main advantage of arithmetic coding over Huffman coding is that building a binary tree structure is unnecessary. The LempelZiv (LZ) method, based on the construction of a dictionary, builds a list of patterns. The LZ method encodes patterns according to their indices in the list [3] , [4] . The LZ method does not require a priori knowledge of the probability of the occurrence of letters and becomes more efficient for a longer sequence of patterns whose characteristic is static. The Lempel-Ziv-Welch (LZW) algorithm, which is a derivative of the LZ method, collects new phrases into a dictionary [5] . When a repeating phrase is found, the index of the phrase in the dictionary is recorded to compress the phrase. Some compression utilities available on personal computers and workstations (such as PKZIP [6] and compress) implement variations of the LZ method. The Lempel-Ziv-StorerSzymanski (LZSS) algorithm keeps track of the last n bytes of data [7] . When a phrase that has appeared before is encountered, the phrase is encoded as a pair of values corresponding to the position of the phrase in the buffer and the length of the phrase. Besides the above general data compression algorithms, there are many compression methods designed for special applications such as speech, image, and video [8] , [9] , [10] . These methods are usually lossy and, therefore, cannot be applied to test data compression.
The general purpose compression algorithms described above do not exploit the unique characteristics of test data compression. Hence, they usually result in a low compression ratio. A different approach for test data compression was investigated in [11] , [12] , [13] . The goal of the methods is to compress test data, so that the test generation circuitry is simplified to reduce the hardware overhead in the BIST (Built-In Self-Test) environment. These methods do not yield a high compression ratio (which is not the goal of the methods), so that they are not applicable for reduction of download time.
In this paper, we propose a new compression method which transforms a given test set first and then applies runlength coding. The proposed method, which fully utilizes the unique characteristics of the ATE environment and of test data, achieves a high compression ratio. Another salient point of the proposed method lies in simple decompression. The decompression algorithm can be easily realized in hardware to decompress multiple columns simultaneously. A dedicated hardware operating on multiple columns in parallel substantially reduces the decompression time, which leads to a significant reduction of download time.
(Experimental results will be shown in Section 4.) This is a good contrast to our previous method presented in [15] , which employs both run-length coding and a UNIX utility Gzip for a transformed data. The method in [15] performs better in compressing test data, but the high complexity of the decompression procedure renders the method not suitable for a dedicated hardware implementation.
The paper is organized as follows: Section 2 gives preliminaries necessary to understand the proposed method. Section 3 proposes a test data compression method. In Section 4, we present experimental results performed on fifteen test sets and compare the results with other compression techniques. Section 5 summarizes the paper.
PRELIMINARIES
In this section, we describe the characteristics of test data and define necessary terms. We briefly review run-length coding and Burrows-Wheeler transformation method, which are necessary to understand the proposed method.
We use the term compression ratio, instead of compression rate, throughout the paper. The compression ratio is defined as the ratio of the number of bits required to represent an original uncompressed data to that of the compressed data.
Characteristics of Test Data
For a large complex circuit, a designer or a test generator generates test patterns considering one or a few modules at a time. Therefore, a block of test patterns usually exercises a few modules of the circuit, while other modules are put under certain static conditions. This implies that logic values for only a subset of input pins change for the block(s) of test patterns, while other input pins are held at constant logic values. Fig. 2 shows the testing of a module and a typical block of test patterns. In Fig. 2 , bold characters denote active input pins whose logic value changes frequently and their logic values. All the other input pins are held at constant values for the entire block of the test patterns except for the initial setup stage. Another useful observation that we made from industrial test data is that the sequence of test patterns of an active input pin often forms cycles. For example, Pin 4 in Fig. 2 forms a cycle ªX11X00º and the cycle repeats two times before it breaks. Pin 6 forms a cycle ªX00º and it repeats three times.
A test set is represented as a P Â Q matrix, where P is the number of test patterns, and Q is the number of pins. A column number in the matrix corresponds to the pin number of the circuit. We use the terms column number and pin number interchangeably in this paper. The activity of a column c i is defined as the number of transitions on the ith column of a test set, and is denoted as ci. The activity of an example test set is given in Fig. 3 .
Run-Length Coding
A sequence of identical symbols in a string is called a run. Run-length coding compresses data by representing each run into two tuples, the repeating symbol in the run and the run length. A string ªaabbbbcccdº has four runs, aa, bbbb, ccc, and d. It is coded as (a,2), (b,4), (c,3), (d,1).
Run-length coding is simple in compression and in decompression. It is efficient for pins with low activity and is used in the proposed method.
Burrows-Wheeler (BW) Transformation
Burrows and Wheeler proposed a data compression method based on Wheeler's earlier transformation studied in 1983 [16] , [17] . The compression method was further investigated recently by Balkenhol and Kurtz [18] . Consider an input string S which has n characters. The first step of the BW transformation is to form an n Â n matrix, where the nth row is the string obtained by performing n À 1 rotateleft operations on the original sequence. Then, the rows of the matrix are sorted lexicographically. Burrows and Wheeler showed that if the last column T of the sorted matrix and the row index I of the original string in the stored matrix are available, the original string S can be restored through a simple process. The restoring procedure does not require a sorting process. For details of the operation, refer to [16] and [17] . The BW transformation is illustrated for string S with ªabracaº in Fig. 4 . Fig. 4a shows the matrix formed by rotating the original sequence and Fig. 4b shows the matrix after the lexicographic sorting of the rows.
A salient characteristic of the BW transformation is that the resultant string T usually gives a better compression ratio for run-length coding than does the original string S. For example, the number of runs for the original string S in Fig. 4 is 6, but that for the resultant string T is 5. The effect is more evident for sequences with cycles. Consider a sequence S with ª000100010001,º which has six runs. The resultant string T after the BW transformation is ª111000000000,º which has only two runs. However, it should be noted that the BW transformation does not always decrease the number of runs for a sequence. The BW transformation of ª000111º is ª100110,º for which the number of runs increases from two to four. It seems difficult to predict the change of the activity of a string before and after the BW transformation.
As noted earlier, the test sequence of an active pin often forms cycles. Hence, the BW transformation of the sequence makes run-length coding effective. Another desirable aspect for the BW transformation in test data compression is that the reverse operation, i.e., decompression, is simple since it does not involve a sorting process. One point to be noted in using the BW transformation for test data compression is that, because it requires lexicographic sorting for the BW transformation, partition of a test set into subblocks is often necessary before applying the BW transformation. In general, smaller subblocks make run-length coding less effective. However, the problem may be alleviated by adopting an efficient lexicographic sorting method such as the one proposed in [19] and [20] .
PROPOSED COMPRESSION METHOD
In this section, we present a new method for compressing test data. A primary goal of the proposed method is that the decompression scheme should be simple, possibly at the cost of a complex compression scheme. To this end, we employ the BW transformation and run-length coding.
Overall compression procedure
Let a given test data set D be represented as a matrix of P Â Q. The test data is partitioned into several equal size 
Our compression method is applied to individual submatrices D i 's instead of to the original matrix D.
We apply the BW transformation on individual columns of a test set D i . As mentioned earlier, it is difficult to predict the activity of a BW transformed column. In addition, high complexity of the compression process is tolerable for test data compression, as long as the decompression process is kept simple. Hence, we propose to apply the BW transformation on each column and to measure the activity of the BW transformed column. (In fact, the BW transformation of a column with activity 0 or 1 is unnecessary, as the transformation does not change the activity.)
A new test data set E i is composed of original or BW transformed columns of D i . Let d k be the kth column of D i , and let d Ã k be the BW transformed column of d k . The kth column e k of E i is defined as
respectively, and t is a threshold value. E i collects a BW transformed column only if the activity of the BW transformed column is less than that of the original one and a threshold value. Therefore, run-length coding always compresses better with new test data E i than the original test data D i .
Run-length coding is applied only to each column c i whose activity c i is less than the threshold value t . For a column whose c i ! t run-length, coding does not compress data for the column. For such a column, it is better for E i to keep the original column instead of the transformed one, which saves the time for the reverse BW transformation for the column. Details regarding the threshold value will be discussed in Section 3.3.
The construction of an E i from a test data set D i is illustrated in Fig. 5 . The last row of each table in the figure indicates the activity of the columns. Let us suppose that the threshold value t is given as 3. The activity of four columns, columns 1, 2, 6, and 7, decreases after the BW transformation. However, the activity of the BW transformed column 1 (which is 4) exceeds the threshold value 3. Hence, the original columns are replaced by the BW transformed columns only for columns 2, 6, and 7 (which are in boldface in Fig. 5 ) in E i . To restore the original data D i from E i during decompression, it is necessary to flag the BW transformed columns in E i . Note that the overall activity of D i is 26 and that for E i is 16. Hence, run-length coding is more effective with E i .
Throughout the remainder of this section, a test set or a matrix denotes a submatrix E i . In other words, the flag to indicate the BW transform of a column and the column index I are not considered in the analysis.
Encoding and Decoding Schemes for Run-Length Coding
A straightforward run-length coding encodes a sequence of a run in two tuples, (s, L), where s is the repeating symbol and L is the length of the run. For example, run-length coding encodes a sequence ªXX1110XXº as (X,2), (1,3), (0,1), (X,2). Note that parentheses and commas are only for readability and they do not appear in the compressed data. The encoding scheme requires one symbol and one integer number for each run. Next, we describe a more efficient encoding scheme suitable for test data. Consider two consecutive runs, (s, Ls) and (t, Lt), where ªsº and ªtº are the repeating symbols and Ls and Lt are the run lengths. The two runs make a transition from ªsº to ªtº at the boundary of the runs. Suppose that the repeating symbol of the first run, ªs,º is known. The proposed encoding scheme is to compound the run length Ls of the first run and the repeating symbol of the following run, ªt,º into a single integer.
Let A be the set of all possible symbols for a string and M be the length of the string. For test data, symbols are usually confined to small number (three or four) of logic values. We consider three logic values 2 A 0; 1; X in this paper, but the proposed method can be readily extended for a larger logic value system. The rule to compound the run length L of the run and the repeating symbol ªtº of the following run is shown in Table 1 . For example, consider the encoding of a string ªX1111XXº whose length M is 7. The first run ªXº is followed by another run ª1111.º The length of the first run L is 1 and the first run makes a transition from ªXº to ª1.º Using the table, the transition is encoded as L M, which is 8. The next run to work on is ª1111,º which is followed by ªXX.º The run length L is 4 and the transition is from ª1º to ªX.º It is encoded as L, which is 4. The last run ªXXº does not make any transition at the end. Hence, no encoding is necessary for the last run. In order to restore the original sequence, the proposed encoding scheme requires the starting symbol of a sequence, the activity (i.e., the total number of transitions) and the length. Since the length of all sequences is the same for a test set, it is necessary to record the length only once for each test set E i . Hence, the requirement to record the length of a sequence is ignored in subsequent discussions.
The encoded data of a small test set E i (assuming runlength coding is applied to every column) is given in Fig. 6 . The first element of each column denotes the starting symbol, the second element the activity of the column, and the remaining ones the run lengths and their transitions obtained using Table 1 . The column numbers, parentheses, and commas are only for readability and are not stored in the encoded data.
The decoding of the data encoded by the proposed scheme is as follows: Suppose that the symbol of the current run is known. Note that the symbol of the first run for each sequence, i.e., column, is given. The integer, say i, corresponding to the current run (viz. 1 for the first run in column 1, 7 for the second run, and 6 for the third run) is decoded to obtain the length of the current run and the symbol of the following run. The length of the current run is computed as i%M, where % denotes the modulus operation and M is the length of the sequence. Let j be di=Me, where dxe is the smallest integer ! x. Then the symbol of the next run is the jth character following the current one in the circular fashion given in Fig. 7 .
For example, the starting symbol of column 4 for the encoded data in Fig. 6 is X. Hence, X is the symbol for the first run of column 4. The corresponding integer for the first run is 7. The length of the run is obtained as 7%5, which is 2. The number j is obtained as 7 5 AE Ç , which is 2. Hence, the symbol of the second run is the second character following X in the cycle in Fig. 7 . Hence, the symbol for the second run is 1. A formal procedure for decoding of encoded data is described below. The numbers of bits necessary to represent a sequence without any coding, with the conventional run-length encoding scheme, and with the proposed run-length encoding scheme are given in Table 2 . The following notations are used in the expressions and in the following discussions:
. jAj :the number of symbols in a sequence, . M : length of the sequence, . : the activity of the sequence, and . dxe : the smallest integer ! x. For the expressions in Table 2a , dlog 2 jAje is the number of bits needed to represent a symbol. For the conventional encoding scheme, the term 1 is the number of runs. dlog 2 Me is the number of bits necessary to represent a run length, which is determined by the longest run (which is M). The first two terms in the proposed encoding scheme account for the starting character and the activity. (The maximum value of the activity of a column is assumed to be M À 1 for the time being.) The integer necessary to Table 2b shows the case for large test data sets where jAj 3 and M >> 1. It shows that the proposed encoding scheme is always more efficient than the conventional encoding scheme provided the activity is greater than 0. The table also reveals that run-length coding fails to compress the test sequence of a column when the activity of the column is over a certain threshold value. This is illustrated in Fig. 8 for the case of M 1; 000. If the activity is over 181 in the figure, it is more advantageous not to apply run-length coding. Details on the threshold value are discussed in the following.
Threshold Value for Run-Length Coding
The expressions in Table 2 show that, as the activity of a column becomes larger, run-length coding becomes less efficient. In fact, the length of a compressed sequence is roughly proportional to the activity . If is greater than a threshold value t , run-length coding fails to compress the data. Hence, it is better not to apply run-length coding. From equations in Table 2a , the following equality holds for t .
Hence, the threshold value t for the proposed encoding scheme is
The above equation is simplified, as in Table 2b , for jAj 3 and M >> 1,
The threshold value t increase as M increases and the trend is shown in Fig. 9 . Each discontinuous point in the graph in Fig. 9 corresponds to a length M with a power of 2. If the activity of a column exceeds the threshold value t , we propose not to apply run-length coding to the column.
Let us reexamine the number of bits necessary to store the activity, say N, in each column for the proposed encoding scheme. So far, we have considered N to be dlog 2 Me assuming the maximum value of the activity of a column is M À 1, where M is the length of the sequence. However, we apply run-length coding to a column only if the activity of the column is less than the threshold value t . Hence, the necessary number of bits N can be reduced to dlog 2 t e. For the above example, M 1; 000 and jAj 3, the threshold value t is 181. So the number of bits necessary to store the number of transitions, N, is 8 bits instead of 10 bits (which is dlog 2 Me, where M 1; 000).
The number of bits N can be further reduced if a column satisfies the following condition. For any column c i Fig. 8 . Number of bits required for the three schemes with M 1; 000 in Table 2b .
TABLE 2b
The Number of Bits Required to Represent a Sequence (b) The case for jAj 3 and M >> 1. Fig. 9 . Threshold value of a sequence.
with activity c i < t , it is also true that c i < Ã t , where Ã t t . We call Ã t an actual threshold value. If a data set E i satisfies such a condition, N can be reduced to dlog 2 Ã t e from dlog 2 t e for the data set E i . For example, consider a test set E i whose column activities are f3; 10; 2; 3; 1; 8g. Suppose that the threshold value t of the test set is 6. Run-length coding is applied only to the four columns whose activity is less than 6. Note that the activities of the four columns are less than 4. Hence, the actual threshold value of the test set is 4 instead of 6. The number of bits necessary to store the activity N is 2 (which is obtained as dlog 2 4e) instead of 3 dlog 2 6e. As the actual threshold value Ã t of a test set depends on the test data, it is necessary to record the actual threshold value for each test set E i . The reduction of the threshold value from t to Ã t increases the compression ratio for some test sets. Finally, it should be noted that changing the number of bits necessary to store the activity N, in turn, changes the threshold value t . Hence, the threshold value obtained in the above equation is not exact, but the accuracy may be sufficient for practical purposes.
To enable decoding of the encoded data, it is necessary to put another flag with each column to indicate whether run-length coding has been applied to the column or not. So, a total of two flags, one to indicate the application of the BW transformation and the other to indicate the application of run-length coding, are necessary for each column. As the number of columns of a test data set, i.e., the number of pins for the circuit, is much less than the number of rows, i.e., the number of test patterns, the impact of the additional two bits required for each column is negligible to the overall performance.
Decompression
All the operations performed on the original test data are reversible. Hence, the encoded data can be decompressed and the process is lossless. It should be noted that the inverse operation of the BW transformation is much simpler than the BW transformation, as it does not require a sorting process. For details of the inverse operation of the BW transformation, refer to [16] and [17] .
Two major advantages of the proposed compression scheme are the simplicity of the decompression scheme and easy parallelization of the decompression process in hardware. The simple decompression scheme, which is an important requirement in compressing test data, reduces the decompression time to result in the reduction of the overall download time. A significant reduction of the decompression time can also be achieved through a dedicated hardware. When a dedicated hardware is employed for decompression, multiple columns can be processed in parallel for the proposed method. Note that the decompression process of a column is independent of the decompression of other columns for the proposed method. The parallel operation cuts down further the decompression time at the cost of higher complexity for the hardware. Considering the high price of ATE, the hardware cost may well be justified.
Reduction of Download Time
The download time of test date depends on the test set size, the compression ratio, the decompression speed, and the data transfer rate of the network. Let us denote:
. s: size of an original test data (bits), . c: compression ratio, . d: decompression speed (bits/second), and . r: transfer rate of the network (bits/second). It should be noted that the decompression speed is measured as the number of compressed bits processed per second. The download time of an original data is t orig s r ;
while the download time of a compressed data is
The first term for the compressed data is the data transfer time and the second term is the decompression time. The reduction ratio of download time of original data to the download time of the compressed data is given as
1
The reduction ratio increases as the compression ratio c and the decompression speed d increases and as the transfer rate r decreases. Note that the ratio is independent of the size of the test data. The reduction ratio versus the ratio of the network speed to the decompression speed, r=d, is shown in Fig. 10 . The performance approaches to its maximum value c as r=d approaches 0. As r=d increases, the reduction ratio decreases to reach a critical point where the compressed data set fails to reduce the download time any longer.
EXPERIMENTAL RESULTS
We measured the performance of the proposed method on large test data sets of four real-life industry chips and compared the results with other compression methods. The test sets (named after their circuits) are: . A1, A2 : test sets for a disk controller, . K1 -K3 : test sets for a CISC microcontroller, . S1, S2 : test set for a RISC microcontroller, and . P1 -P8 : test set for a CD-ROM controller. Each test set is a subset of the test set for a circuit and each subset is intended to test one or a few modules of the circuit. The size of test sets is in the range of 15,000 to one million test patterns. All the test sets contain only three logic values, 0, 1, and X. 3 The proposed method was coded in the C programming language and the program runs on workstations under the UNIX environment. All the experiments were performed on a Sun Ultra 2 workstation.
In the proposed method, a test set is partitioned into submatrices D i of size M Â Q. The size M, i.e., the number of rows, of a submatrix D i affects the compression ratio and is sensitive to the compression time (which is not important for test data compression). The first experiment was to observe the effect of the size of D i on the compression ratio. The experimental results are shown in Table 3 .
From the experiment, the general trend is that as the size of submatrices increases, the compression ratio also increases until it reaches the peak point (boldface in the table). All the test sets, except one, reach their peak for the maximum or a large size of the submatrices. This is because the BW transformation and run-length coding becomes, in general, more effective for a larger block size. A compression ratio increases rapidly until it reaches the peak point, but decreases slowly after the peak point. Hence, it is a good idea to make the size of submatrices as large as possible, as long as the processing time of the BW transformation is acceptable. It should be noted that as the size of submatrices increases, the compression time increases sharply because of the sorting process necessary for the BW transformation. For example, the compression takes about 49 CPU seconds for the largest test set P8 with about one half million patterns when the size of submatrices is 512, but the time increases to 52.4 CPU hours when the size is 65,536. For the subsequent experiments, the size of the submatrices for each test set is set to its maximum size or 65,536, whichever is smaller.
The efficiency of the proposed method is based on the claim that the BW transformation reduces the activity of test sets. In the following, we present experimental results regarding the activity of test data before and after the application of the BW transformation. Note that some of the columns of E i are not BW transformed. Some column headings of Table 4 are described below:
. # pins : number of pins of the tested module(s), . # patterns : number of test patterns in thousands, . Size : the size of the test set in Mbytes, (computed as number of test patterns Â number of pins Â2 bits per symbol / 8 Â 10 6 ), . D : the average activity of pins for the original test set, . E: the average activity of pins for the partially BW transformed test set, and . Reduction Ratio: the ratio of D to E. From Table 4 , the activity of the BW transformed test sets is, on average, 86.2 times less than that of the original test sets. The high reduction increases the efficiency of runlength coding for a BW transformed test set E i which, in turn, increases the efficiency of the proposed method. For example, the reduction ratio of four test sets, P1, P5, S1, and S2, is over 160, and the proposed method achieves a high compression ratio for these test sets (as to be shown in the next table). As mentioned in Section 2.3, the BW transformation is effective in reducing the activity for a sequence with many repeating cycles. We found that a large block of test set S1 consists of binary numbers in ascending order. This explains the large reduction ratio for test set S1.
The next experiment we performed was to compare the compression ratio of the proposed method with that of six well-known compression methods, Huffman with 59,049 3 10 symbols [1] , arithmetic coding with 59,049 symbols [2] , LZSS with the dictionary window size of 512 and the look-ahead buffer size of 256 [7] , LZW with the dictionary size of 32K [5] , Compress, and Gzip with option À9 (which is for the best performance). For the experiments, we implemented Huffman, arithmetic, LZW, and LZSS methods based on the programs available in [8] and used UNIX and GNU utilities for ªCompressº and ªGzip,º respectively. Table 5 shows compression ratios achieved for the seven different methods. Some column headings for the . Compress : UNIX utility ªcompress,º . Gzip : GNU utility ªgzip,º and . Prop. : proposed method. It should be noted that the average compression ratio of a compression method given in the last row is computed as the ratio of the total size of the entire 15 test sets before compression to the total size of the compressed test sets by applying the compression method.
As shown in the table, the average compression ratio of the proposed method is 94.6, while that of the next best method (Gzip) is 65.0. Among the conventional methods, Gzip performs the best and Huffman coding the worst. Huffman coding usually performs better than run-length coding, which is employed in the proposed method. In this case, the proposed method performed better than Huffman coding because the benefit of the BW transformation offsets the inefficiency of run-length coding.
As expected, the compression ratio of a test set for the proposed method is roughly inversely proportional to the normalized activity of the partially BW transformed data E.
A lower normalized activity E makes run length coding more efficient, which, in turn, makes the proposed method to achieve a higher compression ratio. The proposed method achieves the compression ratio of over 1,800 for five tests (P5 -P8 and S1) whose normalized activity E is below 0:5 Â 10 À4 . A low normalized activity E of a test set is due to the low normalized activity of the original test set D (viz. P7 and P8) and/or the high reduction ratio of the BW transformation (viz. P1, S1 and S2). In contrast, the normalized activity E of test sets K2 and K3 is high. So they lead to the low compression ratio for the proposed method. We noticed that two test sets are highly random to result in high normalized activity D and low reduction ratio for the BW transformation.
The ultimate performance of a compression method for test data is measured in terms of the reduction of the download time. The download time for a compressed data set includes the data transfer time and the decompression time.
We coded the decompression algorithm in the C language, called software decompressor, and measured the decom- pression speed on a workstation. In order to gauge the capability of a dedicated hardware in reducing decompression time, we also have implemented a prototype of a dedicated hardware decompressor for the proposed method. The hardware decompressor decompresses 16 columns in parallel and runs at 100 MHz of clock speed. It contains about 380K equivalent 2-input NAND gates and 16 memory modules with size 128 Kbits each. It is estimated that the hardware decompressor would reduce the decompression speed by about 500 times compared with the software decompressor. Table 6 presents the reduction ratio of download time for the proposed method computed based on (1) in Section 3.5. The reduction ratios were obtained for five different network speeds, 0.5, 1, 2, 5, and 10 Mbits/seconds (Mb/ sec). Column heading ªDecomp.Speed (Kb/sec)º in the table denotes the decompression speed of the two decompressors, software decompressor (top item) and the hardware decompressor (bottom item), in Kbits per second. The speed of the hardware decompressor was obtained as 500 times that of the software decompressor. The top item of an entry under heading ªNetwork Speed (Mb/sec)º represents the reduction ratio under the employment of the software decompressor and the bottom entry represents the ratio for the hardware decompressor.
The average reduction ratio of download time for the software decompressor is 4.6 for a slow network of 0.5 Mb/sec, and the ratio is below 1.0 for the speed of 5 Mb/sec and of 10 Mb/sec. The software decompressor reduces the download time only when the network operates at the speed of 2 Mb/sec or below. For the hardware decompressor, the average reduction is 534 for the slow network of 0.5 Mb/sec and is reduced to 82 for a high speed network of 10 Mb/sec. So a hardware decompressor reduces download time significantly for the considered network speeds. Considering the significant difference in the reduction ratio between the software and the hardware decompressors and the high cost of ATE, it is worth employing a hardware decompressor to ATE.
The reduction ratio of the download time is increased by increasing the compression ratio and/or the decompression speed. A sophisticated compression method may increase the compression ratio, but it may decrease the decompression speed to offset the benefit of the increased compression ratio. A salient advantage of the proposed method lies in a simple decompression algorithm which can be operated in parallel. The algorithm leads to easy hardware implementation running in parallel. A higher decompression speed can be achieved for the proposed method by simply increasing the parallelism at higher hardware cost (which is insignificant for ATE).
The experimental results presented above show that the proposed method is suitable for test data compression. The efficiency of the proposed method in compression ratio is owing to the computationally intensive BW transformation employed in the compression process. The proposed method significantly reduces the download time especially when a hardware decompressor is employed.
SUMMARY
Today's variety of ASICs and decreased production volume of individual types of ASICs requires more frequent downloads of test data sets from workstations to automatic test equipment (ATE). The overall throughput of an ATE is sensitive to the download time. An efficient method to reduce the download time is to compress the test data.
A compression algorithm for test data should meet two requirements: It should be lossless and the decompression should be simple. As the decompression is performed on the ATE side, the decompression time should be minimized to reduce the overall download time. A characteristic of test patterns is that subsequent test patterns on the same pin are strongly correlated, but the patterns on different pins are weakly correlated. Most existing data compression methods do not exploit the above characteristics and, hence, are ineffective in test data compression.
In this paper, we presented a new test data compression method that aims to fully utilize the unique characteristics of test data compression. The key idea of the proposed method is to perform the BW transformation on individual test sequences of pins and then to apply run-length coding. The BW transformation reduces the number of transitions for the test sequences, which leads to a high compression ratio for the proposed method. The BW transformation is computationally complex, but the reverse operation is simple. Thus, the proposed method achieves high decompression speed.
The experimental results show that the proposed compression method performs better than six other compression methods for compressing test data. The average compression ratio of the proposed method performed on 15 test data sets is 94.6, while that for the next best method, Gzip, is 65.0. The high compression ratio for the proposed method reduces the download time of test data substantially. The reduction ratio of download time is 4.6, on average, for a slow network of 0.5 Mb/sec with a software decompressor. The ratio increases to 534 when a hardware decompressor is employed. Overall, the proposed method exploits the unique characteristics of test data compression in which high decompression speed is essential, but low compression speed is acceptable. It is effective and suitable for compressing test data, and reduces the download time of test data substantially.
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