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TWO-PARAMETER GENERALISATIONS OF CAUCHY BI-ORTHOGONAL
POLYNOMIALS AND INTEGRABLE LATTICES
XIANG-KE CHANG, SHI-HAO LI, SATOSHI TSUJIMOTO, AND GUO-FU YU
Abstract. In this article, we consider the generalised two-parameter Cauchy two-matrix model
and corresponding integrable lattice equation. It is shown that with parameters chosen as 1/ki
when ki ∈ Z>0 (i = 1, 2), the average characteristic polynomials admit (k1 + k2 + 2)-term
recurrence relations, which provide us spectral problems for integrable lattices. The tau function
is then given by the partition function of the generalised Cauchy two-matrix model as well as
Gram determinant. The simplest example with exact solvability is demonstrated.
1. Introduction
The Cauchy two-matrix model was proposed during the studies of integrable systems, specifically
on the analysis in the peakon solution of the Degasperis-Procesi equation [19]. Later on, this matrix
model has attracted much attention from groups in random matrix theory and many properties
have been systematically studied. For example, the limiting behaviour of the Cauchy two-matrix
model and the corresponding Riemann-Hilbert problem of the Cauchy bi-orthogonal polynomials
were done in [3, 4, 5]; its connections with Bures ensemble in the levels of partition functions and
correlation functions were demonstrated in [11, 13]. The joint probability density function (jPDF)
of this model has the form∏
1≤j<k≤N (xk − xj)
2(yk − yj)
2∏N
j,k=1(xj + yk)
N∏
j,k=1
ω1(xj)ω2(yk), xj , yk ∈ R+
with some non-negative weight functions ω1 and ω2. As is known, the development of random
matrix model gives insights into orthogonal polynomials theory and classical integrable systems,
e.g. the considerations of Hermitian matrix model with unitary invariance are closely related to
orthogonal polynomials, and KP/1d-Toda hierarchy [1, 14, 22], and it is interesting to know whether
there are also some integrable systems behind the Cauchy two-matrix models. Very recently, the
answer was given in [17]. It was shown that if ω1 = ω2 and some proper time flows are involved,
then the time-dependent partition function of the Cauchy two-matrix model can be regarded as the
tau function of the CKP hierarchy as well as the so-called Toda lattice of the CKP type (C-Toda
lattice for brevity). Moreover, the average characteristic polynomials of the Cauchy two-matrix
model—the Cauchy bi-orthogonal polynomials {Pn(x)}
∞
n=0 can act as the wave functions, and the
remarkable four-term recurrence relation (with an, bn, cn and dn properly chosen)
x(Pn+1(x) + anPn(x)) = Pn+2(x) + bnPn+1(x) + cnPn(x) + dnPn−1(x) (1.1)
provides a 3× 3 spectral problem for the integrable system.
2010 Mathematics Subject Classification. 37K10, 37K20, 15A15.
Key words and phrases. two-parameter Cauchy two-matrix model; Toda-type lattice; Gram determinant
technique.
1
2 XIANG-KE CHANG, SHI-HAO LI, SATOSHI TSUJIMOTO, AND GUO-FU YU
Compared with the previous work, there are two main motivations for our present studies. One
is from the recent work on the integrable system related to a new class of extended affine Weyl
group W˜ (k,k+1)(Al) [24]. As is known, the extended affine Weyl group W˜
(k)(Al) is related to the
spectral operator (where Λ is the shift operator)
Λk + a1Λ
k−1 + · · ·+ al+1Λ
k−l−1, 1 ≤ k < l, al+1 6= 0,
which can be regarded as the spectral problem of the bigraded Toda hierarchy [8] and it has
intimate connection with Muttalib-Borodin model, which can be viewed as a θ-deformed model
of Hermitian matrix model with unitary invariance. Regarding the extended affine Weyl group
W˜ (k,k+1)(Al), the spectral problem is given by [24]
(Λ− al+2)
−1(Λk+1 + a1Λ
k + · · ·+ al+1Λ
k−l), 1 ≤ k < l, al+1al+2 6= 0. (1.2)
Obviously, the four-term recurrence relation (1.1) is a very special example with k = 1 and l = 2.
It inspires us to consider whether there are any orthogonal polynomials system admitting such
general recurrence relations and to find corresponding integrable lattices related to the general
spectral problem.
Another motivation is from a very recent work on the θ-deformation of the Cauchy two-matrix
model [13]. The idea to generalise the Cauchy two-matrix model is to consider the jPDF∏
1≤j<k≤N (xk − xj)(yk − yj)∏N
j,k=1(xj + yk)
∏
1≤j<k≤N
(xθk − x
θ
j )(y
θ
k − y
θ
j )
N∏
j=1
ω1(xj)ω2(yj)dxjdyj (1.3)
with some nonnegative weight functions ω1 and ω2. It was also shown in [13] that if the weight
functions are specifically chosen as Laguerre weights, i.e. ω1(x) = x
ae−x and ω2(y) = y
be−y, then
the hard edge kernel of this model can be depicted in terms of the Fox H-kernel, generalising the
original work about the Meijer G-kernel [5]. However, the jPDF in (1.3) is not the most general
case about the Cauchy two-matrix model. In other words, one can consider a two-parameter
generalisation∏
1≤j<k≤N (xk − xj)(yk − yj)∏N
j,k=1(xj + yk)
∏
1≤j<k≤N
(xθ1k − x
θ1
j )(y
θ2
k − y
θ2
j )
N∏
j=1
ω1(xj)ω2(yj)dxjdyj ,
to distinguish the eigenvalues {xk}
N
k=1 and {yk}
N
k=1 not only from the weight functions, but the
interactions within themselves. Obviously, the averaged characteristic polynomials and corre-
sponding Christoffel-Darboux kernel should be related to a two-parameter Cauchy bi-orthogonal
polynomials, which motivates us to study the properties of these polynomials and the integrable
systems behind this model.
This paper is organised as follows. In Section 2, we’d like to make some discussions about the
generalised Cauchy bi-orthogonal polynomials, which give us general spectral problems related to
(1.2). Moreover, with the Laguerre weight, these generalised Cauchy bi-orthogonal polynomials
can be connected with bi-orthogonal Jacobi polynomials. Besides, we show that these generalised
bi-orthogonal polynomials can be written as a series sum and furthermore as a contour integral.
In Section 3, we are devoted to the time evolutions and consider how to derive the corresponding
integrable systems. Without symmetry property, the derivation becomes rather tough and the
method in this paper is totally different with the ones shown in [17, 21]. The simplest asymmetric
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case is considered to illustrate the connection with C-Toda lattice and some concluding remarks
are given in the end.
2. A two-parameter generalisation of Cauchy bi-orthogonal polynomials
2.1. Orthogonality and recurrence relation. Consider the inner product 〈·, ·〉 from R[x] ×
R[y] → R such that
〈xi, yj〉 =
∫
R+×R+
xiyj
x+ y
dµ1(x)dµ2(y) := mi,j (2.1)
with two non-negative measures dµ1 and dµ2, then we can define a family of monic two-parameter
Cauchy bi-orthogonal polynomials {Pn, Qn}
∞
n=0, satisfying the orthogonal relation
〈Pn(x
θ1), Qm(y
θ2)〉 = hnδn,m, for some hn>0. (2.2)
Therefore, from the linear system (2.2), we can get a closed form for these polynomials, showing
Pn(x
θ1) =
1
τn
∣∣∣∣∣∣∣∣∣∣
m0,0 · · · m0,(n−1)θ2 1
mθ1,0 · · · mθ1,(n−1)θ2 x
θ1
...
...
...
mnθ1,0 · · · mnθ1,(n−1)θ2 x
nθ1
∣∣∣∣∣∣∣∣∣∣
,
Qn(y
θ2) =
1
τn
∣∣∣∣∣∣∣∣∣∣
m0,0 m0,θ2 · · · m0,nθ2
...
...
...
m(n−1)θ1,0 m(n−1)θ1,θ2 · · · m(n−1)θ1,nθ2
1 yθ2 · · · ynθ2
∣∣∣∣∣∣∣∣∣∣
,
(2.3)
where τn is the normalisation factor det(m(k−1)θ1,(l−1)θ2)
n
k,l=1. By direct computations, one can
show hn = τn+1/τn. Moreover, the existence and uniqueness of the polynomials defined by the
linear system (2.2) are equal to the condition τn 6= 0, which could be verified by using Andréief
formula and shown that
τn =
1
(n!)2
∫
R
n
+
×Rn
+
det
[
1
xj + yk
]n
j,k=1
∆n(x
θ1)∆n(y
θ2)
n∏
j=1
dµ1(xj)dµ2(yj),
where ∆n(z) =
∏
1≤j<k≤n(zk − zj) for the non-negative measures dµ1 and dµ2.
Firstly, we’d like to consider the recurrence relations of these two-parameter polynomials with
general weights, which is of essential importance to clarify the properties of these families of
polynomials. For simplicity, we’d like to constrain ourselves to the case θi = 1/ki, ki ∈ Z>0
throughout the paper.
Proposition 2.1. For the two-parameter Cauchy bi-orthogonal polynomials {Pn(x
θ1)}∞n=0, they
have the following (k1 + k2 + 2)-term recurrence relation
x
(
Pn+1(x
θ1) + anPn(x
θ1)
)
=
n+k1+1∑
α=n−k2
ηn,αPα(x
θ1), (2.4)
where
an = −
∫
R+
Pn+1(x
θ1)dµ1(x)∫
R+
Pn(xθ1)dµ1(x)
, ηn,α =
〈x(Pn+1(x
θ1) + anPn(x
θ1)), Qα(y
θ2)〉
〈Pα(xθ1), Qα(yθ2)〉
.
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Proof. The proof is based on the speciality of an and the orthogonality of these polynomials. By
making the use of an, one can find
〈x(Pn+1(x
θ1) + anPn(x
θ1)), Qm(y
θ2)〉 = −〈Pn+1(x
θ1) + anPn(x
θ1), yQm(y
θ2)〉.
Furthermore, since yQm(y
θ2) ∈ span{Q0(y
θ2), · · · , Qm+k2(y
θ2)}, we know the above equation
equals zero if m+ k2 < n according to the orthogonality. Noting that
x(Pn+1(x
θ1) + anPn(x
θ1)) =
n+k1+1∑
β=0
ηn,βPβ(x
θ1)
and
〈x(Pn+1(x
θ1) + anPn(x
θ1)), Qm(y
θ2)〉 = 0 if m < n− k2,
we know ηn,β = 0 if β < n − k2 and the coefficients of {ηn,α}
n+k1+1
α=n−k2
can be computed from the
orthogonality. 
Corollary 2.2. There is a dual recurrence relation for the polynomials {Qn(y
θ2)}∞n=0
y
(
Qn+1(y
θ2) + aˆnQn(y
θ2)
)
=
n+k2+1∑
α=n−k1
ηˆn,αQα(y
θ2), (2.5)
where
aˆn = −
∫
R+
Qn+1(y
θ2)dµ2(y)∫
R+
Qn(yθ2)dµ2(y)
, ηˆn,α =
〈Pα(x
θ1), y(Qn+1(y
θ2) + aˆnQn(y
θ2))〉
〈Pα(xθ1), Qα(yθ2)〉
.
Therefore, the recurrence relations (2.4) and (2.5) are in fact the spectral problems (1.2) if
we write the spectral problem in matrix form and introduce the shift operator. Moreover, the
constraint in al+1al+2 6= 0 in (1.2) is again equal to the constraint the τn 6= 0, which we have
discussed before.
2.2. Special case: two-parameter Cauchy-Laguerre bi-orthogonal polynomials. To claim
the importance of these polynomials, in this subsection we’d show that with Laguerre weights, these
polynomials are related to bi-orthogonal Jacobi polynomials in [7, 20], which could be used in the
further studies about the hard edge scaling limit of the two-parameter Cauchy-Laguerre matrix
model. Moreover, the partition partition shown in this subsection can be viewed as a special case
of what we would discuss in Section 3.
Let’s consider the Laguerre weights dµ1(x) = x
ae−xdx and dµ2(y) = y
be−ydy. In this case, the
moments in (2.1) could be written as
Ij,k := m(j−1)θ1,(k−1)θ2 =
∫
R
2
+
xa+(j−1)θ1yb+(k−1)θ2
x+ y
e−(x+y)dxdy.
These moments are two-parameter generalisations of Cauchy bi-orthogonal polynomials which are
slightly different from the one-parameter generalisation considered in [13]—unlike the procedure
to connect the one-parameter Cauchy bi-orthogonal polynomials with the standard Jacobi polyno-
mials, we’d like to evaluate the moments and connect them with Jacobi bi-orthogonal polynomials
[20]. Consider an evolution of the moments
Jj,k(s) =
∫
R
2
+
xa+(j−1)θ1yb+(k−1)θ2
x+ y
e−s(x+y)dxdy, (2.6)
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and by making the use of transformations on variables x = x˜/s and y = y˜/s, one can show
Jj,k(s) = s
−(1+a+b+θ1(j−1)+θ2(k−1))Ij,k.
Therefore,
d
ds
Jj,k(s) = −s
−(2+a+b+θ1(j−1)+θ2(k−1)) (1 + a+ b+ θ1(j − 1) + θ2(k − 1)) Ij,k.
On the other hand, the derivative of s can directly lead us to
d
ds
Jj,k(s) =
∫
R
2
+
xa+θ1(j−1)yb+θ2(k−1)e−s(x+y)dxdy =
∫
R+
xa+θ1(j−1)e−sxdx
∫
R+
yb+θ2(k−1)e−sydy
= −s(2+a+b+θ1(j−1)+θ2(k−1))Γ(1 + a+ θ1(j − 1))Γ(1 + b+ θ2(k − 1)). (2.7)
The equivalence of these two expressions gives rise to
Ij,k =
Γ(1 + a+ θ1(j − 1))Γ(1 + b+ θ2(k − 1))
1 + a+ b + θ1(j − 1) + θ2(k − 1)
.
If we consider two systems of functions [7, Prop. 3.3]
ξn(x
θ1) =
n∑
i=0
(−1)i
((1 + a+ b + θ1i)/θ2)n
i!(n− i)!
xθ1i :=
n∑
i=0
cn,ix
θ1i,
ψn(x
θ2) =
n∑
i=0
(−1)i
((1 + a+ b + θ2i)/θ1)n
i!(n− i)!
xθ2i :=
n∑
i=0
dn,ix
θ2i,
where (a)m = a(a+1) · · · (a+m− 1) stands for the Pochhammer symbol, then one can check that
{ξn, ψn}
∞
n=0 are bi-orthogonal in L
2
(
[0, 1], xa+bdx
)
. In other words,∫ 1
0
ξn(x
θ1)ψm(x
θ2)xa+bdx = h˜nδn,m, h˜n =
1
1 + a+ b+ (θ1 + θ2)n
.
The moments of the above bi-orthogonal polynomials are given by∫ 1
0
xθ1(j−1)xθ2(k−1)xa+bdx =
1
1 + a+ b+ θ1(j − 1) + θ2(k − 1)
.
Furthermore, if we set
Pˆn(x
θ1) =
n∑
l=0
cn,l
Γ(1 + a+ θ1l)
xθ1l, Qˆn(y
θ2) =
n∑
l=0
dn,l
Γ(1 + b+ θ2l)
yθ2l, (2.8)
then it is found that∫
R
2
+
e−(x+y)
x+ y
Pˆm(x
θ1)Qˆn(y
θ2)xaybdxdy =
m∑
j=0
n∑
k=0
cm,jdn,k
Γ(1 + a+ θ1j)Γ(1 + b+ θ2k)
Ij+1,k+1
=
m∑
j=0
n∑
k=0
cm,jdn,kIj+1,k+1 =
∫ 1
0
ξm(x
θ1)ψn(x
θ2)xa+bdx = h˜nδn,m.
Therefore, the polynomials defined in (2.8) are Cauchy bi-orthogonal polynomials with Laguerre
weight. To make it monic, let’s take
Pn(x
θ1) =
Γ(1 + a+ θ1n)
cn,n
Pˆn(x
θ1) =
Γ(n+ 1)Γ(1 + a+ θ1n)Γ((1 + a+ b+ θ1n)/θ2)
Γ ((1 + a+ b+ (θ1 + θ2)n)/θ2)
Pˆn(x
θ1),
Qn(y
θ2) =
Γ(1 + b + θ2n)
dn,n
Qˆn(y
θ2) =
Γ(n+ 1)Γ(1 + b+ θ2n)Γ((1 + a+ b + θ2n)/θ1)
Γ ((1 + a+ b+ (θ1 + θ2)n)/θ1)
Qˆn(y
θ2),
6 XIANG-KE CHANG, SHI-HAO LI, SATOSHI TSUJIMOTO, AND GUO-FU YU
and thus hn in orthogonal relation (2.2) is
(Γ(n+ 1))2Γ(1 + a+ θ1n)Γ(1 + b+ θ2n)Γ((1 + a+ b+ θ1n)/θ2)Γ((1 + a+ b+ θ2n)/θ1)
(1 + a+ b+ (θ1 + θ2)n)Γ((1 + a+ b+ (θ1 + θ2)n)/θ2)Γ((1 + a+ b+ (θ1 + θ2)n)/θ1)
.
Moreover, the two-parameter Cauchy bi-orthogonal polynomials can be written as contour integral
expression
Pˆn(x
θ1) =
∫
γ
du
2pii
Γ((1 + a+ b− θ1u)/θ2 + n)Γ(u)
Γ(1 + n+ u)Γ(1 + a− θ1u)Γ((1 + a+ b− θ1u)/θ2)
x−θ1u,
where γ is a contour encloses {0,−1, · · · ,−n} and Qˆn(y
θ2) = Pˆn(x
θ1)|a↔b, x↔y, θ1↔θ2 . These
polynomials can be expressed in terms of Fox H-functions as well and in the special symmetric
case, the expressions degenerate to [13, Eqs. (2.8a)-(2.8b)].
3. Time evolutions and integrable lattices
In this section, let’s consider such time evolutions in the measures that
Ij,k(t) = 〈x
θ1(j−1), yθ2(k−1)〉 =
∫
R
2
+
xθ1(j−1)yθ2(k−1)
x+ y
dµ1(x; t)dµ2(y; t),
∂tdµ1(x; t) = xdµ1(x; t), ∂tdµ2(y; t) = ydµ2(y; t).
(3.1)
This kind of assumption is made to decouple the double integral into single integrals, like the rank
1 shift condition discussed in [4, 18], which is useful to compute in terms of x and y seperately (c.f.
Equation (2.7)). Specifically, one of the special solutions of dµ1 and dµ2 is dµ1(x; t) = e
txdµ1(x)
and dµ2(y; t) = e
tydµ2(y) and if we take dµ1(x; t) = e
txxadx and dµ2(y; t) = e
tyybdy, then the
moments Ij,k(t) are the same with Jj,k(−t) defined in (2.6). However, the measures dµ1(x; t) and
dµ2(y; t) we consider are arbitrary L
2-integrable measures satisfying (3.1), and thus, the partition
function of the two-parameter Cauchy-Laguerre matrix model is a special tau function we discuss
below.
From the time-dependent moments/inner product (3.1), we can similarly define a family of time-
dependent two-parameter Cauchy bi-orthogonal polynomials {Pn(x
θ1 ; t)}∞n=0 and {Qn(y
θ2 ; t)}∞n=0
via the orthogonal relation
〈Pn(x
θ1 ; t), Qm(y
θ2 ; t)〉 = hn(t)δn,m with hn =
τn+1(t)
τn(t)
. (3.2)
Please note that {Pn(x
θ1 ; t)}∞n=0 (resp. {Qn(y
θ2 ; t)}∞n=0) also admit (k1 + k2 + 2)-term recurrence
relations following the Proposition 2.1 with the coefficients an, aˆn, ηn,α and ηˆn,α time-dependent.
To derive the corresponding integrable system, we need the following derivative formula for the
two-parameter Cauchy bi-orthogonal polynomials.
Proposition 3.1. We have the time evolution equation
∂t
(
Pn+1(x
θ1 ; t) + anPn(x
θ1 ; t)
)
=
∂t(anhn)
hn
Pn(x
θ1 ; t). (3.3)
Proof. Since the polynomials are monic and {Pk(x
θ1 ; t)}nk=0 expand a basis of polynomial at order
n, we have
∂t
(
Pn+1(x
θ1 ; t) + anPn(x
θ1 ; t)
)
=
n∑
k=0
ξn,k(t)Pk(x
θ1 ; t).
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Moreover, from the orthogonal relation (3.2), we know
∂t
(
〈Pn+1(x
θ1 ; t) + anPn(x
θ1 ; t), Qm(y
θ2 ; t)〉
)
= ∂thn+1δn+1,m + ∂t(anhn)δn,m. (3.4)
The left hand side can be equivalently expressed as
〈∂t(Pn+1(x
θ1 ; t) + anPn(x
θ1 ; t)), Qm(y
θ2 ; t)〉+ 〈Pn+1(x
θ1 ; t) + anPn(x
θ1 ; t), ∂tQm(y
θ2 ; t)〉,
whose second term is zero if m < n. Therefore, one can find
〈∂t(Pn+1(x
θ1 ; t) + anPn(x
θ1 ; t)), Qm(y
θ2 ; t)〉 = 0 if m < n,
to conclude that ξn,m = 0 if m < n. Moreover, if m = n, one can find ξn,n = ∂t(anhn)/hn directly
from (3.4), and thus complete the proof. 
Similar with [17, Prop. 3.2], this proposition gives us a time evolution equation for the eigen-
function. However, unlike the method demonstrated therein, it is insufficient to derive an integrable
system from the equations (3.3) and (3.4) only. The coefficients of xθ1n in Pn+1(x
θ1 ; t) could hardly
be expressed as derivatives of tau functions and the equation cannot be easily closed. We need a
novel method to derive the integrable lattice. The basic idea is to use the recurrence relation (2.4)
and time evolution equation (3.3) and make the use of compatibility condition to formulate the
integrable equation.
From the equation (3.3) and by the use of recurrence relation with en = ∂t(anhn)/hn, we can
write down
x
[
∂t(Pn+1 + anPn) +
en
en−1
an−1∂t (Pn + an−1Pn−1)
]
= en
n+k1∑
α=n−k2−1
ηn−1,αPα. (3.5)
Moreover, if we denote fn := enan−1/en−1, then the left hand side of the above equation can also
be written as
∂t[x(Pn+1 + anPn)] + fn∂t[x(Pn + an−1Pn−1)]
= ∂t
(
n+k1+1∑
α=n−k2
ηn,αPα
)
+ fn∂t
(
n+k1∑
α=n−k2−1
ηn−1,αPα
)
=
n+k1∑
α=n−k2
(∂tηn,α + fn∂tηn−1,α)Pα + fn∂tηn−1,n−k2−1Pn−k2−1
+ ∂tPn+k1+1 +
n+k1∑
α=n−k2
(ηn,α + fnηn−1,α)∂tPα + fnηn−1,n−k2−1∂tPn−k2−1.
(3.6)
To see the compatibility condition of the equations (3.5) and (3.6), we’d like to express the un-
derlined term as a linear combination of basis {Pα(x
θ1 ; t)}n+k1α=0 . Notice that there exist indefinite
parameters ξn−k2 , · · · , ξn+k1 (where we assume ξn+k1+1 = 1) such that
n+k1+1∑
α=n−k2
ξα∂t(Pα + aα−1Pα−1) =
n+k1+1∑
α=n−k2
(ξα∂taα−1)Pα−1
+ ∂tPn+k1+1 +
n+k1∑
α=n−k2
(ξα + ξα+1aα)∂tPα + ξn−k2an−k2−1∂tPn−k2−1.
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By using equation (3.3), we know
n+k1+1∑
α=n−k2
ξα∂t(Pα + aα−1Pα−1) =
n+k1+1∑
α=n−k2
ξαeα−1Pα−1.
Therefore, a combination of the above two equations leads us to
∂tPn+k1+1 +
n+k1∑
α=n−k2
(ξα + ξα+1aα)∂tPα + ξn−k2an−k2−1∂tPn−k2−1 =
n+k1+1∑
α=n−k2
ξα(eα−1 − ∂taα−1)Pα−1.
Moreover, if we assume that ξn−k2 , · · · , ξn+k1 satisfy
ξα + ξα+1aα = ηn,α + fnηn−1,α, for α = n− k2, · · · , n+ k1,
then the underlined term in (3.6) can be expressed as
n+k1+1∑
α=n−k2
ξα(eα−1 − ∂taα−1)Pα−1 + (fnηn−1,n−k2−1 − ξn−k2an−k2−1)∂tPn−k2−1.
Hence, we can rewrite the equation (3.6) as
∂tx(Pn+1 + anPn) + fn∂tx(Pn + an−1Pn−1)
=
n+k1∑
α=n−k2
(∂tηn,α + fn∂tηn−1,α + ξα+1(eα − ∂taα))Pα
+ (fn∂tηn−1,n−k2−1 + ξn−k2(en−k2−1 − ∂tan−k2−1))Pn−k2−1
+ (fnηn−1,n−k2−1 − ξn−k2an−k2−1)∂tPn−k2−1,
(3.7)
where the last term is a linear combination of {Pα(x
θ1 ; t)}n−k2−2α=0 . Therefore, according to the
independent of the basis, one can finally arrive at the compatibility condition

enηn−1,α = ∂tηn,α + fn∂tηn−1,α + ξα+1(eα − ∂taα), α = n− k2, · · · , n+ k1,
enηn−1,n−k2−1 = fn∂tηn−1,n−k2−1 + ξn−k2 (en−k2−1 − ∂tan−k2−1),
0 = fnηn−1,n−k2−1 − ξn−k2an−k2−1,
(3.8)
where {ξα, α = n− k2, · · · , n+ k1} satisfy the linear system ξα + ξα+1aα = ηn,α + fnηn−1,α with
ξn+k1+1 = 1. The equations for Pn(x
θ1 ; t) are not closed in this case. One should consider dual
equations for Qn(y
θ2 ; t). By making the use of the spectral problem (2.5) and time evolution
∂t
(
Qn+1(y
θ2 ; t) + aˆnQn(y
θ2 ; t)
)
=
∂t(aˆnhn)
hn
:= eˆnQn(y
θ2 ; t),
one can get a dual equation for (3.8) by changing a 7→ aˆ, e 7→ eˆ, f 7→ fˆ , ξ 7→ ξˆ and η 7→ ηˆ.
After combining the equations held by Pn(x
θ1 ; t)
∞
n=0 and {Qn(y
θ2 ; t)}∞n=0, the lattice equations are
closed and an example is illustrated in the following subsection.
Remark 3.2. Even in the case θ1 = θ2 = 1, if dµ1 6= dµ2 (i.e. the moments are not symmetric),
the time-dependent partition function of the original Cauchy two-matrix model doesn’t satisfy the
CKP hierarchy1. However, it is interesting to see, by the use of the Andreiéf formula, the partition
1One can follow the procedure exhibited in [23] and take the Gram determinant into the first equation of CKP
equation (i.e. [23, Eq. (3)]). It is not difficult to see the asymmetric Gram determinant doesn’t satisfy the bilinear
equation of CKP equation.
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function can be written as
τn =
1
(n!)2
∫
R
n
+
×Rn
+
det
[
1
xj + yk
]n
j,k=1
∆n(x)∆n(y)
n∏
j=1
dµ1(xj)dµ2(yj)
= det
[∫
R
2
+
xj−1yk−1
x+ y
dµ1(x; t)dµ2(y; t)
]n
j,k=1
:= det [Ij,k]
n
j,k=1 ,
and the moments Ij,k are defined by
Ij,k =
∫ t
−∞
φj(t)ψk(t)dt, where φj(t) =
∫
R+
xj−1dµ1(x; t) and ψk(t) =
∫
R+
yk−1dµ2(y; t).
The determinant with this kind of moment is usually called as the Gram determinant in the soliton
theory; please see [15, §2] for details. Moreover, if the time-dependent measures are taken as
dµi(x; t) =
∑∞
k=1 t2k+1x
2k+1dµi(x) with i = 1, 2, then the Gram determinant satisfies the KP
hierarchy with odd flows, as shown in [15, §3.2]. Therefore, we can tell that even though the
asymmetric moments are not related to the CKP hierarchy any more, there is another integrable
hierarchy behind this random matrix model, which is a special case of KP hierarchy with odd flows
only. Based on these facts, we would like to demonstrate the first non-trivial asymmetric case and
show its exact solvability.
3.1. The first non-trivial asymmetric tau function and integrable lattice. In this part,
we’d like to consider the first nontrivial asymmetric tau function, i.e. θ1 = θ2 = 1 case with
dµ1 6= dµ2. In this setting, we can define the moments
mi,j = 〈x
i, yj〉 =
∫
R+×R+
xiyj
x+ y
dµ1(x; t)dµ2(y; t)
and the corresponding τ -function
τn = det(mj,k)
n−1
j,k=0. (3.9)
Similar to (2.3), one can define the asymmetric Cauchy bi-orthogonal polynomials {Pn(x; t)}
∞
n=0
and {Qn(y; t)}
∞
n=0 such that
〈Pn(x; t), Qm(y; t)〉 = hnδn,m with hn = τn+1/τn.
Furthermore, these polynomials admit the following properties.
Proposition 3.3. Pn(x; t) and Qn(y; t) satisfy the recurrence relations
x(Pn+1(x; t) + anPn(x; t)) = Pn+2(x; t) + bnPn+1(x; t) + cnPn(x; t) + dnPn−1(x; t),
y(Qn+1(y; t) + aˆnQn(y; t)) = Qn+2(y; t) + bˆnQn+1(y; t) + cˆnQn(y; t) + dˆnQn−1(y; t),
where the coefficients are given by
an = Cˆn, bn = Cˆn +Bn+1, cn = −An+1 − CˆnBˆn, dn = −AnCˆn,
aˆn = Cn, bˆn = Cn + Bˆn+1, cˆn = −An+1 − CnBn, dˆn = −AnCn,
(3.10)
with
An =
τn+1τn−1
τ2n
, Bn =
ξn+1
τn+1
−
ξn
τn
, Bˆn =
ξˆn+1
τn+1
−
ξˆn
τn
, Cn = −
σn+1τn
σnτn+1
, Cˆn = −
σˆn+1τn
σˆnτn+1
(3.11)
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and the functions σ and ξ (resp. σˆ and ξˆ) have the determinant expressions
σn = det
(
mi,j
φj
)
i=0,··· ,n−1
j=0,··· ,n
, ξn = det (mi,j)i=0,··· ,n−2,n
j=0,··· ,n−1
,
σˆn = det
(
mi,j φˆi
)
i=0,··· ,n
j=0,··· ,n−1
, ξˆn = det (mi,j) i=0,··· ,n−1
j=0,··· ,n−2,n
.
(3.12)
The single moments φj and φˆj are defined by φˆj =
∫
R+
xjdµ1(x; t) and φj =
∫
R+
yjdµ2(y; t).
This proposition is a direct consequence of Prop. 2.1 and we omit its proof here. Moreover, it
follows from the derivative formula in Prop. 3.1 and we have the following proposition.
Proposition 3.4. Pn(x; t) and Qn(y; t) evolve as
∂tPn+1(x; t) + Cˆn∂tPn(x; t) = Cˆn(Bn + Bˆn)Pn(x; t),
∂tQn+1(y; t) + Cn∂tQn(y; t) = Cn(Bn + Bˆn)Qn(y; t).
Proof. Compared with Prop. 3.1, we are left to prove that
∂t log hn = Bn + Bˆn,
which is equivalent to
∂tτn = ξn + ξˆn.
This can be immediately achieved by following Lemma 3.2 in [9]. 
Following the procedure demonstrated above, one can derive the following nonlinear lattice
system from the compatibility condition
∂tAn = An(Bn + Bˆn −Bn−1 − Bˆn−1), (3.13a)
∂tBn = (Bn−1 + Bˆn−1)Cˆn−1 − (Bn + Bˆn)Cˆn, (3.13b)
∂tBˆn = (Bn−1 + Bˆn−1)Cn−1 − (Bn + Bˆn)Cn, (3.13c)
∂tCn = Cn
(
Cn −
An
Cn−1
− Bˆn − Cn+1 +
An+1
Cn
+ Bˆn+1
)
, (3.13d)
∂tCˆn = Cˆn
(
Cˆn −
An
Cˆn−1
−Bn − Cˆn+1 +
An+1
Cˆn
+Bn+1
)
. (3.13e)
We need to emphasise that although the recurrence relations (3.10) seem to admit eight coefficients,
in fact, they do have only five independent coefficients expressed by An, Bn, Bˆn, Cn and Cˆn. It
means that the equations held by these recurrence coefficients should be only five equations rather
than eight equations; the other three are automatically compatible. To summarise, we have the
following proposition.
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Theorem 3.5. The system (3.13a)-(3.13e) admit the matrix integrals solution
τn =
1
(n!)2
∫
R
n
+
×Rn
+
∆2n(x)∆
2
n(y)∏n
j,k=1(xj + yk)
n∏
j=1
dµ1(xj ; t)dµ2(yj ; t);
σˆn =
1
n!(n+ 1)!
∫
R
n+1
+
×Rn
+
∆2n+1(x)∆
2
n(y)∏n+1
j=1
∏n
k=1(xj + yk)
n+1∏
j=1
n∏
k=1
dµ1(xj ; t)dµ2(yk; t);
σn =
1
n!(n+ 1)!
∫
R
n
+
×R
n+1
+
∆2n(x)∆
2
n+1(y)∏n
j=1
∏n+1
k=1 (xj + yk)
n∏
j=1
n+1∏
k=1
dµ1(xj ; t)dµ2(yk; t);
ξˆn =
1
(n!)2
∫
R
n
+
×Rn
+
∆2n(x)∆
2
n(y)∏n
j,k=1(xj + yk)
n∑
j=1
yj
n∏
j=1
dµ1(xj ; t)dµ2(yj ; t);
ξn =
1
(n!)2
∫
R
n
+
×Rn
+
∆2n(x)∆
2
n(y)∏n
j,k=1(xj + yk)
n∑
j=1
xj
n∏
j=1
dµ1(xj ; t)dµ2(yj ; t)
with the variable transformation (3.11) and the measures satisfy (3.1).
Proof. Firstly noted that the tau functions admit the determinant formulae (3.9) and (3.12). The
rest part of the theorem can be proved by using the Andréief formula [2, 12]. Here we only give a
brief proof of ξn (ξˆn can be proved in a similar way) and the derivations of τn and σn (resp. σˆn)
can be found in [4, Eq. (2.5), (3.9)].
Since
ξn = det (mi,j)i=0,··· ,n−2,n
j=0,··· ,n−1
= det
(∫
R+×R+
xiyj
x+ y
dµ1(x; t)dµ2(y; t)
)
i=0,··· ,n−2,n
j=0,··· ,n−1
=
1
(n!)2
∫
R
n
+
×Rn
+
det (φi(xj))i=0,··· ,n−2,n
j=0,··· ,n−1
det (φi(yj))
n−1
i,j=0 det
(
1
xi + yj
)n−1
i,j=0
n−1∏
i,j=0
dµ1(xi; t)dµ2(yj ; t)
with φi(x) = x
i, the remaining part is to compute the Vandermonde-type determinants. By
showing that
det (φi(xj))i=0,··· ,n−2,n
j=0,··· ,n−1
= (
n∑
j=1
xj)∆n(x),
the proof is completed. 
Despite the nonlinear form, we would like to derive its bilinear form with the help of dependent
variable transformations (3.11).
Proposition 3.6. The tau-functions satisfy the following bilinear form
Dtτn+1 · τn = σnσˆn, (3.14a)
Dtξn · τn = σˆnσn−1, (3.14b)
Dtξˆn · τn = σnσˆn−1, (3.14c)
Dtξn+1 · τn +Dtτn+1 · ξˆn = σn∂tσˆn, (3.14d)
Dtξˆn+1 · τn +Dtτn+1 · ξn = σˆn∂tσn, (3.14e)
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Proof. First, by following Lemma 3.2 in [9], we have the derivative formulae as follows:
∂tτn = ξn + ξˆn = −τ˜n, ∂tξn = −ξ˜n, ∂tξˆn = −
˜ˆ
ξn, ∂tσn = αn + βn, ∂tσˆn = αˆn + βˆn,
where
αn = det
(
mi,j
φj
)
i=0,··· ,n−1
j=0,··· ,n−1,n+1
, αˆn = det
(
mi,j φˆi
)
i=0,··· ,n−1,n+1
j=0,··· ,n−1
,
βn = det
(
mi,j
φj
)
i=0,··· ,n−2,n
j=0,··· ,n
, βˆn = det
(
mi,j φˆi
)
i=0,··· ,n
j=0,··· ,n−2,n
,
τ˜n = det
(
mi,j φˆi
φj 0
)
i=0,··· ,n−1
j=0,··· ,n−1
, ξ˜n = det
(
mi,j φˆi
φj 0
)
i=0,··· ,n−2,n
j=0,··· ,n−1
,
˜ˆ
ξn = det
(
mi,j φˆi
φj 0
)
i=0,··· ,n−1
j=0,··· ,n−2,n
.
The remaining part can be completed by use of the Jacobi identity [15], which reads
DD
(
i1 i2
j1 j2
)
= D
(
i1
j1
)
D
(
i2
j2
)
−D
(
i1
j2
)
D
(
i2
j1
)
. (3.15)
Here D is an indeterminate determinant. D
(
i1 i2 · · · ik
j1 j2 · · · jk
)
with i1 < i2 < · · · < ik, j1 <
j2 < · · · < jk denotes the determinant of the matrix obtained from D by removing the rows with
indices i1, i2, . . . , ik and the columns with indices j1, j2, . . . , jk.
The first three relations (3.14a)-(3.14c) can be derived by taking
D1 = det
(
mi,j φˆi
φj 0
)
i=0,··· ,n
j=0,··· ,n
, i1 = j1 = n+ 1, i2 = j2 = n+ 2,
D2 = det
(
mi,j φˆi 0
φj 0 1
)
i=0,··· ,n
j=0,··· ,n−1
, i1 = n, i2 = n+ 1, j1 = n+ 1, j2 = n+ 2,
D3 = det

 mi,j φˆiφj 0
0 1


i=0,··· ,n−1
j=0,··· ,n
, i1 = n+ 1, i2 = n+ 2, j1 = n, j2 = n+ 1,
respectively.
The validity of (3.14d) can be confirmed by combining two relations
τn∂tξn+1 = ξn+1∂tτn + σnαˆn,
ξˆn∂tτn+1 = τn+1∂tξˆn + σnβˆn,
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which are consequences of applying the Jacobi identity to
D4,1 = det
(
mi,j φˆi
φj 0
)
i=0,··· ,n−1,n+1
j=0,··· ,n
, i1 = j1 = n+ 1, i2 = j2 = n+ 2,
D4,2 = det
(
mi,j φˆi
φj 0
)
i=0,··· ,n
j=0,··· ,n
, i1 = n+ 1, i2 = n+ 2, j1 = n, j2 = n+ 2,
respectively. Similarly, by combing two relations
τn∂tξˆn+1 = ξˆn+1∂tτn + σˆnαn,
ξn∂tτn+1 = τn+1∂tξn + σˆnβn,
obtained by applying the Jacobi identity to
D5,1 = det
(
mi,j φˆi
φj 0
)
i=0,··· ,n
j=0,··· ,n−1,n+1
, i1 = j1 = n+ 1, i2 = j2 = n+ 2,
D5,2 = det
(
mi,j φˆi
φj 0
)
i=0,··· ,n
j=0,··· ,n
, i1 = n, i2 = n+ 2, j1 = n+ 1, j2 = n+ 2,
respectively, one can prove (3.14e). 
The bilinear form (3.14a)-(3.14e) has many intriguing properties. Firstly, when we consider the
moments are symmetric, i.e. φi = φˆi andmi,j = mj,i, then this lattice equation can be degenerated
to the C-Toda lattice, which was introduced in [9, 17]. The reason is that in the symmetric case,
ξn = ξˆn, σn = σˆn and 2ξn can be regarded as the derivative of τn. Therefore, equations (3.14d)
and (3.14e) are the derivatives of (3.14b) and (3.14c), which are naturally valid. At the same time,
the nonlinear system can be degenerated as well. The nonlinear system (3.13a) will reduce to the
nonlinear C-Toda lattice in [9, eq (3.17)] by setting Bn = Bˆn, Cn = Cˆn =
√
Bn+1An+1/Bn in the
symmetric case.
Secondly, this bilinear form can be iterated. Starting with the initial values τ0 = ξ0 = ξˆ0 = 1,
σ0 = φ0 and σˆ0 = φˆ0, one can get τ1 from the equation (3.14a), ξ1, ξˆ1 from equations (3.14d) and
(3.14e) and σ1, σˆ1 from equations (3.14b) and (3.14c). By iterating these equations repeatedly,
one can get the general expressions for these variables (i.e. τn = det(mi,j)
n−1
i,j=0 and σn, σˆn, ξn and
ξˆn have expressions in (3.12)), which means that the lattice equation is recursively solvable.
4. Concluding remarks
In this article, we focus on the two-parameter generalisation of the Cauchy two-matrix model,
its average characteristic polynomials and corresponding integrable lattice. We show that the
asymmetric Gram determinant plays an important role in the tau function theory of the integrable
lattice (3.14a)-(3.14e) and therefore, in the general integrable lattice (3.8) as well as its dual lattice
equation. However, it is not the end of the story. In the work [3, 13], it has been shown that
with dµ1(x) = x
ae−xdx and dµ2(y) = y
a+1e−ydy, the (θ-deformed) Cauchy two-matrix model
is related to the (θ-deformed) Bures ensemble, and the partition function of the latter can be
regarded as the τ -function of the B-Toda lattice [10, 18]. It implies that the asymmetric lattice
equation (3.14a)-(3.14e) can be degenerated to the B-Toda lattice as well, which has a four-term
recurrence relation of the form (1.1) with proper coefficients (c.f. [10, Equation 3.43]). Therefore,
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we’d like to know the mechanism of the symmetric/skew-symmetric reduction and whether there
is any θ-deformed Toda lattice of BKP type. The mechanism of reduction would reveal some
subgroups of the affine Weyl group W˜ (k,k+1)(Al), and it is interesting to consider how to make
reductions on the discrete eigenfunctions. Regarding the θ-deformed B-Toda lattice, since the tau
function of B-type is of Pfaffian form, one needs to consider more Pfaffian techniques to involve in
the tau function expression. Besides, as there is an equation connected Sawada-Kotera equation
and Kaup-Kuperschmidt equation, we’d like to explore the discrete version to connect B-Toda and
C-Toda lattices.
As we showed, the tau-function of the lattice (3.14a)-(3.14e) is related to the partition function
of the generalised Cauchy two-matrix model. The Cauchy two-matrix model, and corresponding
Meijer G-function, recently has been studied in the theories of Hurwitz number and topological
recursion [6]. It’s still open for us to know whether the rationally weighted Hurwitz number is
related to this generalised θ-deformed integrable hierarchy.
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