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Abstract
We propose a model for cell polarization as a response to an external signal which results
in a system of PDEs for different variants of a protein on the cell surface and interior
respectively. We study stationary states of this model in certain parameter regimes in which
several reaction rates on the membrane as well as the diffusion coefficient within the cell are
large. It turns out that in suitable scaling limits steady states converge to solutions of some
obstacle type problems. For these limiting problems we prove the onset of polarization if
the total mass of protein is sufficiently small. For some variants we can even characterize
precisely the critical mass for which polarization occurs.
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1 Introduction
Cell polarization in response to external chemical gradients plays a crucial role in many biolog-
ical processes that involve the motion of eukaryotic cells (cf. [24]). During the process of cell
polarization the concentrations of several chemicals, some of them attached to the cell mem-
brane and others contained in the cytoplasm, are rearranged significantly. One of the basic issues
1
2that corresponding models must address is the mechanism by which relatively weak chemical
gradients yield large spatial changes of the concentrations of chemicals at the cellular level.
A significant number of the models used to describe cell polarization rely on the local exci-
tation, global inhibition (LEGI) mechanism which was suggested in the seminal paper about
cell polarization [20]. Different forms in which the chemical pathways might be arranged in a
way consistent with this mechanism, and yield the specific chemical patterns associated to cell
polarization, are described in [28]. Typically polarization is achieved by the combination of an
internal pattern forming system, a response to an external signal that imposes some directional
preference to the pattern, and the amplification of small concentration differences.
In this paper we study a minimal model for this amplification step and examine when polariza-
tion patterns appear. These are characterized by the onset of clearly distinct regions in which
the concentrations of some chemicals have different orders of magnitude. The most remarkable
feature of the proposed model is that for a suitable choice of parameters it is possible to approxi-
mate the model by a generalized obstacle problem. This asymptotic reduction yields a clean and
analytically tractable characterization of polarized states and allows for a rigorous investigation
of the onset of polarization patterns.
The bio-chemical model that we study in this paper is a system of PDEs that is motivated
by the GTPase cycle model presented in [25, 26]. We consider two versions of one protein
on the cell surface which is either in an active or in an inactive state. We denote the first
surface concentration as u and the second as v. Furthermore the inactive proteins can move to
the interior of the cell and vice versa. We denote the volume concentration in the cytosol by
w. Our model contains three types of activation processes of the proteins which all take place
on the cell membrane. First there is an intrinsic activation with rate a1. Second there is an
activation by a positive feedback mechanism and a rate law given by a Michaelis-Menten law.
Third, there is an activation induced by an external (or internal) chemical signal. We assume
here that this signal has already been processed and has lead to a concentration field c on the
membrane of a chemical that catalyzes the activation (the function c could be also interpreted as
the surface concentration of some activated receptors). For the deactivation we again prescribe
a Michaelis-Menten rate law. The use of Michaelis-Menten laws stems from the fact that the
corresponding processes require some catalyzation, as the intrinsic activation and deactivation
of GTPase proteins is typically very slow [2].
To introduce our mathematical model, let Ω ⊂ R3 denote the cell and Γ := ∂Ω the cell membrane.
The assumptions described above give rise to the following bulk-surface reaction diffusion system.
∂tu = ∆u+
(
a1 +
a2u
a3 + u
+ a7c
)
v − a4u
1 + u
on Γ× (0, T ), (1)
∂tv = ∆v −
(
a1 +
a2u
a3 + u
+ a7c
)
v +
a4u
1 + u
− a5v + a6w on Γ× (0, T ), (2)
∂tw = D∆w in Ω× (0, T ), (3)
−D∂w
∂n
= −a5v + a6w on Γ× (0, T ). (4)
Here c : Γ×(0, T )→ R is the (processed) external stimulus, with some abuse of notation ∆u and
∆v denote the Laplace-Beltrami operator on the surface Γ, while ∆w is the usual Laplacian.
We complement the system with initial conditions
w(·, 0) = w0 in Ω, u(·, 0) = u0 on Γ, v(·, 0) = v0 on Γ , (5)
3where w0 : Ω→ R and u0, v0 : Γ→ R are given nonnegative data.
Solutions of (1)-(5) satisfy the mass conservation property
ˆ
Ω
w(x, t) dx +
ˆ
Γ
(u(y, t) + v(y, t)) dH2(y) =
ˆ
Ω
w0 dx+
ˆ
Γ
(u0 + v0) dH2 for all t ≥ 0. (6)
In this paper we will mainly study for given c = c(x) the stationary solutions of (1)-(4). Po-
larization patterns arise here under the assumption that several of the reaction rate parameters
a1, a2, ..., a7, the diffusion coefficient D and the total mass of proteins are large. This will be
parametrized by a large parameter ε−1 > 0. The most remarkable feature of the patterns is that
a suitably rescaled version of u converges as ε → 0 to the solution of a variational inequality
which is closely related to the classical obstacle problem [17]. Responsible for this is the presence
of the inhibitory Michaelis-Menten reaction term u1+u , whereas the intrinsic activation term a1v
and the positive feedback activation term a2uv
a3+u
do not contribute to the limit. Let us give a
simple heuristic explanation for the impact of the Michaelis-Menten reaction term R(u) = u1+u .
In the parameter regimes that we consider it will be convenient to introduce the rescaled concen-
tration U = εu in order to account for the large values of u in some regions. Then, the function
R
(
U
ε
)
converges in a suitable sense to the maximal monotone graph ξ(U) such that ξ(0) = [0, 1],
ξ(U) = 1 if U > 0. It is well known that several variational inequalities, for instance the one
associated to the obstacle problem, can be reformulated in terms of maximal monotone graphs
[5], [7, Sec.2.2], compare the Remark 3.4 below.
Actually, in this paper we will consider two different types of scaling limits for stationary so-
lutions of (1)-(4). In the first one we will assume that D = ∞ before taking the limit ε → 0,
which is motivated by the fact that the cytosolic diffusion is typically much larger than lateral
diffusion over the membrane [16]. Then the stationary version of equation (3) becomes just the
formula w =M − ´Γ(u+ v), where M is the total amount of protein, and the system reduces to
two coupled surface PDEs that include, as a remnant of the bulk-surface coupling, a nonlocal
term. Taking then the limit ε → 0 we obtain that the limit satisfies a variational inequality
for a suitable PDE. In the second scaling limit we will take D large but finite (finite cytosolic
diffusion case). The limit ε → 0 will then yield a variational inequality for an operator which
contains, in addition to partial derivatives, the concatenation of the Neumann to Dirichlet map
(cf. Appendix 4.4) and the Laplace-Beltrami operator.
One particular advantage of the limiting obstacle-type problems is that they allow for an easy
characterization of polarized states: these are described by the property that the rescaled con-
centration of the active proteins takes the value zero on a set of positive measure and it takes a
positive value on the complement, which has also positive measure. We will prove in this paper
the onset of polarization patterns, for both cases, if the total (rescaled) mass of protein m is
sufficiently small. In addition, we show that patterns are localized in regions, where the signal
c is large. We will also prove that in the case D = ∞, for given concentration c, there exists a
critical mass of protein m∗ such that polarization takes place for m < m∗ and it does not for
m > m∗. In the case D <∞ due to the presence of the nonlocal contributions, it is not clear if
the critical mass m∗ exists with the same degree of generality concerning the domain Ω and the
concentration c. However, in the case of spherical domains Ω the nonlocal operator reduces to
the Dirichlet to Neumann operator (cf. Appendix 4.4) and we will be able to prove the existence
of the critical mass m∗ if D <∞ for these particular domains and general concentrations c.
The model (1)-(4) is different from LEGI-type models and rather describes the signal amplifi-
cation following a first polarization of the cell, expressed by a heterogeneous distribution c. In
4the scaling limits under consideration solutions of (1)-(4) do not exhibit spontaneous patterns
if c is constant unlike the classical Gierer-Meinhardt models (cf. [13]).
The system (1)-(5) is closely related to models for spontaneous cell polarization (in absence of
an external signal) considered in [26, 15]. There, more general reaction kinetics but spatially
homogeneous rate constants are assumed. The model (1)-(5) belongs to the class of bulk-surface
partial differential equations that appears in a variety of different applications and has attracted
quite some attention over the last years, see for example [18, 21, 24, 8] and the references therein
for applications to cell biology and [27, 3, 9, 11, 15] for recent well-posedness results and rigorous
asymptotic limits. In [9], for a different bulk-surface system where the nonlinearity is contained
in the Robin boundary condition, a fast-reaction limit was derived that also takes the form of
an obstacle-type problem involving the Dirichlet to Neumann map. However, compared to our
contribution the asymptotic analysis and the limiting obstacle-type problems are different. The
convergence of elliptic PDEs with suitably rescaled Michaelis-Menten reactions to a classical
obstacle model has already been observed in [4]. There the motivation was an approximation
of the obstacle problem by a bounded penalty method suitable for numerical simulations. No
investigation of pattern forming properties in the sense of our analysis has been done in [4, 9].
For an investigation of axially symmetric cap-like patterns in a related but different model see
[8].
The plan of the paper is the following. In Section 2 we will briefly review the well-posedness
of the initial value problem (1)-(5) and establish the existence of stationary states (cf. (17)-
(21)). In Section 3 we will first investigate the limit of infinite cytosolic diffusion D → ∞ for
stationary solutions. In this limit w converges to a constant and the model (1)-(5) becomes a
nonlocal elliptic system (cf. (23)-(25)) containing the nonlocal term
´
Γ (u+ v). Next, we prove
that in some suitable scaling limit the solution u of the rescaled system (27)-(29) converges to the
unique solution of an obstacle problem for the Laplace operator (cf. Theorem 3.2). In Section
3.3 we derive precise conditions for the onset of polarization and characterize the positivity set
of u for small mass in Section 3.4. In Section 4 we consider the analogous problems for finite
cytosolic diffusion coefficients D. We derive in a scaling limit analogous to the case D = ∞ a
generalized obstacle problem in Theorem 4.2 containing the Dirichlet to Neumann operator. We
can prove also prove polarization for small mass for the resulting model (cf. Subsection 4.2).
We obtain a more precise description of the localization property, as well as the existence of a
critical mass in the case of spherical domains Ω in Subsections 4.3 and 4.4.
2 Well-posedness and existence of steady states
Let us state the main assumptions that we impose in the following.
Assumption 2.1. Let Ω ⊂ R3 be an open, bounded, connected set with C3-regular boundary
Γ = ∂Ω. Assume a1, a2 ≥ 0, a3, a4, a5, a6, a7 > 0 and D ≥ 1. Furthermore we assume that
c : Γ→ R+ is continuous and strictly positive. This in particular implies that there exists c0 > 0
such that
c(x) ≥ c0 > 0 for all x ∈ Γ . (7)
Remark 2.2. Throughout the paper we will denote by W k,p(Ω) the usual Sobolev spaces over
Ω and by W k,p(Γ) the corresponding Sobolev spaces on the manifold Γ. For T > 0 we set
ΩT := Ω × (0, T ) and ΓT := Γ× (0, T ). For a Banach space X we consider the Bochner spaces
5L2(0, T ;X) and the spaces H1(0, T ;X) of functions in L2(0, T ;X) with weak time derivative in
L2(0, T ;X).
The relevant diffusion operator on Γ is the corresponding Laplace-Beltrami operator, see for
example [23]. For simplicity we just write ∆ if there is no reason for confusion. We remark that
classical elliptic Lp- and Schauder-regularity results [14, Sec. 6.1, Sec. 9.5] and a partition of
unity argument yield the corresponding Lp-regularity properties for elliptic equations involving
the Laplace–Beltrami operator on Γ. In fact, in local coordinates the Laplace–Beltrami operator
corresponds to an elliptic operator in divergence form (with C2-regular coefficients in our case).
Similarly one deduces parabolic L2-regularity in analogy to [10, Theorem 7.1.5] for evolution
problems on Γ involving the Laplace–Beltrami operator.
For simplicity we will often neglect dx and dH2 in the corresponding integrals if there is no
reason for confusion.
For a function ϕ : Γ→ R we let ϕ := fflΓ ϕ = 1|Γ|
´
Γ ϕ.
We first quote an existence and uniqueness result for the full evolution problem that was shown
in [15], Proposition 3.3 (there uniformly bounded initial data were assumed and only the case
of constant c is covered, but inspecting the proof we see that the result remains valid under the
present assumptions).
Theorem 2.3. Let T > 0 and let nonnegative initial data u0, v0 ∈ L2(Γ), w0 ∈ L2(Ω) be
given with
´
Γ
(
u0 + v0
)
+
´
Ωw0 = M . Under Assumption 2.1 the system (1)-(5) has a unique
nonnegative weak solution (u, v, w) with u, v ∈ L2(0, T ;H1(Γ)) ∩ H1(0, T ;H1(Γ)∗) and w ∈
L2(0, T ;H1(Ω)) ∩H1(0, T ;H1(Ω)∗).
The following a-priori estimate will be useful to prove the existence of steady states as well as
to pass to the limit D →∞.
Proposition 2.4. Assume that (w, u, v) is a nonnegative solution of (1)-(5) with
´
Γ
(
u0+v0
)
+´
Ω w0 =M . Define L : [0, T ]→ R by
L(t) :=
ˆ
Ω
a6
2
w2(x, t) dx+
ˆ
Γ
1
2
(u2 + a5v
2)(y, t) dH2(y).
There exist constants C1, C2 only depending on Ω, c and a1, . . . , a7, and for any σ > 0 a constant
C3 that in addition depends on σ, such that for L(0) ≤ C1(M +M2) the following properties
hold:
L(t) ≤ C1(M +M2) for any t ∈ [0, T ], (8)
‖w‖L∞(0,T ;L2(Ω)) +
√
D‖∇w‖L2(ΩT ) +
1√
D
‖∂tw‖L2(0,T ;H1(Ω)∗)
+ ‖u, v‖L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ)) + ‖∂tu, ∂tv‖L2(0,T ;H1(Γ)∗) ≤ C2(1 +M), (9)
‖w‖H1(σ,T ;L2(Ω)) + ‖w‖L2(σ,T ;H2(Ω)) + ‖u, v‖H1(σ,T ;L2(Γ)) + ‖u, v‖L2(σ,T ;H2(ΓT )) ≤ C3(1 +M).
(10)
6Proof. We test (1)-(3) with u, v and w, respectively, to obtain
d
dt
L(t) +
ˆ
Ω
a6D|∇w|2 +
ˆ
Γ
(|∇u|2 + a5|∇v|2)
=
ˆ
Γ
(
(a6w − a5v)(a5v − a6w) + (u− a5v)
(
(a1 +
a2u
a3 + u
+ a7c)v − a4u
1 + u
))
≤C
ˆ
Γ
(v + u2 + v2)
≤− L(t) + C
ˆ
Γ
(v + u2 + v2) +
a6
2
ˆ
Ω
w2, (11)
where here and in the following C only depends on Ω, c and a1, . . . , a7, unless additional de-
pendencies are indicated. We now use interpolation estimates, Sobolev embedding and Poincare´
inequality to obtain, with u =
ffl
Γ uˆ
Γ
u2 =
ˆ
Γ
u(u− u) + ‖u‖2L1(Γ)
≤ ‖u− u‖L2(Γ)‖u‖L2(Γ) + ‖u‖2L1(Γ)
≤ ‖u− u‖
2
3
L4(Γ)
‖u− u‖
1
3
L1(Γ)
‖u‖L2(Γ) + ‖u‖2L1(Γ)
≤ C‖∇u‖
2
3
L2(Γ)
‖u− u‖
1
3
L1(Γ)
‖u‖L2(Γ) + ‖u‖2L1(Γ)
≤ δ1
2
‖∇u‖2L2(Γ) +
1
2
‖u‖2L2(Γ) + C(δ1)‖u‖2L1(Γ).
Together with the mass conservation property (6) and analogous calculations for v,w we deduce
that ˆ
Γ
u2 ≤ δ1‖∇u‖2L2(Γ) + C(δ1)M2,
ˆ
Γ
v2 ≤ δ2‖∇v‖2L2(Γ) + C(δ2)M2,ˆ
Ω
w2 ≤ δ3‖∇w‖2L2(Ω) + C(δ3)M2.
Using this in (11) with appropriate choices of δ1, δ2, δ3 yields
d
dt
L(t) +
1
2
ˆ
Ω
a6D|∇w|2 + 1
2
ˆ
Γ
(|∇u|2 + a5|∇v|2) ≤ −L(t) + C1(M +M2). (12)
Since L(0) ≤ C1(M +M2) this implies by an invariant region principle (8) and the L∞(L2)
bounds in (9). We also deduce from (12) the L2(L2) bounds for the gradients. Then, using the
equations, this yields the required bounds for the time derivatives in (9).
To prove (10) we fix σ > 0 and a cut-off function ϕ ∈ C∞(R) with ϕ = 0 on [0, σ2 ], ϕ = 1 on
[σ,∞) and 0 ≤ ϕ ≤ 1, 0 ≤ ϕ′ ≤ 4
σ
. Then the functions u˜(·, t) = ϕ(t)u(·, t), v˜(·, t) = ϕ(t)v(·, t),
w˜(·, t) = ϕ(t)w(·, t) are solutions of
∂tu˜−∆u˜ = f˜ + ϕ′u on Γ× (0, T ) (13)
∂tv˜ −∆v˜ = −f˜ − a5v˜ + a6w˜ + ϕ′v on Γ× (0, T ) (14)
∂tw˜ −D∆w˜ = ϕ′w in Ω× (0, T ) (15)
−D∂w˜
∂n
= a5v˜ − a6w˜ on Γ× (0, T ) (16)
7with zero initial conditions and with f˜ =
(
a1+
a2u
a3+u
+a7c
)
v˜− a4u˜1+u . We deduce from (9) that the
right-hand sides of (13), (14), (16) are all bounded in L2(ΓT ) and that the right-hand side of
(15) is bounded in L2(ΩT ) by constants that only depends on M,σ, T , Ω, c and a1, . . . , a7. By
L2-regularity theory we obtain L2(0, T ;H2(Γ)) ∩ H1(0, T ;L2(Γ))-bounds for u˜, v˜ and then an
L2(0, T ;H2(Ω))∩H1(0, T ;L2(Ω))-bound for w˜ that only depends onM,σ, T , Ω, c and a1, . . . , a7.
Since ϕ = 1 on [σ, T ] the estimates for u˜, v˜, w˜ yield (10).
We next prove the existence of stationary states using Theorem 2.3 and the a-priori estimates
from Proposition 2.4.
Theorem 2.5. For any M > 0 there exists a nonnegative solution (u, v, w), such that u, v ∈
C2(Γ), w ∈ C2(Ω), of the system
0 = ∆u+
(
a1 +
a2u
a3 + u
+ a7c
)
v − a4u
1 + u
on Γ (17)
0 = ∆v −
(
a1 +
a2u
a3 + u
+ a7c
)
v +
a4u
1 + u
− a5v + a6w on Γ (18)
0 = D∆w in Ω (19)
−D∂w
∂n
= −a5v + a6w on Γ (20)
M =
ˆ
Ω
w +
ˆ
Γ
(u+ v). (21)
Moreover,
‖u, v‖2H1(Γ) + ‖w‖2L2(Γ) +D‖∇w‖2L2(Ω) ≤ C(M) . (22)
Proof. Denote by X the set of all (u0, v0, w0) ∈ L2(Γ)2 × L2(Ω) such that
ˆ
Ω
w0 +
ˆ
Γ
(u0 + v0) =M and
ˆ
Ω
a6
2
w20 +
ˆ
Γ
1
2
(u20 + a5v
2
0) ≤ C1(M +M2),
with C1 from Proposition 2.4. Fix T ≥ 3. By Theorem 2.3 for any (u0, v0, w0) ∈ X there exists
a unique weak solution (u, v, w) to the evolution problem in (0, T ). By Proposition 2.4 and
by the mass conservation property (6) we deduce that (u(t), v(t), w(t)) ∈ X for all t ∈ (0, T ).
Moreover, the bounds (9), (10) are satisfied for any σ > 0. In particular (see e.g. [10], Theorem
3, Section 5.9) w ∈ C0([0, T ];L2(Ω)) and u, v ∈ C0([0, T ];L2(Γ)). Similarly, for any σ > 0 we
deduce w ∈ C0([σ, T ];H1(Ω)) and u, v ∈ C0([σ, T ];H1(Γ)) with bounds that depend only on σ
and the data.
In particular, for any τ ∈ (0, 1) the map
S(τ) : X → X, (u0, v0, w0) 7→ (u(τ), v(τ), w(τ))
is well-defined, and by Sobolev embedding compact. Considering differences of two solutions
with initial data (w0, u0, v0) and (w˜0, u˜0, v˜0), respectively, we obtain by similar calculations as
in Proposition 2.4 that
‖S(τ)(u0, v0, w0)− S(τ)(u˜0, v˜0, w˜0)‖L2(Γ)2×L2(Ω) ≤ C‖(u0, v0, w0)− (u˜0, v˜0, w˜0)‖L2(Γ)2×L2(Ω).
Therefore S(τ) is continuous for any 0 < τ < T .
8By Schauders fixed point theorem for any τ ∈ (0, 1), τ = 1/N , there exists a fixed point
(uτ , vτ , wτ ) ∈ X of S(τ). Since the system (1)-(4) is autonomous and solutions are unique we
obtain a solution (uτ , vτ , wτ ) of this system on (0, T ) with the property that
(uτ (kτ), vτ (kτ), wτ (kτ)) = (u
τ , vτ , wτ ) for all k ∈ N.
By Proposition 2.4 we obtain for any N ∈ N uniform bounds
‖wτ‖H1((1,2);L2(Ω))∩L2((1,2);H2(Ω)) + ‖uτ , vτ‖H1((1,2);L2(Γ))∩L2((1,2);H2(Γ)) ≤ C3(1 +M).
Therefore there exists a subsequence N →∞ (not relabeled), hence τ = τ(N)→ 0, such that
wτ ⇀ w in H
1((1, 2);L2(Ω)) ∩ L2((1, 2);H2(Ω)),
uτ ⇀ u in H
1((1, 2);L2(Γ)) ∩ L2((1, 2);H2(Γ)),
vτ ⇀ v in H
1((1, 2);L2(Γ)) ∩ L2((1, 2);H2(Γ)).
It is easy to show that (u, v, w) is a solution to (1)-(4) on the time interval (1, 2). Moreover, by the
Aubin-Lions lemma, we have strong L2(Γ×(1, 2))2×L2(Ω×(1, 2))-convergence of (uτ , vτ , wτ ) to
(u, v, w) and for a set R ⊂ [1, 2] of full measure and all t ∈ R strong convergence in L2(Γ)2×L2(Ω)
of (uτ (t), vτ (t), wτ (t)) to (u(t), v(t), w(t)).
Next, since by [10], Chapter 5.9, we have uniform bounds in C0([1, 2];H1(Γ)2 × H1(Ω)) we
in addition have L2-convergence of (uτ , vτ , wτ ) = (uτ (1), vτ (1), wτ (1)) to a limit (u∗, v∗, w∗) ∈
X ∩H1(Γ)2 ×H1(Ω).
Now choose t ∈ R arbitrary. Then there exists a sequence tN such that tN ∈ Nτ and tN → t.
We then compute that in L2(Γ)
‖u(t)− u∗‖ ≤ ‖u(t)− uτ (t)‖ + ‖uτ (t)− uτ (tN )‖+ ‖uτ (tN )− u∗‖
≤ ‖u(t)− uτ (t)‖ + C|tN − t|
1
2‖uτ‖
C
1
2 ([1,2];L2(Ω))
+ ‖uτ − u∗‖ → 0,
where we have used that uτ is uniformly bounded in H
1((1, 2);L2(Ω)) →֒ C 12 ([1, 2];L2(Ω)). This
shows u(t) = u∗ for all t ∈ R. Similarly we deduce v(t) = v∗ and w(t) = w∗ for all t ∈ R. Since
(u, v, w) ∈ C0([1, 2];H1(Γ))2 × C0([1, 2];H1(Ω)) we have (u, v, w) = (u∗, v∗, w∗) on [1, 2].
We therefore have obtained a time-independent solution of (1)-(4) on (1, 2) that satisfies the
mass constraint. This gives the required solution of the stationary system.
Starting from the H1 regularity of the solution and the Sobolev embeddings H1(Γ) →֒ Lp(Γ)
for any 1 ≤ p <∞, and H1(Ω) →֒ L4(Γ) we deduce from classical regularity that u ∈ W 2,p(Γ),
v ∈ W 2,4(Γ). Since W 2,4(Γ) →֒ C1, 12 (Γ) we deduce from [14, Theorem 6.31] that w ∈ C2, 12 (Ω).
Standard Schauder regularity then implies higher regularity for v, u.
The estimate (22) is obtained from (u, v, w) ∈ X and (9).
3 The limit of infinite cytosolic diffusivity: D =∞
3.1 Passage to the limit D →∞
In biological cells the diffusion in the cytosol is typically much faster than the lateral diffusion on
the membrane. This means in our rescaling that D ≫ 1 and motivates to consider an asymptotic
reduction D → ∞. We obtain a system of two surface PDEs for u, v, whereas the variable w
becomes spatially constant and is determined by the prescribed total amount of protein in the
cell. This introduces a nonlocal term in the PDE system for u, v.
9Theorem 3.1. For any M > 0 there exist u, v ∈ C2(Γ), and a nonnegative constant w, such
that
0 = ∆u+
(
a1 +
a2u
a3 + u
+ a7c
)
v − a4u
1 + u
on Γ , (23)
0 = ∆v −
(
a1 +
a2u
a3 + u
+ a7c
)
v +
a4u
1 + u
− a5v + a6w on Γ , (24)
w =M −
ˆ
Γ
(u+ v) . (25)
Proof. Consider a sequence (Dk)k with Dk →∞ as k →∞ and let (uk, vk, wk) be a solution to
(17)-(21) with D replaced by Dk. By the bound (22) and standard compactness arguments we
deduce the existence of a subsequence (not relabeled) Dk →∞ such that (uk, vk, wk) converges
weakly in H1(Γ)2 × H1(Ω) to some limit (u, v, w). Moreover, by the Rellich theorem and the
compactness of the trace mappingH1(Ω)→ L2(Γ) we have strong convergence in L2(Γ)2×L2(Ω).
This allows to pass to the limit in the equations (17), (18) and (21) and to deduce (23)-(25).
The higher regularity of the solution is deduced from standard regularity results as above.
3.2 Derivation of the obstacle problem
Our goal in this section is to consider a suitable scaling limit of the system (23)-(25). More
precisely, we introduce the following rescalings
a4  
a4
ε
, a5  
a5
ε
, a6  
a6
ε
, a7  
a7
ε
(26)
and assume that the coefficients a1, a2, a3 are kept of order one and that a4, a5, a6, a7 > 0. Upon
redefining c, without loss of generality we can assume that a7 = 1. Moreover, in order to obtain
a nontrivial limit we also need to assume that the total number of proteins M rescales like
1
ε
, more precisely M = m
ε
for some fixed m > 0. Denoting by (uε, vε, wε) the solution of the
rescaled system (23)-(25) an asymptotic expansion shows that we should expect that Uε := εuε,
vε, wε are of order one. We therefore rewrite the rescaled system as
0 = ∆Uε +
(
εa1 +
εa2Uε
εa3 + Uε
+ c
)
vε − a4Uε
ε+ Uε
on Γ , (27)
0 = ε∆vε −
(
εa1 +
εa2Uε
εa3 + Uε
+ c
)
vε +
a4Uε
ε+ Uε
− a5vε + a6wε on Γ , (28)
εwε = m−
ˆ
Γ
(
Uε + εvε
)
. (29)
We continue to assume that wε ≥ 0, hence
´
Γ
(
Uε + εvε
) ≤ m.
For convenience we state our results mainly in terms of a function g : Γ→ (0, 1) instead of c,
g(x) =
c(x)
c(x) + a5
, x ∈ Γ. (30)
Theorem 3.2. Suppose that {(Uε, vε, wε)}ε>0 is a family of nonnegative solutions of (27)-(29)
and fix an arbitrary sequence (εj)j∈N with limj→∞ εj = 0.
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Then, there exist a subsequence εj → 0 (not relabeled), u ∈ W 2,p(Γ) for any 1 ≤ p < ∞, and a
measurable function ξ : Γ→ [0, 1] such that with j →∞
Uεj → u in L1(Γ),
Uεj
εj + Uεj
∗
⇀ ξ weakly* in L∞(Γ),
and such that ξu = u almost everywhere on Γ.
Moreover, there exists α ∈ R such that the functions u and ξ satisfy almost everywhere on Γ
−∆u = αg − a4(1− g)ξ (31)
and we have ˆ
Γ
u = m. (32)
Proof. Integrating (27) and (28) over Γ we obtain
ˆ
Γ
(
a1ε+
a2εUε
a3ε+ Uε
+ c
)
vε =
ˆ
Γ
a4Uε
ε+ Uε
(33)
ˆ
Γ
a5vε = a6wε|Γ| (34)
Then, using that c ≥ c0 > 0, Uε ≥ 0, vε ≥ 0 and Uεε+Uε ≤ 1 in (33) it followsˆ
Γ
vε ≤ a4
c0
|Γ| (35)
and (34) implies that wε ≤ a4a5c0a6 . Moreover, since wε ≥ 0, we obtain from (29) thatˆ
Γ
Uε ≤ m (36)
Using (34) we can rewrite (28) as
0 = ε∆vε −
(
a1ε+
a2εUε
a3ε+ Uε
+ c
)
vε +
a4Uε
ε+ Uε
− a5vε + a5
 
Γ
vε , x ∈ Γ . (37)
Let ϕ ∈ C2(Γ) an arbitrary test function. Multiplying (37) by ϕ and integrating over Γ we
obtain, after integrating by parts
0 = ε
ˆ
Γ
vε∆ϕ−
ˆ
Γ
(
a1ε+
a2εUε
a3ε+ Uε
+ c
)
vεϕ+ a4
ˆ
Γ
Uε
ε+ Uε
ϕ− a5
ˆ
Γ
ϕvε+ a5
( 
Γ
vε
)(ˆ
Γ
ϕ
)
(38)
Notice that 0 ≤ Uε
ε+Uε
< 1 and 0 ≤ Uε
a3ε+Uε
≤ 1. Due to (35) and (36) we obtain that there exists
a subsequence εj → 0 of the given sequence such that
vεj ⇀ v , Uεj ⇀ u ,
Uεj
εj + Uεj
∗
⇀ ξ as j →∞ (39)
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where v, u ∈ M+(Γ). The convergence of the sequences (vεj )j, (Uεj )j takes place in the weak
topology of measures and the convergence of
Uεj
εj+Uεj
takes place in the weak∗ topology of L∞(Γ).
Taking the limit in (38) we obtain
0 = −
ˆ
Γ
cvϕ + a4
ˆ
Γ
ξϕ− a5
ˆ
Γ
ϕv + a5
( 
Γ
v
)(ˆ
Γ
ϕ
)
ˆ
Γ
(c+ a5) vϕ = a4
ˆ
Γ
ϕξ + a5
 
Γ
v
ˆ
Γ
ϕ
where ϕ is an arbitrary test function in C2(Γ). In particular this implies that (c + a5)v is an
absolutely continuous measure with can be written in terms of a bounded density, more precisely
v =
a4ξ
c+ a5
+
a5
c+ a5
 
Γ
v (40)
Letting α = a5
ffl
Γ v we arrive at
v =
a4ξ
c+ a5
+
α
c+ a5
. (41)
We now consider the limit of (27). Multiplying this equation by ϕ where ϕ ∈ C2(Γ) and using
(39) we obtain the limit equation
∆u+ cv − a4ξ = 0 ,
which is satisfied in the sense of distributions. Using (41) we obtain
∆u+ αg − a4(1− g)ξ = 0 . (42)
Due to the boundedness of g and ξ classical regularity theory implies that u is bounded in
W 2,p(Γ) for any p <∞. This gives (31). On the other hand, taking the limit of (29), using (39)
and the uniform boundedness of wε we obtain (32).
It remains to prove ξu = u. Using (27), (35) and applying classical regularity arguments [29,
Proposition 4.3], (see also [12]), we obtain uniform estimates for Uεj inW
1,q(Γ) for all 1 < q < 2.
Then Uεj → u in Lq(Γ) and for any test function ϕ ∈ C0(Γ)ˆ
Γ
ϕ(ξu− u) = lim
j→∞
ˆ
Γ
ϕ
( Uεj
εj + Uεj
− 1
)
Uεj = lim
j→∞
ˆ
Γ
−εjϕ
Uεj
εj + Uεj
= 0.
This implies ξu = u.
We remark that by an integration of (42) first over Γ and then over {u > 0} (and using the
W 2,p(Γ)-regularity of u) we deduce that
α =
a4
´
Γ(1− g)ξ´
Γ g
=
a4
´
{u>0}(1− g)´
{u>0} g
. (43)
Moreover, by Stampacchia’s lemma [12, Proposition 3.23] and the W 2,p(Γ)-regularity of u one
obtains ∆u = 0 almost everywhere in {u = 0}, which yields the representation formula
ξ =
{
1 in {u > 0},
αg
a4(1−g)
in {u = 0} . (44)
In particular, from the second equality in (43) and (44) we deduce that ξ, α are determined by
u.
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3.3 Critical mass for polarization.
Without loss of generality, rescaling u and α accordingly, we set in the following a4 = 1. Thus,
we consider a solution (u, ξ, α) of the problem
−∆u = −(1− g)ξ + αg on Γ, u ≥ 0, u ∈W 2,p(Γ) for all 1 ≤ p <∞, (45)
ξ ∈ [0, 1], ξ = 1 on {u > 0}, (46)ˆ
Γ
u = m, (47)
Here g is as in (30) and we also recall the compatibility condition (43) for α, which by (46) in
particular yields
α ≤ α∗ :=
´
Γ(1− g)´
Γ g
. (48)
We have a variational principle for the problem (45), (46).
Proposition 3.3. Fix 0 ≤ α ≤ α∗ and consider the minimization problem
u = argmin
{
1
2
ˆ
Γ
|∇v|2 +
ˆ
Γ
(1− g)v − αgv | v ∈ H1(Γ) , v ≥ 0
}
. (49)
Then the following properties hold.
1. For any 0 ≤ α ≤ α∗ a minimizer of (49) exists.
2. Minimizers are unique for α < α∗ and unique up to additive constants for α = α∗.
3. u ∈ H1(Γ) with u ≥ 0 is a minimizer of (49) if and only if u is a solution of the variational
inequalityˆ
Γ
∇u · ∇(u− v) +
ˆ
Γ
(
(1− g)− αg)(u− v) ≤ 0 for all v ∈ H1(Γ), v ≥ 0. (50)
4. u ∈ H1(Γ) with u ≥ 0 is a minimizer in (49) if and only if
−∆u+ (1− g) − αg ≥ 0 in Γ, −∆u+ (1− g)− αg = 0 in {u > 0}. (51)
5. If u ∈W 2,p(Γ), 1 ≤ p <∞ with u ≥ 0 solves (45), (46) then u is a minimizer of (49).
6. If u ∈ W 2,p(Γ), 1 ≤ p < ∞ is a minimizer of (49) then there exists ξ ∈ L∞(Γ) with
0 ≤ ξ ≤ 1 such that (45), (46) are satisfied.
Proof. 1. We use the direct method of the calculus of variations. For any v ∈ H1(Γ), v ≥ 0
we have, letting v¯ = 1|Γ|
´
Γ v,
I(v) := 12
ˆ
Γ
|∇v|2 +
ˆ
Γ
(1− g)v − αgv
= 12
ˆ
Γ
|∇(v − v¯)|2 +
ˆ
Γ
(
(1− g)− αg)(v − v¯) + v¯ ˆ
Γ
(
(1− g)− αg)
≥ C‖v − v¯‖2H1(Γ) − C(α, g,Γ)‖v − v¯‖L2(Γ) + v¯(α∗ − α)
ˆ
Γ
g (52)
≥ C‖v − v¯‖2H1(Γ) − C(α, g,Γ) + v¯(α∗ − α)
ˆ
Γ
g.
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If 0 ≤ α < α∗ this shows the coercivity of I and then also the existence of a minimizer.
(We remark that for α > α∗ we can take a sequence vn = n such that the functional
converges to −∞.)
In the case α = α∗ we have I(v) = I(v+ γ) for any γ ∈ R. We then can minimize I in the
class {v ∈ H1(Γ) : ´Γ v = 0} and obtain a minimizer v∗ for this constrained minimization
problem, which in addition satisfies, since I(v) = I(v − v¯),
I(v∗) ≤ inf
{
I(v) | v ∈ H1(Γ) , v ≥ 0} .
Moreover, v∗ solves the Euler–Lagrange equation −∆v∗ = −(1 − g) + α∗g + λ, for some
Lagrange multiplier λ (we even find λ = 0 by integration over Γ). By elliptic regularity,
v∗ is bounded. But then u := v∗ −minΓ v∗ is nonnegative and satisfies (49).
2. Consider two different minimizer u1, u2 of (49). We deduce that for v =
1
2(u1 + u2)
0 ≤ I(v)− I(u1) + I(u2)
2
= −18
ˆ
Γ
|∇u1 −∇u2|2,
hence u1− u2 is constant. In the case α < α∗ we further obtain from I(u1) = I(u2), using
the second line in (52), that u1 = u2.
3. (50) is the weak form of the Euler–Lagrange inequality and holds for any solution of (49).
Vice versa, for a nonnegative solution u ∈ H1(Γ) of (50) and any other v ∈ H1(Γ), v ≥ 0
we deduce from (50) that
I(u)− I(v) ≤
ˆ
Γ
1
2
|∇u|2 − 1
2
|∇v|2 −∇u · ∇(u− v) = −1
2
ˆ
Γ
|∇(u− v)|2 ≤ 0.
Therefore, u is a minimizer in (49).
4. (50) implies that u is a weak solution of (51). Vice versa, if u ∈ H1(Γ), u ≥ 0 satisfies
(51) and v ∈ H1(Γ), v ≥ 0 then
ˆ
Γ
∇u · ∇(u− v) +
ˆ
Γ
(
(1− g)− αg)(u− v)
=
ˆ
Γ
(∇u · ∇(u− v)+ + ((1− g)− αg)(u− v)+)
−
ˆ
Γ
(∇u · ∇(u− v)− + ((1− g)− αg)(u− v)−)
Since u > 0 in {u > v} the first integral on the right hand side is zero by the equation
in (51). The inequality in (51) gives that the second integral is nonpositive. Hence, (50)
holds.
5. (45), (46) immediately yield (51).
6. Consider a solution u ∈W 2,p(Γ), u ≥ 0 of (49). We then can choose ξ = 1 in {u > 0} and
ξ = αg1−g in {u = 0}. Using that by Stampacchia’s lemma ∆u = 0 almost everywhere in
{u = 0} we deduce first from the inequality in (51) that ξ ∈ [0, 1], and second that (45)
holds.
14
We have not yet shown that the assumption u ∈W 2,p(Γ), 1 ≤ p <∞ for a minimizer u of (49)
that appears in item 6 of the previous proposition is always satisfied. This however will follow
from Proposition 3.3 together with Theorem 3.7 below.
Remark 3.4. The variational inequality (50) is equivalent to the following variational inequality
without constraints: u ∈ H1(Γ) is a solution of (50) with u ≥ 0 if and only if
ˆ
Γ
∇u · ∇(u− v) + (1− g)u+ − (1− g)v+ ≤
ˆ
Γ
αg(u − v) for all v ∈ H1(Γ). (53)
Note in particular that the latter property implies u ≥ 0 by choosing v = u+. In fact, this gives´
{u<0} |∇u|2 ≤ 0 which implies 0 =
´
{u<0} |∇u|2 ≤ −
´
γ
αgu− ≤ 0 and hence u− = 0.
Introducing the functional J : H1(Γ)→ R,
J(v) =
ˆ
Γ
(1− g)v+
(53) is equivalent to
−∆u+ ∂J(u) ∋ αg. (54)
We further obtain that ∂J(u) = (1−g)∂p(u), for p : R→ R, p(r) = r+. In particular, for u, ξ as
in (45), (46) we find (1 − g)ξ ∈ ∂J(u). Hence (45), (46) is equivalent to the partial differential
inclusion (54) for a maximal monotone graph.
We will say that a solution to (45), (46) exhibits polarization if the measure of both of the two
regions {u > 0} and {u = 0} is positive. It turns out that it is possible to give a necessary and
sufficient condition for polarization in this model. To this end we define an auxiliary function
u∗.
Definition 3.5. Let g be defined as in (30) and α∗ as in (48). We define u∗ as the unique
solution of the equation
−∆u∗ = −(1− g) + α∗g , x ∈ Γ (55)
such that minΓ u∗ = 0.
Equation (55) has infinitely many solutions due to the definition of α∗, which implies´
Γ [−(1− g) + α∗g] = 0. The solutions differ by a constant and they are continuous in Γ. Then,
if u is any solution of (55) we obtain that u∗ = u−minΓ u and u∗ is unique. We define
m∗ = m∗[g] =
ˆ
Γ
u∗ (56)
In the following we denote gmax = maxΓ g and α0 =
(1−gmax)
gmax
. Notice that α0 ≤ α∗ and strict
inequality holds if g is not constant. In case that g is constant no polarization occurs. More
precisely we have the following equivalence.
Proposition 3.6. Consider a solution (u, ξ, α) of (45)-(47) with m > 0. Then u is constant if
and only if g is constant. In this case we have u∗ = 0 and α = α0 = α∗.
Proof. Let u ≥ 0 be constant. Since m > 0 we have u > 0 and ξ = 1. Then (45) implies that g
is constant. This yields u∗ = 0 and α = α0 = α∗.
Vice versa assume that g is constant. By m > 0 the set {u > 0} has positive measure and (43)
yields that α = 1−g
g
and ξ = 1. But then (45) implies ∆u = 0 and u is constant.
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Our main results concerning the onset of polarized states is contained in the following theorem,
see also the remark below.
Theorem 3.7. Let g be as in (30) and m∗ as in (56).
a) For any m > 0, there exists a unique solution (u, ξ, α) to (45)-(47).
b) For any α ∈ [0, α∗] there exists a solution (u, ξ) to (45), (46).
For α < α∗ this solution is unique. For α = α∗ we have ξ = 1 and u is unique up to an
additive constant.
The map α 7→ (u, ξ) is monotone increasing.
For 0 ≤ α < α0 we have u = 0. If g is not constant this also holds for α = α0.
c) If m > m∗ the solution (u, ξ, α) of (45)-(47) satisfies u > 0 and ξ = 1 in Γ, α = α∗ and
u = u∗ +m−m∗.
d) If m < m∗ the solution (u, ξ, α) of (45)-(47) satisfies |{u = 0}| > 0 and α < α∗.
Proof. 1. Solvability of (45)-(47) for given m > 0 follows from Theorem 2.5, Theorem 3.1
and Theorem 3.2.
2. Solvability of the variational inequality and monotonicity. The variational inequality (50)
can be solved for each α ≤ α∗, see Proposition 3.3, and yields a unique solution for α < α∗
and a solution that is unique up to additive constants if α = α∗.
Suppose that α1 < α2 and let (u1, α1), (u2, α2) be solutions of (50). We use v1 =
min{u1, u2} in (50) for u1 and v2 = max{u1, u2} in (50) for u2 and observe that
u1 − v1 = (u1 − u2)+, u2 − v2 = −(u1 − u2)+. Adding the resulting inequalities yields
ˆ
Γ
|∇(u1 − u2)+|2 +
ˆ
Γ
(α2 − α1)g(u1 − u2)+ ≤ 0 . (57)
Hence, we find u1 ≤ u2.
3. Solutions of (50) are trivial for subcritical α.
We next show that solutions for 0 ≤ α ≤ α0 are trivial, unless α = α0 and g is constant.
Consider α = α0 and the unique solution u of the variational inequality (50). Assume that
u 6≡ 0. We note that
(1− g)− α0g ≥ 1− g − α0gmax = 1− g − 1 + gmax = gmax − g ≥ 0.
Using v = 0 in (50) yields
ˆ
Γ
|∇u|2 +
ˆ
Γ
(gmax − g)u ≤
ˆ
Γ
|∇u|2 +
ˆ
Γ
(
(1− g) − α0g
)
u ≤ 0,
which gives a contradiction, unless g ≡ gmax and u is a constant.
Now for all 0 ≤ α < α0 by the monotonicity property and comparing u with the trivial
solution for α = α0 we deduce that the solution of (50) vanishes identically, also in the
case that g is constant.
By Proposition 3.3 this proves the claim.
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4. Uniqueness of solution for given m. Consider α0 ≤ α1 ≤ α2 and two solutions (u1, α1),
(u2, α2) of the variational inequality (50) with
´
Γ u1 =
´
Γ u2. Then by monotonicity
u1 ≤ u2 and the equality
´
Γ(u1 − u2) = 0 implies u1 = u2. Assume now that α1 < α2.
Then α2 > α0 and u1 = u2 6≡ 0 by (50). We then can use the equality in (51) to deduce
that α1 = α2, a contradiction. Hence (u1, α1) = (u2, α2).
This in particular shows that for any m > 0 the solution (u, ξ, α) of (45)-(47) is unique
(here we use that ξ is determined by u, α through the representation formula (44)).
Furthermore, consider the map α 7→ m that assigns to α the total mass m of the solution
of the variational inequality (50). By the monotonicity and uniqueness properties proved
above α 7→ m is strictly increasing on [α0, α∗].
5. Equivalence of (45),(46) and (50). From (48) we already know that α ≤ α∗ is necessary
for any solution of (45),(46).
We now remove the additional regularity assumption in Proposition 3.3 item 6 and show
that a solution (u, α) of the variational inequality (50) solves (45),(46) for a suitable ξ
(determined by (44)). In fact let (u, α) be a solution of (50). Then there exists a solution
(u˜, ξ, α˜) of (45)-(47) with m =
´
Γ u. In particular, (u˜, α˜) solves (50) and the uniqueness
property above shows that (u, α) = (u˜, α˜). Therefore (u, ξ, α) solve (45),(46).
This equivalence together with the monotonicity property shown above proves that m 7→
(α, u) is strictly monotone. Finally, by (44) then also the map m 7→ ξ is monotone.
6. Proof of items c) and d). Therefore, for each m ∈ [0,m∗) we obtain a unique solution
(u, ξ, α), α ∈ [α0, α∗) of (45)-(47). For α < α∗ we deduce from (43) that ξ < 1 in a set of
positive measure. Therefore |{u = 0}| > 0.
If m ≥ m∗ we must have necessarily α = α∗. Since α =
´
Γ
(1−g)ξ´
Γ
g
we obtain that ξ = 1 for
a.e. x ∈ Γ, whence u solves (55). Thus u and u∗ only differ by a constant A and using
(56) we obtain A = m−m∗, whence item c) in Theorem 3.7 follows.
Remark 3.8. The previous theorem shows that polarization, in the sense specified above, occurs
if 0 < m < m∗ and that there is no polarization for m > m∗.
In the case m = m∗ polarization may occur or not. We give an example for a function g that
yields a polarized solution u with m = m∗, i.e. with |{u∗ = 0}| > 0:
Fix α∗ =
1
2 and choose any u∗ ∈ C2(Γ) with u∗ ≥ 0, |{u∗ = 0}| > 0, and |∆u∗| < 12 . We define
g :=
1−∆u∗
1 + 12
,
then g is continuous with values in (0, 1). Moreover, by construction
−∆u∗ = 1
2
g − (1− g), α∗ =
´
Γ(1− g)´
Γ g
.
A sufficient condition for the property |{u∗ = 0}| = 0 (i.e. no polarization occurs) for m = m∗
is ∣∣∣∣
{
g =
1
1 + α∗
}∣∣∣∣ = 0.
In fact, almost everywhere in {u∗ = 0} we have ∆u∗ = 0 and hence g = 11+α∗ .
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3.4 Localization of {u > 0} if m→ 0.
By the results of the previous section, for non-constant g and sufficiently small mass polarization
occurs. We can say a bit more about the patterns that arise if we consider the limit of vanishing
mass: in a well-defined sense the polarized region concentrates on the set where g (and hence
also c) takes its maximal value. To give a precise statement, let S = {x ∈ Γ | g(x) = gmax} and
α0 =
1−gmax
gmax
as above.
Proposition 3.9. Consider a sequence mn ց 0 and denote the corresponding solution to (45)-
(47) by (un, ξn, αn). Then the following holds
1. αn ց α0.
2. Assume that un attains a maximum in xn. Then g(xn)→ gmax.
3. ‖un‖W 2,p(Γ) → 0 for all 1 ≤ p <∞.
4. Let Ωn := {un > 0}. Then
1
|Ωn|
ˆ
Ωn
(
1− g
gmax
)
=
αn − α0
1 + αn
→ 0 as n→∞. (58)
5. For any δ > 0 there exists n0 such that if dist(x, S) > δ then un(x) = 0 for all n ≥ n0.
Proof. 1. We multiply (45) by a positive test function ϕ and integrate by parts to obtain
0 =
ˆ
Γ
un∆ϕ−
ˆ
Γ
(1− g)ξnϕ+ αn
ˆ
Γ
gϕ .
Now | ´Γ un∆ϕ| ≤ Cmn → 0. Hence lim supn→∞ αn ≤
´
Γ
(1−g)ϕ´
Γ
gϕ
. We now take a sequence
(ϕℓ)ℓ of test functions such that spt(ϕℓ) ⊂ {g > gmax − 1ℓ}.
2. Since m > 0 we have un(xn) > 0 and un > 0 in some neighborhood of xn. Then ξn = 1
in this neighborhood and un is C
2-regular in xn. We therefore have −∆un(xn) ≥ 0,
ξn(xn) = 1 and hence 0 ≤ −(1−g(xn))+αng(xn), which implies αn ≥ 1−g(xn)g(xn) ≥ α0. Since
αn → α0 it follows that g(xn)→ gmax.
3. By (31), α ≤ α∗ and since (mn)n is bounded we deduce that (un)n is uniformly bounded
in W 2,p(Γ) for any 1 ≤ p <∞. Since un → 0 in L1(Γ) the result follows by interpolation.
4. Integrate (45) over Ωn and recall that ξn = 1 in Ωn. Since un ∈W 2,p(Γ) we have
´
Ωn
∆un =
0 and we find
0 = −
ˆ
Ωn
(1− g) + αn
ˆ
Ωn
g
= −|Ωn|+ (1 + αn)
ˆ
Ωn
(g − gmax) + gmax(1 + αn)|Ωn|
= −(1 + αn)
ˆ
Ωn
(gmax − g) + (αn − α0)gmax|Ωn|
and (58) follows.
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5. It is sufficient to prove the claim for all 0 < δ < δ0, where δ0 > 0 is an arbitrary fixed
number, to be chosen below. By continuity of g there exists θ > 0, θ = θ(δ0), such that
g < gmax − θ in {x ∈ Γ : dist(x, S) > r}, r = δ
2
.
This implies, for sufficiently large n, that
αng − (1− g) = αng − (1− g)− α0gmax + (1− gmax) < (αn − α0)gmax − (αn + 1)θ
≤ −2
3
(αn + 1)θ
in {x ∈ Γ : dist(x, S) > r}.
Now fix an arbitrary x0 ∈ Γ with dist(x0, S) > δ and assume un(x0) > 0. Then g < gmax−θ
on D(x0, r) := B(x0, r) ∩ Γ.
Next define u˜ : D(x0, r)→ R, u˜(x) := (αn+1)θ16 |x− x0|2. For δ0 > 0 sufficiently small, only
depending on the geometry of Γ, we then have
−∆u˜ = (αn + 1)θ
16
(− 4− 2 ~H(x) · (x− x0)) ≥ −(αn + 1)θ
2
on D(x0, r),
where ~H denotes the mean curvature vector of Γ. On the other hand, since D(x0, r) ⊂
{dist(·, S) > r}
−∆un = αng − (1− g) ≤ −2
3
(αn + 1)θ on D(x0, r) ∩ {un > 0}.
In addition 0 ≤ un < (αn+1)θ32 r2 for n ≥ n0 for some n0 ∈ N sufficiently large, only
depending on θ, r (thus only depending on δ), since un → 0 uniformly by item 3. Then
−∆(un − u˜) ≤ −(αn + 1)θ + (αn + 1)θ
2
< 0 on D(x0, r) ∩ {un > 0},
un − u˜ ≤ (αn + 1)θ
32
r2 − (αn + 1)θ
16
r2 < 0 on ∂D(x0, r) ∩ {un > 0},
un − u˜ < 0 on D(x0, r) ∩ ∂{un > 0}.
By the weak maximum principle it follows that
un − u˜ ≤ 0 in D(x0, r) ∩ {un > 0},
which yields un(x0) ≤ u˜n(x0) = 0, a contradiction.
This shows that un(x0) = 0 for n ≥ n0, n0 = n0(δ). Since x0 ∈ {dist(·, S) > δ} was
arbitrary this proves the claim.
4 Finite cytosolic diffusion D <∞
In this section we now deal with the case of finite cytosolic diffusionD <∞ and the fully coupled
system. Using a similar rescaling as in the case D = ∞ we derive an asymptotic limit in the
form of a bulk-surface obstacle problem. In the case of spherical cell geometry we characterize
polarized states in terms of this limit problem and in terms of the total amount of proteins in
the cell.
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4.1 Derivation of a nonlocal obstacle problem
For finite D we use a similar rescaling of the steady-state equation (17)-(21) as in the previous
section but consider in addition to (26) that D becomes large with ε → 0, more precisely
D  1
ε
D with D of order one. This yields the following bulk-surface system.
0 = ∆Uε +
(
εa1 + ε
a2Uε
a3ε+ Uε
+ c
)
vε − a4Uε
ε+ Uε
on Γ (59)
0 = ε∆vε −
(
a1ε+ ε
a2Uε
a3ε+ Uε
+ c
)
vε +
a4Uε
ε+ Uε
− a5vε + a6wε on Γ (60)
0 = D∆wε in Ω (61)
−D∂wε
∂n
= −a5vε + a6wε on Γ. (62)
and ˆ
Γ
(Uε + εvε) +
ˆ
B
εwε = m. (63)
By Theorem 2.5 for given m > 0 there exists a nonnegative solution of this system. We first
prove some uniform bounds.
Theorem 4.1. For any 0 < m ≤ m0 and any nonnegative solution (wε, Uε, vε) of (59)-(63) we
have
‖Uε‖H2(Γ) + ‖vε‖L2(Γ) + ‖wε‖H1(Ω) ≤ C(a4, a5, a6,m0, c,Ω). (64)
Proof. Integrating (59) over Γ we deduce that
ˆ
Γ
vε ≤ 1
c0
a4|Γ|. (65)
Similarly, by taking the sum of (59) and (60), integrating and using (65) we also obtain
ˆ
Γ
wε ≤ 1
a6c0
a4a5|Γ|. (66)
We next test (60),(61) with a5vε and a6wε, respectively. Summing up the resulting equations
gives
ˆ
Γ
(
εa5|∇vε|2 + ca5v2ε
)
+
ˆ
Ω
a6D|∇wε|2 ≤
ˆ
Γ
(
a4a5vε − (a5vε − a6wε)2
)
≤ C(a4, a5, c0,Ω), (67)
and in particular a uniform L2(Γ)-bound for vε.
Applying the Poincare´ inequality in {w ∈ H1(Ω) : ´Γw = 0} we deduce that
‖wε‖2L2(Ω) =
∥∥∥wε − 1|Γ|
ˆ
Γ
wε
∥∥∥2
L2(Ω)
+
|Ω|
|Γ|2
(ˆ
Γ
wε
)2
≤ C(Ω)‖∇wε‖2L2(Ω) +C(Ω)
( ˆ
Γ
wε
)2 ≤ C(a4, a5, a6, c0,Ω),
and therefore obtain the required bound for ‖wε‖H1(Ω).
Finally, by L2-regularity theory for (59), the mass bound (63) and interpolation we conclude
(64).
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With these uniform estimates we can pass to the limit ε → 0. We then obtain a generalized
obstacle type problem.
Theorem 4.2. Consider a sequence (wε, Uε, vε) of nonnegative solutions to (59)-(62) with total
mass 0 < m ≤ m0. Then there exists a subsequence ε→ 0 and functions (w, u, v) such that
Uε ⇀ u in H
2(Γ) , vε ⇀ v in L
2(Γ) , wε ⇀ w in H
1(Ω) .
Moreover there exists ξ ∈ L∞(Γ) with 0 ≤ ξ ≤ 1 such that
0 = ∆u+ cv − a4ξ on Γ, (68)
0 = −cv + a4ξ − a5v + a6w on Γ, (69)
0 = D∆w in Ω, (70)
−D∂w
∂n
= −a5v + a6w on Γ (71)
and such that uξ = u and
´
Γ u = m hold. Moreover, w, u and v are all nonnegative and
u ∈W 2,p(Γ) for any 1 ≤ p <∞, w ∈ C∞(Ω) ∩ C0(Ω), and v ∈ L∞(Γ), with
‖u‖W 2,p(Γ) + ‖w‖C0(Ω) + ‖v‖L∞(Ω) ≤ C(p, a4, a5, a6,D,Ω,m0). (72)
Proof. By the uniform bounds provided by Theorem 4.1 we obtain a subsequence and functions
w, u, v, ξ such that
wε ⇀ w in H
1(Ω),
Uε ⇀ u in H
2(Γ), (73)
vε ⇀ v in L
2(Γ),
Uε
ε+ Uε
∗
⇀ ξ in L∞(Γ).
In particular we obtain from Sobolev embedding that Uε → u in L2(Γ) and by the compactness
of the trace map H1(Ω) →֒ L2(Γ) that wε → w in L2(Γ). We then pass easily in the weak
formulations of (59)-(62) to the limit and deduce (68)-(71). Moreover, we have for any η ∈ C0(Γ)ˆ
Γ
η(ξu− u) = lim
ε→0
ˆ
Γ
η
( Uε
ε+ Uε
Uε − Uε
)
= lim
ε→0
ˆ
Γ
η
εUε
ε+ Uε
= 0,
which proves ξu = u. Finally by the uniform bounds (64), (65) on vε, wε we haveˆ
Γ
εvε +
ˆ
Ω
εwε → 0
and (63), (73) yield that m =
´
Γ u.
Since 0 ≤ Uε
ε+Uε
≤ 1 the corresponding bounds for ξ follow. Moreover, by (64) and (73) we
deduce that
‖u‖H2(Γ) + ‖v‖L2(Γ) + ‖w‖H1(Ω) ≤ C(a4, a5, a6,m0, c,Ω).
For p > 2 we test (70) with (κpw)
p−1, κp :=
a6
a5
as well as (69) with vp−1. This yields
0 = −
ˆ
Ω
D(p− 1)κp−1p wp−2|∇w|2 +
ˆ
Γ
(
(a5v − a6w)
(
(κpw)
p−1 − vp−1)− cvp + a4ξvp−1)
≤ −
ˆ
Γ
(
a5(v − κpw)
[
vp−1 − (κpw)p−1
]
+ cvp − a4vp−1
)
≤ −c0
2
ˆ
Γ
vp + C(c0, a4, p,Γ),
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and hence v is bounded in Lp(Γ) for any 1 ≤ p <∞.
By [22, Theorem 3.14] we then obtain that w ∈ C0,γ(Ω) for some γ > 0, with
‖w‖C0,γ (Ω) ≤ C(Ω, c0)a5‖v‖L3(Γ), (74)
which in particular proves the desired maximum bound for w. As a harmonic function, w is
smooth in the open set Ω.
The maximum bound for w and (69) yield v ∈ L∞(Γ), with a corresponding bound.
By standard Lp-regularity for (68) we finally deduce that u ∈W 2,p(Γ) for any 1 ≤ p <∞ and
‖u‖W 2,p(Ω) ≤ C(a4, a5, a6,m0, c,Ω, p).
We can express the system above as an equation for u only, but involving a non-local (pseudo-
differential) operator given by the Neumann to Dirichlet operator T applied to the Laplace–
Beltrami operator on Γ. For properties of the Neumann to Dirichlet (and the Dirichlet to
Neumann) operators see the appendix.
Proposition 4.3. Let (u, v, w, ξ) be nonnegative functions with the same regularity as in The-
orem 4.2. Then the following statements are equivalent.
1. (u, v, w, ξ) satisfies (68)-(71).
2. (u,w, ξ) satisfies
0 = ∆u− a4(1− g)ξ + a6gw, uξ = u a.e. on Γ, (75)
0 = ∆w in Ω, D
∂w
∂n
= a4(1− g)ξ − a6gw on Γ (76)
and v is given by
v =
1− g
a5
(a6w + a4ξ). (77)
3. There exists w¯ ∈ R such that
0 = ∆u− a4(1− g)ξ + a6g
(
w¯ +
1
D
T∆u
)
, uξ = u a.e. on Γ, (78)
and v,w are given by (77) and
w = w¯ +
1
D
T∆u, (79)
Moreover, w¯ is determined by
w¯ =
 
Γ
w =
1
a6
´
Γ g
ˆ
Γ
(
a4(1− g)ξ − a6
D
gT∆u
)
. (80)
Proof. We first observe that (69) is equivalent to (77). Using this we see that (68), (70), (71)
are equivalent to (75), (76). We then have that (75), (76) is equivalent to (75) and
D∆w = 0 in Ω, D
∂w
∂n
= ∆Γu,
which gives the equivalence to (78), (79). Finally, (80) follows by integrating (78) over Γ.
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4.2 Localization of {u > 0} if m→ 0.
For simplicity we set a4 = 1 in the following. As above let S = {x ∈ Γ | g(x) = gmax} and
α0 =
1−gmax
gmax
.
Proposition 4.4. Consider a sequence mk → 0 of positive numbers and for k ∈ N any nonneg-
ative solution (uk, vk, wk, ξk) of (68)-(71) with
´
Γ uk = mk. Then the following holds
1. ‖uk‖W 2,p(Γ) → 0 for any 1 ≤ p <∞.
2. wk → 1a6α0.
3. Assume that uk attains a maximum in xk. Then g(xk)→ gmax.
4. Let Ωk := {uk > 0}. Then
lim
k→∞
1
|Ωk|
ˆ
Ωk
(
1− g
gmax
)
= 0 as k →∞.
5. For any δ > 0 there exists k0 such that if dist(x, S) > δ then uk(x) = 0 for all k ≥ k0.
Proof. 1. By (72) the sequence (uk)k is uniformly bounded in W
2,p(Γ) for any 1 ≤ p < ∞.
Using that uk → 0 in L1(Γ) interpolation gives uk → 0 in any W 2,p(Γ), 1 ≤ p <∞, hence
also in C1,γ(Γ) for any 0 ≤ γ < 1.
By (98), the Neumann to Dirichlet operator T : Lp(Γ) → W 1,p(Γ) is continuous for any
1 < p <∞. Using (79) this implies that wk − wk → 0 in every W 1,p(Γ).
2. We multiply (75) by a positive test function ϕ and integrate by parts to obtain
0 =
ˆ
Γ
uk∆ϕ−
(
(1− g)ξk − a6gwk
)
ϕ
≥
ˆ
Γ
uk∆ϕ−
ˆ
Γ
(
(1− g)− a6g(wk − wk)
)
ϕ+ a6wk
ˆ
gϕ
Using mk → 0 and the properties from the first item, we deduce that lim supk→∞wk ≤´
Γ
(1−g)ϕ
a6
´
Γ
gϕ
. We now take a sequence (ϕℓ)ℓ of test functions such that spt(ϕℓ) ⊂ {g > gmax− 1ℓ}
and obtain
lim sup
k→∞
wk ≤ 1
a6
α0.
3. Since uk is locally C
2-regular in {uk > 0} we have −∆uk(xk) ≥ 0 and ξ(xk) = 1 and hence
0 ≤ −(1− g(xk)) + a6g(xk)
(
wk − (wk − wk)(xk)
)
.
It follows together with item 2 of this proof that
1
a6
α0 ≥ lim sup
k→∞
wk ≥ lim inf
k→∞
wk ≥ lim inf
k→∞
(1− g(xk))
a6g(xk)
≥ 1
a6
α0.
It follows that wk → 1a6α0 and that g(xk)→ gmax.
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4. Integrate (75) over Ωk and recall that ξk = 1 in Ωk. Since uk ∈W 2,p(Γ) we have
´
Ωk
∆uk =
0. This yields
−
 
Ωk
a6g(wk − wk) = −
 
Ωk
(1− g) + wk
 
Ωk
a6g
= −1 + (1 + a6wk)
 
Ωk
(g − gmax) + gmax(1 + a6wk)
= gmax
[
(−α0 + a6wk) + (1 + a6wk)
 
Ωk
g − gmax
gmax
]
and the claim follows by item 2 and since wk − wk → 0 in C0(Γ).
5. We argue as in Proposition 3.9. Consider 0 < δ < δ0, where δ0 > 0 is chosen below. Then
there exists θ > 0, θ = θ(δ0), such that in {x ∈ Γ : dist(x, S) > r}, r = δ2
g < gmax − θ, −(1− g) + α0g ≤ −(α0 + 1)θ,
We deduce that in {x ∈ Γ : dist(x, S) > r} for all k ≥ k0 sufficiently large
−(1− g) + a6gwk ≤ −(α0 + 1)θ + a6g
(
wk − 1
a6
α0
) ≤ −1
2
(α0 + 1)θ,
where we have used item 2.
Moreover, by item 1, (98) and the Sobolev embedding T∆uk → 0 in W 1,p(Γ) for all
1 ≤ p <∞ and uniformly on Γ. Then, possibly after increasing k0, we deduce
−(1− g) + a6g
(
wk +
1
D
T∆uk
) ≤ −1
4
(α0 + 1)
Now fix an arbitrary x0 ∈ Γ with dist(x0, S) > δ and assume uk(x0) > 0. We let D(x0, r) =
B(x0, r) ∩ Γ and define u˜ : D(x0, r)→ R, u˜(x) := (α0+1)θ32 |x− x0|2. For δ0 > 0 sufficiently
small, only depending on the geometry of Γ, we then have
−∆u˜ ≥ −(α0 + 1)θ
6
on D(x0, r).
On the other hand, since D(x0, r) ⊂ {dist(·, S) > r}
−∆uk ≤ −1
4
(α0 + 1)θ on D(x0, r) ∩ {uk > 0}.
In addition 0 ≤ uk < (α0+1)θ32 r2 for k ≥ k0 for k0 ∈ N sufficiently large, only depending
on δ, since uk → 0 uniformly by item 3. Then as in Proposition 3.9 the weak maximum
principle yields a contradiction.
4.3 Refined analysis for the case of spherical cell shapes
In the following we restrict ourselves to the case of a spherical cell and let Ω = B(0, 1) ⊂ R3. This
allows us to characterize the system (68)-(71) as a generalized obstacle problem that involves
the Dirichlet to Neumann operator N (see the appendix for a definition). In order to reduce the
number of parameters we define ℓ = a6
D
.
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Proposition 4.5. Let (u, v, w, ξ) be nonnegative functions with the same regularity as in The-
orem 4.2. Then (u, v, w, ξ) satisfies (68)-(71) if and only if u solves for some α ∈ R
0 = ∆u− (1− g)ξ + αg − gℓ[N(u) + (u− u)] , u ≥ 0 , (81)
0 ≤ ξ ≤ 1, uξ = u almost everywhere on Γ , (82)
and if in addition w is given by a6w = α− ℓg
[
N(u) + (u− u)] and v by (77). The number α is
then determined by
α =
1´
Γ g
ˆ
Γ
(
(1− g)ξ + ℓg[N(u) + (u− u)]). (83)
Proof. By Proposition 4.3 (see in particular (78)) it is sufficient to prove that for Ω = B(0, 1)
and any u ∈ H2(Γ) we have T∆Γu = −Nu− (u− u).
Let F denote the solution of
∆F = 0 in Ω, F = u on Γ,
hence ∂nF = Nu on S
2, and let G denote the solution of
∆G = 0 in Ω,
∂
∂n
G = ∆Γu on Γ,
ˆ
Γ
G = 0,
hence G = T∆Γu on S
2.
We now consider the position vector field, η(x) = x for x ∈ B(0, 1). We observe that
0 = ∆
(
G+ η · ∇F + F ) in B(0, 1)
and that on Γ = S2
∂n
(
G+ η · ∇F + F ) = ∂
∂n
G+ n ·D2Fn+ 2n · ∇F
= ∆Γu+ ∂
2
rF + 2∂rF = ∆F = 0,
where in the last step we have used that u = F on Γ and that ∆ = ∂2r +
2
r
∂r+
1
r2
∆S2 in spherical
coordinates. Hence G+ η · ∇F + F is constant and since ´ΓG =
´
Γ η · ∇F = 0 we deduce
T∆Γu = G = −η · ∇F − (F − F¯ ) = −Nu− (u− u),
which proves the claim.
In the sequel we do not make any further use of the particular geometry, the following analysis
applies to any solution of (81), (82) and any Ω,Γ = ∂Ω as before. However, equivalence between
the systems (68)-(71) and (81), (82) requires spherical symmetry.
Proposition 4.6. Let (u, ξ, α) be a solution of (81), (82). Then for almost every x ∈ Γ
ξ(x) =
{
1 if u(x) > 0,
g(α−ℓ[N(u)+(u−u)])
1−g (x) if u(x) = 0.
(84)
Proof. Let Σ = {u = 0}. Then by Stampacchia’s Lemma ∇u = 0 in Σ and D2u = 0 almost
everywhere in {∇u = 0} ⊃ Σ. In particular, by the pointwise almost everywhere equality (81)
we deduce the characterization of ξ in Σ. On the other hand, by uξ = u we conclude that ξ = 1
in Γ \ Σ.
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Proposition 4.7 (Monotonicity). Let (u1, ξ1, α1), (u2, ξ2, α2) be two solutions of (81), (82).
1. If α1 < α2 then u1 ≤ u2 holds. Moreover, we have
´
Γ u1 <
´
Γ u2 unless u1 = u2 = 0.
2. If α1 = α2 then either u1 = u2 or u1, u2 differ by a nonzero constant. In the latter case
ξ1 = ξ2 = 1 holds.
Proof. Let α1 ≤ α2. The difference U := u1 − u2 satisfies
0 = ∆U − (1− g)(ξ1 − ξ2) + g(α1 − α2)− gℓ
[
N(U) + (U − U)]. (85)
We assume that the maximum of U is positive and argue by a maximum principle. By [1] (see
also [19]) for any maximum point x0 of U there exists a sequence (xk)k in Γ with xk → x0
and limk→∞∆U(xk) ≤ 0. By assumption and continuity of U we can assume without loss of
generality that U(xk) > 0 for all k ∈ N. Hence ξ1(xk) = 1 ≥ ξ2(xk) and the second term in
(85) as well as the third term are nonpositive in xk. We next consider the term involving the
Dirichlet to Neumann operator: Let F be the solution of
∆F = 0 in Ω, F |Γ = U,
hence N(U) = ∇F · ν. By assumption and the weak maximum principle F attains a positive
maximum in x0 and by the Hopf boundary point lemma and the strong maximum principle we
have N(U)(x0) = (∇F · ν)(x0) > 0 unless U is constant. By (95) the Dirichlet to Neumann
map N :W 2−
1
p
,p(Γ)→W 1− 1p ,p(Γ) is continuous for any 1 < p <∞. By Sobolev embedding we
deduce that N(U) is continuous and, unless U is constant,
lim
k→∞
−g(xk)N(U)(xk) < 0.
Finally, in x0 the term U−U is also nonnegative. Therefore, from (85) we deduce a contradiction
unless U is a positive constant. Hence, u1 ≤ u2 or u1 = u2 + γ for some positive constant γ.
1. First assume α1 < α2. If U = γ is positive then ξ1 ≥ ξ2 and (85) gives a contradiction.
Therefore u1 ≤ u2 holds. We now assume that
´
Γ u1 =
´
Γ u2. This immediately gives
u1 = u2. If now Σ := {u1 > 0} = {u2 > 0} is not empty we obtain by integrating (81), for
u1 and for u2, over Σ and deduce, since
´
ΓN(u) = 0, that
α1
ˆ
Σ
g − α2
ˆ
Σ
g = 0,
hence α1 = α2, a contradiction.
2. Next consider α1 = α2. If U is not constant then u1 ≤ u2, but interchanging the roles of
u1, u2 also gives u2 ≤ u1 and hence equality.
On the other hand, if U is constant, then (85) implies that ξ1 = ξ2. But now u1 > 0 or
u2 > 0 and we deduce from (82) that ξ1 = ξ2 = 1.
Corollary 4.8 (Existence, uniqueness and monotonicity). For any m > 0 there exists exactly
one solution (u, ξ, α) of (81), (82) with
´
Γ u = m. Moreover, the map m 7→ α is monotone
increasing.
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Proof. Fix m > 0. By Theorem 2.5, Theorem 4.2 and Proposition 4.5 there exists a solution
(u, ξ, α) of (81), (82) with
´
Γ u = m. Consider two solutions (u1, ξ1, α1), (u2, ξ2, α2) with
´
Γ u1 =´
Γ u2 = m. Without loss of generality we may assume that α1 ≤ α2. Proposition 4.7 implies
that u1 ≤ u2 and since
´
Γ(u1−u2) = 0 that u1 = u2. By our assumption m > 0 Proposition 4.7
further gives α1 = α2, which by (84) finally shows that (u1, ξ1, α1) = (u2, ξ2, α2).
Again by Proposition 4.7, α is a monotonically increasing function of m.
We draw some first conclusions on the polarization properties of the model.
Corollary 4.9. Let u ∈W 2,p(Γ) for any 1 ≤ p <∞ and ξ ∈ L∞(Γ) with 0 ≤ ξ ≤ 1, ξu = u on
Γ be given such that (81), (82) are satisfied. Assume m :=
´
Γ u > 0. Then u is constant if and
only if g is constant. In that case we have ξ = 1 on Γ.
Proof. Assume g is constant and let ξ =
ffl
Γ ξ. Testing (81) with u − u, using that g constant
implies
´
Γ αg(u − u) = 0, (94) yields
0 =
ˆ
Γ
|∇u|2 + (1− g)
ˆ
Γ
ξ(u− u) + gℓ
ˆ
Γ
[
N(u) + (u− u)](u− u)
≥
ˆ
Γ
|∇u|2 + (1− g)
ˆ
Γ
(u− ξu) =
ˆ
Γ
|∇u|2 + (1 − g)(1 − ξ)
ˆ
Γ
u
Since ξ ≤ 1 we deduce that u is constant and ξ = 1.
Assume vice versa that u is constant. Then u > 0 and ξ = 1, moreover N(u) + (u − u) = 0.
Then (81) immediately gives that also g is constant.
4.4 Spherical shell shapes: Existence of a critical mass for polarization.
Also in the present case of a finite cytosolic diffusion rate we would like to give criteria for the
onset of polarized states, i.e. the occurrence of configurations u such that both {u = 0} and
{u > 0} have positive measure.
As in the case D = ∞ we first look for solutions (u, ξ, α) of (81), (82) such that u > 0. Then
ξ = 1 and
0 = ∆u− (1− g) + αg − ℓg[N(u) + (u− u)] , (86)
for some suitable α. We will prove that there exists a unique value α for which (86) can be
solved and characterize this critical value α = α∗. In the following we let N˜ denote the mapping
u 7→ N(u) + (u− u). We then write the problem as
−∆u+ ℓgN˜ (u) = αg − (1− g) (87)
We claim that the operator −∆ + ℓgN˜ has a simple zero eigenvalue (alternatively, the kernel
is one-dimensional). Indeed, it is clear that the constants are elements of the kernel of this
operator. Vice versa, any element U of the kernel of −∆+ ℓgN˜ satisfies (85) with α1 = α2 and
ξ1 = ξ2, hence the arguments in the proof of Proposition 4.7 imply that U is constant.
We proceed to characterize the solvability of (87) by using Fredholm theory. We first obtain by
(96) that
∣∣∣ ˆ
Γ
gN(ϕ)ϕ
∣∣∣ ≤ C(max
Γ
g)‖ϕ‖L2(Γ)‖ϕ‖H1(Γ),
∣∣∣ˆ
Γ
(ϕ− ϕ¯)ϕ
∣∣∣ ≤ C(Ω)ˆ
Γ
ϕ2,
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which implies the estimate
〈−∆ϕ+ ℓgN˜ (ϕ), ϕ〉 ≥ ˆ
Γ
|∇ϕ|2 − Cℓ(max
Γ
g)
(
‖ϕ‖L2(Γ)‖ϕ‖H1(Γ) + ‖ϕ‖2L2(Γ)
)
≥ 1
2
ˆ
Γ
|∇ϕ|2 − C(ℓ, g,Ω)‖ϕ‖2L2(Γ).
Therefore, there exists λ ≥ 0 such that the operator −∆+ ℓgN˜ + λ id is coercive on H1(Γ) and,
by the Lax–Milgram Theorem, bijective and continuous from H1(Γ) to H1(Γ)∗ with continuous
inverse.
Therefore, Kλ := (−∆+ ℓgN˜ +λ id)−1 defines a compact operator from L2(Γ) to L2(Γ). For an
arbitrary f ∈ L2(Γ) we deduce from [10, Theorem D.5] first that
−∆u+ ℓgN˜ (u) = f (88)
is solvable if and only if
Kλf ∈ R(id−λKλ) = N (id−λK∗λ)⊥, (89)
and second that N (id−λK∗λ) is one-dimensional. We further compute K∗λ = (−∆ + ℓ(gN˜ )∗ +
λ id)−1 and claim that (gN˜ )∗ = N˜(g·). In fact, for any ϕ,ψ ∈ L2(Γ) we deduce by (93) that
ˆ
Γ
gψ
[
N(ϕ) + (ϕ− ϕ¯)] = ˆ
Γ
N(gψ)ϕ + gψϕ − 1|Γ|
ˆ
Γ
gψ
ˆ
Γ
ϕ =
ˆ
Γ
[
N(gψ) + gψ − gψ]ϕ.
Similarly as above, we then see that ψ ∈ N (id−λK∗λ) if and only if
−∆ψ + ℓN˜(gψ) = 0. (90)
In order to characterize the critical value of α, below we need that
´
ψg 6= 0.
Lemma 4.10. Let ψ ∈ L2(Γ) be a nontrivial solution of (90). Then ψ ∈ H1(Γ) and either
ψ ≥ 0 or ψ ≤ 0 on Γ.
Proof. By (90) and (97) we first obtain from ψ ∈ L2(Γ) that ψ ∈ H1(Γ). Hence ψ ∈ Lp(Γ)
for any 1 ≤ p < ∞, and a further application of (97) implies ψ ∈ W 1,p(Γ) and in particular
gψ ∈ C0(Γ). Hence there exists a unique classical solution F ∈ C∞(Ω) ∩ C0(Ω) of
∆F = 0 in Ω, F = gψ on Γ.
In particular, we have N(gψ) = ∂nF .
We now integrate ∆F over the set {F > 0}∩Ω. We remark that ∇F ·ν{F>0} ≤ 0 on Ω∩∂{F > 0}
and that ∇ψ · ν{ψ>0} ≤ 0 on ∂{ψ > 0}. Therefore, the Gauss Theorem yields
0 =
ˆ
{F>0}
∆F =
ˆ
∂{F>0}∩Ω
∇F · ν{F>0} dH2 +
ˆ
{F>0}∩Γ
∂nF
≤
ˆ
{ψ>0}
N(gψ) =
1
ℓ
ˆ
{ψ>0}
∆ψ −
ˆ
{ψ>0}
(
gψ − gψ)
≤ −
ˆ
{ψ>0}
gψ +
|{ψ > 0}|
|Γ|
ˆ
Γ
gψ ≤
(
− 1 + |{ψ > 0}||Γ|
)ˆ
{ψ>0}
gψ ≤ 0.
We therefore deduce that |{ψ > 0}| is either zero or coincides with |Γ|, hence ψ ≤ 0 on Γ or
ψ ≥ 0 on Γ.
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In the following let us fix any nontrivial nonnegative solution ψ of (90). By the argument from
above a solution of (86) exists if and only ifˆ
Γ
ψ[αg − (1− g)] = 0,
whence if
α = α∗ :=
´
Γ ψ(1 − g)´
Γ ψg
. (91)
(Note that α∗ is well-defined by Lemma 4.10.) Then all solutions (u, α) of (86) have α = α∗
and can be written as u = u∗ + c, where c is constant and u∗ is the unique solution with
min
Γ
u∗ = 0.
We now argue exactly as in the case ℓ = 0. We define the critical mass as
m∗ :=
ˆ
Γ
u∗ (92)
and obtain the following characterization for the onset of polarized states.
Theorem 4.11. Let g be as in (30). Consider m∗ as defined in (92) and for m > 0 the solution
(u, ξ, α) of (81), (82).
a) The map m 7→ α is strictly monotone increasing on (0,m∗]. If m > 0 then α > α0.
b) If m > m∗ we have that u > 0 in Γ and α = α∗. Moreover u = u∗ + (m−m∗) 1|Γ| .
c) If m < m∗ we have |{u = 0}| > 0 and α < α∗.
Proof. a) We know from Corollary 4.8 that m 7→ α is monotone increasing. Consider m1 <
m2 and assume that α1 = α2. Since u1 = u2 gives a contradiction Proposition 4.7 yields
that u1, u2 only differ by a nonzero constant and that ξ1 = ξ2 = 1. But then u1, u2 are
solutions of (86), which implies α1 = α2 = α∗ and m1 ≥ m∗, m2 > m∗. Therefore, m 7→ α
is strictly monotone increasing on (0,m∗].
To prove the second claim, let ξ0 :=
α0g
1−g . Then 0 ≤ ξ0 ≤ α0gmax1−gmax = 1, hence (0, ξ0, α0) is a
solution of (81), (82). By monotonicity there are no solutions with α ≤ α0 and
´
Γ u > 0.
b) Assume first that α < α∗. By Proposition 4.7 we deduce that u ≤ u∗, hence m ≤ m∗, a
contradiction. Next assume that α > α∗. Again by monotonicity we have u ≥ u∗ + c for
any constant c > 0, which again is impossible. Hence α = α∗ and u = u∗ + c. We further
conclude that c|Γ| = ´Γ(u− u∗) = m−m∗ which gives the claimed characterization of u.
c) By part a) for any solution (u, ξ, α) with m < m∗ we have α ≤ α∗. If α = α∗ then we
would have u = u∗+ c with c < 0, a contradiction to u ≥ 0. This shows α < α∗. Finally, if
u > 0 almost everywhere then ξ = 1 almost everywhere and we deduce that u is a solution
of (86). But this requires α = α∗.
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A The Dirichlet to Neumann operator
Here we briefly introduce the Dirichlet to Neumann and the Neumann to Dirichlet operators and
state the properties that have been used in our arguments. We set H
− 1
2
∗ (Γ) := {f ∈ H− 12 (Γ) :
〈f, 1〉 = 0}, the subspace H
1
2
∗ (Γ) is defined correspondingly. With a slight abuse of notation we
write in the following
´
Γ fg for f ∈ H−
1
2 (Γ), g ∈ H 12 (Γ) and the duality product 〈f, g〉.
For f ∈ H 12 (Γ), let F ∈ H1(Ω) denote the weak solution of the Dirichlet problem
∆F = 0 in Ω, F = f on Γ
and let Nf := ∂
∂n
F be the Neumann data on Γ. This defines a continuous map N : H
1
2 (Γ) →
H
− 1
2
∗ (Γ).
Similarly, for f ∈ H−
1
2
∗ (Γ), let F˜ ∈ H1(Ω) denote the weak solution of the Neumann problem
∆F˜ = 0 in Ω,
∂
∂n
F˜ = f on Γ,
ˆ
Γ
f = 0
and let Tf := F˜ be the Dirichlet data on Γ. This defines a continuous map T : H
− 1
2
∗ (Γ) →
H
1
2
∗ (Γ). We extend T to a continuous map T : H
− 1
2 (Γ) → H
1
2
∗ (Γ) by setting Tc = 0 for any
constant function c.
Proposition A.1. The following properties hold.
ˆ
Γ
(Nf)g =
ˆ
Γ
fNg for all f, g ∈ H 12 (Γ) (93)
ˆ
Γ
(Nf)f =
ˆ
Ω
|∇F |2 for any ϕ ∈ H 12 (Γ) (94)
N : W 2−
1
p
,p(Γ)→W 1− 1p ,p(Γ) is continuous for any 1 < p <∞, (95)
N :W 1,p(Γ)→ Lp(Γ) is continuous for any 1 < p <∞, (96)
N : Lp(Γ)→W−1,p(Γ) is continuous for any 1 < p <∞, (97)
T : Lp(Γ)→W 1,p(Γ) is continuous for any 1 < p <∞. (98)
Proof. The properties (93), (94) follow easily from the definition of N and F . To prove (95) we
first remark that the trace space of W k,p(Ω) is W k−
1
p
,p(Γ), see [6, Theorem 3.67]. Given f ∈
W 2−
1
p
,p(Γ) by [14, Theorem 9.14,Theorem 9.15] there exists a harmonic function F ∈ W 2,p(Ω)
with boundary data f and ‖F‖W 2,p(Ω) ≤ C‖f‖
W
2−
1
p ,p(Γ)
. By the continuity of the trace operator
‖Nf‖
W
1−
1
p ,p(Γ)
≤ C‖F‖W 2,p(Ω) and the conclusion follows.
We deduce (96) from [30, Proposition III.4.9]. By duality we infer (97). In fact, let q = p
p−1 .
For an arbitrary ψ ∈W 1,q(Γ) we deduce by (96) that
ˆ
Γ
(Nϕ)ψ =
ˆ
Γ
ϕ(Nψ) ≤ ‖ϕ‖Lp(Γ)‖Nψ‖Lq(Γ) ≤ C‖ϕ‖Lp(Γ)‖ψ‖W 1,q(Γ),
hence ‖Nϕ‖W 1,q(Γ)∗ ≤ C‖ϕ‖Lp(Γ).
For (98) see the proof of [30, Proposition III.4.11].
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