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ON HIGHER DIRAC STRUCTURES
HENRIQUE BURSZTYN, NICOLAS MARTINEZ ALBA AND ROBERTO RUBIO
Abstract. We study higher-order analogues of Dirac structures, extending the
multisymplectic structures that arise in field theory. We define higher Dirac struc-
tures as involutive subbundles of TM + ∧kTM∗ satisfying a weak version of the
usual lagrangian condition (which agrees with it only when k = 1). Higher Dirac
structures transversal to TM recover the higher Poisson structures introduced in
[8] as the infinitesimal counterparts of multisymplectic groupoids. We describe
the leafwise geometry underlying an involutive isotropic subbundle in terms of a
distinguished 1-cocycle in a natural differential complex, generalizing the presym-
plectic foliation of a Dirac structure. We also identify the global objects integrating
higher Dirac structures.
1. Introduction
Dirac geometry [16] is an outgrowth of Poisson geometry, originally designed to
describe the geometry of mechanical systems with constraints. Dirac structures
provide a common framework for the study of presymplectic and Poisson structures,
and their recent applications include generalized complex geometry, symmetries and
moment maps, quantization, and more, see e.g. [1, 2, 9, 10, 11, 20].
This paper concerns “higher-order” versions of Poisson and Dirac structures, in the
spirit of the higher-order symplectic forms that arise in classical field theory [12, 13]
and various other contexts, see e.g. [4, 27, 31]. Higher analogues of Dirac structures
have been considered in field theory [33], in Nambu geometry [22, 5], as well as in
the study of p-branes in string theory [6]; a more systematic treatment is developed
in [34], which was one of the motivations for our work. Here we present another
viewpoint to the subject, inspired by the theory of Lie groupoids: as discussed
in [8], just as Poisson structures are infinitesimal versions of symplectic groupoids
[15] (analogously to how Lie algebras linearize Lie groups), one is led to a natural
notion of higher Poisson structure by considering the infinitesimal counterparts of
multisymplectic groupoids (i.e., Lie groupoids equipped with compatible higher-order
symplectic structures). In this paper, we take such higher Poisson structures as the
starting point to develop a notion of higher Dirac structure.
Description of the paper. To better explain our perspective, let us consider a
manifold M , a positive integer k, and the Whitney sum TM + ∧kT ∗M , equipped
with the fibrewise symmetric ∧k−1T ∗M -valued pairing
〈X + α, Y + β〉 := iY α+ iXβ,
and the (higher) Courant-Dorfman bracket on the space of sections of TM+∧kT ∗M ,
(1.1) [[X + α, Y + β]] := [X,Y ] + LXβ − iY dα.
We use the notation pr1 : TM +∧
kT ∗M → TM and pr2 : TM +∧
kT ∗M → ∧kT ∗M
for the natural projections.
1
2For k = 1, the pairing and bracket above make TM + T ∗M into the standard
Courant algebroid over M . In this case, Dirac structures are defined as lagrangian
subbundles L ⊂ TM + T ∗M (i.e., L = L⊥ with respect to the pairing) which
are integrable, i.e., involutive with respect to the Courant-Dorfman bracket. Any
closed 2-form ω ∈ Ω2(M) defines a Dirac structure given by the graph of the map
TM → T ∗M , X 7→ iXω; in fact, closed 2-forms on M are identified with Dirac
structures L satisfying L ∩ T ∗M = {0}, whereas Poisson structures on M are the
same as Dirac structures L such that L ∩ TM = {0}.
For k > 1, the very same definition leads to a possible notion of higher Dirac
structure: integrable, lagrangian subbundles L ⊂ TM + ∧kT ∗M , as considered e.g.
in [34]. For example, such subbundles satisfying L ∩ ∧kT ∗M = {0} correspond to
closed (k + 1)-forms on M . The condition L ∩ ∧kT ∗M = {0}, however, falls short
of describing higher Poisson structures: as observed in [8], these are not given by
lagrangian subbundles. This led us to develop a new viewpoint to higher Dirac
structures that weakens the lagrangian condition, in such a way that the resulting
notion encompasses both closed higher-degree forms and higher Poisson structures,
hence displaying a richer collection of examples.
Our starting observation in this paper is that there are natural ways to weaken
the lagrangian condition for k > 1, without changing it for k = 1. The distinct ways
in which higher analogues of Dirac structures may be defined arise from equivalent
ways to describe ordinary Dirac structures; e.g., for a subbundle L ⊂ TM + T ∗M it
can be directly verified that the following are equivalent:
(C1) L = L⊥;
(C2) L ⊆ L⊥, and L ∩ TM = pr2(L)
◦.
As it turns out, these two conditions are no longer equivalent for k > 1, so (C2) gives
a weaker way to extend the lagrangian condition (we discuss other possibilities in the
Appendix). We refer to a subbundle of TM+∧kT ∗M as in (C2) as weakly lagrangian,
and we define higher Dirac structures as weakly lagrangian subbundles which are
integrable. Our study of higher Dirac structures relies on understanding two main
ingredients: the pointwise linear algebra and the integrability of isotropic subbundles
of TM+∧kT ∗M . These lead to a description of the leafwise geometry of higher Dirac
structures, extending the presymplectic foliation of usual Dirac structures, as well
as their global integrations.
This paper is organized as follows. We first consider higher Poisson structures
[8] in Section 2; we illustrate how they arise from multisymplectic structures in the
presence of symmetries and provide a natural example in field theory, analogous
to the Poisson brackets of classical mechanics. We then introduce higher Dirac
structures at the linear level, in Section 3. In Section 4, we consider higher Dirac
structures on manifolds, focusing on the additional integrability condition. Any
integrable isotropic subbundle L ⊂ TM + ∧kT ∗M has an underlying Lie algebroid,
which gives rise to a (singular) foliation on M . Our main result (Theorem 4.10)
shows that each leaf O →֒ M carries a natural differential complex, denoted by
Ω•sk(O, FO), with a natural chain map to complex of differential forms on O,
Ω•sk(O, FO)→ Ω
•+k(O),
in such a way that L is encoded by a distinguished 1-cocycle εO ∈ Ω
1
sk(O, FO) on
each leaf (Theorem 4.2). For ordinary Dirac structures, the previous chain map is
3an isomorphism, and this recovers their well-known presymplectic foliations. We
characterize various types of higher Dirac structures in TM + ∧kTM , showing e.g.
that those projecting isomorphically onto TM agree with closed (k+1)-forms onM ,
while higher Poisson structures are the same as higher Dirac structures intersecting
TM trivially. In Section 5, we relate higher Dirac structure to the theory of Lie
groupoids by identifying their global counterparts (Theorem 5.3), extending the
integration of Dirac structures by presymplectic groupoids of [10].
Remark. The discussion in the paper extends with no extra cost to higher Dirac
structures in TM + (∧kT ∗M ⊗ Rr), which incorporates poly-symplectic [21] and
poly-Poisson structures [24, 28], as in [29]. (More generally, one may consider TM +
(∧kT ∗M ⊗ E) for a vector bundle E equipped with a (partial) flat connection, see
[29, Appendix].) For simplicity, we will restrict ourselves to the case r = 1.
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Notation and conventions. For a vector space (or vector bundle) V , we denote
the projections of V + ∧kV ∗ to V and ∧kV ∗ by pr1 and pr2, respectively. Given a
subspace A ⊆ ∧kV ∗, we use the notation
A◦ = {X ∈ V | iXη = 0 for all η ∈ A}
for its annihilator. Analogously, for a subspace E ⊆ V , we have an annihilator
Ann∧kV ∗(E) in ∧
kV ∗; whenever k is clear from the context and there is no risk of
confusion, we will use the simplified notation
Ann(E) = {α ∈ ∧kV ∗ | iY α = 0 for all Y ∈ E}.
In this paper, unless stated otherwise, distributions and foliations will be meant in
the generalized sense of Stefan-Sussmann; we will refer to them as regular in case
they have constant rank.
42. Higher Poisson structures
Before introducing higher Dirac structures, we recall the higher Poisson structures
of [8] (where more examples can be found). Let M be a smooth manifold and k be
a positive integer.
Definition 2.1. A higher Poisson structure (of order k) on M is a subbundle S ⊆
∧kT ∗M and a bundle map Λ : S → TM covering the identity map on M , such that
(a) S◦ = {0},
(b) iΛ(α)β = −iΛ(β)α, for all α, β ∈ S,
(c) the space Γ(S) is involutive with respect to the bracket
[α, β] := LΛ(α)β − iΛ(β)dα = LΛ(α)β − LΛ(β)α− d(iΛ(α)β),
and Λ : Γ(S)→ Γ(TM) is bracket preserving.
When k = 1, it follows [8] from (a) that S = T ∗M , while (b) implies that Λ is a
bivector field on M , and (c) boils down to the integrability condition saying that Λ
is a Poisson structure.
A special class of examples is given by closed forms ω ∈ Ωk+1(M) that are non-
degenerate, in the sense that the map ω♭ : TM → ∧kT ∗M , X 7→ iXω, is injective.
Such forms are referred to as multisymplectic [12] of degree k + 1, or simply k-
plectic [31]. One can regard them as higher Poisson structures with S = Im(ω♭) and
Λ = (ω♭)−1. In fact, k-plectic forms are the same as higher Poisson structures (S,Λ)
of order k for which the map Λ : S → TM is an isomorphism.
As discussed in [8], higher Poisson structures arise as the infinitesimal counterparts
of multisymplectic groupoids, i.e., Lie groupoids equipped with a multiplicative mul-
tisymplectic form, a fact that naturally extends the well-known connection between
symplectic groupoids and ordinary Poisson structures [14, 15, 18]; we will return to
Lie groupoids in Section 5.
We now show how higher Poisson structures may arise as quotients of multisym-
plectic structures by symmetries, which leads to a concrete example from classical
field theory [29].
Example 2.2. Let M be an n-dimensional manifold equipped with a k-plectic form
ω. Consider an action ψ of a Lie group G on M satisfying ψ∗gω = ω for all g ∈ G.
Suppose that the action is free and proper, so that q : M → M/G is a princi-
pal bundle, and let V ⊆ TM be the vertical bundle (tangent to the G-orbits, so
dim(G) = rk(V)). Define S = Im(ω♭) ⊆ ∧kT ∗M , which satisfies S◦= {0} since ω is
nondegenerate. Let us assume that the following two conditions hold:
(1) S ∩ ∧kAnn(V) has constant rank,
(2) (S ∩ ∧kAnn(V))◦ ⊆ V, which turns out to be equivalent to requiring that
dim(G) ≤ n − k or dim(G) = n (see (3.5) below for details, noticing that
(S ∩ ∧kAnn(V))◦ = S◦ + (∧kAnn(V))◦ = (∧kAnn(V))◦).
The bundle map Tq : TM → q∗T (M/G), whose kernel is V, is such that its transpose
defines an isomorphism (Tq)∗ : q∗T ∗(M/G)→ Ann(V), which extends to
q∗ ∧k T ∗(M/G)
∼
→ ∧kAnn(V).
5By condition (1) and the invariance of ω, we see that there is a well-defined subbundle
Sred ⊆ ∧
kT ∗(M/G) that corresponds to S ∩ ∧kAnn(V) under the previous isomor-
phism. Moreover, S◦red = {0} follows from condition (2). Finally, the G-invariance
of ω implies that (ω♭)−1 induces a map Λred : Sred → T (M/G) so that (Sred,Λred)
is a higher Poisson structure on M/G of order k.
A higher Poisson structure from classical field theory. In classical field theory
[19, 26], one has the following geometric set-up: a configuration bundle given by a
fibre bundle P
π
→ B, and a volume form η on the m-dimensional manifold B. We
let V P = ker(Tπ) ⊂ TP be the vertical bundle.
The phase space of this theory is the affine dual of the first jet bundle of P , which
can be identified with
M = ∧m2 T
∗P = {β ∈ ∧mT ∗P | iviuβ = 0 for all u, v ∈ V P},
called the extended phase bundle. We let q1 : M → P be the natural projection. The
manifold M carries a natural m-plectic form ω = −dθ, where θ is the ‘tautological’
m-form on M given by
θβ(X1, . . . ,Xm) = β(Tq1(X1), . . . , T q1(Xm)),
see e.g. [25]. Additionally, M carries an R-action,
β
r
7→ β + rπ∗η, r ∈ R,
whose quotient Z = M/R is a manifold so that the projection q : M → M/R is a
surjective submersion. This action preserves ω. The manifold Z is a vector bundle
over P , called the reduced bundle, and inherits a higher Poisson structure, as in
Example 2.2 above. We will express it explicitly in coordinates. To simplify the
notation, we may avoid the use of ∧ in the local description of forms in this example.
Consider coordinates (x1, . . . , xm) on B such that η = dx1 . . . dxm, and adapted
coordinates (x1, . . . , xm, y1, . . . , yn) on P . Any β ∈M can be locally written as
β = pπ∗η +
∑
l,k
plkdyl ∧ π
∗ηk,
where ηk = dx1 . . . dxk−1dxk+1 . . . dxm, so M has local coordinates (xi, yj , p, plk).
The canonical m-plectic form on M is given by
ω = −dpdx1 . . . dxm −
∑
l,k
dplkdyldx1 . . . dxk−1dxk+1 . . . dxm.
The R-action on M is such that V = span{ ∂∂p}, so Ann(V) = span{dxi, dyj , dplk}.
In coordinates, the quotient Z =M/R is given by (xi, yj , plk), and the quotient map
is simply q(xi, yj, p, plk) = (xi, yj, plk). The induced higher Poisson structure on Z
is defined by the subbundle
(2.1) Sred = span{αl, dx1 . . . dxm, γli} ⊂ ∧
mT ∗Z,
where αl =
∑
k dplkdx1 . . . dxk−1dxk+1 . . . dxm, and γli = dyldx1 . . . dxi−1dxi+1 . . . dxm,
for l = 1, . . . , n and i = 1, . . . ,m, and the bundle map Λred : Sred → TZ,
(2.2) Λred(αl) =
∂
∂yl
, Λred(dx1 . . . dxm) = 0, Λred(γli) = −
∂
∂pli
.
6Example 2.3. The simplest case of the above construction is that of ‘time-dependent
classical mechanics’: for a configuration manifold Q, we set P = R×Q→ R the triv-
ial bundle over B = R, endowed with volume form η = dx. Then M = T ∗R× T ∗Q,
with canonical symplectic form ω = dx ∧ dp +
∑
j dyj ∧ dpj, and Z = T
∗Q × R.
The higher Poisson structure (2.1) and (2.2) on Z, in this case, is just the ordinary
Poisson structure
Λ =
∑
j
∂
∂pj
∧
∂
∂yj
.
Our next goal is seeing how higher Poisson structures (S,Λ) naturally lead to
higher Dirac structures, given by their graphs
L = {(Λ(α), α) | α ∈ S} ⊂ TM + ∧kT ∗M.
We will first consider higher Dirac structures at the level of linear algebra.
3. Linear theory of higher Dirac structures
Let V be an n-dimensional vector space, take an integer k with 1 ≤ k ≤ n− 1 (cf.
Remark 3.7), and consider the space V + ∧kV ∗ equipped with the ∧k−1V ∗-valued
pairing
(3.1) 〈X + α, Y + β〉 = iXβ + iY α.
We start by giving a characterization of isotropic subspaces of V + ∧kV ∗ that
extends the well-known fact (see, e.g., [16]) that lagrangian subspaces of V +V ∗ are
determined by pairs (E, ε), where E ⊆ V is a subspace and ε ∈ ∧2E∗, via
L(E, ε) = {X + α | X ∈ E and α|E = iXε}.
3.1. Isotropic subspaces. Let L ⊂ V +∧kV ∗ be an isotropic subspace with respect
to (3.1), i.e., L ⊆ L⊥. We use the notation
E = pr1(L) ⊆ V, AL = L ∩ ∧
kV ∗.
Note that AL ⊆ Ann(E) = L
⊥ ∩ ∧kV ∗ and pr2(L)
◦ = L⊥ ∩ V .
For each X ∈ E, take X + α ∈ L, the element X + α′ belongs to L if and only if
α− α′ ∈ AL ⊆ Ann(E). In order to describe L, we consider the map
(3.2) ε : E → ∧kV ∗/AL,
where ε(X) = α + AL if and only if X + α ∈ L, which gives the possible k-forms
going together with an element of E. By composing ε with the map
(3.3) ιE : ∧
kV ∗/AL → E
∗ ⊗ ∧k−1V ∗, α+AL 7→ (X 7→ iXα),
we see that the fact that L is isotropic means that ιE ◦ ε is skew symmetric, i.e.,
defines an element in ∧2E∗ ⊗∧k−1V ∗.
Definition 3.1. We say that a map ε : E → ∧kV ∗/AL is E-skew when ιE ◦ε belongs
to ∧2E∗ ⊗ ∧k−1V ∗.
We summarize the discussion in the following proposition.
7Proposition 3.2. Given subspaces E ⊆ V , AL ⊆ Ann(E) and a E-skew map
ε : E → ∧kV ∗/AL, the subspace
L(E,AL, ε) = {X + α | X ∈ E,α+AL ∈ ε(X)} ⊂ V + ∧
kV ∗
is isotropic. Conversely, any isotropic subspace L is of the form L(E,AL, ε) with
E = pr1(L), AL = L ∩ ∧
kV ∗ and ε defined as in (3.2).
Let L = L(E,AL, ε) be isotropic. Observe that if dim(E) > n−k, then Ann(E) =
{0}, and hence AL = {0}. It follows that L must be necessarily the graph of an E-
skew map ε : E → ∧kV ∗,
(3.4) L = L(E, 0, ε) = {X + ε(X) |X ∈ E}.
Note also that, if n > dim(E) > n− k, then Ann(E)◦ = V ) E. On the other hand,
if dim(E) ≤ n− k, or dim(E) = n, then
(3.5) Ann(E)◦ = E.
We distinguish isotropic subspaces according to these properties:
Definition 3.3. An isotropic subspace L(E,AL, ε) is said to be standard when
Ann(E)◦ = E, which happens if and only if
(3.6) dim(E) = n or dim(E) ≤ n− k.
Otherwise we call it non-standard.
As mentioned above, when L is non-standard, it must be of the form L(E, 0, ε)
with E 6= V .
Remark 3.4. For later use, we note that, given an isotropic L ⊂ V + ∧kV ∗, we
have a constraint on the dimension of pr2(L): if E 6= 0 then
(3.7) dim(pr2(L)) ≤ dim(E) +
(
n− 1
k
)
.
To check that, take X + α ∈ L with X 6= 0. Then iXβ = −iY α for any Y + β ∈ L.
So the images of the maps iX |pr2(L) : pr2(L)→ ∧
k−1V ∗ and α|E : E → ∧
k−1V ∗ must
be the same. It follows that
dim(pr2(L)) + dim(ker(α|E)) = dim(E) + dim(ker(iX |pr2(L)))(3.8)
≤ dim(E) + dim(ker(iX)).
As dim(ker(iX : ∧
kV ∗ → ∧k−1V ∗)) =
(
n−1
k
)
for X 6= 0, the constraint (3.7) follows.
3.2. Weakly lagrangian subspaces. In the theory of higher Dirac structures, par-
ticular types of isotropic subspaces L ⊂ V + ∧kV ∗ play a key role. We say that L
is lagrangian if L = L⊥. Clearly L = V and L = ∧kV ∗ are lagrangian subspaces.
More examples may be obtained as follows.
Example 3.5. Let ω ∈ ∧k+1V ∗. Then its graph,
L = gr(ω) = {X + iXω |X ∈ V } ⊂ V + ∧
kV ∗,
is lagrangian.
8Note that, while for any isotropic subspace L ⊂ V + ∧kV ∗ we have L ∩ ∧kV ∗ ⊆
Ann(E), for lagrangian subspaces we have L ∩ ∧kV ∗ = L⊥ ∩ ∧kV ∗ = Ann(E), i.e.,
(3.9) AL = Ann(E).
As mentioned in the introduction, the lagrangian condition is too strong to en-
compass higher Poisson structures. So we introduce the following
Definition 3.6. An isotropic subspace L ⊂ V + ∧kV ∗ is weakly lagrangian if
(3.10) L ∩ V = pr2(L)
◦ = L⊥ ∩ V.
(Note that the second equality always holds.)
Clearly any lagrangian space is weakly lagrangian. For k = 1, one may directly
check that these two notions are equivalent. Just as lagrangian subspaces of V + V ∗
define Dirac structures on a vector space V , weakly lagrangian subspaces of V +∧kV ∗
will be higher Dirac structures (of order k) on V .
Remark 3.7. We consider V + ∧kV ∗ for 1 ≤ k ≤ dim(V ) − 1 as the cases k =
0,dim(V ) can be easily described on their own. For k = 0, we have V + R and the
pairing vanishes. Hence, any subbundle is isotropic and the only weakly lagrangian
ones are V and the total. For k = n, we have V +detV ∗. In this case, the isotropic
subspaces are the subspaces of V and detV ∗, whereas the only weakly lagrangian ones
are V and detV ∗.
Being isotropic, any weakly lagrangian subspace is of the form L(E,AL, ε). Since
L∩ V = ker(ε) ⊆ pr2(L)
◦ always holds, we see that the weakly lagrangian condition
in the previous definition is equivalent to
(3.11) pr2(L)
◦ ⊆ ker(ε),
or, alternatively,
(pr−1(Im(ε)))◦ ⊆ ker(ε),
where pr : ∧kV ∗ → ∧kV ∗/AL is the natural projection.
Example 3.8. For a pair (S,Λ), where S ⊆ ∧kV ∗ is a subspace and Λ : S → V is
a linear map, consider its ‘graph’,
L = {Λ(α) + α |α ∈ S} ⊂ V + ∧kV ∗.
The condition that L is isotropic amounts to the property
iΛ(α)β = −iΛ(β)α,
and L is weakly lagrangian if and only if S◦ = L⊥ ∩V = L∩V = {0}. We refer to a
pair (S,Λ) with these properties as a higher Poisson structure on V (cf. (a) and (b) in
Definition 2.1). In other words, linear-algebraic versions of higher Poisson structures
are examples of weakly lagrangian subspaces. As mentioned in Section 2, particular
examples are given by elements ω ∈ ∧k+1V ∗ which are non-degenerate: in this case,
S = Im(ω♭), Λ = (ω♭)−1, and the corresponding L is, moreover, lagrangian. On the
other hand, whenever S = ∧kV ∗, the subspace L is also automatically lagrangian:
for Y + β ∈ L⊥, we have iY α = −iΛ(α)β = iΛ(β)α for all α ∈ ∧
kV ∗, so Y = Λ(β).
A full characterization of higher Poisson structures whose graphs are lagrangian will
be given in Proposition 3.16 below.
9Remark 3.9. We point out that higher Poisson structures (S,Λ) with S = ∧kV ∗
and Λ 6= 0 are very restricted: the only possibilities are k = 1 and k = n− 1, which
occur when Λ is defined by a bivector field or top-degree multivector, respectively.
This is proven in [34, Prop. 3.4], and we give a short alternative argument. From
(3.7) we have (
n
k
)
≤ n+
(
n− 1
k
)
,
which restricts the possible values of k to 0, 1, 2, n−1, n. The cases k = 0, n are ruled
out by Remark 3.7. For k = 2, we may assume that n > 3. As Λ 6= 0, there exists
X+α ∈ L with X 6= 0, for which (3.8) becomes n−1+dim(ker(α|E)) = dim(E). In
particular, n−1 ≤ dim(E), so Ann(E) = {0}, as k = 2, and consequently AL = {0}.
But this is a contradiction with the map ε : E → ∧2V ∗/AL = ∧
2V ∗ being surjective,
as
(
n
2
)
> n for n > 3. So k = 2 is not possible.
Example 3.10. For any subspace S ⊆ ∧kV ∗, L = S◦ + S is weakly lagrangian
with ε identically 0 ∈ ∧kT ∗M/S. In particular, any subspace S ⊆ ∧kV ∗ such that
S◦ = {0} is weakly lagrangian (this is also a special case of the previous example,
with Λ = 0). A concrete example is the span of a non-degenerate k-form α ∈ ∧kV ∗,
i.e., S = 〈α〉 = L, which is a dimension-one subspace. In the particular case L =
S ⊆ ∧kV ∗, we have that L⊥ = ∧kV ∗, so L is not lagrangian unless S = ∧kV ∗.
Hence, weakly lagrangian subspaces of V + ∧kV ∗ are not necessarily lagrangian.
While Dirac structures on a vector space can be always restricted to subspaces [16,
Sec. 1.4], the situation for higher Dirac structures is more subtle. Let L = L(E,AL, ε)
be an isotropic subspace of V + ∧kV ∗ and consider a subspace i : W →֒ V . Denote
by i∗ε the composition
E ∩W
i|E∩W
−→ E
ε
−→ ∧kT ∗M/AL
i∗
−→ ∧kW ∗/i∗AL.
Then
LW = L(E ∩W, i
∗AL, i
∗ε)
is an isotropic subspace of W +∧kW ∗. However, even if L is weakly lagrangian, the
subspace LW need not be weakly lagrangian, as the next example shows.
Example 3.11. Consider V = R5 with basis {e1, . . . , e5} and dual basis {e
1, . . . , e5}.
Let L = L(E, 0, ε) with E = span{e1, e2} and ε = e
1 ⊗ (e4 ∧ e5) + e2 ⊗ (e3 ∧ e4),
which is higher Poisson and not lagrangian. The restriction to W1 = span{e1, e2}
gives LW1 =W1, which is lagrangian. The restriction to W2 = span{e2, e3, e4} gives
LW2 = L(E2, 0, ε2) with E2 = span{e2} and ε2 = e
2 ⊗ (e3 ∧ e4), which is higher
Poisson. The restriction to W3 = span{e1, e2, e3, e4} gives LW3 = L(E3, 0, ε3) with
E3 = span{e1, e2} and ε3 = e
2⊗ (e3∧ e4), which is weakly lagrangian but not higher
Poisson, as LW3 ∩W3 = span{e1}. Finally, the restriction to W4 = span{e1, e2, e4}
gives LW4 = span{e1, e2}, which is not weakly lagrangian, as pr2(L)
◦ = {0}◦ =W4 6=
span{e1, e2}.
Dirac structures L ⊂ V + V ∗ such that L ∩ V ∗ = {0} are graphs of elements in
∧2V ∗. For weakly lagrangian subspaces in V + ∧kV ∗, we have the following:
Proposition 3.12. A weakly lagrangian subspace L ⊂ V +∧kV ∗ such that AL = {0},
i.e., L ∩ ∧kV ∗ = {0}, is of the form L(E, 0, ε) (as in (3.4)) with Im(ε)◦ = ker(ε),
and it is lagrangian if and only if E = V .
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So in the lagrangian case the condition L∩∧kV ∗ = {0} implies that L is the graph
of a (k + 1)-form, as in Example 3.5.
Proof. The first assertion is an immediate consequence of Proposition 3.2.
For the second assertion, it is enough to prove that pr1(L
⊥) = V . So, for any
X ∈ V , we must find α ∈ ∧kV ∗ such that X + α ∈ L⊥. By orthogonality with
Y + ε(Y ) ∈ L we have, for any Y ∈ E,
iY α = −iXε(Y ).
This prescribes what ιE(α) : E → ∧
k−1V ∗ should be. It remains to show that this
can be extended to a k+1-form α. Choose a complement C to E in V . For Y ∈ C,
iY α ∈ ∧
k−1V ∗ evaluated on X1, . . . ,Xk−1 ∈ V with Xj ∈ E is given by
iY α(X1, . . . ,Xj , . . . ,Xk−1) = −iXjα(X1, . . . , Y, . . . Xk−1),
and we set iY α evaluated on elements of C to vanish. This last argument can be
actually summed up in the identity
(3.12) ∧k V ∗ = E∗ ⊗E-sk ∧
k−1V ∗ + ∧kC∗,
where E∗⊗E-sk∧
k−1V ∗ denotes the elements of E∗⊗∧k−1V ∗ that are E-skew when
seen as maps E → ∧k−1V ∗. 
The last result can be used to give a simple proof of the following characterization
of lagrangian subspaces, see [34, Lemma A.1]:
Lemma 3.13. A subspace L ⊂ V +∧kV ∗ is lagrangian if and only if L is a standard
isotropic subspace and Ann(E) = AL.
Proof. If L is lagrangian, we have already observed in (3.9) that Ann(E) = AL holds,
and if dim(E) > n−k, we have L∩∧kV ∗ = {0}, i.e., AL = {0}. By Proposition 3.12,
we must have E = V . So dim(E) ≤ n− k, or dim(E) = n.
For the converse, given X + α ∈ L⊥, we have
X ∈ (L ∩ ∧kV ∗)◦ = Ann(E)◦ = E
by (3.5), so there is α′ ∈ ∧kV ∗ such that X + α′ ∈ L. The difference α − α′
belongs to L⊥ ∩ ∧kV ∗, so is in Ann(E) = L ∩ ∧kV ∗, and hence in L. It follows that
X + α = (X + α′) + (α− α′) ∈ L. 
Example 3.14. Note that for E ⊆ V the subspace L = E + Ann(E) is such that
pr2(L)
◦ = Ann(E)◦ and L∩V = E. So it is weakly lagrangian, i.e., pr2(L)
◦ = L∩V ,
if and only if Ann(E)◦ = E, which says that L is standard. It results from Lemma
3.13 that L must be lagrangian. On the other hand, for AL ⊂ Ann(E) such that
A◦L = E, the subspace E +AL is weakly lagrangian.
Remark 3.15. The previous lemma leads to an alternative characterization of stan-
dard isotropic subspaces of V +∧kV ∗: an isotropic L is standard if and only if there
is a lagrangian subspace L0 ⊇ L with pr1(L0) = pr1(L). Since any lagrangian is
standard, such L0 cannot exist if L is not standard. Conversely, writing L(E,AL, ε)
for a standard L, we see that L0 = L(E,Ann(E), ε0), where ε0 is the composition of
ε with the natural projection ∧kV ∗/AL → ∧
kV ∗/Ann(E).
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Just as Poisson bivectors on V are identified with lagrangian subspaces L ⊂ V +V ∗
such that L ∩ V = {0}, we see (cf. Example 3.8) that higher Poisson structures on
V are precisely given by weakly lagrangian subspaces of V + ∧kV ∗ intersecting V
trivially.
Proposition 3.16. Let L ⊆ V + ∧kV ∗ be weakly lagrangian. Then L ∩ V = {0} if
and only if L is the graph of a higher Poisson structure (S,Λ). In this case, L is
lagrangian if and only if it is standard (i.e., rank(Λ) = n or rank(Λ) ≤ n− k), and
Ann(Im(Λ)) = ker(Λ).
Proof. This is basically explained in Example 3.8: a subspace L ⊂ V +∧kV ∗ satisfies
L∩ V = {0} if and only if it is the graph of a map Λ : pr2(L)→ V . Let S = pr2(L).
Then L is isotropic if and only if iΛ(α)β = −iΛ(β)α for all α, β ∈ S, and L is weakly
lagrangian if and only if S◦ = {0}. The assertion about the lagrangian case is a
direct consequence of Lemma 3.13. 
Recall that a non-degenerate form ω ∈ ∧k+1V ∗ defines a higher Poisson structure
on V with L lagrangian (see Example 3.5) and rank(Λ) = n. By considering direct
products, one finds examples satisfying the other possible rank condition:
Example 3.17. Let Vi be a ni-dimensional vector space, i = 1, 2, and let V =
V1 × V2 and n = n1 + n2. Consider the higher Poisson structures (of order k) on
V1 and V2 defined by a non-degenerate form ω ∈ ∧
k+1V ∗1 and by L = S = ∧
kV ∗2 ,
respectively. Then their direct product defines a higher Poisson structure on V
satisfying rank(Λ) = n1 ≤ n1 + n2 − k = n− k.
Example 3.18. Let Vi be a vector space of dimension ni, and let ωi ∈ ∧
ki+1V ∗i be
non-degenerate, i = 1, 2. If V = V1 × V2, we may regard ωi ∈ ∧
ki+1V ∗ via pullback
by the natural projections V → Vi. Then
L = {X + (iXω1) ∧ ω2 |X ∈ V1} ⊂ V + ∧
k1+k2+1V ∗
is a weakly lagrangian subspace (see [8]) such that L ∩ ∧k1+k2+1V ∗ = {0} and
L∩V = {0}. So L defines a higher Poisson structure (S,Λ) on V , with ker(Λ) = {0}.
Then:
• if n2 ≥ k1 + k2 + 1, then L is standard, but
Ann(Im(Λ)) = ∧k1+k2+1V ∗2 6= {0} = ker(Λ).
• if n2 < k1 + k2 + 1, then L is not standard, but
Ann(Im(Λ)) = ∧k1+k2+1V ∗2 = {0} = ker(Λ).
This shows that the conditions in Proposition 3.16 characterizing higher Poisson
structures defined by lagrangian subbundles are independent.
3.3. B-field transforms. Any linear isomorphism φ : V → V gives rise to a pairing-
preserving automorphism φ+(φ−1)∗ : V +∧kV ∗ → V +∧kV ∗ which preserves weakly
lagrangian subspaces. In generalized geometry, one is often interested in another type
of symmetry, that we now briefly discuss.
Any B ∈ ∧2V ∗ gives rise to a pairing-preserving automorphism of V +V ∗, referred
to as a gauge transformation or B-field transform [32] (see also [20, 23]) via
X + α 7→ eB(X + α) = X + α+ iXB.
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It follows that for any lagrangian (resp. isotropic) subspace L ⊂ V + V ∗,
eBL = {X + α+ iXB | X + α ∈ L}
is again lagrangian (resp. isotropic). Analogously, for B ∈ ∧k+1V ∗, the same formula
above defines a pairing-preserving automorphism eB : V + ∧kV ∗ → V + ∧kV ∗ pre-
serving lagrangian (resp. isotropic) subspaces. However, in contrast with lagrangian
and isotropic subspaces, weakly lagrangian subspaces are not preserved by B-field
transforms:
Example 3.19. Let V = V1 × V2 and L = {X + (iXω1) ∧ ω2|X ∈ V1} ⊂ V + ∧
kV ∗
be the weakly lagrangian subspace considered in Example 3.18. For B = −ω1∧ω2 ∈
∧2V ∗ we get that eBL = V1×{0} ⊆ V , which is not weakly lagrangian in V +∧
kV ∗
(as long as V2 6= {0}).
Given L ⊂ V + ∧kV ∗ weakly lagrangian and B ∈ ∧k+1V ∗, for eBL to be weakly
lagrangian one must verify that eBL ∩ V = (eBL)⊥ ∩ V , which one can check to be
equivalent to the condition
(3.13) L ∩ gr(−B) = L⊥ ∩ gr(−B),
where gr(B) = {X + iXB |X ∈ V }. We collect properties of B-field transforms of
weakly lagrangian subspaces in the next result.
Proposition 3.20.
(a) The B-transform of a weakly lagrangian subspace of the form L ⊂ ∧kV ∗ is
always weakly lagrangian.
(b) The B-transform of a standard weakly lagrangian subspace L ⊂ V + ∧kV ∗
with E 6= {0} is weakly lagrangian for every B if and only if L is lagrangian.
(c) For L ⊂ V + ∧kV ∗ a non-standard weakly lagrangian subspace there always
exists a B-transform such that eBL is not weakly lagrangian.
Proof. For (a), note that for a weakly lagrangian L ⊂ ∧kV ∗ we have L⊥ = L◦+∧kV ∗.
Since L⊥∩V = L◦ = {0}, we have L⊥ = ∧kV ∗. Thus L∩gr(B) = L⊥∩gr(B) = {0}
for all B ∈ ∧k+1V ∗.
To verify (b), consider a weakly lagrangian L with non-trivial projection E on V .
Assume that L⊥∩gr(B) = L∩gr(B) for all B. We first note that, as a consequence,
L⊥ ∩ ∧kV ∗ = L ∩ ∧kV ∗: indeed, given α ∈ L⊥ ∩ ∧kV ∗, take Y + β ∈ L ⊂ L⊥ with
Y 6= 0; then the element Y + β + α is null, so it belongs to gr(B) for some B, and
is hence in L⊥ ∩ gr(B) = L ∩ gr(B). Thus, α ∈ L ∩ ∧kV ∗. Using this fact and (3.5),
we see that
(L ∩ ∧kV ∗)◦ = (L⊥ ∩ ∧kV ∗)◦ = Ann(E)◦ = E,
so L is lagrangian as a result of Lemma 3.13.
For the claim in (c), we know that L is of the form L(E, 0, ε) with E 6= V and
ε : E → ∧kV ∗ such that ιE ◦ε = 0. Take any skew-symmetric extension B ∈ ∧
k+1V ∗
of −ε. We then have eBL = E, which is not weakly lagrangian. 
4. Integrability
On any manifold M , the vector bundle TM +∧kT ∗M carries a ∧k−1T ∗M -valued
symmetric pairing defined pointwise by (3.1). The notions of isotropic, lagrangian
or weakly lagrangian subbundle of TM + ∧kT ∗M are also defined pointwise.
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Just as usual Dirac structures involve an integrability condition with respect to
the Courant bracket [16], we will consider the higher-order analogue of the Courant-
Dorfman bracket on Γ(TM + ∧kT ∗M) given by
[[X + α, Y + β]] = [X,Y ] + LXβ − iY dα.
An isotropic subbundle L ⊂ TM+∧kT ∗M is said to be integrable if Γ(L) is involutive
with respect to this bracket. In this case, the vector bundle L → M inherits a Lie
algebroid structure, with anchor given by the projection pr1|L : L → TM , and Lie
bracket on Γ(L) given by the restriction of [[·, ·]]. It follows that M has a singular
foliation by “orbits” of this Lie algebroid, defined by integral leaves of pr1(L) ⊆ TM .
For ordinary Dirac structures, it is well known that each leaf carries a presymplec-
tic structure, and that the resulting presymplectic foliation completely determines
the Dirac structure. In this section, we will present an extension of this result for
arbitrary integrable, isotropic subbundles L ⊂ TM +∧kT ∗M . We characterize their
leafwise geometry and apply the results to higher Dirac structures.
Another feature resulting from the integrability of Dirac structures is the presence
of a natural Poisson algebra of “admissible functions” on any Dirac manifold. This
was extended to the context of isotropic, involutive subbundles of TM + ∧kT ∗M in
[34], where “admissible functions” are shown to define higher Lie algebras, as in [31]
for multisymplectic structures.
4.1. An equivalent viewpoint to involutivity. In order to motivate the upcom-
ing definitions, let L ⊂ TM +∧kT ∗M be an isotropic subbundle. We keep the nota-
tion E = pr1(L) ⊆ TM and AL = L ∩ ∧
kT ∗M , which are now general distributions
(not necessarily of constant rank). Assuming that L is integrable, a first consequence
is the integrability of E. So let O →֒M be a leaf integrating E, i.e., E|O = TO. The
restriction AL|O has constant rank, so it is a subbundle of ∧
kT ∗M |O. We denote by
(4.1) FO :=
∧kT ∗M |O
AL|O
→ O
the resulting quotient bundle. Using (3.2) pointwise, we obtain a section
(4.2) εO ∈ Γ(T
∗O ⊗ FO),
with the additional property that ιTO ◦ εO ∈ Γ(∧
2T ∗O ⊗ ∧k−1T ∗M |O), where
(4.3) ιTO : FO → T
∗O ⊗ ∧k−1T ∗M |O
is defined pointwise as in (3.3).
Recall that, although the exterior differential d is not well-defined on Γ(∧•T ∗M |O),
for X ∈ Γ(TO) we do have operators
(4.4) LX , iXd, diX : Γ(∧
•T ∗M |O)→ Γ(∧
•T ∗M |O),
given by LX(α) = (LX˜ α˜)|O, iXd(α) = (iX˜dα˜)|O and diX(α) = (diX˜ α˜)|O, where
X˜ ∈ Γ(TM) and α˜ ∈ Γ(∧•T ∗M) are any extensions of X and α.
A second consequence of the integrability of L is that, for X ∈ Γ(TO), we have
restrictions of the maps in (4.4) to
LX , iXd, diX : Γ(AL|O)→ Γ(AL|O).
Indeed, for extensions α˜ ∈ Γ(AL) and X˜ + γ˜ ∈ Γ(L),
[[X˜ + γ˜, 0 + α˜]]|O = (LX˜ α˜)|O = (iX˜dα˜)|O ∈ Γ(AL|O),
14
whereas diX sends Γ(AL|O) to zero. As a result, the operators in (4.4) descend to
(4.5) LX , iXd, diX : Γ(FO)→ Γ(FO).
Remark 4.1. It is clear that the usual identities involving LX , iXd and diX hold
for operators on Γ(∧•T ∗M |O) and Γ(FO): for example, for X,Y ∈ Γ(TO),
(4.6) LX = diX + iXd, i[X,Y ]d = LXiY d− iY dLX , di[X,Y ] = LXdiY − diY LX .
As a third consequence of the integrability of L, by using the description of Propo-
sition 3.2, we have the following identity in Γ(FO). For all X,Y ∈ Γ(TO),
εO([X,Y ]) = LX(εO(Y ))− iY d(εO(X)).
It follows from Proposition 3.2 that, at each point of O, the subbundle L can
be reconstructed from E|O, AL|O and εO. In fact, one can now verify that the
integrability condition for L is equivalent to the three conditions we have described:
Theorem 4.2. An isotropic subbundle L is integrable if and only if
(a) the distribution E = pr1(L) is integrable,
(b) for each leaf O, the space Γ(AL|O) is invariant by LX for X ∈ Γ(TO),
(c) for each leaf O, we have, for all X,Y ∈ Γ(TO),
(4.7) LX(εO(Y ))− iY d(εO(X))− εO([X,Y ]) = 0 ∈ Γ(FO).
Proof. We have already seen that the integrability of L implies (a), (b) and (c).
Conversely, given (a), the bracket of two sections of L on a point x in a leaf O only
depends on the value along O. By (b), (4.7) is well defined and the integrability of
L is a consequence of (a) and (c). 
Note that from (a), we always have, for X ∈ Γ(TO),
(4.8) LX(Γ(Ann(TO))) ⊆ Γ(Ann(TO)),
so condition (b) is automatically satisfied when AL = Ann(E).
The following are examples of integrable isotropic subbundles with εO = 0.
Example 4.3. Consider an isotropic subbundle of the form L = E + Ann(E) for a
subbundle E ⊆ TM (cf. Example 3.14). Condition (a) means that E is integrable,
whereas condition (b) follows from (a), and (c) is trivially satisfied. Therefore, L is
integrable if and only if E is integrable.
Example 4.4. In the case of a subbundle S ⊆ ∧kT ∗M (cf. Example 3.10), consider
the isotropic subbundle L = S◦ + S. Condition (b) amounts to LXα ∈ Γ(S) for all
X ∈ Γ(S◦) and α ∈ Γ(S). Condition (a) then follows from (b), and (c) is trivially
satisfied.
Our next goal is to identify the differential complex with respect to which (4.7) is
a cocycle condition.
4.2. Differential complex on leaves. Let L ⊂ TM + ∧kT ∗M be an isotropic
subbundle. Throughout this section, we will suppose that
• the distribution E ⊆ TM is integrable,
• for each leaf O, the space Γ(AL|O) is invariant by LX for X ∈ Γ(TO).
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As previously observed, both conditions hold whenever L is integrable. Let O →֒M
be a leaf of E, and let FO → O be as in (4.1). The second assumption above
guarantees that the operators in (4.5) are well defined.
Denote by Ωp(O, FO) = Γ(∧
pT ∗O⊗FO) the space of p-forms on O with values in
FO. We say that η ∈ Ω
p(O, FO) is TO-skew if
(4.9) ιTO ◦ η ∈ Γ(∧
p+1T ∗O ⊗∧k−1T ∗M |O),
where ιTO is defined in (4.3), and denote by
Ωpsk(O, FO) ⊆ Ω
p(O, FO)
the subspace of TO-skew p-forms. In what follows, we will show that, for each p,
there is a natural operator
δ : Ωpsk(O, FO)→ Ω
p+1
sk (O, FO)
making Ω•sk(O, FO) into a differential complex. As a warm up, we see what δ looks
like in degrees 0 and 1.
For p = 0, let δ : Γ(FO) = Ω
0
sk(O, FO)→ Γ(T
∗O ⊗ FO) be given by
δθ(X) := iXdθ,
for X ∈ Γ(TO) (cf. (4.5)). It is a direct verification that δθ ∈ Ω1sk(O, FO), hence
δ : Ω0sk(O, FO)→ Ω
1
sk(O, FO).
For p = 1, we have the following results.
Proposition 4.5. For θ ∈ Γ(T ∗O ⊗ FO), the expression (cf. (4.7))
δθ(X,Y ) = LX(θ(Y ))− iY d(θ(X))− θ([X,Y ])
defines an operator δ : Ω1sk(O, FO) → Ω
2
sk(O, FO), such that δ ◦ δ : Ω
0
sk(O, FO) →
Ω2sk(O, FO) vanishes.
Proof. First, δθ defines an element in Γ(∧2T ∗O ⊗ FO) since, for X,Y ∈ Γ(TO),
δθ(X,Y ) + δθ(Y,X) = diX(θ(Y )) + diY (θ(X)) = 0.
On the other hand, for X,Y ∈ Γ(TO), we have the identity
(4.10) [LX , iY ] = [iX ,LY ] = i[X,Y ]
of operators Γ(FO) → Γ(∧
k−1T ∗M |O). Using this identity and that θ is TO-skew,
we have
iZ(δθ(X,Y )) = iZLXθ(Y )− iZiY dθ(X)− iZθ([X,Y ])
= i[Z,X]θ(Y ) + LXiZθ(Y ) + iY iZdθ(X) + i[X,Y ]θ(Z)
= iY θ([X,Z]) + iY iZdθ(X)− iY LXθ(Z) = −(δθ)(X,Z)(Y ),
i.e., δθ is in Ω2sk(O, FO). Finally, for θ ∈ Ω
0
sk(O, FO),
δ(δθ)(X,Y ) = LX(iY dθ)− iY d(iXdθ)− i[X,Y ]dθ,
which vanishes by (4.6). 
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We will extend the last proposition to higher degrees. Note that δ can be written,
for p = 0, 1 and θp ∈ Ω
p
sk(O, FO), as
δθ0(X) = LXθ0 − diXθ0,
δθ1(X,Y ) = LXθ1(Y )− LY θ1(X)− θ1([X,Y ]) + diY θ1(X).
These expressions and the usual Koszul formula suggest the following definition.
Definition 4.6. For θ ∈ Ωpsk(O, FO), define δθ ∈ Γ(∧
p+1T ∗O ⊗ FO) by
δθ(X0, . . . ,Xp) =
∑
j≤p
(−1)jLXjθ(X0, . . . , X̂j , . . . ,Xp)
+
∑
j<l
(−1)j+lθ([Xj ,Xl], . . . , X̂j , . . . , X̂l, . . . ,Xp)(4.11)
− (−1)pdiXpθ(X0, . . . ,Xp−1).
Although similar to the usual Koszul formula, this definition strongly depends on
the existence of the operators LX , diX on Γ(FO) defined in (4.5). Note that the last
term, which would vanish in the formula for the usual exterior derivate, does not
vanish in our case.
Let us verify that the image of δ is TO-skew.
Lemma 4.7. For θ ∈ Ωpsk(O, FO), we have that δθ ∈ Ω
p+1
sk (O, FO).
Proof. It is enough to prove that, for Z ∈ Γ(TO),
iZδθ(X0, . . . ,Xp−1,Xp) = −iXpδθ(X0, . . . ,Xp−1, Z).
First, we use the following identities on Γ(FO). On θ(X1, . . . ,Xp) we apply
iZLXp − iZdiXp = iZiXpd = −iXpiZd = −iXpLZ + iXpdiZ ,
and on θ(X1, . . . , X̂j , . . . ,Xp−1), for j < p, we apply
iZLXj iXp = LXj iZiXp − i[Xj ,Z]iXp = −LXj iXpiZ − i[Xj ,Z]iXp
= −iXpLXj iZ − i[Xj ,Xp]iZ − i[Xj ,Z]iXp .
The result then follows from
(−1)j+piZθ([Xj,Xp],X0, . . . , X̂j , . . . ,Xp−1) = (−1)
ji[Xj ,Xp]iZθ(X0, . . . , X̂j , . . . ,Xp−1).

The only difference between (4.11) and the expression for the usual exterior de-
rivative is the last term, which we describe as follows.
Lemma 4.8. For θ ∈ Ωp−1sk (O, FO) and X0, . . . ,Xp ∈ Γ(TO),
diXp(δθ(X0, . . . ,Xp−1)) =
∑
j<p
(−1)jLXjdiXpθ(X0, . . . , X̂j , . . . ,Xp−1)
+ (−1)pLXpdiXp−1θ(X0, . . . ,Xp−2)
+
∑
j<l
(−1)j+l(−1)p−1di[Xj ,Xl]θ(X0, . . . , X̂j , . . . , X̂l, . . . ,Xp).
Proof. Develop δθ, use the identity diXpLXj = LXjdiXp − di[Xj ,Xp] on Γ(FO) (see
(4.6)), together with the fact that θ is TO-skew. 
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We are now ready to prove that δ defines a differential.
Lemma 4.9. The operator δ : Ω•sk(O, FO)→ Ω
•+1
sk (O, FO) squares to zero.
Proof. Let ω ∈ Ωp−1sk (O, FO) and consider (δ(δω))(X0 , . . . ,Xp). The combinations
of the terms in (4.11) that appear in the usual definition of the exterior derivative
add up to zero. The remaining terms are −(−1)p−1 times∑
j<p
(−1)jLXjdiXpω(X0, . . . , X̂j , . . . ,Xp−1) + (−1)
pLXpdiXp−1ω(X0, . . . ,Xp−2)
+
∑
j<l
(−1)j+ldiXpω([Xj ,Xl], . . . , X̂j , . . . , X̂l, . . . ,Xp−1)
+
∑
j<p
(−1)j+pdiXp−1ω([Xj ,Xp], . . . , X̂j , . . . ,Xp−2).
By using the TO-skewness of ω, the last two terms add up to
(−1)p−1
∑
j<l
(−1)j+ldi[Xj ,Xl]ω(X0, . . . , X̂j , . . . , X̂l, . . . ,Xp).
By using Lemma 4.8, we see that δ(δω) vanishes. 
Hence, for each leaf O of L, (Ωpsk(O, FO), δ) is a differential complex. We now
observe how it relates to (Ω•(O), d), the usual complex of differential forms on O.
For θ ∈ Ωpsk(O, FO) and Y,Z ∈ Γ(TO) we have
iY iZθ(X1, . . . ,Xp) = −iZiY θ(X1, . . . ,Xp),
where the first insertion is a map Γ(FO) → Γ(∧
k−1T ∗M |O) whereas the second is
a map Γ(∧k−1T ∗M |O) → Γ(∧
k−2T ∗M |O). This means that the restriction of θ is
skew-symmetric and we thus have a restriction map
(4.12) rO : Ω
•
sk(O, FO)→ Ω
•+k(O).
The following theorem consolidates the results of this section.
Theorem 4.10. The operator δ defined in (4.11) is a differential on Ω•sk(O, FO),
making it into a complex, and the restriction map rO : (Ω
•
sk(O, FO), δ) → (Ω
•+k(O), d)
is a chain map.
Proof. It remains to check the last assertion about the restriction map being a chain
map. So take X0, . . . ,Xp+k ∈ Γ(TO). We first consider iXp+1δθ(X0, . . . ,Xp). Using,
as before, LXp+1 = diXp+1+iXp+1d on Γ(FO) and the identity [LXj , iXp+1 ] = i[Xj ,Xp+1]
for operators Γ(FO)→ Γ(∧
k−1T ∗M |O), we have
iXp+1δθ(X0, . . . ,Xp) =
∑
j≤p+1
(−1)jLXj(ιTO ◦ θ)(X0, . . . , X̂j , . . . ,Xp+1)
+
∑
j<l≤p+1
(−1)j+l(ιTO ◦ θ)([Xj ,Xl] . . . X̂j, . . . , X̂l, . . . ,Xp+1)
− (−1)p+1diXp+1(ιTO ◦ θ)(X0, . . . ,Xp).
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Applying the same identities on Γ(∧k−rT ∗M |O) for iXp+r . . . iXp+1δθ(X0, . . . ,Xp),
with 0 ≤ r ≤ k, we get to the expression for (rO(δθ))(X0, . . . ,Xp+k):
iXp+k . . . iXp+1δθ(X0, . . . ,Xp)
=
∑
j≤p+k
(−1)jLXj(rOθ)(X0, . . . , X̂j , . . . ,Xp+k)
+
∑
j<l≤p+k
(−1)j+l(rOθ)([Xj ,Xl], . . . , X̂j , . . . , X̂l, . . . ,Xp+k)
= (d(rOθ))(X0, . . . ,Xp+k),
where we have used that diXp+k(rOθ)(X0, . . . ,Xp) = 0. 
The previous theorem provides an interpretation of (4.7) as a cocycle condition.
Corollary 4.11. With the hypotheses of Theorem 4.2, condition (c) is equivalent to
(c’) for each integral leaf O →֒M , the form εO ∈ Ω
1
sk(O, FO) satisfies δεO = 0.
Note that when O = M and AL = 0, the restriction map rO is an isomorphism
with the (shifted) de Rham complex of the manifold:
(4.13) (Ω•sk(M,∧
kT ∗M), δ)
∼
→ (Ω•+k(M), d).
On the other hand, when k = 1 and L ⊆ TM + T ∗M is lagrangian, then AL|O =
Ann(TO) and FO ∼= T
∗O, and the restriction map (4.12) is an isomorphism
(4.14) (Ω•sk(O, FO), δ)
∼
→ (Ω•+1(O), d).
For an integrable, isotropic subbundle L, it follows from Theorem 4.10 that, on
each leaf, the 1-cocycle εO restricts to a closed (k + 1)-form on O,
ωO := rO(εO) ∈ Ω
k+1(O).
Note that, while one can completely recover L|O from εO (cf. Proposition 3.2), one
may lose a lot of information by passing to ωO.
For usual Dirac structures in TM +T ∗M , using (4.14) one sees that Theorem 4.2
and Corollary 4.11 describe their underlying presymplectic foliations, as in [16,
Thm. 2.3.6]. More generally, for k = 1, the form ωO is a presymplectic form on
the leaf, and the resulting presymplectic foliation is the one underlying the only
Dirac structure L˜ containing L and satisfying pr1(L˜) = pr1(L). The information
about L is encoded in the cocycle εO : TO → FO, which can be regarded as a lift
of the presymplectic structure ωO (seen as a map TO → T
∗O). So, even for k = 1,
the theorem above provides new information, in that it extends [16, Thm. 2.3.6] to
general integrable isotropic subbundles of TM + T ∗M .
The complex Ω•sk(O, FO) is the suitable framework to describe isotropic subbun-
dles of TM +∧kT ∗M . However, its full meaning is yet to be understood and will be
the focus of future work.
Regular case. Let us consider an isotropic subbundle L ⊂ TM +∧kT ∗M such that
the distribution E = pr1(L) ⊆ TM is integrable and regular, i.e., has constant rank,
and the space Γ(AL) is invariant by LX for X ∈ Γ(E). In this case, one can make
sense of the leafwise constructions of Section 4.2 globally, over M .
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The space Ω•E(M) := Γ(∧
•E∗) of “foliated forms” onM is equipped with a natural
differential dE (viewing E as a Lie algebroid). Since E is regular, AL = L∩∧
kT ∗M
is a subbundle of ∧kT ∗M , and we consider the quotient bundle, cf. (4.1),
F = ∧kT ∗M/AL →M.
In the space Ω•E(M,F ) = Γ(∧
•E∗ ⊗ F ) of forms with values in F , we have the
subspace of E-skew forms (defined as in (4.9)),
Ω•E-sk(M,F ) ⊆ Ω
•
E(M,F ).
Just as in Definition 4.6, one has a differential
δE : Ω
•
E-sk(M,F )→ Ω
•+1
E-sk(M,F ),
so (Ω•E-sk(M,F ), δE) is a complex. One also has a restriction defining a chain map
analogous to (4.12),
r : (Ω•E-sk(M,F ), δE)→ (Ω
•+k
E (M), dE).
Similarly to (4.2), the subbundle L is determined pointwise by an element
ε ∈ Ω1E-sk(M,F ).
The following extends Theorem 4.2 and Corollary 4.11 in the regular case.
Proposition 4.12. Let L ⊂ TM + ∧kT ∗M be an isotropic subbundle such that
Γ(AL) is invariant by LX for X ∈ Γ(E) and the distribution E is involutive and
regular. For each leaf τ : O →֒M , the following is a chain map diagram:
(Ω•E-sk(M,F ), δE) (Ω
•
sk(O, FO), δ)
(Ω•+kE (M), dE) (Ω
•+k(O), d).
τ∗
r
τ∗
rO
Moreover, L is integrable if and only if δEε = 0.
4.3. Higher Dirac structures. We define a higher Dirac structure as follows.
Definition 4.13. A subbundle L ⊂ TM +∧kT ∗M is called a higher Dirac structure
if it is involutive and weakly lagrangian at each point.
We use Theorem 4.2 and (3.11) to give a complete description of the leafwise
geometry of higher Dirac and higher Poisson structures.
Theorem 4.14. An involutive, isotropic subbundle L ⊂ TM + ∧kT ∗M is a higher
Dirac structure if and only if, for each leaf O, the cocycle εO ∈ Ω
1
sk(O, FO) satisfies
(4.15) εO(pr2(L|O)
◦) = {0}.
The subbundle L is higher Poisson if and only if, in addition to (4.15), we have
L ∩ TM = {0}, i.e., ker(εO) = {0} for each leaf O.
Proof. The first claim follows directly from (3.11). For the second one, from Proposi-
tion 3.16, we know that weakly lagrangian subbundles L ⊂ TM +∧kT ∗M satisfying
L∩TM = {0} are given by graphs of bundle maps Λ : S → TM , where S ⊆ ∧kT ∗M
is a subbundle such that S◦ = {0} and iΛ(α)β = −iΛ(β)α for all α, β ∈ S. One can
then verify (see [8]) that L is integrable if and only if the pair (S,Λ) is a higher
Poisson structure (i.e., it satisfies (c) in Definition 2.1). 
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This picture of the leafwise geometry of higher Poisson structures (S,Λ) comple-
ments the discussion in [8, Sec. 5]: in this case we have AL = ker(Λ), and each
leaf O of the foliation integrating E = Λ(S) is equipped with a δE-closed E-skew
form εO : TO → FO, given by εO(Λ(α)) = α + ker(Λ), which is moreover non-
degenerate, i.e., injective. The next example illustrates that this nondegeneracy of
εO for higher Poisson structures may be lost upon restriction to the (k + 1)-form
ωO = rO(εO) ∈ Ω
k+1(O).
Example 4.15. Following Example 3.18 (see [8, Ex. 6]), given ki-plectic manifolds
(Mi, ωi), i = 1, 2, we have a higher Poisson structure on M =M1 ×M2 given by
L = {X + iXω1 ∧ ω2 | X ∈ TM1} ⊂ TM + ∧
k1+k2+1T ∗M.
Here we view ωi as a ki-form on M via pullback by the natural projection M →Mi.
In this example, E = TM1 ⊆ TM , AL = {0}, and
ε : E → ∧k1+k2+1T ∗M, X 7→ (iXω1) ∧ ω2.
The leaves O are of the form M1 × {y}, for y ∈ M2. It is clear that ker(ε) = {0},
but the leafwise (k1 + k2 + 2)-form obtained by restriction is identically zero.
Note that, when k = 1, condition (4.15) yields that AL|O = Ann(TO), so εO
defines a 2-form on O, which is closed by Theorem 4.2 and the isomorphism (4.14).
We thus obtain the known presymplectic foliation underlying a Dirac structure [16],
which is symplectic, ker(εO) = 0, exactly when the Dirac structure is Poisson.
Example 4.16. Given a form ω ∈ Ωk+1(M), its graph L = gr(ω) defines a la-
grangian subbundle of TM+∧kT ∗M so that L∩∧kT ∗M = {0}. In terms of Proposi-
tion 4.12, the leaves are given by the connected components ofM , so the maps τ∗ are
identities when restricted to each connected component; since AL = {0}, the restric-
tions give rise to isomorphisms (4.13). So the subbundle L is integrable if and only
if dω = 0. Hence the graph of a closed k + 1-form defines a lagrangian higher Dirac
structure. In particular, multisymplectic forms correspond to lagrangian higher
Dirac structures intersecting both TM and ∧kT ∗M trivially. More generally, a
higher Dirac structure L such that L∩∧kT ∗M = {0} is determined by an integrable
subbundle E and ε ∈ Ω1E-sk(M,F ), where F = ∧
kT ∗M , satisfying δEε = 0 and
Im(ε)◦ = ker(ε).
Example 4.17. Given a top-dimensional multivector π ∈ ∧dimMTM , let k =
dimM − 1. Its graph
L = gr(π) = {iαπ + α |α ∈ ∧
kT ∗M}
defines a lagrangian subbundle of TM + ∧kT ∗M which is always integrable ([34,
prop. 3.4]). The points where π vanishes are leaves O with TO = {0}, AL|O =
∧kT ∗M , εO = 0 and the complex Ω
•
sk(O, FO) vanishes. Away from these points, we
have open leaves where TO = TM |O, AL|O = {0} and εO comes from the volume
form that is the inverse of π on O. By (4.13) the complex Ω•sk(O, FO) is isomorphic
to the usual de Rham complex on O (with a shift).
Example 4.18. Let N and Q be manifolds. Consider a closed nonzero form ω ∈
Ωk+1(N) and a function f ∈ C∞(Q). For each q ∈ Q, define ωq := f(q)ω to get a
family of k + 1-forms on N parametrized by Q. We use this family to define on the
product M = N ×Q a regular isotropic subbundle of TM +∧kT ∗M , for k ≤ dimQ,
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by setting: E = TN , AL ⊆ ∧
kT ∗Q such that A◦L = TN (e.g. AL = ∧
kT ∗Q), and
ε(X) = iXωq + AL for X ∈ E. The corresponding isotropic subbundle L is weakly
lagrangian since, at each point of M , we have
pr2(L)
◦ = (Im(ωq) +AL)
◦ = ker(ωq) = ker(ε).
By Lemma 3.13, L is lagrangian if and only if AL = Ann(E) = ∧
kT ∗Q. To study
integrability, we use conditions (a), (b) and (c’) from Theorem 4.2 and Corollary 4.11.
Condition (a) holds trivially, while (b) requires that Γ(AL) is invariant by LX , with
X ∈ Γ(TN) (which is automatically satisfied when AL = Ann(E)). Finally, (c’) is
equivalent to df ∧ (iY iXω) ∈ Γ(AL) for any X,Y ∈ Γ(TN). For k = 1, this condition
is always satisfied, as A◦L = TN implies AL = T
∗Q, and we recover the Dirac
structure associated with a smooth family of presymplectic structures (parametrized
by Q). For k > 1, the condition is satisfied if and only if df = 0, leading to a much
more rigid picture: a family which is constant on the connected components of Q.
Example 4.19. Let us consider the classical field theory framework described in
Section 2, and the higher Poisson structure (Sred,Λred) on Z = M/R with coor-
dinates (xi, yj , plk). Its foliation is defined by the fibres of the natural projection
Z → B (resulting from the composition Z → P → B), (xi, yj , plk) 7→ (xi) in coordi-
nates. The subbundle AL = ker(Λ) is identified with ∧
mT ∗M , the bundle F equals
∧mT ∗Z/ ∧m T ∗M , and the map ε : E → F is given by
ε
(
∂
∂yl
)
= αl + ∧
mT ∗M, ε
(
∂
∂pli
)
= −γli + ∧
mT ∗M.
Remark 4.20. According to [34, Thm. 3.12], a regular lagrangian subbundle L =
L(E,AL, ε) is integrable if and only if E is an involutive subbundle and, for any lift
E → ∧kT ∗M of ε with extension ε˜ ∈ Ωk+1(M), we have
(4.16) dε˜|∧3E∗⊗∧k−1T ∗M = 0.
However, this is not enough for weakly lagrangian subbundles, as the next example
shows. Consider k = 2 and M = R5, with coordinates {x1, . . . , x5}. Set E =
span{∂x1 , ∂x2} and, for a given AL, define
ε = dx1 ⊗ (x4dx2 ∧ dx3 +AL)− dx2 ⊗ (x4dx1 ∧ dx3 +AL).
Any extension ε˜ satisfies (4.16) as ∧3E∗ = {0} by dimensional reasons. The inte-
grability of L would imply that
[[∂x1 + x4dx2 ∧ dx3, ∂x2 − x4dx1 ∧ dx3]] = −dx3 ∧ dx4 ∈ Γ(AL).
Set AL = span{dx3 ∧ dx5, dx4 ∧ dx5} ⊂ Ann(E), so that L = L(E,AL, ε) is not
integrable. Finally, we check that L is weakly lagrangian:
pr2(L)
◦ = span{x4dx2 ∧ dx3, x4dx1 ∧ dx3, dx3 ∧ dx5, dx4 ∧ dx5}
◦,
so, when x4 6= 0 we have pr2(L)
◦ = {0}, and when x4 = 0 we have pr2(L)
◦ =
span{∂x1 , ∂x2}, which coincides with ker(ε) = L ∩ TM .
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5. Higher presymplectic groupoids
Higher Dirac structures have underlying Lie algebroids, and we now identify the
corresponding global objects. As particular cases, these will include the presymplec-
tic groupoids of [10] as well as the multisymplectic groupoids of [8], which are the
global counterparts of ordinary Dirac structures and higher Poisson structures, re-
spectively. Just as these examples, general higher Dirac structures are closely related
to multiplicative differential forms on Lie groupoids, that we briefly recall.
Consider a Lie groupoid G ⇒ M ; we denote its source and target maps by s, t :
G →M , and its multiplication map by m : Gs×tG → G; we often identify M with its
image in G by the groupoid identity section. A differential form ω ∈ Ωn(G) is called
multiplicative if
m
∗ω = pr∗1ω + pr
∗
2ω,
where pr1,pr2 : G(2) → G are the natural projections.
In order to relate multiplicative forms to higher Dirac structures, we will make
use of the infinitesimal description of closed multiplicative forms obtained in [3, 7].
Let A → M be the Lie algebroid of G (as a vector bundle, A = ker(ds)|M ⊂ TG|M ,
with anchor map ρ : A → TM induced by dt and Lie bracket coming from the
identification of sections of A with right-invariant vector fields on G). Any closed
multiplicative form ω ∈ Ωk+1(G) defines a vector-bundle map
(5.1) µ : A→ ∧kT ∗M, µ(a)(X1, . . . ,Xk) = ω(a,X1, . . . ,Xk)
satisfying the following two properties:
iρ(a)µ(b) = −iρ(b)µ(a),(5.2)
µ([a, b]) = Lρ(a)µ(b)− iρ(b)dµ(a),(5.3)
for all a, b ∈ Γ(A); such map µ is called a (closed, degree k + 1) IM-form on the Lie
algebroid A. The key relation between ω and µ is
(5.4) iarω = t
∗µ(a),
for all a ∈ Γ(A), where ar is the vector field on G obtained by right translation
of a. Conversely, it is proven in [3, 7] that, if G is source-simply-connected, this
correspondence between closed multiplicative forms on G and closed IM-forms on A
is a bijection; i.e., any closed (degree n) IM-form µ on A as above defines a unique
closed, multiplicative form ω ∈ Ωn(G) satisfying (5.4).
The first step to “integrate” a higher Dirac structure L ⊂ TM +∧kT ∗M is notic-
ing that, once we view L → M as a Lie algebroid, the projection on the second
factor pr2|L : L→ ∧
kT ∗M is a closed IM-form (condition (5.2) amounts to L being
isotropic, while (5.3) is equivalent to its integrability with respect to the Courant
bracket). Note that the fact that L is weakly lagrangian imposes an additional
condition on this IM-form, namely,
Im(pr2|L)
◦ = ker(pr2|L),
which comes from L⊥∩TM = L∩TM . More generally, for a Lie algebroid A→M ,
any closed IM-form µ : A→ ∧kT ∗M such that
Im(µ)◦ = ρ(ker(µ)),(5.5)
ker(µ) ∩ ker(ρ) = {0},(5.6)
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defines a higher Dirac structure L ⊂ TM + ∧kT ∗M as the image of the map
ρ+ µ : A→ TM + ∧kT ∗M,
in such a way that ρ + µ defines a Lie-algebroid isomorphism from A to L (in this
sense, these IM-forms are thought of as equivalent).
Lemma 5.1. Let G be a Lie groupoid with Lie algebroid A, let ω ∈ Ωk+1(G) be a
closed multiplicative form and µ : A→ ∧kT ∗M be the corresponding IM-form. Then
(a) condition (5.6) holds if and only if ker(ω) ∩ ker(ds) ∩ ker(dt) = {0} at all
points of G,
(b) condition (5.5) holds if and only if dgt(ker(ω)∩ker(ds)) = (ker(ω)∩TM)|t(g)
for all g ∈ G.
Proof. To verify (a), note that any X ∈ ker(ds)|g is the right-translation by g of an
element a ∈ A|t(g), so we see from (5.4) that X ∈ ker(ω) if and only if a ∈ ker(µ).
Also, dt(X) = dt(ar) = ρ(a) (as a consequence of t◦Rg = t, where Rg(h) = hg), so it
follows thatX ∈ ker(ω)∩ker(ds)∩ker(dt) if and only ifX = ar and a ∈ ker(µ)∩ker(ρ).
This proves (a).
For (b), it follows from similar arguments that dgt(ker(ω)∩ker(ds)) = ρ(ker(µ))|t(g).
On the other hand, using the fact that the pullback of any multiplicative form by
the identity section M → G vanishes, we see that ker(ω) ∩ TM = Im(µ)◦ (cf. [8,
Prop. 1]), so (b) follows. 
The previous lemma suggests the following notion of higher presymplectic groupoid:
Definition 5.2. A k-presymplectic groupoid is a Lie groupoid G ⇒M equipped with
a closed, multiplicative form ω ∈ Ωk+1(G) satisfying, for all g ∈ G,
(a) (ker(ω) ∩ ker(dt) ∩ ker(ds))|g = {0},
(b) dgt(ker(ω) ∩ ker(ds)) = (ker(ω) ∩ TM)|t(g).
The special case of non-degenerate ω corresponds to the multisymplectic groupoids
of [8]. For k = 1, the previous definition boils down to the presymplectic groupoids of
[10] (in this case, condition (b) can be replaced by the dimension condition dim(G) =
2dim(M), see [10, Cor. 4.8]).
Theorem 5.3.
(a) Let (G ⇒M,ω) be a k-presymplectic groupoid with Lie algebroid A. Then M
inherits a higher Dirac structure L ⊂ TM + ∧kT ∗M , naturally isomorphic
to A as a Lie algebroid.
(b) Let L ⊂ TM+∧kT ∗M be a higher Dirac structure onM whose underlying Lie
algebroid is integrable, and let G be a source-simply-connected Lie groupoid
integrating it. Then G carries a unique closed form ω ∈ Ωk+1(G) making it
into a k-presymplectic groupoid and satisfying, for any a = X + α ∈ Γ(L),
iarω = t
∗α.
Proof. For part (a), note that the IM-form µ associated with ω as in (5.1) satisfies
(5.5) and (5.6) by Lemma 5.1. So it defines a higher Dirac structure L on M as
the image of the map ρ + µ : A → TM + ∧kT ∗M , which is itself a Lie-algebroid
isomorphism onto L. Part (b) follows from the integration of the closed IM-form
pr2|L : L→ ∧
kT ∗M and Lemma 5.1. 
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Remark 5.4. For a higher presymplectic groupoid (G, ω) with induced higher Dirac
structure L = {ρ(u) + µ(u), u ∈ A} on M , it is a direct verification that condition
(5.4) implies that L can be alternatively written as
L|t(g) = {X + α |X = dt(Z), iZω = t
∗α for some Z ∈ TgG},
for all g ∈ G. This is a natural generalization of the fact that, for k = 1, the higher
Dirac structure L is characterized by t being a (forward) Dirac map (see [10]).
Considering the natural notions of isomorphism between higher presymplectic
groupoids and higher Dirac structures, one can directly check that the construction
in Theorem 5.3 is functorial, and in fact leads to an equivalence of categories, for
each k, between source-simply-connected higher presymplectic groupoids and higher
Dirac structures whose underlying Lie algebroids are integrable.
The previous theorem recovers the correspondence between multisymplectic group-
oids and higher Poisson structures of [8, Sec. 4], where one can find various ex-
plicit examples. At the other extreme, one has higher Dirac structures L satisfying
L ∩ ∧kT ∗M = {0}, as in Example 4.16.
Example 5.5. When L is a higher Dirac structure such that L∩∧kT ∗M = {0}, E is
an integrable subbundle of TM , and L is isomorphic to it as a Lie algebroid. With the
identification L ∼= E, the closed IM-form pr2|L : L→ ∧
kT ∗M is identified with the E-
skew form ε : E → ∧kT ∗M defining L. It follows that a source-simply-connected Lie
groupoid integrating L is identified with the monodromy groupoid G(E)⇒M of the
foliation tangent to E, i.e., the Lie groupoid defined by paths on the leaves of E up to
leafwise homotopy [30] (when E = TM , this is just the fundamental groupoid ofM).
The multiplicative (k + 1)-form ω on G(E) making into a k-presymplectic groupoid
can be obtained as follows. Let ε̂ ∈ Ωk+1(M) be an extension of ε : E → ∧kT ∗M
(which always exists). We have an induced multiplicative (k + 1)-form on the pair
groupoid M × M given by p∗1ε̂ − p
∗
2ε̂ (where pi : M × M → M are the natural
projections), and a groupoid morphism (t, s) : G(E) → M ×M , defined by source
and target maps on G(E) (i.e., initial and end points of paths). One can directly
verify that
ω = (t, s)∗(p∗1ε̂− p
∗
2ε̂),
which only depends on ε, not on the chosen extension.
More generally, one can describe Lie groupoids integrating regular higher Dirac
structures, generalizing [10, Sec. 8.4]. The discussion is actually valid for general
regular, isotropic subbundles.
Example 5.6. Let L ⊂ TM+∧kT ∗M be an integrable, regular, isotropic subbundle,
determined by E, AL and ε. As a Lie algebroid, L may be seen as an abelian
extension
0→ AL → L→ E → 0,
where AL carries a representation of E by Lie derivatives. Splitting this sequence is
equivalent to picking a lift ε˜ ∈ Γ(E∗ ⊗ ∧kT ∗M) of ε, which allows us to identify L,
as a vector bundle, with the direct sum (E +AL)→M : explicitly, the isomorphism
is given by X + α 7→ X + ε˜(X) + α ∈ L. The induced Lie bracket on Γ(E +AL) is
given by
[X + α, Y + β] = [X,Y ] + LXβ − LY α+ c(X,Y ),
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for the cocycle
c(X,Y ) := LX ε˜(Y )− iY dε˜(X)− ε˜([X,Y ]) ∈ Ω
2(E,AL).
(The class [c] ∈ H2(E,AL) is independent of the choice of the lift ε˜ and determines
the isomorphism class of the extension.) Hence, as a Lie algebroid, L is isomorphic
to a twisted semidirect product E ⋉c AL. It follows that, if the cocycle c integrates
to a groupoid cocycle c˜ on the monodromy groupoid G(E), see [10, Sec. 8] and
[17], the twisted semi-direct product G(E) ⋉c˜ AL is a Lie groupoid integrating L.
A description of the k-presymplectic form can be adapted from [10, Cor. 8.6] for
[c] = 0.
More on the topic of integration of higher Dirac structures can be found in [29,
Sec. 4.3.1].
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A. Alternative notions to lagrangian subspace
As mentioned in Section 1, Dirac structures on a vector space V are defined as
lagrangian subspaces L ⊂ V + V ∗, i.e., (C1) L = L⊥, and alternatively defined by
(C2) L ⊆ L⊥, and L ∩ V = pr2(L)
◦ or Ann(L ∩ TM) = pr2(L).
In [16] we find a third equivalent way to define such subspaces as
(C3) L ⊆ L⊥, and pr1(L) = (L ∩ V
∗)◦ or Ann(pr1(L)) = L ∩ V
∗.
In V +∧kV ∗, for k ≥ 2, these notions are not equivalent anymore, and, moreover,
E = pr2(L)
◦ is not equivalent to Ann(E) = pr2(L). We thus have four alternative
ways to extend the notion of lagrangian subspace for k ≥ 2. We list them using the
notation E = pr1(L), AL = L ∩ ∧
kV ∗:
(C2w) L ⊆ L⊥ and L ∩ V = pr2(L)
◦,
(C2s) L ⊆ L⊥ and Ann(L ∩ V ) = pr2(L).
(C3w) L ⊆ L⊥ and E = A◦L,
(C3s) L ⊆ L⊥ and Ann(E) = AL,
We have defined weakly lagrangian as (C2w) in Definition 3.6 and already checked
that it is not equivalent to lagrangian in Example 3.10. From (3.9) and (3.10) we
have the following result.
Lemma A.1. A lagrangian subspace L ⊂ V + ∧kV ∗ satisfies (C2w) and (C3s).
Let us first consider standard isotropic subspaces L(E,AL, ε), for which we have
Ann(E)◦ = E, whereas we do not necessarily have Ann(pr2(L)
◦) = pr2(L), just
pr2(L) ⊆ Ann(pr2(L)
◦). Thus, E = pr2(L)
◦ is weaker than Ann(E) = pr2(L). This,
together with the following result, justifies the use of w and s above for weak and
strong.
Proposition A.2. For standard isotropic subspaces of V + ∧kV ∗, with k ≥ 2, we
have the hierarchy of different notions
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(C2w)
(C2s) (C1) ∼= (C3s) (C2w)+(C3w)
(C3w)
where (C1) corresponds to lagrangian and (C2w) to weakly lagrangian subspaces.
Proof. We clearly have the implication (C3s)→(C3w). To see that (C2s)→(C2w),
as L ∩ V ⊆ E, we just have to check that for E = V , we have dim(L ∩ V ) ≤ n − k
or dim(L ∩ V ) = n. Indeed, for E = V , we have AL = {0}, so L = L(V, 0, ε) is the
graph of a (k + 1)-form ε. When ε = 0, we have L ∩ V = V . When ε 6= 0, as the
kernel of a form is of maximal dimension when the form is decomposable, we get
dim(L ∩ V ) = dim(ker(ε)) ≤ n− (k + 1), as ε is a k + 1-form.
Note that (C3s) is equivalent to (C1) by Lemma 3.13. We also have that (C2s)
implies lagrangian. Indeed, for X + α ∈ L⊥, we have α ∈ Ann(L ∩ V ) = pr2(L), so
there is X ′ +α ∈ L. Their difference is X −X ′ ∈ L⊥ ∩ V = pr2(L)
◦, which is L∩ V
as (C2s)→(C2w), so X+α ∈ L. The proof is completed by the examples below. 
Example A.3. The following standard isotropic subspaces show that the notions
above are different. We take standard and dual bases {ei} and {e
j} of Rn and (Rn)∗,
respectively.
• In R4 + ∧2(R4)∗, the subspace span{e4 + e
1 ∧ e2, e1 ∧ e3, e2 ∧ e3} satisfies
(C3w) but not (C2w), hence not (C2s) or (C3s).
• In R6 + ∧2(R6)∗, the subspace span{e1, e2 + e
3 ∧ e4, e3 − e
2 ∧ e4, e5 ∧ e6}
satisfies (C2w) but not (C3w), hence not (C2s) or (C3s).
• For a proper subspace S ⊂ ∧k(Rn)∗ such that S◦ = {0} we have that L = S
satisfies (C3w)+(C2w) but not (C1).
• In R5 + ∧2(R5)∗, the graph of e1 ∧ e2 ∧ e3 + e1 ∧ e4 ∧ e5 satisfies (C3s), but
not (C2s).
We finish the study of the standard case by describing (C2s) in more detail.
Proposition A.4. In the standard case, the condition (C2s) corresponds to the graph
of decomposable (k + 1)-forms on V and to the subspaces of the form E + Ann(E)
for dim(E) ≤ n− k.
Proof. The map ε induces an isomorphism EL∩V
∼=
pr2(L)
AL
, as ker(ε) = L ∩ V . By
looking at the dimensions, setting dim(E) = n−a′, dim(L∩V ) = n−a and recalling
pr2(L) = Ann(L ∩ V ), AL = Ann(E) (by Proposition A.2), we have the constraint
a− a′ =
(
a
k
)
−
(
a′
k
)
.
When a′ = 0, i.e., E = V , we have that a =
(
a
k
)
is satisfied only for a =
0, k + 1. The case a = 0 corresponds to the subspace V , whereas a = k + 1
corresponds to L(V, 0, ε) with ε a (k + 1)-form with (k + 1)-dimensional image
and (n − (k + 1))-dimensional kernel. This means that ε is decomposable. In-
deed, take a basis {b1, . . . , bk+1, ck+2, . . . , cn} ⊂ V with cj ∈ ker(ε), and dual basis
{b1, . . . , bk+1, ck+2, . . . , cn} ⊂ V . By ∧k+1V ∗ ∼= (∧k+1V )∗, we have that ε is nonzero
only in the subspace generated by b1∧ . . .∧bk+1, so we must have that ε is a multiple
of b1 ∧ . . . bk+1 and hence decomposable.
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On the other hand, for a′ ≥ k we also have a ≥ k. Use repeatedly the binomial
identity
(
b
k
)
=
(
b−1
k−1
)
+
(
b−1
k
)
in the constraint to obtain
a− a′ =
(
a− 1
k − 1
)
+ . . .+
(
a′
k − 1
)
.
The RHS has a − a′ positive terms. As k ≥ 2, this constraint is not satisfied
unless a = a′, i.e., E = L ∩ V and pr2(L) = AL = Ann(E), which means that
L = E +Ann(E). 
For non-standard isotropic subspaces L(E,AL, ε) (for which n−k < dim(E) < n)
we have the following.
Proposition A.5. A non-standard isotropic subspace L(E,AL, ε) always satisfies
(C3s) and never (C3w) or (C1). The properties (C2w) and (C2s) are independent
from each other.
Proof. From Definition 3.3, we have L = L(E, 0, ε) = gr(ε), so AL = L∩∧
kV ∗ = {0}.
Thus, Ann(E) = {0} = AL and (C3s) is satisfied, whereas A
◦
L = V 6= 0 and (C3w)
is not satisfied. Lemma 3.13 shows that (C1) is not satisfied either. The proof is
completed by the examples below. 
Example A.6. Examples of non-standard isotropic subspaces, using bases as above.
• In R3+∧2(R3)∗, the subspace L = span{e1, e2} satisfies (C2s) but not (C2w).
• In R3 + ∧2(R3)∗, the subspace L = span{e1 + e
2 ∧ e3, e2 + e
1 ∧ e3} satisfies
(C2w) but not (C2s).
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