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表１．目的とする Q-Learning の内容 
ユーザーの種類 行動 学習 
ユーザーなし 行動実行または停止 学習実行（リーチングの可不可は問わない） 
補助ユーザー 行動実行 学習実行（強い反映） 
妨害ユーザー 行動実行から、停止に変化 学習実行（弱い反映） 
 
３． 装置 
 リーチングのために、物体視と Q-Learning を行わせるコンピュータとして、NVIDIA 社の JETSON




 また、JETSON に Arduino を接続し、シリアル通信を行う。Arduio には Galileo7 社の 4Motors Shield
を載せ、ロボットのモーターを制御する。JETSON は、ホスト PC と SSH 通信することで操作する。
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画像 1: 右下のボードが JETSON、右上が SSD、左下が Arduino+4Motors Shield、中央上が Web カメラ
       左上のブレッドボードは、モーターとスイッチ制御用の回路 
 
 JETSON の内臓メモリ（eMMC）は 30GB 程度しかなく、Linux OS(Ubuntu)に、プログラム実行の依
存ライブラリである TensorFlow や OpenCV などをインストールすると、容量が足りなくなるため、
SSD 上（250GB、SATA 接続）で Boot するようにした。 
 






読み取り、結果を JETSON に送ることで Q-Learning の報酬を得る。 
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画像２：キャタピラロボット              画像３：target（導体） 
 
４．プログラム 
通常、Q-Learning のプログラムは、以下の Q 値（状態と行動及び、その連続の仕方に依存する評価
値）の更新式によって行われる[1]。報酬の設定方法は今回の実験用である。 
 
Q(s, a) = Q(s, a) + 学習率 ALPHA * {r(s, a) + 割引率 GAMMA * maxQ(s', a') - Q(s, a)} 
     Q(s, a): 状態 s における行動 a の Q 値 
r(s, a): 状態 s での報酬 
              ・1 つの action ごとに減少(動かないときは変動なし) 
              ・ゴール時にのみ報酬(+30) 




Q(s,u,a) = Q(s,u,a) + 学習率 ALPHA * {r(s,u,a) + 割引率 GAMMA * maxQ(s',u,a') - Q(s,u,a)} 
Q(s,u,a): 状態 s、ユーザーu における行動 a の Q 値 
           r(s,u,a): 状態 s、ユーザーu での報酬(+30) 
               ・1 つの action ごとに減少(動かないときは変動なし) 
               ・ゴール時にのみ報酬 
           maxQ(s',u,a') 次の状態 s'、ユーザーu における行動 a'の Q 値のセット中の最大値 
 
 というように変更した。上記のままでは、単に状態が u の数だけ倍されることになるため、さらに
u に対する評価値をそれぞれのユーザーの Q 値に依存する値として、学習に選好性を加えた。 
 具体的には、ユーザーに対する Q 値の和を更新回数で割り、この絶対値を重みとする。 
全てのユーザーの Q マップに、それぞれの重みを掛けて和を計算することで、状態と行動の General 
Q マップを生成する。上記の報酬の設定では、良いユーザーの Q 値が強く反映され、悪いユーザー
の評価値は弱く反映された、Q マップを得ることができる。 
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５． 実験 
 画像４・５は user:0（ユーザーなし）の状態である。他に、user:1（妨害ユーザー）、user:2（補助ユ
ーザー）の状態がある。次元数は、state（target の有無や位置）が 4 次元、user が 3 次元、act（離散
的行動パターン）が 6 次元の計 72 次元で、ε-greedy 法におけるεの値は 0.7 に設定した。学習は
200 回（約 40 分間）行い、Q 値の正規化を目指した。 
 User:2（補助ユーザー）では、ユーザーに近づいた場合、target の状態に関わらず直接 target を触れ
させ、報酬を与えた。state や act の詳細は６．結果の表３に示す。 
 
 以下に、Q 値の更新中の画像およびプログラムのログを示す。 
～プログラムのログ～ 
   
Count:  3 
Average detecting time: 0.418s 
Target is recognized 
random action 
state : 1  user: 0  act: 3 
Q_value: 0.0  →  -0.2 
 
画像４：Q-Learning 実行中（act:3 実行後） 
 
Count:  4 
Average detecting time: 0.407s 
Target is recognized 
greedy action 
Catched the Target 
state : 1  user: 0  act: 1 
Q_value: 0.0  →  6.0 
 
画像５：Q-Learning 実行中（act:1 実行後） 
 
６．結果、結論 
 ５．実験によって得られた Q マップを以下に示す。（表２、３） 
表 2．学習によって得られた Q-map（行：act の番号、列：state_user） 
 0_0 1_0 2_0 3_0 0_1 1_1 2_1 3_1 0_2 1_2 2_2 3_2 
0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
1 -0.3 6.3 -0.5 -0.2 -0.6  -0.2 -0.3 21.5 11.4 -0.3 -0.2 
2 -0.2 -0.2 -0.2 -0.5 -0.3  -0.2 -0.2 -0.2   16.2
3 -0.5 -0.2 -0.2 -0.2 -0.8  -0.2 -0.2   17 -0.3 
4 -0.3 -0.2 -0.6 -0.2 -0.3 -0.2 -0.3  -0.2 -0.2 -0.2 -0.2 
5 -0.8 -0.2 -0.3 -0.2 -0.5  -0.3 -0.3     
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 ※ε-greedy 法で学習を行ったため、一部のデータが取れておらず、空欄にしてある。 
表３．学習データから生成した General Q マップ（行：act の番号、列：state） 
 0(なし) 1（画面中央） 2（画面左） 3（画面右） 
0（停止） 0.00 0.0 0.0 0.0 
1（前進） 200.74 110.25 -3.94 -1.88 
2（右前前進） -2.00 -0.17 -0.17 147.95 
3（左前前進） -0.49 -0.17 158.41 -3.64 
4（右に 45°回転） -2.16 -2.00 -2.43 -2.00 
5（左に 45°回転） -0.72 -0.174 -0.34 -0.18 
 
 表２．表３．に示したように（アンダーバーが付いた値）、user:2（補助ユーザー）の Q 値が強く反
映され、user:1（妨害ユーザー）の Q 値は弱く反映された Q マップを得ることができた。他の Q 値
に対し、いくつかの Q 値が大きくなり過ぎてしまったが、これは報酬を下げることで対処すること
ができる。少ない学習回数で、簡易的な実験を行った際の報酬設定のまま、200 回の Q 値の更新を




して、General Q マップを用意し、Q 値の初期値とするということは有効だと考えられる。 
 
学習が 150 回を過ぎたあたりで、ランダムに動いた場合を除き、 
・User:1（妨害ユーザー） →  act:0（停止、報酬の減少なし） 
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