Abstract. We provide general conditions for which bosonic quadratic Hamiltonians on Fock spaces can be diagonalized by Bogoliubov transformations. Our results cover the case when quantum systems have infinite degrees of freedom and the associated one-body kinetic and paring operators are unbounded. Our sufficient conditions are optimal in the sense that they become necessary when the relevant one-body operators commute.
Introduction
We consider Hamiltonians on Fock space which are quadratic in terms of bosonic creation and annihilation operators. In many cases the quadratic Hamiltonians can be diagonalized by Bogoliubov transformations, namely they can be transformed to those of noninteracting particles by a special class of unitary operators which preserve the CCR algebra. The aim of our present work is to give rigorous conditions for which the diagonalization can be carried out for quantum systems of infinite degrees of freedom where the kinetic and paring operators are unbounded.
1.1. Quadratic Hamiltonian. Let us introduce the mathematical setting. Our one-body Hilbert space h is a complex separable Hilbert space with inner product ., . which is linear in the second variable and anti-linear in the first. In the grand canonical ensemble the number of particles is not fixed and it is natural to introduce the (bosonic) Fock space and it can be extended to a positive self-adjoint operator on Fock space by Friedrichs' extension. The spectrum of dΓ(h) is nothing but the closure of the finite sums of elements of the spectrum of h. In particular, the spectrum of the particle number operator N := dΓ(1) is {0, 1, 2, ...}.
In many physical situations the interaction between particles plays a crucial role and it complicates the picture dramatically. In principle, solving interacting systems exactly is mostly unrealistic and certain approximations are necessary. In the celebrated 1947 paper [4] , Bogoliubov introduced an approximation theory for a weakly interacting Bose gas where the manybody system is effectively described by a quadratic Hamiltonian on Fock space, which will be described below. We refer to the book [16] for a pedagogical introduction to Bogoliubov's approximation. Bogoliubov's theory has been justified rigorously in various situations including the ground state energy of one and two-component Bose gases [17, 18, 25] , the Lee-HuangYang formula of dilute gases [8, 10, 27] and the excitation spectrum in the mean-field limit [22, 11, 15, 7, 20] .
To describe quadratic Hamiltonians on bosonic Fock space, we introduce the creation and annihilation operators. For any vector f ∈ h, the creation operator a * (f ) and the annihilation operator a(f ) are defined by the following actions
for all f 1 , ..., f N +1 in h, and all N = 0, 1, 2, .... These operators satisfy the canonical commutation relations (CCR)
[a(f ), a(g)] = 0, [a * (f ), a * (g)] = 0, [a(f ), a * (g)] = f, g , ∀f, g ∈ h.
(1)
In particular, for every f ∈ h we have a(f )|0 = 0 where |0 = 1 ⊕ 0 ⊕ 0 · · · is the Fock space vacuum. In general, a quadratic Hamiltonian on Fock space is a linear operator which is quadratic in terms of creation and annihilation operators. For example, dΓ(h) is a quadratic Hamiltonian because we can write dΓ(h) = m,n≥1 f m , hf n a * (f m )a(f n )
where {f n } n≥1 ⊂ D(h) is an arbitrary orthonormal basis for h (the sum on the right side is independent of the choice of the basis). In this paper, we will consider a general quadratic operator of the form where k : h → h * is an unbounded linear operator with D(h) ⊂ D(k) (called pairing operator) and J : h → h * is the anti-unitary operator 1 defined by
Since H remains the same when k is replaced by (k+Jk * J)/2, we will always assume without loss of generality that
In fact, the formula (2) is formal but H can be defined properly as a quadratic form as follows. For every normalized vector Ψ ∈ F(h) with finite particle number expectation, namely Ψ, N Ψ < ∞, its one-particle density matrices γ Ψ : h → h and α Ψ : h → h * are linear operators defined by
A formal calculation using (2) leads to the expression
The formula (5) makes sense when h 1/2 γ Ψ h 1/2 and k * α Ψ are trace class operators. We will use (5) to define H as a quadratic form with a dense form domain described below.
Since h is separable and D(h) is dense in h, we can choose finite-dimensional subspaces {Q n } ∞ n=1 such that
Then it is straightforward to verify that
is a dense subspace of F(h). Moreover, for every normalized vector Ψ ∈ Q, γ Ψ and α Ψ are finite rank operators with ranges in D(h) and JD(h),
and k * α Ψ are trace class and Ψ, HΨ is welldefined by (5) for every normalized vector Ψ in Q. Under certain conditions (see Lemma 9), we can show that the quadratic form H defined by (5) is bounded from below and closable, and hence its closure defines a self-adjoint operator by [21, Theorem VIII.15] . Let us mention that if k is not Hilbert-Schmidt, then the vacuum does not belong to the operator domain of H (although it belongs to the form domain). Therefore, it is not easy to define H as an operator with a dense domain at the beginning.
A key feature of the quadratic Hamiltonians in Bogoliubov's theory is that they can be diagonalized to those of noninteracting systems by a special class of unitary operators which preserve the CCR algebra. By Bogoliubov's argument [4] , the diagonalization problem on Fock space can be associated to a diagonalization problem on h ⊕ h * in a very natural way which will be briefly recalled below.
The anti-linear map C is an anti-unitary if C * C = 1 h and CC * = 1 K .
Bogoliubov transformation.
Since we will consider transformations on h ⊕ h * , it is convenient to introduce the generalized annihilation and creation operators
They satisfy the conjugate and canonical commutation relations
where we have introduced the block operators on h ⊕ h *
Note that S = S −1 = S * is a unitary on h ⊕ h * and J = J −1 = J * is an anti-unitary. The symplectic matrix S is the bosonic analogue to the identity in the fermionic case. We say that a bounded operator V on h ⊕ h * is unitarily implemented by a unitary operator U V on Fock space if
It is easy to see that if (10) holds true, then the CCR (8) imply the following compatibility conditions
Any bounded operator V on h ⊕ h * satisfying (11) is called a Bogoliubov transformation. See [6, Chap. 11] for an alternative description of Bogoliubov transformations in the context of symplectic geometry. The condition J VJ = V means that V has the block form
where U : h → h and V : h → h * are linear bounded operators. Under this form, the condition V * SV = S = VSV * is equivalent to
It is a fundamental result that a Bogoliubov transformation V of the form (12) is unitarily implementable if and only if it satisfies Shale's condition
Now we come back to the problem of diagonalizing H. Using the formal formula (2) and the assumption k * = J * kJ * , we can write
where
and
Here {F n } n≥1 is an orthonormal basis for h ⊕ h * and the definition H A is independent of the choice of the basis. Note that J AJ = A because of the symmetry condition k * = J * kJ * . Now let V be a Bogoliubov transformation on h⊕h * which is implemented by a unitary operator U V on Fock space as in (10) . Then we can verify that U V H A U * V = H VAV * and hence (15) is equivalent to
In particular, if VAV * is block diagonal, namely
Note that all formulas (15) , (17) and (18) are formal because h, ξ and ξ − h may be not trace class. Nevertheless, the above heuristic argument suggests that the diagonalization problem on H can be reduced to the diagonalization problem on A by Bogoliubov transformations.
1.3. Diagonalization conditions. In this paper we are interested in the conditions on h and k such that A and H can be diagonalized rigorously. Let us make some historical remarks. The physical model in Bogoliubov's 1947 paper [4] corresponds to the case when dim h = 2 and A is a 2 × 2 real matrix which can be diagonalized explicitly (more precisely, in his case particles only come in pairs with momenta ±p and each pair can be diagonalized independently). In fact, when dim h is finite, the diagonalization of A by symplectic matrices can be done by Williamson's Theorem [26] . We refer to Hörmander [13] for a complete discussion on the diagonalization problem in the finite dimensional case.
In the 1950's and 1960's, Friedrichs [9] and Berezin [3] gave general diagonalization results in the case dim h = +∞, assuming that h is bounded, k is Hilbert-Schmidt, and A ≥ µ > 0 for a constant µ. Note that the gap condition A ≥ µ requires that h ≥ µ > 0.
In the present paper we always assume that A > 0 but we do not require a gap. In some cases, the weaker assumption A ≥ 0 might be also considered, but is is usually transferred back to the strict case A > 0 by using an appropriate decomposition; see Kato and Mugibayashi [14] for a further discussion.
In many physical applications, it is important to consider unbounded operators. In the recent works on the excitation spectrum of interacting Bose gases, the diagonalization problem has been studied by Grech and Seiringer in [11] when h is a positive operator with compact resolvent and k is Hilbert-Schmidt, and then by Lewin, Nam, Serfaty and Solovej [15, Appendix A] when h is a general unbounded operator satisfying h ≥ µ > 0.
Very recently, in 2014, Bach and Bru [2] established for the first time the diagonalization problem when h is not bounded below away from zero.
They assumed that h > 0, kh −1 < 1 and kh −s is Hilbert-Schmidt for all s ∈ [0, 1 + ε] for some ε > 0 (see conditions (A2) and (A5) in [2] ).
In the present paper, we relax not only the gap condition h ≥ µ > 0 but also the Hilbert-Schmidt conditions on k (k is even allowed to be an unbounded operator). Our conditions are motivated by the following simple example where all relevant operators commute.
Example (Commutative case). Let h and k be multiplication operators on h = L 2 (Ω, C), for some measure space Ω. Then J is simply complex conjugation and we can identify h * = h for simplicity. Assume that h > 0, but k is not necessarily real-valued. Then
if and only if −1 < G < 1 with G := |k|h −1 . In this case, A is diagonalized by the linear operator
in the sense that
It is straightforward to verify that V always satisfies the compatibility conditions (11) . Moreover, V is bounded (and hence a Bogoliubov transformation) if and only if G = kh −1 < 1 and in this case
(which means that the ratio between V and (1− G ) −1/4 is bounded from above and below by universal positive constants). By Shale's condition (14), V is unitarily implementable if and only if kh −1 is Hilbert-Schmidt and in this case, under the conventional form (12),
Finally, from (18) and the simple estimates
we deduce that H is bounded from below if and only if kh −1/2 is HilbertSchmidt and in this case
Thus, in summary, in the above commutative example we have the following optimal conditions:
• A is diagonalized by a Bogoliubov transformation V if and only if kh −1 < 1.
• V is unitarily implementable if and only if kh −1 is Hilbert-Schmidt.
• H is bounded from below if and only if kh −1/2 is Hilbert-Schmidt.
The main message of our work is that the above necessary and sufficient conditions in the commutative case are indeed sufficient also in the general non-commutative case. Our results are formulated precisely in Theorem 1 and Theorem 2 in the next section.
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Main results
In this section we state our main results and explain the strategy of the proof. Our first main result concerns diagonalization of block operators.
Theorem 1 (Diagonalization of bosonic block operators). (i) (Existence). Let
Assume that the operator G := h −1/2 J * kh −1/2 is densely defined and extends to a bounded operator satisfying G < 1. Then we can define the self-adjoint operator
by Friedrichs' extension. This operator can be diagonalized by a bosonic Bogoliubov transformation V on h ⊕ h * in the sense that
(ii) (Implementability). Assume further that G is Hilbert-Schmidt. Then V is unitarily implementable and, under the block form (12),
Next, we consider the diagonalization of quadratic Hamiltonians.
Theorem 2 (Diagonalization of quadratic Hamiltonians).
We keep all assumptions in Theorem 1 (that G < 1 and G is Hilbert-Schmidt) and assume further that kh −1/2 is Hilbert-Schmidt. Then the quadratic Hamiltonian H, defined as a quadratic form by (5), is bounded from below and closable, and hence its closure defines a self-adjoint operator which we still denote by H. Moreover, if U V is the unitary operator on Fock space implementing the Bogoliubov transformation V in Theorem 1, then
Finally, H has a unique ground state Ψ 0 = U * V |0 whose one-particle density matrices are γ Ψ 0 = V * V and α Ψ 0 = JU * J * V and
In particular, h 1/2 γ Ψ 0 h 1/2 and k * α Ψ 0 are trace class.
Before explaining the proof strategy, let us give some remarks.
• Since
we have
Thus, the boundedness condition G < 1 is a strengthened version of the positivity A > 0. This follows from the following elementary fact whose proof is left to the reader.
Lemma 3 (Positivity of block operators). (i) Let c, d
: • The condition G < 1 can be interpreted as a non-commutative analogue of the bound kh −1 < 1 in the commutative case. In general, G < 1 is weaker than kh −1 < 1 because
and the square root is operator monotone.
• The implementability condition G HS < ∞ can be interpreted as a noncommutative analogue of the condition kh −1 HS < ∞ in the commutative case. In general, these two conditions are not comparable, but if we assume further that kh −1/2 HS < ∞ then G HS < ∞ is weaker than kh −1 HS < ∞. Indeed, if kh −1/2 is Hilbert-Schmidt then kh −1 k * is trace class and we have the spectral decomposition
for an eigenbasis {u n } for h. Therefore,
HS . Here we have used the identity Tr(W * W ) = Tr(W W * ) which holds true for every linear operator W .
• The condition kh −1/2 HS < ∞ is the same as in the commutative case. This necessary condition was proved by Bruneau and Dereziński in [5] when k is Hilbert-Schmidt. Note that in order to ensure that H is bounded from below, we do not really need the conditions G < 1 and G HS < ∞ in Theorem 1, see Lemma 9.
• Our estimates (22), (23) and (25) are comparable to the formulas (19), (20) and (21) in the commutative case. In particular, the implementability bound (23) provide an upper bound on the particle number expectation of the quasi-free state U * V |0 because V 2 HS = 0|U V N U * V |0 .
• In Bach and Bru's work [2] , they proved (24) under the assumptions kh −1 < 1 and kh
−s
HS < ∞ for all s ∈ [0, 1 + ε]. Our Theorem 2 is an improvement of Bach and Bru's result and our conditions seem to be optimal for (24) to hold.
• When H is not bounded from below, the diagonalization result on A in Theorem 1 is of its own interest. In particular, assuming that V is unitarily implementable, we can consider the positive self-adjoint operator U V dΓ(ξ)U * V as a renormalized version of H (shifted by an infinite constant). It allows us to discuss several important properties of the physical system, such as the (renormalized) ground state U * V |0 and the excitation spectrum, although H is not bounded from below.
Sketch of the proof. The starting point of our approach is to employ a connection between the bosonic diagonalization problem and its fermionic analogue. Such kind of connection has been known for a long time; see Araki [1] for a heuristic discussion. To be precise, we will use the following diagonalization result for fermionic block operators. By applying Theorem 4 to B = A 1/2 SA 1/2 , with S given in (9), we can construct the Bogoliubov transformation V in Theorem 1 explicitly:
This explicit construction is similar to the one used by Simon, Chaturvedi and Srinivasan [24] where they offered a simple proof of Williamsons' Theorem. The implementability of V is proved using a detailed study of V * V = A −1/2 |B|A −1/2 . It should be mentioned that when H is bounded from below and V is unitarily implementable, the desired formula (24),
does not follow immediately. In fact, it is not easy to carry out the formal argument in Section 1.2 and in particular we could not prove that ξ − h is trace class. Instead, we will use the quadratic form expression of H and a key ingredient in our proof is the kinetic energy estimate Tr(h 1/2 V * V h 1/2 ) < ∞.
Organization of the paper. We will prove Theorems 4, 1 and 2 in Sections 3, 4 and 5, respectively.
Diagonalization of block operators: fermionic case
In this section we prove Theorem 4. Let us start by recalling a well-known diagonalization result on anti-linear operators.
Lemma 5 (Diagonalization of anti-linear operators)
. Let h be a separable Hilbert space and let C be an anti-linear operator on h. Assume that C = C * and C 2 is either compact or equal to 1. Then C has an orthonormal eigenbasis for h with non-negative eigenvalues.
The proof of Lemma 5 is provided in the Appendix. As a consequence, we have Lemma 6. Let H be a separable Hilbert space such that dim H is even or infinite. Let J = J * = J −1 be an anti-unitary on H. Then there is a subspace K of H such that
Proof. Let dim H = 2d be even or infinite. By Lemma 5, we can find an orthonormal basis {u n } 2d n=1 for h such that J u n = u n for all n ≥ 1 (note that 1 is the only non-negative eigenvalue of J because J 2 = 1). Define
Then the vectors
. Now we are ready to give Proof of Theorem 4. Since B is self-adjoint, we can define the spectral projection 1(B > 0) and 1(B < 0). By the spectral theorem, we can decompose h ⊕ h * = P + ⊕ Ker(B) ⊕ P − where
The condition J BJ = −B implies that P − = J P + and that J leaves Ker(B) invariant. Since J = J * = J −1 is an anti-unitary on Ker(B) and dim Ker(B) is even or infinite, according to Lemma 6, there is a subspace K of Ker(B) such that Ker(B) = K ⊕ J K.
Thus we have
Let W : P + ⊕ K → h ⊕ 0 be an arbitrary unitary (which exists because P + ⊕ K and h have the same dimension). From (27) it follows that U := W ⊕ J W J is a unitary on h⊕h * . It is also clear from the definition of U that J U J = U . Now we show that U BU * is block-diagonal. Note that for every f ∈ h, we have W * (f ⊕ 0) ∈ P + ⊕ K, and hence BW * (f ⊕ 0) ∈ P + by the spectral property of B. Therefore,
This observation allows us to define a linear operator ξ : h → h by
Note that ξ ≥ 0 because
for all f ∈ h. The last inequality follows from the facts that W * (f ⊕ 0) ∈ P + ⊕ K and that the restriction of B on P + ⊕ K is nonnegative. We will now show that
For every f ∈ h, we have
Similarly, for every g ∈ h, we have U * (0 ⊕ Jg) = J W * J (0 ⊕ Jg) ∈ P − ⊕ J K. Therefore, BU * (0 ⊕ Jg) = BJ W * J (0 ⊕ Jg) ∈ P − and hence
Here we have used J BJ = −B. The desired formula (29) follows immediately from (30) and (31). When Ker(B) = {0}, then ξ > 0 because the inequality (28) is strict for every f = 0.
Diagonalization of block operators: bosonic case
Proof of Theorem 1. (i) Existence. Let us consider
It is clear that B is self-adjoint and Ker(B) = {0} because A > 0. Moreover, J BJ = −B because J AJ = A and J SJ = −S. By applying Theorem 4, we can find a unitary operator U on h ⊕ h * such that J U J = U and
for some self-adjoint operator ξ > 0 on h. Using (26) and Lemma 3, we find that
Therefore,
and hence
because the square root is operator monotone. Consequently, the operator |B| 1/2 A −1/2 is well-defined on D(A) and it can be extended to a bounded operator on h ⊕ h * . Thus
is a bounded operator on h ⊕ h * and, by (33),
It is straightforward to see that V is a Bogoliubov transformation. Indeed, because J commutes with A, B and U , it also commutes with V. Moreover,
Finally, V diagonalizes A because
(ii) Implementability. We shall show that Shale's condition Tr(V * V ) < ∞ is equivalent to V * V − 1 HS < ∞ and give explicit upper bounds on V * V − 1 HS and V HS in terms of G HS .
Step 1. Our starting point is the formula
From the functional calculus, we have
for every self-adjoint operator H ≥ 0. Therefore, from (35) it follows that
Using the resolvent identity
and the expression
we find that
for all t > 0. The right-side of (38) can be estimated by the Cauchy-Schwarz inequality
Note that XY = Y * X * because the left-side of (38) is self-adjoint. Therefore, from (38) it follows that
for all ε > 0. Here we have used B 2 = A 1/2 SASA 1/2 and S −1 = S in the last equality. From the functional calculus, we have
for every self-adjoint operator H ≥ 0. Let us integrate (39) against the measure 2π −1 √ tdt on (0, ∞), then use (37) for the left side and use (40) and (35) for the right side. This gives
Step 2. Now we show that K is trace class. Using the equality Tr(W * W ) = Tr(W W * ), which holds for every operator W , and the formula (40) we get
By Lemma 3 and assumption kh −1 k * ≤ G 2 JhJ * , we have
0 because the inverse mapping is operator monotone. Thus
Here we have used Tr(W * W ) = Tr(W W * ) again. From the explicit formulas
Inserting this formula into (42) and using k * = J * kJ * we obtain
Step 3. Now we bound V * V − 1 HS and V HS using (41) and (43). By combining (41) and the simple bound V ≤ δ −1/4 (cf. (34)), we deduce that
for all ε > 0. We have the following general fact whose proof can be found in the Appendix.
Lemma 7. Let L = L * be a bounded operator on a separable Hilbert space.
If there exists a trace class operator K ≥ 0 such that
then L is Hilbert-Schmidt and L 2 HS ≤ Tr(K). From (43), (44) and Lemma 7 we conclude that
Note that (46) implies immediately an upper bound on V HS . Indeed, from the block form (12) of V and the relations (13) we find that
Using (13) again we have
Consequently,
HS . Therefore, from (46) we can conclude that V is Hilbert-Schmidt and
To obtain the better bound (23) we need to analyze (41) more carefully. We will need the following technical result.
Lemma 8. Assume that X : h → h is a nonnegative trace class operator and Y : h → h * is a Hilbert-Schmidt operator satisfying
Then there exists an orthonormal basis {u n } n≥1 for h and non-negative numbers {λ n } n≥1 such that
Proof of Lemma 8. Note that C := J * Y is an anti-linear operator on h satisfying C = C * and C 2 = Y * Y = X + X 2 . Thus both X and C 2 are trace class and they have common eigenspaces. For every such eigenspace W , since C leaves W invariant, it follows from Lemma 5 that C admits an orthonormal eigenbasis for W with non-negative eigenvalues. Thus there exists an orthonormal basis {u n } n≥1 for h and non-negative numbers {λ n } n≥1 such that Xu n = λ n u n and Cu n = λ n + λ 2 n u n for all n. Here we have used C 2 = X + X 2 for the relation between eigenvalues of X and eigenvalues of C. The conclusion (49) then follows immediately. Now let {u n } n≥1 satisfy (49). Using (47) we can rewrite (41) as
Taking the expectation against u n ⊕ Ju n we find that
for all n ≥ 1 and for all ε > 0. We will show that
Indeed, if λ n ≤ 1/4, then (50) implies that
Optimizing over ε > 0 leads to (51). On the other hand, if λ n ≥ 1/4, then we can choose ε = 1/2 and deduce from (50) that
Ku n ⊕ Ju n + 1 which is equivalent to (51). Summing (51) over n ≥ 1 and using the fact that {2 −1/2 u n ⊕ Ju n } n≥1 is an orthonormal family in h ⊕ h * we get
Inserting the upper bound (43) into the latter estimate we obtain (23).
Diagonalization of quadratic Hamiltonians
In this section we will prove Theorem 2. Recall that H is defined as a quadratic form by (5)
where γ Ψ and α Ψ are the one-particle density matrices of Ψ defined by (4) . From the CCR (1), we see that α * = J * αJ * and
where the generalized creation and annihilation operators A * (F ), A(F ) are defined by (7) . Thus
By Lemma 3, it follows that
Consequently, since
Furthermore, if Ψ has finite particle number expectation, namely Ψ, N Ψ < ∞, then γ Ψ is trace class and α Ψ is Hilbert-Schmidt.
Note that from (54) and the assumption kh −1/2 HS < ∞, it follows that if both γ Ψ and h 1/2 γ Ψ h 1/2 are trace class, then kα * Ψ = kh −1/2 · h 1/2 α * Ψ is trace class (because kh −1/2 and h 1/2 α * Ψ are Hilbert-Schmidt), and hence the right side of (5) is well-defined and finite. Now we start proving Theorem 2. The first step is to verify that H is bounded from below.
Lemma 9 (Lower bound on H). Assume that
as a quadratic form. Moreover, if kh −1 k * ≤ δJhJ * for some 0 ≤ δ < 1, then
as quadratic forms. Consequently, the quadratic form H defines a selfadjoint operator, still denoted by H, such that inf σ(H) ≥ − 1 2 Tr(kh −1 k * ).
Note that we do not require that G = h −1/2 J * kh −1/2 is Hilbert-Schmidt in Lemma 9. The first lower bound in Lemma 9 was proved in [5, Theorem 5.4] under the additional condition that k is Hilbert-Schmidt. Our proof below is different from [5] and it does not require the boundedness of k.
Proof of Lemma 9. Let Ψ be a normalized vector in the domain Q defined in (6) . Since γ Ψ and α Ψ are finite-rank operators, we can use the cyclicity of the trace and the Cauchy-Schwarz inequality to write
Using
Tr(kh
Here in the last estimate we have used x(x + y) ≤ x+y/2 for real numbers x, y ≥ 0. Thus by definition (5), we get
for Ψ ∈ Q. Thus H ≥ −(1/2) Tr(kh −1 k * ). Now we assume further that kh −1 k * ≤ δJhJ * for some 0 ≤ δ < 1. Then inserting this bound into (55), we can improve (56) to
and similarly,
for Ψ ∈ Q. In summary,
as quadratic forms. Hence, the form domain of H can be extended to be the same with that of dΓ(h), which is closed because dΓ(h) is a self-adjoint operator. Since the quadratic form H is bounded from below and closable, its closure defines a self-adjoint operator by [21, Theorem VIII.15 ]. The quadratic form bound H ≥ −(1/2) Tr(kh −1 k * ) remains valid as an operator bound.
In order to prove the diagonalization formula (24) and the identity (25), we need to show that both h 1/2 V * V h 1/2 and k * JU * J * V are trace class. To this end, we will use the following lemma which is inspired by Grillakis and Machedon [12, eq. (42) ] (see also [19] ). Recall that A and V have the block forms (12) and 16, respectively.
Lemma 10 (Diagonalization equations).
If VAV * is block diagonal, then
where X = V * V and Y = JV * JU = JU * J * V .
Note that by computing the off-diagonal term of VAV * we get
which is essentially equivalent to (57). However, the equations (57) are easier to analyze because they are linear (in terms of X and Y ), while (58) is nonlinear (in terms of U and V ). 
and (57) Proof. By Lemma 8 we can find an orthonormal basis {u n } n≥1 for h and non-negative numbers {λ n } n≥1 such that
for all n ≥ 1. Summing the latter estimate over n ≥ 1 and using Let V be as in Theorem 1. Let Ψ be a normalized vector in Q defined in (6) . Consider Ψ ′ := U * V Ψ. From (52) and (10), it is straightforward to see that
Moreover, we have
with X = V * V and Y = JV * JU = JU * J * V . From (60) and (61), we obtain
Recall that γ Ψ and α Ψ are finite-rank operators because Ψ ∈ Q. Therefore,γ Ψ ′ − X and α Ψ ′ −Y are also finite-rank operators. Using the cyclicity of the trace we find that Since dΓ(ξ) has a unique ground state |0 with the ground state energy 0, we conclude that H has a unique ground state Ψ 0 = U * V |0 with the ground state energy inf σ(H) = Tr(h 1/2 Xh 1/2 ) + ℜ Tr(k * Y ).
Finally, using (60) and (61) we find that γ Ψ 0 = X and α Ψ 0 = Y .
Appendix
In this appendix we prove two abstract results in functional analysis.
Proof of Lemma 5. Let us first consider the case when H is finite dimensional. Since C 2 = C * C is non-negative, it has an eigenvalue µ ≥ 0 with an eigenvector u = 0. Since (C + √ µ)(C − √ µ)u = 0, we have either Cu = √ µu or Cv = √ µv with v = i(C − √ µ)u = 0. Thus C has an eigenvector u 1 ∈ h with a non-negative eigenvalue. Since C = C * , it leaves the orthogonal subspace {u 1 } ⊥ invariant. By the previous argument, C has an eigenvector u 2 ∈ {u 1 } ⊥ with a non-negative eigenvalue. By iterating this process, we see that C has an orthonormal eigenbasis for h with non-negative eigenvalues. Now we consider the case when H is infinite dimensional. Assume that C 2 is compact. Then by the spectral theorem C 2 has an orthonormal eigenbasis for h. Note that C leaves every eigenspace of C 2 invariant. Therefore, we can apply the result on the finite dimensional case to every eigenspace of C 2 except Ker(C 2 ). Moreover, Ker(C 2 ) = Ker(C * C) = Ker(C). The desired conclusion follows immediately. Now assume that C 2 = 1. Take an arbitrary trace class operator K > 0 on H and consider the operator K 1 := K + C * KC. Note that K 1 is also trace class and K 1 > 0. By the spectral theorem, K 1 admits an orthonormal eigenbasis for H and every eigenspace of K 1 is finite dimensional. On the other hand, CK 1 = K 1 C because C = C * and C 2 = 1. Therefore, C leaves every eigenspace of K 1 invariant. Then applying the result on the finite dimensional case for every eigenspace of K 1 we get the desired conclusion.
Proof of Lemma 7 . By taking the expectation of (45) against a vector u and optimizing over ε > 0, we obtain | u, Lu | ≤ u, Ku 1/2 u , ∀u.
Let us show that L is a compact operator. It suffices to show that Lu n → 0 strongly for every sequence u n ⇀ 0 weakly. We first consider the case L ≥ 0. Since u n ⇀ 0 weakly, u n is bounded by the principle of uniform boundedness. Moreover, √ Ku n → 0 strongly because √ K is compact. Therefore, from (62) we get Finally, since L = L * is a compact operator, it has an orthonormal eigenbasis {v n } with real eigenvalues. Using (62) again we obtain Tr(L 2 ) = n | v n , Lv n | 2 ≤ n v n , Kv n = Tr(K).
