Abstract. A family {Q β } β≥0 of Markov chains is said to exhibit metastable mixing with modes S 
Introduction
It is well known that Markov chains targeting multimodal distributions, such as those that appear in mixture models, will often mix very slowly. Of course, some algorithms are still faster than others, and the present paper is motivated by the problem of comparing different MCMC (Markov Chain Monte Carlo) algorithms in this "highly multimodal" regime. In this paper, we give a first step in this direction by finding some simple sufficient conditions under which we can find an explicit formula for the spectral gap for MCMC algorithms on multimodal target distributions. To be slightly more precise, we consider a sequence of Markov transition kernels {Q β } β≥0 with state space Ω partitioned into pieces Ω = k i=1 S (i) β . One of our main results, Lemma 3.4, gives sufficient conditions under which the spectral gap λ β of Q β is asymptotically given by the worst-case conductance Φ min (β) = min(Φ β (S Our work is closely related to two large pieces of the Markov chain literature: decomposition bounds (see e.g., [WSH09a, WSH09b, MR02, JSTV04, PS17] ) and metastability bounds (see e.g., the popular book [OV05] and the references within the recent articles [BL15, Lan18] ). Our work differs from existing work in that, for the class of examples we are interested in, it gives an asymptotically exact formula for the spectral gap (rather than a bound that can be very far from sharp) while at the same time giving technical conditions that are easier to verify for many statistical examples. In particular, we give simple sufficient conditions that work on continuous state spaces). We do not assume that our state space is discrete or compact, that we have precise knowledge of the boundary of the modes, or that we have precise knowledge of the "typical" trajectories between modes. We believe that our "inbetween" results are a useful compromise that focuses on the most relevant properties for comparison of Markov chains targeting multimodal distributions that arise in a statistical context.
The main heuristic behind our calculations is that, in the highly-multimodal regime, a Markov chain with strongly multimodal stationary distribution will mix within its starting mode before travelling between modes. When this occurs, we say that the Markov chain exhibits metastable behaviour, and the mixing properties of the Markov chain are often determined by the rate of transition between modes at stationarity (again, see [Lan18] and the references therein). As a prototypical example, we consider the simple mixture of two Gaussians
for σ > 0. When σ is close to 0, the usual tuning heuristic for the random walk MetropolisHastings (MH) algorithms (see e.g., [RGG97] ) suggests using a proposal distribution with standard deviation on the order of σ, such as:
Informally, an MH chain {X t } t≥0 with proposal distribution K σ , target distribution π σ and initial point X 0 ∈ [−2, −0.5] in one of the modes will evolve according to the following three stages:
(1) For t very small, the law of the chain X t , L(X t ), will depend quite strongly on the starting point X 0 . (2) For σ −1 t e c 1 σ −2 and c 1 > 0 small, the chain will have mixed very well on its first mode and is very unlikely to have ever left the interval (−∞, −0.1), so that:
for some c 2 > 0. (3) For t e c 3 σ −2 , the chain will have mixed well on the entire state space in the sense that
for some c 3 > 0. In the context of this example, the main result of our work is a straightforward way to verify that there is a sharp transition around t ≈ e 1 2 σ −2 , so that we may take c 1 = c 3 = 1 2 in this heuristic description (see Theorems 1, 2 for a precise statement). In the notation of Equality (1.1), we can take the parameter β that indexes our chains to be equal to σ −1 . We view β as indexing "how multimodal" a chain is, while in this particular example σ −1 measures both the width of each mode and how well-separated they are.
We believe that these scaling exponents c 1 , c 3 are natural ways to measure performance in the highly-multimodal regime; see our companion paper [MPS18] for further discussion of this point and relationships to the literature on optimal scaling and lifted Markov chains.
1.1. Guide to Paper. In Section 2, we review basic notation and definitions, and also provide some simple bounds. Our main results on metastability are in Section 3. Finally, we give an illustrative application in Section 4.
Preliminaries
2.1. Basic Notation. Throughout the remainder of the paper, we denote by π the smooth density function of a probability distribution on a convex subset of R d . We denote by L(X) the distribution of a random variable X. Similarly, if µ is a probability measure, we write "X ∼ µ" for "X has distribution µ." Throughout, we will generically let Q ∼ π and P ∼ N (0, Id) be independent random variables, where Id is the d-dimensional identity matrix.
For two nonnegative functions or sequences f, g, we write f = O(g) as shorthand for the statement: there exist constants 0 < C 1 , C 2 < ∞ so that for all x > C 1 , we have f (x) ≤ C 2 g(x). We write f = Ω(g) for g = O(f ), and we write f = Θ(g) if both f = O(g) and g = O(f ). Relatedly, we write f = o(g) as shorthand for the statement: lim x→∞
= 0.
Finally, we write f =Õ(g) if there exist constants 0 < C 1 , C 2 , C 3 < ∞ so that for all x > C 1 , we have f (x) ≤ C 2 g(x) log(x) C 3 , and write f =Ω(g) for g =Õ(f ). As shorthand, we say that a function f is "bounded by a polynomial" if there exists a polynomial g such that f = O(g).
2.2.
Cheeger's inequality and the spectral gap. We recall the basic definitions used to measure the efficiency of MCMC algorithms. Let L be a reversible transition kernel with unique stationary distribution µ on R d . It is common to view L as an operator from L 2 (π) to itself via the following formula:
The constant function is always an eigenfuncton of this operator, with eigenvalue 1. We define the space W ⊥ = {f ∈ L 2 (µ) : x f (x)µ(dx) = 0} of functions that are orthogonal to the constant function, and denote by L ⊥ the restriction of the operator L to the space W ⊥ . We then define the spectral gap ρ of L by the formula
where Spectrum refers to the usual spectrum of an operator. If L ⊥ has a largest eigenvalue |λ| (for example, if L is a matrix of a finite state space Markov Chain), then ρ = 1 − |λ|.
Cheeger's inequality [Che70, LS88] provides bounds for the spectral gap in terms of the ability of L to move from any set to its complement in a single step. This ability is measured by the conductance Φ(L), which is defined by the pair of equations
where A = A(R d ) denote the usual collection of Lebesgue-measurable subsets of R d . Cheeger's inequality for reversible Markov chains, first proved in [LS88] , gives:
2.3. Traces and Hitting Times. We recall some standard definitions related to Markov processes.
Definition 2.1 (Trace Chain). Let K be the transition kernel of an ergodic Markov chain on state space Ω with stationary measure µ, and let S ⊂ Ω be a subset with µ(S) > 0. Let {X t } t≥0 be a Markov chain evolving according to K, and iteratively define
is the trace of {X t } t≥0 on S. Note that {X t } t≥0 is a Markov chain with state space S, and so this procedure also defines a transition kernel with state space S. We call this kernel the trace of the kernel K on S.
Definition 2.2 (Hitting Time). Let {X t } t≥0 be a Markov chain with initial point X 0 = x and let S be a measurable set. Then
is called the hitting time of S.
Generic Metastability Bounds
Denote by {Q β } β≥0 the transition kernels of ergodic Markov chains with stationary measures {µ β } β≥0 on common state space Ω, which we take to be a convex subset of R d . Throughout, we will always use the subscript β to indicate which chain is being used -for example, Φ β (S) is the conductance of the set S with respect to the chain Q β . For any set S with
Our two main results are:
(1) In Lemma 3.2, we fix a set S ⊂ Ω and give sufficient conditions for the worst-case hitting time of S c from S to be bounded by the average-case hitting time Φ β (S). (2) In Lemma 3.4, we consider sufficient conditions on the entire partition S
(1) , . . . , S (k) to ensure that the spectral gap of Q β is approximately equal to the worst-case conductance min 1≤i≤k Φ β (S (i) ).
3.1. Metastability and Hitting Times. The main point of our first set of assumptions is to guarantee that the Markov chain cannot get "stuck" for a long time before mixing within a mode S. Fix S ⊂ Ω with inf β≥0 π β (S) ≡ c 1 > 0 and, for all
In the following assumption, we think of the set G β as the points that are "deep within" the mode S, the points B β as the points that are "far in the tails" of the target distribution, and the "covering set" W β as a way of separating these two regions.
Assumptions 3.1. We assume the following all hold for β > β 0 sufficiently large:
(1) Small Conductance: There exists some c > 0 such that Φ β (S) ≤ e −cβ . (2) Rapid Mixing Within G β : LetQ β be the Metropolis-Hastings chain with proposal kernel Q β and target distribution π β | S . There exists some function r 1 bounded by a polynomial such that
There exists some function r 2 bounded by a polynomial such that
Under these assumptions, we have the conclusion:
Lemma 3.2 (Hitting Times and Conductance). Let Assumptions 3.1 hold, and fix a point x that is in G β for all β > β 0 (x) sufficiently large. Then for all > 0,
Proof. Let p ∈ W β , let {X t } t≥0 be a Markov chain with transition kernel Q β started at X 0 = p, and let {Y t } t≥0 be a Markov chain with transition kernel Q β started with distribution
We then calculate:
Applying parts (2) and (3) of Assumption 3.1 to bound the size of the negative terms, this implies
If we also have p ∈ G β ⊂ W β , then applying part (4) of Assumption 3.1 gives
We now iteratively apply Inequalities (3.4) and (3.5) to control the behaviour of {X t } t≥0 over longer time intervals. More precisely, for all k ∈ N and starting points p ∈ G β , we have:
where Inequality (3.4) is used in the second-last line and Inequality (3.5) is used in the last line. Iterating and collecting terms, this gives
Fix any > 0 and take
for all β > β 0 ( ) sufficiently large. Thus, we can use Inequality (3.6) to conclude
This completes the proof of the lemma.
3.2. Metastability and Spectral Gaps. If one can partition the state space of a Markov chain into a collection of sets S (1) , . . . , S (k) satisfying Assumption 3.1, one typically expects the spectral gap of the Markov chain to be entirely determined by the typical transition rates between these sets. However, we must rule out a few possible sources of bad behaviour:
(1) Very slow mixing in the "tails" of the distribution could have an impact on the spectral gap. (2) A typical transition from one mode could land far out in the tails of the mode being entered, causing the walk to get "stuck." (3) The transitions between modes might exhibit near-periodic behaviour, even if the Markov chain is not exactly periodic. (4) There might be metastability among collections of modes. For example, there might be some I ⊂ {1, 2, . . . , k} for which Φ β (∪ i∈I S (i) ) is much smaller than min 1≤i≤k Φ β (S (i) ).
Although detailed discussion of metastability is beyond the scope of the present paper, the first three types of behaviour can all cause the spectral gap to be very different from the prediction given by our metastability heuristic. The fourth behaviour simply says that you have chosen the "wrong" partition of the state space, and that you should check the conditions again after joining several pieces of the partition together.
The following assumptions rule out these new complications:
(1) Metastability of Sets: Each set S (i) satisfies Assumption 3.1 (with Φ β (S) replaced by Φ max in Part (1) and replaced by Φ min in Parts (2-4) ). We use the superscript (i) to extend the notation of that assumption in the obvious way.
(2) Lyapunov Control of Tails: Denote by B r (x) the ball of radius r > 0 around a point x ∈ Ω. Assume there exist 0 < m, M < ∞ satisfying
Assume there exist a collection of privileged points
for all x ∈ Ω, where r 3 , r 4 are bounded by polynomials and 0 ≤ < m. sup
and,
(5) Connectedness: There exists some r 5 bounded by a polynomial so that the graph with vertex set {1, 2, . . . , k} and edge set
is connected.
We then have:
Lemma 3.4 (Spectral Gap and Conductance). Let Assumptions 3.3 hold. Denote by λ β and Φ β the spectral gap and conductance of Q β . Then
Proof. Define the candidate "small set"
β . For convenience, we define T max = T max (β) ≡ Φ −1.5 min to be the longest time-scale of interest in this problem; we note that any mixing behaviour should occur on this time scale, while on the other hand there should be no entrances to the "bad" set
In order to reduce notational clutter, we will frequently use q with a subscript to refer to a function that is bounded by a polynomial and whose specific values are not of interest. We will begin by estimating the mixing rate of Q β for Markov chains started at points x, y ∈ R. We do this by coupling Markov chains {X t } Tmax t=0 , {Y t } Tmax t=0 started at X 0 = x, Y 0 = y for some x, y ∈ R and trying to force them to collide.
1 Roughly speaking, we will make the following two calculations:
(1) If we run the two chains independently, the time it takes for them to both be in G β , the two chains will couple long before either one transitions from G (i) β to another mode. We now give some further details, following this sketch. Let x, y ∈ R. Part 1: Time to be in same good set simultaneously. We will run the chains independently until the first time
β } that they are both in the same "good" part of the partition. Define
the first time that {X t }, {Y t } are both in the same part of our partition. For convenience, set c 2 = min(c
2 , 0.5). By Inequalities (3.6), (3.10), and (3.12)
for some function q 1 that is bounded by a polynomial. By Inequality (3.11),
min . Combining this with Inequality (3.14),
for some function q 2 that is bounded by a polynomial.
Part 2: Mixing from same good set. If ψ 1 ≥ T max −r 1 (β), continue to evolve {X t } t≥0 , {Y t } t≥0 independently. Otherwise, let 1 ≤ i ≤ k satisfy X ψ 1 , Y ψ 1 ∈ S (i) . We then let {X t } t≥0 , {Ŷ t } t≥0 be Markov chains evolving according to the Metropolis-Hastings kernel with proposal distribution Q β and target distribution π β | S (i) . We give these chains initial pointsX 0 = X ψ 1 , Y 0 = Y ψ 1 and couple them according to a maximal r 1 (β)-step coupling (that is, a coupling that maximizes P[X r 1 (β) =Ŷ r 1 (β) ]; such a coupling is known to exist [Gri75] ).
We next observe that the following informal algorithm gives a valid coupling of the Markov chains {X t }
We couple the pair of chains {X t }
t=0 this way, and we couple {Y t }
analogously. Under these couplings, we have:
min , where the first term is bounded by Inequality (3.1) and the last two terms are bounded by Inequality (3.9).
Combining this with Inequality (3.15), we conclude
where
min + r 1 (β) . This completes the proof of our two-stage analysis, as Inequality (3.16) gives a useful minorization bound for x, y ∈ R. Note that Inequality (3.16) is very close to a minorization condition in the sense of [Ros95] for the small set R. Applying the closely related Lemma A.11 of [MS17a] (on ArXiv, [MS17b] ), the minorization bound (3.16) and the drift bound in Part (2) of Assumptions 3.3, we find
, where q 4 (·) ≥ 1 and, for each x, M (·, x), are bounded by a polynomial.
By Theorem 2.1 of [RR97] , this implies
By Equation (2.1), the conductance Φ β of Q β satisfies
Combining Inequalities (3.17) and (3.18), we conclude
This immediately implies the limit in Equation (3.13), completing the proof of the theorem.
Application to Mixtures of Gaussians
We define the usual random-walk Metropolis algorithm:
Definition 4.1 (Random Walk Metropolis Algorithm). The transition kernel K of the random walk Metropolis algorithm with step size σ > 0 and target distribution π on R d with density ρ is given by the following algorithm for sampling X ∼ K(x, ·):
(1) Sample 1 ∼ N (0, σ 2 ) and
For σ > 0, define the mixture distribution
and denote its density by f σ . Let K σ be the kernel from Definition 4.1 with step size σ and target distribution π σ . Denote by λ σ the relaxation time of K σ (the reciprocal of the spectral gap of K σ ), and denote by Φ σ = Φ(K σ , (−∞, 0)) the Cheeger constant associated with kernel K σ and set (−∞, 0).
We will state our two main results about this walk; the proofs are deferred until both results have been stated. First, we have an asymptotic formula for the Cheeger constant:
t } t∈N be a Markov chain with transition kernel K σ and initial point X (σ) 1 = x. Define the hitting time
We also have the following estimate of the spectral gap and the hitting time:
Theorem 2. For all > 0 and fixed x ∈ (−∞, 0), the hitting time τ
and the relaxation time satisfies
Remark 4.2. This result implies that the Cheeger constant Φ(K σ ) of K σ is close to the bottleneck ratio Φ σ = Φ(K σ , (−∞, 0)) associated with the set (−∞, 0), at least for σ very small. The set (−∞, 0) is of course a natural guess for the set with the "worst" conductance, though we do not know of any simple argument that would actually prove this. In some sense this is the motivation for the approach taken in this paper: it can be very hard to guess a good partition, even in a very simple example!
We begin by proving Theorem 1:
Proof of Theorem 1. Let {X t } t≥0 be a Markov chain with transition kernel K σ and started at X 0 ∼ π σ drawn according to the stationary distribution. Denote by φ σ the density of the Gaussian with variance σ 2 . Defining the set
We also have the simple bound
where the last inequality holds for all σ sufficiently small. Putting these two bounds together, we have for all σ > 0 sufficiently small that
Taking logs, this immediately proves 
Informally, this means that any proposed step from I σ to J σ will be accepted. Thus, letting Y ∼ N (0, σ 2 ) be independent of X 1 , we have
where the last inequality holds for all σ > 0 sufficiently small. Taking logs, this proves
completing the proof of Inequality (4.2).
Proof of Theorem 2. We defer some of the longer exact calculations in this proof to Appendix A, retaining here the key steps that might be used to prove similar metastability results for other Markov chains. To prove Theorem 2, it is enough to verify Assumptions 3.1 and 3.3 for the sets
with decomposition of S
(1)
G
β defined analogously (see Figure 1) . Note that Part (1) of Assumptions 3.1 follows immediately from Inequality (4.2), which we have already proved. Figure 1 . A cartoon plot of the target density µ σ with the regions illustrated. Note that we have substantially compressed the regions; in a to-scale drawing, B β would not be visible.
Denote byK σ the Metropolis-Hastings transition kernel on (−∞, 0) that has as its proposal kernel K σ and as its target distribution the densitŷ
We begin by proving some stronger Lyapunov-like bounds for K σ andK σ :
(4.6) Furthermore, Part (2) of Assumptions 3.3 holds.
Proof. Proof is deferred to Appendix A.
We next check the main condition:
Theorem 3. With notation as above, Part (2) of Assumptions 3.1 is satisfied.
Proof. We begin with a weak estimate of mixing from within a good set:
. With notation as above, there exist some constants 0 < a 1 , A 1 < ∞ so that
Note that this bound is not good enough for our conclusions, since our upper bound e −a 1 σ −1 is still very large compared to the conductance of interest. We improve the bound by iterating it several times: . There exist constants 0 < a 2 , A 2 < ∞ depending only on δ so that
(4.8)
for S = A 2 σ −a 2 . Furthermore, there exist constants 0 < a 3 , A 3 < ∞ such that
Proof. Proof is deferred to Appendix A. Proof. These all follow immediately from Lemma 4.3 and the definition of our partition.
Next, note that Part (1) of Assumptions 3.3 holds by the symmetry of S (1) , S (2) and the fact that we have already checked Assumptions 3.1.
Thus, it remains only to check Part (4) of Assumptions 3.3:
Lemma 4.7. With notation as above, Part (4) of Assumptions 3.3 holds.
Combining Inequalities (A.1) and (A.2) completes the proof of Inequality (4.6) in the case K =K σ . In the case K = K σ , we replace Inequality (A.2) by the similar bound:
to obtain the same conclusion. Finally, Part (2) of Assumptions 3.3 immediately follows from Inequality (4.6) in the case K = K σ and the trivial inequality
for any fixed M and all σ < σ 0 = σ 0 (A) sufficiently small. . We note thatK σ inherits the following minorization condition from the standard Gaussian:
for some > 0 that does not depend on σ. Fix −σ −10 < x, y < −δ. Applying the popular "drift-and-minorization" bound in Section 10 of [MT94] , using the "drift" bound in Inequality (4.6) and the "minorization" bound in Inequality (A.3) gives a bound of the form:
for all T > B 1 σ −b 1 , where 0 < b 1 , B 1 are constants that do not depend on σ. Note that the second term on the right-hand side, which does not appear in [MT94] , represents the possibility that a Markov chain ever escapes from the set (−∞, −M σ) on which the drift bound (4.6) holds.
Fix −σ −10 < x < −δ and let {X t } t≥0 be a Markov chain with transition kernelK σ and starting point X 0 = x. Let τ = inf{t ≥ 0 :
Thus, by Markov's inequality,
Combining this with Inequality (A.4) completes the proof of the lemma.
Proof of Lemma 4.5. We denote by {X t } t≥0 a Markov chain with transition kernelK σ and some starting point X 0 = x. To improve on the bound in Lemma 4.4, we must control what can occur when coupling does not happen quickly. There are two possibilities to control: the possibility that {X t } t≥0 goes above −δ, and the possibility that it goes below −σ −10 . The latter is easier to control; by Inequality (4.6) and Markov's inequality, for all > 0 there exist constants c 1 = c 1 ( ), C 1 = C 1 ( ) > 0 so that The possibility that {X t } t≥0 goes above −δ cannot be controlled in the same way, because it does not have negligible probability on the time scale of interest. Instead, we use the fact that X t will generally exit the interval (−δ, 0) fairly quickly, often to the interval (−∞, −δ).
To see this, fix x ∈ (−δ, 0) and let {X t } t≥0 have starting point X 0 = x. Next, let { t } t≥1 be a sequence of i.i.d. N (0, σ 2 ) random variables and let Y t = X 0 + t s=1 t . For I ⊂ R, let ψ x,I = inf{t ≥ 0 : Y t ∈ I} be the hitting time of I for the Markov chain {Y t } t≥0 . Observing the forward mapping representation of K σ in Definition 4.1 and that f σ is monotone on (−δ, 0), it is clear that we can couple {X t } t≥0 , {Y t } t≥0 so that Noting that these bounds are uniform over the starting point X 0 ∈ (−δ, 0), we find for k ∈ N for some constants 0 ≤ c 4 , C 4 < ∞, which is exactly Inequality (4.9)
3 To see the first inequality, note that a direct calculation for Gaussians gives sup x∈(−δ,0) P[ψ x,(−δ,0) c > C 2 σ −c 2 ] > C 2 > 0 for some C 2 , c 2 C 2 > 0; applying the strong Markov property to iterate this bound as in the proof of Inequality (3.6) gives the desired conclusion. The second inequality follows from the observation that P[Y 1 > C 3 σ] > C 3 > 0 for some constants C 3 , C 3 > 0 and then the well-known "gambler's ruin" calculation (see e.g. Section 10.14.4 of [Res13] ).
