We have developed a general model for determining density-dependent effective dielectronic recombination (DR) rate coefficients in order to explore finitedensity effects on the ionization balance of plasmas. Our model consists of multiplying by a suppression factor those highly-accurate total zero-density DR rate coefficients which have been produced from state-of-the-art theoretical calculations and which have been benchmarked by experiment. The suppression factor is based-upon earlier detailed collision-radiative calculations which were made for a wide range of ions at various densities and temperatures, but used a simplified treatment of DR. A general suppression formula is then developed as a function of isoelectronic sequence, charge, density, and temperature. These densitydependent effective DR rate coefficients are then used in the plasma simulation code Cloudy to compute ionization balance curves for both collisionally ionized and photoionized plasmas at very low (n e = 1 cm −3 ) and finite (n e = 10 10 cm −3 ) densities. We find that the denser case is significantly more ionized due to suppression of DR, warranting further studies of density effects on DR by detailed collisional-radiative calculations which utilize state-of-the-art partial DR rate coefficients. This is expected to impact the predictions of the ionization balance in denser cosmic gases such as those found in nova and supernova shells, accretion disks, and the broad emission line regions in active galactic nuclei.
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Subject headings: suppression
Introduction

14
Astronomical emission or absorption sources have an enormous range of densities.
15
Two examples include the intergalactic medium, with n e ∼ 10 −4 cm −3 , and the broad 16 emission-line regions of Active Galactic Nuclei, with n e ∼ 10 10 cm −3 . The gas producing and, using hydrogenic atomic data, determined suppression factors for Li-like C IV and Formula, viz. a common dipole transition for dielectronic capture, autoionization, and 54 radiative stabilization. The purpose of the present paper is to explore density suppression 55 of DR in photoionized plasmas, and within collisional plasmas, using state-of-the art DR 56 data which takes account of a myriad of pathways not feasible in the early works above, 57 but which has been shown to be necessary by comparison with experiment. We wish to 58 gain a broad overview utilizing the large test-suite maintained by the plasma simulation 59 code Cloudy. We utilize an approach to DR suppression which is motivated initially by the 60 detailed collisional-radiative results given in Badnell et al. (1993) for C IV at T = 10 5 K, We begin by considering DR of Li-like C IV, for which the density dependent total DR 83 rate coefficient, and therefore the suppression factor, has been computed rigorously within a collisional-radiative modeling approach (Badnell et al. 1993 ).
85
In the electron collisional ionization case, because of the consequential high temperature 86 of peak abundance, dielectronic recombination occurs mainly through energetically high-87 lying autoionizing states (via dipole core-excitations) for which radiative stabilization is by 88 the core electron into final states just below the ionization limit: 
For finite electron densities n e , on the other hand, there is also the possibility for reionization 93 via electron impact, either directly or stepwise,
and the probability of the latter pathway is proportional to the electron density n e . Because 95 of this alternative reionization pathway at finite densities, the effective DR rate coefficient 96 α eff DR (n e , T ) is thus suppressed from the zero-density value α DR (T ) by a density-dependent 97 suppression factor S(n e , T ):
From the earlier detailed studies of Davidson (1975) and Badnell et al. (1993) , the 99 suppression factor is found to remain unity, corresponding to zero suppression, at lower 100 densities until a certain activation density n e,a is reached, beyond which this factor decreases 101 exponentially from unity with increasing density. We have found that this suppression factor, as a function of the dimensionless log density parameter x = log 10 n e , can be modeled x a = log 10 n e,a :
Fitting this expression to the suppression factor of Badnell et al. (1993) for C IV (which 107 was computed at T = 10 5 K) yielded the values µ = 0.372, w = 4.969, and x a = 0.608,
108
and this parameterization formula is found to be accurate to within 5% for all densities 109 considered (see Fig. 1 
indicating that the activation density should scale as n e,a ∼ q 7 T 1/2 , if the above qualitative 122 discussion holds. The log activation density for all q and T might therefore be expected to obey the scaling relationship
where x a (q 0 , T 0 ) = 0.608, q 0 = 3, and T 0 = 10 5 K are the (log) activation density, the charge,
125
and the temperature for the C IV case treated by Badnell et al. (1993) . We note that this of DR there is somewhat simplified, but we only require the ratio of finite-to zero-density 139 rate coefficients to determine the suppression factor. We then combine this ratio with our 140 state-of-the-art zero density DR rate coefficients again for use within Cloudy. This ratio is 141 much less sensitive to the specific treatment of DR.
142
The rather simplistic scaling formula in Eq. 7 was found to be inadequate when 143 applied to the extensive tabulation of suppression factors found in Summers (1974 Summers ( & 1979 .
where a pseudo-Gaussian, corresponding to µ = 0 in Eq. 5, was more appropriate,
Furthermore, the activation density was found to be best represented by the function
where the variables q 0 (q, N) and T 0 (q, N) are taken to be functions of the charge q and to depend on both the ionic charge q and the isoelectronic sequence N viz.
and
where
depends on the isoelectronic sequence in the periodic table according to the specification of 
However, even this rather complicated parameterization was inadequate for the lower 157 isoelectronic sequences N ≤ 5, and for these we explicitly list the optimal values for A(N)
in Table 1 . Furthermore, at electron temperatures and/or ionic charges for which the 159 q-scaled temperature θ ≡ T /q 2 was very low (θ ≤ 2.5 × 10 4 K), a further modification to the 160 coefficients A(N) for N ≤ 5 is necessary in that the values in Table 1 should be multiplied   161 by a factor of two.
162
The above final formulation, which consists of the use of Eq. 8, with µ = 0, w = 5.64548,
163
and a rather complicated activation density given by Eqs. 9, 10, 11, 12, and 13, with collisional plasmas require collisional-radiative modeling with state-of-the-art DR data.
184
The stronger suppression tails-off at x 11 as three-body recombination starts to become for these systems, we retain the same suppression formula developed above, that is,
215
S N (x, q, T ) = S(x, x a (q, T )) for N = {5, 6, 8, 9, 13, 14, 16, 17}, and for all q and T . we do not modify S N (x, q, T ) for these cases. for which suppression is negligible, i.e. the high-temperature suppression factor must be 
1984)
states. These states lie well below the ionization limit and so are not susceptible to 243 further reionization. Since there should be no density suppression then, we seek a modified 244 suppression factor which tends toward unity (i.e., no suppression) at lower temperatures.
245
In order to make a smooth transition from the high-T suppression factor S (x; q, T )
246
given in Eq. 8, which is appropriate for the high-T peak region kT ≈ kT max = 2ǫ N /3, to the 247 low-T region, where S N → 1, we use the modified factor
where ǫ N (q) = 8 eV for the particular case of C IV (N = 3 and q = 3). As seen in whereas suppression is totally turned off for the lower-T peak.
252
We have investigated the application of Eq. 14 for all ions that exhibit these same low-T
253
2 We note that the C IV n = 4 resonance manifold has been the subject of further near-threshold density-dependent effects (Pindzola et al. 2011) . 
These parameters, which are determined by fitting the above expression to the available
259
NIST excitation energies (Ralchenko et al. 2011) , are listed in Table 2 .
260
We note that all isoelectronic sequences and ionization stages are now included in 
Results
270
The suppression factors derived here have been applied to the state-of-the-art total
271
DR rate coefficients taken from the most recent DR database. dielectronic, and three body recombination to all levels of the recombined species.
285
The photoionization case shown in Figure 7 depicts the Active Galactic Nucleus 286 spectral energy distribution (SED), described by Mathews & Ferland (1987) , as a function 287 of the ionization parameter
where Φ H is the hydrogen-ionizing photon flux, n H is the density of hydrogen, and c is the 289 speed of light. There is only an indirect relationship between the gas kinetic temperature 290 and the ionization of the gas in this case. Here, the level of ionization is determined by a 291 balance between photoionization by the energetic continuum and the total recombination 292 rate.
293
The lower panels of Figs. 6 and 7 show that the amount that the ionization increases 294 due to DR suppression can be large -the ratio can easily exceed 1 dex. Clearly, these 295 results demonstrate that density effects on the ionization balance need to be considered 
311
The present results are intended to be preliminary, and to demonstrate the importance 312 of density effects on dielectronic recombination in astrophysical plasmas. Given the 313 approximations adopted, we suggest that their incorporation into models (e.g., via Cloudy) 314 be used with a little caution. For example, one might run models with and without the 315 effects of suppression at finite density, especially in modeling higher density plasmas (e.g.,
316
the broad emission line region in quasars). Nevertheless, it is nearly half a century since 
