The Bellman equation is a core component in the POMDP model, which is an effective tool for handling uncertainty in computer supported teaching. The equation is also a cost bottleneck in implementing a POMDP. The cost to compute it is typically exponential. To build a POMDP-based intelligent tutoring system (ITS) for practical tutoring, we must develop efficient techniques for computing the equation. In this paper, we first analyze the cost in computing the equation, identifying the major factors that contribute to the complexity. We then report our techniques for efficient computing of the Bellman equation. The techniques were developed on the basis of close examination of features of tutoring processes. They are especially suitable for building POMDP-based tutoring systems.
INTRODUCTION
In a tutoring process, a teacher may often be uncertain about student knowledge states, and therefore uncertain about choices of the most beneficial teaching actions (Woolf, 2009) . In computer supported adaptive tutoring, uncertainty exists in observing student states and in choosing tutoring actions. An intelligent tutoring system (ITS) should be able to choose optimal teaching actions under uncertainty. Handling uncertainty has been a challenging task. The partially observable Markov decision process (POMDP) model is an effective tool to deal with uncertainty. It may enable a tutoring system to take optimal actions when states are not completely observable.
In a system with a POMDP for modeling tutoring processes, the agent solves the POMDP to choose optimal teaching actions. POMDP-solving is typically of exponential complexity (Carlin and Zilberstein, 2008; Rafferty et al., 2011) . In recent years, researchers have conducted extensive research to develop tractable techniques for POMDP-solving, and have achieved good progresses. However, most of the techniques are still expensive when applied to real world problems. Computational complexity has been a major obstacle to applying POMDPs in building practical systems.
Our research is aimed at developing efficient techniques for POMDP-solving, which are especially suitable for building adaptive tutoring systems. In the previous stages, we developed new techniques of policy trees. Using the techniques, we could significantly reduce the costs in making a decision, and build space efficient ITSs for platforms with limited storage spaces (Wang, 2016; Wang, 2017) .
In the research reported in this paper, we develop techniques to further improve efficiency in computing trees. The techniques achieve better efficiency by localizing computing within smaller state spaces. In this paper, we focus on cost reduction in evaluating the Bellman equation, which is one of the core equations in the POMDP model, and has been a cost bottleneck in building POMDP-based systems. This paper is organized as follows. In section 2, we describe the structure and computing in a POMDP-based ITS to provide a technical background, and also review some work related with POMDP-based ITSs. In section 3, we survey the existing work for improving efficiency in POMDP solving, in both general POMDP systems and POMDPbased ITSs. In section 4, we analyze computing costs in a POMDP-based intelligent tutoring systems, and identify the major factors that contribute to the great computational complexity. In section 5, we describe our techniques to reduce costs for POMDP solving, with emphasis on evaluating the Bellman equation. In section 6, we present and analyze some experimental results.
Intelligent tutoring systems have been developed as useful teaching aids in areas including mathematics (Woolf, 2009) , physics (VanLehn et al., 2010) , medical science (Woolf, 2009) , and many others (Cheung et al., 2003) . Numerous students have benefited from one-to-one, adaptive tutoring offered by ITSs.
Adaptive tutoring is the teaching in which a teacher chooses optimal teaching actions based on information about student knowledge states. It is important for an ITS to store and trace the state information. The major components in an ITS include a student model, a teaching model, and a domain model. The student model is for storing and tracing information of student states. In each tutoring step, the tutoring agent accesses this model for information of the student's current state, then consults the tutoring model with the state information for a tutoring strategy, and then based on the strategy retrieves the domain model to get the knowledge to teach.
When states are completely observable to the tutoring agent, we can use a Markov decision process (MDP) to model adaptive tutoring. An MDP may model a decision-making process in which the agent knows exactly what the current states are, and can choose actions available in different states to maximize rewards. However, in adaptive tutoring, student states are not always completely observable. Thus the MDP model has limitations when applied in building ITSs. The partially observable Markov decision process (POMDP) model, an extension of MDP, may be more suitable.
Major parts of an POMDP includes a set of states, a set of actions, a set of observations, a reward function, and a policy. In a decision step, the agent is in a state. The decision is to choose an action that is available in the state and maximizes the reward. Such an action is referred to as the optimal action. When the agent does not know exactly what the current state is, it infers information of states from the current observation, and represents the information as a belief, which is a set of probabilities that the agent is in different states. Based on the belief, the agent uses the optimal policy to choose the optimal action. As mentioned, the calculation to find the optimal policy is referred to as POMDP-solving.
We can build an ITS by casting its components onto a POMDP: The student model is mapped to the state space, with each POMDP state representing a student knowledge state; The tutoring model is implemented as the policy, which is a function of beliefs, returning actions.
At a point in a tutoring process, the agent is in a state, which represents the current knowledge state of the student. The agent does not have exact information about the state, but has a belief about the states. Based on the belief, the agent chooses and takes a tutoring action. The action causes the agent to enter a new state, where the agent has a new observation. Then the agent updates its belief based on the previous belief, the immediate action, and the new observation. And then it starts the next step of tutoring.
Since 1980's, researchers have applied the POMDP model to handle uncertainty in intelligent tutoring, and developed POMDP-based ITSs to teach in different areas (Cassandra, 1998; Williams et al., 2005; Williams and Young, 2007; Theocharous et al., 2009; Rafferty et al., 2011; Chinaei et al., 2012; Folsom-Kovarik et al., 2013) . In the systems, POMDPs were used to model student states, and to customize and optimize teaching. In a commonly used structure, student states had a boolean attribute for each of the subject contents, actions available to a tutoring agent were various types of teaching techniques, and observations were results of tests given periodically. Researchers agreed that computational complexity of POMDP-solving in ITSs was a major difficulty in developing practical systems (Cassandra, 1998; Rafferty et al., 2011; Folsom-Kovarik et al., 2013) .
RELATED WORK
Since the early years of POMDP research, it has been a major topic to develop efficient algorithms for POMDP-solving (Braziunas, 2003) . In the following, we first review the work to develop efficient algorithms for "general" POMDP problems, then the work in building POMDP-based ITSs.
The method of policy trees is a practical one for POMDP-solving (Kaelbling et al., 1998) . In this method, solving a POMDP is to evaluate a set of policy trees and choose the optimal. In a policy tree, nodes are labeled with actions, and edges are labeled with observations. After an action, the possible actions at the next decision step are those connected by the edges of observations from it. Each policy tree is associated with a value function. In choosing an optimal tree, the value functions of a set of trees are evaluated. Policy tree value functions and their evaluation will be discussed in more details in the next section. As will be seen that the number of policy trees and the costs for evaluating individual trees grow exponentially. To achieve better efficiency, researchers have developed algorithms, some were related to the method of policy trees.
Sondik's one-pass and two-pass algorithms are exact algorithms for POMDP-solving (Cassandra, 1988) . The one-pass algorithm starts with an arbitrary belief, generates sets of vectors and then sweeps through the belief space where the vectors are useful. The two-pass algorithm has an additional pass in which the sets are merged. The linear support algorithm by Cheng is inspired by Sondik's idea, but has less strict constraints (Cheng, 1988) . The algorithm starts with a belief, generates the vector for that belief and then checks the region in the belief space to see if the vector is correct at all vertices.
The witness algorithm developed by Littman et al (Littman, 1994) uses the same basic structure in the algorithms by Sondik and Cheng. In each decision step, it finds the best value function for each action. After it finds the best value functions, it combines them into the final value function.
In the field of POMDP-based ITSs, researchers developed POMDP-solving techniques by taking into consideration the special features of intelligent tutoring. Rafferty and co-workers created a POMDPbased system for teaching concepts (Rafferty et al., 2011) . A core component of the system was a technique of fast teaching by POMDP planning. The technique was for computing approximate POMDP policies, which selected actions to minimize the expected time for the learner to understand concepts.
Rafferty et al. developed a method of forward trees, for solving the POMDP. The forward trees were variations of policy trees. A forward tree was built by interleaving branching on actions and observations. For the current belief, a forward trees was constructed to estimate the value of each pedagogical action, and the best action was chosen. The learner's response, plus the action chosen, was used to update the belief, and then a new forward search tree was constructed for selecting a new action for the updated belief. The cost of searching the full tree is exponential in the task horizon, and requires an O(|S| 2 ) operations at each node. To reduce the number of nodes to search through, the researchers restricted the tree by sampling actions, and limited the horizon to control the depth of the tree.
In the work reported in (Wang, 2016) , an experimental ITS was developed for teaching concepts in computer science. A POMDP was used in the system to model processes of intelligent tutoring. A method of policy trees was proposed for POMDP-solving. In the method, policy trees were grouped. To choose an optimal action for responding to a given student query, the agent dynamically created a group of policy trees related with the query, evaluated the trees, and chose the optimal. For reducing the costs in making a decision, techniques were developed to minimize sizes of the tree and decrease the number of trees to evaluate.
The research for improving POMDP-solving have made good progress towards building practical POMDP-based ITSs. Various techniques have been developed. However, they were still very costly. For example, as the authors of (Rafferty et al., 2011) concluded, computational challenges existed in their technique of forward trees, despite sampling only a fraction of possible actions and using short horizons. Also, how to sample actions and how to shorten a horizon are challenging problems. Computational complexity has been a barrier to applying the POMDP model to intelligent tutoring.
THE BELLMAN EQUATION FOR VALUE FUNCTIONS

The Bellman Equation in a POMDP
As discussed, the method of policy trees is a practical technique for POMDP-solving. In the method, each policy tree is associated with a value function, which is used to evaluate the tree. The value function of policy tree τ is denoted as V τ . Eqn (1) is the Bellman equation for V τ :
(1) The Bellman equation is a core equation in the POMDP model. It is evaluated in every decision step. In applying the POMDP model to intelligent tutoring, the Bellman equation is a cost bottleneck. Before analyzing the costs for POMDP-solving, we explain the symbols in the equation.
S is the set of states of the POMDP. s ∈ S is the state that the agent is currently in, i.e. the current state. V τ (s) evaluates the long term return of taking the tree (policy) τ in state s. a is the root action of τ, i.e. the action that the root of τ is labeled with. R (s, a)
is the expected immediate reward that the agent receives after it takes a in s, calculated in Eqn (2). s is the next state, i.e. the state that the agent enters into after taking a in s. P(s |s, a) is the transition probability that the agent's state changes from s into s after the agent takes a. O is the set of observations. o ∈ O is the observation that the agent perceives after taking a and enters s . P(o|a, s ) is the observation probability that the agent observes o after it takes a and enters s . τ(o) is the subtree in τ which is connected to the root by the edge labeled with o. γ is a reward discounting factor (0 ≤ γ ≤ 1), which assigns weights to the rewards in the future.
where R (s, a, s ) is the expected immediate reward after the agent takes a in s and enters s . In Eqn (1), the first term on the right hand side is the expected immediate reward and the second term is the discounted expected reward in the future. The function evaluates the long term return when the agent takes policy tree τ in state s.
As discussed before, in a POMDP, states are not completely observable, the agent infers state information, represents the information as beliefs, and makes decisions based on beliefs. When a method of policy trees is used, a tree value function is a function of belief. In the following, we describe how the value function of belief is defined in terms of the Bellman equation, and how the policy is defined in terms of the value function of belief.
Belief b is a distribution over the states, defined as
where
is the probability that the agent is in s i , and
From Eqns (1) and (3), we have the value function of belief b given τ:
Then we have policy π(b) returning the optimal policy treeτ based on b:
where T is the set of trees to evaluate in making the decision. In a decision step, π(b) guides the agent to choose an action based on the current belief b to maximize the long term return. Figure 1 illustrates the general structure of a policy tree, in which a r is the root action, a is an action, and |O| is the number of possible observations. In every subtree, the root node has |O| children, connected by edges labeled with all the possible observations. Expect the root action a r , every node may be labeled with all the possible actions in A. Therefore, the number of policy trees with root action a r is exponential, as will be discussed shortly. When a technique of policy trees is used for POMDP-solving, finding the optimal policy is to evaluate all the policy trees and identify the optimal tree. In each decision step, the agent finds the optimal policy tree based on the current belief (see Eqn (5)). It then takes the root action of the tree.
Analysis of Costs for Choosing Optimal Actions
From Eqn (5), we can see that to find the optimal policy treeτ, we need to calculate V τ (b) for every τ ∈ T . The cost is O(|T |), where |T | is the number of trees in T . From Eqn (4) we can see that to calculate
, the number of times to calculate V τ (s) is |S|, the number of states in S. The cost is O(|S|).
In the following, we examine the costs for calculating the Bellman Equation for V τ (s) in (1). The cost for calculating the first term on the right hand side is O(|S|) (see Eqn (2)), and the cost for the second term is O(|S||O|) because of the double nested sums. For each node in τ, we calculated both terms.
The size of a policy tree (i.e. the number of nodes) depends on the number of possible observations and the horizon. When the horizon is H, the number of nodes in a tree is
Therefore the cost for calculating an individual tree could be O(|S||O| H ) Now we estimate the total number of trees. At each node, the number of possible actions is |A|. Thus the number of all possible H-horizon policy trees is
Therefore |T | can be approximately O|A |O| H |.
From the above analysis, the cost related to evaluating the Bellman equation could be approximated as
where the first |S| is for s ∈ S in Eqn (4), the second |S| is for the s ∈ S in Eqn (1), the third factor approximates the tree size, and the last factor approximates the number of trees.
Based on the analysis, we developed a set of techniques to improve the efficiency in POMDP-solving. The techniques reduce the sizes of state space, observation set, and tree set, and shortens horizons, in calculating the Bellman equation in choosing a tutoring action. Before presenting the techniques, we define states, actions, observations, etc. in a POMDP-based ITS.
DEFINITIONS IN A POMDP-BASED ITS
We built a POMDP-based ITS for experimenting the techniques we develop, including those to improve computing efficiency. It is a system teaching concepts in software basics. It teaches a student at a time, on a one-to-one base.
We define the states in terms of concepts in the instructional subject. In software basics, concepts include program, instruction, algorithm, and many others. We associate each state with a state formula, which is of the form:
where C i is the boolean variable for the ith concept
, and N is the number of concepts in the instructional subject. √ C i represents that the student understands C i , and ¬C i represents that the student does not. A formula is a representation of a student knowledge state. For example, formula ( √ C 1 √ C 2 ¬C 3 ...) is a representation of the state in which the student understands C 1 and C 2 , but not C 3 , ... States thus defined have Markov property. This is a commonly used method for defining states in POMDP-based ITSs (Cassandra, 1998; Rafferty et al., 2011) .
In most subjects of science and mathematics, concepts have prerequisite relationships with each other. To study a concept well, a student should understand its prerequisites first. The prerequisite relationships can be represented by a directed acyclic graph (DAG), with a vertex representing a concept and an edge representing a prerequisite relationship. The concepts in formula (9) are topologically sorted from the DAG of the concepts in the instructional subject. In a state formula, all the prerequisites of concept C i are in C 1 , ..., C i−1 .
Asking and answering questions are the primary actions of the student and system in a tutoring process. Other actions are those for greeting, confirmation, etc.
In an ITS for teaching concepts, student actions are mainly asking questions about concepts. Asking "what is a query language?" is such an action. We assume that a student action concerns only one concept. In this paper, we denote a student action of asking about concept C by (?C), and use (Θ) to denote an acceptance action, which indicates that the student is satisfied by a system answer, like "I see", "Yes", "please continue" or "I am done".
The system actions are mainly answering questions about concepts, like "A query language is a highlevel language for querying." We use (!C) to denote a system action of teaching C, and use (Φ) to denote a system action that does not teach a concept, for example a greeting.
In the experimental ITS, we represent system actions by POMDP actions, and treat student actions as POMDP observations.
Since many concepts have prerequisites, When the student asks about a concept, the system should decide, based on its information about the student's state, whether it would start with teaching a prerequisite for the student to make up some required knowledge, and, if so, which one to teach. The optimal action is to teach the concept that the student needs to make up in order to understand the originally asked concept, and that the student can understand it without making up other concepts.
SHORTENING HORIZONS AND DECREASING OBSERVATIONS
In this section, we present our techniques for shortening horizons and decreasing the number of observations, to reduce sizes of individual trees. In the following two sections, we present our techniques for decreasing the number of trees to evaluate in making a decision, and the techniques for reducing the state space.
The cost for evaluating a policy tree is dependent on the size of the tree. As calculated in Eqn (6), the size of a tree is exponential in H, the horizon of the POMDP. To reduce the tree size, we must decrease exponent H, and also the base |O|. For discussing our techniques, we first define tutoring session, as well as the original question and current question in a session.
In our research, we observed that in a window of a tutoring process between human student and teacher, student questions likely concern concepts that have prerequisite relationships with each other. Based on this, we split a tutoring process into tutoring sessions. A tutoring session is a sequence of interleaved student and system actions, starting with a question about a concept, possibly followed by answers and questions concerning the concept and its prerequisites, and ending with a student action accepting the answer to the original question. If, before the acceptance action, the student asks a concept that has no prerequisite relationship with the concept originally asked, we consider that a new tutoring session starts.
We classify questions in a session into the original question and current questions. The original question starts the session, concerning the concept the student originally wants to learn. We denote the original question by (?C o ), where C o is the concept concerned in the question and superscipt o stands for "original". A current question is the question to be answered by the agent at a point in the session, usually for the student to make up some prerequisite knowledge. We denote a current question by (?C c ), where C c is the concept concerned in the question, and superscipt c stands for
is the set of all the direct and indirect prerequisites of C o .
Take concepts derivative and function in calculus as an example. Function is a prerequisite of derivative. At a point in a tutoring process, the student asks question "What is a derivative?" If derivative has no prerequisite relationship with the concepts asked/taught right before the question, we consider the question starts a new tutoring session, and it is the original question of the session. If the agent believes that the student already understands all the prerequisites of derivative, and answers the question directly, the question is also the current question when the agent answers it. If the agent teaches derivative in terms of function, and then the student asks question "What is a function?", the system action of teaching derivative is not an optimal because the student needs to make up a prerequisite. At this point the question about function is the current question.
A policy tree is a stochastic model of a tutoring process. In a policy tree, the root action is a system action available in the current state, the root actions of subtrees are possible system actions in the future, and the edges are possible student questions. Based on the above observation and analysis, in a tutoring session we limit the A and O in a tree to (℘ C o ∪C o ), where C o is the concept in the original question of the tutoring session. In the worst case, the students asks about all the prerequisites of C o , and the system teaches all of them. In such a case, the maximum length of a path from the root to a leaf is the number of prerequisites of C o , i.e. |℘ C o |. In this way, both H and |O| are |℘ C o |. Typically, ℘ C o is a small subset of the concepts in an instructional subject. It can be seen from Eqn (6) that the sizes of trees can be significantly reduced.
CREATING OPTIMAL POLICY TREES
To decrease the number of trees to evaluate in marking a decision, i.e. the T in Eqn (5), we create optimal policy trees, instead of all the possible trees. The value function of optimal policy treeτ is defined as
(10) whereτ is the optimal policy tree in s, andτ(o) is the optimal subtree inτ that is connected to the root ofτ by the edge labeled with o. We use Figure 2 to illustrate the structure of an optimal policy tree and the process of creating it. The b beside the root node is the actual current belief while the bs beside other nodes are predicted beliefs. Anâ in a node is the optimal action chosen based on the predicted belief beside the node. For example, b o 1 is the predicted belief if the agent takes a r and the observes o 1 , andâ o 1 is the optimal action based on b o 1 .
A belief is a set of probabilities (see Eqn (3)). To predict a belief, we predict each of the probabilities. The following is the formula to calculate element b (s ) in predicted belief b :
where P(s |s, a) and P(o|a, s ) are transition probability and observation probability, P(o|a) is the total probability for the agent to observe o after a is taken, calculated as
P(o|a) is used in Eqn (11) as a normalization. Using Eqn (11) we can calculate b from b, a r , and o i . In the same way, we can use it to calculate b from b , and so on.
In the following, we use b o i as an example, to show how to choose the optimal action (1 ≤ i ≤ |O|). Let b o i be
In b o i we can find the j such that
Assume the state formula of s j is
The belief and state formula indicate that most probably the student does not understand C l , but understands all of its prerequisites. Therefore, R (s j , (!C l ))
would return the highest reward value. Considering a single step, we choose (!C l ) as the optimal actionâ o 1 on the basis of b o i , and connect the edge with o i to it. By applying a dynamic tree creation technique with the actual current belief and predicted future beliefs, for each a ∈ A we create one optimal policy tree with a as its root action, instead of an exponential number of trees. Experimental results showed that the optimal tree has been a good approximation in choosing optimal teaching actions, while computing efficiency has been dramatically improved.
REDUCING STATE SPACE
In the cost formula (8) of calculating the Bellman equation, a |S| appears to be a linear factor. Actually, |S| itself is exponential. When there are N concepts in an instructional subject, the number of state formulae defined in (9) is 2 N . This implies that the number of possible states could be 2 N . As can be seen in Eqn (1), the cost for evaluating a value function is proportional to the size of state space. To improve efficiency, we partition the state space into smaller subspaces. The partitioning technique is also based on prerequisite relationships between concepts in the instructional subject.
In our partitioning technique, we first subdivide concepts such that concepts having prerequisite relationships are in the same group, with some very "basic" concepts being in two or more groups. As mentioned before, the concepts in an instructional subject and their prerequisite relationships can be represented by a directed acyclic graph (DAG). The DAG can be implemented as an adjacency matrix M, with each column in M containing the direct prerequisites of a concept. From M, we can calculate M in which each column contains the direct and indirect prerequisites of a concept. By merging the M columns having common prerequisites, we can group concepts that have prerequisite relationships with each other.
For details of the grouping method, please see (Wang, 2015) .
For each group of concepts, we create a state subspace. States are defined on the basis of the concepts in the group, in the way discussed in a previous section. In the subspace, we associate each state with a state formula, as defined in (9). Considering the prerequisite relationships, we found that the majority of state formulas are invalid. Formula (...
is invalid if C i is a prerequisite of C j (i < j) because in real situation there does not exist such a state that a student understands C j but does not understand its prerequisite C i . We consider a state with an invalid formula an invalid state. In the subspace, we include valid states only. The space partitioning and invalid state elimination allow us to deal with very small |S| in calculating the Bellman equation. Furthermore, we discovered that in a belief (see (3)), quite often only a small number of states have large enough probabilities. In computing Eqn (1) for evaluating trees, most states contribute little to V τ (b), because of small b(s) values. This suggests that we would not lose much information if we do not evaluate V τ (s) for the s that have small probabilities in the current belief. In this way, we significantly further reduce the first |S| in the cost formula (8).
In an ITS, State transition between two states is in one direction. That is, for states s i and s j , if there is a transition from s i to s j , then there is no transition from s j to s i (i = j). As described, a POMDP state represents a student knowledge state. A teaching action may enable a student to understand some new knowledge, and thus change the student's knowledge state. Normally, no system action may reverse the state change. Therefore, for teaching action a, if we have transition probability P(s j |s i , a) > 0, we will have P(s i |s j , a ) = 0 for any a .
In an ITS teaching concepts, a system action teaches one concepts. For the current state, a system action may cause transitions into a small number of destination states. Therefore, the transition probabilities from the current state to other states are all 0. In calculating Eqn (1), by summing over only those s such that P(s |s, a) > 0, the second |S| in the cost formula (8) can be drastically reduced.
EXPERIMENTS AND ANALYSIS
In our experiments, we tested the system performance in adaptive teaching and its computing efficiency. The data set used in the experiments included 90 concepts in software basics, in which each concept had zero to five prerequisites.
Efficient Computing of the Bellman Equation in a POMDP-based Intelligent Tutoring System
Adaptive Teaching
In the evaluation of performance in adaptive teaching, 30 students participated in the experiment, who were adults without formal training in computing. They had different levels of knowledge in the subject. The students were randomly divided into two equal size groups. Group 1 studied with the ITS with the POMDP turned off, and Group 2 studied with the POMDP turned on. Each student studied with the ITS for about 45 minutes. The student asked questions about concepts in the subject, and the ITS taught the concepts. When the POMDP was on, the ITS chooses tutoring actions based on its beliefs about the students' knowledge states. When the POMDP was off, the ITS directly taught the concepts asked, or randomly taught prerequisites of the concepts asked.
The performance parameter was rejection rate, which was the ratio of the number of system actions rejected by a student to the total number of system actions for teaching the student. After a system action teaching a concept, if the student said "I already know it", or asked about a prerequisite of the concept, we consider that the system action was rejected. A rejected system action was not an optimal action. A lower rejection rate indicated better performance in adaptive teaching.
we used an independent-samples t-test method to analyze the experimental data. For each student, we calculated a rejection rate. For the two groups, we calculated mean rejection ratesX 1 andX 2 . The two sample means were used to represent population means µ 1 and µ 2 . The alternative and null hypotheses are:
We calculated two sample means: 0.5966 and 0.2284, and two variances 0.0158 and 0.0113, for the twe groups. The group studying with the POMDP turned on had much lower rejection rate. In the experiment, n 1 =15 and n 2 =15, thus the degree of freedom was (15 − 1) + (15 − 1) = 28. With alpha at 0.05, the two-tailed t crit was 2.0484 and we calculated t obt = +8.6690. Since the t obt was far beyond the nonreject region defined by t crit = 2.0484, we could reject H 0 and accept H a . The analysis suggested that the POMDP could reduce the rejection rate. This implies that the POMDP helped the system improve adaptive teaching.
Computing Efficiency
We tested our techniques for improving computing efficiency in calculating the Bellman equation, on a desktop computer with an Intel Core i7-4790 3.2 GHz 64 bit processor and 24GB RAM. The operating system was Ubuntu Linux, and the experimental ITS was coded in C. The same data set of software basics was used for testing computing efficiency.
In Table 1 , we list the results of partitioning the state space, creating policy trees in subspaces, and the time for creating the biggest trees in milliseconds. Column 2 lists the numbers of concepts in the subspaces. Based on the definitions of actions and observations, they were the numbers of possible actions and observations in the subspaces. The values in column 3 are the numbers of valid states, and the values in column 6 are the time for creating the largest trees, in the subspaces. We subdivided the 90 concepts into 10 groups, based on concept prerequisite relationships. Subspace 3 had the largest number of valid states, and subspace 10 had the largest number of trees. Subspace 10 also had the largest tree. The tree height was 25, and size was 32,275 nodes. 1  11  72  86  16  1  2  12  45  168  16  2  3  21  1,501  190  14  1  4  17  129  271  24  12  5  20  403  257  22  3  6  21  1,201  275  22  2  7  22  503  321  25  8  8  19  281  328  20  2  9  20  327  363  22  3  10  22  682  438  25  47  Total  5,144 2,697 It can be seen in the table, that the subspaces had very small numbers of valid states. For example, in the largest subspace, i.e. subspace 3 of 21 concepts, the number of valid states was 1,501, which was much smaller than 2 21 . The total number of valid states in all the subspaces was 5,144, much smaller than 2 90 . The number of trees in a subspace was very small, compared with a number that is exponential in the horizon. Also, tree sizes were manageable by using the current computers.
Our techniques allow us to localize calculation of the Bellman equation. To choose a tutoring action, the agent can calculate the equation within a subspace. As the test results showed, the calculation could be conducted with relatively small numbers of states and trees, and limited sets of actions and observations. The localized calculation has improved the computing efficiency in choosing tutoring actions. The worst case response time was 1.56 seconds, including the time for updating a belief, creating trees, and evaluating the trees to find the optimal. In the worst case, the largest tree was evaluated. For a tutoring system, such response time could be considered acceptable.
CONCLUDING REMARKS
Without efficient techniques for calculating the Bellman equation, we are not able to build a POMDPbased ITS for practical tutoring. The work reported in this paper is a part in our continuing research for efficient POMDP-solving in ITSs. We developed techniques for reducing the state space, tree set, and observation set involved in calculating the Bellman equation. Integrated use of the techniques has generated encouraging initial results.
