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Abstract. A Delaunay decomposition is a cell decomposition in Rd for which
each cell is inscribed in a Euclidean ball which is empty of all other ver-
tices. This article introduces a generalization of the Delaunay decomposition
in which the Euclidean balls in the empty ball condition are replaced by other
families of regions bounded by certain quadratic hypersurfaces. This gener-
alized notion is adaptable to geometric contexts in which the natural space
from which the point set is sampled is not Euclidean, but rather some other
flat semi-Riemannian geometry, possibly with degenerate directions. We prove
the existence and uniqueness of the decomposition and discuss some of its ba-
sic properties. In the case of dimension d = 2, we study the extent to which
some of the well-known optimality properties of the Euclidean Delaunay trian-
gulation generalize to the higher signature setting. In particular, we describe
a higher signature generalization of a well-known description of Delaunay de-
compositions in terms of the intersection angles between the circumscribed
circles.
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1. Introduction
Let X be a finite set of points in Euclidean space Rd of dimension d ≥ 2. A cell
decomposition of the convex hull CH(X) of X is called a Delaunay decomposition
for X if it satisfies the empty ball condition: each cell of the decomposition is
inscribed in a unique round ball which does not contain any points of X in its
interior. A classical theorem of Delaunay [8] states that if X is in generic position
(meaning that no d+ 1 points lie in an affine hyperplane and no d+ 2 points lie on
any sphere), then there exists a unique Delaunay decomposition for X, all of the
cells of which are simplices.
This article introduces a generalization of the Delaunay decomposition in which
the balls in the empty ball condition above are replaced by other families of regions
bounded by certain quadratic hypersurfaces. This generalized notion of Delaunay
decomposition is adaptable to geometric contexts in which the natural space from
which the point set X is sampled is not Euclidean, but rather some other flat semi-
Riemannian geometry, possibly with degenerate directions. For example, in the
Minkowski plane R1,1, we replace Euclidean circles with the hyperbolas of constant
Minkowski distance from a point. In the degenerate plane R1,0,1, thought of as a
rescaled limit of the Euclidean plane in which one direction has become infinitesi-
mal, we replace Euclidean circles with their rescaled limits, namely parabolas.
A quadratic form Q on Rd defines a natural geometric structure on Rd. In the
case that Q is non-degenerate, we simply use Q in place of the Euclidean norm
to measure distances (possibly imaginary), angles, and other geometric quantities.
The points within a constant Q-distance of a fixed point are called Q-balls and
we substitute these in place of Euclidean balls to define a natural notion of a Q–
Delaunay triangulation. In the case that Q has some degenerate directions, we
study a natural geometry which treats the degenerate directions as infinitesimal
and define an appropriate notion of Q-ball which is slightly more subtle than in
the non-degenerate case. Again we define a Delaunay decomposition in terms of an
appropriate empty ball condition. We stress that in the case that Q is not positive
(or negative) definite, Q-Delaunay decompositions are not in general obtained via
projective transformations from Euclidean ones.
In Section 2 we extend a classical proof of the existence and uniqueness of Delau-
nay decompositions in the Euclidean case to the current setting under the necessary
assumption that the point set is in spacelike position with respect to Q, meaning
that any two points are positive real distance apart.
Theorem A. Let Q be a quadratic form on Rd and let X ⊂ Rd be a finite set
in spacelike position with respect to Q and in generic position (meaning that no
d + 1 points lie in an affine hyperplane and no d + 2 points lie on any Q–sphere).
Then there exists a unique Delaunay decomposition for X. We will denote this
decomposition by DelQ(X)
In Section 3 we will review some details on quadratic forms on Rd and their asso-
ciated geometry. In the case that the quadratic form Q is not degenerate, DelQ(X)
is naturally dual to a generalized Voronoi decomposition, the vertices of which are
the centers of the empty Q–balls of DelQ(X) (Proposition 3.3). The case that Q is
degenerate is more delicate. In this case it is natural to split Rd = Rm⊕Rd−m as the
sum of a non-degenerate subspace Rm complementary to the degenerate subspace
Rd−m. The associated geometry that we study treats the degenerate directions as
infinitesimal so that a point (p0, v) in this geometry is thought as a point p0 in the
non-degenerate subspace Rm plus infinitesimal information v ∈ Rd−m describing
the normal derivative of a path pt leaving the subspace Rm going into Rd. We show
in Theorem 3.6 that the Delaunay decomposition DelQ(X) in this case predicts
HIGHER SIGNATURE DELAUNAY DECOMPOSITIONS 3
for short time t > 0 the combinatorics of the path of Delaunay decompositions
DelQ′(Xt) for points Xt whose first order data agrees with that determined by X
and with respect to a non-degenerate quadratic form Q′ obtained by making the
infinitesimal directions finite.
In Section 4, we study the extent to which some of the well-known optimality
properties of the Euclidean Delaunay triangulation generalize to the non-Euclidean
setting in the case of dimension d = 2. There are essentially two non-Euclidean
quadratic forms Q, one Lorentzian (signature (1, 1)) and one degenerate. In the
first case, the Q-circles are hyperbolas and in the second case they are parabolas.
As in the Euclidean case, in either of these geometries weights may be assigned
to the edges of a triangulation by summing the angles at opposite vertices, or al-
ternatively by measuring the angle of intersection of the circumscribed Q–circles
containing a given edge. Using recent results [7] about three-dimensional ideal poly-
hedra in constant negative curvature geometries, in Theorem 4.7 we characterize
the possible edge weights that may occur for a Q–Delaunay triangulation in either
case. In addition, using a generalized Thales’ Theorem, Theorem 4.8 proves that
Q–Delaunay triangulations are optimally fat: they maximize the angle sequence
(ordered lexicographically) over all triangulations as in the Euclidean case.
In Section 5, we briefly outline some possible applications of the higher signature
Delaunay decompositions developed here, and mention a few open questions.
2. Classical Delaunay decomposition and its generalizations
Recall that a ball is defined in terms of the Euclidean norm, ‖x‖2 = xTx. Specif-
ically, the ball of radius-squared D ∈ R and center p ∈ Rd is the set of points x ∈ Rd
satisfying the inequality:
‖x− p‖2 ≤ D.(1)
This may be expressed as the equivalent condition that:
‖x‖2 ≤ ϕ(x) +D′,(2)
where ϕ : Rd → R is the linear functional defined by ϕ(x) = 2pTx and the constant
D′ = D−‖p‖2. In other words, a ball is exactly the set of points in Rd whose image
in Rd+1 on the graph of the function ‖ · ‖2 lies below some affine hyperplane. The
norm-squared function x 7→ ‖x‖2 = xTx is one example of a quadratic form, which
we define here as any function Q : Rd → R of the form
Q(x) = xTAx,
where A is some symmetric d×dmatrix. If the matrix A is non-singular, then we call
Q non-degenerate, and if the matrix A is positive definite (respectively indefinite),
then we call Q positive definite (respectively indefinite). Up to transforming Rd
by a linear isomorphism, a quadratic form Q is determined entirely by the number
of positive, negative, and zero eigenvalues of A. This data is referred to as the
signature of Q.
Let Q be a non-degenerate quadratic form, possibly indefinite, on Rd. The term
Q–ball refers to any region defined by the inequality
Q(x− p) ≤ D,(3)
where p ∈ Rd and D ∈ R (possibly negative). Equivalently, a Q–ball is any region
defined by the inequality
Q(x) ≤ ϕ(x) +D′,(4)
where ϕ : Rd → R is any linear functional and D′ ∈ R is any constant.
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Figure 1. An example of the Q–Delaunay decomposition of five
points in spacelike general position in the case that:
• (left) Q(x1, x2) = x21 +x22 is the standard Euclidean norm,
and so the Q–balls are bounded by circles;
• (middle) Q(x1, x2) = x21 − x22 is the standard Minkowski
norm, and so the Q–balls are bounded by hyperbolas;
• (right) Q(x1, x2) = x21 is a degenerate norm, in which case
the Q–balls are bounded by parabolas.
Of course, Inequality (3) may be described in the form (4) by simply taking
ϕ(x) = 2pTAx and D′ = D + Q(p). However, solving for p,D in terms of ϕ,D′
in order to deduce inequality (3) from (4) requires the quadratic form Q (that
is, the matrix A) to be non-degenerate. Hence, Inequalities (3) and (4) define
different families of regions in the case that Q is degenerate. It turns out that the
regions defined by Inequality (4) define a much more interesting theory of Delaunay
decomposition in this case.
Definition 2.1 (Q–ball). Let Q be any quadratic form (possibly degenerate) on Rd.
The term Q–ball refers to the region defined by Inequality (4), where ϕ : Rd → R
is a linear functional and D′ ∈ R is a constant. The boundary of a Q–ball is called
a Q–sphere.
We will see in Section 3.2 that a degenerate form Q defines a special geometry in
which the degenerate directions of Q are treated as infinitesimal and we think of
Q as a degeneration of a family of non-degenerate quadratic forms Q′t as t → 0.
Under that interpretation, Q–balls may be thought of as limits of Q′t-balls with
center escaping to infinity as t→ 0.
In order to obtain a sensible theory of Delaunay decompositions using a semi-
definite quadratic form Q, we must restrict the point sets under consideration. We
make the following definition:
Definition 2.2. Let Q be a quadratic on Rd (possibly indefinite and/or degener-
ate). A finite set of points X in Rd is said to be in spacelike position with respect to
Q if, for any distinct points x, y ∈ X, the positivity condition Q(x− y) > 0 holds.
Replacing the notion of ball with that of Q–ball in the definition of the classical
Delaunay decomposition yields the following generalization.
Definition 2.3 (Q–Delaunay decomposition). Let Q be any quadratic form on Rd
and let X be a finite set of points in Rd in spacelike position with respect to Q.
A cell decomposition of the convex hull CH(X) of X with 0-skeleton X is called
a Q–Delaunay decomposition if it satisfies the empty Q–ball condition: each cell
of the decomposition is inscribed in a unique Q–ball which does not contain any
points of X in its interior. We will call the boundary of such a Q–ball an empty
Q–sphere.
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Figure 2. The Q-Delaunay decompositions of the same 7 points
when Q is the Euclidean (left) and the Minkowski (right) bilinear
form on R3. Only some of the Q-balls have been drawn.
We now prove Theorem A. The proof is adapted from a well-known proof in the
case that Q is the standard Euclidean norm, see [2].
Proof of Theorem A. Given the quadratic form Q on Rd, we consider the quadratic
form Q̂ on Rd+2 defined by
Q̂(x1, . . . , xd, xd+1, xd+2) := Q(x1, . . . , xd)− xd+1xd+2.
Associate to Q̂, we define the open subset X ⊂ RPd+1 as follows:
X = {x ∈ Rd+2 \ {0} | Q̂(x) < 0}/R∗,
that is the set of negative lines in Rd+2 with respect to Q̂. Then X is a model for
semi-Riemannian geometry, possibly with degenerate directions, associated with Q̂
with constant negative sectional curvature. In the affine chart xd+2 = 1, the ideal
boundary of X is described by the equation
xd+1 = Q(x1, . . . , xd),
i.e. the graph P in Rd+1 of Q. The projection map $ : Rd+1 → Rd onto the first
d-coordinates, defined by
$(x, xd+1) = x,
restricts to a homeomorphism P → Rd, which, in the case that Q is the usual
Euclidean norm-squared, is usually called stereographic projection.
Now, consider the convex hull C of the inverse images X ′ = $−1(X) of X onP.
C may be regarded as a convex polyhedron in X whose vertices lie on the ideal
boundary ∂X. By the genericity assumption, C is a d+ 1-dimensional polyhedron,
whose boundary is a union of d-dimensional simplices which come in two types,
called bottom and top. A face f on the boundary ∂C of C is a bottom face if its
unit normal, directed toward the interior of C , has positive xd+1 component. A face
f is a top face if its inward directed unit normal has negative xd+1 component. The
unit normal to a face never has zero xd+1 component by the genericity assumption.
We claim that $ restricts to a homeomorphism from the union ∂C− of the
bottom faces of ∂C to the convex hull CH(X) of X in Rd and that $ takes the
faces of ∂C− to the cells of the unique Q–Delaunay decomposition for X. To see
this, observe that the condition that all points (x,Q(x)) of X ′ lie (weakly) above
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C
X
X ′
∂C−
DelQ(X)
Figure 3. To find the Q–Delaunay decomposition DelQ(X), first
lift X to its image X ′ on the graph of Q and take the convex hull
C of X (left panel). Then project the bottom faces ∂C− down to
Rd (right panel).
the affine hyperplane spanned by some face f of ∂C− is described by an inequality
of the form
Q(x) ≥ ϕ(x) +D′
for some linear functional ϕ and constant D′, with equality exactly when (x,Q(x))
is a vertex of f . Hence, the cell decomposition of Rd defined by projection of the
cell structure of ∂C− satisfies that the vertices of any face $(f) lie on a Q–sphere
Sf which bounds a Q–ball Bf whose interior does not contain points of X. In the
case that Q is positive definite the proof, which up to this point is well-known,
is complete. There is, however, one subtle point to check if Q is not positive
definite, which is the case of interest in this article. Definition 2.3 requires that the
simplex $(f) be inscribed in Bf : so we must check that $(f) is actually contained
in Bf . This will follow from the assumption that X is in spacelike position. Let
〈·, ·〉Q denote the inner product associated to Q, defined by 〈x, y〉Q = xTAy for all
x, y ∈ Rd. Then
(5) Q(x− y) > 0 ⇐⇒ 2〈x, y〉Q < Q(x) +Q(y).
Let x′1, . . . , x
′
m be vertices of the face f , where x
′
k = (xk, Q(xk)), for each k ∈
{1, . . . ,m}. A typical point of f is a convex combination of the form y = t1x1 +
· · · + tmxm, where t1, . . . , tm are positive coefficients such that t1 + · · · + tm = 1.
Then
Q(y) =
〈
m∑
i=1
tixi,
m∑
j=1
tjxj
〉
Q
=
m∑
i=1
t2iQ(xi) + 2
∑
j<k
tjtk〈xj , xk〉Q
≤
m∑
i=1
t2iQ(xi) +
∑
j<k
tjtk(Q(xj) +Q(xk))
=
m∑
i=1
ti(t1 + · · ·+ tm)Q(xi) =
m∑
i=1
tiQ(xi)
=
m∑
i=1
ti(ϕ(xi) +D) = ϕ(y) +D
=⇒ Q(y) ≤ ϕ(y) +D.
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The hypotheses that the points x1, . . . , xm are in spacelike position was applied
(via (5)) in the third line. Note that equality holds if and only if y = xk for some
k ∈ {1, . . . ,m}. It follows that $(f) ⊂ Bf with $(f) ∩ Sf = {x1, . . . , xm}, that is
$(f) is inscribed in Bf . The same ideas can be used to prove the uniqueness. 
Remark 2.4. Note that $ restricts to a homeomorphism from the union ∂C+ of
the top faces of ∂C to the convex hull CH(X) of X in Rd and that $ takes the
faces of ∂C+ to the cells of the unique decomposition for X where each Q–ball
satisfies the full Q–ball condition: each cell of the decomposition is inscribed in a
unique Q–ball such that it contains all the points of X in its closure. We will call
the boundary of such a Q–ball a full Q–sphere.
Remark 2.5. In the familiar case that Q is the Euclidean norm, the surface P in
the proof above may be naturally interpreted as the ideal boundary of the hyperbolic
space Hd+1 with one point removed. The convex hull C of X ′ is an ideal polyhedron
in Hd+1, the geometry of which gives information about the geometry of the De-
launay decomposition of X. In the general case a similar interpretation is possible.
If Q is non-degenerate of signature (p, q), then P identifies with (a dense subset
of) the ideal boundary of the negatively curved semi-Riemannian space Hp+1,q of
signature (p + 1, q) and constant negative curvature. If Q is degenerate, then P
may be interpreted as (a dense subset of) the boundary of a degenerate geometry
obtained from some Hp+1,q as a limit. See Section 3.3.
3. The geometry associated to a quadratic form
3.1. Non-degenerate quadratic forms.
3.1.1. Flat semi-Riemannian geometry. Throughout this section, we assume Q is
a non-degenerate quadratic form on Rd. The numbers p and q of positive and
negative eigenvalues of the matrix A of Q satisfy that p+ q = d. The pair (p, q) is
called the signature of Q. After changing coordinates by a linear transformation,
we may assume that Q is the standard quadratic form of signature (p, q), meaning
its matrix A = Ip ⊕ −Iq is simply the diagonal matrix with p (+1)’s followed by
q (−1)’s on the diagonal. The inner product 〈·, ·〉Q induced by Q is given by the
simple expression
〈x, y〉Q = x1y1 + · · ·+ xpyp − xp+1yp+1 − · · · − xdyd .
We assume that p, q > 0, since the case q = 0 is the classical Euclidean case and the
case p = 0 is un-interesting (there are no point sets X in spacelike position when
|X| > 1).
The inner product 〈·, ·〉Q defines, by parallel translation, a flat semi-Riemannian
metric on the affine space of Rd. This space and metric together is denoted by Rp,q.
It is the simply connected model for flat semi-Riemannian geometry of signature
(p, q). The isometry group of Rp,q is precisely
Isom(Rp,q) = Aff(O(Q)) = O(p, q)nRd,
where O(Q) = O(p, q) denotes the linear transformations of Rd preserving Q. Of
course, any natural construction in flat semi-Riemannian geometry of signature
(p, q) should be invariant under this group.
Proposition 3.1. The set of Q–balls is invariant under Isom(Rp,q), hence so is
the notion of Q–Delaunay decomposition: if f ∈ Isom(Rp,q) and X ⊂ Rp,q is in
spacelike and generic position, then DelQ(f(X)) = f(DelQ(X)).
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In Section 3.4, we will show that in fact the Q–Delaunay decomposition is invariant
under a larger set of transformations, specifically a natural subset (depending on
X) of Mo¨bius transformations (Theorem 3.15).
The quadratic form Q may be used to measure lengths, just as in the Euclidean
setting, with some minor differences. First, note that the Q–distance-squared Q(x−
y) = 〈x−y, x−y〉Q between two distinct points x, y ∈ Rd may be positive, negative,
or zero. Borrowing terminology from the Lorentzian setting (p = d − 1, q = 1),
we call the displacement between x and y spacelike if Q(x − y) > 0, timelike if
Q(x−y) < 0, or lightlike if Q(x−y) = 0. When Q(x−y) < 0, one may think of the
distance between x and y as an imaginary number, however it is more convenient
to simply work with Q(x− y) rather than its square root.
3.1.2. Q–Voronoi decompositions. As in the classical setting, the Q–Delaunay de-
composition is dual to an analogue of the Voronoi decomposition, which we call the
Q–Voronoi decomposition.
Definition 3.2. Let X ⊂ Rd be finite and let Q be a non-degenerate quadratic
form. Then for each x ∈ X, we define the Voronoi region of x to be
VorQ(x) := {y ∈ Rd : Q(x− y) ≤ Q(x′ − y) for all x′ ∈ X}.
Proposition 3.3. Suppose X ⊂ Rd is a finite set in spacelike and generic position
with respect to Q. Then
(1) For each x ∈ X, VorQ(x) is a (possibly unbounded) convex polyhedron, with
timelike codimension 1 faces, containing x in its interior.
(2) The collection of VorQ(x) for all x ∈ X gives a polyhedral decomposition of
Rd which we call the Q–Voronoi decomposition with respect to X. It will
be denoted by VorQ(X).
(3) For each facet f of codimension k of VorQ(X), there exists k + 1 unique
points p0, p1, . . . , pk, distinct from one another, such that
f = VorQ(p0) ∩VorQ(p1) ∩ · · · ∩VorQ(pk).
(4) The vertices of VorQ(X) are the centers of the empty Q–balls of DelQ(X).
Remark 3.4. It is also natural to define the inverse Voronoi region as follows: for
each x ∈ X, consider the set
Vor−1Q (x) = {y ∈ Rd : Q(x− y) ≥ Q(x′ − y) for all x′ ∈ X}.
Then, denoting by Vor−1Q (X) the collection of Vor
−1
Q (x) for all x ∈ X, the vertices
of Vor−1Q (X) are the centers of the full Q–balls, as defined in Remark 2.4.
Proof. Since X is in spacelike position, for all distinct x, p ∈ X, the set of points
y ∈ Rd such that Q(x−y) ≤ Q(p−y) is a half-space, bounded by a timelike hyper-
plane, containing x in its interior. Therefore, VorQ(x) is the union of finitely many
half-spaces (each bounded by a timelike hyperplane) and it is therefore a convex
polyhedron (which might however be unbounded). Moreover VorQ(x) contains x
in its interior, and the first point is proved.
The second point is clear since, by definition, each point y ∈ Rd is contained in
at least one of the VorQ(x) for some x ∈ X.
The third point follows from the first point and from the hypothesis that X is
in generic position: given a codimension k facet f of VorQ(X) in the boundary of
VorQ(p0), for some p0 ∈ X, there are k other pairwise distinct points p1, · · · , pk ∈
X \ {p0} such that for all y ∈ f and for all j ∈ {0, · · · , k}, we have Q(y − pi) =
Q(p′j − y). Moreover there cannot be more than k such points, by the genericity
hypothesis.
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The last point follows from the third point because a vertex v is a codimension
d facet. Hence, v is Q-equidistant to d + 1 points of X and is further away from
the other points. 
Remark 3.5. Note that it is necessary to suppose that X is in spacelike position
to have x ∈ VorQ(x). The hypothesis that X is in generic position, however, is
not as essential. If it is not satisfied, the same convex hull construction naturally
defines a Q–Delaunay decomposition some of whose cells may not be simplices. The
codimension 0 non-simplicial cells of the decomposition then correspond to empty
spheres containing more than d + 1 points of X. The same phenomenon appears
for the usual Delaunay decomposition in Euclidean space.
3.2. Degenerate quadratic forms. Consider a time-dependent finite point set
Xt in Rd. That is, for each t ≥ 0, Xt = {p1(t), . . . , pn(t)}, where for each k ∈
{1, . . . , n}, pk(t) is a smooth path. We assume that at time t = 0, all of the points lie
in a proper subspace V ⊂ Rd and are in generic position within that subspace. We
are interested in the time-dependent Delaunay decomposition of Xt, with respect
to some non-degenerate quadratic form Q on Rd (perhaps the standard Euclidean
norm, or perhaps an indefinite form defining a flat semi-Riemannian structure as
in the previous section). Of course, at time t = 0, the points X0 are not in generic
position and the Q-Delaunay decomposition is not defined (degenerate). However,
we wish to use infinitesimal data at time t = 0 to predict the combinatorics of the
Delaunay decomposition for t > 0.
Assume henceforth that the subspace V which contains the points at time t = 0 is
non-degenerate with respect to Q, and let U denote the Q-orthogonal complement.
Then, after changing coordinates appropriately, we may assume that V = Rm is the
coordinate hyperplane corresponding to the first m coordinates and that U = Rd−m
is the coordinate hyperplane corresponding to the remaining d−m coordinates, so
that the direct sum decomposition Rd = Rm ⊕ Rd−m is Q–orthogonal. 1 In these 1) S: Is it ok?
JD: modifiedcoordinates we write pk(t) = (yk(t), zk(t)) for all 1 ≤ k ≤ n. Consider the set
X = {qk = (yk(0), z′k(0)) | 1 ≤ k ≤ n} ,
where z′k(0) denotes the derivative of zk(t) at t = 0. Let Q denote the degenerate
quadratic form defined by
Q(y, z) = Q(y, 0) .
Theorem 3.6. With notation as above, assume that X is in spacelike, generic
position for Q. Then for all t > 0 sufficiently small, the natural map Xt → X
induces a cell-wise homeomorphism taking DelQ(Xt) to DelQ(X). In other words,
for short time, the combinatorics of the Q–Delaunay decomposition of Xt agrees
with the combinatorics of the Q-Delaunay decomposition of X.
The theorem will follow from the next lemma which gives a natural interpretation
of Q-balls as rescaled limits of Q–balls under the rescaling maps Lt : Rd → Rd
defined by
Lt(y, z) =
(
y,
z
t
)
.
The proof, omitted, is a simple computation.
Lemma 3.7. Let B denote the Q-ball defined by the equation Q(y, z) ≤ ϕ(y, z)+D
for some linear functional ϕ and constant D. Let Bt be a family of Q–balls, defined
for t > 0, by the equations Q(y, z) ≤ ϕt(y, z) +Dt where
lim
t→0
ϕt ◦ L−1t = ϕ,
lim
t→0
Dt = D.
Then LtBt → B as t→ 0.
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And now the proof of Theorem 3.6.
Proof of Theorem 3.6. Let I denote the d + 1 indices of the points of X lying on
the boundary of an empty Q-ball
BI = {(y, z) | ϕI(yi, zi) +DI}
of DelQ(X), where the (unique) linear functional ϕ
I and constant DI are defined
by
Q(yi, z
′
i) = ϕ
I(yi, z
′
i) +D
I ∀i ∈ I.
For every sufficiently small t > 0, let ϕIt and D
I
t be the unique linear functional
and constant defining the Q–ball BIt containing (yi(t), zi(t)) in its boundary for all
i ∈ I. Then
Q(yi(t), zi(t)) = ϕ
I
t (yi(t), zi(t)) +D
I
t
and therefore
Q
(
yi(t), t
zi(t)
t
)
= ϕIt
(
yi(t), t
zi(t)
t
)
+DIt
= ϕIt ◦ L−1t
(
yi(t),
zi(t)
t
)
+DIt .
Taking the limit as t→ 0 we find that
Q(yi(0), 0) = lim
t→0
(
ϕIt ◦ L−1t
)
(yi(0), z
′
i(0)) + lim
t→0
DIt ,
so that
Q(yi(0), z
′
i(0)) = lim
t→0
(
ϕIt ◦ L−1t
)
(yi(0), z
′
i(0)) + lim
t→0
DIt
for all i ∈ I. It now follows that ϕIt ◦ L−1t → ϕ and DIt → DI . We now apply
Lemma 3.7 to obtain that LtB
I
t → BI as t→ 0. Observing that LtXt → X, it now
follows that for sufficiently small t > 0, the rescaled balls LtB
I
t are empty of the
other points of the rescaled point set LtXt. Hence, for sufficiently small t > 0, the
Q–balls BIt are the empty balls defining the Q–Delaunay triangulation of Xt. 
3.2.1. The geometry of a degenerate quadratic form. Let Q be a degenerate qua-
dratic form as in the previous subsection. Parallel translation of the inner prod-
uct 〈·, ·〉Q determines a flat semi-Riemannian metric on Rd, which in this case is
degenerate. The isometries of such a metric form an infinite-dimensional group,
indicating that this degenerate geometry does not have very much structure. We
may impose more structure by thinking of the degenerate directions as having in-
finitesimal length rather than zero length. Such structure is best described by
a group G acting on Rd (the “symmetries of the structure”) rather than a met-
ric. We define G as a limit of the isometry groups of non-degenerate quadratic
forms Qt which are degenerating to Q. Specifically, for each t > 0, define Qt by
Qt(y, z) = Q(y, 0) + tQ(0, z), and let Gt = Isom(Qt). Define G to be the limit of
Gt as t→ 0 in the Chabauty topology on the space of subgroups of the Lie group
Aff(Rd) of affine transformations of Rd: an element g ∈ Aff(Rd) is in G if and only
if there exists gt ∈ Gt for each t > 0 such that gt → g as t→ 0.
Proposition 3.8. The Lie subgroup G ⊂ Aff(Rd) has the following properties.
(1) dimG = dimGt for all t > 0.
(2) Each g ∈ G preserves the flat degenerate metric determined by Q.
(3) Each g ∈ G preserves the fibration determined by the projection pi : Rd =
Rm ⊕ Rd−m → Rm. If QV denotes the restriction of Q to Rm, a non-
degenerate form, then g acts as a QV -isometry, denoted $(g), on Rm.
The map $ : G → Isom(QV ) is a surjective homomorphism satisfying the
equivariance property: pi(gx) = $(g)pi(x).
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(4) Let QU denote the restriction of Q to the Rd−m factor, a non-degenerate
quadratic form. Then QU determines, by parallel translation, a flat semi-
Riemannian metric on each fiber pi−1(y) = {(y, z) : z ∈ Rd−m}. These
semi-Riemannian metrics are also preserved by G, meaning that g ∈ G
takes the metric on pi−1(y) to the metric on gpi−1(y) = pi−1($(g)y).
(5) G is the unique subgroup of Aff(Rd) satisfying (3) and (4).
In coordinates respecting the splitting Rd = Rm ⊕ Rd−m, we may describe the
group G as the collection of all affine transformations with any translational part
and whose linear part has the form (
A 0
B C
)
where A ∈ O(QV ), C ∈ O(QU ) and B is any (d−m)×m matrix.
The geometry defined by the group G is much more rigid then the geometry
defined by just the degenerate flat metric associated to Q. This more rigid geom-
etry appears naturally in the study of geometric structures transitioning from flat
semi-Riemannian geometry of one signature to another, see [5]. While the notion
of Delaunay decomposition with respect to Q is not preserved by Isom(Q), it is
preserved by G. As in the non-degenerate case, see Section 3.4 for a stronger result
about the invariance of the Q–Delaunay decompositions.
Proposition 3.9. The set of Q-balls is invariant under G. Hence so is the notion
of Q-Delaunay decomposition: if g ∈ G and X ⊂ Rd is in spacelike and generic
position with respect to Q, then DelQ(g(X)) = g(DelQ(X)).
Proof. We use the notations introduced in Lemma 3.7 and Proposition 3.8 above.
For any t > 0, a simple calculation shows that the map Lt takes Q-balls to Qt2 -balls
(bijectively). Hence Lemma 3.7 implies that every Q-ball is a limit of Qt-balls. The
result follows because Gt preserves the set of all Qt balls so its limit group G must
preserve the set of limits of Qt balls which includes the Q balls. 
Remark 3.10. There does not seem to be any reasonable ‘geometric’ notion of
Voronoi decomposition with respect to a degenerate quadratic form Q, because the
Q-balls do not have a center: one should think of the center as being at infinity.
However, we note that by Theorem 3.6, the combinatorics of VorQ(Xt) is constant,
so it may be natural to define a combinatorial Q–Voronoi decomposition to agree
with the combinatorics of VorQ(Xt).
3.3. The convex hull construction revisited. Let us now return to the convex
hull construction used in the proof of Theorem A. First, let Q be a non-degenerate
quadratic form on Rd of signature (p, q). Consider the quadratic form Q̂ on Rd+2
defined by
Q̂(x1, . . . , xd, xd+1, xd+2) := Q(x1, . . . , xd)− xd+1xd+2.
Then Q̂ has signature (p+ 1, q + 1), and the open subset X ⊂ RPd+1 consisting of
negative lines in Rd+2 with respect to Q̂, that is
X = {x ∈ Rd+2 \ {0} | Q̂(x) < 0}/R∗,
is a model for semi-Riemannian geometry of signature (p + 1, q) with constant
negative curvature. The group PO(Q̂) of linear transformations of RPd+1 preserving
Q̂ is the isometry group of a homogeneous semi-Riemannian metric of signature
(p+ 1, q) and constant negative sectional curvature. Now, consider the affine chart
xd+2 = 1. In this chart, the ideal boundary of X is described by the equation
xd+1 = Q(x1, . . . , xd),
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i.e. the graph in Rd+1 of Q. Hence, via the map x 7→ (x,Q(x)), Rd may be
regarded as an open (and dense) set on the ideal boundary ∂X ⊂ RPd+1. Indeed,
∂X is the natural conformal compactification of the flat semi-Riemmanian metric
on Rd defined by Q, and the affine isometries O(Q)nRd of that flat metric on Rd
are naturally a subgroup of the full conformal group Ĝ = PO(Q̂) of ∂X. Hence
in the proof of Theorem A, the convex hull C of the lifts X ′ of X to the graph
of Q may be regarded as a convex polyhedron in X whose vertices lie on the ideal
boundary ∂X. Such a polyhedron C is called an ideal polyedron.
Next, suppose Rd = Rm ⊕ Rd−m is a Q–orthogonal decomposition, with
Q = QV ⊕ QU and, as in Section 3.2, consider the degenerate quadratic form
Q on Rd defined by Q(y, z) = QV (y) for all y ∈ Rm, z ∈ Rd−m. In Section 3.2, we
defined a subgroup G of the group of affine transformations of Rd which captures
the geometry of a quadratic form thought of as having finite part the degenerate
quadratic form Q and infinitesimal part described by QU in the degenerate direc-
tions Rd−m. The group G was defined to be the limit as t → 0 of the isometry
groups of the flat metrics defined by quadratic forms Qt = QV ⊕ tQU . We may
similarly consider the quadratic forms
Q̂t(x1, . . . , xd+2) = QV (x1, . . . , xm) + tQU (xm+1, . . . , xd)− xd+1xd+2.
We denote the limit as t → 0 of the projective orthogonal groups PO(Q̂t) by Ĝ.
Then Ĝ acts on the space X ⊂ RPd+1 of lines of negative signature with respect to
Q̂ = Q− xd+1xd+2 preserving a degenerate semi-Riemannian metric defined by Q
and also preserving a quadratic form naturally isomorphic to QU on the degenerate
subspace, a copy of Rd−m, of each tangent space. Note that G is naturally the
subgroup of Ĝ that preserves the affine chart xd+2 = 1. As in the non-degenerate
case above, the subset of the ideal boundary ∂X that lies in the affine chart xd+2 = 1
naturally identifies with Rd via the map x 7→ (x,Q(x)), and the full ideal boundary
∂X is thought of as a conformal compactification of the degenerate geometry of Rd
described by G. Again, the points of X in Theorem A are thought of as points on ∂X
and the convex hull C constructed in the proof of the theorem is an ideal polyhedron
in X. The space X and its symmetry group Ĝ describe constant curvature semi-
Riemannian geometry which is infinitesimal in some directions. See [5] for more on
constant curvature semi-Riemannian geometries and their limits.
In dimension d = 2, consider the Euclidean quadratic form Q(x1, x2) = x
2
1 + x
2
2.
Then Q̂(x1, x2, x3, x4) = x
2
1 + x
2
2 − x3x4 defines a copy X of the three-dimensional
hyperbolic space H3. The Euclidean plane R2 naturally identifies with the subset of
the ideal boundary ∂X lying in the affine patch x4 = 1. A set of pointsX in spacelike
and general position with respect to Q determines a convex ideal polyhedron C in
H3 and conversely.
Similarly, consider the standard Lorentzian quadratic form Q(x1, x2) = x
2
1 − x22.
Then Q̂(x1, x2, x3, x4) = x
2
1−x22−x3x4 defines a copy X of the 2+1 dimensional anti
de Sitter space AdS3, a model for constant negative curvature Lorentzian geometry
in dimension 2 + 1. The Minkowski space R1,1 naturally identifies with the subset
of the ideal boundary ∂X lying in the affine patch x4 = 1. Again, a set of points
X in spacelike and general position with respect to Q determines a convex ideal
polyhedron C in AdS3 and conversely.
Next, define the degenerate quadratic form Q from Q being either the Euclidean
quadratic form or the Lorentzian quadratic form above using the coordinate split-
ting R2 = R1 ⊕ R1 and let Ĝ and X be defined as above. Then the degenerate
plane R1,0,1 naturally identifies with the subset of the ideal boundary ∂X lying in
the affine chart x4 = 1. Here X and its symmetry group Ĝ gives what is known
as three-dimensional half-pipe geometry HP3, defined in [6]. It may be regarded
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as the geometry of an infinitesimal neighborhood of a hyperbolic 2-plane in either
the three-dimensional hyperbolic space H3 or the three-dimensional anti de Sitter
space AdS3. Again, a set of points X in spacelike and general position with respect
to Q determines a convex ideal polyhedron C in HP3 and conversely.
In Section 4.3, we will relate the geometry of the Delaunay triangulation of X
with the geometry of the corresponding ideal polyhedron C in each of the three
geometric contexts above. We then characterize Delaunay triangulations in R1,1 and
R1,0,1 by applying a recent characterization of ideal polyhedra that we obtained
in [7]. The following theorem extends to AdS3 and HP3 a famous theorem of
Rivin [15] about ideal polyhedra in hyperbolic three-space.
Theorem 3.11 ([7], Theorem 1.3 and 1.7). Let X be AdS3 or HP3. Let Γ′ be a
triangulated graph on the sphere and let w : E(Γ′) → R \ {0} be a weight function
on the edges E(Γ′) of Γ′. Then there exists a convex ideal polyhedron C in X and
an isomorphism of Γ′ with the one-skeleton of C which takes the weights w to the
dihedral angles of C if and only if the following conditions hold:
(i) For each vertex v of Γ′, the vertex sum
∑
e∼v w(e) = 0.
(ii) The edges e for which w(e) < 0 form a Hamiltonian cycle in Γ′.
(iii) If c is a Jordan curve on the sphere transverse to Γ′ which crosses exactly
two edges of negative weight, then∑
e∈Ec
w(e) ≥ 0
where Ec are the edges of Γ
′ crossed by c. Further, equality occurs if and
only if c encircles a single vertex.
3.4. Mo¨bius invariance of Q–Delaunay decompositions. Propositions 3.1
and 3.9 state that Q–Delaunay decompositions are invariant under the action of
the isometry group of the flat geometry associated to Q. In this section, we search
for a larger collection of transformations leaving the Q–Delaunay decomposition
invariant. To this end, recall that the construction of the Q–Delaunay decompo-
sition for X in the proof of Theorem A, interpreted according to the observations
of Section 3.3, involves forming the convex ideal polyhedron C in the negatively
curved geometry X associated to Q̂ whose vertices are the points X, thought of as
lying in the ideal boundary ∂X using the standard chart Rd ↪→ ∂X. The convex
hull is a construction invariant under the full group of Q-Mo¨bius transformations
Ĝ = O(Q̂). However, the second half of the construction of DelQ(X) involves
projecting the bottom faces ∂C− back down to Rd and the notion of bottom and
top faces of C depends on a choice of a point ∞ ∈ ∂X to project from. So, the
Q–Delaunay decomposition of X should be invariant under any Mo¨bius transfor-
mation f ∈ Ĝ for which the bottom faces of f(C ) relative to ∞ are precisely the
image of the bottom faces of C relative to ∞. Let us now make this more precise.
First, we note that strictly speaking, even for small f ∈ Ĝ, f(DelQ(X)) is rarely
a linear cellulation; indeed, the image of an affine plane under f is typically some Q-
sphere (of the same dimension). However, as long as the image of a cell of DelQ(X)
is contained (and compact) in Rd, we may isotop it relative to its vertices so that it
becomes a linear cell (i.e. pull it tight). Note that even if the image of each cell of
DelQ(X) lies in Rd, the straightening of f(DelQ(X)) may fail to be a cellulation of
the convex hull of f(X) (and even if it is a cellulation of the convex hull, it might
not be DelQ(f(X))). Henceforth we will write f(DelQ(X)) ∼ DelQ(f(X)) to mean
that DelQ(f(X)) is the straightening of f(DelQ(X)).
As a warm-up to the general case, we first discuss the Euclidean case, where
the precise statement of the Mo¨bius invariance (below) is presumably well-known
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to specialists. Given X, let C(X) denote the finite collection of all full and empty
spheres (see Definition 2.3 and Remark 2.4).
Lemma 3.12. Let X be a finite set of points in Rd, let Q be the standard Eu-
clidean quadratic form and let f ∈ Ĝ = PO(d, 1). Then f(DelQ(X)) is isotopic to
DelQ(f(X)) if and only if f
−1(∞) lies outside each sphere of the collection C(X)
of empty and full spheres associated to X.
Remark 3.13. Note that the conclusion of Lemma 3.12 may fail if the condition
is only required to hold for the empty circles. There are easy examples of this even
with |X| = 4.
Outline of the proof. Let f ∈ Ĝ and assume that f(X) lies in Rd (no point of X is
sent to ∞). Consider a sphere S in Rd. The condition that S be empty of points
of X means that in the conformal compactification ∂X = Rd ∪ {∞}, ∞ lies on one
side of S while X lies on the other (allowing for some points of X to be on S).
Hence if S is an empty sphere, then f(S) is empty of points of f(X) if and only if
f−1(∞) lies in the component of the complement of S containing∞, i.e. f−1(∞) is
outside of S. Hence, if f−1(∞) lies outside all of the empty spheres associated to X,
then the cells of f(Del(X)) straighten to cells of Del(f(X)). However, Del(f(X))
could have additional top-dimensional cells, if there are additional empty spheres.
Since the top-dimensional cells of Del(f(X)) are projections of faces of the convex
hull f(C ) of the points f(X) ⊂ ∂X (using here that the convex hull construction
in X is invariant under Ĝ), we need only check now that the images of the full
spheres associated to X are not empty for f(X). This is precisely the condition
that f−1(∞) lies outside of every full sphere associated to X. 
The condition in Lemma 3.12 does not generalize well to the case of non-positive
definite quadratic forms, since in general a Q–sphere in ∂X does not separate ∂X
making it non-sensical to ask for a point of ∂X to lie inside or outside of a Q-sphere.
For the sake of generalizing, let us reformulate Lemma 3.12 as follows.
Lemma 3.14. Let X be a finite set of points in Rd, let Q be the standard Eu-
clidean quadratic form, and let f ∈ Ĝ = PO(d, 1). Then f(DelQ(X)) is isotopic to
DelQ(f(X)) if and only if f
−1(∞) is in the same connected component as ∞ in the
complement of the union of the spheres in C(X) in the conformal compactification
∂X of (Rd, Q).
In the general setting, the condition above needs to be slightly expanded as
follows. Recall from Section 3.3 that, for a general quadratic form Q, the conformal
compactification ∂X contains many points at infinity, indeed ∂X = Rd ∪L (∞) is
the disjoint union of Rd with the light cone of a point ∞ at infinity. Here the light
cone L (x) of a point x ∈ ∂X is the union of all y ∈ ∂X such that 〈x, y〉Qˆ = 0.
If x ∈ Rd, then L (x) ∩ Rd is precisely the points of Rd of null displacement from
x in the Q norm (this only looks like a standard cone if Q is Lorentzian). The
stereographic projection used in the proof of Theorem A then conformally identifies
the complement of L (∞) in ∂X with (Rd, Q).
Theorem 3.15. Let Q be any quadratic form on Rd and let X be a finite set of
points in Rd in space-like position with respect to Q. Let f ∈ Ĝ. Then f(DelQ(X))
is isotopic to DelQ(f(X)) if f
−1(∞) lies in the same connected component as ∞
in the complement in the conformal compactification ∂X of (Rd, Q) of the union of
(1) the collection C of all the empty and full Q-spheres,
(2) the light cones L (x) of the points of X.
The proof of Theorem 3.15 uses a simple statement in projective geometry. We
use the notation of Section 3.3.
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Lemma 3.16. Let S be a Q-sphere in ∂X realized as the (transverse) intersection
of a hyperplane P ⊂ RPd+1 with ∂X. Let P0 = P ∩ X. Then a point x ∈ Rd \ S
lies inside the Q-sphere S if and only if the line in RPd+1 passing through x and
∞ crosses the hyperplane P inside of P0.
Proof. Let S be defined by the equation:
Q(x) = ϕ(x) +D
for x ∈ Rd, where ϕ : Rd → R is a linear functional and D ∈ R is a constant.
Recall the explicit embedding x 7→ [x : Q(x) : 1] ∈ RPd+1. Then P is the set of
[y : a : b] ∈ RPd+1 such that ϕ(y) = a−Db, where y ∈ Rd and a, b ∈ R. The point
∞ = [0d : 1 : 0] (where 0d is the zero vector in Rd) and let x ∈ Rd \ S. Then the
line ` in RPd+1 passing through ∞ and xis given by [tx : tQ(x) + s : t]. Then `
passes through P at the point p where s = t(ϕ(x) − Q(x) + D). Let us evaluate
(the sign of) Q̂ at this point:
Q̂(tx, tQ(x) + s, t) = Q̂(tx, tQ(x) + t(ϕ(x)−Q(x) +D), t)
= Q̂(tx, tϕ(x) + tD, t)
= Q(tx)− (tϕ(x) + tD)t = t2(Q(x)− (ϕ(x) +D)).
Hence p ∈ X if and only if Q(x) < ϕ(x) + D if and only if x is inside the Q-
sphere S. 
Proof of Theorem 3.15. Let ft ∈ Ĝ be a family of Mo¨bius transformations with
f0 = I such that for all t, f
−1
t (∞) does not lie on the light cone of any point of X
not on any empty or full Q-sphere in C. We must first show that f(X) is space-
like position, so that DelQ(f(X)) is defined. Consider the spacelike segment σij
connecting xi to xj in Rd. Then, since ft is a conformal deformation, ft(σij) is a
spacelike segment in the conformal metric on ∂X for all t. The only way ft(xi) and
ft(xj) could fail to have spacelike relative position is if ft(σij) is not contained in
Rd, equivalently if ft(σij) crosses L (∞), equivalently if f−1t L (∞) = L (f−1t (∞))
crosses σij . If this happens, then for some (possibly smaller) value of t, L (f
−1
t (∞))
contains the point xi or xj , equivalently f
−1
t ∞ lies in L (xi) or L (xj). This does
not happen by assumption.
Now, to show that ft(DelQ(X)) ∼ DelQ(ft(X)), we argue as in the Euclidean
case. Let ∆ be a cell of DelQ(ft(X)). Then ∆ is the projection to Rd of a face of
the convex hull in X of the points ft(X) ⊂ ∂X. This convex hull is precisely ft(C ),
hence the vertices of ∆ are the images under ft of a subset of X which span a top
or bottom face of C , and therefore define one of the empty or full spheres with
respect to X. So it remains to show that for each empty (respectively full) sphere
S in C, ft(S) remains empty (respectively full) with respect to ft(X).
Consider an empty or full Q-sphere S in C(X). We now show that ft(S) is an
empty (resp. full) sphere for ft(X) for all t. Let P ⊂ RPd+1 be the hyperplane as
in Lemma 3.16 such that P ∩ ∂X = S. Let xi ∈ X be a point not on S. By the
Lemma, the point ft(xi) lies strictly inside the Q-sphere ft(S) if and only if the
line `t passing through ft(xi) and ∞ intersects ft(P ) in the interior of X. If ft′(xi)
is at some time t′ on the wrong side of ft′(S), then there is a time t for which
`t ∩ ft(P ) ∈ ∂X ∩ ft(P ) = ft(S), or equivalently the line f−1t `t in RPd+1 passing
through xi and f
−1
t (∞) intersects S. Hence, since xi /∈ S, then either f−1t (∞) ∈ S,
which we assume does not happen, or the entire line f−1t `t lies in ∂X which implies
that f−1t (∞) ∈ L (xi), which we also assume does not happen. Thus for any t,
ft(xi) lies strictly inside ft(S) if and only if xi lies strictly inside S. 
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4. Higher signature Delaunay decompositions in dimension d = 2
In dimension d = 2, there are two interesting geometric settings to consider
beyond the classical case of the Euclidean plane (i.e. Q = Q2,0 a positive defi-
nite form). The first is the Minkowski plane, R1,1, equipped with quadratic form
Q1,1(x1, x2) = x
2
1 − x22. See Section 3.1. The second is the degenerate geometry
R1,0,1 defined by the degenerate quadratic formQ1,0,1(x1, x2) = x21 as in Sections 3.2
and Section 3.3.
There are two collections of angles associated to a Q–Delaunay triangulation
DelQ(X), the collection of interior angles (Definition 4.4) of the triangles and the
collection of edge angles, which are angles formed by the Q-circles circumscribing
adjacent triangles (Definition 4.5), assigned to the edges of DelQ(X). We investigate
the behavior of the interior angles and edge angles generalizing several important
results from the Euclidean setting.
4.1. Interior angles and edge angles of higher signature Delaunay tri-
angulations. First, we define a notion of angle in each of the two geometries of
interest.
4.1.1. Angles in the Minkowski plane R1,1. In the Minkowski plane R1,1, there
are two connected components of spacelike directions. The angle formed by two
spacelike unit vectors v, w in the same component is defined to be the positive
number ϕ > 0 satisfying the equation
coshϕ = 〈v, w〉Q1,1 .
The angle formed by two spacelike unit vectors v, w in opposite components is
defined to be the negative number ϕ < 0 satisfying
coshϕ = −〈v, w〉Q1,1 .
4.1.2. Angles in the degenerate plane R1,0,1. Following the notation and ideas of
Section 3.2, let Q1,0,1 = QV and Q2,0 = QV + QU and Q1,1 = QV − QU , where
QV (x1, x2) = x
2
1 and QU (x1, x2) = x
2
2. Here we focus on the case of Q1,0,1. We say
that a non-zero vector v is non-degenerate if Q1,0,1(v, v) > 0.
Let v = (v1, v2), w = (w1, w2) be two unit vectors with respect to Q1,0,1, i.e.
v21 = w
2
1 = 1. Recall the map Lt : R2 → R2 defined by Lt(x1, x2) = (x1, x2t ) and
consider any two paths vt = (at, bt), wt = (ct, dt) so that Ltvt → v and Ltwt → w
as t → 0, i.e. at → v1, bt → 0, ct → w1, dt → 0 and b˙ := ddt
∣∣
t=0
bt = v2 and
d˙ := ddt
∣∣
t=0
dt = w2. Then, we define the angle θ˙vw between v and w in R1,0,1 to be
the derivative
θ˙vw :=
d
dt
∣∣
t=0
θvtwt ,
where θvtwt denotes the R2,0 or R1,1 angle between vt and wt. It is easy to check
that this definition does not depend on the paths of vectors vt, wt chosen, nor does
it depend on whether θvtwt is measured in R2,0 or R1,1 because in all cases
(6) θ˙vw =
{ |v2 − w2| if v1w1 = 1
−|v2 − w2| if v1w1 = −1.
Proposition 4.1. The angle θ˙vw between two directions v, w is invariant under
the symmetry group G of R1,0,1 defined in Section 3.2.1.
Proof. Let v, w ∈ R1,0,1, let g ∈ G, and let v′ = gv, w′ = gw′. Let (vt)t∈(0,1) and
(wt)t∈(0,1) be chosen such that Ltvt → v and Ltwt → w as t → 0, as above. Let
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(gt)t∈(0,1), gt ∈ Gt2 , be such that gt → g, where Gt2 was defined in Section 3.2.1.
Then gtLtvt → v′, gtLtwt → w′. Hence since L = L1/tgtLt preserves Q, we have:
θv′w′ =
d
dt |t=0
θLvt,Lwt =
d
dt |t=0
θvt,wt = θvw .

Proposition 4.2. Consider a non-degenerate triangle Q1,0,1. Then the sum of the
Q1,0,1 interior angles of the triangle is zero.
Proof. Take the derivative of the analogous formula in Euclidean or Minkowski
geometry. 
Proposition 4.3. Let p1, p2 be two points with non-degenerate displacement and
let p3, p4 be points in R1,0,1 lying in the same connected component of the set of
points which are non-degenerate with respect to both p1 and p2. Suppose that p4 is
in the interior of the triangle ∆p1p2p3. Then the R1,0,1 angles ]p1p3p2,]p1p4p2
satisfy that
]p1p3p2 < ]p1p4p2.
Proof. This follows from the definition of the R1,0,1 angles in terms of limits of an-
gles between triples of points in R2 (or R1,1), and from the corresponding inequality
in R2. 
4.2. Interior angles and edge angles. Let Q = Q1,1 or Q1,0,1. There are two
collections of angles naturally assigned to a Q-Delaunay triangulation DelQ1,1(X).
Each triangle has three interior angles, two positive and one negative, which sum
to zero.
Definition 4.4. Let Q = Q1,1 or Q = Q1,0,1 and let X be a finite set in R2 in
spacelike and generic position with respect to Q. The interior angles of DelQ(X)
is the collection of interior angles of all triangles of DelQ(X), listed in increasing
order.
Each edge e of DelQ1,1(X) is assigned an edge angle defined in terms of the
intersection between the empty Q-circles circumscribing the triangles adjacent to
that edge. To make a precise definition, consider two regions R1, R2 in the plane,
each with smooth boundary S1 = ∂R1, S2 = ∂R2. The angle formed by R1 and
R2 at a point p in the intersection S1 ∩ S2 of their boundaries is defined to be the
angle ϕ formed by the two unit vectors v1, v2 tangent to S1 and S2 at p and in
the direction of traversal placing R1 and R2 on the left with respect to some (any)
fixed ambient orientation. In the case that R1 = B1, R2 = B2 are Q–balls, the
corresponding Q–circles S1 and S2 will typically intersect at two points. It is easy
to check that the angle formed by B1 and B2 at both points is the same, making
the notion of intersection angle between Q–circles well defined.
Definition 4.5. Let X be a finite set of points in R2 in spacelike and general
position with respect to a quadratic form Q and let T be any triangulation of the
convex hull of X. Consider an edge e of T . If e is an interior edge, then it is
adjacent to two triangles t1, t2. In this case, the edge angle at e of T is the angle
ϕ formed by the Q balls B1 and B2 circumscribing t1 and t2 respectively. If e is
an exterior edge, then e is adjacent to one triangle t1. In this case, the edge angle
at e is the angle between the ball B1 circumscribing t1 and the half-plane whose
intersection with the convex hull of X is precisely e. Typically we will denote by
Φ : E(T ) → R the function which assigns to each edge e in the set of edges E(T )
the dihedral angle Φ(e) of T at e.
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e
v
w
θ
e
α
β
Figure 4. The edge angle θ associated to e is the angle between
the unit vectors v and w tangent to the two empty Q-circles cir-
cumscribing the triangles adjacent to e. Alternatively, θ is the sum
of the interior angles α, β opposite to e.
As for Euclidean Delaunay decompositions, there is a simple relation between
the interior angles and the edge angles:
Proposition 4.6. Let e be an edge of DelQ(X). Then the edge angle at e is the
sum of the interior angles opposite to e in the triangles adjacent to e. If e is an
interior edge, then there are two such triangles, whereas if e is an exterior edge,
than there is one such triangle.
In the case Q = Q1,1, the proof of this property follows from an elementary
geometric remark: given three points a, b, c at time-distance r > 0 from 0 in R1,1,
then the Minkowski angles satisfy ](bac) = ](b0c)/2. In the case Q = Q1,0,1, the
proof proceeds by taking limits of the Minkowski or Euclidean case as usual.
4.3. Prescribing the edge angles. The edge angles of any triangulation T as in
Definition 4.5 determines a weighted planar triangulated graph. In the case that the
quadratic formQ is not positive definite, the following theorem characterizes exactly
which weighted graphs occur as the edge angles of a Q–Delaunay triangulation.
Theorem 4.7. Let Γ be a triangulated graph in the plane and let w : E(Γ)→ R\{0}
be a weight function on the set E(Γ) of edges of Γ. Let Q be either Q1,1 or Q1,0,1.
Then there exists a finite set X in R2 in spacelike and general position with respect
to Q and an isomorphism of Γ with the one-skeleton of the Delaunay triangulation
DelQ(X) which takes the weights w to the edge angles of DelQ(X) if and only if the
following conditions hold:
(1) For each interior vertex v of Γ, the vertex sum
∑
e∼v w(e) = 0.
(2) The edges e for which w(e) < 0 form a Hamiltonian path whose endpoints
v1, v2 are exterior vertices.
(3) The vertex sum
∑
e∼v w(e) associated to an exterior vertex v is positive if
v = v1 or v = v2 and is negative otherwise.
(4) If c is a Jordan curve in R2 transverse to Γ which either crosses two edges
of negative weight but does not enclose v1 or v2, encloses v1 and v2 but
does not cross any edge of negative weight, or crosses exactly one edge of
negative weight and encloses exactly one of v1 and v2, then∑
e∈Ec
w(e)−
∑
v∈Vc
∑
e∼v
w(e) ≥ 0
where Ec are the edges of Γ crossed by c and Vc are the exterior vertices
of Γ enclosed inside of c. Equality occurs if and only if c encircles a single
vertex or c encircles all vertices.
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Proof. First, consider a set X of finitely many points in spacelike and generic po-
sition with respect to Q. As in the proof of Theorem A, we lift X to a point set
X ′ lying on the graph of Q in R3. The Delaunay triangulation DelQ(X) is seen
on the bottom of the convex hull C of X ′. As described in Section 3.3, the graph
of Q in R3 is naturally an open dense subset of the ideal boundary ∂X of either
X = AdS3 ⊂ RP3 if Q = Q1,1 or X = HP3 ⊂ RP3 if Q = Q1,0,1.
Let us now add an extra vertex v∞ = [0 : 0 : 1 : 0] and denote the convex
hull of X ′ and v∞ by C2. Then the faces of C2 consist of the bottom faces of C
(corresponding to the triangles of DelQ(X)) as well as infinite vertical walls, as
viewed in R3 ⊂ RP3 along the edges corresponding to exterior edges of DelQ(X).
It is straightforward to show that the edge angle at an edge e of DelQ(X) (Defi-
nition 4.5) is exactly the same as the dihedral angle of the corresponding edge of
C2 as measured in X. Indeed, the conformal semi-Riemannian structure on ∂X is
compatible with the semi-Riemannian structure on X. Further, since the sum of the
dihedral angles around an ideal vertex of C2 are equal to zero (see [7]), the dihedral
angle along one of the new vertical edges e of C2 is exactly minus the sum of the
edge angles of the edges of DelQ(X) incident to the vertex v to which e projects.
DelQ(X)
C2 = CH(X ′ ∪ v∞)
Figure 5. I.
Hence, Theorem 4.7 follows directly from Theorem 3.11: Let Γ′ denote the tri-
angulated graph on the sphere obtained from Γ by first adding a single vertex
v∞ at infinity and then connecting all exterior vertices of Γ to v∞ with an edge.
There is a one-to-one correspondence between weight functions on Γ satisfying the
conditions of Theorem 4.7 and weight functions on Γ′ satisfying the conditions of
Theorem 3.11. The weights on the new edges of Γ′ are determined by Condition (i).
Condition (i) for the new vertex v∞ corresponds to the case that c encircles the
entire polygon in Condition (4). Condition (ii) corresponds to Conditions (2) and
(3). Finally, in Condition (iii), that c crosses a new edge of Γ′ is equivalent to c
encircling the corresponding exterior vertex of Γ. 
4.4. Interior angle optimization. Consider a triangulation T of a finite point
set X in spacelike and general position with respect to Q, where Q = Q1,1, Q1,0,1,
or Q = Q2,0. The angle sequence of T is the ordered list, sorted from smallest to
largest with repetition, of the interior angles of all the triangles in T . Given two
triangulations T1, T2, we say that T1 is fatter than T2 if the angle sequence of T1
is greater than the angle sequence of T2 with respect to the lexicographic ordering,
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i.e. if the first angle for which the angles sequences of T1 and T2 disagree is larger
for T1.
Theorem 4.8. Let X be a finite set of points in R2 in spacelike and general po-
sition with respect to Q, where Q = Q1,1, Q1,0,1, or Q2,0. Then the Q–Delaunay
triangulation DelQ(X) is the unique fattest triangulation of X: the angle sequence
of DelQ(X) is larger, with respect to the lexicographic ordering, than the angle se-
quence of any other triangulation of X.
Of course, this theorem is well-known in the case Q = Q2,0 of Euclidean geome-
try. As in that setting, to prove the theorem, we must first consider the simple case
of a quadrilateral. To analyze that case, we need a generalization of the classical
Thales’ Theorem. The proof in this general setting is essentially the same.
Proposition 4.9 (Thales’ Theorem). Let p1, p2, p3 be three distinct points in space-
like position lying on a Q–circle S and let p4 and p5 be points on the same side of the
line p1p2 as p3 and which lie inside and outside of S respectively. Further assume
that p3, p4, p5 all lie in the same connected component of the set of points that are in
spacelike position with respect to p1 and p2. Then ]p1p4p2 > ]p1p3p2 > ]p1p5p2.
p3
p4
p1
p2
Figure 6. In the proof of Proposition 4.9, the angle ]p1p3p2 is
locally constant as p3 is varied, so WLOG we may assume ∆p1p3p2
contains ∆p1p4p2.
Proof. In the case that Q is non-degenerate (so Q = Q2,0 or Q = Q1,1), the Q–circle
has a center O. Observe that the triangles ∆Op1p3 and ∆Op2p3 are isosceles, from
which it easily follows that the angle ]p1p3p2 is locally constant as p3 is varied
along S. So without loss in generality we may assume that ∆p1p2p4 ⊂ ∆p1p2p3 ⊂
∆p1p2p5 and the result follows.
In the case Q = Q1,0,1, the argument is almost the same. However, in this case a
Q–circle S does not have a center (the center is at ∞). Nonetheless, the claim that
the angle ]p1p3p2 is locally constant as p3 is varied along S still holds by taking
the derivatives of the same fact for Q = Q2,0 as rescaled Q2,0-circles converge
to S as in Lemma 3.7. So again without loss in generality we may assume that
∆p1p2p4 ⊂ ∆p1p2p3 ⊂ ∆p1p2p5, and the result follows using the strict inequality
of Proposition 4.3. 
Lemma 4.10 (Angle optimization for quadrilaterals). Consider a convex quadri-
lateral R whose vertices X are in spacelike general position with respect to Q. Then,
of the two triangulations of X, the Q–Delaunay triangulation DelQ(X) is the fatter
triangulation.
Proof. The proof is nearly identical to the proof in the classical Euclidean case
Q = Q2,0. Let p1, p2, p3, p4 denote the points of X, cyclically ordered around the
boundary of R. Without loss in generality, the minimum (which a priori might not
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be unique) of the twelve angles formed by any three of the four points is ]p1p2p4.
Note that if Q = Q1,1 or Q = Q1,0,1, then ]p1p2p4 will be negative. In that case, p3
and p4 must lie in the same connected component of the set of points in spacelike
position with respect to p1 and p2. Since p3 does not lie on the Q–circle S passing
through p1, p2, p4, it lies either inside or outside S. By Proposition 4.9, p3 must lie
inside S. Hence, of the two triangulations of R, the one containing ∆p1p2p4 both
fails to be the fatter of the two and fails to be the Q–Delaunay triangulation. 
Proof of Theorem 4.8. Let T be a triangulation of X with optimal angle sequence.
In other words T is the fattest triangulation or possibly tied for fattest. Consider
any quadrilateral R in T . We will show that the empty Q–circle condition holds
for R, meaning that each of the two triangles of R has the property that its circum-
scribed Q–circle does not contain the fourth point of R. This is true automatically
if R is not convex. So assume R is convex. Then the optimality of T implies that
the triangulation of R also optimizes the angle sequence (six angles) for R. Hence,
by Lemma 4.10, the empty Q–circle condition holds for R.
Since each quadrilateral satisfies the empty circle condition, it follows that the
polygonal surface obtained by lifting the triangles of T up to the graph of Q in R3
is locally convex along all edges. It is therefore a convex surface. It now follows
that T must be the Q–Delaunay triangulation. 
5. Outline of applications
We now briefly outline some possible applications of higher signature Delaunay
triangulations.
5.1. Triangulations in Minkowski space. The most direct application is to
define triangulations with a given vertex sets in spacelike position in Minkowski
space, or in other constant curvature Lorentz spaces.
Suppose for instance that Σ ⊂ Rd−1,1 is a spacelike hypersurface in the d-
dimensional Minkowski space, and let X be a finite set of points of Σ. The Q-
Delaunay decomposition with vertex set X — where Q denotes the Minkowski
scalar product — provides a triangulation of the convex hull of X which we expect
to have good properties with respect to the ambient geometric structure.
5.2. Analysis of discrete functions. There are possible applications of the
higher signature Delaunay decomposition not only for sets of points in Minkoski
space, but also in other situations where one dimension (or more) plays a role
fundamentally different from the others.
Consider for instance a finite set X0 ∈ Rd−1 and a k-Lipschitz function u :
X0 → R obtained by sampling a function v : Rd−1 → R at the points of X0.
After multiplying u by a constant, we can suppose that u is k-Lipschitz, for some
k < 1. Let X ⊂ Rd be the graph of u. We can then consider the Q-Delaunay
decomposition with vertex set X, where
Q = dx21 + · · ·+ dx2d−1 − dx2d .
We expect that the combinatorics of DelQ(X) can be useful in analysing the
points of X0 where u takes particularly interesting or relevant values. Typically,
points of X which are vertices of “large” simplices of DelQ(X) could be particularly
relevant.
For functions which are not a priori Lipschitz, it might be more relevant to con-
sider the Q′-Delaunay decomposition with vertex set X, where Q′ is the degenerate
quadric
Q′ = dx21 + · · ·+ dx2d−1 .
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5.3. Proximity Graphs. Proximity graphs are undirected graphs in which the
points spanning an edge are close in some defined sense.
5.3.1. Minimum Spanning Tree and Traveling Salesperson Cycle. Given a finite set
X ⊂ Rd, a Euclidean Minimum Spanning Tree MST(X) of X is an (undirected)
graph with minimum summed Euclidean edge lengths that connects all points in
X and which has only the points of X as vertices. It is easy to see that it has
no cycle (that is, that it is really a tree). We generalize this notion to the setting
of points X in spacelike and general position with respect to a quadratic form Q
on Rd. We may measure distance between two points x1, x2 ∈ X by the function
dQ(x1, x2) =
√
Q(x1 − x2). As in the Euclidean case, we define a Q-minimum
spanning tree MSTQ(X) of X as a tree with spacelike edges of minimum total
length having as vertices exactly the points of X. Any such tree satisfies the
following remarkable property, well-known in the case Q is the Euclidean norm.
Proposition 5.1. Let X be in spacelike and general position with respect to the
quadratic form Q. Then a Q-minimum spanning tree MSTQ(X) is a sub-graph of
the one-skeleton of the Q-Delaunay triangulation DelQ(X).
Proof. We need only to treat the case that Q is non-degenerate. The case of
Q degenerate follows from Theorem 3.6 by approximating Q by a one-parameter
family of non-degenerate quadratic forms.
Consider an edge [x, y] of MSTQ(X) spanned by two vertices x, y ∈ X. Let
c ∈ [x, y] be the center point of the interval and consider the Q-ball B centered at
c and of radius dQ(x, y)/2. Specifically, B is defined by the inequality Q(z − c) <
Q(y−c) = Q(x−c). We show that all other points z ∈ X lie outside of B. Suppose
by contradiction that there is z ∈ X such that Q(z − c) < Q(y − c) = Q(x − c).
We first show that Q(z − x), Q(z − y) < Q(x− y). Indeed, if Q is Euclidean, then
this follows easily from the triangle inequality. However, we note that if Q is not
positive definite, the triangle inequality fails even for points in spacelike position.
Set D2 = Q(x− y). Then
D2 = 〈x− y, x− y〉Q
= Q(x) +Q(y) + 2〈x, y〉Q ,
and therefore
2〈x, y〉Q = −D2 +Q(x) +Q(y) .
Next, using that Q
(
z − x2 − y2
)
<
(
D
2
)2
and the above expression for 〈x, y〉Q, we
have:
Q(z) +
1
4
Q(x) +
1
4
Q(y)− 〈z, x〉Q − 〈z, y〉Q + 1
2
〈x, y〉Q < D
2
4
so that
Q(z) +
1
2
Q(x) +
1
2
Q(y)− 〈z, x〉Q − 〈z, y〉Q < D
2
2
and thus
Q(z − x) +Q(z − y) < D2 .
Hence, since bothQ(z−x), Q(z−y) are positive, we have thatQ(z−x), Q(z−y) <
D2 and so dQ(x, z), dQ(y, z) < D = dQ(x, y). Next, there is some path in MSTQ(X)
that connects z to either x or y not passing through [x, y]. Without loss in generality,
z is connected to y by such a path. Replacing the segment [x, y] with [z, x] yields
a spanning tree with smaller total Q-length which contradicts that MSTQ(X) was
minimal. Hence there are no points of X inside the ball B. Hence if X ′ denotes
the lift of X to the graph of Q, as in the proof of Theorem A, then the plane whose
intersection with the graph of Q projects to ∂B is a support plane to the bottom
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of the convex hull C of X ′ which contains the lift [x′, y′] of the edge [x, y]. Hence
[x′, y′] is an edge of the convex hull of X ′ and so [x, y] is an edge of DelQ(X). 
In the Euclidean plane, Proposition 5.1 has been used to provide algorithms
calculating MST(X) in time O(n log n), where n = |X|, while algorithms not using
the Delaunay decomposition of X run in O(n2). In higher dimension, that is, if d ≥
3, finding an optimal algorithm remains an open problem. For higher signatures,
finding an optimal algorithm to construct a minimum spanning tree for a set X of
points in spacelike position appears to be an open question. We did not investigate
whether algorithms that apply in the Euclidean case extend to higher signatures.
It might be relatively easy in the Minkowski plane, since the spacelike condition is
then quite strong, but it is conceivable that Proposition 5.1 can be used for this
question in the 3-dimensional Minkowski space.
5.3.2. Relative neighborhood and Gabriel graph. There are also natural higher sig-
nature analogues of the relative neighborhood graph, introduced and studied by
Toussaint [16] in 1980 in the setting of the Euclidean plane, and the Gabriel graph,
introduced by Gabriel–Sokal [11] in 1969 in the setting of Euclidean space of any
dimension. Let X be a finite set in Rd which is in spacelike position. Then the
relative neighborhood graph RNGQ(X) of X is the (undirected) graph which has an
edge connecting x to y if dQ(x, y) < max{dQ(z, x), dQ(z, y)} for all z ∈ X \ {x, y}.
Next assume Q is non-degenerate. The Gabriel graph GGQ(X) of X has an edge
[x, y] for x, y ∈ X if the open Q-ball whose diameter is the segment [x, y] is empty
of all other points of X. This notion does not seem to have an analogue for Q
degenerate. It is straightforward from the proof of Proposition 5.1 to show:
Proposition 5.2. In the case Q non-degenerate,
MSTQ(X) ⊂ RNGQ(X) ⊂ GGQ(X) ⊂ DelQ(X).
In the case Q degenerate,
MSTQ(X) ⊂ RNGQ(X) ⊂ DelQ(X).
5.4. Minimizing interpolation error. The Delaunay triangulation DelQ(X) can
also be characterized from a functional approximation point of view. For example,
in the Euclidean setting, Lambert [13] showed that the classical Delaunay trian-
gulation maximizes the arithmetic mean of the radius of inscribed circles of the
triangles, while Rippa [14] proved that it minimizes the integral of the squared
gradient.
Let Ω ⊂ Rd be a bounded domain, let T be a triangulation of Ω, and let f be a
function defined on Ω. We define
Q(T, f, p) = ‖f − fˆT ‖Q,Lp(Ω) ,
where fˆT is the linear interpolation of f based on the triangulation T of Ω, and
where we use the quadratic form Q. The following result, due to Chen–Xu [3] in
the Euclidean setting, characterizes the Q-Delaunay triangulation as the optimal
triangulation for the piecewise linear interpolation over a given point set X of the
function Q(x). The proof of Chen–Xu, which uses the convex hull interpretation
of the Delaunay triangulation, is easily generalized to the higher signature setting
under the additional hypothesis that the points are in spacelike position.
Theorem 5.1. Let X ⊂ Rd be a finite set in spacelike position with respect to Q,
then
Q(DelQ(X), Q(·), p) = min
T∈P(X)
Q(T,Q(·), p), for 1 ≤ p ≤ ∞ ,
where P(X) is the set of all triangulations that have X as vertices and Ω is the
convex hull of X.
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5.5. Other applications. There are many more other well-known and important
applications/generalizations of the classical Delaunay triangulation, for example
the notion of α–shapes [10] or β–skeletons [12], which have important applications
in pattern recognition, digital shape sampling and processing, and structural molec-
ular biology, among others. We encourage the reader to investigate generalizations
of such constructions to the higher signature setting as needed.
5.6. Implementation. There are several efficient algorithms that can be used to
compute the Delaunay triangulation of a set of points in the Euclidean plane or
in higher-dimensional space, for instance an incremental flipping algorithm [9] or a
divide-and-conquer algorithm [4], both running in O(n log(n)) in the plane (see [1]
for efficient implementations). We have not investigated the extent to which these
algorithms generalize readily to the setting of Q–Delaunay triangulations, nor have
we investigated whether similar efficiency can be achieved. Of course any convex
hull algorithm may applied to directly calculate Q–Delaunay decompositions as in
the proof of Theorem A.
In an online appendix to this paper1, we provide a crude implementation of
the computation of Delaunay decomposition for the Euclidean, Minkowski and
degenerate bilinear forms in R3. This implementation is provided for illustration
only, and is not intended to be computationally efficient.
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