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Abstract—Estimation of intracranial sources, using inverse
solutions methods, has been proposed as a mean to improve
performance in non-invasive brain-computer interfaces. These
methods estimate the activity of a large number of neural sources
from a smaller number of scalp electroencephalography (EEG)
channels. This is a highly undetermined problem and regula-
risation constraints need to be applied. In this paper we compared
the effect of several regularisation constraints and parameters
in the localisation error and classification performance. Results
on three event-related potential protocols –rapid serial visual
processing, P300-speller and error-related potentials– showed
no significant difference in the maximum performance between
minimum norm or weighted minimum norm regularisation con-
straints. Standardised methods despite yielding lower localisation
error resulted in decreased classification performance. Notewor-
thy, testing on data acquired in different days than the training
suggests that discriminant features extracted from intracranial
sources are stable across sessions.
I. INTRODUCTION
Brain computer interfaces (BCIs) aim at providing an al-
ternate means of communication and control by direct de-
coding of brain activity [1], [2]. The electroencephalogram
(EEG) is the most common recording technique due to its
non-invasiveness, affordability and portability [3], [4]. EEG
signals, however, suffer from low spatial resolution due to
poor skull conductivity which smears the electrical activity
when conducted from the cortical sources to the scalp [5],
[6]. This results in low signal-to-noise (SNR) ratio of EEG
recordings which poses a serious challenge for BCI systems
to accurately recognise different mental states.
The estimation of intracranial activity, by computing the
inverse solution [7]–[9] has been proposed as a mean to
obtain better classification performance compared to surface
EEG [10]–[12], [12]–[14]. The rationale is to increase spatial
resolution of EEG by projecting scalp potentials onto a higher
dimensional space corresponding to a large number of cortical
sources [5]. The estimated activity for these sources is ex-
pected to have better signal to noise ratio as they represent un-
mixed scalp potentials captured by the EEG electrodes. From
a classification perspective, the assumption is that features
extracted from the estimated source activity will have better
discrimination between the different BCI classes.
In this paper we assessed different inverse solution methods
on three Event-Related Potential (ERP) based BCI experiments
(c.f., Figure 1): Rapid Serial Visual Presentation (RSVP) [15],
P300-speller [16] and Error-related Potential (ErrP) [17]. More
specifically, we used offline analysis to compare different re-
gularisation constraints and parameters of the inverse solution
in terms of the localisation error and the decoding performance
II. METHODS
A. Experimental protocols
In the RSVP protocol subjects (N=10) are asked to observe
a sequence of images (presentation rate: 4 images per second)
and be attentive to the appearance of images of a given
target class [15]. The evoked EEG activity is decoded to
differentiate between target and distractor images. Training
data was acquired during 4 search tasks, each one composed
of two sequences of 200 images. The testing phase, recorded
on the same day, comprised three search tasks using different
target objects than in training. We recorded 64 EEG channels
(fs:2048 Hz; filtered [1-10 Hz]; CAR re-referenced; and
downsampled to 32Hz). For classification we used the activity
in the time window [200-700] ms post stimulus.
The P300-speller experiment (N=8) was performed over two
days (average separation of 12 days); each day an average of
5 runs (each run comprised writing of 5 characters) were per-
formed per subject. Data of the first day was used as training
dataset and the second day was used for testing. Recordings
included 61 EEG channels (fs:250Hz; filtered [1 20] Hz; CAR
referenced; and downsampled to 50 Hz). Signal in the window
[100 600] ms was selected for classification.
In the ErrP experiment subjects (N=6) observed a cursor
that moves horizontally towards a target location [17]. 20%
of the time the cursor moved in the direction away from
the target. The experiment was performed over two days and
data from the first day was used as training set; while the
second day was used for testing. Recordings included 64 EEG
channels (fs:2048 Hz; filtered [1-10] Hz; CAR referenced; and
downsampled to 32Hz). Classification was based on the data
in the time window [200-450] ms.
B. Estimation of intracranial sources and regularisation
In general terms, the activity of intracranial sources (x),
i.e. the inverse solution problem, is estimated using a linear
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Fig. 1: Top. Experimental protocols. (a) RSVP experiment where a sequence of images is presented at 4 Hz. Here the target
is ’car’ and the remaining images correspond to distractors. (b) P300-speller where 6x6 matrix of letters and numbers are
used. Note that 4th column is highlighted in this image. (c) ErrP Experiment. The curly arrow shows the movement of the
blue cursor committing error and being rectified in the next step for online implementation. Bottom Grand average ERP, mean
and standard variation for both conditions and their difference. Topographic representation of scalp-wide activity is shown at
selected time points. (d) RSVP experiment. Pz electrode; N=10. (e) P300-speller. Cz electrode; N=8. (f) ErrP experiment. FCz
electrode; N=6.
transformation of surface EEG potential (b) at a given time t
as,
x(t) = Gb(t) (1)
where G is a matrix that represents the inverse of a forward
model,
b(t) = Ax(t) (2)
which emulates the electrical propagation properties from
the cortical sources to surface EEG potentials. For more details
on inverse solutions please refer to [7], [13], [18].
The term G in Equation 1 corresponds to the pseudo-inverse
matrix obtained by minimisation of the following cost function
[19]
ξ = argmin
x
(‖Ax− b‖2M + λ‖x‖2N) (3)
The first term ‖Ax− b‖ (data space) represents the energy of
error in estimating the scalp EEG from the intracranial sources.
The second term ‖x‖ (source space) represents the energy of
the sources. It is added as a regularisation term to constraint
the range of x in the final solution (see below). The parameters
M and N represent the metric for the data space and the source
space, respectively, while λ balances the two energy terms.
The inverse problem is highly underdetermined since it
estimates the current density of a large number of dipolar
sources from a few surface channels. For this reason, regu-
larisation constraints–often based on bio-physical properties
of the brain–are introduced in the inverse equation to restrict
the range of allowable solutions. In consequence, various dis-
tributed inverse solutions have been proposed in the literature.
They differ on the basis of regularisation constraints and the
choice of the forward head model. The Minimum Norm Esti-
mation (MNE) solution [20] assumes that current distribution
in the dipolar sources should have limited overall intensity
while simultaneously fitting the data. It defines N as the
identity matrix. This algorithm penalises estimation of strong
activity of the solution points and privileges weak, localised
activation patterns. Consequently, the superficial sources are
favoured by MNE algorithm, while deeper sources can be
incorrectly projected near the surface. To compensate for
this effect, different Weighted Minimum Norm based solutions
have been proposed. The most common of them allocates
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higher weights obtained from the column norm of leadfield
matrix, (N−1)ii = ‖Ai‖−2 [21]. The acronym WMN has
become synonymous with this approach. Well-known methods
using this approach include Cortical current Density (CCD),
which combines WMN and a forward model composed of
dipoles arranged on the cortical surface [13]; and LORETA
[22] which implements a Laplacian WMN that ensures max-
imum smoothness of the solution, based on the assumption
that neighbouring areas are simultaneously and synchronously
activated. Furthermore, it has been shown that standardisation
over MNE (sLORETA) reduces the source localisation error
in the case of low noise [23].
In this work we assessed the effect on both the localisation
error and the decoding of the ERP patterns of four different
regularisation constraints, as follows:
1) MNE (N = I)
G = A′(AA′ + λM−1)−1 (4)
2) Depth-WMN (Nii = ||Ai||2)
G = N−1A′(AN−1A′ + λI)−1 (5)
3) Standardised MNE (sMNE)
G = (A′(AA′ + λI)−1A)−1/2.A′(AA′ + λI)−1 (6)
4) Standardised depth-WMN (sWMN)
G = (N−1A′(AN−1A′ + λI)−1A)−1/2
.N−1A′(AN−1A′ + λI)−1
(7)
For this comparison we used a head model assuming cortical
activity in form of dipoles which are perpendicularly arranged
on the cortical surface with fixed orientation [24]. The geome-
try of the cortical mantle –obtained from the average brain of
the Montreal Neurological Institute [25]– is divided into 3013
vertices, each representing a dipolar source. We systematically
assessed the regularisation effect by changing the λ parameter
in the range [10−7 107].
C. Localisation error
We evaluated how the parameter λ affects the localisation
error for the four regularisation constraints mentioned in the
previous section. It follows the procedure described by Michel
et al. [8], in which the forward model is used to obtain an
intermediary surface EEG data by activating one dipole at a
time among all the dipoles in the model. Next, white noise is
added corresponding to noise ranging from 0 dB to 1000 dB
to obtain the resultant surface EEG data. The value 1000 dB
effectively represents a noiseless scenario. Similar range has
been considered in [26]. Subsequently, the inverse method is
used to localise the artificial surface EEG data by choosing the
dipole with highest estimated strength. Finally, the localisation
error E is computed as follows
E =
1
N
N∑
n=1
|rlocn − rsimn | (8)
where, rloc and rsim are the coordinates of localised and
simulated dipoles, respectively. N is the total number of
simulated dipoles.
D. Feature selection and classification
Estimation of intracranial sources yields a high-dimensional
representation of the ERP response (corresponding to the
activity of the 3013 sources at each time point). In order to
identify the most discriminant cortical sources we computed
the Fisher score [27], [28]
Si =
µi1 − µi2
σ2i1 + σ
2
i2
(9)
where, µij and σ2ij are mean and covariance respectively, for
data distribution from source i (up to 3013 sources) and class
j(= 1, 2). In equation 9, the score S is higher for those
sources whose data distribution for the two classes have a
large separation between their means and have small intra-
class variance.
Taking into account that each selected feature in the inverse
space is already a linear combination of potentials from
all surface EEG electrodes, we used an ensemble approach
where classifiers built for each feature are fused together.
This approach relies on the combination of weak classifiers
to obtain a more reliable decoding [29]. Moreover, using one
classifier per feature reduces the possibility of overfitting with
limited number of trials compared to using a single classifier
that combines many features.
The classification result for a feature xi (i = 1, 2, ..., D) is
obtained as the probability of likelihood to the training means
and covariance,
P (ωj |xi(t)) = 1√
2piσ2ij(t)
e
− (xi(t)−µij(t))
2
2σ2
ij
(t) (10)
where µij(t) and σij(t) are mean and covariance for the data
of class ωj (j = 1, 2). The probability P (ωj |x(t)) at time t is
computed by combining the output for all the sources,
P (ωj |x(t)) =
D∏
i=1
P (ωj |xi(t)) (11)
where D is the number of selected discriminant sources at
time t. In this study we use D = 100 for all cases. The final
decision for a trial is made by combining all the probabilities
using again Naı¨ve Bayes rule [27] for two classes over the
selected time window of data.
P (ωj |x) =
T∏
t=1
P (ωj |x(t)) (12)
We assessed the effect of the regularisation constraint and
parameter λ on the classification performance for BCI. We re-
port performance in terms of the the area under the specificity-
sensitivity curve (AUC) [30] computed using 4-fold cross-
validation in data from the training session, as well as the
performance on the testing session, in order to assess the
generalisation of the decoding process.
III. RESULTS
The three experimental protocols yielded ERP consistent
with the literature as shown in Figure 1.
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A. Localisation error
Figure 2 shows the average localisation error for different
values of regularisation parameter λ and SNR. In the case
of MNE and sMNE, for λ in the range [10−2 102] we see
a decrease in the localisation error. In the case of low noise
levels the error yielded minimum values between 100 and 102
in the case of MNE. For sMNE the error remains at minimum
value for λ > 102. Similarly, WMN and sWMN exhibited
changes in the localisation error when λ varies in the range
[10−1 103]. The localisation error is largely unaffected for
values outside this range. This coincides with previous analysis
of WMN [31].
Overall, the minimum localisation error was achieved with
sMNE (= 0, λ ∈ [10−7 107], SNR ≥ 100) while the other
methods, MNE, WMN and sWMN, yielded a minimal error
of about 30 mm on average (λ ∈ [10−7 102], SNR ≥ 100).
The standard deviation at each point in the graph is around
30mm (not shown for sake of clarity), consistent with similar
studies [7]. The maximum localisation errors in all methods
in the case of low SNR is equivalent to random localisation.
The effect of standardization in localisation error is clearly
evident for sMNE but not for sWMN approach. sMNE,
which is popularly known as sLORETA [23], achieves zero
localisation error over the whole range of λ for SNR above
100dB. In comparison, standardization over WMN does not
reduce localisation error to zero, although it does reduce the
level of localisation error for λ < 10−4 when SNR is around
50 dB.
B. Classification
The top row of Fig. 3 show the result of cross-validation
analysis for the three experiments. The top row shows the
AUC yielded by cross-validation in the training session.
Performance reaches a peak value in the same range of λ
values; i.e. [10−2 102] for MNE and sMNE and [10−1 103]
for WMN and sWMN methods. The range of λ values for
maximum AUC seems to be invariant of the experimental
protocol and highly consistent across the subjects. For each
case, The peak AUC was significantly higher than for other
λ values in the three protocols (p < 0.001; 1-way ANOVA
repeated measure). Performance of the standardised constraints
(sMNE and SWMN) were consistently lower in all cases. No
significant differences (p > 0.05; t–test) were found when
comparing average classification performance using MNE or
WMN. Similarly no difference was found between sMNE and
sWMN methods.
We then evaluated the stability of the classification process
by assessing performance in the testing session. Results are
shown in the bottom row of Fig. 3. Peak AUC values in the
testing session are observed in the same range of λ values as
in the cross-validation analysis. However, performance seems
less sensitive to the value of λ. As before, the standardisation
decreases the classification performance. In the cases of the
ErrP and P300, performance is close to chance level, in
particular for λ < 1. No significant difference was found
between the peak AUC for MNE and WMN methods for
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Fig. 2: Localisation error for different values of the regula-
risation parameter and inverse methods. Each trace corres-
ponds to a different SNR (in dB). The trace for ’No Noise’
overlaps SNR=100dB, showing no change in localisation for
SNR > 100dB.
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Fig. 3: Performance in the three protocols. Top: AUC Cross-validation. Bottom: AUC - Testing dataset. Mean across all subjects.
the three experiments (p > 0.05; t–test), as well as between
sMNE and sWMN methods (p > 0.05; t–test).
IV. CONCLUSION
The use of inverse solutions in BCI is affected by the
choice of two free parameters, namely, the type of regula-
risation constraint and the regularisation parameter λ. Our
results show that the value for regularisation parameter λ that
yields maximum classification performance is constant across
subjects and largely independent of the experimental protocol.
No difference was found for the maximum performance ob-
tained using MNE or WMN. In contrast, results for the three
experiments show that the standardised methods (sMNE and
sWMN) consistently yield significantly lower classification
performance compared to their non-standardised counterparts.
The standardisation changes the variance of the whole data
which results in increased overlapping of distribution for the
individual classes and subsequent reduction in classification
performance.
It is worth noticing that the within-session and across-
session performance in MNE and WMN was similar. This
suggest that discriminant activity in features extracted from
the intracranial sources are rather stable. Importantly, in the
P300 and ErrP protocols the training and testing sessions were
performed in different days which further supports the possi-
bility of using these features for ERP-based BCI applications.
Further analysis is required to evaluate if similar conclusions
are achieved in the case of asynchronous BCI systems (e.g.
those based on self-paced sensory-motor rhythms).
Regarding localisation of intracranial sources, the lowest
localisation error is obtained with the standardised MNE,
which in turn, yields lower classification performance. In
contrast, MNE achieves high classification performance at the
cost of poor localisation accuracy, in particular for deeper
sources. In this regard, depth-WMN based method provides
a good trade-off choice for performing both classification
and localisation analysis since its classification performance is
comparable to MNE while it has constraints to localise deeper
sources. Nevertheless, in the present study WMN –giving more
weight to deeper sources– did not result in smaller localisation
error compared to MNE. This can be due to the use of a
forward model with dipolar sources arranged on the cortical
surface.
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