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Abstrakt
Cílem této práce je vytvoření knihovny s vybranými shlukovacími metodami, porovnání
jejich efektivity a vlastností testováním pro rozličné vstupní soubory dat. Cílem tohoto
testování je určení efektivity jednotlivých metod a výhodnosti nebo případné nevýhodnosti
metod pro shlukování obecných vstupních dat nebo vstupních dat specifických tvarů. V
textu práce jsou také zdokumentovány etapy vývoje této knihovny.
Abstract
The aim of this work is to create a library with chosen clustering methods, to compare
their effectiveness and their properties by testing them on different input data sets. The
aim of the testing is to determine efficiency of a method, to determine advantages and
disadvantages of a method to cluster general input data or to cluster only data of specific
shapes. Stages of development of the library are also documented in the text of this work.
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Kapitola 1
Úvod
Zhlukovanie je proces zaraďovania vzoriek dát do zhlukov. Existuje viacero zhlukovacích
metód, ktoré sa okrem iného líšia v spôsobe zaraďovania objektov do zhlukov, efektivite a
úspešnosti identifikovať zhluky dát. Potreba nachádzania zhlukov medzi dátami v súčasnej
dobe vychádza z veľkého počtu informácií a potreby ich automatizovane, alebo aspoň po-
loautomatizovane, triediť do zhlukov, napríklad pre potreby dolovania informácií z dát a
pod. Dáta v kontexte zhlukovacích metód môžu predstavovať ľubovoľnú množinu informácii
zvyčajne o procesoch alebo prvkoch reálneho sveta.
Cieľom práce je podrobný popis vybraných zhlukovacích metód. Vybraté metódy sú
implementované v knižnici, ktorá je produktom práce. Tieto metódy sú testované na rôzne
vstupné dáta, ktorých výsledky a priebeh sú taktiež zdokumentované v texte práce. Jed-
notlivé metódy sú v texte, aj na základe výsledkov testovania, porovnávané a text taktiež
obsahuje závery a zdokumentovaný priebeh týchto analýz.
Zhlukovacie metódy nachádzajú využitie všade tam, kde sa pracuje s veľkým počtom
objektov a existuje potreba z nich získavať cenné dáta v tvare zhlukov podobných objek-
tov. Výstup zhlukovacích metód - zhluky, následne slúžia k jednoduchšej analýze týchto
informácií, alebo k identifikovaniu zhlukov samotných. V súčasnosti sú zhlukovacie metódy
neoddeliteľnou súčasťou dolovania z dát a štatistickej analýzy dát.
Kapitola 2 Teoretický úvod sa venuje problematike zhlukovania vo všeobecnosti, čiasto-
čne definuje súčasnú kategorizáciu zhlukovacích metód podľa modelu zhlukovania. Popisuje
vybrané zhlukovacie metódy po jednotlivých kategóriach. Popis každej metódy minimálne
obsahuje slovnú definíciu algoritmu a ďalej môže obsahovať pseudokódom zapísaný algorit-
mus nasledovaný všeobecnými charakteristikami metódy, za ktorou môžu nasledovať sekcie
o problémoch a o výhodách metódy. Tieto popisy metód citujú vedecké publikácie zaobe-
rajúce sa týmito metódami, pričom tieto citácie sú obohatené o podrobnejší popis danej
problematiky. Na úvod každého popisu je uvedená referencia na publikáciu, z ktorej bol
daný popis prevzatý.
Kapitola sa ďalej zaoberá definícou vzdialenosti dvoch objektov zhlukovaných dát, prob-
lematike porovnávania zhlukov a definuje kategorizáciu vstupných dát. Poradie v akom sú
jednolivé metódy popísané v kategóriach a poriadie jednotlivých kategórií je zamerané na
maximálnu súvislosť textu a maximálnu vecnosť jednotlivých popisov zhlukovacích metód.
Toto poradie vyplýva z faktu, že množsto zhlukovacích metód modifikuje alebo prevezme
niektoré princípy modelu zhlukovania z už existujúcich zhlukovacích metód a preto sú uvá-
dzané postupne.
Kapitola 3 Analýza a návrh vybraných metód a návrh testov popisuje návrh vybraných
zhlukovacích metód v objektovo orientovanom programovacom jazyku. Ďalej sa venuje ná-
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vrhu všeobecného testovacieho scenáru a definovaniu testovacích dát. Pod pojmom vše-
obecný testovací scenár sa v tomto kontexte rozumie výber testovacích dát s podmienkou,
ktorá je na výslednej zhlukovej štruktúre overená. Ak je táto podmienka splnená, test sa
považuje za úspešný.
Kapitola 4 Implementácia a testovanie vybraných zhlukovacích metód popisuje imple-
mentačné detaily vybraných metód. Ďalej je uvedená vzorová implementácia triedy, ktorej
instancie predstavujú zhlukovaný objekt. Popísaná je taktiež implementácia testovacieho
rozhrania a je tu zdokumentovaný priebeh testov.
Výber testovacích podmienok pre testovacie scenáre je zameraný na overenie rôznych
vlastností zhlukovacích metód a na ich samotné porovnanie. Používajú sa napríklad na
overenie správnosti resp. kvality výslednej zhlukovej štruktúry, na overenie citlivosti zhlu-
kovacej metódy na vstupný parameter a pod.
Výber testovacích dát je zameraný na čo najširšie pokrytie všetkých možných vstupov.
Tie sú napríklad volené tak, aby obsahovali dáta o rôznych počtoch dimenzií, rôznych tva-
rov, rôznych hustôt, so šumom(pozn.s objektami o ktorých vieme že nepatria do žiadneho
zhluku) a bez šumu.
Kapitola 5 Výsledky testov popisuje výsledky vybraných testovacích scenárov, analy-
zuje a diskutuje ich. Následne zhrňuje výsledky týchto analýz do súhrnu vlastností, ktoré
sa podarilo overiť testovaním. Na záver tejto kapitoly je uvedená tabuľka vlastností imple-
mentovaných metód.
Kapitola 6 Záver zhrňuje výsledky testovania. Sumarizuje vlastný prínos do práce. V
tejto kapitole sú taktiež spomenuté možnosti pokračovania práce.
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Kapitola 2
Teoretický úvod
Cieľom zhlukovej analýzy je triedenie množiny objektov do skupín zvaných zhluky, takých
že objekty z jedného zhluku sú si viac podobné, ako ku objektom z iných zhlukov.
2.1 Meranie podobnosti objektov
Pre meranie podobnosti dvoch objektov v kontexte zhlukovacích metód sa používajú rôzne
matematické modely. Delia sa do dvoch základných kategórií[6, str.5]:
• meranie vzdialenosti
• meranie miery závislosti, alebo tiež korelačné metriky
Meranie vzdialenosti d(xi, xj) medzi objektami xi a xj je zobrazenie:
X2 → <
pričom X predstavuje možinu všetkých možných hodnôt jednotlivých rozmerov z množiny
vstupných objektov. Zobrazenie meranie vzdialenosti je zvyčajne metrikou a preto zvykne
spĺňať nasledujúce podmienky.
d(x, y) ≥ 0 d(x, y) == d(y, x)
(x, y) = 0 ⇐⇒ x = y d(x, y) + d(y, z) ≥ d(x, z)
Popis korelačných metrík presahuje rozsah práce. Viac informácií ohľadom problematiky
korelačných metrík je možné nájsť v publíkácií [6]. Nasledujúce podkapitoly definujú bežne
používané funkcie na meranie vzdialenosti podľa dátových typov.
2.1.1 Meranie vzdialenosti numerických a intervalových atribútov
Majme dva n-rozmerné objekty:
xi = (xi1, xi2, . . . , xin);∀xin ∈ < xj = (xj1, xj2, . . . , xjn);∀xjn ∈ <
Vzdialenosť medzi dvoma objektami s numerickými hodnotami je možné vypočítať za po-
užitia Minkowského metriky ľubovoľného stupňa podľa vzorca[6, str.2]:
d(xi, xj) = (
n∑
k=1
|xi,k − xj,k|p)
1
p (2.1)
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Pričom p reprezentuje stupeň Minkowskej vzdialenosti. Pre p = 2 resp. pre p = 1 sa
jedná o bežne používanú Euklidovskú vzdialenosť resp. Manhattanovskú vzdialenosť. Ak
atribúty objektu xi majú priradenú váhu, vi ∈ 〈0,∞), podľa svojej dôležitostí tak vážená,
Minkowsého metrika k-tého stupňa je[6, str.3]:
d(xi, xj) = (vi|xi,1 − xj,1|k + . . .+ vn|xi,n − xj,n|k) 1k (2.2)
Pre vektor váh atribútov W = [v1, v2, . . . , vi], pričom ak platí v1 = v2 = . . . = vi, tak sa
po vydelení vzorca 2.2 hodnotou váhy dostane vzorec 2.1. Na meranie vzdialenosti dvoch
intervalových atribútov je možné použiť tiež jednu z Minkowského metrík.
2.1.2 Meranie vzdialenosti binárnych atribútov
Binárne atribúty sa v kontexte zhlukovej analýzy použivajú na reprezentáciu atribútov,
ktoré môžu nadobúdať jednu z dvoch rozdielnych hodnôt. Z toho vyplýva aj ich využitie.
Meranie vzdialenosti týchto atribútov delíme na:
• symetrické - každý zo stavov hodnôt atribútov má rovnakú dôležitosť
• asymetrické - jeden zo stavov hodnôt atribútov má väčšiu dôležitosť
Pod dôležitosťou stavu hodnôt atribútu sa rozumie jeho početnosť vo vstupných objek-
toch. Vzdialenosť jednoduchej zhody pre dva binárne vektory so symetrickími atribútmi je
definovaná pomocou kontingenčnej tabuľky. Tá je pre binárne vektory x = (x1, . . . , xn) a
y = (y1, . . . , yn) definovaná nasledovne[6, str.4]:
xi = 1 xi = 0
yi = 1 A B
yi = 0 C D
Hodnoty A,B,C,D sú počty jednotlivých dvojíc stavov [xi, yi].
Vzdialenosť jednoduchej zhody dsimple(x, y) dvoch binárnych vektorov je:
ds(x, y) =
B + C
A+B + C +D
(2.3)
Vážená varianta podobnosti dvoch binárnych vektorov so symetrickými atribútmi dsimple,weight(x, y)
sa definuje ako:
ds,v(x, y) =
v ∗ (B + C)
A+D + v ∗ (B + C) (2.4) ds,v(x, y) =
B + C
v ∗ (A+D) +B + C (2.5)
V prípade binárnych vektorov s asymetrickúmi atribúmi stavy nemajú rovnakú dôleži-
tosť. Zvyčajne sa za stav s väčšou dôležitosťou považuje pozitívny stav. Vzdialenosť dvoch
takýchto binárnych vektorov, nazývaná taktiež Jaccardova vzdialenosť, sa definuje ako[6,
str.5]:
dJ,v(x, y) =
B + C
A+B + C
(2.6)
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Vážené Jaccardove vzdialenosti:
dJ,v(x, y) =
v ∗ (B + C)
A+ v ∗ (B + C) (2.7) dJ,v(x, y) =
B + C
v ∗A+B + C (2.8)
Vzdialenosť symetrických binárnych vektorov na rozdiel od vzdialenosti asymetrických vek-
torov berie do úvahy aj množinu stavov D, pre ktoré sú atribúty negatívne pre obidva
objekty.
2.1.3 Meranie vzdialenosti nominálnych atribútov
Vlastnosťou nominálnych atribútov je, že môžu nadobúdať iba konečné množstvo jedine-
čných hodnôt. V prípade merania vzdialenosti nominálnych atribútov možno použiť dva
hlavné postupy[9, str.323-324].
• Nahradenie každej hodnoty nominálneho atribútu binárnym atribútom a výpočet
vzdialeností vytvorených atribútov.
• tzv. Jednoduché porovnávanie:
ds(x, y) =
P −M
P
(2.9)
Kde P je počet všetkých atribútov a M je počet zhodných atribútov.
2.1.4 Meranie vzdialenosti ordinálnych atribútov
Ordinálny atribút, je rovnako ako nominálny, spočitateľný, je to numerický attribút, ktorý
má tú vlastnosť, že pre každého člena Ci z množiny ordinálnych atribútov s výnimkou
posledného existuje práve jeden člen Ci+1, ktorý je väčší ako tento člen a menší ku všet-
kým ostatným členom väčších ako Ci. Ordinálny atribút môže byť, rovnako ako numerický
atribút, charakterizovaný intervalom Ii = 〈vmin, vmax〉.
2.1.5 Meranie vzdialenosti pomerových atribútov
Pomerové atribúty sú numerické atribúty, ktorých vzdialenosť medzi dvoma susednými
hodnotami sa nelineárne mení, zvyčajne exponenciálne. Možnosti porovnávania týchto at-
ribútov sú:
• zvolenie vhodnej transformácie k získaniu lineárnych zmien hodnôt atribútu
• porovnávať ako ordinálne atribúty za cenu skreslenia
2.1.6 Meranie vzdialenosti reťazcov
Metriky na porovnávanie reťazcov ohodnocujú rozdielnosť dvoch reťazcov. Bežne sa použí-
vajú okrem iného:
• Hammingova vzdialenosť - Jej nevyhoda je, že sa dá len použiť na reťazce rovnakých
dĺžok.
• Levenshteinova vzdialenosť - Ohodnocuje rozdielnosť dvoch reťazcov na základe mi-
nimálneho počtu zmien znakov jedného reťazca, tak aby sa transformoval do druhého
reťazca. Zmenou znaku sa rozumie nahradenie, odobratie, vloženie alebo transpozícia
znaku v rámci reťazca [7, str.43].
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2.1.7 Meranie vzdialenosti kombinácií predošlých hodnôt
Vzdialenosť medzi dvoma objektami o zmiešaných atribútoch je definovaná ako[11, str.7]:
dx,y =
r∑
n=1
δ(n)d(n)∑
n=1
rδ(n)
(2.10)
Pričom člen δ(n) = 0, ak n-tá z hodnôt atribútov chýba. Príspevok n-tého atribútu ku
výslednej vzdialenosti d(n)(x, y) sa definuje nasledovne:
• Ak je atribút binárny, d(n)(x, y) = 0 ak x = y, inak dn(x, y) = 1
• Ak je atribút spojito ohodnotený, tak d(n)(i, j) = |xin−xjn|maxhxhn−minhxhn , pričom h pred-
stavuje množinu všetkých hodnôt n-tého atribútu.
• Ak je atribút ordinálny, vypočíta sa jeho normalizovaná hodnota, z ktorej sa rovnako
ako u spojito ohodnoteného atribútu vypočíta hodnota d(n)(i, j)
2.1.8 Normalizácia hodnôt atribútov
Výber metriky na meranie vzdialenosti môže značne ovplyvniť zhlukovaciu analýzu. Aby
sa zmenšila závislosť zhlukovacej analýzy na tomto výbere, hodnoty všetkých numerických
atribútov vstupných objektov by maly byť normalizované. Cieľom procesu normalizacie je
priradiť každému atribútu vstupných objektov rovnakú váhu.
Pre potreby porovnávania rôznych numerických atribútov, teda atribútov ktoré sú cha-
rakterizované rôznym intervalom Ii, je doležité tieto rozdielne rozsahy rôznych atribútov
normalizovať, zvyčajne na interval Ii = 〈0, 1〉. Existujujú aj iné spôsoby normalizácie. Spo-
mínaná normalizácia je popísaná vzorcom [9, str.324]:
ni,n =
ri,n − vmin
vmax − vmin (2.11)
Pričom ni,n je normalizovaná hodnota n-tého atribútu i-teho objektu a ri,n je hodnota
tohoto atribútu pred normalizáciou.
2.2 Klasifikácia zhlukovacích metód
Zhlukovací problém, ktorého riešením sa zaoberá zhlukovacia metóda, predstavuje prob-
lematiku ako získať požadovanú zhlukovú štruktúru zo vstupných objektov. Klasifikácia
zhlukovacieho problému vo všeobecnosti rozlišuje[1, str. 56]:
• Prekrývajúce sa zhluky - objekt môže patriť dvom a viacerým zhlukom zároveň.
• Neprekrývajúce sa zhluky.
Taktiež rozlišuje:
• Metódy s učiteľom - v priebehu zhlukovej analýzy sa berú do úvahy aj vlastnosti
samotných atribútov zhlukovaných objektov.
• Metódy bez učiteľa.
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Podľa modelu zhlukovania sa zhlukovacie metódy delia na:
• hierarchické
• založené na rozdeľovaní
• založené na hustote
• založené na mriežke
• založené na iných modeloch
Práca sa ďalej zaoberá len vybranými zhlukovacími metódami bez učiteľa. Nasledúce pod-
kapitoly popisujú vybrané kategórie zhlukovacích metód poďla modelu zhlukovania.
2.3 Hierarchické metódy
Vytvárajú hierarchický rozklad vstupných objektov do zhlukov. Delia sa na [1, str. 59]:
• Aglomeratívne - na začiatku zhlukovania je každý objekt priradený do samostatného
zhluku a postupne sa na základe merania vzdialenosti medzi týmito zhlukmi spájajú
do väčších zhlukov. Zhlukovanie sa končí najneskôr dosiahnutím stavu, v ktorom je
každý objekt v samostatnom zhluku.
• Rozdeľovacie - na začiatku zhlukovania je každý objekt priradený do rovnakého zhluku
a postupne sa na základe merania vzdialenosti medzi objektami v rámci jedného
zhluku rozdeľujú do menších zhlukov. Zhlukovanie sa končí najneskôr dosiahnutím
stavu, v ktorom je každý objekt v samostatnom zhluku.
Hierarchický rozklad zhlukov obsahuje príslušnosti každého objektu do jednotlivých zhlu-
kov na každej úrovni podobnosti. Tento rozklad je možné zobraziť graficky pomocou den-
dogramu 2.1.
Dendogram pozostáva z vrstiev uzlov, ktoré predstavujújú zhluky. Tieto uzly sú pospá-
jané hranami, ktoré znázorňujú úrovne podobnosti, na ktorých sa zoskupenie zhlukov mení.
Pri aglomeratívnych metódach sa zhluky zlučujú a pri rozdeľovacích sa naopak zhluk roz-
deľuje na menšie zhluky. Vertikálna os znázorňuje mieru podobnosti. Pri aglomeratívnych
metódach miera podobnosti zhlukov v priebehu zhlukovania klesá. Platí opačne pre roz-
deľovacie metódy. Horizontálny rez dendogramom poskytuje zhlukovú štruktúru pre danú
mieru podobnosti.
Spájanie alebo rozdeľovanie zhlukov sa pri týchto metódach vykonáva na základe miery
podobnosti, ktorá je vybratá tak, aby optimalizovala zvolené kritérium.
2.3.1 Aglomeratívne metódy
Základný algoritmus všeobecnej aglomeratívnej zhlukovacej metódy sa dá zapísať nasle-
dovne:
1. Priraď každý objekt do samostatného zhluku
2. Vypočítaj mieru podobnosti každej dvojice zhlukov a vypočítanú hodnotu ulož do ma-
tici mier podobností N ×N .
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Obr. 2.1: Ukážka dendogramu, ktorý je výstupom aglomeratívnej zhlukovacej metódy pre
4 objekty
3. Nájdi v tejto matici dvojicu zhlukov, ktorých vzdialenosť je podľa zvoleného kritéria
najmenšia a spoj tieto zhluky do nového zhluku. Zmenu zhlukov zaznamenaj do zo-
znamu spojení objektov. Aktualizuj maticu mier podobností pre tieto zhluky.
4. Ak aktuálna zhluková štruktúra obsahuje požadovanú úroveň, alebo obsahuje len jeden
zhluk, tak ukonči zhlukovanie, inak choď na bod 3.
Podľa zvoleného zhlukovacieho kritéria sa aglomeratívne metódy ďalej rozlišujú. Okrem
iných sa delia na metódy [9, str.279]:
• najbližšieho suseda - považujú za vzdialenosť dvoch zhlukov najmenšiu vzdialenosť
zo všetkých dvojíc objektov z týchto zhlukov. V prípade, ak zhluky obsahujú objekty
s podobnosťami, tak za najmenej vzdialený objekt sa považuje objekt s najväčšou
podobnosťou.
• najvzdialenejšieho suseda - považujú za vzdialenosť dvoch zhlukov najväčšiu vzdia-
lenosť zo všetkých dvojíc objektov z týchto zhlukov. V prípade, ak zhluky obsahujú
všetky objekty s podobnosťami, tak za najviac vzdialený objekt sa považuje objekt s
najmenšou podobnosťou.
• minimálneho rozdielu - považujú za vzdialenosť dvoch zhlukov priemernú vzdialenosť
zo všetkých dvojíc objektov z týchto zhlukov.
Výhodou aglomeratívnych metód je konštrukcia samotnej hierarchickej zhlukovej štrukúry,
ktorá umožňuje pre zvolenú mieru podobnosti získanie zhlukovej štruktúry. Ďalšími výho-
dami, ktoré vyplývajú zo zvoleného kritéria, je ich schopnosť spracovať rôzne typy dát s
pomerne veľkou efektivitou. Napríklad kritérium najbližšieho suseda má dobré výsledky pri
hľadaní anisotropických zhlukov, vrátane dobre oddelených, spojených reťazcami a koncen-
trických zhlukov[9, str.279].
Nevýhodou je ich časová zložitosť. Časová zložitosť všeobecnej zhlukovacej metódy je
Θ(N3), pretože v každom kroku hľadáme zhluky s najväčšou podobnosťou v matici zdiale-
ností objektov N ×N , pričom počet krokov zhlukovania je N − 1 [3, str.385].
Problémom je tiež nevratnosť kroku zhlukovania. Raz keď sa spojenie dvoch zhlukov
vykoná, objekty oboch zhlukov sú nenávratne zlučené do jedného zhluku.
Ďalší, na zhlukovacom kritériu zavislý, problém aglomeratívnych metód je ich vlastnosť
ako zhlukujú vstupné objekty špecifických tvarov[9, str.279]:
• metóda najbližšieho suseda trpí problémom zreťazovania zhlukov, čo je spôsobené
tým, že zhlukovacie kritérium je výhradne lokálne a reťazec objektov može rozširovať
zhluk na dlhé vzdialenosti bez ohľadu na celkový tvar vytváraného zhluku.
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• metóda najvzdialenejšieho suseda rieši problém zreťazovania zhlukov použitím nelo-
kálného kritéria, ale naopak od predošlej metódy trpí problémom predĺžených zhlukov,
čo znamená že nie je schopná indentifikovať zhluky podlhovastých tvarov. Respektíve
to znamená, že toto kritérium je citlivé na objekty, ktoré nemajú veľkú podobnosť s
objektami z rovnakého zhluku, teda je citlivá na šum.
• metóda minimálneho rozdielu naopak od predošlých metód smeruje k nachádzaniu
len zhlukov s rovnakou podobnosťou.
Existuje množstvo zhlukovacích kritérií pre túto kategóriu zhlukovacích metód a preto sa
ďalej ostatnými práca nebude zaoberať. Zároveň existuje množstvo optimalizácií týchto
metód a preto sa práca zaoberá len vybranými.
SLINK - metóda najbližšieho suseda
Nasledujúca sekcia čerpá z publikácie [13].
Varianta metódy najbližšieho suseda má v priemere kvadratickú časovú zložitosťou. Používa
tzv. ukazateľovú reprezentáciu namiesto priebežnej konštrukcie dendogramu. Tá pozostáva
z dvoch funkcií pi : 1, . . . , N → 1, . . . , N a λ : 1, . . . , N → [0,∞], kde N je počet zhluko-
vaných objektov. λ(i) je najnižšia miera podobnosti, na ktorej i-ty objekt nie je jediným
objektom v zhluku, v ktorom sa nacháda. pi(i) je posledný objekt zo zhluku, ktorý bol do
tohoto zhluku pridaný. Tieto funkcie sú ďalej definované vlastnosťami:
pi(N) = N, pi(i) > i, pre i < N (2.12)
λ(N) =∞, λ(pi(i)) > λ(i), pre i < N (2.13)
Medzi reprezentáciou dendogramu a ukazateľovou reprezentáciou existuje súvislosť, ktorá
je pre dendogram c definovaná nasledovne:
λ(i) = inf{h; ∃j > i, (i, j) ∈ c(h)} (2.14) pi(i) = max{j; (i, j) ∈ c(λ(i))} (2.15)
Samotný algoritmus používa tri polia označené Π,Λ a M , pričom Π obsahuje hodnoty
pi(i) a Λ obsahuje hodnoty λ(i). Spomínaný algoritmus je znázornený na 2.1.
Algoritmus 2.1 vytvára ukazateľovú reprezentáciu zhlukov, ktorá nie je vhodná pre
analýzu užívateľom. Preto spolu s algoritmom sa prezentuje tzv.zabalená reprezentácia. Jej
popis presahuje možnosti práce. Hodnoty Λ[i] a Π[i] reprezentujú formu výsledku tohoto
algoritmu v každom jeho kroku zhlukovania a dá sa dokázať, že túto reprezentáciu je možné
transformovať na dendogram [13].
CLINK - metóda najvzdialenejšieho suseda
Nasledujúca sekcia čerpá z publikácie [5].
Používa rovnako definovanú ukazateľovú reprezentáciu ako predošlá metóda, ale v trochu
pozmenenom kontexte. Definuje pojmy fuzzy relácia a ultrametrická relácia. R(i, j) ∈ [0,∞],
je ultrametrickou reláciou, ak je reflexívna a symetrická, reprezentuje stupeň členstva ob-
jektov i, j do jedného zhluku, alebo skôr stupeň rozdielnosti týchto objektov. Fuzzy relácia
je ultrametrická relácia, pre ktorú platí: R2 ⊃ R, teda je tranzitívna. Súvislosť ukazateľovej
reprezentácie s ultrametrickou reláciou je:
λ(i) = sup{R(i, j); j > i} (2.16)
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Algoritmus 2.1 SLINK - konštrukcia ukazateľovej reprezentácie
Π[1] = 1 a Λ[1] =∞
for t = 1 to N − 1 do
Π[t+ 1] = t+ 1 a Λ[t+ 1] =∞
M [i] = d(i, t+ 1) pre i = 1, 2, . . . , t
for i = 1 to t do
if Λ[i] ≥M [i] then
M [Π[i]] = min{M [Π[i]],Λ[i]}
Λ[i] = M [i] a Π[i] = t+ 1
end if
if Λ[i] < M [i] then
M [Π[i]] = min{M [Π[i]],M [i]}
end if
end for
for i = 1 to t do
if Λ[i] ≥ Λ[Π[i]]] then
Π[i] = t+ 1
end if
end for
end for
lambda(i) je maximálny stupeň rozdielnosti objektu i od objektu j, pričom poradie týchto
objektov vo vektore vstupných objektov je také, že i-ty objekt má nižší index v tomto
vektore ako index j-teho objektu.
pi(i) = min{j|R(i, j) = λ(i)} (2.17)
pi(i) je objekt j, ktorý je pre objekt i najviac rozdielny.
Algoritmus, rovnako ako predošlý algoritmus, má v priemere kvadratickú časovú zloži-
tosť, rovnako produkuje výsledok v ukazateľovej reprezentácií, ktorú je potrebné transfor-
movať na užívateľsky priateľnejšiu reprezentáciu. Napríklad na dendogram.
2.3.2 Rozdeľovacie metódy
Algortimus všeobecnej rozdeľovacej metódy sa dá zapísať nasledovne:
1. Priraď každý objekt do jedného zhluku
2. Vyber zhluk s najväčšou rozdielnosťou v rámci objektov ktoré obsahuje.
3. Nájdi v danom zhluku objekt, ktorý je podľa zvoleného kritéria najmenej podobný
ostatným objektom v danom zhluku. Tento objekt vlož do nového zhluku.
4. Pre každý objekt v pôvodnom zhluku podľa zvoleného kritéria rozhodni či sa má pre-
sunúť do nového zhluku.
5. Ak aktuálna zhluková štruktúra obsahuje požadovanú úroveň, alebo je v každom zhluku
práve jeden objekt, ukonči zhlukovanie, inak choď na bod 2.
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Kategória zhlukovacích metód začína v koncovom stave aglomeratívnych metód a končí
v ich počiatočnom stave zhlukovania. Vo všeobecnosti sa jedná o zložitejšie metódy ako
aglomeratívne, nakoľko v každom kroku zhlukovania potrebujeme použiť ďalšiu metódu za-
loženú na rozdeľovaní 2.4 [3, str.396].
Výhodou týchto metód, oproti aglomeratívnym hierarchickým metódam, je že už v ich
prvých krokoch sa využivajú informácie o celkovej štruktúre vstupných objektov, na základe
ktorej vykonávajú rozdeľovanie zhlukov. Na rozdiel od aglomeratívnych, ktoré spravidla
používajú zhlukovacie kritéria lokálneho charakteru, teda nezohľadňujú celkovú štruktúru
vstupných objektov.
Nevýhodou týchto metód, nakoľko zhlukovacie kritérium je v prvých krokoch zhlukova-
nia globálneho charakteru, je citlivosť na ojedinelcov, teda šum.
2.4 Metódy založené na rozdeľovaní
Sú iteračné metódy, ktoré v každej iterácií presúvajú objekty v rámci zhlukov, začina-
júce od počiatočnej zhlukovej štruktúry. Tieto metódy zvyčajne vyžadujú stanovenie počtu
hľadaných zhlukov a stanovenie počiatočnej zhlukovej štruktúry. V porovnaní s ostatnými
kategóriami metód sú spravidla efektívnejšie pri zhlukovaní veľkých databáz objektov s ve-
ľkými počtami dimenzií [1, str.93]. Tieto metódy definujú spolu so samotným algoritmom
metódy i funkciu chyby, ktorá ohodnocuje kvalitu výstupných zhlukových štruktúr. Sumu
hodnôt funkcií chyby sa zhlukovacie metódy v každom kroku zhlukovania snažia zmenšiť.
Zhlukovanie zvyčajne končí keď nedošlo k žiadnej zmene hodnôt funkcií chyby pre všetky
zhluky v aktuálnej zhlukovej štruktúre.
Základný algoritmus všeobecnej zhlukovacej metódy založenej na rozdeľovaní sa dá za-
písať nasledovne [11, str.12]:
1. Vyber k reprezentujúcich objektov, jeden reprezentujúci objekt pre jeden zhluk.
2. Zhlukované objekty priraď do najbližšieho zhluku na základe vzdialenosti od repre-
zentujúceho objektu každého zhluku.
3. Na základe aktuálnej zhlukovej štruktúry, podľa zvoleného postupu, vypočítaj k no-
vých reprezentujúcich objektov.
4. Ak je ukončovacia podmienka splnená, ukonči zhlukovanie, inak choď na bod 2.
Vlastnosti tejto kategórie metód sú závislé na:
• funkcií chyby
• požadovanom počte hľadaných zhlukov k
• ukončovacej podmienke
• postupe výberu reprezentujúcich objektov zhlukov
• postupe výberu počiatočnej zhlukovacej štruktúry resp. počiatočných reprezentujú-
cich objektov
Voľba funkcie chyby vychádza z toho, že jej hodnota nie je každým krokom pre každý
zhluk zväčšená. Funkcia chyby zvyčajne u tohoto typu zhlukovacích metód predstavuje
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sumu kvadratických vzdialeností medzi objektami v danom zhluku a reprezentujúcim ob-
jektom.
Počiatočný výber reprezentujúcich objektov je dôležitý k nájdeniu požadovaných zhlu-
kov [1, str.91]. Rôzny výber počiatočných reprezentujúcich objektov môže viesť k iným
výsledkom zhlukovania. Nesprávny výber reprezentujúcich objektov môže viesť k neopti-
málnym riešeniam. Zvyčajne sa vykonáva ako náhodný výber zo vstupných objektov, alebo
k určeniu reprezentujúcich objektov sa použije jedna z hierarchických zhlukovacích metód,
ktorej výstupná zhluková štruktúra je použitá na určenie týchto objektov.
Na rozdiel od hierarchického zhlukovania nie je u týchto metód problém nenávratnosti
kroku zhlukovania, nakoľko objekty nachádzajúce sa v kroku kx v zhluku Z môžu byť
v nasledovných krokoch presunuté do iných zhlukov. Aj z tohoto dôvodu je možné tento
výber vykonávať náhodne, ale za cenu že výsledná zhluková štruktúra nemusí byť optimálna,
teda hodnota funkcie chyby nemusí byť minimalizovaná. Prečo je tomu tak, je vysvetlené
v nasledujúcom odseku.
Ukončovacia podmienka zhlukovania zvyčajne indikuje stav zhlukovania, keď oproti
predchádzajúcemu kroku zhlukovania nedošlo k zmene, alebo došlo iba k malej zmene,
hodnôt funkcie chyby. Avšak nemusí byť zaručené, že globálne minimum hodnôt funkcií
chýb bude dosiahnuté, pretože rada hodnôt funkcií chyby je nerastúca a preto môže byť
konštantná. Zhlukovanie sa preto ukončí v stave, keď rozdiel hodnôt funkcií chýb oproti
predošlému kroku je menší ako stanovená hranica. Zvyčajne je táto hranica rovná nule.
Ako dodatočná ukončovacia podmienka, ošetrujúca okrem iného prípad konštantnej rady
funkcie chyby sa zvykne používať i maximálny počet krokov zhlukovania [11, str.12].
Stanovenie počtu hľadaných zhlukov stritkne určuje počet hľadaných zhlukov. Jeho malá
zmena sa celkom určite prejaví ako pomerne veľká zmena výslednej zhlukovej štruktúry [10,
str.501].
Podľa postupu výberu reprezentujúcich objektov v tejto kategórií zhukovacích metód
rozlišujeme, okrem iných, metódy:
• k-means - metóda centrálneho objektu, kde reprezentujúcim objektom zhluku je prie-
merný objekt v danom zhluku a preto tento objekt nemusí patriť množine vstupných
objektov.
• k-medoids - metóda reprezentujúceho objektu, kde reprezentujúci objekt je objekt z
množiny vstupných objektov, ktorý má najväčšiu podobnosť k priemernému objektu
v danom zhluku.
• k-medians - metóda priemerného objektu, kde reprezentujúci objekt je objekt z mno-
žiny vstupných objektov, ktorý je mediánom objektov v danom zhluku.
2.4.1 k-means - metóda centrálneho objektu
Postup základnej metódy k-means sa dá zapísať nasledovne:
1. Vyber k reprezentujúcich objektov, jeden reprezentujúci objekt pre jeden zhluk.
2. Zhlukované objekty priraď do najbližšieho zhluku na základe vzdialenosti od repre-
zentujúceho objektu každého zhluku.
3. Na základe aktuálnej zhlukovej štruktúry vypočítaj k nových reprezentujúcich objek-
tov, ktoré predstavujú priemerné objekty v každom zhluku.
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4. Ak, oproti predošlému kroku nedošlo k zmene reprezentujúcich objektov je ukončo-
vacia podmienka splnená a ukonči zhlukovanie, inak choď na krok č. 2.
Výhodou metódy je jej časová zložitosť, ktorá je O(ikn)×O(d)[12, str.2]. Pričom i je počet
iterácií, k je počet hľadaných zhlukov, n je celkový počet vstupných objektov, člen O(d)
predstavuje časovú zložitosť merania vzdialenosti a d predstavuje počet rozmerov vstup-
ných objektov. Zvyčajne platí, že k  n i a d je konštantné pre zvolené vstupné objekty.
Samotná časová zložitosť metódy určuje jej výhodnosť na zhlukovanie databáz s veľkými
počtami objektov s veľkým počtom rozmerov.
Hlavnou nevýhodou je výber reprezentujúcich objektov, ktorý sa v každom kroku zhlu-
kovania vypočíta ako priemerný objekt v danom zhluku. Problém môže nastať s objektami
s nominálnymi atribútmi, u ktorých priemerný objekt nemusí byť definovateľný.
Výber počiatočných reprezentujúcich objektov ovplyvňuje počet krokov zhlukovania.
Každý krok zhlukovania by sa dal charakterizovať ako posun reprezentujúcich objektov k
ich optimálnej pozícií. Veľkosť tohoto posunu závisí od usporiadania vstupných objektov.
Preto, ak sa napríklad zvolia reprezentujúce objekty pomerne blízko seba oproti ostatným
vstupným objektom, je potrebný väčší počet krokov zhlukovania k dosiahnutiu požadovanej
zmeny funkcie chyby.
Ďalšou nevýhodou metódy je neschopnosť identifikácie viacerých blízkych zhlukov ob-
jektov nekonvexných tvarov [10, str.513].
Taktiež metóda nie je schopná identifikovať ojedinelcov [10, str.513]. Vyplýva to z pod-
mienky zhlukovania, že každý objekt musí patriť do nejakého zhluku. Ak je ojedinelec
vybratý ako počiatočný reprezentujúci objekt jedného zo zhlukov, tak vo výslednej zhluko-
vej štruktúre bude tvoriť zhluk o jednom objekte, nakoľko vzdialenosti ostatných objektov
sú určite menšie k ostatným reprezentujúcim objektom ako k tomuto ojedinelcovi. Avšak v
praxi sa za ojedinelcov považujú i zhluky objektov s relatívne malým počtom objektov v
porovnaní s celkovým počtom vstupných objektov. Ojedinelci v každom kroku zhlukovania
posúvajú reprezentujúce objekty smerom od ich optimálneho minima riešenia, ktoré ojedi-
nelcov neberie do úvahy. Preto je dôležité pre túto kategóriu metód, aby vstupné objekty
neobsahovali ojedinelcov.
Pod lokálnym minimom funkcií chyby sa rozumie konfigurácia reprezentujúcich objek-
tov, pre ktoré v predošlom, ale ani v nasledujúcom kroku zhlukovania nedôjde k zmene
hodnôt funkcií chyby, resp. posun reprezentujúcich objektov v predošlom a nasledujúcom
kroku zhlukovania je nulový. O tejto zhlukovej štruktúre nemusí platiť, že je optimálna z
hľadiska minimalizácie hodnôt funkcií chyby. Metóda teda nemusí nájsť optimálne riešenie
zhlukovacieho problému.[10, str.503]
Ostatné nevýhody zhlukovacej metódy boli už spomenuté v sekcií 2.4 nakoľko sú spo-
ločné pre zhlukovacie metódy založené na rozdeľovaní.
Filtrovací algoritmus k-means
Nasledujúca sekcia čerpá z publikácie [14, str.881–892]
Je varianta metódy k-means s priemerne nižšou časovou zložitosťou. Túto zložitosť do-
sahuje zoradením vstupných objektov do tzv. kd-stromu.
Kd-strom, je binárny vyhľadávací strom, v ktorom vyhľadanie objektu na základe hod-
nôt jeho jednotlivých rozmerov má priemernú logaritmickú časovú zložitosť. Zostavenie
kd-stromu má priemernú časovú zložitosť O(kn log n), pričom k je počet rozmerov objektov
a n je počet vstupných objektov. Každý uzol kd-stromu je reprezentovaný hraničnými hod-
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notami. Hraničné hodnoty sú minimálne a maximálne hodnoty daných rozmerov všetkých
potomkových uzlov daného uzla.
Algoritmus udržuje o každom zhlukovanom objekte množinu tzv. kandidátnych stredov.
Tieto kandidátne stredy sú filtrované pre každý uzol kd-stromu, tak že pre každý rodičovský
uzol platí, že množina kandidátnych stredov je nadmnožinou kandidátnych stredov všetkých
jeho potomkových uzlov.
Výhoda v použití kd-stromu spočíva v tom, že v priebehu zhlukovej analýzy sa nemení,
pretože kd-strom je zostavený zo vstupných objektov, ktoré sú z hľadiska zhlukovej analýzy
nemenné. Analyzovaný algoritmus nie je závislý na poradí vstupných objektov, nakoľko
zostavenie kd-stromu je nezávislé na poradí vstupných objektov.
Algoritmus v prvom kroku zostaví zo vstupných objektov kd-strom. Následne sa pre
každý vnútorný uzol u (pozn. taký ktorý má potomkové uzly) vypočíta u.count, počet von-
kajších uzlov v danom podstrome, ktorému je daný vnútorný uzol koreňovým uzlom. Tak-
tiež sa pre tento uzol vypočíta u.wgtCent, suma objektov, ktoré patria danému podstromu.
Centroid vnútorného uzla kd-stromu sa vypočíta ako pomer hodnôt u.wgtCent/u.count.
Pre vonkajšie uzly kd-stromu je u.count = 1 a u.wgtCent = u.
Kandidátne stredy sa definujú ako reprezentujúce objekty, ktoré hraničné hodnoty da-
ného uzlu obsahujú. Kandidátne stredy koreňového uzlu sú všetky reprezentujúce objekty.
Postup algoritmu je znázornený na algoritme 2.2. Zostáva vysvetliť význam kroku
Algoritmus 2.2 Filter(kdUzol u, množinaKandidátov Z)
if u je vonkajší uzol then
z∗ = najbližší kandidát v Z k uzlu u
z∗.wgtCent = z∗.wgtCent+ u
z∗.count = z∗.count+ 1
else
z∗ = najbližší kandidát v Z k stredu uzlu u
for all z ∈ Z \ z∗ do
if z.isFurther(z∗, u) then
Z = Z \ z
end if
end for
if |Z| = 1 then
z∗.wgtCent = z∗.wgtCent+ u.wgtCent
z∗.count = z∗.count+ u.count
else
Filter(ľavý podstrom u, Z)
Filter(pravý podstrom u, Z)
end if
end if
z.isFurther(z∗, u). Táto funkcia určí, či existuje objekt priradený k uzlu u, ktorý je bližšie
ku kandidátovi z ako ku z∗. To sa definuje pomocou nadroviny H pretínajúcej čiarový
segment
−−→
z, z∗, tak aby vytvorené hyperplochy tvorili bisekcie. Predstavme si dvojrozmerné
vstupné objekty a hraničné hodnoty C znázornené na obrázku 2.2a. Ak C leží celé na jednej
strane H, tak musí ležať na strane, ktorá je bližšie k z∗, takže z môže byť vyfiltrované z
množiny kandidátnych stredov pre uzol u. V opačnom prípade, znázorneného na obrázku
2.2b, kandidát z nemôže byť vyfiltrovaný z tejto množiny.
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K určeniu o ktorý z týchto dvoch prípadov sa jedná, uvažujme vektor −→u = z − z∗.
Označme v(H) objekt spadajúci do podstromu objektov C, ktorý je extrémom v smere,
v ktorom je hodnota skalárneho súčinu v(H) · −→u maximalizovaná. Teda kandidát z je
odfiltrovaný práve vtedy, keď d(z, v(H)) ≥ d(z∗, v(H)). K výpočtu v(H) definujeme dvojicu
[Cmini , C
max
i ] určujúcu priemet C na i-tu os, pričom os súradnicového systému reprezentuje
jeden z rozmerov vstupných objektov. i-ty rozmer objektu v(H) je Cmini ak i-ty rozmer
−→u
je záporný, inak je rovný Cmaxi .
Samotný krok zhlukovania sa vykoná zavolaním funkcie Filter(r, Z0), pričom r je ko-
reňovým uzlom a Z0 je počiatočná množina reprezentujúcich objektov. Výsledkom volania
tejto funkcie je množina výstupných objektov, pričom každý objekt má priradený práve je-
den kandidátny stred. Objekty, ktoré majú rovnaké kandidátne stredy patria do rovnakého
zhluku. Z tejto reprezentácie je možné vytvoriť požadovanú zhlukovú štruktúru.
Jedno volanie funkcie Filter(r, Z0) posunie kandidátne stredy na pozíciu, kde sú hod-
noty funkcií chyby menšie, ako s pôvodnými pozíciami kandidátnych stredov. Funkciu
Filter(r, Z0) je nutné opakovane volať pokiaľ posun kandidátnych stredov nie je nulový,
resp. zanedbateľne malý.
Najhoršou časovou zložitosťou funkcie Filter(r, Z0) jeO(kn). Tá nastáva keď kandidátne
stredy sú umiestnené na jednotkovom sférickom objekte so stredom v počiatku súradnico-
vého systému a ostatné objekty sú sústredené okolo počiatku súradnicového systému, vo
vnútri sférického objektu. Pretože vzdialenosti kandidátnych stredov sú takmer rovnaké
k akejkoľvek podmnožine vstupných objektov, vykoná sa iba málo filtrovania v horných
uzloch kd-stromu a algoritmus v tomto prípade sa degeneruje na algoritmus hrubej sily.
Autor algoritmu časovú zložitosť nedefinuje iba podľa hodnôt k, n(pozn. k je počet hľa-
daných zhlukov a n je počet vstupných objektov). Definuje ju zároveň podľa stupňa nakoľko
vstupné objekty obsahujú dobre oddelené zhluky. Jej formálna definícia presahuje rozsah
práce a preto bude uvedená rovno výsledná časová zložitosť algoritmu. Je definovaná ako
O(kn/ρ2), pričom člen ρ predstavuje mieru nakoľko sú vstupné objekty distribuované v
dobre oddelených zhlukoch. Časová zložitosť je menšia čím viac vstupné objekty obsahujú
dobre oddelené zhluky.
Ostatné vlastnosti algoritmu sú rovnaké ako pre metódu k-means 2.4.1. Algoritmus
generuje rovnaké zhlukové štruktúry ako všeobecná metóda k-meas.
+
++
++ +
z∗ z
H
C
(a) Kandidát z je odfiltrovaný pretože C leží celé
na strane z∗ hyperplochy tvorenej biskekčnou hy-
perplochou H
+
++
++ +
z
z∗
H
C
(b) Kandidát z nie je odfiltrovaný pretože C neleží
celé na strane z∗ hyperplochy tvorenej biskekčnou
hyperplochou H
Obr. 2.2: Filtrovanie kandidátov
18
2.5 Metódy založené na hustote
Sú metódy, ktoré zhluky objektov definujú ako oblasti objektov s väčšou hustotou ako inde
v priestore. Tento priestor je definovaný hodnotami rozmerov vstupných objektov. Naopak
oblasti s riedkou hustotou objektov sú považované za hranice zhlukov. Pomerne efektívne
riešia problémy predchádzajúcich kategórií zhlukovacích metód 2.3, pretože sú okrem iného
schopné identifikovať zhluky ľubovoľných tvarov. Prečo je tomu tak, bude ozrejmené na
konkrétnych metódach tejto kategórie zhlukovacích metód.
2.5.1 DBSCAN
Nasledujúca sekcia čerpá z publikácie [8]
Neformálna definícia hlavnej myšlienky metódy je, že okolie každého vstupného objektu,
ktorý patrí do nejakého zhluku, musí obsahovať minimálny počet susedných objektov. Aby
bol objekt zahrnutý do nejakého zhluku je potrebné aby hustota objektov v jeho okolí presa-
hovala istú hranicu. Z predošlého je zrejmé, že hlavnou nevýhodou metódy je stanovenenie
spomínanej hranice. Výhodou je, že nepodmieňuje, aby každý objekt patril do nejakého
zhluku ako u predošlých typoch metód. Preto nemá problém identifikovať ojedinelcov resp.
šum. Distribúcia okolných objektov v tzv. ε-okolí môže byť ľubovoľná. Závisí iba na zvo-
lenej vzdialenostnej funkcii, na základe ktorej sa hodnota hustoty okolia vypočíta. ε-okolie
objektu p z množiny vstupných objektov D je definované nasledovne:
Nε(p) = {q ∈ D|d(p, q) ≤ ε} (2.18)
Algoritmus klasifikuje vstupné objekty na objekt jadra alebo na hraničný objekt. Vo vše-
obecnosti platí, že hraničné objekty majú množinu Nε(p) menej početnú ako objekty jadra.
Tieto objekty sú definované pomocou nasledujúcich pojmov:
• Objekt jadra, je taký, ktorý má vo svojom ε-okolý aspoň MinPts objektov, pre danú
hodnotu MinPts.
• Objekt p je priamo dostupný na základe hustoty z objektu q, pre dané hodnoty
ε,MinPts, ak platí p ∈ Nε(q) a q je objektom jadra. Relácia je symetrická.
• Hraničný objekt je priamo dostupný na základe hustoty k nejakému objektu jadra,
ale on sám objektom jadra nie je.
• Objekt p je dostupný na základe hustoty z objektu q, pre dané hodnoty ε,MinPts, ak
existuje sekvencia objektov p1, p2, . . . , pn, pre ktoré platí p1 = q, pn = p a pre každú
dvojicu pi, pi+1 platí, že pi je priamo dostupný na základe hustoty k objektu pi+1.
Relácia je symetrická iba ak p aj q sú objekty jadra. Ak p je objektom jadra relácia
je taktiež reflexívna.
Definície priamej dostupnosti na základe hustoty a dostupnosti na základe hustoty sú zná-
zornené na obrázkoch 2.3a a 2.3b. Priama dostupnosť na zaklade hustoty je na týchto
obrázkoch znázornená červeným vektorom.
Je možné, aby dva hraničné objekty z rovnakého zhluku neboli dostupné na základe
hustoty, nakoľko podmienka dostupnosti na základe hustoty nemusí byť pre obidva ob-
jekty splnená. Avšak, musí existovať objekt jadra, z ktorého sú tieto dva hraničné objekty
dostupné na základe hustoty. Preto sa definuje pojem tzv.spojený ná základe hustoty.
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• spojitosť na základe hustoty objektu p k objektu q, pre dané hodnoty ε a MinPts,
sa definuje ako existencia objektu o, taký že p a q sú dostupné na základe hustoty z
objektu o
Na základe predošlých definícií sa zhluk a šum v kontexte metódy definujú nasledovne:
• Majme objekt p z množiny vstupných objektov D, ktorý je objektom jadra, pre dané
hodnoty ε a MinPts, množina objektov O = {o|o ∈ D a o je dostupný na základe
hustoty z p} predstavuje hľadaný zhluk objektov.
• Majme zhluky C1, C2, . . . , Ck, ktoré sú zhlukovou štruktúrou množiny vstupných ob-
jektov D, pre dané hodnoty ε a MinPts sa objekt šumu definuje ako objekt ktorý
nepatrí, žiadnemu z týchto zhlukov, napríklad: objekt šumu p, taký že {p ∈ D|∀i :
p /∈ Ci}.
p
+
+++
+
+
q
(a) Objekt p je dostupný na základe hustoty z q
pre MinPts = 3. Opačne to neplatí.
+
p
+
qo+ + +++ +++
(b) Objekty p, q sú spojené na základe hustoty cez
objekt o pre MinPts = 3
Obr. 2.3: Spojitosť a dostupnosť na základe hustoty
Z definície zhluku nie je celkom zrejmé, že môže nastať situácia, keď hraničný objekt patrí
dvom rozdielnym zhlukom, nakoľko može byť dostupný na základe hustoty k aspoň dvom
objektom jadra, ktoré patria do rozličných zhlukov. Algoritmus metódy analyzovaný prob-
lém rieši nedeterministicky. Rieši ho na základe poradia spracovávania objektov. Hraničný
objekt, ktorý podľa definície zhluku patrí dvom rozličným zhlukom, je v algoritme metódy
priradený tomu zhluku, ktorý je objavený skôr v priebehu zhlukovej analýzy.
Samotný algoritmus vyžaduje stanovenie dvoch konštánt ε,MinPts. Autori metódy
spolu s algoritmom prezentujú spôsob ako tieto konštanty určiť. Postup ako tieto konštanty
určiť je prezentovaný v nasledujúcich odstavcoch. Najprv je potrebné popísať samotný al-
goritmus.
Metóda pre dané hodnoty ε,MinPts , začne iteráciu po vstupných objektoch a výbe-
rom objektu k spracovaniu. Prvý objekt môže byť vybraný náhodne, ale zvyčajne sa jedná
o prvý objekt zo vstupných objektov. Náhodný výber objektov k spracovaniu vedie k roz-
dielnym výsledkom zhlukovania. Rozdiely spôsobuje fakt, že hraničné objekty môžu, podľa
definície zhluku, patriť dvom a viacerým zhlukom.
V práci sa bude považovať výber nasledujúceho ešte nespracovaného objektu po poradí
v akom sú vstupné objekty definované.
Algoritmus analyzovanej zhlukovacej metódy je znázornený na 2.3. Klasifikácia objektov
na objekt jadra, alebo na hraničný objekt je naznačená na algoritme 2.4.
V algoritme je použitá metóda D.regionQuery(objekt, ε). Metóda vracia zoznam ob-
jektov z množiny vstupných objektov D, ktoré ležia maximálne vo ε-vzdialenosti od objektu
objekt, resp. vráti objekty, ktorých hodnoty ležia v hraničnom intervale daným hodnotami
ε a objekt. Metóda má časovú zložitosť O(log n) v prípade ak pre uloženie vstupných ob-
jektov sa použije stromová štruktúra tzv.r-strom. Popis r-stromu nie je predmetom práce a
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preto je uvedená rovno časová zložitost požadovanej operácie nad r-stromom. Vyhľadanie
objektu na základe hraničných hodnôt v r-strome má logaritmickú časovú zložitosť. Metóda
D.regionQuery(objekt, ε) sa v algoritme volá pre každý objekt práve jeden krát. Preto vy-
sledná priemerná časová zlozitosť celej metódy je O(n log n).
Algoritmus 2.3 DBSCAN(množinaObjektov D, ε, MinPts)
označ všetky vstupné objekty za neklasifikované
clusterId = nextId(NOISE)
for i = 1 to D.size() do
if D[i] je neklasifikovaný objekt then
if ExpandCluster(D, i, clusterId, ε,MinPts) then
clusterId = nextId(clusterId)
end if
end if
end for
Hlavnou nevýhodou metódy je stanovenie konštánt ε,MinPts. Ak zvolíme hodnotu ε
malú, metóda nájde viac zhlukov o menších veľkostiach, platí to aj obrátene. Ak zvolíme
hodnotu MinPts ako malú hodnotu, viac objektov môže byť označených za ojedinelcov,
taktiež to platí opačne.
Ďalšia nevýhoda vychádza z predošlej. V prípade, ak sú vstupné objekty distribuované
do zhlukov o príliš rozlyčných hustotách (pozn. hustotazhlukuA  hustotazhlukuB), je
problém stanoviť dvojicu parametrov ε,MinPts. Pre väčšie hodnoty ε a MinPts metóda
identifikuje iba zhluk s väčšou hustotou a platí to aj opačne.
Hlavnou výhodou je schopnosť identifikovať ojedinelcov. Ďalej schopnosť identifikovať
zhluky rôznych, napríklad nekonvexných, tvarov. Táto vlastnosť vychádza z formy zhluko-
vacieho kritéria, ktoré je pre túto metódu lokálneho charakteru. Výhodou je taktiež časová
zložitosť metódy. Za výhodu sa dá považovať aj udržovanie vstupných objektov v r-strome,
pričom výhodnosť vyplýva najmä z toho, že r-strom nie je v priebehu zhlukovej analýzy
modifikovaný.
2.5.2 OPTICS
Nasledujúca sekcia čerpá z [2]
Jedná sa o metódu, ktorá vylepšuje metódu DBSCAN 2.5.1. V princípe sa jedná o metódu
DBSCAN pre konečný počet vstupných parametrov ε. Na rozdiel od metódy DBSCAN,
táto metóda v priebehu zhlukovej analýzy nepriraďuje objekty do zhlukov, ale uchováva
poradie v akom sú objekty spracovávané a informácie, ktoré tieto objekty do jednotlivých
zhlukov pre rôzne hodnoty ε priraďujú nepriamo. Tieto informácie sú tzv. vzdialenosť jadra
a tzv. vzdialenosť dostupnosti. K ich definícií používa definície uvedené v metóde DBSCAN
2.5.1.
Pre objekt p z množiny vstupných objektov D, pre danú ε hodnotu, majme Nε(p) ε-
okolie p, pre danú hodnotuMinPts a pre hodnotuMinPtsDistance(p), ktorá je vzdialenosť
p k jeho MinPts susednému objektu. Vzdialenosť jadra je definovaná nasledovne:
vzdialenostJadraε,MinPts(p) =
{
Nedefinovane, ak Kardinalita(Nε(p)) < MinPts
MinPtsDistance(p), inak
(2.19)
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Algoritmus 2.4 ExpandCluster(množinaObjektov D, indexDoMožinyObjektov i, označe-
nieAktuálnehoZhluku clusterId, ε)
o = D[i]
directlyReachableSet = D.regionQuery(o, ε)
if directlyReachableSet.size() < MinPts then
o.clusterId = NOISE
return false
else
directlyReachableSet.delete(o)
for all otmp ∈ directlyReachableSet do
otmp.clusterId = clusterId
end for
while directlyReachableSet.IsEmpty() = true do
p = directlyReachableSet.F irst()
directlyReachableSetOfP = D.regionQuery(p, ε)
if directlyReachableSetOfP.size() ≥MinPts then
for all pi ∈ directlyReachableSetOfP do
if p.clusterId ∈ {UNCLASSIFIED,NOISE} then
if p.clusterId = UNCLASSIFIED then
directlyReachableSet.insert(p)
end if
P.clusterId = clusterId
end if
end for
end if
directlyReachableSet.delete(p)
end while
return true
end if
ε
r(p1, o)
r(p2, o)
+p2
+
p1
core(o)
+
+
++
+
Obr. 2.4: Vzdialenosť jadra core(o), vzdia-
lenosti dostupnosti r(p1, o), r(p2, o) pre
MinPts = 4
Majme oproti predošlej definícií navyše ob-
jekt o z množiny vstupných objektov a
majme Nε(o), ε-okolie objektu o. Vzdiale-
nosť dostupnosti sa definuje nasledovne:{
Nedefinovane, ak |Nε(o)| < MinPts
max(vzdialenostJadra(o), vzdialenost(o, p)), inak
(2.20)
Vzdialenosť dostupnosti objektu p závisí na
objekte jadra vzhľadom ku ktorému je po-
čítaný. Na obrázku 2.4 sú znázornené spo-
menuté dve vzdialenosti.
Metóda vytvára zoradenia vstupných
objektov, pričom o každom objekte sa
ukladá vzdialenosť jadra a vzdialenosť do-
stupnosti. Základný cyklus metódy je naz-
načený v algoritme 2.5. V prvom kroku otvorí súbor Out k zapisovaniu, ktorý v jeho posled-
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nom kroku je zavretý. Každý objekt z D sa spracuje procedúrou ExpandClusterOrder v
prípade, ak ešte nebol označený za už spracovaný objekt. Procedúra ExpandClusterOrder
je naznačená v algoritme 2.6.
Algoritmus 2.5 OPTICS(množinaObjektov D, ε, MinPts, ZoradenáMnožinaObjektov
Out)
Out.write()
for i = 0 to D.size() do
Object = D.get(i)
if not Object.processed then
ExpandClusterOrder(D,Object, ε,MinPts,Out)
end if
end for
Out.close()
Algoritmus 2.6 ExpandClusterOrder(množinaObjektov D, Object, ε, MinPts, Zorade-
náMnožinaObjektov Out)
neighbours = D.neighbours(Objekt, ε)
Objectprocessed = true
Object.reachabilityDistance = UNDEFINED
Object.setCoreDistance(neighbours, ε,MinPts)
Out.write(Object)
if Object.coreDistance 6= UNDEFINED then
orderedSeeds.update(neighbours,Object)
while not orderedSeeds.empty() do
currentObject = orderedSeeds.next()
neighbours = D.neighbours(currentObject, ε)
currentObject.processed = true
currentObject.SetCoreDistance(neighbours, ε,MinPts)
Out.write(currentObject)
if currentObject.coreDistance 6= UNDEFINED then
orderedSeeds.update(neighbours, currentObject)
end if
end while
end if
V poslednom spomenutom algoritme je použitá dátová štruktúra prioritnný zoznam
OrderedSeeds, ktorá zoraďuje spracované objekty na základe vzdialenosti dostupnosti. V
tomto algoritme je použitá metóda OrderedSeeds.update(neighbours, CenterObject). Al-
goritmus tejto metódy je naznačený v algoritme 2.7.
Získanie množiny susedov daného objektu neighbours sa vykonáva ako požiadavka na
vstupné objekty, ktoré ležia v stanovenom ε-okolí daného objektu. Požiadavka sa môže vy-
konať podobne ako v prípade metódy DBSCAN, nakoľko predstavuje tú istú požiadavku.
Metóda mení poradie vstupných objektov a každemú objektu priraďuje hodnoty vzdiale-
nosti dostupnosti a vzdialenosti jadra. Táto reprezentácia, ale nie je vhodná na analýzu
užívateľom a zvyčajne sa za užívateľsky priateľnejší výstup metódy považuje graf hodnôt
dostupnosti.
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Algoritmus 2.7 OrderedSeed::update(neighbours, CenterObject)
coreDistance = CenterObject.coreDistance
for all Object ∈ neighbours do
if not Object.processed then
newReachabilityDistance = max(coreDistance, CenterObject.dist(Object))
if Object.reachabilityDistance = UNDEFINED then
Object.reachabilityDistance = newReachabilityDistance
insert(Object, newReachabilityDistance)
else
if newReachabilityDistance < Object.reachabilityDistance then
Object.reachabilityDistance = newReachabilityDistance
update(Object, newReachabilityDistance)
end if
end if
end if
end for
Obr. 2.5: Ukážka grafu dostupnosti pre testo-
vacie dáta Separaterd MinPts = 4 a ε = 2
Príklad grafu dostupnosti je na obrázku
2.5. Na grafe sú na ose x znázornené zhlu-
kované objekty v poradí v akom ich me-
tóda zoradila. Os y označuje hodnotu do-
stupnosti pre daný objekt.
Zhluky v grafe dostupnosti sa identifi-
kujú ako úseky na ose x, ktorých hodnota
dostupnosti oproti predchádzajúcemu resp.
nasledujúcemu objektu strmo klesá resp.
strmo rastie. Uvedená definícia nie je úplná
a úplny popis tejto problematiky presahuje
možnosti práce. Preto sa uvedie len algo-
ritmus, ktorý získa zhlukovú štruktúru pre
danú hodnotu ε′. Tento algoritmus je pre
dané hodnoty ε′,MinPts znázornený v al-
goritme 2.8.
Metóda je závislá na poradí vstupných
objektov. Nakoľko vychádza z algoritmu DBSCAN, majú tieto metódy niektoré spoločné
vlastnosti. Na rozdiel od metódy DBSCAN je metóda schopná identifikovať zhluky o rozli-
čných hustotách. Spoločnými nevýhodami sú parametre MinPts a ε. Stanovenie hodnoty
MinPts vychádza z rovnakých predpokladov ako u metódy DBSCAN. Stanovenie hodnoty
ε je u metódy založené na iných predpokladoch.
Hodnota ε musí byť dostatočne veľká na to, aby pre danú hodnotu MinPts bola schopná
identifikovať zhluky o najmenších veľkostiach a zároveň bola schopná správne identifikovať
ojedinelcov. Zároveň táto hodnota nesmie byť zvolená príliš veľká, nakoľko časová zloži-
tosť metódy môže rásť s rastúcou hodnotou ε. Tento nárast časovej zložitosti spôsobuje
požiadavka na získanie ε-okolia objektov, ktorý pre väčšie hodnoty ε zvykne vracať väčší
počet objektov. Väčšie ε-okolie daného objektu s veľkou pravdepodobnosťou bude v sebe
obsahovať väčší počet objektov. Časová zložitosť tohoto požiadavku v tomto prípade môže
degradovať.
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Príliš veľká hodnota parametru ε sa dá zistiť priamo z grafu dostupnosti. Na tomto
grafe by mali byť početnosti veľkých hodnôt vzdialeností dostupností ojedinelé oproti po-
četnostiam menších hodnôt vzdialeností dostupnosti.
Algoritmus 2.8 ExtractClusterStructure(OrderedObjects, ε′,MinPts)
ClusterId = NOISE
for i = 0 to OrderedObjects.size() do
Object = OrderedObjects.get(i)
if Object.reachabilityDistance > ε′ then
if Object.coreDistance ≤ ε′ then
ClusterId = nextId(ClusterId)
Objects.clusterId = ClusterId
else
Object.clusterId = NOISE
end if
else
Object.clusterId = ClusterId
end if
end for
2.6 Rôzne typy testovacích dát
Na množinu testovacích objektov, v kontexte zhlukovania, sa dá pozerať z pohľadu výslednej
zhlukovej štruktúry a z pohľadu vstupných objektov.
Pohľad na výslednú zhlukovú štruktúru vyžaduje znalosť požadovanej zhlukovej štruk-
túry a preto tento pohľad nemusí byť použiteľný, práve vtedy keď o hľadaná zhluková
štruktúra nie je známa. V tomto pohľade okrem iného sa rozlišuje:
• izotropnosť usporiadania zhlukov - Je hustota zhlukov v priestore rovnaká?
• izotropnosť zhlukov - Majú zhluky rovnaké tvary? Majú rovnaké distribúcie objektov?
• disjunktnosť zhlukov - Patrí nejaký objekt dvom zhlukom?
• tvar zhlukov - Ako sú vstupné objekty distribuované do jednotlivých zhlukov v pries-
tore vstupných objektov? Napr. konvexnosť zhlukov, zhluky rôznych geometrických
tvarov, alebo jedného zo štatistických rozdelení objektov.
V pohľade na vstupné objekty rozlišujeme:
• počet rozmerov vstupných objektov
• počet vstupných objektov - Postačuje, aby počet vstupných objektov bol dostatočne
veľký. Tento faktor má minimálne dopady na rozdiely výsledných zhlukových štruktúr.
• prítomnosť ojedinelcov, resp. prítomnosť šumu vo vstupných objektoch
• tvar vstupných objektov - Ako sú vstupné objekty distribuované v priestore vstup-
ných objektov? Napríklad distribúcie o tvaroch rôznych geometrických útvarov, alebo
jedného zo štatistických rozdelení objektov.
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Kapitola 3
Analýza a návrh vybraných metód
a návrh testov
V práci bolo vybrané implementovať a otestovať metódu SLINK 2.3.1, filtrovacý algoritmus
metódy k-means 2.4.1, metódu DBSCAN 2.5.1 a metódu OPTICS 2.5.2. K tomuto vybéru
bolo dospeté na základe ich efektivite zhlukovania. Podporované dátove typy atribútov
zhlukovaných objektov boli zvolené binárne, numerické a ordinálne hodnoty. Návrh bol
priebežne konzultovaný s vedúcim práce.
3.1 Analýza a návrh rozhrania knižnice
Pod rozhraním knižnice sa rozumie forma predania vstupných objektov a parametrov zhlu-
kovacej metódy od užívateľa požadovanej zhlukovacej metódy a forma predania výstupných
zhlukových štruktúr, alebo iných výstupov zhlukovacích metód, užívateľovi. Toto rozhranie
by malo umožniť užívateľovi zhlukovanie objektov nezávisle na počte vstupných objektov a
nezávisle na počte či typu atribútov vstupných objektov. Rozhranie by ďalej malo umožniť
užívateľovi definovať si vlastný vstupný objekt a vlastnú funkciu na meranie vzdialenosti
medzi objektami. Pod definíciou vstupného objektu sa rozumie vymenovanie jeho atribútov
a určenie ich dátových typov.
3.2 Analýzy a návrhy jednotlivých zhlukovacích metód
Každá zhlukovacia metóda musí byť schopná prijať usporiadanú množinu užívateľom de-
finovaných vstupných objektov a musí byť schopná predať príslušný výsledok zhlukovacej
metódy užívateľovi. Preto z dôvodu jednotnosti jednotlivých rozhraní zhlukovacích metód
sa tieto štruktúry pre všetky implementované metódy reprezentujú jednotne. Konkrétne
sú potrebné triedy pre reprezentáciu vstupného objektu, usporiadanej množiny objektov,
zhluku, množiny zhlukov a usporiadanej množiny množín zhlukov.
3.2.1 Analýza a návrh metódy SLINK
Výstupom metódy je dendogram. Bolo zvolené dendogram reprezentovať ako usporiadanú
množinu zhlukových štruktúr, pričom každá zhluková štruktúra zaznamenáva jeden rez
dendogramom na úrovni miery podobnosti, na ktorej dochádza k zlučovaniu zhlukov.
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Procedúra postupuje podľa algotimu 2.1. Po skončení zhlukovej analýzy je výsledok
dostupný v ukazateľovej reprezentácií. Túto reprezentáciu je nutné transformovať na zvolenú
sekvenciu zhlukových štruktúr.
Transformácia ukazateľovej reprezentácie na sekvenciu zhlukových štruktúr sa vykonáva
priebežným konštruovaním zhlukových štruktúr s rastúcou hodnotou miery podobnosti. V
prvom kroku sa získa vyhľadávacia tabuľka všetkých objektov, ktoré sú v nejakom zhluku o
viacerých objektoch, ktorej kľúčom je hodnota poľa Λ[i]. Následne sa od najnižšej hodnoty
miery podobnosti po najvyššiu prechádza touto tabuľkou. Vytvorené zhluky sa postupne
spájajú do väčších na základe rovnakej hodnoty prvku poľa Π[i]. Následne sa pokračuje
ďalšou iteráciou pre nasledujúcu hodnotou miery podobnosti, pričom predošlé zhluky sú
použité pri zlučovaní na aktuálnej úrovni miery podobnosti.
Tie objekty, ktoré pre danú úroveň miery podobnosti nie sú obsiahnuté v množine ob-
jektov všetkých čiastkových zhlukov na danej úrovni miery podobnosti, sú objekty, ktoré
patria do samostatných jednoprvkových zhlukov. Generovanie výstupu metódy je navrhnuté
tak, aby tieto jednoprvkové zhluky nevkladal do výslednej zhlukovej štruktúry. Je to odô-
vodnené tým, že v praxi je väčšinou cieľom zhlukovej analýzy identifikácia viacprvkových
zhlukov a nie jednoprvkových a tiež by to znamenalo isté zhoršenie algoritmickej zložitosti
tejto transformácie. Taktiež je jednoprvkových zhlukov v priebehu zhlukovej analýzy v jed-
notlivých zhlukových štruktúrach pomerne veľa v porovnaní s počtom vstupných objektov.
Preto navrhnutý výsledok metódy zaznamenáva len k akým zlúčeniam zhlukov došlo a teda
zaznamenáva iba viacprvkové zhluky.
3.2.2 Analýza a návrh filtrovacieho algoritmu k-means
Výstupom metódy je množina zhlukov. Pre dosiahnutie porovnateľnej časovej zložitosti
metódy, v súlade s tvrdeniami autorov metódy, je potrebné použiť stromovú štruktúru kd-
strom, alebo jednu z jeho variácií. Uzlami kd-stromu sa pri metóde prechádza. Preto metóda
by mala byť schopná kd-strom zostaviť. Potrebné operácie nad kd-stromom sú získanie
ľavého a pravého podstromu z daného uzlu, operácia na zostavenie kd-stromu zo vstupných
objektov, operácia na jeho zrušenie a operácia na získanie rodičovského uzla z daného uzla
kd-stromu. Uvedené operácie nad kd-stromom nie sú určené k vymenovaniu zakladných
operácií na kd-stromom. Uvedené operácie nad kd-stromom sú potrebné z hľadiska návrhu
metódy. Návrh metódy sa teda na kd-strom pozerá, ako na čiernu skrinku.
Metóda v prvom kroku zostaví kd-strom z usporiadanej množiny vstupných objektov.
Následne sa zavolá funkcia Filter(), ktorá postupuje podľa algoritmu 2.2. Po návrate z
funkcie má každý objekt priradený práve jeden kandidátny stred a na základe tohoto vzťahu
je možné vytvoriť vyslednú zhlukovú štruktúru. To sa vykoná prechodom cez zhlukované
objekty, postupným triedením objektov do jednotlivých zhlukov na základe kandidátneho
stredu.
Samoté zhlukovanie opakovane volá funkciu Filter() a po jej každom skončení sa
vypočítajú nové kandidátne stredy na základe im priradených hodnôt wgtCent a count.
Ďalej sa vypočíta najväčší posun nejakého kandidátneho stredu, na základe vzdialenostnej
funkcie definovanej užívateľom. Ak je najväčší posun kandidátneho stredu v danom kroku
menší ako vstupný parameter reprezentujúci požadovaný posun kandidátnych stredov, tak
zhluková analýza končí a nasleduje extrahovanie zhlukov.
Zhluková analýza končí taktiež, ak je počet vykonaných krokov zhlukovania väčší ako
vstupný parameter reprezentujúci maximálny počet krokov zhlukovania. Inak zhluková ana-
lýza pokračuje ďalším krokom. Pred vykonaním ďalšieho kroku zhlukovania je nutné vy-
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prázdniť množiny kandidátnych stredov každého uzla kd-stromu.
Navrhnutá aplikácia filtrovacieho algoritmu, ako kroku všeobecnej zhlukovacej metódy
k-means poskytuje užívateľovi možnosť definovať počiatočnú množinu kandidátnych stre-
dov. Objekty tejto množiny nemusia byť súčasťou množiny vstupných objektov. Výsledná
zhluková štruktúra v tom prípade môže obsahovať menej zhlukov, ako je počet kandidát-
nych stredov. To nastane práve vtedy, ak niektoré kandidátne stredy nepatria do množiny
vstupných objektov a predstavujú ojedinelcou v množine vstupných objektov.
3.2.3 Analýza a návrh metódy DBSCAN
Výstupom metódy je zhluková štruktúra. Pre dosiahnutie povonateľnej časovej zložitosti,
v súlade s tvrdeniami autorov metódy, je možné použiť stromovú štruktúru r-strom. Bolo
zvolené ,aby sa požadovaná operácia na získanie množiny objektov ε-okolia daného objektu
nevykonávala, ako požiadavka nad r-stromom. Návrhovaná metóda nedosahnuje porovna-
teľnú časovú zložtosť metódy v súlade s tvrdeniami autorov metódy.
Procedúra postupuje podľa algoritmov 2.3 a 2.4. Po skončení zhlukovej analýzy je k
extrakcií zhlukovej štruktúry nutné zostaviť vyhľadávaciu tabuľku, ktorej kľúčom je iden-
tifikátor zhluku a hodnotou je zhluk objektov. To sa vykoná iteráciou cez všetky vstupné
objekty a postupným triedením týchto objektov do tabuľky na základe rovnakého identifi-
kátora zhluku. Objekty, ktoré sú priradené do zhluku reprezentujúci šum sa do výslednej
zhlukovej štruktúry nevložia. Zhluková štruktúra je následne extrahovaná zo zostavenej
tabuľky.
3.2.4 Analýza a návrh metódy OPTICS
Výstupom metódy je usporiadaná množina objektov s priradenými hodnotami vzdialenosti
dostupnosti a vzdialenosti jadra a graf dostupnosti. Bolo zvolené výstup zhlukovacej me-
tódy reprezentovať ako konečnú usporiadanú možinu zhlukových štruktúr, pričom každá
zhluková štruktúra je získaná pomocou algoritmu 2.8 pre danú hodnotu ε′, ktorej hodnota
je menšia ako vstupný parameter samotnej metódy ε.
Pre dosiahnutie porovnateľnej časovej zložitosti metódy, v súlade s tvrdeniami autorov
metódy, je možné použiť stromovú štruktúru r-strom. Bol zvolený rovnaký postup ako pri
návrhu metódy DBSCAN. Navrhovaná metóda nedosahuje porovnateľných časových zloži-
tostí v súlade s tvrdeniami autorov metódy.
Metóda má okrem parametrov algoritmu OPTICS 2.5 ε,MinPts parameter veľkosti
kroku extrahovania zhlukových štruktúr. Tento parameter určuje veľkosť zmeny hodnoty
ε′, ktorá je jedným z parametrov algoritmu 2.8. Algoritmus extrahuje zhlukovú štruktúru
pre danú hodnotu ε′. Extrakcia sa vykoná pre hodnoty ε′, začínajúce na hodnote vzdiale-
nosti dostupnosti rovnej nule. Iteratívne je hodnota ε′ zvyšovaná o hodnotu veľkosti kroku
extrahovania zhlukových štruktúr, pokiaľ nie je táto hodnota väčšia, ako hodnota vstup-
ného parametra ε.
Hodnota parametera kroku extrahovania zhlukových štruktúr by mala byť zvolená tak,
aby bola menšia ako vstupný parameter ε. Ak je táto hodnota zvolená prilíš malá, má to za
následok, že počet vystupných zhlukových štruktur bude príliš veľký na následné spracova-
nie užívateľom. Preto by mal byť tento parameter volený tak, aby počet vyextrahovaných
zhlukových štruktúr nebol príliš veľký.
Procedúra postupuje podľa algoritmov 2.5, 2.6 a 2.7.Po skončení zhlukovej analýzy
je nutné reprezentáciu výsledku metódy transformovať na zvolenú sekvenciu zhlukových
štruktúr podľa uvedeného postupu založeného na zmene hodnoty ε′.
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Pre potreby konštrukcie grafu dostupnosti je nutné poskytnúť informácie k jeho ko-
nštrukcii. Tieto informácie predstavuje výsledné zoradenie objektov a hodnoty dostupnosti
priradené každému objektu. Formát grafu dostupnosti by mal umožňovať jeho nenáročnú
vizualizáciu. Graf dostupnosti je navhrnutý ako usporiadná množina dvojíc: zhlukovaný
objekt a vzdialenosť dostupnosti.
3.3 Analýza a návrh ostatných súčastí knižnice
3.3.1 Analýza a návrh triedy zhlukovaného objektu
Užívateľom definovaný objekt by mal byť zdedený z abstraktnej triedy, implementujúcu
potrebné operácie nad týmto objektom. Pre potreby definovania triedy, ktorej inštancie re-
prezentujú užívateľom definovaný objekt, sú potrebné operácie na jeho načítanie zo znakovo
orientovaného kontajneru resp. operácia na vypísanie objektu do znakovo orientovaného
kontajneru a operácia na výpočet vzdialenosti dvoch objektov.
Abstraktná trieda, z ktorej je užívateľom definovaná trieda zhlukovaného objektu od-
vodená obsahuje stanovených členov a implementuje požadované operácie nad nimi. Na-
vrhnutý člen triedy je usporiadaná množina hodnôt atribútov. Požadované operácie nad
inštanciami triedy sú:
• sčítanie a odčítanie hodnôt atribútov dvoch objektov
• vynulovanie hodnôt atribútov objektu
• identifikácia nulových hodnôt atribútov objektu
• identifikácia kladnej hodnoty stanoveného atribútu objektu
• získanie priemerných hodnôt atribútov dvoch objektov
• delenie hodnôt atribútu celým číslom
• porovnanie hodnôt atribútov dvoch objektov
Spomenuté operácie pre dva objekty predpokladajú rovnaké datové typy atribútov oboch
objektov. Všetky operácie sú vyžadované filtrovacím algoritmom k-means.
3.3.2 Analýza a návrh požiadavky rangeQuery
Táto požiadavka je vyžadovaná metódami OPTICS a DBSCAN. Jeho výsledkom je množina
objektov, ktorá leží v danom ε-okolí od daného objektu O. Objekt O je súčasťou tohoto
výsledku. Požiadavka je navrhnutá ako výber objektov z usporiadanej množiny vstupných
objektov.
3.3.3 Analýza a návrh dátovej štruktúry kd-stromu
Každú úroveň kd-stromu reprezentuje atribút objektu, podľa ktorého sa aktuálna množina
objektov usporiada. Následne sa z tejto usporiadanej množiny vyberie medián, na základe
ktorého sa aktuálna usporiadaná množina objektov rozdelí na dve časti. Ľavá časť usporia-
danej množiny spolu s mediánom predstavuje novú množinu objektov pre ľavý podstrom
aktuálneho uzla. Pravá časť pre pravý podstrom. Ktorá dimenzia prináleží ktorej úrovni
kd-stromu určuje vzťah dim = depth mod d, pričom depth je úroveň aktuálneho uzla a d
je počet atribútov vstupného objektu.
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3.4 Návrh testovacieho rozhrania a testovacích scenárov
Pod návrhom testovacieho rozhrania sa rozumie definíca krokov testovacích scenárov, defi-
nícia ich testovacích podmienok, popis jednotlivých testovacích dát a návrh spôsobu vizu-
alizácie výsledkov zhlukovania. Spoločné kroky pre každý testovací scenár sú:
1. Pre dané vstupné dáta a danú zhlukovaciu metódu ak je to potrebné urči vhodné
parametre metódy a vykonaj zhlukovanie.
2. Vizualizuj výsledok zhlukovacej metódy.
3. Over platnosť danej testovacej podmienky na vizualizovaných zhlukových štruktúrach.
Navrhnuté testovacie dáta budú uvedené v nasledujúcej podkapitole. Testovacie podmienky
závisia od konkrétneho testovacieho scenára. Zdokumentované sú testovacie podmienky,
výsledky zhlukovania a parametry metód, za ktorými nasleduje ich analýza. Táto analýza
výchadza len z informácií uvedených v tejto práci.
Vizualizácia výsledkov zhlukovania je navrhnutá tak, aby umožnovala tvorbu grafov
s ľubovoľným počtom rozmerov. Požadované typy grafov sú: dvojrozmerné, trojrozmerné
a grafy paralelnych súradníc. Príklady každého z týchto grafov je možné vidieť v návrhu
testovacích dát.
Príslušnosť objektu do zhluku je v týchto grafoch znázornená farbou objektu. Objekty
rovnakých farieb partia do rovnakých zhlukov.
3.4.1 Analýza a návrh porovávania dvoch zhlukových štruktúr
K porovnávaniu zhlukovacích metód testovaním na rovnaké vstupné objekty je nutné byť
schopný porovnať ich rozdielne výsledky a zároveň byť schopný ohodnotiť mieru rozdielnosti
týchto výsledkov. Bolo zvolené výstupy všetkých metód reprezenovať ako jednu alebo viac
zhlukových štruktúr. Je nutné poznamenať, že existuje viacero prístupov k porovnávaniu
výsledkov zhlukovacích metód a v práci je použitý jeden z možných prístupov.
Porovnávanie dvoch zhlukových štruktúr vyžaduje metriku, ktorá ohodnocuje rozdiel-
nosť prípadne podobnosť dvoch zhlukových štruktúr. Existuje viacero takýchto metrík a
ich popis presahuje možnosti práce. Ďalej v práci sa za najpodobnejšie zhlukové štruk-
túry budú považovať tie, za ktoré ich označí tzv.učiteľ. Teda osoba, ktorá pomocou svojho
úsudku a pomocou vhodnej grafickej reprezentácie tieto najpodobnejšie zhlukové štruktúry
určí spomedzi možných dvojíc najpodobnejších zhlukových štruktúr.
3.5 Návrh testovacích dát
Navrhované testovacie dáta boli získané z publikácie [15] a zo stránky [4]. Nasledujúce
obrázky vizualizujú jednotlivé testovacie dáta. Ako posledný je uvedený graf paralelnych
súradníc objektov o piatich rozmerov. Po poradí sú uvedené vizualizácie dvojrozmerných a
trojrozmerných objektov.
Dátové typy atribútov objektov v prípade posledného grafu sú ordinálne a v ostatných
grafoch numerické. Každá množina testovacích dát má pomenovanie uvedené úvodom po-
pisu obrázku. Ďalej sa v práci bude na testovacie dáta odkazovať práve týmito označeniami.
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(a) Seperated - 3D vizualizácia (b) Seperated - graf paralelnych súradníc
(c) Atom - 3D vizualizácia (d) Atom - graf paralelnych súradníc
(e) Diamonds - Dva blízke zhluky v tvare kosošt-
vorca
(f) Outliers - Viaceré zhluky ojedinelcou
Obr. 3.1: Testovacie dáta časť 1
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(a) CloseClusters - 3D vizualizácia (b) CloseClusters - graf paralelnych súradníc
(c) Different - zhluky rozličných tvarov (d) Gaussians - dva zhluky s gaussovím rozložením
(e) VariableDensity - 2D vizualizácia
(f) MultiDimensional - Graf paralelnych súradníc
pre viacrozmerné objekty, vstupné dáta nemajú
bližšiu špecifikáciu.
Obr. 3.2: Testovacie dáta časť 2
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Kapitola 4
Implementácia a testovanie
vybraných metód
Knižnicu bolo zvolené implementovať v programovacom jazyku C++.
4.1 Implementácia rozhrania knižnice
Implementovanú knižnicu reprezentuje jeden hlavičkový súbor libCluster.hpp, ktorý ob-
sahuje generický zdrojový kód zavislý na konkrétnej implementácií užívateľom definovaného
objektu. K zostaveniu statickej alebo dynamickej knižnice je potrebné implementovať triedu,
ktorej inštancie reprezentujú uživateľom definovaný objekt. Výsledná knižnica je následne
určená k zhlukovaniu iba vstupných objektov tohoto typu.
V knižnici sú implementované triedy:baseObject, baseCluster, baseClusterStructure.
Ďalej ako reprezentáciu vektora, resp. usporiadanej množiny bol zvolený dátový kontajner
štandardnej knižnice jazyka C++: std::vector. Implementovaná knižnica používa len sú-
časti štandardnej knižnice jazyka C++.
Pre potreby načítania vstupných objektov je implementovaná procedúra na načítanie
vstupných objektov zo súboru B.
Pre potreby normalizácie numerických a ordinálnych hodnôt atribútov objektov podľa
vzorca 2.11 je implementovaná procedúra, jej hlavička je uvedená v B.
Všetky impementované zhlukovacie metódy, všetky implementované funkcie a všetky
implementované triedy majú generický parameter triedu, ktorej inštancie predstavujú zhlu-
kovaný objekt. Je to spôsobené tým, že filtrovací algoritmus k-means a funkcia na načita-
nie zhlukovaných objektov vyžadujú zakladanie nových objektov zhlukovania a zakladanie
inštancií abstraktnej triedy baseObject nie je možné. Z dôvodu jednotnosti zdrojového
kódu bolo zvolené tieto elementy knižnice parametrizovať rovnakým generickým paramet-
rom userObject.
Parametrizácia generickým parametrom userObject neprináša žiadne spomalenie behu
programu. Má za následok, že výstupná knižnica je reperzentovaná jedným hlavičkovým
súborom. Prináša to isté spomalenie prekladu, ale naopak to z implementačného pohľadu
zľahčuje manipuláciu so zhlukovanými objektami v zdrojovom kóde knižnice.
Výstup zhlukovej štruktúry je reprezentovaný ako sekvencia objektov, ktoré majú je-
den rozmer naviac. Tento rozmer označuje identifikátor zhluku, do ktorého bol daný objekt
priradený. Sekvenciu zhlukových štruktúr je vhodné reprezentovať ako sekvenciu súborov,
ktoré sú pomenované tak, aby z ich pomenovania bolo jasné z akej úrovne miery podob-
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nosti, resp. hodnoty vzdialenosti dostupnosti je daná zhluková štruktúra extrahovaná. Ich
pomenovanie je teda číselné.
4.1.1 Triedy knižnice
Všetky implementované triedy a implementované procedúry zhlukovacích metód spolu s
vyžadovanými konštantami či potrebnými funkciami sú súčasťou jedného priestoru mien
pod názvom: libCluster.
baseObject reprezentujúca základný objekt, z ktorého by trieda reprezentujúca užívate-
ľom definovaný objekt mala byť zdedená. Trieda obsahuje abstraktné metódy, ktoré trieda
reprezentujúca užívateľom definovaný objekt musí implementovať. Tie metódy sú:
• public virtual double DistanceMeasure(userObject & anotherObject)=0 - Uží-
vateľom definovaná vzdialenostná funkcia.
• public virtual std::ostream & WriteObject(std::ostream & stream)=0 - Po-
užíva sa k zápisu objektu do znakovo orientovaného kontajnera.
• public virtual std::istream & ReadObject(std::istream & stream)=0 - Pou-
žíva sa k načítaniu objektu zo znakovo orientovaného kontajnera.
Dátovými členmi triedy sú:
• protected std::vector<dimension> data - vektor rozmerov daného objektu, pri-
čom identifikátor dimension je štruktúra uchovávajúca hodnotu jedného rozmeru.
• protected int dimensionCount - počet rozmerov daného objektu.
• protected int currentDimension - identifikátor aktivity rozmeru objektu, používa
sa pre potreby konštrukcie kd-stromu, kde sa vektor objektov musí zoradiť podľa
daného rozmeru.
Pre úplnosť je nutné definovať štruktúru obsahujúcu hodnotu jedného rozmeru užívateľom
definovaného objektu:
struct dimension{
dataType type; //identifikátor dátového typu
union data
{
int iData;
bool bData;
double fData;
};};
V prípade potreby rozšírenia množiny podporovaných atrubútov, je nutné založiť pre nový
typ samostatného člena v hore uvedenom zjednotení. Ďalej je potebné upraviť operácie nad
hore uvedenou štruktúrou aby podporovali nový dátový typ.
Trieda baseObject implementuje potrebné metódy k implementácií zhlukovacích me-
tód. Súčet dvoch objektov je objekt, ktorého atribúty predstavujú súčet ich jednotlivých
rozmerov. Rovnako to platí pre rozdiel, priemer a delenie objektu celým číslom. Operácie sú
implementované aj nad binárnymi atribútmi. Operácie nad binárnimi atribútmi postupujú
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podľa boolovskej algrebry. Pričom delenie binárneho atribútu(delenec) celým číslom(deliteľ)
nemá žiaden význam a preto sa za výsledok takéhoto delenia považuje delenec. Priemer
dvoch binárnych attribútov je ich súčin.
baseCluster implementuje potrebné operácie nad zhlukom užívateľom definovaných ob-
jektov. Tieto zhluky majú priradený jednoznačný identifikátor v rámci danej zhlukovej
štruktúry. Dátovými členmi triedy sú:
• private int clusterId - identifikátor zhluku
• private std::vector<UserObject> objects - usporiadaná množina užívateľom de-
finovaných objektov
• private static int currentClstrId - počítadlo zhlukov, je možné vynulovať me-
tódou ResetClusterNumbering()
baseClusterStructure implementuje potrebné operácie nad zhlukovou štruktúrou. Dá-
tovým členom je usporiadaná množina objektov baseCluster<UserObject>. Trieda pou-
žíva rovnaký mechanizmus číslovania zhlukových štruktúr ako trieda baseCluster<UserObject>.
Základná operácia nad inštanciou triedy je vloženie zhluku do zhlukovej štruktúry:
• public void InsertCluster(baseCluster<UserObject> & clust)
4.2 Použitie knižnice
Trieda, ktorej inštancie reprezentujú užívateľom definovaný objekt, by mala byť zdedená z
triedy baseObject. Táto trieda môže nahradiť generický parameter všetkých implementova-
ných metód a funkcií v knižnici. Ukážková implementácia triedy pre reprezentáciu dvojroz-
merného objektu s jedným binárnym a s druhým ordinálnym atribútom vyzerá nasledovne:
#include <iostream>
#include "libCluster.hpp"
class 2dObject: public libCluster::baseObject<2dObject>
{
public:
double DistanceMeasure(2dObject & o1){
if(o1.data[0].data.bData != data[0].data.bData)
return std::abs(o1.data[1].data.iData - data[1].data.iData);
else
return 0.0;
}
2dObject(int dims):baseObject(dims){}
std::ostream & WriteObject(std::ostream & stream){
stream << data[0].data.bData << ’ ’ << data[1].data.iData;
return stream;
}
std::istream & ReadObject(std::istream & stream){
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data.resize(2);
data[0].type = libCluster::BOOLEAN;
data[1].type = libCluster::INTEGER;
stream >> data[0].data.bData >> data[1].data.iData;
return stream;
}
};
//Nastavenie počítadla zhlukov a zhlukových štruktúr
int libCluster::baseCluster<2dObject>::currentClstrId = 0;
int libCluster::baseClusterStructure<2dObject>::currentClstrStructId = 0;
4.3 Implementácie jednotlivých zhlukovacích metód
4.3.1 Popis implementácie metódy SLINK
Procedúra implementujúca metódu SLINK oproti všeobecnej zhlukovacej metóde nevyža-
duje žiadne implementačné špecifiká. Implementácia metódy postupuje podľa jej návrhu.
Hlavička metódy v implementovanej knižnici je uvedená v B.
Za vlastný prínos sa dá považovať funkcia na transformáciu ukazateľovej reprezentácie
na sekvenciu zhlukových štruktúr.
4.3.2 Popis implementácie fitrovacej metódy k-means
Procedúra implementujúca metódu oproti všeobecnej zhlukovacej metóde vyžaduje zostave-
nie kd-stromu, stanovenie parametra požadovaného posunu kandidátnych stredov a stano-
venie množiny počiatočných kandidátnych stredov. Implementácia metódy postupuje podľa
jej návrhu. Hlavička metódy v implementovanej knižnici je uvedená v B.
Za vlastný prínos sa dá považovať aplikácia filtrovacieho algoritmu ako krok všeobecnej
metódy k-means.
Implementovaná metóda zostaví kd-strom za použitia vektoru vstupných objektov,
ktorý podľa daného rozmeru usporiada. Konštrukcia kd-stromu pracuje na mieste tohoto
vektoru vstupných objektov. V priebehu konšturkcie kd-stromu sa preto usporiadanie vstup-
ných objektov s veľkou pravdepodobnosťou mení. Z tohoto dôvodu by užívateľ mal tento
fakt brať na vedomie a nespoliehať sa na konzistenciu usporiadania vstupných objektov
pred a po zhlukovaní touto metódou.
Implementovaná metóda nekontroluje, či počiatočné kandidátne stedy sú podmnožinou
vstupných objektov. V prípade, ak sú za počiatočné kandidátne stredy zvolené objekty
také, ktoré nepatria do množiny vstupných objektov, tak počet nájdených zhlukov môže
byť menší ako je počet kandidátnych stredov.
4.3.3 Popis implementácie metódy DBSCAN
Procedúra implementujúca túto metódu oproti všeobecnej zhlukovacej metóde vyžaduje
požiadavku na získanie ε-okolia daného objektu a parametre ε a MinPts. Implementácia
metódy a potrebného požiadavku postupuje podľa ich návrhu. Hlavička metódy v imple-
mentovanej knižnici je uvedená v B.
Implementovaná metóda nachádza neprekryvajúce sa zhluky. V prípade potreby nachá-
dzania prekrývajúcich sa zhlukov je potrebné upraviť existujúcu implementáciu tak, aby
sa pri zaraďovaní aktuálneho objektu do zhluku zaraďovali do rovnakého zhluku aj jeho
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hraničné objekty, ktoré sú priradené do iného zhluku. Popísaná extrakcia prekrývajúcich
sa zhlukov prináša isté zhoršenie zložitosti algoritmu a aj preto nebola táto vlastnosť im-
plementovaná.
4.3.4 Popis implementácie metódy OPTICS
Procedúra implementujúca túto metódu oproti všeobecnej zhlukovacej metóde vyžaduje
požiadavku na získanie ε-okolia daného objektu a parametre ε a MinPts a krok zmeny
vdialenosti podobnosti použitého pri extrahovaní zhlukových štruktúr. Výstupom metódy
je sekvencia zhlukových štruktúr a graf dostupnosti. Implementácia metódy postupuje podľa
jej návrhu. Hlavička metódy v implementovanej knižnici je uvedená v B.
Graf dostupnosti je reprezentovaný usporiadanou množinou dvojíc objekt, hodnota
vzdialenosti dostupnosti. Výsledné extrahované zhlukové štruktúry spolu s priradenou hod-
notou vzdialenosti dostupnosti, na ktorej bola zhluková štruktúra vyextrahovaná, sú repre-
zentované usporiadanou množinou dvojíc zhluková štruktúra, hodnota vzdialenosti dostup-
nosti.
Implementovaná metóda rovnako ako implementovaná metóda DBSCAN nachádza ne-
prekryvajúce sa zhluky. V prípade potreby nachádzania prekrývajúcich sa zhlukov je po-
trebné upraviť existujúcu implementáciu podobne ako v prípade metódy DBSCAN.
V priebehu testovaní úspešnosti prekladu knižnice na (GCC) 4.6.4 inštalovanom na
školskom servery merlin sa objavil problém s prekladom štruktúry
std::pair<baseClusterStructure<UserObject>,double>. Bolo potrebné vytvoriť alias
triedy TPair a TPairs. Ich podrobnejšia štruktúra je zdokumentovaná v programovej do-
kumentácii. Inštanciami týchto alias tried je reprezentovaná výsledná sekvencia zhlukových
štruktúr.
4.4 Implementácia testovacieho rozhrania
Na vizualizáciu zhlukových štruktúr bola zvolená aplikácia Gnuplot, zvolený formát bol
.png. V aktuálnej verzii 4.6.5 nepodporuje graf paralélnych súradníc. Tento typ grafu bol
nedávno implementovaný ako nová súčasť gnuplot-u a je dostupný v aktuálnej alfa ver-
zií pripravovaného vydania 4.7. Na vizualizáciu sekvencií zhlukových štruktúr bol zvolený
nástroj ffmpeg a výstupný formát .mpeg.
4.5 Priebeh testov
K vykonaniu testov bolo potrebné odstrániť zo vstupných súborov dát komentáre. Následne
boli implementované triedy pre popis objektov jednotlivých vstupných objektov a boli im-
plementované hlavné zdrojové súbory, ktoré reprezentujú zhlukovanie daným testovacím
scenárom.
Pre všetky testovacie objekty bola zvolená Manhattanovská vzdialenosť, nakoľko jednot-
livé rozmery atribútov všetkých testovacích dát sú rovnakého typu a rovnakých rozsahov.
V dátach sa nenachádzajú objekty, ktoré by rozširovali priestor definovaný vstupnými ob-
jektami v jednom smere viac ako v ostatných. Preto je vplyv nepresnosti Manhattanovskej
vzdialenosti na výsledky zhlukovania minimálny.
Následne boli určené najvhodnejšie parametre pre dáne dáta a metódu. Nasledovalo
vykonanie zhlukovania a ich vizualizácia. Ďalším krokom testovania bola analýza vizuali-
zovaných zhlukových štruktúr. Posledným krokom testovania bola dokumentácia týchto
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analýz do textu práce. V nasledujúcej kapitole sú zdokumentované spomenuté výsledky
analýz jednotlivých testovacích scenárov.
Určenie vhodných parametrov metód bolo vykonané na základe procedúry:
1. Vizualizuj vstupné dáta.
2. Analyzuj prítomné zhlukové štruktúry. Zisti aká je približná charakteristika hľadaných
zhlukov.
3. Na základe predošlej definície charakteristike zhlukov urči potrebné parametre me-
tódy.
4.5.1 Vzorové zhlukové štruktúry testovacích dát
Pod pojmom vzorová zhluková štruktúra testovacích dát sa rozumie taká štruktúra, ktorá
sa pre danú metódu a dané testovacie dáta považuje za vzor, z ktorého sa určujú parametre
metódy a je použitá pri porovnávaní výsledkov zhlukovania. Táto zhluková štruktúra je
považovaná za hľadanú, ku ktorej sa ostatné zhlukové štruktúry porovnávajú.
Nasledujúci zoznam čiastočne popisuje vzorové zhlukové štruktúry jednotlivých testo-
vacích dát.
• Separated 3.1a - zhluková štruktúra obsahuje sedem dobre oddelených zhlukov.
• Atom 3.1c - zhluková štruktúra obsahuje jeden zhluk, tvorený objektami jadra atómu.
Ostatné objekty sú šumom. Akceptované sú aj také zhlukové štruktúry, ktoré sú
schopné priradiť objekty jadra atómu do jedného zhluku, ale objekty plášťa zaraďujú
do zhlukov rôzne.
• Diamons 3.1e - zhluková štruktúra obsahuje dva dotýkajúce sa zhluky o tvare koso-
štvorca.
• Outliers 3.1f - zhluková štruktúra obsahuje dva zhluky a ostatné objekty sú šumom.
• CloseClusters 3.2a - zhluková štruktúra obsahuje štyri blízke zhluky. Zdroj [15].
• Different 3.2c - zhluková štruktúra obsahuje tri rôzne zhluky.
• Gaussians 3.2d - zhluková štruktúra dvoch zhlukov s gaussovým rozdelením.
• DifferentDensities 3.2e - zhluková štruktúra dvoch zhlukov s rôznými hustototami.
• MultiDimensional 3.2f - V tomto prípade zdroj neuvádza koľko je zhlukov v daných
dátach obsiahnutých. Z grafu paralélnych súradních sa dá identifikovať niekoľko zhlu-
kov a je tu vidieť aj objekty šumu. V prípade týchto dát sa analyzuje, len či je metóda
schopná identifikovať, pre dané parametre, valídne zhlukové štruktúry.
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Kapitola 5
Výsledky testov
5.1 Testovanie metódy SLINK
Dendogram na prvých úrovniach podobnosti obsahuje príliš málo viacprvkových zhlukov,
aby sa dali robiť závery o výslednej zhlukovej štruktúre. Preto sa najpodobnejšia zhluková
štruktúra k požadovanej hľadá medzi zhlukovými štruktúrami posledných úrovní podob-
nosti.
Separated Atom Diamonds Outliers CloseClusters MultiDimensional
Objektov 212 800 800 770 400 3376
Krokov 211 799 799 762 318 3108
Tabuľka 5.1: Počet krokov zhlukovania
Testovacie dáta Separated
Testovacia podmienka: Obsahuje zhluková štruktúra sedem dobre oddelených zhlukov?
Dôsledok: Implementovaná metóda implementuje metódu SLINK.
Analýza výsledkov zhlukovania: Ako najpodobnejšia zhluková štruktúra hľadanej
bola zvolená tá s poradovým číslo 206. Zhluková štruktúra č. 207 obsahuje len šesť viacprv-
kových zhlukov. Zhluková štruktúra č. 205 obsahuje osem viacprvkovych zhlukov. Počet
hľadaných zhlukov je sedem, čo zodpovedá zhlukovej štruktúre č. 206. Nájdenej zhlukovej
štruktúre chýbajú niektoré objekty, ktoré sú v tomto kroku v jednoprvkových zhlukoch, ale
ostatné objekty sú priradené do zhlukov správne. Vizualizácia analyzovaných zhlukových
štruktúr je znázornéná na grafoch paralelnych súradníc na obrázku C.1.
Testovacia podmienka bola splnená, test sa považuje za úspešný.
Testovacie dáta Atom
Testovacia podmienka: Identifikuje metóda zhluk jadra a kategorizuje objekty plášta do iných
zhlukov?
Dôsledok: Metóda SLINK je schopná identifikovať ojedinelcov.
Analýza výsledkov zhlukovania: Ako najpodobnejšie zhlukové štruktúry k hľada-
nej sa javí interval poradových čísel zhlukových štruktúr 〈500, 700〉. V zhlukových štruktú-
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rach na tomto intervale dochádza iba k malej zmene viacprvkového zhluku jadra a objekty
plášťa sú ešte stále zaradené do samostatných zhlukov. Veľkosť týchto zhlukov je o veľa
menšia ako veľkosť zhluku objektov jadra. Vizualizácia analyzovaných zhlukových štruktúr
je znázornéná na grafoch paralelnych súradníc na obrázkoch C.2a a C.2b.
Testovacia podmienka bola splnená, test sa považuje za úspešný. Vyplýva to zo zhluko-
vacieho kritéria, ktoré je lokálneho charakteru.
Testovacie dáta Diamonds
Testovacia podmienka: Identifikuje metóda jeden dva zhluky tvaru kosoštvorca?
Dôsledok: Metóda SLINK je schopná identifikovať blízke konvexné zhluky.
Analýza výsledkov zhlukovania: Zhluková štruktúra s poradovým číslom 796 ob-
sahuje práve dva viacprvkové zhluky o tvare hľadaných kosoštvorcov. Tri hraničné objekty
jedného kosoštvorca sú priradené do viacprvkového zhluku druhého kosoštvorca. Metóda
identifikovala viacprvkové zhluky so správnymi tvarmi, s vínimkou na tri hraničné objekty,
ktoré priradila do zhluku nespravneho kosoštvorca. A s vínimkou, že niektoré objekty stále
patrili do jednoprvkových zhlukov. V nasledujúcich krokoch dojde k zlúčeniu týchto dvoch
hľadaných zhlukov, a preto práve štruktúra s poradovým číslom 796 zodpovedá hľadanej
štruktúre najviac. Jej vizualizácia je uvedená na obrázku C.3b.
Testovacia podmienka bola splnená, test sa považuje za úspešný. Metóda SLINK je
schopná približne identifikovať blízke konvexné zhluky. Jej úspešnosť závisi na tom nakoľko
sú blízke zhluky od seba dostatočne oddelené.
Metóda naopak trpí problémom zreťazovania zhlukov, nakoľko v nasledujúcich krokoch
zhlukovania od kroku 796 dôjde k zlúčeniu hľadaných zhlukov z dôvodu, že zoskupenie
objektov prvého zhluku je bližšie ku objektom druhého zhluku, ako ku ostatným objektom
prvého zhluku.
Testovacie dáta Outliers
Testovacia podmienka: Identifikuje metóda jeden zhluk nekonvexného tvaru, ktorý obsahuje
ďaľší zhluk vo svojom pomyslenom strede?
Dôsledok: Metóda SLINK je schopná identifikovať zhluky nekonvexných tvarov.
Analýza výsledkov zhlukovania: Zhluková štruktúra s poradovým číslom 757 zod-
povedá hľadanej najviac. Metóda správne identifikovala dva viacprvkové zhluky. Objekty
šumu sú priradené do samostatných zhlukov. Ich veľkosť je v porovnaní s veľkosťou hľada-
ných zhlukov relatívne malá.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to zo zhluko-
vacieho kritéria.
Testovacie dáta CloseClusters
Testovacia podmienka: Identifikuje metóda štyri blízke zhluky?
Dôsledok: Metóda SLINK je schopná identifikovať blízke zhluky.
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Analýza výsledkov zhlukovania: Zhluková štruktúra s poradovým číslom 308 zod-
povedá hľadanej najviac. Metóda správne identifikovala štyri viacprvkové zhluky. Vizu-
alizácia analyzovanej zhlukovej štruktúry je znázornéná na grafe paralelnych súradníc na
obrázku C.1d.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Jej úspešnosť závisí na
tom, nakoľko sú hľadané blízke zhluky dobre oddelené.
Testovacie dáta MultiDimensional
V prípade tejto metódy a týchto testovacích dát je počet krokov natoľko veľký že výber
zo sekvencie zhlukových štruktúr prakticky nie je možný. Taktiež sa ukázalo, že zvolená
vizualizácia zhlukov nie je vhodná na vizualizáciu veľkého množstva zhlukov, nakoľko farby
priradené jednotlivým zhlukom sa príliš podobajú k ich rozlíšeniu.
Analýza výsledkov zhlukovania: Z testovania vyplýva, že implementpvaná metóda
SLINK nie je vhodná na zhlukovanie väčších databáz objektov, nakoľko je počet krokov
zhlukovania príliš veľký, k dodatočnej analýze uživateľom.
Riešenie problému zhlukovania väčších databáz, môže byť realizované tak, že extra-
hované zhlukové štruktúry sú extrahované len z vybraných úrovní podobnosti. Spomenuté
riešenie zahadzuje istú časť jedinečných zhlukových štruktúr a preto nie je implementované.
Nevýhodou metódy SLINK je výber hľadanej zhlukovej štruktúry z výslednej sekvencie št-
ruktúr.
5.2 Testovanie filtrovacieho algoritmu k-means
Bolo zvolené počiatočné kandidátne stredy reprezentovať ako prvých N vstupných objek-
tov. Ďalej bol zvolený nulový požadovaný posun týchto stredov a maximálny počet krokov
zhlukovania bol zvolený na desať tisíc. Počet kandidátnych stredov N je počet hľadaných
zhlukov vo vzorovej zhlukovej štruktúre.
Separated Atom Diamonds Outliers CloseClusters
7 2 2 2 4
MultiDimensional Gaussians VariableDensity
10 2 2
Tabuľka 5.2: Počet kandidátnych stredov
Testovacie dáta Separated
Testovacia podmienka: Obsahuje zhluková štruktúra sedem dobre oddelených zhlukov?
Dôsledok: Implementovaná metóda implementuje filtrovací algoritmus metódy k-means.
Analýza výsledkov zhlukovania: Nájdená zhluková štruktúra je zhodná s hľada-
nou.
Testovacia podmienka bola splnená, test sa považuje za úspešný.
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Testovacie dáta Atom
Testovacia podmienka: Zaradí metóda objekty jadra a objekty plášťa do rovnakého zhluku?
Dôsledok: Filrovací algoritmus k-means nie je schopný rozlýšiť ojedinelcov.
Analýza výsledkov zhlukovania: Metóda identifikovala dva zhluky, pričom obidva
zhluky rozdeľujú atóm na dve časti. Objekty jadra a objekty plášťa sú v rovnakých zhlukoch.
Vizualizácia analyzovanej zhlukovej štruktúry je na obrázku C.3a.
Testovacia podmienka bola splnená, test sa považuje za úspešný. Vyplýva to z pod-
mienky, že každý objekt musí byť priradený do nejakého zhluku. Počiatočné kandidátne
stredy udávajú maximálny počet nájdených zhlukov a v praxi je počet zhlukov potreb-
ných na reprezentáciu ojedinelcov neznámy. V prípade ak sú ojedinelci známi a vstupné
objekty obsahujú aj ojedinelcov, tak je vhodné každého ojedinelca reprezentovať ako nový
kandidátny stred. Potom vo výslednej zhlukovej štruktúre bude ojedinelec reprezentovaný
jednoprvkovým zhlukom. Najideálnejším prípadom, ale zostáva prípad keď vstupné objekty
neobsahujú ojedinelcov.
Testovacie dáta Diamonds
Testovacia podmienka: Zaradí metóda hraničné objekty do správnych zhlukov oproti vzorovej
zhlukovej štruktúre?
Dôsledok: Filrovací algoritmus k-means je schopný rozlýšiť blízke konvexné zhluky.
Analýza výsledkov zhlukovania: Metóda identifikovala správne dva zhluky. Hra-
ničné objekty sú priradené do správnych zhlukov. Vizualizácia analyzovanej zhlukovej št-
ruktúry je na obrázku C.3c.
Testovacia podmienka bola splnená, test sa považuje za úspešný. Vyplýva to z toho,
že kandidátne stredy zhlukov dosiahnú pomyslené stredy hľadaných zhlukov. Nakoľko sú
hľadané zhluky konvexné tak vzdialenosti objektov ku kandidátnemu stredu daného koso-
štvorca sú menšie, ako ku druhému kandidátnemu stredu.
Testovacie dáta Outliers
Testovacia podmienka: Identifikuje metóda len konvexné zhluky?
Dôsledok: Filrovací algoritmus k-means nie je schopný identifikovať nekonvexné zhluky.
Analýza výsledkov zhlukovania: Metóda identifikovala dva zhluky, ktoré sú kon-
vexné. Vizualizácia analyzovanej zhlukovej štruktúry je na obrázku C.3e.
Testovacia podmienka bola splnená, test sa považuje za úspešný. Vyplýva to z toho,
že objekty sú priraďované do zhlukov na základe vzdialenosti ku kandidátnym stredom.
Nekonvexné prekrývajúce sa zhluky porušújú vlastnosť, že ku kandidátnemu stredu zhluku
má každý jeho objekt menšiu vzdialenosť ako ku inému kandidátnemu stredu.
Testovacie dáta CloseClusters
Testovacia podmienka: Identifikuje metóda štyri blízke zhluky?
Dôsledok: Filrovací algoritmus k-means je schopný identifikovať blízke zhluky.
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Analýza výsledkov zhlukovania: Metóda identifikovala približne hľadané zhluky.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to z toho,
že hľadané zhluky sú dostatočne oddelené a preto kandidátne stredy dosiahnu pomyslené
stredy hľadaných zhlukov.
Testovacie dáta MultiDimensional
Analýza výsledkov zhlukovania: Metóda identifikovala zhluky, ktoré sa na základe
ich vizualizácie zdajú z byť správne pre dané parametre. Vizualizácia nájdenej zhlukovej
štruktúry je na obrázku C.2e.
Testovacie dáta Gaussians
Testovacia podmienka: Identifikuje metóda dva hľadané zhluky?
Dôsledok: Filrovací algoritmus k-means nie je schopný identifikovať blízke zhluky s rôznymi
vnútornými hustotatmi objektov v zhlukoch.
Analýza výsledkov zhlukovania: Metóda identifikovala približne hľadané zhluky
ich vizualizácia je na obrázku C.4e.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to z toho,
že jeden z hľadaných zhlukov je podlhovastého tvaru a hľadané zhluky nie sú dostatočne
oddelené. Preto kandidátne stredy nedosiahnu pomyslené stredy hľadaných zhlukov, ale
miesta kde je funkcia chyby minimalizovaná pre dané parametre.
Testovacie dáta VariableDensity
Testovacia podmienka: Nepodarí sa metóde identifikovať hľadané zhluky?
Analýza výsledkov zhlukovania: Metóda identifikovala dva zhluky, kotrých vizu-
alizácia je na obrázku C.5a.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Filrovací algoritmus
k-means nie je schopný identifikovať blízke zhluky s rôznymi vnútornými hustotatmi ob-
jektov v zhlukoch. Vyplýva to z toho, že kandidátne stredy zhlukov konvergujú na miesta
s najväčšou hustotou objektov. Ostatné objekty priradí na základe vzdialenosti k týmto
stredom, aby minimalizoval hodnotu funkcie chyby.
5.3 Testovanie metódy DBSCAN
Separated Atom Outliers CloseClusters MultiDimensional
minPts 5 5 5 5 5
ε 2 2 0.5 0.5 60 000
Different Gaussians VariableDensity
minPts 4 6 5
ε 0.4 0.135 0.2
Tabuľka 5.3: Použité parametre metódy
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Testovacie dáta Separated
Testovacia podmienka: Obsahuje zhluková štruktúra sedem dobre oddelených zhlukov?
Dôsledok: Implementovaná metóda implementuje metódu DBSCAN.
Analýza výsledkov zhlukovania: Metóda našla zhodnú zhlukovú štruktúru k hľa-
danej.
Testovacia podmienka bola splnená, test sa považuje sa úspešný.
Testovacie dáta Atom
Testovacia podmienka: Zaradí metóda objekty jadra do samostatného zhluku oproti objektom
plášťa?
Dôsledok: Metóda DBSCAN je schopná identifikovať ojedinelcov.
Analýza výsledkov zhlukovania: Metóda identifikovala zhluk jadra a ešte šesť
viacprvkových zhlukov, ktoré sú tvorené objektami jadra. Metóda pre dané parametre síce
identifikovala zhluk objektov jadra, ale niektoré objekty jadra priradila do samostatných
objektov, prípadne ich označila za šum.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Metóda DBSCAN
odlíšila objekty plášťa od objektov jadra a preto je schopná identifikovať ojedinelcov.
Testovacie dáta Outliers
Testovacia podmienka: Identifikuje metóda hľadané zhluky?
Dôsledok: Metóda DBSCAN je schopná identifikovať zhluky nekonvexných tvarov.
Analýza výsledkov zhlukovania: Metóda identifikovala dva hľadané zhluky správne.
Správne taktiež identifikovala ojedinelcov. Vizualizácia nájdenej zhlukovej štruktúry je na
obrázku C.3f.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to zo zhluko-
vacieho kritéria, ktoré je lokálneho charakteru.
Testovacie dáta CloseClusters
Testovacia podmienka: Identifikuje metóda hľadané zhluky?
Dôsledok: Metóda DBSCAN je schopná identifikovať blízke zhluky.
Analýza výsledkov zhlukovania: Metóda identifikovala štyri väčšie zhluky, ale ok-
rem nich aj množstvo menších. Dá sa usúdiť, že pre dané parametre, metóda našla podobnú
zhlukovú štruktúru k hľadanej. Vizualizácia nájdenej zhlukovej štruktúry je na obrázku
C.4c.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Úspešnoť metódy iden-
tifikovať blízke zhluky zavisí od jej parametrov a na hustote objektov na hraniciach dvoch
a viacerých susedných zhlukov.
Testovacie dáta MultiDimensional
Metóda identifikovala deväť zhlukov, ktoré sa podľa vizualizácie C.2d javia byť správne pre
dané parametre.
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Testovacie dáta Different
Testovacia podmienka: Identifikuje metóda hľadané zhluky?
Analýza výsledkov zhlukovania: Metóda identifikovala štyri väčšie zhluky, jeden
z hľadaných zhlukov rozdelila na dve. Dá sa usúdiť, že pre dané parametre, metóda našla
podobnú zhlukovú štruktúru k hľadanej. Vizualizácia nájdenej zhlukovej štruktúry je na
obrázku C.5e.
Príčina rozdelenia jedného z hľadaných zhlukov na dva spočíva vo zvolených parametrov
metódy a hustoty objektov na hraniciach vzniknutých zhlukov.
Testovacie dáta Gaussians
Testovacia podmienka: Identifikuje metóda dva hľadané blízke zhluky?
Dôsledok: Metóda DBSCAN je schopná identifikovať blízke zhluky definované na základe
hustoty.
Analýza výsledkov zhlukovania: Metóda identifikovala približne hľadané zhluky.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to z vhodného
stanovenia prametrov zhlukovania pre dané dáta. V prípade, ak by bol zvolený napr. ε
väčšie, tak by mohlo dojsť k zlúčeniu hľadaných zhlukov do jedného.
Testovacie dáta VariableDensity
Testovacia podmienka: Nepodarí sa metóde identifikovať hľadané zhluky?
Dôsledok: Metóda DBSCAN nie je schopná identifikovať zhluky s príliš rozdielnou hustotou
objetov v nich.
Analýza výsledkov zhlukovania: Metóda identifikovala viacero menšich zhlukov a
dva väčšie. Vizualizácia nájdenej zhlukovej štruktúry je na obrázku C.5b.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to z samotného
zhlukovacieho kritéria, ktore podmieňuje príslušnosť objektu do zhluku hraničnou hustotou
objektov v okolí daného objektu. Pre príliš malé požadované hodnoty hustoty, môže dojsť k
zlúčeniu zhlukov s najmenšimi vzdialenosťami. Pre príliš veľké požadované hodnoty hustoty,
metóda neidentifikuje zhluky s najmenšimi hustotami.
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5.4 Testovanie metódy OPTICS
Separated Atom Outliers CloseClusters MultiDimensional
minPts 5 5 5 5 5
ε 2 5 2 1 100 000
epsilonStep 0.25 1 0.25 0.1 10 000
Gaussians VariableDensity
minPts 5 5
ε 0.15 0.4
epsilonStep 0.005 0.05
Tabuľka 5.4: Použité parametre metódy
Testovacie dáta Separated
Testovacia podmienka: Obsahuje zhluková štruktúra sedem dobre oddelených zhlukov?
Dôsledok: Implementovaná metóda implementuje metódu OPTICS.
Analýza výsledkov zhlukovania: Na úrovni miery vzdialenosti dostupnosti ε = 2
metóda našla zhodnú zhlukovú štrukúru k hľadanej.
Testovacia podmienka bola splnená, test sa považuje sa úspešný.
Testovacie dáta Atom
Testovacia podmienka: Zaradí metóda objekty jadra do samostatného zhluku oproti objektom
plášťa?
Dôsledok: Metóda OPTICS je schopná identifikovať ojedinelcov.
Analýza výsledkov zhlukovania: Na úrovni miery vzdialenosti dostupnosti ε = 3
identifikovala metóda zhluk jadra a ešte jeden šesť-prvkový zhluk tvorený objektami plášta.
Metóda identifikovala zhluk objektov jadra a z väčšiny aj objekty plášťa kategorizovala
správne za šum.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to zo samot-
ného algoritmu.
Testovacie dáta Outliers
Testovacia podmienka: Identifikuje metóda hľadané zhluky?
Dôsledok: Metóda OPTICS je schopná identifikovať zhluky nekonvexných tvarov.
Analýza výsledkov zhlukovania: Na úrovni dostupnosti ε = 0.5 alebo ε = 0.75
obsahuje extrahovaná štruktúra dva zhluky požadovaného tvaru. Ojedinelcov táto metoda
identifikovala správne.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to zo zhluko-
vacieho kritéria, ktoré je lokálneho charakteru.
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Testovacie dáta CloseClusters
Testovacia podmienka: Identifikuje metóda hľadané zhluky?
Dôsledok: Metóda OPTICS je schopná identifikovať blízke zhluky.
Analýza výsledkov zhlukovania: Na úrovni dostupnosti ε = 0.5 sa dajú rozoznať
štyri hľadané zhluky, avšak zhluková štruktúra obsajuje veľa menších zhlukov. Na úrovni
dostupnosti ε = 0.6 zhluková štruktúra obsahuje len tri zhluky. Preto je zhluková štrutúra
z ε = 0.5, pre dané parametre, najpodobnejšia k hľadanej. Jej vizualizácia je na obrázku
C.4d.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Úspešnosť metódy
identifikovať blízke zhluky závisí od jej parametrov a na hustote objektov na hraniciach
dvoch a viacerých susedných zhlukov.
Testovacie dáta MultiDimensional
Na úrovni dostupnosti ε = 50000 metóda identifikovala desať zhlukov. Všetky sa na základe
ich vizualizacie C.2c javia byť správne pre dané parametre metódy.
Testovacie dáta Gaussians
Testovacia podmienka: Identifikuje metóda dva hľadané blízke zhluky?
Dôsledok: Je metóda OPTICS schopná identifikovať blízke zhluky definované na základe
hustoty.
Analýza výsledkov zhlukovania: Na úrovni dostupnosti ε = 0.095 metóda identi-
fikovala približne hľadané zhluky ich vizualizácia je na obrázku C.4f.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to z toho, že
metóda identifikuje zhluky na základe hustoty objektov v priestore a zo správne zvolených
parametrov metódy. Na vyššej úrovni dostupnosti sú hľadané zhluky zlúčené do jedného.
Testovacie dáta VariableDensity
Testovacia podmienka: Identifikuje metóda viac ako dva hľadané zhluky?
Dôsledok: Metóda OPTICS nie je schopná identifikovať zhuky s príliš rozdielnou vnútornou
hustotov objektov.
Analýza výsledkov zhlukovania: Na úrovni dostupnosti epsilon = 0.05 metóda
identifikovala viacero menších zhlukov a dva väčšie. Dá sa usúdiť, že pre zvolenú úroveň
dostupnosti metóda neidentifikovala hľadané zhluky.
Testovacia podmienka bola splnená, test sa považuje sa úspešný. Vyplýva to z toho, že
metóda identifikuje zhluky na základe hustoty. Príliš rozdielne hustoty objektov v zhlukoch
sa potom nedajú vyjadriť parametrami metódy, tak aby ich metóda identifikovala správne,
podobne ako u metódy DBSCAN.
Výstupom metódy je aj graf dostupnosti. Z tohoto grafu sa dajú extrahovať zhluky
na základe pokročilejších techník, aké používa implementovaná varianta metódy OPTICS.
Tieto techniky sa snažia riešiť práve problém identifikácie zhlukov s rozdielnými vnútornými
hustotami objektov v zhlukoch.
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5.5 Porovnanie zhlukovacích metód
Rozdiel medzi implementovanými metódami OPTICS a DBSCAN
Metóda OPTICS poskytuje graf dostupnosti, z ktorého sú možné pokročilejšie extrakcie
zhlukových štruktúr. Implementovaná varianta metódy OPTICS extrahuje zhlukové štruk-
túry na základe zvoleného kroku zmeny hodnoty ε. Získajú sa takto viaceré zhlukové štruk-
túry, ktoré sú takmer ekvivalentné výsledkom zhlukovaniu metódou DBSCAN pre prislušné
parametre. Rozdielnosti spôsobuje fakt, že metóda OPTICS prvé vstupné objekty môže ka-
tegorizovať ako ojedinelcov a to nastáva práve vtedy keď sú tieto objekty ojedinelcami alebo
hraničnými objektami.
Dá sa usúdiť, že vo všeobecnosti implementovaná varianta metódy DBSCAN oproti
implementovanej variante metódy OPTICS nachádza kvalitnejšie zhlukové štruktúry pre
rovnaké parametere.
Výhodou metódy OPTICS je, že stanovanie parametru ε nepredstavuje taký problém,
ako u metódy DBSCAN. Postačuje, aby ε bolo zvolené dostatočne veľké, aby metóda iden-
tifikovala zhluky najmenších hustôt a zároveň bolo zvolené dostatočne malé, aby metóda
identifikovala ojedinelcov.
Autori metódy OPTICS prezentujú rozdiel v časovej zložitosti, ktorá je podľa nimi
vykonaných testov 1.6 krát väčšia ako časová zložitosť metódy DBSCAN [2]. V imple-
mentovaných metódach použitá požiadavka na získanie ε-okolia nepoužíva autormi požitý
r-strom. Pokračovanie práce môže byť rozšírenie požiadavku na získanie ε-okolia, aby sa
tieto objekty získavali zo stromovej štruktúry r-strom.
Tabuľka vlastností zhlukovacích metód
Nasledujúca tabuľka zhrňuje vlastnosti implementovaných metód. Niektoré vlastnosti sa po-
darilo overiť testovaním. Tie vlastnosti, ktoré sa nepodarilo overiť testovaním vychádzajú z
teoretického úvodu. Overenie viacerých vlastností implementovaných metód vyžaduje väčší
potenciál. Najmä je potreba pokročilejšieho vizualizátoru dvoch zhlukových štruktúr, urče-
ného k ich porovnávaniu užívateľom.
Deklarácia poznámok v tabuľke:
*1 **2
1Identifikácia prekrývajúcich sa zhlukov v imlpementovanej verzií metódy nie je podorovaná, dá sa upra-
viť, aby sa identifikovali aj prekrývajúce sa zhluky. V popise implementácie príslušnej metódy je naznačený
postup ako tohoto dosiahnuť.
2Problém extrakcie zhlukovej štruktúry znamená, že výstupom metódy je nové zoradenie vstupných ob-
jektov spolu s priradenými hodnotami vzdialeností jadra a dostupnosti. Existuje viacero spôsobov extrakcie
zhlukových štruktúr z tejto reprezentácie. Implementovaná metóda extrahuje zhlukové štruktúry pre rôzne
úrovne podobnosti, preto má problém identifikovať zhluky s príliš rozdielnými hustotami.
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Kapitola 6
Záver
Cieľom práce bolo implementovať knižnicu zhlukovacích metód(pozn. ďalej len metód) a po-
rovnať vlastnosti implementovaných metód testovaním na rôzne vstupné dáta. Implemen-
tované metódy sú metóda SLINK, filtrovací algoritmus metódy k-means, metóda DBSCAN
a metóda OPTICS.
Knižnica je určená k zhlukovaniu užívateľom definovaných objektov(pozn. ďalej len ob-
jektov) na základe užívateľom definovanej vzdialenostnej funkcie. Podporované je zhluko-
vanie objektov s ľubovoľným počtom atribútov, pričom každý z atribútov môže nadobúdať
jeden z troch podporovaných dátových typov. Knižnica je navrhnutá tak aby, sa mohla
rozšíriť množina podporovaných dátových typov.
K porovnávaniu výsledkov metód bola potrebná vlastná analýza výstupov metód a
zároveň transformácia niektorých výstupov na sekvenciu zhlukových štruktúr (ďalej len
štruktúr). Z týchto sekvencií na základe grafickej reprezentácie a za pomocou vlastného
úsudku bolo potrebné vybrať štruktúry k podrobnejšej analýze. V práci bolo taktiež nutné
implementovať rozšírenia niektorých metód, ktoré vedecké publikácie zaoberajúce sa metó-
dami, neuvádzajú, alebo je v nich daná problematika spomenutá len okrajovo. Konkrétne
sa jedná o transformáciu ukazateľovej reprezentácie dendogramu na sekvenciu štruktúr pri
metóde SLINK. Ďalej o aplikáciu filtrovacieho algoritmu metódy k-means, ako krok vše-
obecnej zhlukovacej metódy k-means. Za vlastný prínos sá dá považovať aj imlpementované
rozhranie knižnice. Pre potreby použitia metód bola implementovaná procedúra na načíta-
nie objektov zo súboru a procedúra na normalizáciu hodnôt atribútov objektov. V priebehu
tvorby práce som podrobne naštudoval problematiku zhlukovania, najmä z pohľadu imple-
mentovaných metód.
Z výsledkov testovania vychádza, že implementované metódy zhlukujú testované dáta
podľa očakávaní vyplývajúcich z ich charakteritiky uvedenej v teoretickom úvode. Me-
tódy, ktoré majú parametre, majú hlavnú nevýhodu stanovenie týchto parametrov. Metóda
SLINK, síce parameter nemá, ale jej výstup reprezentuje sekvencia štruktúr, z ktorej je
požadovanú štruktúru nutné vybrať. Z testovania výplýva taktiež potreba pokročilejšieho
vizualizátoru štruktúr.
Možnosti pokračovania práce sú v implementácií viacerých metód, v podrobnejšom tes-
tovaní a porovnaní metód, v rozšírení množiny podporovaných dátových typov, v rozsiahle-
jšom porovnávaní implementovaných metód za použitia niektorých metrík na porovnávanie
výsledkov metód. Výsledky tejto práce by mohli byť použité pre daľšie projekty, prípadne
ako vstup pre moju diplomovú prácu.
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Dodatok A
Obsah CD
• src/ - zdrojové kódy knižnice.
• lib/ - zdrojové kódy knižnice v jednom hlavičkovom súbore.
• lib/html/ - programová dokumentácia knižnice generovaná nástrojom doxygen.
• test/ - obsahuje adresáre pomenované podľa testovacích dát.
• test/testData/ - obsahuje súbor vstupných dát, adresáre pomenované podľa zhluko-
vacích metód, súbor testObject.hpp, ktorý implementuje daný zhlukovaný objekt.
Adresár ďalej obsahuje súbor main.cpp, ktorý obsahuje zdrojový kód použitý pri
testovaní daných testovacích dát.
• test/testData/clusterMethod/ - obsahuje súbor(y) výstupných zhlukových štruk-
túr po zhlukovaní danou metódou, prípadné parametre metódy sú uvedené v súbore
parameters.txt. V prípade fitrovacej metódy k-means sú počiatočné kandidátne
stredy uvedené v súbore candidates.txt.
• doc/ - obsahuje zdrojové kódy textu práce a Projekt.pdf výsledný pdf súbor.
• Readme.txt - Po anglicky písany readme súbor, ktorý obsahuje aj obsah tohoto
dodatku. Obsahuje taktiež popis ako implementovanú knižnicu použiť.
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Dodatok B
Hlavičky procedúr knižnice
Hlavička procedúry na načítanie vstupných objektov
void GetObjectsFromFileToVector(std::ifstream & file,
std::vector<userObject> & objectsVector, int dimensionCount)
Hlavička procedúry na normalizáciu numerických hodnôt atribútov
void Normalize(std::vector<userObject> & objectsVector)
Hlavička procedúry realizujúcej metódu SLINK
void ClusterSlink<userObject>(std::vector<UserObject> & inputObjects,
std::vector<baseClusterStructure<UserObject> > & dendogram)
Hlavička procedúry realizujúcej filtrovaciu metódu k-means
void FilterKmeans<UserObject>(std::vector<UserObject> & inputObjects,
std::vector<UserObject> & startingCandidates, double desiredMove, int
maxSteps, baseClusterStructure<UserObject> & outClusters)
Hlavička procedúry realizujúcej metódu DBSCAN
void DBSCAN<UserObject>(std::vector<UserObject> & inputObjects, int minPts,
double epsilon, baseClusterStructure<UserObject> & outClusters)
Hlavička procedúry realizujúcej metódu OPTICS
void ClusterOptics<UserObject>(std::vector<UserObject> & inputObjects,
double epsilon, int minPts, double epsilonStep,
std::vector<std::pair<UserObject,double> > & reachabilityPlotRepr,
std::vector<std::pair<baseClusterStructure<UserObject>,double> > &
outputClusterStructures)
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Dodatok C
Vizualizácia vybraných výsledkov
zhlukovania
(a) Separated, zhluková štruktúra č. 205 - graf pa-
ralelnych súradníc
(b) Separated, zhluková štruktúra č. 206 - graf pa-
ralelnych súradníc
(c) Separated, zhluková štruktúra č. 207 - graf pa-
ralelnych súradníc
(d) CloseClusters zhluková štruktúra č. 308 - graf
paralelnych súradníc
Obr. C.1: Separated a CloseClusters zhlukované metódou SLINK
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(a) Atom zhlukované metódou SLINK zhluková
štruktúra č. 500 - graf paralelnych súradníc
(b) Atom zhlukované metódou SLINK zhluková
štruktúra č. 700 - graf paralelnych súradníc
(c) MultiDimensional zhlukované metodódou
OPTICS pre parametre minPts = 5, ε = 100 000
a ε′ = 50 000.
(d) MultiDimensional zhlukované metodódou DB-
SCAN pre parametre minPts = 5, ε = 60 000.
(e) MultiDimensional zhlukované filtrovacov me-
tódou k-means pre desať hľadaných zhlukov,
maxSteps = 10 000.
(f) MultiDimensional zhlukované filtrovacov me-
tódou k-means, maxSteps = 1 mil. .
Obr. C.2: Vizualizácia výsledkov zhlukovania č. 1
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(a) Atom zhlukované filtrovacou metódou k-means
pre dva hľadané zhluky. (b) Diamonds zhlukované metódou SLINK.
(c) Diamonds zhlukované filtrovacou metódou k-
means pre dva hľadané zhluky.
(d) Diamons zhlukované metódou DBSCAN pre
minPts = 5 a ε = 0.15.
(e) Outliers zhlukované filtrovacou metódou k-
means pre dva hľadané zhluky.
(f) Outliers zhlukované metódou DBSCAN pre
minPts = 5 a ε = 0.5.
Obr. C.3: Vizualizácia výsledkov zhlukovania č. 2
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(a) CloseClusters zhlukované metódou SLINK,
krok zhlukovania rovný 307.
(b) CloseClusters zhlukované filtrovacou metódou
k-means štyri hľadané zhluky.
(c) CloseClusters zhlukované metódou DBSCAN
minPts = 5, ε = 0.5.
(d) CloseClusters zhlukované metódou OPTICS
pre minPts = 5, ε = 1 a ε′ = 0.5.
(e) Gaussians zhlukované filtrovacou metódou k-
means pre dva hľadané zhluky.
(f) Gaussians zhlukované metódou OPTICS pre
minPts = 5, ε = 0.15 a ε′ = 0.095.
Obr. C.4: Vizualizácia výsledkov zhlukovania č. 3
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(a) VariableDensity zhlukované filtrovacou metó-
dou k-means pre dva hľadané zhluky
(b) VariableDensity zhlukované metódou DB-
SCAN minPts = 5, ε = 0.20.
(c) VariableDensity zhlukované metódou SLINK
krok zhlukovania č. 800.
(d) Different zhlukované metódou SLINK krok
zhlukovania č. 397.
(e) Different zhlukované metódou DBSCAN
minPts = 4, ε = 0.4. (f) Different zhlukované fitrovacou metodou k-
means pre tri hľadané zhluky.
Obr. C.5: Vizualizácia výsledkov zhlukovania č. 4
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