Volterra integro-differential equations with time-dependent delay arguments (DVIDEs) can provide us with realistic models of many real-world phenomena. Delayed LoktaVolterra predator-prey systems arise in Ecology and are well-known examples of DVIDEs first introduced by Volterra in 1928. We investigate the numerical solution of systems of DVIDEs using an adaptive stepsize selection strategy. We will present a generic variable stepsize approach for solving systems of neutral DVIDEs based on an explicit continuous Runge-Kutta method using defect error control and study the convergence of the resulting numerical method for various kind of delay arguments. We will show that the global error of the numerical solution can be effectively and reliably controlled by monitoring the size of the defect of the approximate solution and adjusting the stepsize on each step of the integration. Numerical results will be presented to demonstrate the effectiveness of this approach.
1. Introduction. Significant progress has been achieved in the qualitative understanding and the numerical solution of delay differential equations in recent years. This has increased the use of this class of equations for simulations in various fields such as Biology, Medicine, Chemistry, Financial Mathematics and Engineering.
Ordinary and partial differential equations are often derived as a first approximation to model a real-world situation, where the state of the system depends not only on the present time, but also on the history of the system. In this situation delay Volterra integro-differential equations (denoted DVIDEs) can provide a more realistic model. In particular, they play an important role in mathematical modeling of population dynamics phenomena. Delayed Lokta-Volterra predator-prey systems are the basis of many models in population biology. The dynamic of two interacting species was first modeled by Volterra [1] as,
where t ∈ I := [0, T ], i > 0, γ i ≥ 0, F i (t) ≥ 0 is continuous, and N 1 (t) = φ 1 , N 2 (t) = φ 2 for t ≤ 0. N 1 (t) and N 2 (t) represent two populations (prey and predator) at time t (see for example [2] for more details). For a comprehensive bibliography see [3] . Also, De Gaetano and Arino [4] introduced a delay integro-differential equation for use in the glucose-insulin regulatory system in relation to diabetes, where G(t) denotes blood glucose concentration at time t and I(t) is representing insulin blood concentration. For more details see [5] . This paper is concerned with designing, analyzing and implementing an efficient method to approximate the solution of a general system of neutral Volterra integrodifferential equations with time dependent delay arguments using a continuous RungeKutta (CRK) method. CRK methods were introduced for initial value problems (IVPs), and they determine an approximation to the solution of an IVP for any t in the interval of interest. The accuracy of the continuous approximation is consistent with the accuracy of the underlying discrete Runge-Kutta formula which generates approximations only at the discrete mesh points. The numerical stability of CRK methods for delay differential equations has been investigated in [6, 7] . We consider neutral VIDEs with a time dependent delay τ (t), y (t) = f (t, y(t)) + K(t, s, y(s), y (s))ds, (2) for t ∈ [t 0 , T ], f : R × R m → R m and K : R × R × R m × R m → R m . To make the problem well defined, a unique solution y(t) is usually identified by specifying an initial function φ(t) for t ≤ t 0 , with φ(t) : R → R m . The approximate solution of DVIDEs has been studied by several authors. Linear multistep methods for DVIDEs were studied in [8] . Collocation methods were investigated in [9, 10] for strictly increasing delay arguments and block-by-block methods investigated in [11] for DVIDEs with smooth solutions using a fixed stepsize strategy. Brunner investigated the numerical solution of nonlinear VIDEs with infinite delay in [12] and neutral VIDEs with constant delay in [13] and showed that the order of accuracy at the discrete mesh points can be 2m when using a method based on collocation at them Gauss (-Legendre) points. Numerical methods have been investigated on the basis of both uniform and adaptive stepsize selection. In the adaptive stepsize case the nature of the solution can have an important effect on the performance. Collocation approximate solutions of nonlinear systems of VIDEs with delay arguments of the general type, N 1 (t) = f 1 (N 1 (t), N 2 (t)) + t t−τ F 1 (t − s)G 1 (N 1 (t), N 2 (s))ds, N 2 (t) = f 2 (N 1 (t), N 2 (t)) + t t−τ F 2 (t − s)G 2 (N 2 (t), N 1 (s))ds, (3) which includes system (1) as a special case were analyzed in [14] based on a constant stepsize strategy. Discrete RK methods and their numerical stability for VIDEs with constant delay have been investigated in [15, 16, 17] assuming a fixed stepsize strategy. These methods are mainly extensions of the classical Pouzet and Beltyukov RK methods where the discretization is a part of the method and no continuous approximation is produced.
In contrast to local error control strategy which attempts to estimate and bound the local error on each step, defect control is defined for methods such as those based on a CRK formula, and attempts to estimate and bound the magnitude of the defect of the associated approximation (for all t) on each step of the integration. Regardless of the particular numerical method used for approximating the solution of (2), the achieved accuracy of a reliable numerical method should depend primarily on the prescribed user defined tolerance and the conditioning of the problem. Enright introduced and analyzed the error and stepsize control for CRK methods applied to IVPs based on defect monitoring [18, 19] . With his colleagues he has recently identified a new class of explicit CRK formulas in which the defect over a timestep has a consistent shape which is problem independent and easy to estimate [20, 21] .
In this investigation, we extend this approach to VIDEs with time dependent delay arguments. It is well known that discontinuities may occur in various orders of the derivative of the solution associated with delay problems (if the solution is C p at point ξ, then the discontinuity point ξ has order p). The sequence of discontinuity points {ξ µ : µ ≥ 0} can be characterized in general by a recursion,
It is worth mentioning that the delay argument is not necessarily increasing in our investigation and can be of either vanishing or non-vanishing type. Brunner and Zhang [22] have thoroughly investigated the regularity and smoothing properties of scalar DVIDEs for integral and integro-differential equations with various kind of delays. It is shown that, unlike the solutions of neutral delay differential equations, smoothing indeed does happen for the solutions of neutral DVIDEs. This increase in regularity results in avoiding the clustering of low order discontinuity points in case of vanishing delays (see problem 2). In addition, Baker and Willé [23] , investigated the propagation of discontinuities in the solutions of scalar and systems of DVIDEs. Guglielmi and Hairer have discussed how to accurately compute these breaking points in [24] . The use of arbitrary meshes will in general result in a reduction in the order of accuracy due to the presence of these discontinuities. Therefore, we attempt to detect discontinuity points during the integration process and ensure these points are forced to be mesh points so as not to contaminate the order of the underlying CRK formula. As we do not restrict the delay argument to be increasing, we must keep track of all discontinuities in the integration. One of the main results that we establish is that the global error of the numerical solution can be effectively and reliably controlled by directly monitoring the magnitude of the associated defect. Since the definite integrals arising in the underlying equations defining our approximate solution can not in general be calculated analytically, we will explore the convergence properties of an approximate solution to (2) that uses a numerical quadrature scheme to approximate these integrals.
In the next section we will present an overview of how a generic CRK method can be applied to approximate the solution of (2) and describe different strategies that can be used to control the size of the defect of the associated interpolants. In section §3 we investigate the global convergence properties of this Runge-Kutta approach when applied to (2) . We show that the global error is proportional to the norm of the defect. In the fourth section, numerical results for our implementations will be presented which illustrate the effectiveness of the approach. In the final section we discuss the significance and limitations of this approach.
2. Continuous Runge-Kutta Methods. Discrete numerical methods for IVPs introduce a set of approximations {y 0 , y 1 , . . . , y N } corresponding to the mesh points a = t 0 < t 1 < . . . < t N = b. Obtaining these approximations is done using an underlying discrete approximation formula. An s−stage, p th order, explicit Runge-Kutta formula when applied to the standard IVP,
determines,
where,
We compute the approximation y n+1 , if (t n , y n ) is known, as an explicit computation requiring only s evaluations of the differential equation. To derive an optimal order CRK associated with the discrete formula (6) additional stages, k s+1 = f (t n+1 , y n+1 ) , k s+2 , . . . , ks +1 are used to obtain an approximation for any t ∈ (t n , t n+1 ) as,
where
u n (t) agrees with y n (t) to O(h p+1 n ), where y n (t) is the solution of the local IVP,
A Butcher Tableau (Table 2 .1) can be used to represent the resulting CRK formula. Different criteria have been introduced to define a suitable continuous extension, 
and the parameters defining such a CRK (represented in Table 2 .1) are usually chosen to ensure that the piecewise polynomial u(t), defined by the mesh t 0 < t 1 < . . . < t N and the associated polynomials u n (t) n = 0, 1, . . . , (N − 1), is in C 1 [a, b]. Enright and Hu [25] introduced a compatible definition for each k i and used the associated CRK to define an approximation formula that can be applied to (2) with constant delay and smooth solutions. We will follow the same approach to define k i for (2) with time-dependent delay arguments. To advance from t n to t n+1 after u(t) has been defined for t ≤ t n , u n (t) is defined for t ∈ [t n , t n+1 ] by (8) where the k i 's are defined not by (7) , but by the following system of equations,
for i = 1, 2, . . . ,s + 1.
Note that regardless of the location of the lower bound in the integral in (10), for any CRK, we have a system of (s + 1)m coupled implicit equations (defining the k i 's), since u n (t) is defined in terms of all the k i 's introduced on this step. It is worth mentioning that if the k i 's satisfy a CRK formula given by Table 2 .1, k s+1 on step n is the same as k 1 on step n + 1. This reduces the size of the implicit set of equations to be solved on each step.
For t ∈ [t n , t n+1 ] the CRK interpolant u n (t) (defined by (8) and (10)) has an associated defect or residual,
To analyze the accuracy and convergence of this piecewise polynomial, u(t), it is convenient to introduce the local error associated with each step. Consider z n (t) to be the exact solution of the 'local' IVP on step n,
where u(t) is the piecewise polynomial already computed for t ≤ t n and u(t) ≡ u n (t) (which is well-defined in terms of k 1 , k 2 , . . . , ks +1 , but not necessarily computable) for t ∈ [t n , t n+1 ]. If the standard ODE CRK formula (6), (7) and (8) is applied to this local IVP problem, we will get the same piecewise polynomial u(t) (as its continuous approximate solution); therefore, we can conclude from the theory of optimal order CRK methods applied to IVPs and the global order of convergence of the approximate solution that the associated defect satisfies [20] ,
The q i 's are known polynomials in τ that depend only on the CRK formula, and the F i 's are constants depending on both the CRK formula and the problem ( Each of the F i 's are expressions involving the derivatives of the problem evaluated at the point t n and are referred to as elementary differentials . See [19] for more details). Note that we assume that h n is small enough to ensure sufficient differentiability for the right hand side of the local IVP (11) . Methods for IVPs have been designed and implemented which attempt to ensure that δ n (t) ≤ T OL for t n ≤ t ≤ t n+1 , for some norm . , on each step of the integration. It is seen from the above relation that as h n → 0 the defect will behave like a linear combination of the q i 's over the subinterval [t n , t n+1 ]. This property allows the defect to be monitored and controlled in an efficient and reliable manner.
Enright and Yan [21] introduced a new, more restrictive, class of CRK interpolants for the standard IVP (5) for which (12) had the special form,
In this case, u n (t) is generally a more accurate interpolant in approximating the local solution y n (t) in (9) . In addition, the shape of the defect (as h n → 0) will be independent of both problem and the step, and the maximum defect should occur (as h n → 0) at the location in [0, 1] of the local maximum of |q 1 (τ )| (knownà priori). They referred to the use of this class of new interpolants and the reliable estimate of the maximum defect on a step as a strict defect control (SDC) strategy. They also introduced a validity check that reflects the credibility of this estimate. The resulting defect control strategy is an improvement of earlier defect control strategies investigated in Enright and Hayes and referred to as relaxed defect control (RDC) schemes. We will investigate and implement an SDC and an RDC CRK method for (2) . Since the shape and magnitude of the defect depends on the algorithm used to compute the approximate solution u n (t), the shape of the defect for DVIDEs is generally different from that of the ODE cases. This is because of various additional sources of error involved with the numerical solution of DVIDEs that will be discussed in subsequent sections. One should note that the solution of the implicit system of equations arising on each step of the integration, the detection and inclusion of the propagated discontinuities as mesh points, and the approximation of the quadratures that arise are important components of the method which affect the overall accuracy and efficiency of the approach. We will discuss these components and how they each contribute to the observed defect and global error in the following sections. Although we have specifically investigated the generalization of a new class of explicit CRK methods to DVIDEs, the same approach can be carried out for implicit CRK methods as well. While implicit methods are generally thought to be inefficient for non-stiff ODEs, in the case of VIDEs, we eventually end up with an implicit system of equations on each step of the integration (even starting with an explicit CRK method for ODEs). As a result, implicit methods may result in a suitable VIDE method. We are planning to consider this idea in a future investigation.
Global Error Bound and Convergence Results.
Suppose that the CRK formulae (6), (8) and (10) 
. We are interested in the optimal order of accuracy associated with u(t), assuming that the CRK is of order p when applied to standard IVPs. In fact, we are looking for the largest value of q ≥ 1 for which the following error bound is satisfied,
where y(t) is the exact solution of (2) and H := max n h n . In order to establish our convergence results, we assume that y(t) exists and that f and K are sufficiently smooth functions over their respective domains and satisfy the following Lipschitz conditions,
Note that our assumption of global Lipschitz condition (13) is very strong and will not likely be satisfied by problems arising in practice. The assumptions can be replaced by locally Lipschitz assumptions (where it is assumed that each inequality of (13) is satisfied for all y 1 (t) and y 2 (t) in a neighborhood of the solution y(t) and all z 1 (t) and z 2 (t) in a neighborhood of y (t)). This is analogous to the standard approach used to analyze the convergence and accuracy of IV methods, where a rigorous analysis is presented for problems satisfying a global Lipschitz condition with an understanding that the results can be established for problems satisfying a local Lipschitz condition. Enright and Hu [25] proved that the method converges assuming that the delay argument τ is constant, the exact solution is smooth throughout the integration interval, the integrals are computed analytically, and τ L y < 1. This latter requirement is quite strong but is typical of a condition required to guarantee that (2) has a unique solution (see, for example, [17, 26] ). We will present a convergence theorem which applies to the more general time-dependent class of problems (with arbitrary delay arguments) and also accounts for discontinuity points and the quadrature errors associated with the evaluation of (10) and δ(t). We will assume that the delay argument is continuous over [a, b] andBL y < 1, whereB := max
Theorem 3.1. Let f and K have sufficient continuous derivatives on their respective domains and be such that for a given initial function φ(t), (2) has unique solution y(t).
denotes an optimal order CRK specified by Table 2 .1 and defined by (8) and (10), (b) all discontinuity points of order ≤ 1 are included in the set of mesh points,
Proof. This result follows directly from the theory of CRKs applied to IVPs and the observation that u(t) satisfies the associated IVP (10), (11) .
The assumption of this theorem, which is not likely to be satisfied when this approach is implemented, is that the quadratures appearing in (10) can be evaluated analytically. These definite integrals will have to be approximated numerically by a suitable numerical quadrature rule when this approach is applied to DVIDEs. We know that the CRK approach applied to the local IVP (11) defines the piecewise interpolant u(t). If, in the definition of k i 's in (10), we replace the integral operator by a suitable numerical approximation, symbolically denoted by , we will obtain a fully discretized CRK interpolant, denotedũ(t), defined for t ∈ [t n , t n+1 ] byũ n (t). By the triangular inequality we have,
We already know from the theory of perturbed IVPs and Theorem 3.1 that y(t) − u(t) = O(H). Therefore, all we need is to investigate the convergence and accuracy of u(t) −ũ(t) . We investigate the classical notion of convergence (as H → 0) as well as the adaptive (variable step) interpretation (as T OL → 0). We begin with establishing an H → 0 result by deriving a bound on the global error and showing that this bound tends to zero as H → 0. This bound makes no assumption about the local error and stepsize control and can be very pessimistic as a predictor of the achieved global error. We will also establish an optimal order of convergence result (where we show that the global error is O(H p ) as H → 0 under some mild assumptions). Our T OL → 0 convergence result assumes that the defect on each step is monitored, and the method adjust the stepsize in an attempt to bound the magnitude of the defect by T OL on each step. Consider a mesh point t n and the parameter 0 ≤ c i ≤ 1 associated with the definition of k i on the step from t n to t n+1 . To simplify the notation for specifying the upper and lower bounds of the integral term appearing in (10) we introduce (for
That is, the delayed value associated with the definition of k i lies in the interval between t ri and t ri+1 . We assume that 0 ≤ r i ≤ n − 1 (special cases where t * i ≤ 0 or t * i falls within the current interval can be easily handled). The variable t * i can be written as t ri +c i h ri for some value of 0 ≤c i ≤ 1. The following definitions will help us simplify the statement of the convergence results. Let N be the number of subintervals partitioning the interval [a, b], t n,i :
We define the discretized form of the integrals in (14) using suitable quadrature formulae denoted byQ * n g(t n,i ),Q n g(t n,i ) andQ
n g(t n,i ) respectively. We next introduce a lemma from the theory of difference inequalities which is based on a Gronwall inequality and often used in convergence analysis of DDEs (see for example [27, 28] ).
Lemma 3.2. If the sequence {e n } satisfies the difference inequality,
where {e n } , {d n }, and {h n } are nonnegative sequences, and L is a nonnegative constant, then
Theorem 3.3. Let f and K have sufficient continuous derivatives over their respective domains and be such that for a given initial function φ(t), (2) has a unique solution y(t). Assume (a) u(t) ∈ C 1 [a, b] denotes the CRK interpolant defined by (6) , (8) and (10),
n g(t n,i ) are accurate to at least O(H) in their approximation of the integrals in (14) for c 1 = 0, (c) all discontinuity points of order ≤ 1 are included in the set of mesh points,
Based on the analytical calculation of the integral terms, the CRK interpolant u(t) can be characterized as follows,
Also, using the symbolic operator , the fully discretized CRK interpolantũ(t) can be represented as,
We can define, e n := max t0≤t≤tn+1 u(t) −ũ(t) and e n := max t0≤t≤tn+1 u (t) −ũ (t) . Using a Taylor series expansion of u n (t) andũ n (t) about t = t n we have,
Regarding the assumption (b) in the theorem the following relations hold for the quadrature formulae,Q *
where all error terms are at worst O(H). Substituting these relations into (18) leads to,ũ
Subtracting (20) from (17), using the assumed Lipschitz conditions and choosing appropriate bounds we obtain,
Now, if max t0≤t≤tn+1 u(t) −ũ(t) occurs at some t * , t * ≤ t n , then trivially e n = e n−1 .
Otherwise, t * = t n + θ * h n and e n = u n (t n + θ * h n ) −ũ n (t n + θ * h n ) . In either case we see from (21) that,
Using a similar approach, for u n (t) andũ (t) we have,
Substituting (23) in (22) leads to,
Now, applying Lemma (3.2) with e n defined as above, e −1 = 0,
we observe that
and we obtain the bound,
Also, from (23) we readily see that e n = O(H).
Although we have proved that max t0≤t≤tN y(t) −ũ(t) ≤ CH, our bound for C is not sharp and will in general be pessimistic. In order to establish the optimal order of convergence (for arbitrary delay arguments), we have to put more restrictions on the conditions (b) and (d) in Theorem 3.3. These complications are due to the presence of y in the kernel of neutral DVIDE (2). Theorem 3.4. Let f and K have sufficient continuous derivatives over their respective domains and be such that for a given initial function φ(t), the delay system (2) has unique solution y(t). Assume (a) u(t) ∈ C 1 [a, b] denotes the CRK interpolant defined by (6) , (8) and (10). 
Proof. Over each subinterval [t n , t n+1 ], the approximation we compute is equivalent to applying the CRK method to the following standard (local) ODE:
whose associated interpolant isũ n (t). Sinceũ(t) is only C 1 continuous (for our CRK method), we do not have enough regularity for w n (t) over [t n , t n+1 ]. To address this difficulty (and for our analysis only) we introduce the following artificial ODE problem (similar artificial problems have been used in the convergence analysis of DDEs in [28] ):
Including all discontinuity points of order ≤ p as mesh points we have,
where ρ n (t) and z n+1 are the continuous and discrete approximations resulting from applying the CRK method to (26) . Note that, because of uniqueness of the solution of (26), we observe that y n (t) will be equal to y(t) for all n. We have: (27) and
For ρ n (t) andũ n (t) we have:
Therefore,
and
where β = max 0≤θ≤1 s+1 j=1 |b j (θ)| andβ = s j=1 |b j |. Now, we establish an upper bound for max j k n,j −k n,j . From definition (10) we have:
K(t n + c j h n , s, y(s), y (s))ds, and
where (see (14) )
According to the assumption of the theorem and the Peano Theorem [29] we know that ε n (t n,i ) = O(H p ). Therefore, using the above relations we get:
So, for h n sufficiently small (say h n <h < 1 L f α ) we arrive at the following bound:
Substituting the above relation, (29) and (30) in (27) and (28) and after some manipulation we obtain respectively,
where "const" stands for different constant values. Also, since
a similar inequality to (32) exists for the derivatives,
from (33) we obtain ( notice that E n+1 might not necessarily happen in the interval [t n , t n+1 ]. So, we replace h n byh.):
in the theorem) we have:
It is worth mentioning that β ≥ 1 in our numerical method. Therefore, 
and then (34) yields:
From (31) we get,
Substituting (35) and (36) in (37) we obtain,
which is the Gronwall inequality that allows us (from Lemma 3.2) to conclude that e n = O(H p ). Then, from (35) and (36) we obtain E n = O(H p ) and E n = O(H p ).
As mentioned earlier, the defect δ(t) is the amount by which the CRK interpolant u(t) fails to satisfy the VIDEs (2). The method we have implemented attempts to ensure that some measure of the size of this defect is bounded by the user-defined TOL. We now show that the global error associated with our numerical solutionũ(t) is bounded on the whole interval by a multiple of the tolerance if the magnitude of this defect is bounded by TOL. The following Lemma [30] helps us establish a relationship between the maximum magnitude of the defect and a global error bound for delay VIDEs. Lemma 3.5. Let K 1 and K 2 be nonnegative constants and ρ(t) be a continuous nonnegative function on an interval a ≤ t ≤ b satisfying the inequality ρ(t)
Theorem 3.6. Letũ(t) be the CRK interpolant resulting from the fully discretized (16) . In addition, assume that the integral term is approximated by the quadrature with the error QE(t) (see 43). If (a) the norm of the defect, δ (t) , is bounded by TOL on each step of the integration in [a, b], (b) the functions f and K satisfy the Lipschitz conditions (13), (c)BL y < 1,
where C is a nonnegative constant depending only on the problem.
Proof. The exact solution of (2) satisfies,
K(t, s, y(s), y (s))ds, (38) and the associated continuous interpolant u(t) satisfies the perturbed Volterra differential equation,
on [a, b] . Equation (39) reveals that the defect δ(t) is also defined in terms of a definite integral operator which has to be computed numerically whenever the fully discretized defect,δ(t), is to be evaluated. Having computed the continuous interpolantũ(t) from the fully discretized CRK method on each step, we have to calculate the associated fully discretized defectδ(t). The continuous interpolant, u(t), associated with the fully discretized method satisfies,
where the symbol represents a suitable quadrature rule. Subtracting (38) from (40) and integrating yields, K(x, s,ũ(s),ũ (s))dsdx and then take a norm of both sides to obtain,
(42) where we denote the quadrature error QE(x) by,
We first have to establish an upper bound for the termγ(x) in (42). Subtracting (38) from (40), in addition to adding and subtracting an integral term will result in,
K(x, s,ũ(s),ũ (s))ds + K(x, s,ũ(s),ũ (s))ds
K(x, s, y(s), y (s))ds +δ(x).
Taking a norm of both sides of the above equation and using our Lipschitz assumptions withBL y < 1 we obtain,
Substituting this inequality into (42) and using δ (t) ≤ T OL leads to,
It is readily seen from the above inequality that if the error in the quadrature approximation QE(t) is bounded by T OL, then from Lemma (3.5) with
) and ρ(s) =β(s) we will achieve the bound,
) .
Implementation and Numerical Results.
In this section, we illustrate the performance and reliability of a fully discretized CRK method on a selection of problems and justify the strategies and heuristics we have adopted in our implementation. At a very general level, an attempted step from t n to t n+1 can be viewed as consisting of the following five stages:
1. Determine a trial stepsize h n . 2. Check whether there exists a discontinuity point within (t n , t n + h n ). If there exist any, change the attempted step to (t n , t n + h * ) where t n + h * is the leftmost discontinuity point detected. 3. Form the interpolant u n (t) . 4. Evaluate some measure, , of the size of the defect,δ n (t). 5. Accept the step if ≤ T OL. The experimental code we have developed calls a version of a 6 th order CRK identified and investigated in [21] . It is based on an underlying discrete 6 th order, 7− stage explicit RK formula developed by Verner [31] for IVPs. It should be noted that other formulas and orders can be used as well. Three additional stages are computed to form an RDC CRK of O(h 7 ) accuracy, and a total of 15 stages are used overall to define the associated SDC CRK. A validity check is also used to ensure a more reliable defect estimate. This strategy is called SDCV. Point 4 deserves further comment. As mentioned earlier, the assumption that the solution is sufficiently smooth results in a credible estimate of the size of the maximum defect in the case of ODEs, i.e., all we need is to evaluate the defect at a predetermined single point. In addition, it is shown in [21] that there is a direct asymptotic relationship between the local error of the underlying discrete RK formula and the continuous defect of any associated SDC CRK.
Shampine extends the concept of the local error to the span of the step and obtains an asymptotically correct estimate of the maximum local error by a single evaluation of the residual [32] . But, this may not be the case when we deal with delay equations since the asymptotic results are not necessarily directly applicable. So, to estimate the maximum defect when it is not sufficiently smooth or the stepsize is fairly large, one could sample it at more than one point. Our objective is to show that the maximum defect will be proportional to the maximum global error. If the maximum defect on a step is dominated by the contribution from the truncation error associated with the CRK formula, sampling the defect at a single point will deliver reliable results. We have implemented this estimate, and our numerical results (described below) verify that this is generally the case. Nevertheless, there are problems where iteration errors or quadrature errors can significantly contribute to the observed maximum defect and developing more reliable estimates when this is the case is a topic we are currently investigating.
As mentioned earlier, an implicit system of equations has to be solved on each step of the integration to determinek 2 ,k 3 , . . . ,ks +1 . In order to take advantage of the underlying explicit RK formula, a convergent Gauss-Seidel type iterative procedure (similar to that used in a Picard iteration or in waveform relaxation) is used to approximate the solution of the implicit system of equations as follows:
In our experimental implementation, we allow a maximum number of iterations, I max , on each step, and we define I av to be the average (over all accepted steps) of the number of iterations required before an acceptable approximationũ [m] (t) is determined. For each step we force at least I min iterations before accepting the step, and we accept the first iterate,ũ [m] (t), such that m ≥ I min and the estimate of the maximum defect forũ [m] (t) is less that T OL. In the reported numerical experiments we use I max = 4 and I min = 1, but in order to minimize the effect of iteration errors (on the accepted steps) on the results, we have run examples with I min = I max = 8 (see Table 5 .1). Note that we also monitor the convergence of the iteration. We reject the step whenever divergence is detected and adjust the next trial stepsize accordingly. The larger the value of I max , the more likely it will be that a larger step, h n , will be accepted, and the number of steps will therefore be smaller. However, the number of kernel evaluations might be significantly larger (depending on the problem). In order to start the iteration (45) we need an initial guessũ [0] (t). We determineũ [0] (t) by a natural extension of the approximate solutionũ n−1 (t) on the last step. For the first interval, the initial function is evaluated for t ≥ t 0 (whenever possible) to provide this initial guess.
The CRK approach we have developed ensures a C 1 [a, b] interpolant provided the iteration (45) converges tok i which satisfies (16) , in which casek n,s+1 =k n+1 s,ũ(s),ũ (s) )ds. However, the iteration (45) is halted before (16) is exactly satisfied. As a consequence, the derivative at t n+1 on step n (which is the (s + 1) th stage valuek
n,s+1 defined in terms of the interpolant u [m−1] (t)) is not necessarily equal to the derivative at t n+1 on the next attempted step (n + 1) (which is the first stage value defined in terms of the updated interpolant u [m] (t)). Therefore, the interpolantũ(t) may no longer be C 1 continuous. Although there are a number of ways to overcome this difficulty, we found it the most helpful to update the stage valuek s+1 on step n one more time having updated all stages contributing to the definition of the interpolant associated with step n. In other words, we have setk
n,s+1 on step n to be the same ask n+1,1 on step (n + 1). The difference between the two most recently updated stage valuesk
n,s+1 can be viewed as an indication of the size of the derivative discontinuity in the approximate solution at t n+1 arising from the iteration error.
We demonstrate the performance of the fully discretized CRK methods developed in this paper on several examples. The statistics we report are:
• GEMAX : maximum absolute error over the integration interval (determined by evaluating the reference solution at 10000 equally-spaced points in the integration interval).
• GE : maximum absolute error over the mesh points.
• NSTP : total number of successful steps, N , required to solve the problem.
• NFCN : total number of function evaluations, f (t, y(t)), required to solve the problem.
• NKER : total number of kernel evaluations, K(t, s, y(s), y (s)), required to solve the problem.
• DMAX : ratio of the maximum observed defect over all steps to the tolerance.
• Frac-D : fraction of steps where the maximum defect exceeds the tolerance.
• R-Max : maximum ratio over all steps of the true maximum defect (over the entire step) to its estimate.
• Frac-G : fraction of steps where the ratio of the true maximum defect to its estimate was bounded by 1.1. That is, the estimate was within 10% of the true maximum. GEMAX and GE are two measures of the accuracy of the numerical solution. NSTP, NFCN and NKER are three measures of the cost. DMAX and Frac-D are two measures of the reliability of the method demonstrating how well the method controls the maximum magnitude of the defect. R-Max and Frac-G are two measures of the reliability of the estimate helping us assess how well the estimate of the maximum defect reflects its true value. One can estimate I av , the average number of iterations used on each attempted step (assuming a small fraction of rejected steps), for the following problems by NFCN (s+1)(NSTP) (wheres + 1 equals 11 for RDC, 15 for SDC and 17 for SDCV). Calculating a similar quantity in terms of the number of kernel evaluations is not straightforward because the delay is time-dependent and also our stepsize selection strategy is adaptive. However, we can calculate a rough bound for NKER by considering the following two typical cases assuming that the percentage of rejected steps is small: Large delays (on step n, the associated delay τ (t) t − t 0 ) : 
. Small delays (on step n, the associated delay τ (t) t − t n ) :
NKER M · I av · NSTP · (s + 1). M stands for the number of abscissas at which the integrands associated with the integral terms are evaluated (which is 4 in our experiments). Note that, for the case of large delays, the above observations indicate that the number of kernel evaluations can be quite large. As seen in the reported results for problem 3, the number of kernel evaluations exceeds even the above bounds, because the delay argument is decreasing and maps the interval [0, 2] to the interval [−1, −5.38]. We are investigating alternative quadrature strategies to address this issue.
Problem 1: A DVIDE with vanishing delay argument,
In this example we only have C 1 continuity at the starting point. The recursion (4) generates a cluster of discontinuity points in the left neighborhood of the vanishing point π. However, due to smoothing, we only need to keep track of the discontinuities of order ≤ p = 6.
Problem 2 : A mathematical model of the human immune response with delays [33] , 
which consists of five components: uninfected target cells (X U ), infected cells (X I ), bacteria (B), and phenomenological variables capturing innate (I R ) and adaptive (A R ) immunity. ω 1 (θ) and ω 2 (θ) are both chosen to be A exp(Kθ) for A = K = ln 2
6 . Also, we set τ 1 = τ 2 = 6. For a detailed description of the model, the selection of parameter values as well as initial conditions see [33] . For this example, we use T OL = 10 −10 and a very fine mesh to generate a reference solution. Problem 3: A DVIDE with decreasing delay argument,
It is worth pointing that there is no propagated discontinuity for this example. In addition, the delay argument is decreasing over the integration interval which leads to a very large number of kernel evaluations relative to the number of steps. Problem 4: Predator-Prey system (1) with the following set of parameters [14] ,
The initial functions are φ 1 (t) = φ 2 (t) = 3, t ∈ [−τ, 0]. Also, we have set
. Predator-Prey systems are simple cases of the general system (3). Table 4 .4 reports the results of our method on this problem. This problem does not have a known closed form solution. We computed a reference exact solution using an adaptive mesh with 410 subintervals. Many DVIDEs arising as mathematical models in population dynamics, rheology, etc. have the non-standard form (3) which is a 
Our variable stepsize approach and the analytical framework we have established can be extended in a straightforward way to this class of DVIDEs. It would require a slight modification to the definition of k i in (10) (and to the corresponding iteration scheme),
a i,j k j for i = 1, 2, . . . ,s + 1. A more general equation might also include a state dependent delay argument as t − τ (t, y(t)). The same standard discretization approach can be used here to define a CRK method. However, a reliable iterative approach has to be used to obtain approximate solutions within the required accuracy. We are currently investigating how this is best done.
From the reported results in the tables it is clear that the achieved accuracy is consistent with the user-defined tolerance at all tolerances, and the accuracy at mesh points is consistent with the accuracy of off-mesh points. In addition, the maximum defect across the entire timestep can be reliably controlled using the new SDC or SDCV strategies. SDC with validity check is often the most reliable strategy at all tolerances. It is also clear that the RDC delivers acceptable reliability.
Observations and Conclusion.
There are four potential sources of error associated with our numerical method: • Truncation error : that arises when approximating the true solution of the DVIDEs.
• Quadrature error : arising both in defining the fully discretizedũ(t) and in computingδ(t). This error can be reduced by employing quadratures with a higher degree of precision which increases the number of kernel evaluations.
• Iteration error : which is associated with the nonlinear systems of equations arising on each step of the integration. The larger the number of iterations associated with the accepted steps, the smaller this component of the error is likely to be. However, increasing this number may result in a significant increase in the number of function and kernel evaluations although the number of steps will only be slightly reduced.
• Round-off error We have implicitly assumed (in our analysis and implementation) that truncation error dominates the other sources of error. The effect of other errors when this assumption is not valid, such as situations where the accuracy requests are stringent and round-off effects are significant or the formula requires many floating-point operations per step (due to a large delay or a high accurate quadrature), is of future interest. The reliability of both the methods we have implemented and the associated defect estimate can be significantly improved if we reduce the effects of other sources of error (at an increase in cost). Table 5 .1 shows the effects of increasing the degree of precision of the quadrature formula to 13 as well as increasing the number of iterations to be fixed and equal to 8 on the accepted steps in integrating the third problem for SDC and SDCV strategies. These changes reduce the effects of the quadrature errors and the iteration errors. One can see the significant improvement in the reliability measures Frac-D and Frac-G compared to those reported in Table 4 .3. It is also noticeable that there is a decrease in the number of steps which naturally results in a fewer number of function and kernel evaluations. However, this is not always the case. We ran similar experiments using the human immune system example as well and found that the number of steps remains almost the same while there is a significant increase in the cost measures NFCN and NKER as expected. For both problems the reliability measures improve significantly. We are currently investigating the use of asymptotically correct estimates of the iteration and quadrature errors so that the number of iterations (on each step) and the quadrature formulas used can be adaptively chosen without a significant increase in the cost. These sources of error affect the asymptotic behavior of the defect function corresponding to the approximate solution as well. In case of ODEs, for a given problem and any numerical method, as H → 0, the (scaled) plots of δ n (τ ) vs. τ approach a unique polynomial. This allows us to estimate the maximum defect by a single evaluation of the defect at run-time at a predetermined point. However, it is difficult to choose a fixed sample point for DVIDEs, since the shape of the defect might be different for different problems partly due to the extra sources of error arising in approximating the solution. The plot of |δ(τ )| vs. τ for all steps required by our CRK method to solve a typical problem (Tol = 10 −6 , H → 0 and with the normal error control) is presented in figure (5.1) . The figure reveals that the limiting polynomial is asymptotically approached (as H → 0) at least for the steps where the maximum defect is close to the requested tolerance. Furthermore, τ * = 0.92 seems to be a good choice at which we can evaluate a reliable estimate of the maximum defect. The figure also contains the plot of δ(τ )/δ(τ * ) for the majority of steps where round-off error is not significant. We are currently investigating the characteristics of the defect functions corresponding to the DVIDEs.
In the present work, we have investigated CRK methods applied to a general class of VIDEs with arbitrary time-dependent delay arguments. We analyzed the convergence properties of the fully discretized CRK methods (using a variable stepsize approach) and considered the effects of the numerical quadratures when approximating the solutions of the DVIDEs. We demonstrated that the global error associated with the introduced continuous approximation will be bounded by a multiple of the prescribed tolerance if the magnitude of the defect is bounded by the tolerance. We also included the propagated discontinuities in the set of the mesh points using an automatic discontinuity detection strategy. We have implemented our approach as an experimental Fortran code and carried out numerical experiments over various kinds of DVIDEs and reported the statistics. Various kind of delays including non-vanishing, vanishing, proportional and etc. are handled by the solver. 
