Abstract-The output circuit section of a traveling-wave tube (TWT) routinely contains an rf phase velocity taper for the purpose of increasing rf output power and efficiency. By slowing the rf phase velocity in approximate synchronism with the decelerating electron beam bunches, the taper increases power transfer from the beam to the rf wave. Recently, the computational optimization technique of simulated annealing was shown to be very effective in the design of an rf phase velocity taper that significantly increased computed rf power and efficiency of a coupled-cavity TWT. In this paper, two new broadband simulated annealing algorithms are presented that optimize 1) minimum saturated efficiency over a frequency bandwidth and 2) simultaneous bandwidth and minimum efficiency over the frequency band with constant input power. The algorithms were incorporated into the NASA 2.5-dimensional (2.5-D) coupled-cavity TWT computer model and used to design optimal phase velocity tapers using a 59-64 GHz coupled-cavity TWT as a baseline model. Compared to the baseline taper design, the computational results of the first broadband algorithm showed an improvement of 73.9% in minimum saturated efficiency. The second broadband algorithm indicates an improvement of 272.7% in minimum rf efficiency with constant input power drive and an increase in simultaneous bandwidth of 0.5 GHz over that calculated for the baseline TWT.
I. INTRODUCTION
T HE OUTPUT circuit section of a traveling-wave tube (TWT) routinely contains an rf phase velocity taper in order to increase rf output power and efficiency. By slowing the rf phase velocity in approximate synchronism with the decelerating electron beam bunches, the taper increases power transfer from the beam to the rf wave. Recently, the computational optimization technique of simulated annealing [1] was shown to be very effective in an algorithm created to design an rf phase velocity taper that significantly increased computed rf power and efficiency of a coupled-cavity TWT [2] . However, as in previous procedures, this algorithm was only applied to a single frequency of the TWT. Such an algorithm is sufficient for narrow bandwidth designs; however, for optimal designs in applications that require high rf power over a wide bandwidth such as high-density communications or high-resolution radar, it is necessary to take into consideration the variation of the circuit response with respect to frequency. This paper describes an improved single-frequency and two novel broadband power efficiency optimization algorithms. The first broadband algorithm optimizes saturated efficiency over a bandwidth, and the second optimizes simultaneous bandwidth with constant input power drive while maintaining the desired undersaturated performance across the frequency band. The algorithms are based on the procedure of simulated annealing, which has the advantage over conventional optimization techniques in that a global optimum solution can be determined. Computational results from the implementation of these algorithms into the NASA 2.5-dimensional (2.5-D) coupled-cavity TWT computer model (NASA CCTWT Code) are presented and discussed.
II. ANALYSIS

A. Baseline Modeling
The Hughes Aircraft Company 961HA TWT, 59-64 GHz, 75-W coupled-cavity TWT developed under NASA Contract NAS3-25 090 [4] , was used as a baseline for this study. The output section of this TWT contains 65 cavities, of which 57 have standard lengths of 0.096 77 cm, eleven are reduced in length by 2%, and seven are reduced 4%. A segment of the circuit is shown in Fig. 1 and the cavity lengths at the end of the output section are shown in Fig. 2 . In [5] , the saturated output power characteristics of the 961HA were modeled with the NASA CCTWT Code with the phase velocity, impedance, and attenuation of each cavity determined from simulations with the MAFIA (solution of MAxwell's equations by the Finite-Integration Algorithm) three-dimensional (3-D) electromagnetic code [6] , [7] . However, although the saturated rf output power of the baseline Hughes 961HA was modeled very accurately from 60 to 64 GHz ([5, Fig. 9 ]), at 59 GHz the computed power was 33% less than the experimental value.
Since the purpose of this study is to develop an algorithm to design a phase velocity taper over a wide bandwidth, first it was desirable to more accurately model the baseline TWT over the entire 59-64 GHz range. The performance at the band edges is very sensitive to the phase velocity so it was critical to determine phase velocity as accurately as possible. An improved curve fit to the raw MAFIA phase shift values is obtained by using a second order equation to fit instead of as a function of frequency, where is the axial phase constant of the first space harmonic and is the cavity length. As shown in U.S. Government work not protected by U.S. copyright. The cavity period has a length of "L" and the cavity gap has a length of "g." Fig. 2 . Cavity lengths normalized with respect to the standard cavity length at the end of the output section for the baseline and for the tapers generated by the SAT and SAT1 algorithms. L is the cavity length and at a frequency f , the phase velocity is equal to 2f =. and is shown in Fig. 4 . With this new improved determination of , the on-axis beam interaction impedance is calculated as in [5] : (2) where is the magnitude of the first space harmonic of the on-axis electric field and is the rf power flow defined by (3) where is the group velocity and is the stored electromagnetic energy per unit length. The attenuation in dB/cavity due to the resistive losses of the conducting surfaces is also calculated as in [5] : (4) where is the cavity length and is the total power loss per unit length which is calculated by MAFIA using a perturbation method with an effective conductivity value of 3.5 10 S/m.
The resulting impedance and attenuation are both fitted very well with second-order equations with the results shown, respectively, in Figs. 5 and 6. These cold-test determinations were repeated at cavity periods with lengths 0.9 and 0.8 times that of the standard cavity, with the results also shown in Figs. 4-6. For comparison, the values of phase velocity, impedance, and attenuation computed in [5] for the standard cavity are also shown in these figures.
For the final step of the cold test parameter determination, the dependence of phase velocity, impedance, and attenuation on cavity period length at each 0.5 GHz interval from 59.0 to 64.0 GHz was determined by second-order interpolations of the values at 1.0, 0.9, and 0.8 times the standard cavity length.
B. Single Frequency Efficiency Optimization, SAT1
In [2] , the author described a TWT phase velocity taper design algorithm based on simulated annealing, referred to as the SAT (simulated annealing taper) algorithm, for optimizing rf efficiency at a single frequency. This algorithm was programmed into the NASA CCTWT Code [3] to determine the optimal phase velocity profile at the end of the rf output section. In the new algorithm, a modification is made to determine the optimal phase velocity profile through the entire output section. In addition to varying the phase velocities in the cavity segments in the taper region, the cavities in the first part of the output section are varied. The steps of the new single frequency efficiency optimization algorithm, designated SAT1, are as follows.
Step 1) The initial conditions are selected. These include the starting and ending cavities of the taper, the initial lengths of these cavities, and the initial "temperature" control parameter of equation (5).
Step 2) The output section of the TWT is divided into one long segment at the beginning of the section, referred to as the pre-taper segment, and several (typically three to six) short segments at the end of the section in the phase velocity taper region. The pretaper segment is approximately twice as long as the total length of the short segments. Typically the long segment will consist of approximately 50 cavities and each short segment will consist of five cavities.
Step 3) A random number generator is used to select one of the segments. The first time that a segment is selected, the length of each cavity in the segment is increased. On succeeding alternate selections of a segment, the lengths are decreased and increased. If a short segment is selected, the change in length for each cavity in the segment is specified at 1%, while if the pre-taper segment is selected, each cavity length in the segment is changed by only 0.1% since there are roughly an order of magnitude more cavities than in a short segment. With each change in cavity length, the phase velocity, impedance, and attenuation are adjusted according to equations determined from calculations obtained with the MAFIA code as described in Section II-A where the dependence of the cold-test parameters on cavity period length was determined. The gap length is adjusted to maintain a constant gap/cavity length ratio.
Step 4) With the new taper cavity parameters, the NASA CCTWT Code is used to evaluate the new rf power efficiency.
Step 5) With a random number generator, a value " " is obtained between 0 and 1. This value is compared to the probability of acceptance in simulated annealing [2] defined as (5) where and are the new and old values of efficiency respectively. The control parameter , is a dimensionless quantity that corresponds to temperature in the physical analogy of annealing. If , the new cavity lengths of Step 3 are accepted; if , the lengths remain unchanged. Note that if the efficiency increases, acceptance of the new length is insured. If efficiency decreases, acceptance may occur but becomes less probable as decreases.
Step 6) Steps 2-5 are repeated for a total of " " passes. If there is at least one acceptance after " " passes, the value of is decreased by the factor and Steps 2-6 are repeated. Convergence to a final solution is assumed after there is no acceptance with " " passes at a value of .
C. Wide Bandwidth Efficiency Optimization at Saturation, SAT2
Because of the dispersiveness of a coupled-cavity TWT, there is a large variation in saturated gain across a wide frequency bandwidth. The gain is much lower and the input power at saturation is much higher at the band edges than at the center frequency. The minimum saturated power and efficiency occurs at either the low or the high band edge frequency. In order to maximize the minimum saturated efficiency in the frequency band, the SAT2 optimization algorithm alternately calculates the efficiency at the low and high band edge frequencies. The steps are the same as for SAT1 except for Step 4.
Step 4 (SAT2). With the new taper cavity lengths, the NASA CCTWT Code is loaded with the corresponding cold test parameters for the lower band edge frequency and the efficiency is calculated with the input power drive that provides saturation with the SAT1 taper. A second calculation of efficiency is performed with the corresponding parameters at the higher band edge frequency. The smaller of these two efficiencies,
, replaces in Step 5.
D. Wide Bandwidth Efficiency Optimization with Constant Input Power, SAT3C
In order to design a velocity taper for wide band efficiency optimization with constant input power, it would seem sufficient to use the SAT2 algorithm with the input power at the lower and higher band edges equal to a constant value less than or equal to that which provides saturation at the center frequency. However, as will be shown in the next section, this provides a velocity taper that produces an oversaturated response in most of the frequency bandwidth. This results in significant variation in the output power at the constant drive power.
To optimize the broadband efficiency with constant input power while at the same time keeping the operation below saturation at all frequencies, a new algorithm using three frequencies, SAT3C, was developed. With each random change in cavity length, in addition to calculating efficiencies at the band edges, the algorithm calculates efficiencies with several values of input drive power at the center frequency. The algorithm is designed so that the more the response is oversaturated at the center frequency, the less likely it is that the random cavity length changes will be accepted.
The steps are the same as for SAT2 except for the addition of Step 4b, as follows. In Step 4b (SAT3), after (the smaller of the band edge efficiencies) is determined in Step 4, efficiencies are calculated at the center frequency with four input power drive levels with values expressed in decibels: and , where is the original constant input power drive level. If the operation is as desired and is undersaturated at the center frequency with input power drive of , the output power should typically decrease by at least 2% with each 1 dB decrease in input power. If this is not the case, a penalty function is calculated, as follows: (6) where constant on the order of 0.05; number of passes that have been made through the steps of the algorithm; defined by the pseudo code:
The parameter to be optimized in Step 5 is then the minimum efficiency multiplied by the penalty function:
The penalty function is designed to give the algorithm a chance to concentrate on increasing the efficiency early in the optimization. As the optimization continues, oversaturation is increasingly penalized so that the solution finally converges, resulting in a phase velocity taper with high efficiency in an undersaturated condition. Fig. 7 . Saturated rf efficiencies for the simulated baseline compared to the experimental values [4] and the simulated saturated efficiencies of the tapers generated by the SAT1 and SAT2 algorithms. Fig. 8 . Input powers at saturation for the simulated baseline compared to the experimental values [4] and for the tapers generated by the SAT1 and SAT2 algorithms.
III. RESULTS AND DISCUSSION
A. Baseline Modeling
The normalized cavity lengths at the end of the output section for the baseline TWT with its mild two-step phase velocity taper are shown in Fig. 2 . Simulated saturated efficiencies from 59 to 64 GHz were calculated with the NASA CCTWT Code with the beam represented by 40 disks per rf wavelength (all of the calculations in this paper were obtained with this resolution). The input cold test parameters (phase velocity, impedance, and attenuation) of the model are determined from the MAFIA code as described in the previous section. The simulated results are compared to the experimental values [4] in Fig. 7 . The match between simulation and experiment is very good especially at the band edges and the center frequency. The largest difference over the frequency range is 8.2% at 60 GHz which is a significant improvement compared to the results of [5] where there was a 33% difference at 59 GHz. The input power at saturation is compared in Fig. 8 . The simulated values agree very well with experiment from 59.5 to 61.5 GHz, while the agreement is fair from 62.0 to 64.0 GHz and rather poor at the low band edge of 59.0. Although less than perfect, the agreement is reasonable considering the sensitivity of gain to small changes in circuit phase velocity especially at the band edges. The agreement is an improvement compared to that obtained in [5, Fig. 8] .
B. Optimization for Efficiency at Single Frequency, SAT1
Before beginning a simulated annealing algorithm optimization, the "cooling schedule" must be selected. The cooling schedule defines how the control parameter in equation (5) decreases. It was found that the broadband algorithms described in the next two subsections require a significantly slower cooling schedule than was sufficient in [2] to obtain an optimized solution at a single frequency. For consistency, all of the optimizations were performed with these broadband cooling schedule parameters:
, and , where is the initial value of , is the reduction factor which decreases after every passes, and is the number of subsections in which the cavity lengths are varied. Thus the control parameter decreases by a factor of 0.8 every 350 passes. Typically the solution converges in 2800 to 4200 passes.
The resulting taper from the single frequency optimization algorithm SAT1 is shown in Fig. 2 and compared to the result from the old algorithm SAT in which the lengths of the first 50 cavities (only 15 are shown) of the output section do not vary. The tapers are very similar, however the 50 cavities in the pre-taper segment (106-155) in SAT1 are each shorter than in SAT by 0.5%. The added flexibility in the new algorithm with the adjustable pre-taper cavity lengths allows the efficiency to increase from 12.30% with SAT to 12.71% with SAT1. This represents a 71.5% increase in efficiency from the simulated baseline value of 7.41%.
C. Optimization for Saturated Efficiency over Bandwidth, SAT2
Although the SAT1 algorithm only calculates efficiency at one value of frequency, the resulting taper increases the saturated efficiency significantly over the entire frequency range as shown in Fig. 7 . The minimum simulated efficiency increases from 5.59% (at 59 GHz) for the baseline to 9.00% (at 64 GHz) for SAT1. This increase in minimum efficiency is further increased to 9.72% (at 59 GHz) with SAT2. This represents an 8.0% improvement over SAT1 and a 73.9% improvement over the baseline.
D. Optimization of Efficiency for Constant Input Drive, SAT3C
The first attempt at optimizing the efficiency with constant input power drive used the SAT2 algorithm with an input power drive of 6 dBm at each of the bandedge frequencies. The resulting taper and efficiency are labeled SAT2C in Figs. 9 and 10, respectively. The minimum efficiency increases significantly, but the efficiency as a function of frequency is very nonuniform. In looking at Fig. 11 we see the reason: with an input power drive of 6 dBm (marked on Fig. 11 with the dashed line) the TWT is operating in the over saturated regime over most of the frequency range.
In order to prevent operation in the oversaturated regime, the SAT3C algorithm was employed. The resulting taper is shown in Fig. 9 and the constant drive efficiency in Fig. 10 . We see that the efficiency is much smoother than for SAT2C. Fig. 11 shows that the algorithm was successful in keeping the TWT from operating in the oversaturated regime. Compared to the baseline, the minimum efficiency at constant drive at 64 GHz increases by 272.7%. The instantaneous bandwidth increases by about 0.5 GHz. Fig. 12 shows how the efficiency increases throughout the SAT3C taper at the center and band edge frequencies. At the center frequency, the efficiency increases in the beginning, Fig. 9 . Cavity lengths normalized with respect to the standard cavity length at the end of the output section for the tapers generated by the SAT2, SAT2C, and SAT3C algorithms. levels out in the middle, and increases at the end. It is especially interesting to see how the taper affects the efficiencies differently at the band edges. At the low band edge, 59 GHz, the efficiency is almost level in the first part of the taper and increases strongly at the end, while at the high band edge, 64 GHz, the efficiency increases in the first part and levels out in the last ten cavities. This behavior as a function of frequency can be explained by examining the phase of the electron bunch with respect to the rf wave in Fig. 13 . The phase is defined so that the bunch decelerates and the rf wave grows at phase values between 0 and 180 , with maximum deceleration at 90 [8] . Comparing Fig. 13 with Fig. 12 , we see that strong efficiency growth occurs when the phase is close to 90 . The SAT3C algorithm has designed the taper so that strong bunch deceleration and wave growth occurs in the last part of the taper at the low frequency band edge and in the first part of the taper at the high frequency band edge.
IV. CONCLUSIONS
An improved single-frequency and two new broadband efficiency optimization algorithms were developed. The algorithms are based on the procedure of simulated annealing which has the advantage over conventional optimization techniques in that a global optimum solution can be determined. The algorithms were incorporated into the NASA CCTWT Code and used to design optimal phase velocity tapers. The computational results were compared to those with a baseline 59-64 GHz coupledcavity TWT with a conventional taper.
The new algorithm for single-frequency efficiency optimization not only allows the taper cavity lengths to vary but also has the added flexibility of allowing the pretaper cavity lengths in the output section to adjust to their optimal value. This enabled the computed efficiency to increase from 12.30% with the old algorithm to 12.71%. This represents a 71.5% increase in efficiency from the simulated baseline value of 7.41%.
The first broadband algorithm produces a taper design for optimized minimum saturated efficiency across a frequency range. During the optimization, the algorithm alternately calculates the efficiencies at the two frequency band edges. Computations indicate an improvement of 73.9% in minimum saturated efficiency over that for the baseline TWT.
The second broadband algorithm designs a taper for optimized minimum efficiency with a constant value of input drive power. During each pass of the optimization, in addition to calculating efficiencies at the band edges, the algorithm calculates efficiencies with several values of input power drive at the center frequency. If the solution is oversaturated, a penalty function is used to coax the solution toward undersaturation. The final result is a taper that provides high broadband efficiency while maintaining an undersaturated performance across the frequency range. Computations indicate an improvement of 272.7% in minimum rf efficiency with constant input power drive and an increase in simultaneous bandwidth of 0.5 GHz over that calculated for the baseline TWT.
The results in this paper were obtained by varying only the cavity lengths and cavity gaps in the output section. (The gap lengths were changed to keep the gap/cavity length ratio constant). Because of the generality of the simulated annealing algorithms, it would be straightforward to simultaneously vary the cavity slot angles. This could improve the broad bandwidth minimum efficiency values even further.
Although these algorithms are especially useful for highly dispersive circuits such as the coupled-cavity TWT, they are also applicable to the inherently broad bandwidth helix TWT circuit.
