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Abstract— We consider a distributed optimization problem
over a network of agents aiming to minimize a global objective
function that is the sum of local convex and composite cost
functions. To this end, we propose a distributed Chebyshev-
accelerated primal-dual algorithm to achieve faster ergodic
convergence rates. In standard distributed primal-dual algo-
rithms, the speed of convergence towards a global optimum
(i.e., a saddle point in the corresponding Lagrangian function)
is directly influenced by the eigenvalues of the Laplacian matrix
representing the communication graph. In this paper, we use
Chebyshev matrix polynomials to generate gossip matrices
whose spectral properties result in faster convergence speeds,
while allowing for a fully distributed implementation. As a
result, the proposed algorithm requires fewer gradient updates
at the cost of additional rounds of communications between
agents. We illustrate the performance of the proposed algorithm
in a distributed signal recovery problem. Our simulations show
how the use of Chebyshev matrix polynomials can be used
to improve the convergence speed of a primal-dual algorithm
over communication networks, especially in networks with
poor spectral properties, by trading local computation by
communication rounds.
I. INTRODUCTION
In distributed consensus optimization, a network of agents
aims to minimize a function constructed from individual (pri-
vate) functions situated at the nodes of the network. As the
size of the network increases, it is important to develop fast
and efficient distributed methods where agents can perform
local computations to collectively find the global optimal
solution. This scenario arises in, for example, distributed
learning problems [1], economic dispatch problems [2], and
multi-agent coordination problems [3].
Methods to solve such distributed optimization problems
fall into three main categories: (i) primal methods, in which
the problem is solved entirely in the primal domain and
asymptotic consensus among agents is forced using an ad-
ditional penalty function representing disagreements among
agents [4], [5]; (ii) primal-dual methods, in which the
consensus constraint is relaxed by introducing Lagrangian
multipliers and the agents iterate over the primal and dual
variables to seek a saddle point of the Lagrangian [6]–
[10]; and (iii) dual methods, in which the constraints are
encoded into a dual problem and the agents seek the optimum
of a dual function instead [11]–[14]. The advantages of
each of these methods over the others are determined by
what assumptions are made about the objective function
(smoothness, strong convexity, easily computable proximal
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operators, etc.), as well as how any additional constraints
are encoded in the problem.
In general, distributed first-order algorithms where agents
update their local states based exclusively on the gradients
of the cost functions can become slow for problems with
ill-conditioned linear constraints. In particular, the conver-
gence speed of these algorithms is strongly conditioned by
the second smallest eigenvalue of the Laplacian matrix of
the communication graph. The performance of distributed
algorithms can be improved by preconditioning the ma-
trix representing the topology of the communication graph.
For example, in [15] the authors successfully applied this
preconditioning technique to a dual gradient method. In
the numerical analysis literature, it has been known that
condition numbers of linear operators can also be improved
by applying specifically scaled and shifted Chebyshev poly-
nomials [16]. The first applications of this idea to a linear
consensus constraint can be found in [17] and [18], where
the use of Chebyshev polynomials gave a prescription for
averaging information received from an agent’s neighbors
over multiple rounds of communication. It was shown that
this results in faster consensus over traditional choices of
gossip matrices. One interpretation of this method is that, by
decreasing the condition number of the gossip matrix, we
effectively create a more favorable connectivity structure of
the network.
In [19], the authors combined this idea with an acceler-
ated dual ascent to create the multi-step dual accelerated
(MSDA) method for solving smooth and strongly convex
distributed optimization problems. By preconditioning the
gossip matrix with a particular Chebyshev polynomial, the
authors demonstrate that the effective condition number of
the network decreases, and faster convergence for dual ascent
is achieved. In practice, when this algorithm is implemented,
the cost of applying a Chebyshev polynomial of degree K
to the gossip matrix is that each iteration of the algorithm
now requires K rounds of communication. When the cost of
communication is cheap compared to the cost of computing
gradients, their algorithm performs well even with the extra
rounds of communication.
While the performance advantages of MSDA are clear,
the performance guarantees of the algorithm only apply in
the case of smooth and strongly convex objective functions.
Further, there is the hidden complexity of the computation
of the dual gradients which either must be done analytically
or through an inner minimization. In cases where an analytic
expression is not possible or the inner minimization is costly,
a primal-dual scheme might be preferable.
In this paper, we propose a Chebyshev-Accelerated
ar
X
iv
:1
81
0.
06
71
3v
1 
 [m
ath
.O
C]
  1
5 O
ct 
20
18
Primal-Dual method for solving a distributed optimization
problem with an objective function of the form
∑
i fi +∑
i gi, where each fi is smooth and convex with Lipschitz
gradient, and each gi is convex and non-differentiable. Our
algorithm is based on the primal-dual method proposed in
[20], and later extended in [10], which was developed to
minimize a similar composite objective function. In Theorem
1, we show that the largest possible primal and dual step sizes
for this method are inversely related to the largest eigenvalue
of the Laplacian matrix. This motivates preconditioning the
Laplacian matrix to reduce the spectral radius and allow
the use of larger step sizes. To this end, we combine
the primal-dual method with an accelerated gossip strategy
with Chebyshev polynomials from [17]–[19]. Our algorithm
reaches consensus more quickly than the standard primal-
dual algorithm, and results in faster convergence as measured
by the number of gradient updates. We illustrate the perfor-
mance of this algorithm with a distributed signal recovery
problem and find that when the cost of communications are
low compared to the cost of computing gradients, there is
a noticeable increase in the convergence rate to the optimal
value.
A. Preliminaries
We denote the set of real numbers by R, the set of real
d-dimensional vectors by Rd, the d-dimensional vector of
1’s and 0’s by 1d and 0d respectively, and the d-dimensional
identity matrix by Id. A graph is defined as G = (V, E),
where V is the set of vertices, and the edge set E contains
pairs of vertices (i, j) such that (i, j) ∈ E if and only
if vertices i and j are connected in the graph. Define the
neighborhood set of a vertex Ni = {` ∈ V | (i, `) ∈ E}.
We assume here that |V| = n and the graph G is simple,
connected, and undirected. We define the adjacency matrix
A = [aij ] of G as aij = 1 if (i, j) ∈ E and aij = 0 otherwise.
The Laplacian matrix of G is defined as L = diag(A1n)−A.
The matrix L is symmetric and positive semidefinite with
eigenvalues 0 = λ1 ≤ λ2 ≤ . . . ≤ λn, where the eigenvalue
λ1 = 0 corresponds to the eigenvector 1n. If we take
the eigenvalue decomposition L = U diag(0, λ2, . . . λn)U>
where U is orthogonal, we may form the matrix
√
L =
U diag(0,
√
λ2, . . . ,
√
λn)U
>. By ‖L ‖2 we denote the `2
matrix norm (which coincides with the spectral radius for
symmetric matrices), and we denote the kernel of the matrix
L as ker(L) = span{1n}. The Kronecker product between
two matrices or vectors is denoted A ⊗ B or v ⊗ w,
respectively. A differentiable function f : Rn → R has a
Lf -Lipschitz gradient if, for all x, y ∈ Rd, we have
‖∇f(x)−∇f(y)‖ ≤ Lf‖x− y‖.
For a non-differentiable g : Rd → R ∪ {∞} with dom g =
{x ∈ Rd : g(x) <∞}, the subdifferential set is defined as
∂g(x) := {γ ∈ Rd : g(x) + γ>(y − x) ≤ g(y),∀y ∈ dom g}.
II. PROBLEM FORMULATION
Consider a network of n agents connected via a commu-
nication graph, G = (V, E), where the edge set E represents
communication links between agents. Each agent has access
to private cost functions fi : Rd → R and gi : Rd →
R ∪ {+∞}. The agents seek to collectively find an optimal
solution to the minimization problem
minimize
x∈Rd
n∑
i=1
{fi(x) + gi(x)}, (1)
in a distributed fashion. We make the following assumptions
on the functions fi and gi.
Assumption 1 The functions fi : Rd → R are closed,
convex, proper, and have Li-Lipschitz gradients. The func-
tions gi : Rd → R ∪ {∞} are proper, convex, lower semi-
continuous. The proximal maps
proxαgi(x) := argmin
x′∈Rd
{
gi(x) +
1
2α
‖x− x′‖22
}
. (2)
are easily computable.
Examples of functions with an easily computable proximal
operator are g(x) = ‖x‖1, g(x) = ‖x‖∞ [21], [22]. Further,
if g(x) = IX (x) is the indicator function of the closed convex
set X ⊂ Rd, the proximal operator becomes a projection
operator onto X . In this case, we assume that projection
onto X is easy to compute (e.g. box constraints).
We can reformulate problem (1) to be amenable to a
distributed solution by introducing a set of variables xi ∈ Rd
for i ∈ V , where xi corresponds to a local copy of the global
state variable x for agent i. Let x = (x>1 , . . . , x
>
n )
> be the
concatenation of the local copies of the state variable. If
we define a gossip matrix L = L⊗ Id, using the Laplacian
matrix L of the communication graph, we can ensure con-
sensus (i.e. xi = xj for all i, j ∈ V) by adding the constraint√
Lx = 0, as ker(
√
L⊗ Id) = span{1n⊗x | x ∈ Rd}. Thus,
the problem in (1) is equivalent to
minimize
x∈Rnd
f(x) + g(x) (3)
subject to
√
Lx = 0,
where f : Rnd → R and g : Rnd → R ∪ {∞} are now
f(x) :=
n∑
i=1
fi(xi), g(x) :=
n∑
i=1
gi(xi). (4)
We form the augmented Lagrangian for (3),
L(x,y) := f(x) + g(x) + y>
√
Lx+
ρ
2
x>Lx, (5)
where y = (y>1 , . . . , y
>
n )
> is the stacked vector of local
multipliers and ρ ≥ 0 is the augmentation parameter. Without
loss of generality, we may assume that y ∈ (ker√L)⊥, as
for any y˜ ∈ ker√L we have (y + y˜)>√L = y>√L. Since
problem (3) has linear constraints and the feasible set is
nonempty, Slater’s condition is satisfied and strong duality
holds [23]. Hence, we can solve (3) by solving the following
saddle point problem:
max
y∈(ker√L)⊥
min
x∈Rnd
L(x,y). (6)
A solution of the saddle point problem is a primal dual pair
(x?,y?) such that for all (x,y),
L(x?,y) ≤ L(x,y) ≤ L(x,y?). (7)
Note that L(x,y?) − L(x?,y) approaches 0 as (x,y) ap-
proaches (x?,y?). The optimality condition for an optimal
primal-dual pair (x?,y?) is
0 = ∇f(x?) + Tg(x?) +
√
Ly?, (8a)
0 =
√
Lx?, (8b)
where Tg(x?) is any subgradient of g evaluated at x?. Note
that, by the second equation, we have consensus, x? = 1n⊗
x?. Multiplying both sides of (8a) from the left by 1>n ⊗ Id,
and noticing that (1>n ⊗ Id)
√
L = (1>n ⊗ Id)(
√
L ⊗ Id) =
(1>n
√
L)⊗ (Id Id) = 0>n ⊗ Id, we obtain
n∑
i=1
{∇fi(x?) + Tgi(x?)} = 0, Tgi(x?) ∈ ∂gi(x?),
which is the optimality condition for the centralized problem
in (1). Hence, the solution of the saddle point problem for
the decentralized problem in (3) provides a solution of the
centralized problem (1).
III. A DISTRIBUTED SOLUTION
A. The Primal-Dual Algorithm
We begin our exposition by presenting a primal-dual
iterative algorithm proposed by Chambolle and Pock [20,
Algorithm 1], which is able to solve problems of the form
(6). Writing ∇f(x) = (∇f1(x1)>, . . . ,∇fn(xn)>)>, the
iterations of this algorithm are given by
xˆk+1 = xk − α(∇f(xk) +√Lyk + ρLxk), (9a)
xk+1 = argmin
x
{
g(x)+
1
2α
‖x− xˆk+1‖22
}
, (9b)
yk+1 = yk + β
√
L(2xk+1 − xk), (9c)
where we have interpreted the augmentation term as being
absorbed into the smooth part of the objective function. The
parameters α, β > 0 are the primal and dual step sizes,
respectively, The first two updates constitute a proximal
gradient step applied to the Lagrangian in the primal domain,
while the third recursion is a gradient ascent-like step in the
dual domain.
The following theorem shows that under appropriate se-
lection of the step sizes, the iterates in (9) achieve an
ergodic O(1/N) convergence rate. An important fact for our
development is that the maximum possible step sizes for
convergence are inversely related to the largest eigenvalue
of the Laplacian matrix, as stated below.
Theorem 1 Consider the optimization problem in (3), where
fi and gi satisfy Assumption 1. Let the step sizes α and β
for the recursions in (9) satisfy
1
β + ρ
(
1
α
− Lf
)
≥ λn, (10)
where Lf = maxi Li. Let {(xk,yk)}Nk=1 be the sequence
of points produced by Algorithm 1 with x0 ∈ ker√L and
y0 ∈ ker(√L)⊥. Then we have
L(x¯N ,y?)−L(x?, y¯N )≤ 1
N
(‖x?−x0‖2
2α
+
‖y?−y0‖2
2β
)
,
(11)
where x¯N = 1N
∑N
k=1 x
k and y¯N = 1N
∑N
k=1 y
k.
Proof: First note that Lf = max{L1, . . . , Ln} is an
upper bound for the Lipschitz constant for ∇f(x). Indeed,∥∥∇f(x)−∇f(y)∥∥2
2
=
n∑
i=1
‖∇fi(xi)−∇fi(yi)‖22
≤
n∑
i=1
L2i ‖xi − yi‖22 (12)
≤ L2f‖x− y‖22.
Again, we will interpret the augmentation term as being ab-
sorbed into the smooth term of the objective function. Thus,
an upper bound for the Lipschitz constant for ∇(f(x) +
(ρ/2)x>Lx
)
is LF := Lf + ρλn.
To prove the theorem we appeal to [10, Theorem 1.1],
where the problem in question is similar to this paper, but
with an additional private cone constraint for each agent.
Since we have no such constraints, in our scenario the
theorem states if
(
1
α − LF
)
Ind 0 −
√
L
0 0 0
−√L 0 1β Ind
  0, (13)
then we have for all (x,y)
L(x¯N ,y)−L(x, y¯N ) ≤ 1
N
(
1
2α
‖x− x0‖2+ 1
2β
‖y − y0‖2
+ (y − y0)>
√
L(x− x0)
)
.
(14)
From the Schur complement, (13) is equivalent to the con-
dition that
(
1
α − LF
)
Ind−βL  0, or
1
β
(
1
α
− LF
)
Ind  L, (15)
Since the L and L share the same eigenvalues, and the largest
eigenvalue of L is equal to λn, if
1
β
(
1
α
− LF
)
≥ λn (16)
then (15) and in turn (13) are satisfied, which by Theorem
1.1 of [10] implies (14). Recalling that LF = Lf + ρλn, a
simple rearrangement of (16) gives (10).
If we choose x0 such that
√
Lx0 = 0 (i.e., initialize x0
to have consensus) and take (x,y) = (x?,y?) in (14), then√
L(x? − x0) = 0, and we conclude
L(x¯N ,y?)−L(x?, y¯N )≤ 1
N
(‖x? − x0‖2
2α
+
‖y? − y0‖2
2β
)
,
as desired.
Remark 1 If we do not require x0 ∈ ker
√
L, the con-
vergence rate holds with an additional constant factor of
(y? − y0)>
√
L(x? − x0) in the parenthesis in (11).
Corollary 1 If the dual step size is chosen as
β =
1
λn
(
1
α
− Lf
)
− ρ, (17)
then we have the following ergodic convergence rate toward
consensus
‖x¯N − x¯NC ‖22 ≤
1
N
[
Lf + ρλn
λ2
‖x0 − x?‖2
+
λn
λ2
1
Lf + ρλn
‖y0 − y?‖2
]
, (18)
where
x¯NC =
d∑
i=1
(1⊗ ei)>x¯N (1⊗ ei),
is the projection of x¯N onto the consensus subspace.
Proof: From the definition of the augmented La-
grangian, (5), we write
L(x¯N ,y)−L(x, y¯N ) =f(x¯N )−f(x?) + g(x¯N )−g(x?)
+ y?
√
Lx¯N + (ρ/2)(x¯N )>Lx¯N
(19)
Using (8a) and (8b), we have the relation
y?
√
Lx¯N = −(∇f(x?) + Tg(x?))>(x¯N−x?)
Therefore we may write
L(x¯N ,y)−L(x, y¯N ) =A+B + C, (20)
where
A = f(x¯N )−f(x?)−∇f(x?)>(x¯N−x?) (21a)
B = g(x¯N )−g(x?)−Tg(x?)>(x¯N−x?) (21b)
C =
ρ
2
(x¯N )>Lx¯N (21c)
By the convexity of f and g, both A,B ≥ 0. Since kerL =
{1⊗x | x ∈ Rd}, the value of (x¯N )>Lx¯N only depends on
the displacement of x¯N to its projection onto the consensus
subspace. Since L has a trivial kernel on this subspace, we
may make the lower bound,
C =
ρ
2
(x¯N )>Lx¯N ≥ ρλ2(L)
2
‖x¯N − x¯NC ‖22.
Hence we have proven
L(x¯N ,y)−L(x, y¯N ) ≥ ρλ2(L)
2
‖x¯N − x¯NC ‖22.
The result now follows from combining this bound with (11).
Although the Laplacian matrix L preserves the sparsity
pattern of the communication graph, the matrix
√
L does
not; hence, the iterations in (9) cannot be implemented in a
distributed fashion. To move to a fully distributed implemen-
tation, we make the change of variables ν =
√
Ly + ρLx.
The iterations in (9) can now be written in terms of the new
variable ν, as follows:
xˆk+1 = xk − α(∇f(xk) + νk), (22a)
xk+1 = argmin
x
{
g(x) +
1
2α
‖x− xˆk+1‖22
}
. (22b)
νk+1 = νk + L
(
(ρ+ 2β)xk+1 − (ρ+ β)xk). (22c)
Here, we see why
√
L was chosen to create the consensus
constraint instead of L; we have been able to decouple the
primal update from the graph structure and only the dual
update must use communication between agents. The update
(22c) requires agents to know the states of their neighbors
and the updates (22a) and (22b) can be performed by every
agent with no communication at all. Therefore, we may
distribute the updates across individual agents as outlined
in the following algorithm.
Algorithm 1 Distributed Primal-Dual Algorithm
Given: f =
∑n
i=1 fi, where f has Lf -Lipschitz gradient, g =
∑n
i=1 gi.
An undirected and connected communication graph with Laplacian matrix
L = [Lij ], step sizes 0 < α, β, augmentation parameter ρ > 0.
1: Initialize at x0i such that x
0
i = x
0
j for all i, j = 1, . . . , n, initialize ν
0
i
such that
∑
i ν
0
i = 0
2: for k = 0, 1, 2, · · · all agents do
3: xˆk+1i = x
k
i − α
(∇fi(xki ) + νki ).
4: xk+1i = argminx{gi(x) + 12α‖x− xˆk+1i ‖22}
5: νk+1i = ν
k
i +
∑
`∈Ni Li`
(
(ρ+ 2β)xk+1` − (ρ+ β)xk`
)
.
6: end for
Note that since Theorem 1 assumes we initialize x0 to
have consensus, and we assume y0 ∈ (ker√L)⊥, we have
ν0 =
√
Ly ∈ (ker√L)⊥, or equivalently, ∑i ν0i = 0.
Theorem 1 and Corollary show the dependence of the
convergence rate toward optimality on the largest eigenvalue
λn and the dependence on the convergence rate toward
consensus on the condition number λn/λ2 (see (10) and
(18)). It is here that we draw inspiration from [19] and in the
next section, apply Chebyshev polynomials to L in order to
increase the largest eigenvalue, reduce the condition number,
and achieve a faster ergodic convergence rate.
B. The Preconditioned Primal-Dual Algorithm
The Chebyshev polynomials of the first kind are defined
by the recurrence relation,
T0(x) = 1, T1(x) = x, Tk(x) = 2xTk−1(x)− Tk−2(x),
and have the property [16],
argmin
p∈Pk,p(γ)=1
max
t∈[α,β]
|p(t)| = 1
Tk
(
1 + γ−ββ−α
)Tk(1 + t− β
β − α
)
,
(23)
where Pk is the set of monic polynomials of degree k with
real coefficients. In other words, the Chebyshev polynomials
can be used to construct polynomials with minimal `∞ norms
over intervals. We will use a polynomial which minimizes
the maximum distance of the nonzero eigenvalues of L to 1,
while preserving the eigenvalue at 0,
argmin
p∈Pk,p(0)=0
max
t∈[λ2,λn]
|1− p(t)|. (24)
Such a polynomial when applied to L will cluster all of the
eigenvalues closer to 1, thus reducing the condition number.
This approach is used in [19], where it is shown that for a
scaled version of the Laplacian, c2L, where c2 = 2
(1+
λ2
λn
)λn
,
the relation (23) allows one to find that
argmin
p∈Pk,p(0)=0
max
t∈[1−c−11 ,1+c−11 ]
|1−p(t)|=1− TK(c1(1− x))
TK(c1)
,
(25)
where c1 = (1 + λ2λn )/(1− λ2λn ) and the nonzero eigenvalues
of c2L lie in [1 − c−11 , 1 + c−11 ]. We similarly propose to
precondition the Laplacian matrix with the polynomial,
Pk(x) = 1− 1
Tk(c1)
Tk
(
c1(1− x)
)
. (26)
We verify that the matrix Pk(c2L) will still create consensus
among agents. The proof is deferred to the appendix.
Proposition 1 The preconditioned gossip matrix Pk(c2L)
satisfies kerPk(c2L) = span{1n ⊗ x | x ∈ Rd}.
Thus, we may encode the constraint of the problem (3)
as
√
Pk(c2L)x = 0 and form the associated saddle point
problem. Using the recurrence relation for the Chebyshev
polynomials we arrive at the following preconditioned primal
dual algorithm.
Algorithm 2 Chebyshev-Accelerated Distributed Primal-
Dual Algorithm
Given: f =
∑n
i=1 fi, where f has Lf -Lipschitz gradient, g =
∑n
i=1 gi.
An undirected connected communication graph with gossip matrix L =
[Lij ], Chebyshev polynomial degree K, step size α > 0, augmentation
parameter ρ > 0, set β = 1
PK(c1λn)
(
1
α
− Lf
)
− ρ.
1: Initialize at x0i such that x
0
i = x
0
j for all i, j = 1, . . . , n, initialize ν
0
i
such that
∑
i ν
0
i = 0
2: for k = 0, 1, 2, · · · all agents do
3: xˆk+1i = x
k
i − α
(∇fi(xki ) + νki ).
4: xk+1i = argminx{gi(x) + 12α‖x− xˆk+1i ‖22}
5: /* Initialization of auxiliary variables for
accelerated gossip */
6: a0i = 1, a
1
i = c1.
7: ξ0i = (ρ+ 2β)x
k+1
i − (ρ+ β)xki .
8: ξ1i = c1ξ
0
i − c1c2
∑
`∈Ni Li` ξ
0
` .
9: /* Accelerated gossip rounds */
10: for j = 1, 2, . . . ,K − 1 all agents do
11: aj+1i = 2c1a
j
i − aj−1i
12: ξj+1i = 2c1ξ
j
i − 2c1c2
∑
`∈Ni Li` ξ
j
` − ξj−1i
13: end for
14: νk+1i = ν
k
i +
(
ξ0i −
ξKi
aKi
)
.
15: end for
Note that, for a given primal step size α, we have set
the dual step size, β = 1PK(c1λn)
(
1
α − Lf
)
− ρ, to be as
large as possible (as given by Theorem 1) after the effect
of the Chebyshev preconditioning on the Laplacian matrix.
The updates for xˆk+1i and x
k+1
i are identical to those in
Algorithm 1. After these updates we must use the auxiliary
variables {ξji }Kj=1 and {aji}Kj=1 in order to compute the
recurrence for the Chebyshev polynomial. The net effect
of the inner loop is to use a gossip matrix with better
spectral properties, at the cost of taking K extra rounds
of communication per gradient update. Note that this effect
is not achieved by simply performing the dual update in
Algorithm 1 (the original algorithm without preconditioning)
K times per primal update. Depending on the specific
application, one would have to decide how many extra rounds
of communication can be tolerated based on the relative costs
of gradient updates and communications between agents.
When the cost of agent communications is relatively cheap
compared to the cost of gradient updates, the degree of the
preconditioning Chebyshev polynomial can be larger without
significantly increasing the time it takes for the algorithm to
converge.
IV. NUMERICAL SIMULATIONS
In this section, we consider a distributed sparse signal
recovery problem with an unknown signal x0 ∈ Rd (d =
1024), which consists of T = 10 spikes with amplitude
±1. Consider a network of n = 100 agents, in which agent
i ∈ {1, · · · , n} measures bi = Aix0 + vi ∈ Rni (ni = 10
for all i), where vi is drawn according to the Gaussian
distribution N (0, 0.01Ini) on Rni , and Ai ∈ Rni×d is the
measurement matrix (ni < d) of agent i. The aggregated
measurement matrix A = [A>1 · · ·A>n ]> ∈ R1000×1024 is
obtained by orthagonalizing the rows of a 1000×1024 matrix
whose entries are generated independently and identically
according to the standard normal distribution [24]. The goal
of the agents is to recover the sparsity pattern of x? without
exchanging their data (Ai, bi). The corresponding centralized
optimization problem can be written as
minimizex∈Rd
n∑
i=1
{1
2
‖Aixi − bi‖22︸ ︷︷ ︸
fi(x)
+αi‖x‖1︸ ︷︷ ︸
gi(xi)
} (27)
subject to x1 = · · · = xn,
where αi = α/n, α = 0.01 for all i. The first term is the
sum of the squared measurement errors and the second term
is an `1 regularization to enhance sparsity in the decision
variables. Given these numerical values, we run Algorithm
1 and 2 with an appropriate selection of the step sizes
prescribed by Theorem 1. To measure the progress of the
algorithm, we compute the quantities
εk1 =
1
n
n∑
i=1
{(fi(xki )− fi(x∗)) + (gi(xki )− gi(x∗))},
(28a)
εk2 =
1
2
n∑
i=1
∑
j∈Ni
‖xki − xkj ‖22. (28b)
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where x? is an optimal solution to the centralized problem.
The first term, εk1 , is the average suboptimality, while the
second term, εk2 , quantifies the disagreement between the
agents states.
In Figure 1a, we plot εk1 and ε
k
2 for Algorithm 2 with K =
1 (no preconditioning) and K = 5 (preconditioning using
five communication rounds per gradient update) applied to a
chain network. Such a network has poor mixing properties,
and we clearly observe the benefit of Chebyshev precon-
ditioning on the empirical convergence rate. For instance,
without preconditioning, the number of gradient evaluations
per node to achieve an accuracy level of 0.1 is roughly 5000,
while this number is roughly 2500 after preconditioning. In
Figure 1b we see how far from consensus the network is
as the iterations increase. The high degree of oscillations
correspond to the difficulty in maintaining consensus during
the iterations for a network with a high condition number,
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(a) Average suboptimality for sparse signal recovery on an
Erdo˝s-Re´nyi graph with average degree 3 and n = 100 nodes.
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(b) Total disagreement between agents on an Erdo˝s-Re´nyi graph
with average degree 3 and n = 100 nodes.
Fig. 2
such as a chain graph.
We also repeat the experiment for an Erdo˝s-Re´nyi network
with an average node degree of 3 and we plot the error in
Figure 2a. Here we observe a significant increase the perfor-
mance of our algorithm compared to the standard primal dual
method. From Figure 2b we observe that preconditioning
drives the network more quickly to consensus.
We acknowledge that the added complexity of the addi-
tional rounds of communication in the preconditioned case is
hidden in these plots. However, for the case where gradients
are much more expensive to compute compared to the
communications these plots give a reasonable indication of
relative performance of the algorithms. We emphasize that
our algorithm is most useful in such scenarios.
V. CONCLUSION
We have considered a distributed optimization problem
over a network of agents. To this end, our main contribution
is a distributed Chebyshev-accelerated primal-dual algorithm
where we use Chebyshev matrix polynomials to generate
gossip matrices whose spectral properties result in faster
convergence speeds, while allowing for a fully distributed
implementation. As a result, the proposed algorithm requires
fewer gradient updates at the cost of additional rounds of
communications between agents. We have illustrated the
performance of the proposed algorithm in a distributed signal
recovery problem. We have also shown how the use of
Chebyshev matrix polynomials can be used to improve the
convergence speed over communication networks by trading
local computation by communication rounds. For future
work, we will explore the possibility of using Chebyshev
polynomials to gossip the gradients between updates to
obtain a faster convergence. Furthermore, we will study the
option of adding (properly tuned) momentum terms to the
updates in order to improve the convergence speed of our
algorithm.
VI. APPENDIX
A. Proof of Proposition 1
From the definition of L it suffices to prove that
kerPk(c2 L) = span{1n}. Since 0 is an eigenvalue of L
we have that 0 is an eigenvalue of Pk(c2 L) as well, as
PK(0) = 0. We claim that this eigenvalue has multiplicity 1.
If not, then there is some nonzero eigenvalue λ of c2 L, such
that Pk(λ) = 0 or equivalently, that Tk(c1(1−λ)) = Tk(c1).
Recall that c1 > 1 and note that the nonzero eigenvalues
of c2 L lie in the interval [1−c−11 , 1+c−11 ], so λ is contained
in this interval. This implies that c1(1− λ) ∈ [−1, 1]. Since
|Tk(x)| > 1 when |x| > 1 and |Tk(x)| ≤ 1 otherwise, we
cannot have Tk(c1(1 − λ)) = Tk(c1) unless λ = 0. Thus,
λ = 0 has multiplicity 1 as an eigenvalue of Pk(c2 L).
It remains to show that for x ∈ span{1n} we have
Pk(c2 L)x = 0. From the definition of Pk, it suffices to
prove that
Tk(c1(In−c2 L)) = Tk(c1)x.
We proceed inductively using the recurrence relation for Tk.
Assuming that Tk−1(c1(In−c2 L)) = Tk−1(c1)x and using
the fact that Lx = 0, we see
Tk(c1(In−c2 L))x = 2c1(In−c2 L)Tk−1(In−c2 L)x
− Tk−2(In−c2 L)x
= 2c1(In−c2 L)Tk−1(c1)x−Tk−2(c1)x
= (2c1Tk−1(c1)− Tk−2(c1))x
= Tk(c1)x.
Hence, span{1n} ⊆ kerPk(c2 L), and since we have
shown kerPk(c2 L) is one dimensional, we conclude
kerPk(c2 L) = span{1n}, as desired. 
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