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We numerically investigate the scaling properties of a one-dimensional driven-dissipative conden-
sate described by a stochastic complex Ginzburg-Landau equation (SCGLE). We directly extract
the static and dynamical scaling exponents from the dynamics of the condensate’s phase field, and
find that both coincide with the ones of the one-dimensional Kardar-Parisi-Zhang (KPZ) equation.
We furthermore calculate the spatial and the temporal two-point correlation functions of the con-
densate field itself. The decay of the temporal two-point correlator assumes a stretched-exponential
form, providing further quantitative evidence for an effective KPZ description. Moreover, we con-
firm the observability of this non-equilibrium scaling for typical current experimental setups with
exciton-polariton systems, if cavities with a reduced Q factor are used.
PACS numbers: 67.85.Jk, 64.60.Ht, 71.36.+c
I. INTRODUCTION
Physical systems driven far away from thermal equi-
librium can show intrinsically different properties from
their equilibrium counterparts. One prototypical exam-
ple is the growing interface, whose long-wavelength dy-
namics, described by the so-called Kardar-Parisi-Zhang
(KPZ) equation [1], does not belong to the Halperin-
Hohenberg classification of near thermal equilibrium dy-
namical behavior [2]. Recent experimental progress in re-
alizing Bose-Einstein condensation of exciton-polaritons
in pumped semiconductor heterostructures [3–5] holds
the promise of developing such systems into laborato-
ries for non-equilibrium statistical mechanics. Micro-
scopically, these systems exhibit coherent and driven-
dissipative dynamics on an equal footing, and there-
fore explicitly violate detailed balance characteristic of
an equilibrium system. This phenomenology can have
drastic consequences for the macrophysics of such sys-
tems. Indeed, for the case of driven-dissipative conden-
sates of exciton-polaritons in two dimensions (2D), it was
pointed out recently [6] that quasi-long-range order can
not exist in the long-wavelength limit, in stark contrast
to the familiar properties of 2D equilibrium condensates.
This conclusion was drawn from a connection between
the stochastic complex Ginzburg-Landau equation (SC-
GLE) and the KPZ equation in the long-wave length limit
[6, 7], as also noticed in 1D [8]. However, direct numerical
evidence of this connection is still missing.
As a first step to fill this gap, here we investigate the
long-wavelength behavior of the dynamics of a driven-
dissipative condensate in 1D. Our first goal is to study
whether scaling properties of the condensate’s phase field
dynamics, in particular static and dynamical exponents,
indeed coincide with those implied by the KPZ equation.
The second goal is to directly study both the spatial and
temporal correlation function of the bosonic field for the
condensate itself to see whether they match the predic-
tion from the KPZ picture. We note that a similar inves-
tigation is reported in [9], and comment on the relation
to the present work in Sec. IV.
We achieve our goals via direct numerical simula-
tions of the SCGLE which governs the dynamics of
driven-dissipative condensates. We directly extract both
the static and dynamical critical exponents of the sys-
tem from the dynamics of the condensate’s phase field.
Within numerical error, we indeed find that the critical
exponents of the SCGLE coincide with the ones of the
KPZ equation (see Figs. 1, 5, and 6), and we estimate
the crossover time scale (see Fig. 2) beyond which the
KPZ scaling behavior can be observed. We further find
that the scaling properties of the condensate field dynam-
ics (see Figs. 3 and 4) match the expectation from the
effective description in terms of the KPZ equation. Fi-
nally, we demonstrate that the KPZ scaling can be seen
in current experimental setups with exciton-polaritons, if
cavities with a reduced Q factor are used (see Fig. 4).
Our numerical approach is based on an effective lower
polariton dynamical model with a quartic nonlinear-
ity. Another widely used dynamical model for exciton-
polariton condensates is the so-called generalized Gross-
Pitaevskii equation [8–10], which results from a two-band
model after tracing out the reservoir band [10]. As a mat-
ter of fact these two models coincide with each other after
expanding the nonlinear term in the generalized Gross-
Pitaevskii equation with respect to the polariton field (see
for instance Eq. (14)). We note that KPZ scaling be-
havior only emerges at long wavelengths, where general
power counting arguments ensure that this approxima-
tion (with low order in the polariton fields) is well justi-
fied in the long wavelength limit.
The paper is organized as follows: In Sec. II, we spec-
ify the system and model under study, and the theoret-
ical approach used. In Sec. III, we present a detailed
discussion of the scaling properties of the phase field cor-
relations. This contains in particular the static and dy-
namical exponents of the condensate’s phase field dynam-
ics. In Sec. IV, we discuss the scaling properties of two-
point correlation functions of the condensate field itself.
In Sec. V, we investigate the experimental observability
of the scaling properties discussed in Sec. IV in exciton-
polariton condensate experiments. We conclude and give
an outlook in Sec. VI.
II. MODEL AND THEORETICAL APPROACH
The dynamics of driven-dissipative condensates, which
have been realized in experiments with exciton-polariton
systems [3–5], can be modeled by the SCGLE with a com-
plex Gaussian white noise (units are chosen such that
2~ = 1) which reads in 1D as [6, 10]
∂
∂t˜
ψ˜ =
[
r˜ + K˜
∂2
∂x˜2
+ u˜|ψ˜|2
]
ψ˜ + ζ˜ (1)
with r˜ = −r˜d − ir˜c, K˜ = K˜d + iK˜c, u˜ = −u˜d − iu˜c,
〈ζ˜(x˜, t˜)ζ˜(x˜′, t˜′)〉 = 0, 〈ζ˜∗(x˜, t˜)ζ˜(x˜′, t˜′)〉 = 2σ˜δ(x˜− x˜′)δ(t˜−
t˜′). The second moment of the noise σ˜ = γ˜l with γ˜l being
the single particle loss, while r˜d = γ˜l − γ˜p is the differ-
ence between the single particle loss and pump. For the
existence of a condensate in the mean field steady state
solution, r˜d has to be negative, i.e., the single-particle
pump rate has to be larger than the loss rate. u˜d is the
positive two-particle loss rate; Kc = 1/(2mLP) with mLP
being the mass of polaritons and Kd is an effective dif-
fusion constant. For convenience, we use the following
rescaled form of Eq. (1),
∂
∂t
ψ =
[
r +K
∂2
∂x2
+ u|ψ|2
]
ψ + ζ, (2)
where
t = |r˜d|t˜, x =
√
|r˜d|
K˜d
x˜, (3)
ψ =
√
u˜d
|r˜d| ψ˜, ζ =
√
u˜d
|r˜d|3 ζ˜, (4)
rc =
r˜c
|r˜d| , Kc =
K˜c
K˜d
, uc =
u˜c
u˜d
, (5)
r = 1− irc, K = 1 + iKc, u = −1− iuc, (6)
and the second moment of the rescaled Gaussian white
noise ζ(x, t) is σ = σ˜u˜d |r˜d|−3/2 K˜−1/2d .
Adopting the amplitude-phase representation of the
complex bosonic field ψ(x, t) = ρ(x, t)eiθ(x,t), it was
shown [6–8] that, assuming that spatial-temporal fluc-
tuations of the amplitude field ρ(x, t) are small, the dy-
namical equation of the phase field θ(x, t) assumes in the
low-frequency and long-wavelength limit the form of the
KPZ equation, which reads
∂tθ(x, t) = D∂
2
xθ(x, t) +
λ
2
(∂xθ(x, t))
2
+ η(x, t), (7)
where η(x, t) is an effective Gaussian white noise, with
mean 〈η(x, t)〉 = 0, and correlations 〈η(x, t)η(x′, t′)〉 =
2σKPZδ(x − x′)δ(t − t′). Here σKPZ = (u˜2d +
u˜2c)γ˜l/(2u˜d(γ˜p − γ˜l)) is the effective noise strength,
D = K˜d(1 + K˜cu˜c/K˜du˜d) is the diffusion constant,
and λ = 2K˜c
(
K˜du˜c/K˜cu˜d − 1
)
is the non-linear cou-
pling strength [6]. With a simple rescaling, i.e., θ =
Θ
√
2σKPZ/D, t = τ/D, η = ξ
√
2σKPZD, the KPZ equa-
tion Eq. (7) can be recast into a form where only one di-
mensionless parameter, the non-linear coupling strength
g, enters, i.e.
∂τΘ(x, τ) = ∂
2
xΘ(x, τ) + g (∂xΘ(x, τ))
2
+ ξ(x, τ), (8)
where
g = λ
√
σKPZ
2D3
, (9)
and 〈ξ(x, τ)ξ(x′ , τ ′)〉 = δ(x − x′)δ(τ − τ ′). Importantly,
the magnitude of g directly characterizes how far the dy-
namics of the complex field ψ is driven away from thermal
equilibrium. More precisely, g = 0 is guaranteed by sym-
metry in a thermal equilibrium system which obeys global
detailed balance [11], in which case Eq. (8) reduces to
the so-called Edwards-Wilkinson (EW) dynamical equa-
tion [12], while g 6= 0 indicates that the system is driven
away from thermal equilibrium.
In the following, we investigate the scaling properties of
various correlation functions of the phase field θ(x, t), in
particular the static and dynamical critical exponent, as
well as the correlation properties of the complex bosonic
field ψ(x, t) which are of most direct physical interest for
experiments.
To put our investigation in a more general context,
here we mention a few situations where similar dynam-
ical equations appear. Without the noise term in (2),
the above equation reduces to the deterministic complex
Ginzburg-Landau equation (CGLE). One key feature of
the latter is the existence of a so-called Benjamin-Feir
unstable parameter region [13] specified by 1 + Kcuc <
0, where the dynamics described by the deterministic
CGLE develops spatiotemporal chaotic behavior (see e.g.
[14]) which has been extensively studied in the literature
[15, 16]. As we are interested in the parameter regime
with both Kc and uc being positive, the Benjamin-Feir
unstable region is not relevant for the current investiga-
tion. However, it can be relevant if one is interested in
turbulence of the bosonic fluid in the presence of exter-
nal noise [17]. Moreover, a similar stochastic dynamical
equation, the so-called stochastic Gross-Pitaevskii equa-
tion [18, 19], is used to describe, e.g. the BEC formation
dynamics of alkali atoms at finite temperature. Here,
however, the constraints resulting from detailed balance
in stationary state are built in. Finally, we mention that
recently in Ref. [8] a higher order spatial derivative term
was included in the effective description of the 1D SC-
GLE. This study focuses on the static correlation prop-
erties of the system, where a crossover in the spatial cor-
relation function at intermediate scale is identified.
We finally give some general information concerning
our numerical simulations. We use the semi-implicit al-
gorithm developed in [20] to solve the stochastic partial
differential equation (2) numerically. In all the simula-
tions spatial periodic boundary conditions of the com-
plex field ψ(x, t) are assumed and the winding number of
the phase field θ(x, t) across the whole system is chosen
to be zero. We work in the low noise regime, where we
find defects of the phase field to be absent. If not speci-
fied in text, we use NTraj = 10
2 stochastic trajectories to
perform ensemble averages.
III. SCALING PROPERTIES OF THE PHASE
CORRELATIONS
A. KPZ exponents
In order to characterize the phase dynamics we extract
the phase field θ(x, t) from the simulations of the con-
densate field ψ(x, t). We then investigate the following
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Figure 1: (Color online) Finite-size scaling collapse of w(L, t)
in the 1D KPZ universality class with α = 1/2 and z = 3/2.
Ensemble averages were performed over a number of NTraj =
1000 stochastic trajectories. Values of the parameters used in
the simulations are rc = −0.1, uc = 0.1, σ = 0.1, Kc = 3.0.
correlation function associated with the phase field:
w(L, t) ≡
〈
1
L
ˆ
x
θ2(x, t)−
(
1
L
ˆ
x
θ(x, t)
)2〉
, (10)
where L is the linear size of the system and “〈 〉” indicates
ensemble average over stochastic trajectories. In the con-
text of the KPZ equation, w(L, t) is usually referred to
as “roughness function”. Regarding θ(x, t) as the crys-
tal height variable as in the conventional KPZ equation,
w(L, t) measures the spatial fluctuations of that height.
Later we discuss subtleties involved in the definition of
w(L, t) due to the fact that the phase field θ is in fact
compact, i.e. defined on the circle. Measuring the scal-
ing properties of w(L, t) allows to extract both static and
dynamic exponents and thus establish a connection to
KPZ universality (see e.g. [21]):
1. In a large system we expect to see a wide range of
time-scales over which w(L, t) ∝ t2β , where the dy-
namical exponent β is usually referred to as growth
exponent in the KPZ context. It relates to the
conventional dynamical exponent z according to
β = α/z, with α being the roughness exponent to
be explained in the following.
2. Because of the finite system size, the roughness
function will saturate at ws(L) beyond a satura-
tion time. We expect the saturation value to scale
as ws(L) ∼ L2α , where the static exponent α is
called the roughness exponent in the KPZ context.
3. The roughness function reaches its saturation value
ws(L) at a time Ts, which thus separates the growth
period 1. from the long time regime 2. This satu-
ration time scales with system size as Ts ∼ Lz.
These scaling features are demonstrated by the finite-
size scaling of w(L, t) shown in Fig. 1. Perfect data col-
lapse is obtained using the 1D KPZ exponents α = 1/2
and z = 3/2. During the growth period the roughness
increases nearly linearly on the log-log scale, which in-
dicates power-law growth w(L, t) ∝ t2β . For different
system sizes saturation is reached at the same point on
the rescaled time axis, confirming the scaling behavior
Ts ∼ Lz. Finally, the saturation values ws(L) of the
roughness function collapse upon rescaling w(L, t) with
L2α.
A more precise numerical determination of the expo-
nents α and β, which confirms that their values are given
by the ones of the KPZ equation, i.e. α = 1/2 and
β = 1/3, is presented in the appendix. This provides
us with strong evidence that the phase field dynamics
of a driven-dissipative condensate is indeed described by
the KPZ equation, in contrast to the thermal equilibrium
case, in which the dynamics of the phase is purely diffu-
sive and thus belongs to the EW universality class [22].
The corresponding dynamical exponent β = 1/4 is dif-
ferent from KPZ universality, however, the value of the
static roughness exponent, α = 1/2, is exactly the same
in both cases. This is due to a symmetry of the KPZ
equation that is present only in one spatial dimension,
and which allows one to show that the static correlations
in stationary state are Gaussian [23]. On the other hand,
the dynamical exponent β (or equivalently z) witnesses
quantitatively the difference between KPZ and EW uni-
versality.
Before we proceed, let us emphasize an important dif-
ference between the phase of a complex field we consider
here and the crystal height: the phase is a compact field
variable defined on a circle. Without loss of generality the
value of θ(x, t) is in fact bounded to the interval (−pi, pi].
Consequently, the value of w(L, t) is also bounded from
above by 4pi2, which inevitably invalidates the static scal-
ing behaviorws(L) ∼ L2α if α is positive as expected from
the conventional KPZ scenario. However, as long as the
field amplitude remains nonvanishing we can let the value
of ψ be defined on the Riemann surface, where the value
of θ is in the interval (−∞,+∞). With this choice there is
no upper bound imposed on ws(L). In numerical simula-
tions, we ensure the requirement |ψ(x, t)| > 0 by working
with low noise. In this regime phase defects do not oc-
cur within the spatio-temporal range of our simulations.
θ(x, t) is constructed from ψ(x, t)’s complex argument by
requiring the phase difference between neighboring space-
time points to be less than pi.
B. Crossover time scale
In the above subsection we have established that the
phase field dynamics indeed belong to the KPZ universal-
ity class. However, it is important to notice that the scal-
ing behavior of w(L, t) ∝ t2β , where β = 1/3 is the KPZ
growth exponent, is reached only after a crossover time
tc. In particular, for weak nonlinearity (i.e. |g| ≪ 1) the
KPZ renormalization group equations lead to a crossover
time that scales as tc ≈ t0|g|−4 [24], where t0 is a mi-
croscopic time scale. Scaling behavior of w(L, t) before
tc is expected to be governed by the EW growth expo-
nent β = 1/4. In Fig. 2, we investigate the |g| depen-
dence of the crossover time tc at moderate values of |g|
(the numerical scheme for the extraction of tc can be
found in App. A 2), since extraction of tc in the near
equilibrium case, |g| ≪ 1, is numerically very demand-
ing and tc quickly exceeds the accessible simulation run-
times. We observe that tc increases pronouncedly as |g|
decreases (but not yet according to the weak coupling
scaling pointed out above). The rapid decrease of tc with
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Figure 2: (Color online) Dependence of the crossover time
tc on the non-equilibrium strength |g|. tc decreases pro-
nouncedly as |g| increases. In the numerical results presented
here, |g| is tuned by changing Kc = 2.4, 2.2, 2.0.1.8, 1.6 while
keeping the other parameters unchanged. Their values are
L = 215, rc = −0.1, uc = 0.1, σ = 0.1.
increasing non-equilibrium strength is promising for the
experimental observation of KPZ scaling behavior, rather
than transient EW-like dynamics, before finite size effects
set in. We discuss possible experimental settings for ob-
serving these phenomena in Sec. V.
IV. SCALING OF THE CONDENSATE FIELD
CORRELATIONS
In the previous section we have demonstrated numeri-
cally that the dynamics of the phase of a one-dimensional
polariton condensate follows universal KPZ scaling. In
this section we investigate how this scaling manifests in
directly observable correlations of the condensate field.
Specifically, we consider the correlation functions
Cx(x1, x2; t) ≡ 〈ψ∗(x1, t)ψ(x2, t)〉, (11)
Ct(x; t1, t2) ≡ 〈ψ∗(x, t1)ψ(x, t2)〉, (12)
i.e. the equal time two-point correlation function in space
and the temporal autocorrelation function, respectively.
These are directly accessible in experiments with exciton-
polaritons: Both spatial and temporal coherence can be
probed by interference measurements, on the photolumi-
nescence emitted from different regions of the exciton-
polariton condensate [3, 5] and by combining two im-
ages of the condensate taken at different times using,
e.g., a Mach-Zehnder interferometer [25], respectively.
The visibility of interference fringes yields the correlation
functions. Assuming spatial translational invariance of
the correlation functions, we calculate the following spa-
tially averaged correlation functions, which are equivalent
to the corresponding correlation functions above but in
practice help to reduce the statistical error,
C¯x(x1, x2, t) ≡ 1
L
ˆ
dy〈ψ∗(x1 + y, t)ψ(x2 + y, t)〉,
C¯t(t1, t2) ≡ 1
L
ˆ
dx〈ψ∗(x, t1)ψ(x, t2)〉.
(13)
********************************************************************************************************************************************************
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Figure 3: (Color online) Behavior of the translation invari-
ant two-point function C¯x(x1, x2, t = 2.9 × 10
5 > Ts) at
linear system size L = 212 on a semi-logarithmic scale.
NTraj = 800 stochastic trajectories are used to perform the
ensemble average. Values of other parameters used here are
rc = −0.1, uc = 0.1, σ = 0.1, Kc = 3.0. The exponential de-
cay of
∣∣C¯x(x1, x2, t)
∣∣ with respect to |x1 − x2| can be clearly
identified from this plot.
A. Spatial correlations
We start with the spatial correlation function
C¯x(x1, x2, t). In Fig. 3 we show the dependence of∣∣C¯x(x1, x2, t)∣∣ on the distance |x1 − x2| at time t > Ts,
from which we clearly identify exponential decay on the
semi-logarithmic scale plot. This coincides with the pre-
diction from the effective KPZ description in 1D, and
with previous numerical results [8]. However, as antic-
ipated in Sec. III, this static signature would in fact
be compatible with thermal equilibrium dynamics of the
field ψ and does not unambiguously demonstrate KPZ
physics.
B. Temporal correlations
In contrast to the time-independent spatial correla-
tion function discussed in the previous section, the tem-
poral correlation function shows distinct properties de-
pending on whether the system is in thermal equilibrium
or not: indeed, based on the effective long-wavelength
description of the out-of-equilibrium condensate dynam-
ics in terms of the KPZ equation, we expect stretched-
exponential decay of the autocorrelation function, i.e.,∣∣C¯t(t1, t2)∣∣ = Ae−B|t1−t2|2β , with the KPZ growth expo-
nent β = 1/3 and non-universal numbers A and B. On
the other hand, the purely diffusive EW dynamics of the
phase of a condensate in equilibrium entails decay with an
exponent β = 1/4. Hence both cases lead to linear growth
of− log (∣∣C¯t(t1, t2)∣∣ / ∣∣C¯t(t2, t2)∣∣) with a slope of 2β in the
double-logarithmic scale used in Fig. 4, which is clearly
visible for the upper (at large |t1 − t2|) curves shown in
blue and yellow. Performing linear fits to the data points
with |t1−t2| ∈ [102, 103] we find β = 0.311 and β = 0.317,
respectively, in reasonable agreement with the KPZ pre-
diction of β = 1/3 and evidently distinct from the value
β = 1/4 for a condensate in equilibrium. For these curves
KPZ scaling sets in after a short crossover time difference
tc, which is due to the relatively large value of the effec-
tive non-linear coupling strength |g| in both cases. On
the contrary, for the parameters that yield the lowermost
5(red) curve, the value of |g| is small, and as a result in this
case universal scaling behavior is approached only at the
largest time differences shown. A fit with |t1 − t2| lying
in the last half decade of the data shown in the Figure
gives β = 0.307, and we expect a value closer to β = 1/3
at time differences larger than those that are accessible
within the temporal range of our simulations. The pa-
rameters leading to the two lower (red and yellow) curves
shown in Fig. 4 are relevant for current experiments with
exciton-polaritons as is discussed in the following section.
We note that in a recent work by K. Ji et al. [9],
the scaling properties of temporal correlation functions of
exciton-polariton condensate were also investigated and
among other results, the dynamical exponent z was ex-
tracted. For the case of an exciton-polariton condensate
without elastic collisions (u˜c = 0) and K˜d = 0, indicating
an infinitely large KPZ nonlinearity |g|, they identified
KPZ scaling with z = 3/2 from simulations of a system
with dimensionless size L = 27 [9]. Instead, for the case
of an exciton-polariton condensate with elastic collisions,
indicating a finite KPZ nonlinearity |g|, they reported
a dynamical exponent z ≈ 1.7. This is equivalent to a
growth exponent β = α/z = 0.5/1.7 ≃ 0.294. As pointed
out in [9], this deviation from KPZ scaling could be at-
tributed to finite size effects for the particular parameter
choice in this case.
This is compatible with our findings: in fact, in order
to unambiguously reveal KPZ scaling in generic cases,
relevant to experiments of exciton-polariton condensates,
one needs to simulate large enough systems. Here we
have simulated systems with sizes up to L = 217 and
confirm from both the phase correlations (cf. Sec. III
and App. A 2) and the condensate field correlations that
the growth exponent β indeed approaches the expected
universal value for generic parameter values. In the fol-
lowing section, based on these findings we study whether
this asymptotic behavior can be identified for realistic
system parameters.
V. PREDICTIONS FOR EXPERIMENTAL
OBSERVATION
In the preceding sections we studied the SCGLE as an
effective description of the long-wavelength dynamics of
a generic driven-dissipative condensate. The microscopic
model for the specific case of exciton-polaritons [10] dif-
fers from the SCGLE in that the diffusion constant is es-
sentially absent and instead of an explicit two-body loss
term the pump itself is assumed to be non-linear and sat-
urates at high densities. Slightly above the condensation
threshold the saturable pump term can be expanded in
the polariton field and we recover the SCGLE, which then
reads in dimensionless form
∂tψ =
[
i∂2x + (i + ud)
(
p
ud
− |ψ|2
)]
ψ + ζ. (14)
Here the effective dimensionless two-body loss coefficient
ud and the dimensionless pump strength p are given by
ud =
~γ˜lR
2γRu˜c
(1 + 2p), p =
1
2
(
P
Pth
− 1
)
, (15)
with P and Pth = γ˜lγR/R being the pump rate of the ex-
citonic reservoir and its value at threshold, respectively;
L=212
L=29
L=27
101 102 103
10-1
100
Èt1-t2È
-
lo
gH
ÈC
tH
t 1
,
t 2
L
C t
Ht
2,
t 2
LÈ
L
Figure 4: (Color online) The dependence of
− log
(∣∣C¯t(t1, t2)
∣
∣ /
∣
∣C¯t(t2, t2)
∣
∣) on |t1 − t2| for three dif-
ferent sets of parameters in the SCGLE and system sizes.
The system size and the parameters for the uppermost
(blue) curve are the same as those used in Fig. 3. For the
lowermost (at large time differences) curve shown in red, the
dimensionless linear system size is 29, and the parameters are
chosen to match typical values in current experiments with
exciton-polaritons (see Sec. V for details). Finally, assuming
that a cavity with reduced Q factor is used we obtain the pa-
rameters for the middle (yellow) curve, which corresponds to
a system size of 27. KPZ behavior is revealed by performing
linear fits to the data points: with |t1 − t2| ∈ [10
2, 103] we
find β = 0.311 and β = 0.317 for the blue and yellow curves,
respectively, while for the red curve a fit with |t1− t2| lying in
the last half decade in the above plot, gives rise to β = 0.307.
These values should be compared with the KPZ prediction
β = 1/3. For all curves NTraj = 10
3 stochastic trajectories
are used.
R is the condensate amplification rate and γR denotes the
relaxation rate of the reservoir. Finally, γ˜l is the inverse
lifetime of polaritons and u˜c their interaction strength.
Here we measure time and space in units of γ˜−1l and√
~/2mLPγ˜l respectively with mLP being the effective
mass of lower polaritons. The strength of the dimension-
less noise field ζ is σ = u˜c
√
2mLP/~3γ˜l. Typical values of
experimental parameters in 1D exciton-polariton systems
are (see, e.g., Ref. [26]),
mLP = 4× 10−5me, u˜c = 5× 10−4meVµm,
γ˜l = 0.03ps
−1, R = 3µm · ps−1, γR = 0.06ps−1, (16)
where me is the mass of the electron.
The lowermost (red) curve in Fig. 4 shows the temporal
correlation function C¯t(t1, t2) in the stationary state for
the values given in Eq. (16) and at a dimensionless pump
power of p = 0.3. Due to fact that the corresponding
|g| is relatively small, the red curve approaches linear
growth characteristic of KPZ scaling only after a large
crossover time difference tc. As already mentioned in the
previous section, a linear fit to the data points with |t1−
t2| lying in the last half decade in Fig. 4 yields β = 0.307,
indicating that signatures of KPZ physics are nevertheless
observable. However, we note that the physical system
size corresponding to the dimensionless linear system size
of L = 29 chosen in this simulation is ∼ 3×103µm, which
is considerably larger than the typical scale ∼ 102µm of
current experiments.
Here we propose to make the KPZ physics observable
with current experimental system sizes by reducing the
6cavity Q factor. To this end, we note that KPZ scaling is
still observable when, while reducing the physical system
size, the dimensionless effective system size can be kept
large. A convenient knob to achieve this goal is indeed a
reduction of the cavity Q (and thus increase of the decay
rate γ˜l), which leads to a decrease of the unit of length.
(We note that this also facilitates observation of KPZ
scaling behavior in equal-time spatial correlations in 2D
[6].) The middle (yellow) curve in Fig. 4 shows C¯t(t1, t2)
for γ˜l = 1ps
−1 and a dimensionless linear system size of
L = 27, corresponding in physical units to ∼ 1.5×102µm.
This means the Q factor is reduced by a factor of ∼ 30
compared to the ones of typical high Q cavities. We note
that a decreased Q factor (also indicating an increased
noise strength) can destroy the condensate if it is smaller
than a threshold value. This is because the reduced cav-
ity lifetime is accompanied by an increased noise level
(cf. Eq. (1) and the subsequent discussion), which acts
to destroy the condensate. However, we remark here that
in the simulation results for this decreased Q factor pre-
sented in the following, the system is still condensed, i.e.
we are still working in a low noise level regime. In addi-
tion to the increase of γ˜l, for this simulation we chose a
larger value of 6 for the dimensionless prefactor in ud in
Eq. (15) instead of ∼ 1 which we obtain for the parame-
ters given in Eq. (16). This choice magnifies the effective
KPZ non-linearity and corresponds to a moderate vari-
ation of the experimental parameters only. In fact, the
latter are often determined only indirectly via fitting sim-
ulations to experimental measurements, and are thus not
known with very high precision. In this setting, the ex-
ponent of β = 0.317 obtained from the middle (yellow)
curve in Fig. 4 indicates that it is promising to search
for signatures of KPZ physics in the first-order tempo-
ral coherence of 1D exciton-polariton systems when the
lifetime of polaritons is rather short, so that the intrinsic
non-equilibrium nature is strongly pronounced.
VI. CONCLUSIONS AND OUTLOOK
We investigated scaling properties of the long-
wavelength dynamics of 1D driven-dissipative condensate
via direct numerical simulations of the SCGLE, and nu-
merically established the connection to 1D KPZ univer-
sality. We further numerically confirmed the experimen-
tal observability of the non-equilibrium scaling properties
of the first order temporal coherence within the typical
current experimental setups of exciton-polariton conden-
sates if cavities with a reduced Q factor are used. Similar
investigations will be extended to higher dimensions in
the future. Moreover, it is intriguing to investigate the
dynamics of the driven-dissipative condensates at higher
noise level, where in particular phase defects, e.g. phase
slips in 1D or vortices in 2D, are expected to play a role
in determining the long-wave length scaling properties of
the system’s dynamics.
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Appendix A: Extraction of α, β, and tc
In this appendix we present a more precise determina-
tion of the static roughness exponent α and the dynamical
growth exponent β, and describe how the crossover time
scale tc is extracted in numerical simulations.
1. Static roughness exponent α
We extract α from the finite-size scaling of ws(L). For
given system size L, we monitor the value of w(L, t) dur-
ing a simulation and wait until it reaches a stable value
up to statistical fluctuations at the saturation time Ts.
After Ts, we continue simulating the dynamics to the fi-
nal time point Tf with Tf − Ts at least two times larger
than Ts. Afterwards ws(L) is extracted according to
ws(L) = (Tf − Ts)−1
´ Tf
Ts
dtw(L, t). In Fig. 5 we show
the finite size scaling of ws(L) from the direct simula-
tions of the SCGLE. The extracted roughness exponent is
α = 0.499, which is in good agreement with the roughness
exponent αKPZ of the KPZ dynamics being αKPZ = 1/2
in 1D [22].
2. Dynamical growth exponent β and crossover
time scale tc
We extract β from the time dependent roughness func-
tion w(L, t). As pointed before, this exponent is related
to the dynamical exponent z and the roughness exponent
α via the relation β = α/z. Its value is expected to be 1/3
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Figure 6: (Color online) Upper panel: Time dependence of
w(L, t) for different system sizes L = 216, 217 with rc =
−0.1, uc = 0.1, σ = 0.1, Kc = 3.0, on logarithmic scales.
Lower panel: te dependence of extracted β at different sys-
tem sizes L = 216, 217. The growth exponent of EW dynam-
ics βEW and KPZ dynamics βKPZ are indicated by two lines
in the plot to facilitate direct comparison. From the results
at system size L = 217, we obtain the dynamical exponent
β = 0.335 from the maximum value of β(te), which is in good
agreement with βKPZ = 1/3.
and 1/4 for effective KPZ and EW dynamics, respectively
[22].
In order to reliably extract the exponent β it is impor-
tant to note that w(L, t) ∝ t2β is reached only after the
initial crossover time scale tc discussed in Sec. III B. In
practice we fit w(L, t) to a power law over a long time
window t ∈ [te, te + T ]. We identify the asymptotic scal-
ing by observing how the exponent depends on the lower
cutoff time te. As shown in Fig. 6, the fitted exponent
β first grows with te but then rapidly reaches a plateau.
The value at this plateau represents the asymptotic scal-
ing behavior. We note however that for this scheme to re-
flect the KPZ scaling, the upper cutoff time te+T should
not reach the finite size saturation time Ts ∼ Lz of the
roughness function. If it does, then we expect the ex-
tracted exponent β to start decreasing again. Thus we
extract β from the maximum value of the fitted exponent
β(te). This gives the estimate β = 0.335 consistent with
KPZ dynamics, for which β = 1/3 .
To extract the crossover time tc from the simulations
we use the following scheme. At given system size L,
we fit the time dependent roughness function w(L, t) to
a double scaling function cEWt
1/2 + cKPZt
2/3 in a time
interval that extends from zero until a final time tf well
before the finite system size effects set in, i.e. tf ≪ Ts.
We then identify tc as the time point where the two scal-
ing functions have the same contribution to the rough-
ness function, i.e. cEWt
1/2
c = cKPZt
2/3
c , giving rise to
tc = (cEW/cKPZ)
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