Abstract-Medial representations of shapes are useful due to their use of an object-centered coordinate system that directly captures intuitive notions of shape such as thickness, bending, and elongation. However, it is well known that an object's medial axis transform (MAT) is unstable with respect to small perturbations of its boundary. This instability results in additional, unwanted branches in the skeletons, which must be pruned in order to recover the portions of the skeletons arising purely from the uncorrupted shape information. Almost all approaches to skeleton pruning compute a significance measure for each branch according to some heuristic criteria, and then prune the least significant branches first. Current approaches to branch significance computation can be classified as either local, solely using information from a neighborhood surrounding each branch, or global, using information about the shape as a whole. In this paper, we propose a third, groupwise approach to branch significance computation. We develop a groupwise skeletonization framework that yields a fuzzy significance measure for each branch, derived from information provided by the group of shapes. We call this framework the Groupwise Medial Axis Transform (G-MAT). We propose and evaluate four groupwise methods for computing branch significance and report superior performance compared to a recent, leading method. We measure the performance of each pruning algorithm using denoising, classification, and within-class skeleton similarity measures. This research has several applications, including object retrieval and shape analysis.
INTRODUCTION

S
INCE the introduction of the medial axis transform (MAT) by Blum [1] , there has been an intense research effort to make use of medial shape representations in approaches to problems involving shape analysis, shape retrieval, and shape optimization for image segmentation [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] . Medial shape representations permit the use of an objectcentered coordinate system whose coordinates directly yield intuitively understood notions of shape, such as bending, thickness, and elongation. However, the use of medial-based shape representations presents a challenge arising from the well-known instability of the MAT with respect to small perturbations of the object boundary. This results in skeletons that, due to boundary noise and digitization artifacts, contain many unwanted branches. These extra branches pose a problem to both statistical shape modeling and object retrieval because they do not capture useful shape information and result in same-class objects having substantially different skeletal representations, both in terms of geometry and topology. It is this problem that is the focus of the present paper.
To address the problem of unwanted branches, many approaches to skeleton pruning have been developed. Most approaches reduce to computing a significance measure for every branch, followed by pruning the least significant branches first (see [3] , [6] , [17] , [21] , [22] , and references within). Recently, Bai et al. have proposed a promising approach based on discrete contour evolution [23] . Their algorithm works by iteratively partitioning the object's contour into segments and eliminating all skeleton branches whose generating points lie on a single segment. Contour partitioning, and hence, pruning, is based on a contour vertex relevance score that is a combination of the curvature of the contour at the vertex and the lengths of the edges incident to the vertex. The algorithm of Bai et al. is effective and efficient, requiring the tuning of a single parameter: the desired number of vertices in the simplified boundary polygon. Their method compares very favorably to several leading approaches, including [3] , [21] , and [22] .
Approaches to computing skeleton branch significance measures [3] , [4] , [6] , [7] , [17] , [21] , [22] , [23] , [24] utilize heuristics aimed at distinguishing branches corresponding to signal (i.e., information about an object's shape) from branches arising from noise (e.g., boundary noise, digitization artifacts). Thus, skeleton pruning can be viewed as a denoising problem. Approaches to computing skeleton branch significance can generally be classified into being local or global [17] . Local approaches compute a branch's significance measure using only information from a small neighborhood of that branch, such as the length of the branch or the length and curvature of the boundary generating the branch [22] , [23] . Global approaches compute a branch's significance measure as the impact of removing the branch on the overall shape of the object, for example, by measuring the impact on the boundary resulting from branch removal [7] , [24] . Katz and Pizer [4] proposed an approach that is neither entirely global nor entirely local. In their approach, branch significance is determined by performing calculations within a Gaussian aperture surrounding each branch, with the adaptive size of the aperture determined according to an understanding of the behavior of the human visual system. Styner's approach [7] also deserves special mention here since it aims to find a common medial branching topology for a group of shapes. However, this method achieves its aim by performing a global pruning operation on all of the skeletons, followed by an examination of the spatial overlap of skeletal surfaces within the group, to build a composite skeleton capturing the common medial topology of the group. The method is thus sensitive to the success of the global pruning method used.
Despite substantial research into different local and global approaches to branch significance computation, improvements to branch pruning methods are still required to make them suitably powerful and general for use in computing medial representations for shape studies and object retrieval applications. The importance of this problem is highlighted by the research effort toward approaches requiring a priori knowledge of the expected, fixed topology of the skeletons, and deforming such skeletons to become approximately medial to the objects [2] , [3] , [9] . These approaches represent very substantial contributions because, by circumventing the problem of MAT instability with respect to boundary perturbations, they have made the use of medial shape representations practically applicable and shown that, indeed, very useful and intuitive shape statistics are produced from medial shape models [11] . However, the requirement of a priori knowledge of the medial topology is onerous to the researcher. It can be impractical to satisfy in exploratory shape research, where the expected skeleton topology is unknown and to be discovered, or more importantly, in cases where objects of a single class vary in skeleton topology. The latter can happen, for example, in medical studies of anatomical shapes, where two patient groups differ by skeletal topology, and it is precisely this difference that is to be discovered or tested in the medical hypothesis. Requiring the researcher to know and specify the required skeletal topology in these cases is undesirable. Thus, despite the significant progress made in using fixed-topology medial shape representations, it is worthwhile to continue research into automatic discovery of intrinsic skeletal topologies of objects via denoising or pruning of the MAT.
In this work, we propose a third class of approaches to computing branch significance, i.e., groupwise approaches. With the view that skeleton pruning is essentially a problem of distinguishing signal (i.e., branches arising intrinsically from the object's noise-free shape) from noise (i.e., branches arising from anything else), we assert that a group of skeletons of objects from the same class contains a substantial amount of redundancy. We posit that this redundancy primarily conveys information related to the objects' shapes, rather than to noise, since it stands to reason that objects drawn from the same class of shapes have common shape information encoded into their skeletons, whereas noise is uncorrelated and carries no redundancy. This idea is illustrated in Figs. 1 and 2 . We propose that a groupwise approach to skeleton branch significance measurement can utilize this redundancy in order to distinguish branches corresponding to signal from those corresponding to noise. Our requirement of a group of objects is satisfied in many applications, including object retrieval, where a database of objects of a given class exists, and medical studies of anatomical shapes, where several groups of Fig. 1 . Examples of the overlay of binary images of all skeletons from four different groups. The overlay is a histogram that approximates a probability density function of the likelihood location of a skeleton pixel. Top left: a group of shapes where every shape in the group is from a different class. Top right: fountain. Bottom left: corpus callosum (the corpus callosum is a brain structure that connects the two hemispheres of the brain). Bottom right: child. Brighter colored points indicate greater amounts of skeletal overlap (i.e., higher probability). Overlap of binary images of the objects is shown in the background in gray-scale for context; lighter shades of gray indicate greater amounts of object overlap. Note the dispersed histogram of the heterogeneous group, indicating higher entropy and less redundancy, and the opposite for the homogeneous groups. The binary images of the objects are similarity transform-registered prior to skeletonization. Fig. 2 . A graph of the Shannon entropy [19] of a group of binary images of skeletons versus the number of skeletons in the group. The colored curves correspond to groups of skeletons all drawn from the same class of shapes, whereas the black curve corresponds to groups of skeletons where every skeleton in the group is drawn from a different shape class from the Brown LEMS database [20] . The Shannon entropy is computed based on a histogram, where each bin corresponds to a 10 Â 10-pixel region of the image, containing a count of skeleton pixels appearing in the region (Fig. 1) .
patients exist. Our philosophy is that valuable information is provided by the group of objects, so where such a group exists, this information should be utilized to yield more accurate pruning. Fig. 3 contains an illustrative example showing the importance of groupwise information in computing branch significance, and the difficulty of making correct pruning decisions when skeletons are considered one at a time.
In this paper, we describe a framework, called the Groupwise Medial Axis Transform (G-MAT), for skeleton pruning. The G-MAT eliminates branches that are deemed to arise from noise, by measuring their support in the form of evidence from the group. The G-MAT relies on computing branch significance, or confidence measures, based on the information provided by a group of objects. At a high level, the G-MAT procedure consists of computing the conventional MAT of each object within the group. It then locates skeleton junction points to separate each skeleton into individual branches. Next, it computes a set of topological and geometric features for each branch and uses those features in a graph matching approach to establish branch correspondence across all of the skeletons. The set of corresponding branch features is used to compute a confidence value for each branch, based on the impact, on the group, of removing the branch. In Section 2, we describe our overall framework and describe four different approaches to groupwise branch confidence calculation. In Section 3, we describe our approaches to the quantitative validation of the G-MAT. In Sections 4 and 5, we give some qualitative and quantitative results, with comparison to a leading method given by Bai et al. [23] . In Section 6, we give some concluding remarks and indications of future directions of research based on this work. Fig. 4 gives a qualitative preview of the results generated by our approach, in comparison to [23] .
METHOD
The proposed method is iterative, where at each iteration, a single branch is pruned from the entire group. The branch is selected according to the optimum of an objective function (1) defined in Section 2.1. The objective function requires the calculation of a groupwise confidence measure for each branch. This confidence measure is computed using the G-MAT, described in Section 2.2.
Skeleton Pruning Using Groupwise Information
We start with a set of n s binary images ¼ f 1 . . . n s g containing segmented and similarity transform-registered structures 1 to be skeletonized. We then compute the conventional MAT [1] of each image in the set , yielding a set of skeletons S ¼ fs 1 . . . s n s g, where s i is a set of loci and radii of the maximal disks that imply the boundary of the object i . Next, we locate each of the distinct branches in each skeleton, yielding B ¼ fB 1 . . . B n s g, where B i ¼ fb i1 ; b i2 ; . . . ; b inbi g is the set of n bi branches of skeleton i. For skeletons in 2D images, this is done by splitting the skeleton at its junction loci, which are defined as loci with a Rutovitz crossing number [25] greater than 2.
We then prune skeleton branches according to an iterative procedure. At each iteration, a single branch is pruned from the entire group of skeletons. This branch is selected such that it maximizes the reduction in group variability in the pruned Fig. 3 . Two groups of four skeletons each, one group on the left side of the vertical line and another group on the right. Local and global pruning approaches may be inclined to prune the branches pointed to by the arrows, due to their seemingly small contributions to the overall shape. In the left-hand group, this pruning may be acceptable, but in the righthand group, this branch corresponding to a small feature appears in every skeleton. Since it is unlikely that such a branch would appear so consistently due to noise, it more likely corresponds to an important (albeit small in size) feature arising from the shape of the objects, and it should be retained. A groupwise approach detects that this branch represents redundancy within the group, and therefore, likely represents signal and not noise. In Fig. 7 , we show an example where the G-MAT addresses this problem. is the set of all branches containing one or more end points (i.e., having a Rutovitz crossing number [25] of 2). We require that candidate branches for pruning have at least one end point in order to guarantee that their pruning does not change the topology of the shape implied by the skeleton. The value ðb ij Þ indicates the confidence that the branch arises from signal and not noise, according to the groupwise support given to the branch. We compute ði Ã ; j Ã Þ in (1) by brute-force optimization. It is not onerous to do so since this involves the computation of ðb ij Þ for jBj branches (j Á j denotes the cardinality of a set). Each pruning iteration i produces a new set of skeletonsS i and branchesB i . Next, we address the question of how to compute ðb ij Þ using the G-MAT.
The Groupwise Medial Axis Transform
The pruning algorithm given in the previous section requires the calculation of the amount of overall support given to that branch by the group. We compute these values using the proposed G-MAT, which augments a group of conventional skeletons with a confidence value at each medial locus. Higher confidence values associated with a skeleton branch indicate a greater probability that the branch represents signal rather than noise, as determined by the support given to that branch by the group. The G-MAT begins with the computation of skeleton branches B, as described in Section 2.1. Next, a set of branch features F ¼ fF 1 ; F 2 ; . . . ; F ns g is computed, where F i ¼ fF i1 ; F i2 ; . . . ; F inbi g is the set of features computed for the branches in skeleton i. F ij ¼ ff ij1 ; f ij2 ; . . . ; f ijnf g is the set of n f scalar features computed for branch b ij . In this paper, we compute the following six features (i.e., n f ¼ 6):
1. the number of loci in the branch (branch length); 2. the x-coordinate of the branch centroid, expressed as a fraction of the width of the structure; 3. the y-coordinate of the branch centroid, expressed as a fraction of the width and height; 4. the sum of the radius values along the branch (reflecting the size of the object part enclosed by the boundary implied by the branch); 5. the angle of the line approximating the branch relative to the horizontal axis; and 6. the number of other branches sharing a junction point with the branch. The feature values are normalized to lie in the range ½0; 1. Note that our framework does not constrain the set of branch features used and that the described features are chosen in this paper in order to demonstrate the efficacy of the use of groupwise information in pruning.
The next step is to establish correspondence between each branch on each skeleton and a branch on every other skeleton, if such a correspondence exists. This correspondence is captured in Å ¼ f ij : 1 i n s ; 1 j n s ; i 6 ¼ jg, where ij : y ! z is a function mapping each branch index y in skeleton s i to a branch index z in skeleton s j . This correspondence is established based on the agreement of features between branches. This is done by solving n s Â ðn s À 1Þ bipartite graph matching problems, where each graph is considered to have two sets of disjoint vertices. The first set of vertices corresponds to the branches in one skeleton and the second set of vertices to branches in another. We use the polynomial-time Hungarian algorithm [26] to solve these bipartite graph matching problems, thus computing the correspondences Å.
We then compute confidence values ðb ij Þ for every branch j of every skeleton i, augmenting the skeletons S to become fuzzy skeletonsS. The tilde symbol appearing above an entity indicates that the entity is fuzzy, containing additional confidence value(s). The goal here is to compute ðb ij Þ that reflect the groupwise support for each branch, in terms of its feature similarity to corresponding branches. We use these confidence values in skeleton pruning; see (1) . We propose and test four different approaches to computing the confidence values, summarized by (2), (7), (18), and (22) . These approaches each measure, in some way, the branch feature variability in the group of skeletons, and they compute confidence values with the aim of reducing this variability by the pruning of low confidence branches. The four approaches differ in computational complexity and real computation speed (discussed further in Section 5.2), and differ in the specific methods for computing group variability. Our goal in proposing and evaluating these four approaches is to provide the reader with sufficient information to select an approach presenting a reasonable compromise of speed versus performance. The four approaches are described in the following sections.
Confidence According to Medial Shape Model Description Length (DL)
The DL [27] of a data set is the minimum number of bits required to transmit the data set from a sender to a receiver. We compute a medial shape model from a group of skeletons using F and Å. Inspired by the work of Davies et al. [28] on DL optimization for shape boundary correspondence establishment, we compute the DL of the medial shape model to measure its compactness, and then set DL ðb ij Þ according to the impact of removing b ij on the DL. Branches that cause larger decreases in DL are more likely to be more dissimilar to the group (e.g., if they arise from noise), and therefore, are accorded lower confidence values. Specifically,
where DL is the description length of the model including b ij , DL ij is the description length of the model with b ij removed, and min and max are the smallest and largest unnormalized confidence values observed in the group of skeletons; thus 0 ðb ij Þ 1. We compute the DL as in [29] , which requires the eigenvalues of the shape model. To obtain these eigenvalues, our first step is to form an n s Â d s matrix of observations in medial shape space, where each observation represents a single skeleton (each coordinate represents a single feature of a skeleton branch) and is of dimensionality d s ¼ n f Â n bmax , where n bmax ¼ maxðfjB i j; i ¼ 1 . . . n s gÞ, the largest number of branches observed in any skeleton. We arrange the mean-centered observations into an n s Â d s block matrix X, Xði; jÞ ¼ x ij , where each block X ij is a 1 Â n f -dimensional row vector of branch features from a single skeleton branch. The matrix X is arranged such that corresponding branches (according to Å) appear in the same column. We compute the contents of each block as X ij ¼ f ið ki ðjÞÞ , where k ¼ argmax q ðfjB q j; q ¼ 1 . . . n s gÞ. In mean-centering the points, all coordinates other than those containing branch angles are averaged conventionally, in euclidean space. Coordinates containing angle information are averaged along the manifold of S 1 . Since not all skeletons have the same number of branches, there exist some null values in X for which no information is available from F . In order to penalize branches that do not correspond to branches in other skeletons (since such branches lack groupwise support and should be pruned first), we replace these null entries with values that maximize the variance in the coordinates in which the null values occur (hence, also maximally increasing the DL of the resulting model). For each column j of X, we perform the following procedure once for each null entry: First, we compute the mean m of all nonnull values x ij , i ¼ 1 . . . n s , in column j. Then, since all computed features lie in the range ½0; 1, we replace the null with 1 if m < 0:5; 0 otherwise.
Next, we perform a principal component analysis (PCA) [30] of X. We show the steps of this computation in detail here, as the intermediate quantities in the calculations will be used later in the paper. The first step is to compute the d s Â d s covariance matrix C of X, where
and "
The eigenvectors
Using these eigenvalues, the DL is calculated (using [29] ), the confidence of each branch is evaluated (according to (2) ), and the branch to prune at the current iteration is selected (according to (1)).
Confidence According to Contribution to Model Variance (MV)
In this method, we compute the contribution of each branch in each skeleton to the total variance of the medial shape model computed from the group of skeletons. Higher confidence values are given to branches making smaller contributions to model variance, since these branches are more similar to the other branches in the model. This confidence measure is based on the rationale that branches contributing large amounts of variance to the shape model are more likely to be outliers, dissimilar to corresponding branches in the group, and therefore, more likely arisie from noise. These confidence values are computed as
where ij is the squared feature difference of b ij from the mean of the features of b ij and all of its corresponding branches, j is the variance of the features of b ij and all of its corresponding branches, and j is the contribution of b ij and all of its corresponding branches to the total variance P d s i¼1 i in the medial shape model. Intuitively, j is the index of the column of values X Áj containing the features of branch b ij and its corresponding branches. Formally, since j is the variance of the features of b ij and all of its corresponding branches, j ¼ ik ðjÞ, where k ¼ argmax q ðfjB q j; q ¼ 1 . . . n s gÞ. The equality in (6) is approximate only due to the omission of a normalization that we show shortly. Next, we define each of the three components, ij , j , and j , of (6) in (8), (10), and (11), culminating in the normalized definition such that 0 MV ðb ij Þ 1,
The variance of the features of b ij and all of its corresponding branches is defined as follows. We compute j as:
where
The squared feature difference of b ij from the mean of the features of b ij and all of its corresponding branches is computed and normalized aŝ
The contribution of b ij and all of its corresponding branches to the total variance in the medial shape model is defined aŝ
where d is the total variance contribution of dimension d (1 d d s ) of X to the shape model and is defined to bê 1 represents the fraction of contribution to c ij by dimension i. We define this fraction to be the relative magnitude of the factor arising from dimension i to each term of (3),
Having now defined c i ij and c j ij , we justify (13) by observing that, using (5), each eigenvalue i can be written as
The variance contribution of dimension d of X to i can therefore be written aŝ
where simplification yields (13).
Confidence According to Corresponding Branch Similarity (CBS)
In this approach, the confidence value computed for a branch is directly proportional to the agreement, according to a feature similarity metric, with the corresponding branch features in the group. To compute these confidence values, we first compute an error value ij ðÅ; F Þ for each branch, which measures the mismatch between that branch's features and the features of all other branches to which that branch corresponds, according to Å. We then compute the confidence value for all fuzzy skeleton loci on branch b ij as
The denominator ðn s À 1Þ Â n f used to normalize the confidence values represents the maximum possible error that can be observed for a given branch; the maximum feature error n f multiplied by all n s À 1 skeletons in which we attempt to find support from a matching branch. 
Although a correspondence between all branches of all skeletons can be established with a set of correspondences ij for a fixed j and 8i 6 ¼ j, the accuracy of such a correspondence is affected by the choice of j. Instead, we perform all possible bipartite matchings in order to accumulate as much evidence of branch confidence as possible, without regard to the choice of a reference skeleton j.
Confidence According to Overall Branch Similarity (OBS)
This approach is similar to the previous approach, except that we compute the overall branch dissimilarity of the group of skeletons as
Then, to compute the confidence for a branch b ij , we tentatively prune the branch and compute a new set of branch features and correspondence for the skeletons with the branch removed. We then compute the above overall confidence E ij ðÅ; F Þ of this revised skeleton group. The confidence value assigned to b ij is then
Intuitively, OBS ðb ij Þ then reflects the impact of the branch on the overall feature-wise agreement between corresponding branches in the skeleton group. Branches that cause larger decreases in E are likely to be dissimilar to the group, and therefore, are more likely to arise from noise. They are therefore accorded lower confidence values. Regardless of which of the four described methods is chosen, the result is a measure of branch confidence ðb ij Þ that reflects the amount of groupwise support indicating that the branch arises from signal (shape) and not noise. As stated in Section 2.1, ðb ij Þ is used in (1) to select the branch to prune at each iteration.
VALIDATION
We perform both quantitative and qualitative validations of the proposed groupwise approach. Our validation methods are described in the following sections.
Skeleton Denoising
The goal of this validation method is to evaluate the skeleton denoising performance of our approach and show that it compares favorably to a recent leading approach [23] . Here, ideal denoising refers to the pruning of skeleton branches arising from anything other than the shape of the object represented by the skeleton. In our experiment, we generate objects with known ground-truth skeletons and then add branches arising from noise. We then evaluate the capability of our method and that of [23] to yield the known ground-truth skeletons via pruning.
The details of this validation are as follows: We construct a set of objects consisting of rectangles with peaks added to their boundaries (see Fig. 5 ). We start with a group of five identical such objects (i.e., the five rectangles have exactly the same distribution of peaks), yielding identical groundtruth skeletons S GT . We test using groups of only 5 objects since this small group size contains less data redundancy than, for example, a group of 50 objects. This tests the performance of our approach when minimal redundancy is present. 3 Next, we generate a set of five images by randomly adding noisy branches to the ground-truth skeletons. We accomplish this by adding boundary noise 4 to each shape with a specified noise probability P Noise (Fig. 5 gives representative samples of skeletons with different values of P Noise ). We then measure the denoising performance of a pruning algorithm A by using it to prune the skeletons of , yielding pruned skeletons S A , and comparing S A to S GT . The metric used to compare these skeletons is
where DT ðÁÞ is the distance transform of a skeleton represented as a binary image, with skeleton points as ones and background as zeros. Our rationale for comparing the distance transforms of the binary images of the skeletons is that this metric is zero where the skeletons are identical, and its value increases as skeleton branches in S A and S GT are further apart from each other. We perform an identical number of single-branch pruning operations (pruning until the skeletons each( contains only one branch) using both the G-MAT and [23] (by varying the single parameter of [23] such that one branch is pruned per iteration), and select the iterations yielding the lowest V Noise for both approaches.
Skeleton Classification
This validation asks the further question of whether a pruning approach's denoising capability leads to better classification accuracy of pruned skeletons. This test validates that differences in V Noise observed for different pruning methods have a material impact on a practical problem. In this test, we start with two groups of five objects, constructed in the same fashion as those in the denoising test. Within each group, the objects are identical (i.e., rectangles have the same size peaks in the same locations within each group), but the objects are different between the two groups. For example, one group could consist of five identical shapes, each a rectangle with a small peak on top and a large peak on the left-hand side. The other group could contain five identical shapes, each a rectangle with a large peak on top and a small peak on the bottom. We then generate a set based on these 10 images by randomly adding boundary noise to each shape (which leads to noisy skeleton branches), with a specified noise probability P Noise . We then measure the classification performance yielded by a pruning algorithm A by using it to prune the skeletons of , yielding pruned skeletons S A prior to the classification. Each of these m Â n images of skeletons is a single m Â n-dimensional feature vector representing the skeleton (m Â n > 10;000 in our experiments). We train a support vector machine (SVM) to distinguish the groups based on skeleton feature vectors. In order to increase efficiency and reduce overtraining when feature vectors are large, it is common practice to perform feature selection or extraction prior to classifier training in order to reduce the dimensionality of the feature vectors. In our experiments, we perform feature extraction by dimensionality reduction, by performing PCA [30] on the m Â n feature vectors. We retain enough coordinates to explain 95 percent of the variance in S A , yielding a set of reduced dimensionality skeletons S 0 A in the space of the retained eigenvectors from PCA. We then perform a crossvalidation experiment (leave-one-out, performance averaged over 10 rounds) to measure the performance of an SVM in classifying S 0 A into the two ground-truth skeleton groups. The metric used to measure the performance is the classification accuracy
where N is the number of trials in the cross-validation experiment and N Correct is the number of correct classifications given by the SVM. The best-case performances of the algorithms are compared, as in the previous validation.
Skeleton Similarity
This validation is motivated by the rationale that skeletons of objects from the same class should be similar to each other, due to the shape similarity between objects of the same class. In this test, we start with a group of five identical objects (i.e., the five rectangles have exactly the same distribution of peaks). We then generate a set of five images by randomly adding boundary noise to each shape (which leads to noisy skeleton branches), with a specified noise probability P Noise . We then measure the 3. In Section 3.5, we test the performance of our method for a range of group sizes.
4. The algorithm for adding boundary noise takes two parameters: a noise probability P Noise and a maximum peak height h. At each point on the boundary, a triangular peak with a random height in the range ½1; h is added to the shape with probability P Noise . skeleton-similarity performance of a pruning algorithm A by using it to prune the skeletons of , yielding pruned skeletons S A , and computing the similarity of the skeletons in S A to each other. The metric used to compare these skeletons is
where DT ðÁÞ is the set of distance transforms of the binary images of the skeletons in S A and DL is the description length of a model created by PCA on the images of the distance transforms. Since the description length measures the compactness of the shape model, skeleton groups with smaller model description lengths are more internally similar. The best-case performances of the algorithms are compared, as in the previous validation. Note that, in this validation, we measure the description length of a model built from distance transforms of binary images of skeletons; for fairness, this stands in contrast to our optimization of the description length of a medial shape model built from corresponding branch features using (2).
Brown LEMS Silhouette Classification
This validation is similar to that in Section 3.2, but with silhouettes of objects from the Brown LEMS database [20] rather than artificial objects, with no noise added. The test is identical to that in Section 3.2, except that the 10 images used come from two groups, where 5 of the images are from one database category and 5 of the images are from another. Classification accuracies for all combinations of 11 categories (see Table 1 ) are evaluated.
Performance with Respect to Group Size
In this test, we investigate the performance of the G-MAT relative to [23] for groups containing different numbers of skeletons, ranging from 2 to 50. We conduct the same validation as in Section 3.2, using P Noise ¼ 0:05 (see Fig. 5 ). Fig. 6 illustrates the groupwise pruning process (using (18)) on a set of five images of corpora callosa. Note the pruning of low-confidence branches first, eventually reaching a state The skeletons are pruned using our groupwise approach ( (18) and [23] ). Classification accuracies are indicated in each cell as (G-MAT, [23] ). Green, underlined values indicate the winning approach, with black text indicating a tie. Fig. 6 . The fuzzy skeletons of corpus callosum images before pruning (S) and at pruning iterations 2, 17, and 21 in the first four columns (color bar indicates map from colors to confidence values), and the correspondence between skeleton branches (same colors correspond) at iteration 21 in the fifth column. Note that the two branches with the lowest confidence (pointed to by arrow A) are pruned after the first two iterations (arrow B).
RESULTS
where all skeletons are identical and branch correspondences appear to be correct. Fig. 7 illustrates the need for groupwise pruning, using fish silhouettes. The skeleton of each fish contains two small branches representing their heads, but in some fish, these branches are extremely small; as small as two pixels each. An algorithm that computes the significance of these branches using a local, or even global, approach, would be tempted to prune them, but our groupwise approach (using (18)) retains them on account of their support from the remainder of the group. These branches, albeit small, are useful to retain because they represent a common skeletal topology within the group. Fig. 8a shows the result of the skeleton denoising experiment described in Section 3.1. For every noise probability 0 P Noise 0:2 (Fig. 5) , 40 trials were run wherein a set of randomly noisy shapes was constructed with probability P Noise , and their skeletons were pruned by each of the five pruning methods indicated in the figure (the four proposed methods and [23] ). The denoising measure V Noise (23) was calculated for each method, and the means and standard deviations of V Noise are shown for each noise probability level. Fig. 8b is a visualization of the statistical significance of (our confidence in) the differences between every pair of curves in Fig. 8a , for every noise probability. In these experiments, we use a Bonferroni-corrected [31] statistical significance value of ¼ 0:05 20 ¼ 0:0025 due to the fact that for each pair of curves, we perform 20 comparisons for the 20 different values of P Noise tested. Bonferroni correction is the most conservative correction of level in multiple comparison tests, so the results in Fig. 8b are therefore pessimistic with regard to the statistical significance of the differences between the curves in Fig. 8a . It is important to note that red markers in Fig. 8b do not indicate inferiority of our method relative to [23] ; relative performances are given at the top of the figure.
Figs. 9, 10, and 11 show the results of the validation experiments described in Sections 3.2 (classification), 3.3 (similarity), and 3.5 (group size), respectively. In Fig. 11 , is Bonferroni-corrected to ¼ 0:05 12 ¼ 0:0042 because 12 different group sizes were tested. Table 1 gives the results of the Brown LEMS validation experiment described in Section 3.4. Each cell of the table shows the result of the groupwise approach (based on (18)), followed by the result obtained using [23] . Green, underlined values indicate the winning approach, with black text indicating a tie.
Figs. 12 and 13 give qualitative results of our groupwise approach. Fig. 13 (top two groups) , in particular, is intended to illustrate the effects of object occlusion on our groupwise method.
DISCUSSION
Validation Results
Because all of our validation tests take as input a set of binary images containing pruned skeletons, the tests are blind to any of the details of the pruning methods, and therefore, are fair tests. It should be noted, however, that this approach of fully decoupling the validation tests from the methods may lead to suboptimal results on the validation tasks compared to what could be achieved had the validations been more tightly coupled to the pruning methods. For example, we might gain better object classification performance if, instead of training the SVM to classify binary images of skeletons, we provided it with our computed features F , corresponded by Å. This, however, would not represent a fair test of our performance against [23] since the validation procedure would be based on a set of corresponded features that our method optimizes, and [23] understandably does not. So, in order to be fair, all of our validation tests start with binary images of skeletons, the direct output of [23] . Fig. 8a indicates that our groupwise methods based on (18) and (22) have superior denoising performance to [23] . Moreover, the first and second rows of Fig. 8b indicate that this difference is statistically significant (i.e., unlikely to be due to the chance). Additionally, we observe in the fifth row of Fig. 8b that the performance of the corresponding branch similarity method (18) is not significantly different from that of the overall branch similarity method (22) , suggesting that the decision as to which of these approaches to use should be made based on their computational complexity, which will be discussed later in this section. Fig. 9a indicates that our groupwise method based on (22) yields pruned skeletons that result in the most superior SVM classification performance compared to [23] . Fig. 9b indicates that its performance is statistically significantly better than that of [23] for P Noise ! 0:02. Our methods based on (7) and (2) generally provide significantly better performance than [23] for P Noise ! 0:04 and P Noise ! 0:12, respectively. Fig. 10a indicates that our approaches based on (7), (18), and (22) yield skeletons which are more similar to each other compared to [23] . The first three rows of Fig. 10b indicate that these differences are statistically significant, although statistical significance is not achieved for (7) at high noise levels. As in Fig. 8b , we observe that the performance of the corresponding branch similarity method (18) is not significantly different from that of the overall branch similarity method (22) . Fig. 11 shows the performance of the corresponding branch similarity method (18) , compared with the performance of [23] , as the size of the skeleton group increases. We observe a statistically significant difference in performance across group sizes ranging from 2 to 50 skeletons, in favor of our approach.
The results of these extensive validation experiments on artificial data are corroborated by the performance of our groupwise approach in providing skeletons suitable for classifying silhouettes from the Brown LEMS database [20] . Our results in Table 1 show superior classification performance to [23] across a variety of shape classes from the database. This experiment, as well as the experiment resulting in Fig. 9 , serves to illustrate that our method can handle class inhomogeneity within the group of skeletons being pruned. In both of these experiments, two different classes of objects' skeletons are being pruned simultaneously by our groupwise method, and we report superior performance nevertheless. This is due to the fact that there exists subgroupwise support within each homogeneous group.
Computational Complexity
The time complexity of our groupwise approach to skeleton pruning is as follows: We begin at the stage where the skeletons S have been computed since the cost of computing the skeletons themselves is out of scope of the pruning process. The process of finding the branches of the set of skeletons S is linear in the number of pixels in the skeletons, and thus, is OðjSjÞ. Computing the features F for the branches B is also a linear operation, and thus, is OðjBjÞ. Solving the bipartite graph matching problem using the Hungarian algorithm [26] has complexity Oðn 3 Þ, where n is the number of vertices in each graph. In our problem, each graph vertex is a skeleton branch. Computing the set of correspondences Å between features using the Hungarian algorithm involves solving jSj Â ðjSj À 1Þ bipartite graph matching problems, where each graph has at most n b max vertices. Thus, finding the correspondence Å is OðjSj Â ðjSj À 1Þ Â n 3 b max Þ. Thus far, the complexity is OðjSj þ jBj þ jSj Â ðjSj À 1Þ Â n 3 bmax Þ. For simplicity in the following analysis, since the computation thus far yields a set of corresponding branch features, we write the preceding complexity as OðÅÞ, a fifth-degree polynomial. The main Qualitative pruning results on silhouettes of (a) bricks, (b) maple leaves, and (c) hands. Within each group, the first row indicates the skeleton group before pruning and the second row indicates the skeleton group after pruning by our groupwise method (18) . Within each row, the computed branch correspondence is indicated by color. Fig. 13 . Qualitative pruning results on silhouettes of (a), (b) people with occlusions,(c) forks, and (d) hammers. Within each group, the first row indicates the skeleton group before pruning and the second row indicates the skeleton group after pruning by our groupwise method (18) . Within each row, the computed branch correspondence is indicated by color.
contributor to this complexity is the computation of the correspondence Å.
The remaining operation is to compute the confidence values. Computing DL ðb ij Þ requires that we recompute the features and correspondence once for every tentative branch removal, requiring OðjBj Â ðjBj þ jSj Â ðjSj À 1Þ Â n 3 bmax ÞÞ. We must then build a shape model. This operation is bound by the time required to compute the eigenvalue decomposition of the covariance matrix, which is at best Oðd The time to compute SBA ðb ij Þ is bound by the need to compute the featurewise differences between each branch in each skeleton and the corresponding (according to Å) branch in every other skeleton. This operation requires OðjSj 2 Þ. Thus, the overall process using this equation requires OðÅÞ þ OðjSj 2 Þ, a fifth-degree polynomial.
Similarly as with computing DL , computing OBA ðb ij Þ requires that we recompute the features and correspondence once for every tentative branch removal, requiring OðjBj Â ðjBj þ jSj Â ðjSj À 1Þ Â n 3 bmax ÞÞ. We then need to accumulate the featurewise difference (computed as for SBA ðb ij Þ) across the whole group for each branch, requiring OðjSj 3 Â n bmax Þ.
Thus, the overall process using this equation requires OðÅÞ þ OðjBj Â ðjBj þ jSj Â ðjSj À 1Þ Â n 3 bmax ÞÞ þ OðjSj 3 Â n b max Þ, a sixth-degree polynomial. Although the total time complexities for all four groupwise approaches are fifth or sixth-degree polynomials, the speed of computation on a computer is substantially faster for (18) (SBA) than for the other approaches. On a 3.0 GHz Pentium IV computer, one iteration of our MATLAB (Natick, MA: Mathworks, 2008) implementation of the G-MAT for the group of five corpora callosa in Fig. 6 took 9 .3 seconds using (2) (DL), 6.2 seconds using (7) (MV), 0.9 second using (18) (SBA), and 9.6 seconds using (22) (OBA). While these timings are certainly sensitive to differences in implementation across the methods, the main reason for the relatively faster computation of (18) (SBA) is evident when one considers that jSj ( d s and jSj ( n bmax in most practical situations.
For comparison, the implementation of Bai et al.'s method [23] required 2.2 seconds to prune the same skeletons such that each of them had four end points. Our approach using (18) (SBA) required 6.9 seconds to iteratively prune the skeletons such that they each had four end points. This result is not surprising since our approach incorporates more information into the pruning decision. However, the computation time for our method using (18) is not onerous. We also note that there remain substantial speed gains to be made via further optimization of our implementation.
CONCLUSION
In this paper, we have proposed the G-MAT, which is a novel approach to the determination of the pruning order of skeleton branches, using geometric and topological branch feature information provided by the group as a whole. This groupwise approach represents a third paradigm in computation of branch pruning order, in addition to the existing paradigms of using local (single branch-based) and global (whole shape-based) approaches. We tested four approaches to computing the pruning order based on groupwise information, using the description length of the medial model, the total variance of the medial model, and the overall and individual groupwise branch similarities. We demonstrated, using quantitative analysis, that one or more of the four variations of our approach is more effective than a leading approach [23] in terms of removal of noisy skeleton branches, classification of noisy artificial and real skeletons into different object classes, and in producing skeletons that are similar for similar objects. We also demonstrated the performance of the G-MAT using many qualitative examples from the Brown LEMS database and elsewhere. We showed that all four of our tested groupwise approaches are of polynomial complexity and can be computed in a reasonable amount of time on a typical workstation.
A future research direction based on this work is its extension to 3D. The main modification required for this extension is a different means of splitting the 3D skeleton into its component manifolds and curves. There exists work on this problem that could be applied here [33] . Another future direction is the application of this work to studies testing hypotheses relating anatomical shape to pathology, to explore the ability of the G-MAT to yield pruned skeletons having different topologies across groups but similar topology within each group. This raises the interesting question of how to do the necessary statistics of shape on the sample when the medial topologies vary across pathology groups, and this problem will need to be addressed. There is also the issue of feature selection; although the geometric and topological branch features used in this paper provided superior performance, there remain substantial opportunities for improvement using more sophisticated, pose-invariant features. In this direction, the possibility of applying automated feature selection to choose those features which best highlight redundancy in a particular group should be considered. Related to the choice of features is the means by which the binary images are aligned prior to skeletonization. We would expect improved results for classes of objects involving articulated deformation if our similarity transform registration were replaced with an approach allowing nonlinear transformations, such as is used in [7] . Another area for further research is on the skeleton correspondence problem. In this paper, we report good results despite using the Hungarian algorithm to establish multiple pairwise branch correspondences; a truly groupwise correspondence algorithm may yield even better results, but it is anticipated that this would substantially increase the computational complexity. Finally, it would be of interest to test the utility of the pruned skeletons given by our approach as inputs to existing approaches [2] , [3] that deform predefined skeletons to fit new structures. Whereas previously, their work requires a priori knowledge of the skeleton topologies to be used, our approach could serve as the initialization to theirs, eliminating the need for user-specified skeletal topology.
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