Let Q : R-R be even, nonnegative and continuous, Q 0 be continuous, Q 0 40 in ð0; NÞ; and let Q 00 be continuous in ð0; NÞ: Furthermore, Q satisfies further conditions. We consider a certain generalized Freud-type weight W In this paper we treat three themes. Firstly, we give an estimate of P n ðW 2 rQ ; xÞ in the L p -space, 0oppN: Secondly, we obtain the Markov inequalities, and third we study the higher-order Hermite-Feje´r interpolation polynomials based at the zeros fx kn g n k¼1 of P n ðW 2 rQ ; xÞ: In Section 5 we show that our results are applicable to the study of approximation for continuous functions by the higher-order Hermite-Feje´r interpolation polynomials. r 2004 Elsevier Inc. All rights reserved.
Introduction
Let Q : R-R be even, nonnegative and continuous, i; j ¼ 0; 1; 2; y :
In previous paper [KaS1] we have investigated some interesting properties of orthonormal polynomials fP n ðW 2 rQ ; xÞg N n¼0 : In this paper we treat three different themes. Firstly, we give an estimate of P n ðW 2 rQ ; xÞ in the L p -space, 0oppN: Secondly, we obtain the Markov inequalities, and third we study the higher-order Hermite-Feje´r interpolation polynomials based at the zeros fx kn g n k¼1 ; ÀNox nn o?ox 2n ox 1n oN; of P n ðW 2 rQ ; xÞ: In Section 5 we show that our results are applicable to the study of approximation for continuous functions by the higherorder Hermite-Feje´r interpolation polynomials. These are also essential to our next study [KaS2] with respect to a necessary and sufficient condition for a convergence of the higher-order Hermite-Feje´r interpolation polynomials.
For f ACðRÞ we define the higher-order Hermite-Feje´r interpolation polynomial L n ðn; f ; xÞ based at the zeros fx kn g n k¼1 as follows: L n ðn; f ; x kn Þ ¼ f ðx kn Þ; k ¼ 1; 2; y; n; L ðiÞ n ðn; f ; x kn Þ ¼ 0; k ¼ 1; 2; y; n; i ¼ 1; 2; y; n À 1:
ð0:4Þ
L n ð1; f ; xÞ is the Lagrange interpolation polynomial, and L n ð2; f ; xÞ is the ordinary Hermite-Feje´r interpolation polynomial. The fundamental polynomials h kn ðn; xÞA Q nnÀ1 for the higher-order Hermite-Feje´r interpolation polynomials of (0.4) are defined as follows: Furthermore, we extend the operator L n ðn; f ; xÞ: Let l be a nonnegative integer, and let n À 1Xl: For f AC ðlÞ ðRÞ we define the ðl; nÞ-order Hermite-Feje´r interpolation polynomials L n ðl; n; f ; xÞA Q nnÀ1 as follows. For each k ¼ 1; 2; y; n; L n ðl; n; f ; x kn Þ ¼ f ðx kn Þ; L ð jÞ n ðl; n; f ; x kn Þ ¼ f ð jÞ ðx kn Þ; j ¼ 1; 2; y; l; L ð jÞ n ðl; n; f ; x kn Þ ¼ 0; j ¼ l þ 1; l þ 2; y; n À 1: Especially, L n ð0; n; f ; xÞ is equal to L n ðn; f ; xÞ; and for every polynomial PðxÞA Q nnÀ1 we see L n ðn À 1; n; P; xÞ ¼ PðxÞ: The fundamental polynomials h skn ðn; xÞA Q nnÀ1 ; k ¼ 1; 2; y; n; of L n ðl; n; f ; xÞ are defined by h skn ðl; n; xÞ ¼ l n kn ðxÞ X nÀ1 i¼s e si ðn; k; nÞðx À x kn Þ i ; s ¼ 0; 1; y; n À 1; e si ðipspn À 1Þ: real coefficients; h ð jÞ skn ðl; n; x pn Þ ¼ d sj d kp ; s ¼ 0; 1; y; n À 1; p ¼ 1; 2; y; n; j ¼ 0; 1; y; n À 1: ð0:5Þ
Then we have L n ðl; n; f ; xÞ ¼ X n k¼1 X l s¼0 f ðsÞ ðx kn Þh skn ðl; n; xÞ:
We need some definitions. The Mhaskar-Rahmanov-Saff number a u is the unique positive root of the equation We also consider the root x ¼ q u 40 of u ¼ xQ 0 ðxÞ for u40: Let us denote the leading coefficient of the orthonormal polynomial P n ðW 2 rQ ; xÞ by g n ; and then we set b n ¼ g nÀ1 =g n : Then we have a n Bq n Bb n Bx 1n ; n ¼ 1; 2; 3; y; ½LL4; Ba; Theorem 3:5;
where if for two sequences fc n g N n¼1 and fd n g N n¼1 there are positive numbers C; D such that Cpc n =d n pD; then we denote this fact as c n Bd n : We will use the same constant C even if it is different in the same line.
Remark. In previous paper [KaS1] we assumed r4 À 1=2 in (0.3). In this paper we need to suppose rX0:
In this section we suppose condition (0.1) and rX0 in (0.3).
Theorem 1.1. Given 0oppN; we have, for nX1;
When r ¼ 0; the result has been obtained by Lubinsky and Moricz [LM] . We may show the following. 
Þ:
To prove the theorem we repeat the method of [LM] , that is, we only check each lemma of [LM] , then the theorem is shown easily. First we collect some lemmas, 
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Proof. It follows from Lemma 1.3(a) and (b) by considering the parts of jxjpa n ð1 À n À2=3 Þ and a n ð1 À n À2=3 Þojxjpa n : & We need to give the lower bounds. If for some fixed C40; maxfn À2=3 ; 1 À jxj=a n gpC maxfn À2=3 ; 1 À jx jn j=a n g; ð1:3Þ
then we obtain (g). If we set x 1Às;n ¼ x 1n þ sa n n À2=3 ; x nþs;n ¼ x nn À sa n n À2=3 ; s ¼ 1; 2; then (b) implies (1.3) for xAðx jÀ2;n ; x jþ2;n Þ; with a large C: On the other hand, if (1.3) is not true, so that xeðx jÀ2;n ; x jþ2;n Þ; then Lemma 1.3(a) and (e) of this lemma show that Here, since xAðx jþ1;n ; x jÀ1;n Þ we see by Lemma 1.5(b),
consequently, with (1.4) we have the lemma. & Lemma 1.7 (Kasuga amd Sakai [KaS1, Corollary 1.12]). Let jx in jpZa n ; 0oZo1: (i) Let n be odd. For da n =npjxjpx ½n=2;n ; d40;
and there is a constant d 0 40 such that for jxjpd 0 a n =n;
Let n be even. For Àx ½n=2;n þ da n =npxpx ½n=2;n À da n =n; d40; we see
(ii) Let x kn X0 or x kÀ1;n p0: For x kn þ da n =npxpx kÀ1;n À da n =n; d40; we see We use x 1Às;n and x nþs;n ; s ¼ 1; 2; which are defined in the proof of Lemma 1.5(e). Now if Z is small enough, Lemma 1.5(a) shows that uniformly for 1pjpn
ðx jn À e n ; x jn þ e n ÞCðx jþ2;n þ e n ; x jÀ2;n À e n Þ: ð1:7Þ
Let Za n ojx jn j; 0oZo1: Then for xAðx jn À e n ; x jn þ e n Þ; Lemma 1.6 shows that
If tAðx jn À e n ; x jn þ e n Þ; we have, for some x between t and x jn ;
when Z of (1.6) is small enough. Therefore, jðt jn W rQn ÞðtÞjB1; tAðx jn À e n ; x jn þ e n Þ; ð1:8Þ
and by Lemma 1.5(f) and the definition of t jn ðxÞ we have the lemma. Let jx jn jpZa n ; 0oZo1: Then by Lemma 1.3(c) we have (1.8). In fact, by Lemma 1.7, for tAðx jn À e n ; x jn þ e n Þ; (by jðP n W rQn Þ 0 ðxÞjXð1=2ÞjðP 0 n W rQn ÞðxÞj for d small enough). Therefore, we also obtain (1.8), and so by Lemma 1.5(f) and the definition of t jn ðxÞ we have the lemma. & Remark 1.9. By (1.8), we have, for j ¼ 2; 3; y; n; x jÀ1;n À x j;n Bða n =nÞ½maxfn À2=3 ; 1 À jx jn j=a n g À1=2 : ð1:9Þ
In fact, we see ðt jn W rQn Þðx jÀ1;n Þ ¼ 0: If x jÀ1;n Aðx jn À e n ; x jn þ e n Þ; then by (1.8) we see ðt jn W rQn Þðx jÀ1;n Þa0: But this contradicts. Therefore, we have x jÀ1;n eðx jn À e n ; x jn þ e n Þ: From this and Lemma 1.5(a) we have (1.9).
Proof of Proposition 1.2. We fix j as 1pjpn: Let C be the constant in Lemma 1.8, and let us consider e n with Z ¼ C in (1.6). First let x jþ2;n 40 or x jÀ2;n o0: By (1.7) and Lemma 1.8 we have
XCa
Àp=2 n ðx jÀ2;n À x jþ2;n Þ½maxfn À2=3 ; 1 À jx jn j=a n g Àp=4 ðby Lemma 1:5ðaÞÞ
Then by definition (1.1) and Lemma 6 we see
In the case of x in ¼ 0; i ¼ j À 1 or j þ 1 we also have the same estimate described above. Summing, we have
ð1 À jsjÞ Àp=4 ds ðby Lemma 1:5ðaÞÞ
Hence,
Therefore, from Proposition 1.4 we have Proposition 1.2. & Theorem 1.1 is shown by Proposition 1.2.
Markov inequalities
In this section we show the Markov inequalities, which are used in the next section. In this section we suppose rX0: For the Freud weight W Q ðxÞ ¼ expðÀQðxÞÞ we know the following theorems. ( and we set f n ð0; l; tÞ ¼ 1: From now, we may assume 0odo2:
Lemma 2.2. For l large enough there exist a polynomial T n ðd; l; tÞA Q n ; and constants C 1 ðlÞ; C 2 ðlÞ; C 3 ðlÞ40 such that C 1 ðlÞpjT n ðd; l; tÞ=f n ðd; l; tÞjpC 2 ðlÞ; jT 0 n ðd; l; tÞ=f n ðd; l; tÞjpC 3 ðlÞn:
Proof. By Jackson's theorem [Ja] we see that there exist T n ðd; l; tÞA Q n and a constant C independent of f n such that jT n ðd; l; tÞ À f n ðd; l; tÞjpCð1=nÞoðf 0 n ðd; lÞ; 1=nÞ; jT 0 n ðd; l; tÞ À f 0 n ðd; l; tÞjpCoðf 0 n ðd; lÞ; 1=nÞ; where oð f ; hÞ is the modulus of continuity for f : Here, we see
Therefore, we see jT n ðd; l; tÞ=f n ðd; l; tÞ À 1jp Cð1=f n ðd; l; tÞÞð1=nÞl dÀ2 ð1=nÞ
for l large enough. Hence, we have C 1 ðlÞpjT n ðd; l; tÞ=f n ðd; l; tÞjpC 2 ðlÞ:
Similarly, for l large enough we have jT 0 n ðd; l; tÞ=f n ðd; l; tÞ À f 0 n ðd; l; tÞ=f n ðd; l; tÞj pCð1=f n ðd; l; tÞÞoðf 0 n ðd; lÞ; 1=nÞ pð1=2Þn:
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Here, we see jf 0 n ðd; l; tÞ=f n ðd; l; tÞjpf2=ð2 À dÞgðdn=lÞ; therefore, we have, for l large enough, jT 0 n ðd; l; tÞ=f n ðd; l; tÞjpn=2 þ fð2dÞ=ð2 À dÞgðn=lÞpC 3 ðlÞn: &
We set x ¼ 2a n t: We define a differentiable function Lemma 2.3. Let x ¼ 2a n t; then for 2la n =npjxjp2a n ;
From Lemmas 2.2 and 2.3 we conclude the following.
jS n ðd; l; xÞ=F n ðd; l; xÞj ¼ jT n ðd; l; tÞ=f n ðd; l; tÞj:
We have for jxjp2a n ;
C 1 ðlÞpjS n ðd; l; xÞ=F n ðd; l; xÞjpC 2 ðlÞ: ð2:3Þ where l40 is fixed large enough.
Proof of Theorem 2.1. We take l40 large enough, and we consider the function F n ðd; l; xÞ as defined in (2.1), and the polynomial S n ðd; l; xÞ as defined in ( Here, we used the fact W dQn;2l ðxÞBW dQ ðxÞ for ea n =npjxjp2la n =n:
Now, for the general case we set for 0or;
Then, we have by the infinite-finite range inequality and Lemma 2.4,
where C ¼ CðeÞ: &
Hermite-Feje´r interpolation polynomials
Our main purpose in this section is to give estimates of the coefficients e i ðn; k; nÞ; e si ðn; k; nÞ; s ¼ 0; 1; y; n À 1; of fundamental polynomial h kn ðn; xÞ or h kn ðl; n; xÞ: In the next section we give the proofs of theorems. We supposed r4 À 1=2 in (0.3). The results are important for studies of convergence or divergence of the higher order Hermite-Feje´r interpolation polynomials. For the typical case W m ðxÞ ¼ expðÀjxj m Þ; m ¼ 1; y; we have obtained some convergence or divergence theorems in [KS1, KS2] . We can also obtain the same result for L n ðn; f ; xÞ with the weights (0.3). In Section 5 we will report some applications.
We define
To get the estimate of coefficients e i ðn; k; nÞ we need the following theorem. 
The coefficients e si ðl; n; k; nÞ have the following estimates.
Theorem 3.5. If Q satisfies the condition CðnÞ; then we have e ss ðl; n; k; nÞ ¼ 1=s!; je si ðl; n; k; nÞjpCðn=a n Þ iÀs ;
i ¼ s; s þ 1; y; n À 1; s ¼ 0; 1; y; n À 1; k ¼ 1; 2; y; n:
The following theorem is important to show a divergence theorem with respect to L n ðn; f ; xÞ: Here 0oD 1 pb n ðkÞpD 2 (D 1 and D 2 are independent of n and k), and Z kn ðn; sÞ satisfies jZ kn ðn; sÞjpC maxðe; e AÀ1 Þ ð 3:2Þ
for k with ð1=eÞða n =nÞpjx kn jpea n ; where A is a constant defined in (0.1), and the constant C is independent of n; k and e:
Proofs of theorems
In this section we prove the results in Section 3. We use some results in [KaS1] . Proof of Theorem 3.5. We prove it by induction for i: From h skn ðl; n; x kn Þ ¼ 1; it follows that e ss ðl; n; k; nÞ ¼ 1=s!; so the case i ¼ s holds. By (0.5) and the fact h ðiÞ skn ðl; n; x kn Þ ¼ 0; s þ 1pipn À 1; we easily see e is ðl; n; k; nÞ ¼ À X iÀ1 p¼s f1=ði À pÞ!ge ps ðl; n; k; nÞðl n kn Þ ðiÀpÞ ðx kn Þ;
Since M n ðx kn ÞpCðn=a n Þ; it follows from Corollary 3.2 that jðl n kn Þ ðsÞ ðx kn ÞjpCða n =nÞ Às for every s; where C is independent of n and k: This inequality and the assumption of induction lead to je is ðl; n; k; nÞjp C X iÀ1 p¼s je ps ðl; n; k; nÞjjðl n kn Þ ðiÀpÞ ðx kn Þj
where C is independent of n and k: & 
and for any even integer nX2
We rewrite these differential equations as follows. For any odd integer n; For any odd integer n and x kn ¼ 0 we have
Lemma 4.5. Let M Ã n ðQ; xÞ be defined by (4.1). For ð1=eÞða n =nÞpjx kn jpea n and n large enough we see for k ¼ 1; 2; y; n; where C is independent of k and n: By Theorem 3.3 we see the following. Let Q satisfy the condition Cðn þ 1Þ: For i ¼ 1; 2; y; n À 1; e 0 ðn; k; nÞ ¼ 1; e i ðn; k; nÞpCfM Ã n ðQ; x kn Þg /iS ðn=a n Þ iÀ/iS : ð4:11Þ Lemma 4.6. We have an expression A n ðx kn Þ ¼ a n ðkÞðn=a n Þ; k ¼ 1; 2; y; n; ð4:12Þ
where a n ðkÞ satisfies D 1 pa n ðkÞpD 2 for positive constants D 1 ; D 2 independing of n and k: Furthermore, for j ¼ 0; 1; y; n; but if n is odd, then we omit c 6 :
First, we deal with the main term c 1 ðx kn Þ: From (4.3) and (4.5) we see Noting (4.15), for n large enough, we have (4.14)
je n ð j; x kn ÞjpCe:
Therefore, the proof of Lemma 4.6 is complete. & Remark 4.7. For QðxÞ ¼ jxj 2m ; m ¼ 1; 2; 3; y; we have the following. a n ðkÞ ¼ a n ðQÞ ¼ 2m
where b is the Freud's constant (see [KS1] ).
Using the above Lemma 4.6, we can estimate the lower bound for P where C is independent of n; x kn and e; and may depend on s and Q:
Remark 4.9. From b n Bb nÀ1 we see that there exist positive constants C 1 ; C 2 independent of n and k such that for ð1=eÞða n =nÞpjx kn jpea n ; where C is independent of n; k and e; and may depend on j and QðxÞ: By (4.8) and (4.9), P ð jÞ n ðx kn ÞpCe 1À/ jS ðn=a n Þ jÀ1 jP 0 n ðx kn Þj; j ¼ 1; 2; y; n ð4:22Þ for ð1=eÞða n =nÞpjx kn jpea n ; where C is independent of n; k and e: By (4.13) and (4.14) we see that for j ¼ 0; 1; y; n À B ½ j j ðx kn Þ=B ½ j jþ2 ðx kn Þ ¼ ðÀ1Þb n ðkÞðn=a n Þ 2 f1 þ r n ð j; x kn Þg; jr n ð j; x kn ÞjpCe; ð4:23Þ for ð1=eÞða n =nÞpjx kn jpea n ; where C is independent of n; k and e: Now, we show 
n ðx kn Þ; jz n ð1; x kn ÞjpCe for e small enough and n large enough.
We suppose (4.16) and (4.17) until s À 1ðX1Þ holds. From the expression of Lemma 4.4 it follows that j ¼ 0; 1; 2; y . Let 0oeo1; and suppose ð1=eÞða n =nÞpjx kn jpea n : From x kn a0; we see
So we have
Therefore, from this and Lemma 4.8, we have
jz n ð1; j; x kn ÞjpCe; j ¼ 0; 1; y; n; ð4:25Þ where z n ð1; j; x kn Þ ¼ z n ð j; x kn Þ or jX1; z n ð1; 0; x kn Þ ¼ 0; and C is independent of n; x kn and e; and may depend on j and Q: By induction on n; we can estimate ðl jz n ðn; j; x kn ÞjpCe; j ¼ 0; 1; y; n; ð4:26Þ
where C is independent of n; x kn and e; and may depend on n; j and Q:
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Proof. The case of n ¼ 1 follows from (4.24). Suppose that for the case of n À 1 the lemma holds. therefore, the second sum on the right-hand side of the above equality is bounded by Ceðn=a n Þ 2t : By (4.20) and the assumption of induction, the first sum P j i¼0 is estimated as
Â f1 þ t n ðn; j; r; x kn Þg; where t n ðn; j; r; x kn Þ ¼ z n ðn À 1; j; x kn Þ þ z n ð1; j À r; x kn Þ þ z n ðn À 1; j; x kn Þz n ð1; j À r; x kn Þ; jt n ðn; j; r; x kn ÞjpCe:
If we put, for j ¼ 0; 1; 2; y; Now, for every j we will introduce an auxiliary polynomial determined by ff j ðnÞg N j¼1
as the following lemma. (ii) C 0 ðyÞ ¼ 1; and C j ð0Þ ¼ 0; j ¼ 1; 2; 3; y .
Since C j ðyÞ is a polynomial of degree j; we can replace f j ðnÞ in (4.27) with C j ðyÞ; that is,
2r C r ðy À 1Þ; j ¼ 0; 1; 2; y; ð4:28Þ
for an arbitrary y and j ¼ 0; 1; 2; y . We use the notation F kn ðx; yÞ ¼ fl kn ðxÞg y which coincides with l y kn ðxÞ if y is an integer. Since l kn ðx kn Þ ¼ 1; we have F kn ðx; tÞ40 for x in a neighbourhood of x kn and an arbitrary real number y:
We will show that ðq=qxÞ j F kn ðx kn ; yÞ is a polynomial of degree at most j with respect to y for j ¼ 0; 1; 2; y; where ðq=qxÞ j F kn ðx kn ; yÞ is the jth partial derivative of F kn ðx; yÞ with respect to x at ðx kn ; yÞ: We prove these facts by induction on j: For j ¼ 0 it is trivial. Suppose that it holds for jX0: To simplify the notation, let F ðxÞ ¼ F kn ðx; yÞ and lðxÞ ¼ l kn ðxÞ for a fixed y: ; where C is independent of n; k and e; and may depend on j; M and Q:
By (i) of the above Lemma 4.12, we can prove the following lemma which plays an essential role in estimating the lower bound of e nÀ1 ðn; k; nÞ: Proof. Since C 0 ðyÞ ¼ 1; we may assume jX1: Since C j ð0Þ ¼ 0; C j ðyÞ has an expression 
Here, we used the expression l kn ðxÞ ¼ P n ðxÞ=fðx À x kn ÞP 0 n ðx kn Þg: Therefore, we have From (4.25), it follows that the leading term on the left-hand side of the equation is
The leading term of the first sum on the right-hand side is This leads to
C r ðyÞC jþ1Àr ðyÞ: ð4:31Þ
We replace
By (4.31) we have
If we assume c i ð jÞ40; i ¼ 1; 2; y; j; then we see that the right-hand side of the equation is a polynomial of degree j þ 1; whose coefficients are alternating. Therefore, we have ð2 Then, we will show jZ kn ðn; sÞjpCe for k and ð1=eÞða n =nÞpjx kn jpea n and s ¼ 0; 1; 2; y; ðn À 1Þ=2; where C is independent of n; k and e; and may depend on n; s and Q:
We prove (3. where jx n jpCe: By (4.10) and Lemma 4.12(ii), the second sum P sÀ1 r¼0 is bounded by Ceðn=a n Þ 2s : Therefore, letting e-0; we see that
for every s: Suppose C s ðnÞ ¼ 0 for every s: We will show that C s ðn þ 1Þ ¼ 0 for every s: Using (4.27) and changing the order of summation, we have 
Applications
In this section we report some interesting applications of results in the previous sections. We suppose again rX0 in (0.3). We define the moduli of continuity of f ACðRÞ by oð f ; ½a; b; hÞ ¼ max We will show only Theorem 5.1. The proofs of other theorems are completed by the same line of proofs as [KS1] or [KS2] .
Lemma 5.5. Let nX2; and let f ACðRÞ be uniformly continuous on R: Then we have W n rQ ðxÞj f ðxÞjpCoð f ; R; a n =nÞ; jxjXa n :
Proof. First, we show that W 1=2 rQ ðxÞj f ðxÞj is bounded on R: In fact, if it is not true, then we see that there exists a sequence fx k g N k¼1 ; 0ox 1 ox 2 ox 3 oy; x kþ1 À x k X1; such that W Then we see f ðx k ðhÞ þ hÞ À f ðx k ðhÞÞXC; where C is a positive constant independent of h: But for h small enough this contradicts the uniformly continuity. Now, since Qða n ÞBn (see [LL2, Lemma 5 .2]), we have for jxjXa n W n rQ ðxÞj f ðxÞjpCW 1=2 rQ ða n ÞpCa n =npCoð f ; R; a n =nÞ: & Lemma 5.6. Let f ACðRÞ be uniformly continuous on R: Then there exists a polynomial PAP n such that for xAR we have j f ðxÞ À PðxÞjW n rQ ðxÞpCoð f ; R; a n =nÞ; ð5:1Þ jP ð jÞ ðxÞjW n rQ ðxÞpC j ðn=a n Þ j oð f ; R; a n =nÞ; j ¼ 0; 1; 2; y; ð5:2Þ
where W rQn;2l is defined in (2.1), and C; C j are constants.
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Proof. By Teljakovskii [Te] we have the following. where oð½À1; 1; g; hÞ is the modulus of continuity for g on ½À1; 1: Therefore, we see that for jxjpDa n ; D41 j f ðxÞ À PðxÞjp Coð f ; ½À2Da n ; 2Da n ; 2Da n =nÞ p Coð f ; R; a n =nÞ ð 5:3Þ jP 0 ðxÞjp Cðn=a n Þoð f ; ½À2Da n ; 2Da n ; 2Da n =nÞ p Cðn=a n Þoð f ; R; a n =nÞ: ð5:4Þ
For jxjpDa n we see that jPðxÞjW ðDa n ÞpCoð f ; R; a n =nÞ:
ð5:5Þ
Consequently, we have, by (5.3), (5.5) and Lemma 5.5, j f ðxÞ À PðxÞjW n rQ ðxÞpCoð f ; R; a n =nÞ; xAR; that is we obtain (5.1).
We have to show (5.2). By (5.4) and the infinite-finite range inequality we have, for jxjXDa n ; jP 0 ðxÞjW n rQ ðxÞpCjjP 0 W n rQ jj L N fjxjpa n g pCðn=a n Þoð f ; R; a n =nÞ: So, noting (5.4) for xAR; jP 0 ðxÞjW n rQ ðxÞpCðn=a n Þoð f ; R; a n =nÞ: ð5:6Þ
Consequently, repeating of the Markov inequality (Theorem 2.1), the inequality (5.6) means jP ð jÞ ðxÞjW n rQ ðxÞp jjP ð jÞ W n rQ jj L N ðRÞ p C j ðn=a n Þ j oð f ; R; a n =nÞ; j ¼ 0; 1; 2; y; so (5.2) is shown. Consequently, the lemma is complete. & Definition 5.7. We define F n ðxÞ ¼ maxfn À2=3 ; 1 À jxj=a n g 1=4 :
þ W
