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UNIQUENESS AND RECONSTRUCTION FOR THE FRACTIONAL
CALDERO´N PROBLEM WITH A SINGLE MEASUREMENT
TUHIN GHOSH, ANGKANA RU¨LAND, MIKKO SALO, AND GUNTHER UHLMANN
Abstract. We show global uniqueness in the fractional Caldero´n problem with a single mea-
surement and with data on arbitrary, possibly disjoint subsets of the exterior. The previous
work [GSU16] considered the case of infinitely many measurements. The method is again
based on the strong uniqueness properties for the fractional equation, this time combined
with a unique continuation principle from sets of measure zero. We also give a constructive
procedure for determining an unknown potential from a single exterior measurement, based
on constructive versions of the unique continuation result that involve different regularization
schemes.
1. Introduction
In this article we show global uniqueness in the fractional Caldero´n problem with a single
measurement, and provide a reconstruction algorithm. The fractional Caldero´n problem asks to
determine an a priori unknown potential q (in a suitable function space, e.g. q ∈ L∞(Ω)) from
exterior measurements encoded by the Dirichlet-to-Neumann map, formally given by
Λq : H
s(Ωe)→ (H
s(Ωe))
∗, f 7→ (−∆)su|Ωe ,
where the functions u, f are related through the equation
((−∆)s + q)u = 0 in Ω,
u = f in Ωe.
(1)
Here Ω ⊂ Rn is a bounded open set, and Ωe = Rn \ Ω is the exterior domain. We will assume
the following condition:
(2)
{
if u ∈ Hs(Rn) solves ((−∆)s + q)u = 0 in Ω and u|Ωe = 0,
then u ≡ 0.
This means that zero is not a Dirichlet eigenvalue of (−∆)s + q, and one indeed has a unique
solution u ∈ Hs(Rn) for any exterior value f .
This problem, which was first introduced in [GSU16], should be viewed as a fractional analogue
of the classical Caldero´n problem, which is a well-studied inverse problem for which we refer to
the survey article [Uh14] and the references therein. Due to the results of [GSU16], it is known
that the Dirichlet-to-Neumann map uniquely determines the potential q, i.e. if q1, q2 ∈ L∞(Ω)
are such that zero is not a Dirichlet eigenvalue of (−∆)s + qi, i ∈ {1, 2}, then
Λq1 = Λq2 =⇒ q1 = q2.
Moreover, uniqueness holds if the measurements are made on arbitrary, possibly disjoint subsets
of the exterior. In [RS17a] this has further been extended to (almost) optimal function spaces,
including potentials in L
n
2s (Ω). Logarithmic stability for this inverse problem was also proved
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in [RS17a], and this stability is optimal [RS18]. Uniqueness for recovering a potential in the
anisotropic fractional equation ((−div(A∇u))s + q)u = 0 was shown in [GLX17], and related
inverse problems for the semilinear equation (−∆)su+ q(x, u) = 0 were studied in [LL17]. A re-
construction method for positive potentials based on monotonicity methods was given in [HL17].
See also the survey article [Sa17].
All previously mentioned works deal with the case of infinitely many measurements, where
one knows Λq(f)|W2 for all f ∈ C
∞
c (W1) for some open subsets Wj of Ωe. Here, we show that
measuring Λq(f)|W2 for a single (nontrivial) f ∈ C
∞
c (W1) is enough to determine the potential.
Moreover, we give a constructive procedure for determining q from a single measurement.
Theorem 1. Let Ω ⊂ Rn, n ≥ 1, be a bounded open set, let 0 < s < 1, and let W1,W2 ⊂ Ωe be
open sets with Ω ∩W 1 = ∅. Assume that either
• s ∈ [ 14 , 1) and q ∈ L
∞(Ω),
• or q ∈ C0(Ω) (in which case s ∈ (0, 1) can be chosen arbitrarily),
and that (2) holds. Given any fixed function f ∈ H˜s(W1) \ {0}, the potential q is uniquely
determined and can be reconstructed from the knowledge Λq(f)|W2 .
We note that the above theorem solves a formally well-determined inverse problem in any
dimension n ≥ 1, since we recover a function of n variables (the unknown potential q) from a
measurement that also depends on n variables (the function Λq(f)|W2 for a fixed f). In contrast,
the Schwartz kernel of the full DN map Λq depends on 2n variables. Thus the inverse problem
with infinitely many measurements is formally overdetermined in any dimension.
The proof of Theorem 1 is based on the strong uniqueness properties of the fractional equation.
These were also crucial in [GSU16] and subsequent works, where the uniqueness property was
used to prove a strong approximation property of the fractional equation, and the approximation
property was then used in solving the inverse problems. Here, in the case of a single measurement,
we give a proof that only requires different versions of the uniqueness property. We remark that
in the slightly different context of the recovery of an unknown obstacle, it was shown in [CLL17]
that in the fractional setting a single measurement suffices to recover the obstacle.
The next result is a constructive version of (a special case of) the uniqueness result stated in
[GSU16, Theorem 1.2].
Theorem 2. Let Ω ⊂ Rn, n ≥ 1, be a bounded open set, let 0 < s < 1, and let W be an open
set with Ω ∩W = ∅. Any function v ∈ Hs(Rn) with supp(v) ⊂ Ω is uniquely determined by the
knowledge of (−∆)sv|W =: h. The function v can be reconstructed from h as
v = lim
α→0
vα (limit in H
s(Rn)),
where vα for any α > 0 is the unique solution of the following minimization problem:
vα = argminw∈H˜s(Ω)
[
‖(−∆)sw|W − h‖
2
H−s(W ) + α‖w‖
2
Hs(Rn)
]
.
The previous theorem is essentially an application of the standard Tikhonov regularization
scheme to the unique continuation problem of determining v from the knowledge of (−∆)sv|W .
Analogues of the corresponding constructive unique continuation results for the case s = 1 can
for instance be found in [KT04, BD10]. In Section 3 we present two additional schemes, based
on spectral regularization and minimal L2 norm regularization, to achieve the same result. We
note that the results in [RS17a, RS18] strongly suggest that this unique continuation problem is
highly ill-posed and has only logarithmic stability. In Section 6, we show that this is indeed the
case.
Theorem 2, combined with an application of the uniqueness result in [GSU16, Theorem 1.2]
in Ω, would be sufficient to prove Theorem 1 for potentials in C0(Ω). To deal with potentials in
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L∞(Ω), we also need the following unique continuation result for the fractional equation from
sets of positive measure.
Theorem 3. Let Ω ⊂ Rn, n ≥ 1, be a bounded open set, let s ∈ [ 14 , 1), and let q ∈ L
∞(Ω). If
u ∈ Hs(Rn) satisfies ((−∆)s + q)u = 0 in Ω and u vanishes in a set of positive measure in Ω,
then u ≡ 0 in Rn.
This type of result has been proved for C1 potentials in [FF14]. Our proof is based on Carleman
estimates and a boundary unique continuation principle for solutions of the degenerate elliptic
equation ∇ · (x1−2sn+1 ∇u) = 0 in R
n+1
+ that satisfy a vanishing Robin boundary condition. The
restriction s ≥ 1/4 is required to deal with a L∞ Robin coefficient (and could be removed if
q is C1 in a suitable radial direction). The same restriction also appears in the strong unique
continuation principle for fractional equations with L∞ potentials [Ru¨15].
Let us conclude by describing the reconstruction procedure in Theorem 1, which determines
the unknown potential q from a single measurement Λq(f)|W2 =: g corresponding to a fixed
exterior Dirichlet data f ∈ H˜s(W1) \ {0}. The idea is to determine the solution u ∈ Hs(Rn)
having exterior data f from the knowledge of f and g. In the following procedure, we do this by
first writing u = f + v where v ∈ H˜s(Ω), and then by determining v:
(1) Define h := g − (−∆)sf |W2 ∈ H
−s(W2).
(2) Determine v ∈ Hs(Rn) as v = limα→0 vα, where vα for α > 0 is obtained by solving the
minimization problem in Theorem 2 with W replaced by W2.
(3) Define u := f + v ∈ Hs(Rn).
(4) Determine q a.e. in Ω as
q := −
(−∆)su
u
∣∣∣
Ω
.
Here we use that u can only vanish in a set of measure zero in Ω, by Theorem 3 and the
fact that f 6≡ 0.
We note that this reconstruction procedure is quite different from those for the standard Caldero´n
problem (the case s = 1), which are often based on complex geometrical optics solutions and
boundary integral equations [Na88, Na96].
This paper is organized as follows. Section 1 is the introduction, and Section 2 discusses
function spaces, wellposedness and functional analysis results required for the proofs. Section
3 contains several constructive unique continuation results and in particular proves Theorem 2.
Section 4 considers the inverse problem and proves Theorem 1. Section 5 contains the unique
continuation result from sets of positive measure, Theorem 3, which is required to deal with L∞
coefficients in Theorem 1. Section 6 shows that logarithmic stability is optimal in Theorem 2,
and Appendix A proves a Carleman estimate required for Theorem 3.
Acknowledgements. M.S. was supported by the Academy of Finland (Centre of Excellence in
Inverse Modelling and Imaging, grant numbers 312121 and 309963) and by the European Re-
search Council under FP7/2007-2013 (ERC StG 307023) and Horizon 2020 (ERC CoG 770924).
G.U. was partly supported by NSF and a Si-Yuan Professorship at IAS, HKUST.
2. Auxiliary Results
In this section, we recall a number of auxiliary results, which will be relevant in our recon-
struction algorithm.
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2.1. Function spaces. In the sequel, we will use several L2 based Sobolev spaces. Here we
follow the notation from [RS17a], [GSU16] and [Mc00]. The whole space Sobolev spaces are
denoted by
Hs(Rn) := {u ∈ S ′(Rn) : ‖〈D〉su‖L2(Rn) <∞},
where 〈D〉su := F−1{(1 + |ξ|2)s/2 F u} and where F denotes the Fourier transform.
For spaces on open domains U ⊂ Rn we use the following notation:
Hs(U) := {u|U : u ∈ H
s(Rn)},
H˜s(U) := closure of C∞c (U) in H
s(Rn),
Hs0 (U) := closure of C
∞
c (U) in H
s(U),
Hs
U
:= {u ∈ Hs(Rn) : supp(u) ⊂ U}.
We remark that it always holds that
(Hs(U))∗ = H˜−s(U), (H˜s(U))∗ = H−s(U), s ∈ R.
If in addition U is a bounded Lipschitz domain, we also have that
Hs
U
= H˜s(U), s ∈ R,
Hs0(U) = H
s
U
, s > −
1
2
, s /∈ {
1
2
,
3
2
, · · · },
Hs0(U) = H
s(U), s ≤
1
2
.
2.2. Well-posedness. We recall the main well-posedness results for solutions to
((−∆)s + q)u = 0 in Ω,
u = f in Ωe.
(3)
Here and in the remainder of the article, we always implicitly work under the assumption (2).
As the well-posedness of (3) was discussed in detail in [GSU16], we omit the proofs in the sequel
and only state the main results.
We first recall the well-posedness in the energy space:
Lemma 2.1 (Lemma 2.3 in [GSU16]). Let n ≥ 1 and s ∈ (0, 1). Let Ω ⊂ Rn be a bounded open
set. Assume further that q ∈ L∞(Ω) is such that (2) is satisfied. Let
Bq(u,w) := ((−∆)
s/2u, (−∆)s/2w)L2(Rn) + (qu|Ω, w|Ω)L2(Ω), u, w ∈ H
s(Rn).
Then, for any f ∈ Hs(Rn) the problem (3) is well-posed in the sense that there exists a unique
solution u ∈ Hs(Rn) with
Bq(u,w) = 0 for all w ∈ H˜
s(Ω),
and u− f ∈ H˜s(Ω). Moreover, there exists a constant C > 0 depending on n, s,Ω, q such that
‖u‖Hs(Rn) ≤ C‖f‖Hs(Rn).
In particular, the well-posedness result of Lemma 2.1 allows us to define the Poisson operator
Pq : H˜
s(Ωe)→ H
s(Rn), f 7→ u,
where u is the unique solution to (3).
With the bilinear form Bq(u, v) at hand, it is possible to precisely define the Dirichlet-to-
Neumann map associated with the fractional Caldero´n problem (cf. Lemma 2.4 in [GSU16]). To
this end, let [f ], [g] ∈ Hs(Rn)/H˜s(Ω) =: X . If Ω is a Lipschitz domain, the quotient space X
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can be identified with Hs(Ωe). Due to this, we will simply write f instead of [f ]. The (weak)
Dirichlet-to-Neumann map associated with (3) could be defined as
Λ˜q : X → X
∗, 〈Λ˜q[f ], [g]〉X→X∗ = Bq(u, g),(4)
where u is a solution to (3) with data f , Bq(·, ·) denotes the bilinear form from Lemma 2.1 and
where 〈·, ·〉X→X∗ denotes the duality pairing between the respective spaces.
We will also consider the pointwise Dirichlet-to-Neumann map
Λq : H˜
s(Ωe)→ H
−s(Ωe), f 7→ (−∆)
su|Ωe .
This is well defined for any bounded open set Ω ⊂ Rn and any q ∈ L∞(Ω) if (2) holds. It was
proved in [GSU16, Lemma 3.1] that, if one assumes more regularity for Ω, q, and f , one has
Λ˜qf = Λqf.
In this article we will use the pointwise Dirichlet-to-Neumann map Λq, since it directly leads to
a reconstruction procedure from a single measurement.
2.3. Relating the Poisson operator and the Dirichlet-to-Neumann map. Our recon-
struction procedure for the inverse problem boils down to determining a solution u = Pqf in R
n
from the knowledge of f in Ωe and Λqf |W for some open W ⊂ Ωe. Thus, we wish to determine
Pqf from Λqf |W . Since Λqf |W = (−∆)su|W , the problem reduces to determining u in Rn from
the knowledge of u in Ωe and (−∆)su in W . Writing u = f + v, it is sufficient to determine a
function v ∈ H˜s(Ω) from the knowledge of (−∆)sv|W . In other words, we need to determine v
from Lv, where L is the operator introduced in the following lemma.
Lemma 2.2. Let n ≥ 1 and s ∈ (0, 1). Let Ω ⊂ Rn be a bounded open set, and let W ⊂ Rn be
an open set with Ω ∩W = ∅. Consider the operator
L : H˜s(Ω)→ H−s(W ), v 7→ (−∆)sv|W .(5)
Then L is a compact, injective operator with dense range. In particular, there exist orthonormal
bases {ϕj}∞j=1 ⊂ H
−s(W ), {ψj}∞j=1 ⊂ H˜
s(Ω) and singular values σj > 0 such that
Lψj = σjϕj , L
∗ϕj = σjψj .(6)
Proof. Let χ1, χ2 ∈ C
∞
c (R
n) satisfy χ2 = 1 near Ω, χ1 = 1 near W and χ1 = 0 near supp(χ2).
Then
Lv = rWχ1(−∆)
sχ2v, v ∈ H˜
s(Ω),
where rW denotes the restriction to W . The support properties of χ1 and χ2 and the pseudolo-
cality of (−∆)s imply that L is compact. Also, L is injective by the weak unique continuation
property for the fractional Laplacian [GSU16, Theorem 1.2]. By the Hahn-Banach theorem,
to prove the density of the range of L in H−s(W ), it suffices to show that the only function
f ∈ H˜s(W ) = (H−s(W ))∗ which satisfies
(Lv, f) = 0 for all v ∈ H˜s(Ω),
is the zero function. To observe this, note that for any v ∈ C∞c (Ω), the definition of the duality
between H−s(W ) and H˜s(W ) gives
0 = (Lv, f) = ((−∆)sv, f)Rn = (v, (−∆)
sf)Rn .
Since this is true for all v ∈ C∞c (Ω), it follows that (−∆)
sf |Ω = 0. But also f |Ω = 0, and using
again [GSU16, Theorem 1.2] yields that f ≡ 0. This concludes the proof of the density result.
The rest of the statements follow from the spectral theorem for compact operators. 
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We remark that the compactness of L indicates that the recovery of Pqf from Λqf |W by
inverting the relation L from Lemma 2.2 is necessarily ill-posed (cf. Section 6 for more on the
stability properties).
2.4. Equivalence of Runge approximation and weak unique continuation. Last but not
least, we show that the approximation property and the (weak) unique continuation property
used in [GSU16] are in fact equivalent. A quantitative version of this equivalence was presented
in Lemma 3.3 in [RS17a]. For elliptic second order operators, this equivalence was already proved
by Lax [La56].
Proposition 2.3. Let Ω ⊂ Rn, n ≥ 1, be a bounded open set, and assume that W ⊂ Ωe is open.
Let s ∈ (0, 1) and let q ∈ L∞(Ω) satisfy (2). Then the following statements are equivalent:
(i) For every ǫ > 0 and every v ∈ L2(Ω) there exists f ∈ H˜s(W ) such that
‖v − Pqf‖L2(Ω) ≤ ǫ.
(ii) Let v ∈ L2(Ω) and assume that w ∈ H˜s(Ω) is a solution to
((−∆)s + q)w = v in Ω,
w = 0 in Ωe.
(7)
Assume that (−∆)sw = 0 in W . Then, v ≡ 0 and w ≡ 0.
For completeness, we briefly recall the short proof of this.
Proof. The implication (ii)⇒ (i) follows from the Hahn-Banach theorem as explained in [GSU16].
Indeed, (i) is equivalent to the density of {Pqf |Ω ; f ∈ H˜s(W )} in L2(Ω). Assume that a function
v0 ∈ L2(Ω) satisfies
(v0, Pqf)Ω = 0 for all f ∈ H˜
s(W ).
Defining w to be a solution of (7) for v0 then yields (after using the equation for Pqf)
0 = (v0, Pqf)Ω = (((−∆)
s + q)w,Pqf − f)Ω = (((−∆)
s + q)w,Pqf − f)Rn
= −((−∆)sw, f)Rn for all f ∈ H˜
s(W ).
In particular, (−∆)sw = 0 in W . Assuming the validity of (ii) hence entails that v0 ≡ 0 and
w ≡ 0, which yields the desired density result.
The opposite implication (i) ⇒ (ii) is a consequence of an argument which is similar to the
one for Lemma 3.3 in [RS17a]. Let v ∈ L2(Ω) be such that for the solution w ∈ H˜s(Ω) of (7)
we have (−∆)sw|W = 0. Assume that the approximation property from (i) holds. We seek to
show that then v ≡ 0 and hence w ≡ 0. Using the approximation property, we have that for
any ψ ∈ L2(Ω) and any ǫ > 0 there exists f ∈ H˜s(W ) such that ‖ψ − Pqf‖L2(Ω) ≤ ǫ. Thus,
using the equations for w and Pqf as in the first part of this proof and the assumption that
(−∆)sw|W = 0, we infer that
(v, ψ)Ω = (v, ψ − Pqf)Ω + (v, Pqf)Ω
= (v, ψ − Pqf)Ω − ((−∆)
sw, f)W = (v, ψ − Pqf)Ω.
Thus, using the approximation property for any ψ ∈ L2(Ω) and any ǫ > 0 we obtain
|(v, ψ)Ω| ≤ ‖v‖L2(Ω)‖ψ − Pqf‖L2(Ω) ≤ ǫ‖v‖L2(Ω).
Letting ǫ → 0, we in particular obtain (v, ψ)Ω = 0 for all ψ ∈ L2(Ω). Hence v = 0, which by
well-posedness of the equation (7) also implies that w ≡ 0. This concludes the proof. 
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3. Constructive Unique Continuation Results
Seeking to follow the recovery strategy outlined in steps (1)–(4) in the introduction, we here
deal with constructive unique continuation results which are needed for step (2). As the operator
L from (5) is compact, this is an ill-posed problem and hence requires regularization arguments.
In the sequel, we discuss three such possible recovery procedures: First, we rely on the spectral
properties of the operator L from Lemma 2.2 and apply a suitable spectral regularization scheme.
Next, in Section 3.2, we rely on Tikhonov regularization and hence prove Theorem 2. Finally, in
Section 3.3 we use a variational argument as in [RS17a] and [FZ00], which yields the minimal L2
norm regularization. If the data are exactly of the form (−∆)su|W for some function u ∈ H˜s(Ω),
all these schemes recover u exactly (a little care is needed for this in the minimal L2 norm
regularization). However, we remark that in view of the stability results from [RS17a], the
stability for these recovery schemes is at best logarithmic, which renders them very unstable (cf.
Section 6). We will not discuss here the choice of the regularization parameter or computational
implementations.
3.1. Spectral regularization. We begin by discussing the spectral regularization, which is
based on the mapping properties of L,L∗ outlined in Lemma 2.2. Further properties of spectral
regularization can for instance be found in Chapter 4 in [CK12] (cf. also Section 3.3 in [RS17a]).
Lemma 3.1. Let n ≥ 1 and s ∈ (0, 1). Let Ω ⊂ Rn be a bounded open set and assume that
W ⊂ Rn is open with Ω ∩W = ∅. Let L,L∗ as well as {ψk}∞k=1 ⊂ H˜
s(Ω), {ϕk}∞k=1 ⊂ H
−s(W ),
σk > 0 be as in (6) and let h ∈ H−s(W ). Then, the following approximation results hold:
(i) The function
vα := Rα(h) :=
∑
σk≥α
1
σk
(h, ϕk)H−s(W )ψk ∈ H˜
s(Ω)
satisfies Lvα → h in H−s(W ) as α→ 0.
(ii) If h = Lv for some v ∈ H˜s(Ω), we further have Rα(h) = vα → v in H˜s(Ω).
Proof. The claim in (i) directly follows from the density and the mapping properties from Lemma
2.2. In order to deduce the second property, we use the (Hilbert space) duality between L,L∗:
If h = Lv, then
vα =
∑
σk≥α
1
σk
(h, ϕk)H−s(W )ψk =
∑
σk≥α
1
σk
(Lv, ϕk)H−s(W )ψk
=
∑
σk≥α
1
σk
(v, L∗ϕk)H˜s(Ω)ψk =
∑
σk≥α
(v, ψk)H˜s(Ω)ψk
→
∑
k≥1
(v, ψk)H˜s(Ω)ψk = v in H˜
s(Ω).
This concludes the argument. 
Remark 3.2. We remark that the spectral regularization scheme outlined in Lemma 3.1 re-
quires the knowledge of σk, ψk, ϕk. These however can be computed from the eigenvalues and
(generalized) eigenfunctions of the (known) operators L∗L and LL∗.
3.2. Tikhonov regularization. As a second regularization procedure with possibly less com-
putational effort (it is for instance not needed to first compute the singular value decomposition
of L,L∗) we describe a Tikhonov regularization scheme for our problem. Tikhonov regularization
is discussed e.g. in [CK12] (cf. also Section 3.3 in [RS17a]).
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Lemma 3.3. Let n ≥ 1 and s ∈ (0, 1). Let Ω ⊂ Rn be a bounded open set and assume that
W ⊂ Rn is open with Ω ∩W = ∅. Then the following results hold:
(i) For each h ∈ H−s(W ) and each α > 0 the functional
Eα(v) := ‖(−∆)
sv|W − h‖
2
H−s(W ) + α‖v‖
2
H˜s(Ω)
, v ∈ H˜s(Ω),
has a unique minimizer vα =: Rα(h) ∈ H˜s(Ω). Moreover, (−∆)svα|W → h in H−s(W )
as α→ 0.
(ii) If h ∈ R(L) with L being the operator from (5), i.e. if there exists w ∈ H˜s(Ω) such that
(−∆)sw|W = h, then vα = Rα(h)→ w in H˜
s(Ω).
Proof. Both properties follow from general arguments on Tikhonov regularization combined with
the mapping properties of L: As the operator L is a compact, linear operator by Lemma 2.2,
Theorem 4.14 in [CK12] asserts the existence of a unique solution of the minimization problem
for Eα. Since furthermore the operator L has a dense image in H
−s(W ), we also obtain the
approximation property claimed in (i) (Theorem 4.15 in [CK12]).
Theorem 4.13 in [CK12] implies that Tikhonov regularization is a regularization scheme.
Hence, if h = Lw for some w ∈ H˜s(Ω), this in particular implies the pointwise convergence
vα = Rα(h)→ w in H˜
s(Ω)
as α→ 0. 
3.3. Minimal L2 norm regularization. Finally, as a further possible means of recovering v
from (−∆)sv|W , we use a variational approach which is analogous to the one presented in [RS17b]
and [FZ00].
Lemma 3.4. Let n ≥ 1 and s ∈ (0, 1). Let Ω ⊂ Rn be a bounded open set and assume that
W ⊂ Ωe is open with Ω ∩W = ∅. For α > 0 and h ∈ H−s(W ) consider the functional
Jα(f) :=
1
2
‖u‖2L2(Ω) −
ˆ
W
hfdx+ α‖f‖H˜s(W ), f ∈ H˜
s(W ),
where u and f are related through
(−∆)su = 0 in Ω,
u = f in Ωe.
(8)
Then, for each h ∈ H−s(W ) and α > 0 there exists a unique minimizer fα ∈ H˜s(W ) of the
functional Jα. Denoting the associated solution of (8) with exterior data fα by uˆα ∈ Hs(Rn)
and defining ϕˆα =: Rα(h) ∈ H˜s(Ω) to be the solution to the dual equation
(−∆)sϕˆα = −uˆα in Ω,
ϕˆα = 0 in Ωe,
(9)
we then have ‖(−∆)sϕˆα|W − h‖H−s(W ) ≤ α and Jα(fα) = −
1
2‖uˆα‖
2
L2(Ω).
Proof. The proof follows along the lines of Lemmas 4.1 and 4.2 in [RS17b], which is based on the
variational approach from [FZ00]. For self-containedness, we repeat the argument: Firstly, we
note that the functional Jα is strictly convex and continuous with respect to H˜s(W ) convergence
(of f ∈ H˜s(W )). The proof of strict convexity uses weak unique continuation. Hence, in order
to prove existence, it suffices to check coercivity, which follows from the unique continuation
property of the fractional Laplacian. Indeed, assume that fk ∈ H˜s(W ) is a sequence with
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‖fk‖H˜s(W ) →∞. Then, we define the rescaled functions fˆk :=
fk
‖fk‖H˜s(W )
, which are of unit norm
(and thus weakly precompact). Rescaling the functional Jα yields
Jα(fk)
‖fk‖H˜s(W )
=
1
2
‖uˆk‖
2
L2(Ω)‖fk‖H˜s(W ) −
ˆ
W
hfˆkdx+ α.(10)
Here uˆk :=
uk
‖fk‖H˜s(W )
, with uk being a solution to (8) with exterior data fk, and the integral
over W denotes the duality of H−s(W ) and H˜s(W ). We now distinguish two cases:
• If lim inf
k→∞
‖uˆk‖L2(Ω) > 0, then the boundedness of ‖fˆk‖H˜s(W ) and of ‖h‖H−s(W ) and the
unboundedness of ‖fk‖H˜s(W ) imply
lim inf
k→∞
Jα(fk)
‖fk‖H˜s(W )
≥ lim inf
k→∞
[
1
2
‖uˆk‖
2
L2(Ω)‖fk‖H˜s(W ) − ‖h‖H−s(W ) + α
]
=∞.
This in particular yields the desired coercivity.
• If along some subsequence in k (which without loss of generality, we may assume to be
the whole sequence), we have lim
k→∞
‖uˆk‖L2(Ω) = 0, we infer that
uˆk ⇀ ψ in H
s(Rn), uˆk → 0 in L
2(Ω), fˆk ⇀ f∞ in H˜
s(W ).
Here we used the estimate ‖uk‖Hs(Rn) ≤ C‖fk‖H˜s(W ) for solutions to the equation (8)
in order to infer the first convergence result. Moreover, the function ψ in Hs(Rn) solves
(−∆)sψ = 0 in Ω,
ψ = f∞ in Ωe.
By the fact that ψ = 0 in Ω (which follows since uˆk → 0 in L2(Ω)) and by (weak) unique
continuation for the fractional Laplacian, this however entails that ψ ≡ 0. In particular,
f∞ = 0. Thus, returning to (10) and using that
´
W
hfˆkdx → 0, we deduce that for k
sufficiently large it holds that
Jα(fk)
‖fk‖H˜s(W )
≥
1
2
‖uˆk‖
2
L2(Ω)‖fk‖H˜s(W ) +
α
2
≥
α
2
.
Again, this yields the desired coercivity and therefore concludes the existence proof.
The smallness condition ‖(−∆)sϕˆα|W − h‖H−s(W ) ≤ α follows from considering variations of
the functional around the minimum. Indeed, spelling out minimality condition
Jα(fα) ≤ Jα(fα + µf), µ ∈ R,
as in [RS17b] and combining it with the triangle inequality gives∣∣∣∣∣∣
ˆ
Ω
uˆαudx−
ˆ
W
hfdx
∣∣∣∣∣∣ ≤ α‖f‖H˜s(W ).(11)
By the definition of ϕˆα and the identityˆ
Ω
uˆαu dx =
ˆ
Rn
−(−∆)sϕˆα(u− f) dx =
ˆ
W
(−∆)sϕˆα|W f dx,(12)
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we further deduce that ∣∣∣∣∣∣
ˆ
W
[(−∆)sϕˆα|W − h] fdx
∣∣∣∣∣∣ ≤ α‖f‖H˜s(W ).(13)
Duality then implies the estimate ‖(−∆)sϕˆα|W − h‖H−s(W ) ≤ α. The condition Jα(fα) =
− 12‖uˆα‖
2
L2(Ω) follows also from the minimality condition as in [RS17b]. 
Having established approximate recovery, we seek to show that the variational argument from
above is a regularization scheme, i.e. that it recovers the function exactly if h ∈ R(L), where L
is the operator from (5). To this end, we will need to assume some extra regularity.
Lemma 3.5. Assume the conditions in Lemma 3.4, and assume additionally that Ω has C∞
boundary. Let h ∈ H−s(W ) and assume that h ∈ R(L) with L as in (5), i.e., that there exists
ϕ ∈ H˜s(Ω) with h = (−∆)sϕ|W . Suppose moreover that u := (−∆)sϕ|Ω ∈ L2(Ω). Then, with
ϕˆα = Rαh, for some sequence α→ 0 one has
ϕˆα → ϕ in H˜
s(Ω).
Proof. Using the fact that h = (−∆)sϕ¯|W and the regularity assumption u = (−∆)sϕ|Ω ∈ L2(Ω),
we compute
Jα(f) ≥
1
2
‖u‖2L2(Ω) −
ˆ
W
(−∆)sϕ¯f dx =
1
2
‖u‖2L2(Ω) −
ˆ
Ω
uu dx
≥
1
2
‖u‖2L2(Ω) − ‖u‖L2(Ω)‖u‖L2(Ω) ≥
1
4
‖u‖2L2(Ω) − ‖u‖
2
L2(Ω).
Thus in particular Jα(f) ≥ −‖u‖2L2(Ω) for all f ∈ H˜
s(W ). The formula Jα(fα) = −
1
2‖uˆα‖
2
L2(Ω)
yields that
‖uˆα‖
2
L2(Ω) ≤ 2‖u‖
2
L2(Ω), α > 0.
The Vishik-Eskin regularity estimates, see [Gr15, Theorem 3.1] (here we use that Ω has C∞
boundary), imply that for some β > 0
‖ϕˆα‖H˜s+β(Ω) ≤ C, α > 0.
Compact Sobolev embedding implies that, for some sequence α→ 0,
ϕˆα → ψ in H˜
s(Ω).
The convergence (−∆)sϕˆα|W → h = (−∆)sϕ|W in H−s(W ) implies that
(−∆)sψ|W = (−∆)
sϕ|W .
Since also ψ|W = ϕ|W = 0, weak unique continuation for the fractional Laplacian implies that
ψ = ϕ in Rn. This concludes the proof. 
4. Recovery of q
In this section we present the argument for Theorem 1, taking the results of Theorems 2 and
3 for granted. The main issue here is to rule out that u vanishes on a too large subset of Ω in
order to define q by means of the quotient (−∆)
su
u . The control on the size of the nodal set of u
is ensured by the measurable unique continuation property of Theorem 3.
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Proof of Theorem 1. Step 1: Recovery of u. By assumption, for some known f ∈ H˜s(W1) \ {0},
we are given Λqf |W2 = (−∆)
su|W2 . Then, the function v := u− f satisfies
((−∆)s + q)v = −(−∆)sf in Ω,
v = 0 in Ωe.
In particular, v ∈ H˜s(Ω). Hence, by Theorem 2 (or any of the other reconstruction schemes
presented in Section 3) v can be reconstructed from the knowledge (−∆)sv|W2 . But linearity
and the definition of Λq yield
(−∆)sv|W2 = (−∆)
su|W2 − (−∆)
sf |W2 = Λqf |W2 − (−∆)
sf |W2 .
Since f ∈ H˜s(W1) is assumed to be known, we can constructively recover v from Λqf |W2 . As
u = f + v, this also yields the constructive recovery of the full function u in Rn.
Step 2: Reconstruction of the potential q. We split the reconstruction argument for q into two
steps and first deal with q ∈ C0(Ω) and then with q ∈ L∞(Ω).
Step 2a: q ∈ C0(Ω). We note that by the fractional Schro¨dinger equation (1), which is obeyed
by u, we have
q(x) =
(−∆)su(x)
u(x)
for almost every x ∈ Ω such that u(x) 6= 0. We claim that this suffices to recover q in the
whole of Ω by invoking the weak unique continuation property of the fractional Laplacian and
the continuity of q. Indeed, fix an arbitrary point x0 ∈ Ω. Then the weak unique continuation
principle for the fractional Laplacian implies that there exists a sequence (xk) with Ω ∋ xk →
x0 ∈ Ω and u(xk) 6= 0. Indeed, else u = 0 on an open subset of Ω, but by the weak unique
continuation property this would entail that u ≡ 0, which is impossible since f is not identically
zero. Hence, by continuity,
q(x0) = lim
k→∞
q(xk) = lim
k→∞
(−∆)su(xk)
u(xk)
.
Since x0 ∈ Ω was arbitrary, this concludes the argument for the recovery of continuous potentials.
Step 2b: q ∈ L∞(Ω), s ≥ 14 . Since q ∈ L
∞(Ω), the potential q is only defined up to a null
set. By the measurable boundary unique continuation result of Theorem 3, there exists no set
E ⊂ Ω with |E| > 0 such that u|E ≡ 0. Hence, the quotient
q(x) =
(−∆)su(x)
u(x)
is well defined for almost every x ∈ Ω, which thus allows us to recover q ∈ L∞(Ω). 
5. Unique Continuation from Measurable Sets
In the sequel, we seek to prove the following unique continuation result from measurable sets:
Proposition 5.1 (Measurable UCP). Let Ω ⊂ Rn with n ≥ 1 be a bounded open set and let
q ∈ L∞(Ω). Let s ∈ [ 14 , 1) and assume that u ∈ H
s(Rn) satisfies
((−∆)s + q)u = 0 in Ω.(14)
If for some measurable set E ⊂ Ω with |E| > 0 we have u|E = 0, then u ≡ 0 in Rn.
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In order to prove this result, we rely on unique continuation arguments for local equations.
To this end, we recall that the nonlocal Schro¨dinger equation (14) can also be “localized” by
means of the Caffarelli-Silvestre extension. More precisely, for any U ⊂ Rn+1+ we set
H1(U, x1−2sn+1 ) := {v ∈ D
′(U) : ‖x
1−2s
2
n+1 v‖L2(U) + ‖x
1−2s
2
n+1 ∇v‖L2(U) <∞}.
Phrased in this notation, the article [CS07] shows that for any u ∈ Hs(Rn), the unique solution
u˜ ∈ H1(Rn+1+ , x
1−2s
n+1 ) of
∇ · x1−2sn+1 ∇u˜ = 0 in R
n+1
+ ,
u˜ = u on Rn × {0},
satisfies cn,s lim
xn+1→0
x1−2sn+1 ∂n+1u˜ = (−∆)
su (as a limit in H−s(Rn)) for some constant cn,s 6= 0.
Hence, (14) can be viewed as the following Neumann (or Robin) problem:
∇ · x1−2sn+1 ∇u˜ = 0 in R
n+1
+ ,
cn,s lim
xn+1→0
x1−2sn+1 ∂n+1u˜ = −qu˜ on Ω× {0}.
(15)
Proposition 5.1 will follow if we can show that any solution u˜, whose Dirichlet data vanishes in a
set of positive measure and whose Robin data vanishes on an open subset of the boundary, must
be identically zero. This is close to the boundary unique continuation results for the standard
Laplacian, see e.g. [AE97, TZ05], which correspond to the case s = 1/2 for Dirichlet or Neumann
data (but not Robin data). As in these works, we will base our proof on certain boundary
doubling estimates for the solution u˜.
With slight abuse of notation, in the sequel, we will not distinguish between u˜ and u and will
use the same symbol both for the Caffarelli-Silvestre extension and for its boundary values.
5.1. Auxiliary results. We recall several auxiliary results which will be needed in the proof of
Proposition 5.1. Most of these (or slight variations of these) can be found in [Ru¨15] and [RS17a].
If x0 ∈ Rn, we will identify x0 with (x0, 0) ∈ Rn+1 and use the notation
B+r (x0) = {x ∈ R
n+1
+ : |x− x0| < r}, B
′
r(x0) = {x
′ ∈ Rn : |x′ − x0| < r}.
If x0 = 0 we will just write B
+
r and B
′
r.
We first recall Caccioppoli’s inequality for the Caffarelli-Silvestre extension.
Lemma 5.2 (Caccioppoli). Let s ∈ (0, 1) and r > 0. Let u ∈ H1(B+4r, x
1−2s
n+1 ) be a solution of
∇ · x1−2sn+1 ∇u = 0 in B
+
4r.
Assume that u, lim
xn+1→0
x1−2sn+1 ∂n+1u ∈ L
2(B′4r). Then there exists C = Cn,s > 0 such that
‖x
1−2s
2
n+1 ∇u‖L2(B+r ) ≤ Cr
−1‖x
1−2s
2
n+1 u‖L2(B+2r)
+ C‖u‖
1/2
L2(B′2r)
‖ lim
xn+1→0
x1−2sn+1 ∂n+1u‖
1/2
L2(B′2r)
.
Proof. The proof follows as in Lemma 4.5 in [RS17a]. However instead of dealing with the
boundary contributions by duality, we directly use the Cauchy-Schwarz inequality for them (in
conjunction with the assumption that the boundary values and the weighted normal derivative
at the boundary are L2 functions). 
Next we recall some trace and Sobolev estimates for functions in weighted H1 spaces.
Lemma 5.3 (Trace estimates). Let s ∈ (0, 1) and let r > 0. Let u ∈ H1(B+4r, x
1−2s
n+1 ). Then
u|B′r ∈ H
s(B′r), and there is C = Cn,s > 0 such that
‖u‖L2(B′r) ≤ C(r
s‖x
1−2s
2
n+1 ∇u‖L2(B+2r)
+ rs−1‖x
1−2s
2
n+1 u‖L2(B+2r)
).
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Moreover, if n ≥ 2, or n = 1 and s ∈ (0, 1/2), there is C = Cn,s > 0 such that
‖u‖L2∗(s)(B′r) ≤ C(‖x
1−2s
2
n+1 ∇u‖L2(B+2r)
+ r−1‖x
1−2s
2
n+1 u‖L2(B+2r)
),
where 2∗(s) = 2nn−2s ∈ (1,∞).
Proof. The estimates are scaling invariant, and thus it is enough to prove them when r = 1.
Let η be a cut-off function which is supported in B+2 and is equal to one near B
+
1 . Then
ηu ∈ H1(Rn+1+ , x
1−2s
n+1 ), and by the trace theorem for this space (see e.g. [RS17a, Lemma 4.4])
one has ηu|Rn ∈ Hs(Rn) and
‖u‖L2(B′1) ≤ ‖u‖Hs(B′1) ≤ Cn,s(‖x
1−2s
2
n+1 ∇u‖L2(B+2 )
+ ‖x
1−2s
2
n+1 u‖L2(B+2 )
).
The Sobolev embedding also yields ‖u‖L2∗(s)(B′1) ≤ Cn,s‖u‖Hs(B
′
1)
unless n = 1 and s ∈ [1/2, 1).
The result follows. 
Next we recall a (slight extension of a) result from [Ru¨15]. The constants from this point on
will be denoted by M and they will in general depend on the solution u.
Lemma 5.4 (Doubling). Let Ω ⊂ Rn be a bounded open set and let q ∈ L∞(Ω). Let s ∈ [ 14 , 1)
and assume that u ∈ Hs(Rn) is a solution to (14). Then there exists r0 = r0(‖q‖L∞(Ω)) > 0
such that for each x0 ∈ Ω there exists a constant M =M(dist(x0, ∂Ω), n, s, u) > 0 such that for
all r ∈ (0, r0 dist(x0, ∂Ω)/10)
‖x
1−2s
2
n+1 u‖L2(B+2r(x0))
+ r‖x
1−2s
2
n+1 ∇u‖L2(B+2r(x0))
≤M(‖x
1−2s
2
n+1 u‖L2(B+r (x0)) + r‖x
1−2s
2
n+1 ∇u‖L2(B+r (x0))).
Proof. The proof of Lemma 5.4 follows along the same lines as the proof of Proposition 4.1 in
[Ru¨15] with two slight modifications: As the Schro¨dinger equation is only assumed to hold on
the bounded domain Ω, we have to choose the cut-off function η such that it is supported in Ω.
This gives rise to the dependence on the distance to the boundary. Secondly, in the Carleman
estimate, we keep the gradient terms in the small balls (instead of estimating them by means
of Caccioppoli’s inequality). This necessitates a slight upgrade of the Carleman estimate from
[Ru¨15, Proposition 4.1], which uses ideas from [Ru¨15, Remark 4]. We present a self-contained
argument for the upgraded Carleman estimate in the appendix.
For self-containedness, we present the details. Without loss of generality (by scaling and
translating we can always achieve this), we may also assume that B′4 ⊂ Ω and x0 = 0.
Step 1: The Carleman estimate. We begin by recalling the Carleman estimate from [Ru¨15,
Proposition 4.1], in the upgraded form given in Proposition A.1, which allows us to treat L∞
potentials. For a solution w ∈ H1(B+5 , x
1−2s
n+1 ) with supp(w) ⊂ B
+
4 \B
+
r1 and r1 ∈ (0, 1) of
∇ · x1−2sn+1 ∇w = f in B
+
5 ,
lim
xn+1→0
x1−2sn+1 ∂n+1w = V w on B
′
5,
(16)
for parameters τ ≥ τ0 ≥ 1 and for the weight function φ(x) := ψ(|x|) with
ψ(r) = − ln(r) +
1
10
(
ln(r) arctan(ln(r)) −
1
2
ln(1 + ln2(r))
)
,
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we have for any r2 ∈ (2r1, 3)
τ
1
2 ln(r2/r1)
−1‖eτφx
1−2s
2
n+1 |x|
−1w‖L2(B+r2 )
+ τ−
1
2 ln(r2/r1)
−1‖eτφx
1−2s
2
n+1 ∇w‖L2(B+r2 )
+ τs‖eτφ(1 + ln2(|x|))−1/2|x|−sw‖L2(B′5)
+ τ‖eτφ(1 + ln2(|x|))−1/2x
1−2s
2
n+1 |x|
−1w‖L2(B+5 )
+ ‖eτφ(1 + ln2(|x|))−1/2x
1−2s
2
n+1 ∇w‖L2(B+5 )
≤ Cτ−
1
2 ‖eτφ|x|x
2s−1
2
n+1 f‖L2(B+5 )
+ τ
1−2s
2 ‖eτφ|x|sV w‖L2(B′5).
(17)
This Carleman estimate is obtained by using the ideas which are explained in [Ru¨15, Remark
4]. These were already used in [Ru¨15, Proposition 4.1] and [KRS16a, Remark 3.8, Corollary 3.11
and Proposition 4.9], in order to derive doubling inequalities. While in the setting of [Ru¨15,
Proposition 4.1] and [KRS16a, Proposition 4.9] we only needed this on the level of w, we here
also need it on the level of the gradient ∇w. We give a new, self-contained proof of the Carleman
estimate in the appendix which is similar to the splitting arguments that have been used in
[KLW16] and [KRS16b].
Step 2: Application of the Carleman inequality. In order to turn our solution u from (15)
(recall that we write u instead of u˜) into a form in which the estimate (17) can be applied, we
multiply u with a radial cut-off function η ≥ 0 with supp(η) ⊂ B+4 \B
+
r , η = 1 in B
+
3 \B
+
2r, and
|∇η| ≤ Cr in B
+
2r \B
+
r . Here r is any number with 0 < r < 1, and we will track the dependence
of the constants on r. We note that the function w := ηu satisfies (16) with
f(x) = 2x1−2sn+1 ∇η · ∇u+ u∇ · x
1−2s
n+1 ∇η,(18)
and that by the radial form of η we in particular have
cn,s lim
xn+1→0
x1−2sn+1 ∂n+1w = −qw on B
′
5,
i.e. we do not catch η derivatives in the normal derivative, and V in (16) is given by V = − 1cn,s q.
We may hence apply the Carleman estimate (17) to w = ηu. In the case s > 1/4, we can
absorb the boundary term on the right hand side into the left hand side if τ ≥ τ0 with τ0
sufficiently large. The same can be done when s = 1/4 by using the (1 + ln2(|x|))−1/2|x|−s and
|x|s weights in the boundary terms, provided that we replace η by η( · /r0) where r0 is a small
constant depending on ‖q‖L∞ . We assume that this has been done, and we can thus drop all
boundary contributions. This turns (17) into
τ
1
2 ln(r2/r1)
−1‖eτφx
1−2s
2
n+1 |x|
−1w‖L2(B+r2 )
+ τ−
1
2 ln(r2/r1)
−1‖eτφx
1−2s
2
n+1 ∇w‖L2(B+r2)
+ τ‖eτφ(1 + ln2(|x|))−1/2|x|−1x
1−2s
2
n+1 w‖L2(B+4 )
+ ‖eτφ(1 + ln2(|x|))−1/2x
1−2s
2
n+1 ∇w‖L2(B+4 )
≤ Cτ−
1
2 ‖eτφ|x|x
2s−1
2
n+1 f‖L2(B+4 )
.
Next, plugging in the form of f from (18), choosing r1 = r, r2 = 4r and using the support
assumption of η = η(|x|) (which in particular implies that |∇ · x1−2sn+1 ∇η| ≤ Csx
1−2s
n+1 in B
+
4 \B
+
3
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and |∇ · x1−2sn+1 ∇η| ≤ Csx
1−2s
n+1 r
−2 in B+2r \B
+
r ), we infer that
τ
1
2 ‖eτφx
1−2s
2
n+1 |x|
−1u‖L2(B+4r\B
+
2r)
+ τ−
1
2 ‖eτφx
1−2s
2
n+1 ∇u‖L2(B+4r\B
+
2r)
+ τ‖eτφ(1 + ln2(|x|))−1/2x
1−2s
2
n+1 |x|
−1u‖L2(B+5
2
\B+2 )
+ ‖eτφ(1 + ln2(|x|))−1/2x
1−2s
2
n+1 ∇u‖L2(B+5
2
\B+2 )
≤ 4Cτ−
1
2 ‖eτφx
1−2s
2
n+1 ∇u‖L2(B+4 \B
+
3 )
+ 4Cτ−
1
2 ‖eτφx
1−2s
2
n+1 u‖L2(B+4 \B
+
3 )
+ 4Cτ−
1
2 ‖eτφx
1−2s
2
n+1 ∇u‖L2(B+2r\B
+
r )
+ 4Cτ−
1
2 r−1‖eτφx
1−2s
2
n+1 u‖L2(B+2r\B
+
r )
.
Using the domain structure, the monotonicity properties of ψ and the trivial estimate τ ≥ 1,
this can be further estimated by
τ−
1
2 eτψ(4r)r−1‖u‖H1r (B
+
4r\B
+
2r,x
1−2s
n+1 )
+ eτψ(
5
2 )‖u‖H1(B+5
2
\B+2 ,x
1−2s
n+1 )
≤ 4Cτ−
1
2 eτψ(3)‖u‖H1(B+4 \B
+
3 ,x
1−2s
n+1 )
+ 4Cτ−
1
2 eτψ(r)r−1‖u‖H1r (B
+
2r\B
+
r ,x
1−2s
n+1 )
.
(19)
Here on B+4r \B
+
2r (and similarly on B
+
2r \B
+
r ) we have used the notation
‖u‖H1r (B
+
4r\B
+
2r ,x
1−2s
n+1 )
:= ‖x
1−2s
2
n+1 u‖L2(B+4r\B
+
2r)
+ r‖x
1−2s
2
n+1 ∇u‖L2(B+4r\B
+
2r)
,
in order to avoid always having to spell out the full norms.
Adding the term τ−
1
2 eτψ(4r)r−1‖u‖H1r(B
+
2r ,x
1−2s
n+1 )
to both sides of (19), and using the fact that
eτψ(4r) ≤ eτψ(r) for τ ≥ 0, we further obtain
τ−
1
2 eτψ(4r)r−1‖u‖H1r (B
+
4r ,x
1−2s
n+1 )
+ eτψ(
5
2 )‖u‖H1(B+5
2
\B+2 ,x
1−2s
n+1 )
≤ Cτ−
1
2 eτψ(3)‖u‖H1(B+4 ,x
1−2s
n+1 )
+ Cτ−
1
2 eτψ(r)r−1‖u‖H1r (B
+
2r ,x
1−2s
n+1 )
.
(20)
Next, we choose τ0 ≥ 1, depending on the fixed function u, so large that for τ ≥ τ0 one has
Cτ−
1
2 eτψ(3)‖u‖H1(B+4 ,x
1−2s
n+1 )
≤
1
2
eτψ(
5
2 )‖u‖H1(B+5
2
\B+2 ,x
1−2s
n+1 )
.
In fact, it is enough to arrange that for τ ≥ τ0,
eτ(ψ(
5
2 )−ψ(3))τ1/2 ≥ 2C
‖u‖H1(B+4 ,x
1−2s
n+1 )
‖u‖H1(B+5
2
\B+2 ,x
1−2s
n+1 )
.
If u is nontrivial, the denominator is nonzero by unique continuation for uniformly elliptic equa-
tions (the equation is uniformly elliptic in the interior {xn+1 > 0}). Thus by the monotonicity
properties of ψ it is possible to find such a τ0 (which will depend on u). This choice of τ0 > 0
then allows us to absorb the first term on the right hand side of (20) into the left hand side. As
a consequence, we obtain that for all r ∈ (0, r0/10) (where r0 > 0 was the radius obtained in the
discussion of the boundary terms above) and for all τ ≥ τ0 > 1
‖u‖H1r (B
+
4r ,x
1−2s
n+1 )
≤ Ceτ(ψ(r)−ψ(4r))‖u‖H1r (B
+
2r,x
1−2s
n+1 )
.(21)
Finally, we note that by the choice of ψ(t) the difference ψ(r) − ψ(4r) can be bounded from
below and above independently of r > 0. Indeed, we have
ψ(r) − ψ(4r) = ln(4) +
1
10
(ln(r) arctan(ln(r)) − ln(4r) arctan(ln(4r))) −
1
20
ln
(
1 + ln2(r)
1 + ln2(4r)
)
.
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Since
1 + ln2(r)
1 + ln2(4r)
→ 1 as r → 0,
it suffices to estimate the difference
ln(r) arctan(ln(r)) − ln(4r) arctan(ln(4r)).
For this we recall the Taylor expansion of arctan at infinity
arctan(t) =
π
2
−
1
t
+ o(t−2), t≫ 1.
This yields
|ln(r) arctan(ln(r)) − ln(4r) arctan(ln(4r))| ≤
π
2
ln(4) + o
(
1
ln(r)
)
.
As a consequence, if r ∈ (0, r0) with r0 > 0 sufficiently small, this then implies
ln(4)−
2
5
≤ |ψ(r) − ψ(4r)| ≤ ln(4),(22)
which concludes the proof of the desired doubling estimate. 
Remark 5.5. As noted in Section 7.3 and in Remark 3 in [Ru¨15] the Carleman estimate can
be strengthened in the presence of a spectral gap. Due to (for instance) the results in [KRS16],
Section 8.3, it is now known that a spectral gap analogous to the one for uniformly elliptic
equations also holds in the setting of the fractional Laplacian. In particular, this implies that the
strengthened bounds from Remark 3 and Section 7.3 in [Ru¨15] hold and that in the Carleman
estimate (17) it is also possible to consider logarithmic weight functions (without additional
convexifications).
Remark 5.6. In the case s ∈ (0, 1/4) the Carleman estimate (17) can no longer be used to
derive doubling estimates, as it is no longer possible to absorb the boundary term from the right
hand side of (17) into the left hand side (due to the mismatch in the powers of τ). Due to
the subelliptic nature of the Carleman estimate this loss in τ seems unavoidable (for weights
which are purely tangential). However, a similar Carleman estimate can be proved, if more
regularity in q is required (in [Ru¨15] the author assumed C1 regularity, but only C1 regularity in
the radial directions was used in the corresponding argument). Using this estimate, it would have
been possible to derive an analogous doubling inequality and to extend our measurable unique
continuation argument to s ∈ (0, 1/4) if q ∈ C1. However, as the unique continuation property
from measurable sets with C1 potentials was already proved in [FF14], and as our reconstruction
argument can directly deal with continuous potentials q by invoking the weak unique continuation
property, we do not further pursue this here.
Combining the estimates from Lemmas 5.2-5.4, we obtain the following estimate.
Lemma 5.7 (Gradient estimate). Let Ω ⊂ Rn be a bounded open set and let q ∈ L∞(Ω). Let
s ∈ [ 14 , 1) and assume that u ∈ H
s(Rn) satisfies (14). Then for each x0 ∈ Ω there exists a
constant M =M(dist(x0, ∂Ω), n, s, ‖q‖L∞(Ω), u) > 0 such that for each r with
0 < r < min{dist(x0, ∂Ω)/2, (2M‖q‖
1/2
L∞(Ω))
− 1s })
one has
‖x
1−2s
2
n+1 ∇u‖L2(B+r (x0)) ≤Mr
−1‖x
1−2s
2
n+1 u‖L2(B+r (x0)).
UNIQUENESS AND RECONSTRUCTION FOR THE FRACTIONAL CALDERO´N PROBLEM 17
Proof. We observe that by the doubling estimate from Lemma 5.4 we have
‖x
1−2s
2
n+1 ∇u‖L2(B+r ) ≤M(‖x
1−2s
2
n+1 ∇u‖L2(B+
r/4
) + r
−1‖x
1−2s
2
n+1 u‖L2(B+
r/4
)).(23)
By Caccioppoli’s inequality (Lemma 5.2), where we use that on B′r/2
cn,s lim
xn+1→0
x1−2sn+1 ∂n+1u = (−∆)
su = −qu,
and by Lemma 5.3 we further obtain
‖x
1−2s
2
n+1 ∇u‖L2(B+
r/4
) ≤ Cn,s(r
−1‖x
1−2s
2
n+1 u‖L2(B+
r/2
) + ‖q‖
1/2
L∞(B′
r/2
)‖u‖L2(B′r/2))
≤ Cn,s((1 + ‖q‖
1/2
L∞(Ω)r
s)r−1‖x
1−2s
2
n+1 u‖L2(B+r ) + r
s‖q‖
1/2
L∞(Ω)‖x
1−2s
2
n+1 ∇u‖L2(B+r )).
(24)
Combining (23) with (24) and using that r ≤
(
1
2Cn,sM‖q‖
1/2
L∞(Ω)
) 1
s
(which allows us to absorb
the gradient term on the right hand side into the left hand side) implies
‖x
1−2s
2
n+1 ∇u‖L2(B+r (x0)) ≤Mr
−1‖x
1−2s
2
n+1 u‖L2(B+r (x0)).
This concludes the argument. 
5.2. Proof of Proposition 5.1. With the auxiliary results of Section 5.1 at hand, we address
the proof of Proposition 5.1.
Proof of Proposition 5.1. We seek to reduce the claim of Proposition 5.1 to the boundary unique
continuation property for the Caffarelli-Silvestre extension. To this end, we argue by contradic-
tion and assume that u ∈ Hs(Rn) is a fixed function that satisfies (14), vanishes on a set E
of positive measure, but u is not identically zero. We split the argument into two steps. First
we derive a smallness condition at points of density one of E ⊂ Ω. Then, using the assump-
tion that u 6≡ 0, we show that this smallness property together with a blow-up argument implies
a contradiction. We stress that the constants below may in general depend on the fixed solution u.
Step 1: Smallness. We claim that for any fixed point x0 ∈ E ∩ Ω of density one of E and for
any ǫ > 0, there exists a radius r0 > 0, depending on x0, ǫ, dist(x0, ∂Ω), n, s, ‖q‖L∞(Ω), and u,
such that for all r ∈ (0, r0) it holds
‖u‖L2(B′r(x0)) ≤ ǫr
s−1‖x
1−2s
2
n+1 u‖L2(B+r (x0)).(25)
In order to observe this, we first note that as x0 is a point of density one of E, we have that for
each δ > 0 there exists rδ > 0 such that for all r ∈ (0, rδ)
|B′r(x0) ∩ E
c| ≤ δ|B′r(x0)|.(26)
Next we distinguish two cases. We first assume that either n ≥ 2, or n = 1 and s ∈ (0, 1/2); the
case n = 1 and s ∈ [1/2, 1) will be treated in Step 1b below.
Step 1a: The case n ≥ 2, or n = 1 and s ∈ (0, 1/2). Fixing r ∈ (0, rδ) (for a value of δ, which
is still to be determined) and using that u = 0 on E, we obtain by virtue of Ho¨lder’s inequality
that
‖u‖L2(B′r(x0)) = ‖u‖L2(B′r(x0)∩Ec) ≤ |B
′
r(x0) ∩ E
c|
s
n ‖u‖L2∗(s)(B′r(x0)),(27)
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where 2∗(s) := 2nn−2s ∈ (1,∞) (and where we used the assumption n ≥ 2 or n = 1 and s ∈
(0, 1/2)). Applying the localized Sobolev inequality (Lemma 5.3) as well as doubling (Lemma
5.4) and Lemma 5.7, we further bound
‖u‖L2∗(s)(B′r(x0)) ≤ C(‖x
1−2s
2
n+1 ∇u‖L2(B+2r(x0))
+ r−1‖x
1−2s
2
n+1 u‖L2(B+2r(x0))
)
≤Mr−1‖x
1−2s
2
n+1 u‖L2(B+r (x0)).
(28)
Combining (26), (27) and (28) consequently yields
‖u‖L2(B′r(x0)) ≤Mδ
s
n |B′r(x0)|
s
n r−1‖x
1−2s
2
n+1 u‖L2(B+r (x0)) =Mδ
s
n rs−1‖x
1−2s
2
n+1 u‖L2(B+r (x0)).
Choosing δ such that Mδ
s
n = ǫ hence implies (25).
Step 1b: The case n = 1, s ∈ [1/2, 1). If n = 1, s ∈ [1/2, 1), we only have to modify the
bounds leading to (27) and (28). Setting s′ := s/2 ∈ [1/4, 1/2), we obtain
‖u‖L2(B′r(x0)) = ‖u‖L2(B′r(x0)∩Ec) ≤ |B
′
r(x0) ∩E
c|
s′
n ‖u‖L2∗(s′)(B′r(x0))(29)
as a replacement of (27). Similarly, we infer
‖u‖L2∗(s′)(B′r(x0)) ≤ C(‖x
1−2s′
2
n+1 ∇u‖L2(B+2r(x0))
+ r−1‖x
1−2s′
2
n+1 u‖L2(B+2r(x0))
)
≤ Crs/2(‖x
1−2s
2
n+1 ∇u‖L2(B+2r(x0))
+ r−1‖x
1−2s
2
n+1 u‖L2(B+2r(x0))
).
(30)
Thus, combining (29) and (30) with the estimates from Lemmas 5.4 and 5.7 then also implies
that
‖u‖L2(B′r(x0)) ≤Mδ
s
2n |B′r(x0)|
s
2n rs/2r−1‖x
1−2s
2
n+1 u‖L2(B+r (x0)) =Mδ
s
2n rs−1‖x
1−2s
2
n+1 u‖L2(B+r (x0)).
Choosing δ such that Mδ
s
2n = ǫ then concludes the argument for (25).
Step 2: Vanishing of infinite order. Let x0 ∈ E ∩ Ω be a point of density one of E. We next
use (25) in combination with a blow-up argument, in order to infer that u vanishes identically
in B+1 (x0). This will give a contradiction to our assumption that u is not identically zero.
For any σ > 0, define the function uσ in R
n+1
+ by
uσ(x) :=
u(x0 + σx)
σ−
n+1
2 σ−
1−2s
2 ‖x
1−2s
2
n+1 u‖L2(B+σ (x0))
.
This function is well-defined, as the denominator does not vanish for any choice of σ > 0 (as else
by unique continuation u ≡ 0, which is ruled out by our assumption). If σ > 0 is sufficiently
small (so as to satisfy the conditions in Lemma 5.7), a rescaling of the estimate
‖x
1−2s
2
n+1 u‖L2(B+2σ(x0))
+ σ‖x
1−2s
2
n+1 ∇u‖L2(B+2σ(x0))
≤M‖x
1−2s
2
n+1 u‖L2(B+σ (x0))
which follows from Lemmas 5.4 and 5.7 entails that
‖x
1−2s
2
n+1 uσ‖L2(B+2 (0))
+ ‖x
1−2s
2
n+1 ∇uσ‖L2(B+2 (0))
≤M‖x
1−2s
2
n+1 uσ‖L2(B+1 (0))
=M.
Here we used the normalization of uσ on B
+
1 (0) to infer the last bound. As a consequence of
this estimate, Rellich’s compactness theorem for these weighted spaces (see [FF14, Section 2.2])
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and the normalization ‖x
1−2s
2
n+1 uσ‖L2(B+1 )
= 1, we infer that there exists u0 ∈ H1(B
+
2 , x
1−2s
n+1 ) such
that, for some subsequence σk → 0,
(31)
uσk ⇀ u0 weakly in H
1(B+2 , x
1−2s
n+1 ), uσk → u0 strongly in L
2(B+2 , x
1−2s
n+1 ),
and ‖x
1−2s
2
n+1 u0‖L2(B+2 )
= 1.
The trace map H1(B+2 , x
1−2s
n+1 ) → L
2(B′3/2), v 7→ v|B′3/2 is compact by Lemma 5.3 and by the
compact embedding Hs(B′3/2)→ L
2(B′3/2). In particular, after passing to another subsequence,
we also infer that
uσk → u0 in L
2(B′3/2) and u0 ∈ H
s(B′3/2).(32)
Note that for σ small enough, the function uσ is a weak solution of
∇ · x1−2sn+1 ∇uσ(x) = 0 in B
+
2 ,(33)
cn,s lim
xn+1→0
x1−2sn+1 ∂n+1uσ(x) = −σ
2sq(x0 + σx)uσ(x) on B
′
2.(34)
In particular, for all ϕ ∈ C∞(Rn+1+ ) with supp(ϕ) ⊂ B
+
3/2 ∩B
′
3/2 we haveˆ
B+1
x1−2sn+1 ∇uσ(x) · ∇ϕ(x)dx = −
σ2s
cn,s
ˆ
B′1
q(x0 + σx)uσ(x)ϕ(x)dx.(35)
Using the convergences from (31), (32), we obtain that in the limit σ → 0 the function u0 solvesˆ
B+
3/2
x1−2sn+1 ∇u0(x) · ∇ϕ(x)dx = 0 for all ϕ ∈ C
∞(Rn+1+ ) with supp(ϕ) ⊂ B
+
3/2 ∩B
′
3/2,
i.e. u0 is a weak solution of
∇ · x1−2sn+1 ∇u0(x) = 0 in B
+
3/2,
cn,s lim
xn+1→0
x1−2sn+1 ∂n+1u0(x) = 0 on B
′
3/2.
(36)
By interior regularity for solutions to (36) (see for instance Proposition 8.2 in [KRS16], where
the proof shows that it is possible to relax the L∞ requirement to a weighted L2 requirement;
alternative arguments on a Sobolev scale follow as in Section 4 in [RS17a]), we also infer that u0
is a Ho¨lder continuous solution to (36) to which the estimates from above can be applied.
Due to the bound (25), for σ sufficiently small we however further have
‖uσ‖L2(B′1(x0)) ≤ ǫ‖x
1−2s
2
n+1 uσ‖L2(B+1 (x0))
.
Passing to the limit σk → 0 in this estimate and using the strong convergences (31), (32) results
in
‖u0‖L2(B′1(x0)) ≤ ǫ.(37)
A diagonal sequence argument shows that (37) holds for a sequence ǫk → 0. As a consequence,
u0 = 0 in B
′
1(x0). As u0 also solves (36) in B
+
1 , we arrive at u0 = 0 and limxn+1→0
x1−2sn+1 ∂n+1u0 =
0 in B′1 × {0}. By (boundary) weak unique continuation property of the Caffarelli-Silvestre
extension [Ru¨15, Proposition 2.2], this however entails that u0 ≡ 0 in B
+
1 , which contradicts
‖x
1−2s
2
n+1 u0‖L2(B+1 )
= 1. We have reached a contradiction to the assumption u 6≡ 0. It follows that
u ≡ 0, which concludes the proof. 
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6. Stability of the unique continuation result
Theorem 2 states that a function v ∈ Hs(Rn) with supp(v) ⊂ Ω can be uniquely and con-
structively determined from the data (−∆)sv|W . In other words, the map
T : Hs
Ω
→ H−s(W ), T v = (−∆)sv|W
is injective and v can be reconstructed from Tv. In this section we are interested in the stability
properties of recovering v from Tv. Since Ω∩W = ∅, the map T is smoothing and hence compact,
and inverting T is an ill-posed problem. It is well known that some stability properties can be
restored by restricting the unknowns to a compact set (which corresponds to assuming a priori
bounds), or by using a weaker norm for the unknowns. Here we will choose the latter approach
and measure errors in the unknowns in the Hs
′
norm where s′ < s.
Note that T also maps Hs
′
Ω
injectively to H−s(W ) for any s′ < s by the smoothing property.
Any closed and bounded set B in Hs
Ω
is compact in Hs
′
Ω
, and thus T : B ⊂ Hs
′
Ω
→ H−s(W ) is a
homeomorphism onto its image. The following result, which is very close to the stability results
in [RS17a], shows that the inverse of T has a logarithmic modulus of continuity in this setup.
Proposition 6.1 (Stability of unique continuation). Let Ω,W ⊂ Rn with n ≥ 1 be bounded
Lipschitz domains with Ω ∩W = ∅, let 0 < s < 1, and let s′ < s. Then, there exist constants
C, σ > 0, which only depend on Ω, W , n, s, s′, such that for any E > 0 one has
(38) ‖v‖Hs′
Ω
≤ C
E
log(C E‖(−∆)sv‖H−s(W )
)σ
whenever ‖v‖Hs
Ω
≤ E.
We note that for any v ∈ Hs
Ω
, upon choosing E = ‖v‖Hs
Ω
, the estimate (38) can be written
equivalently as
‖v‖Hs
Ω
≤ C exp
(
C
(
‖v‖Hs
Ω
‖v‖Hs′
Ω
)µ)
‖(−∆)sv‖H−s(W )(39)
where µ = 1/σ. This inequality states that high oscillations in v give rise to logarithmic insta-
bilities in the recovery of v from (−∆)sv|W .
Proof. This result will follow rather directly from a propagation of smallness result for the
Caffarelli-Silvestre extension [RS17a, Theorem 5.1]. By definition, the Caffarelli-Silvestre ex-
tension w˜ of v is the solution of
∇ · x1−2sn+1 ∇w˜ = 0 in R
n+1
+ ,
w˜ = v on Rn × {0}.
We recall that w˜ in particular satisfies (even in a strong sense as w˜ = 0 in Ωe, cf. Section 4 in
[RS17a])
(−∆)sv|W = cs lim
xn+1→0
x1−2sn+1 ∂n+1w˜|W×{0}.(40)
It follows from [RS17a, Lemma 4.2] that
(41) ‖x
1−2s
2
n+1 w˜‖L2(Rn×(0,2)) + ‖x
1−2s
2
n+1 ∇w˜‖L2(Rn+1+ )
≤ Cs‖v‖Hs
Ω
≤ CsE.
The formula (40) also gives
‖ lim
xn+1→0
x1−2sn+1 ∂n+1w˜|W×{0}‖H−s(W ) = Cs‖(−∆)
sv‖H−s(W ).
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Thus letting η := Cs‖(−∆)sv‖H−s(W ), replacing E by CsE, and assuming that
E
η > 1 (this is
possible by [RS17a, Remark 5.2]), it follows from [RS17a, Theorem 5.1] that
(42) ‖x
1−2s
2
n+1 w˜‖L2(2Ω×(0,1)) ≤ C
E
log(C Eη )
σ
.
Here for c ∈ (0, 5), the notation cΩ denotes the set {x ∈ Rn : dist(x,Ω) ≤ cr0}, where r0 :=
dist(Ω,W )
10 . We wish to obtain a similar estimate for ∇w˜ with s replaced by s
′. To do this, note
that for any r ∈ (0, 1/2] one has
‖x
1−2s′
2
n+1 ∇w˜‖L2((3/2)Ω×(0,1/2)) ≤ r
s−s′‖x
1−2s
2
n+1 ∇w˜‖L2((3/2)Ω×(0,r)) + ‖x
1−2s′
2
n+1 ∇w˜‖L2((3/2)Ω×(r,1/2))
≤ rs−s
′
E + Cr−1‖x
1−2s′
2
n+1 w˜‖L2(2Ω×(0,1))
≤ rs−s
′
E + r−1C
E
log(C Eη )
σ
.
In the second line we used (41) and a Caccioppoli inequality similar to [RS17a, Lemma 4.5], and
in the third line we used (42). We next choose r = min{r0, 1/2}, where r0 is chosen so that the
two terms in the third line above are equal for r = r0. With this choice of r we obtain that
(43) ‖x
1−2s′
2
n+1 ∇w˜‖L2((3/2)Ω×(0,1/2)) ≤ C
E
log(C Eη )
σ
for some new positive constants C and σ.
Finally, using the localized trace estimate from [RS17a, Lemma 4.5] together with (42) and
(43), we have
‖v‖Hs′
Ω
≤ C(‖x
1−2s′
2
n+1 w˜‖L2((3/2)Ω×(0,1/2)) + ‖x
1−2s′
2
n+1 ∇w˜‖L2((3/2)Ω×(0,1/2))) ≤ C
E
log(C Eη )
σ
for some C, σ > 0 that only depend on n, s, s′, Ω, W as required. 
6.1. Optimality of logarithmic stability. In order to observe that the logarithmic stability
estimate in Proposition 6.1 is indeed optimal, i.e. to note that an exponential instability is
present, we argue similarly as in [RS18]. We claim that the following holds:
Proposition 6.2. Let s ∈ (0, 1), Ω = B1 ⊂ Rn with n ≥ 1 and assume that W = BR \ BR−1
for some large constant R > 1. Then for any k ∈ N there exist functions vk ∈ Hs(Rn) with
supp(vk) ⊂ Ω and hk := (−∆)svk|W such that
‖vk‖L2(Ω) = 1, ‖hk‖H−s(W ) ≤ Ce
−Ck,
for some constant C > 0.
Proof. We choose the sequence {vk}k∈N to be a sequence of L2(Ω) normalized eigenfunctions
of the Dirichlet Laplacian in Ω = B1 corresponding to the k-th eigenvalue λk (modding out
multiplicities). In particular, this implies that vk|∂Ω = 0 and denoting, with slight abuse of
notation, the zero extension of vk also by vk, the support condition supp(vk) ⊂ Ω follows.
The definition of vk also yields that ‖vk‖
2
H1(Rn) = 1 + λk ∼ k
2/n by Weyl asymptotics, hence
by interpolation cks/n ≤ ‖vk‖Hs
Ω
≤ Cks/n where the constants only depend on n and s. In
particular, (39) for s′ = 0 then turns into
ks/n ≤ C exp(Ckµs/n)‖hk‖H−s(W ) with hk = (−∆)
svk|W .
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In order to show that this is optimal (up to the power of µ) we seek to prove that (for a sequence
of k →∞)
‖hk‖H−s(W ) ≤ C exp(−Ck
ν) for some value ν > 0.(44)
In order to deduce (44), we compute hk: For x ∈ W = BR \BR−1 we have
hk(x) = (−∆)
svk(x) = −c
ˆ
B1
vk(y)
|x− y|n+2s
dy = −c
1ˆ
0
rn−1jk(r)
ˆ
Sn−1
Hk(ω)
|r′ω′ − rω|n+2s
dω dr,(45)
where we have introduced polar coordinates x = r′ω′, y = rω and have used that solutions to
the Dirichlet Laplacian in Ω = B1 separate variables vk(rω) = jk(r)Hk(ω), where jk denotes a
generalized Bessel function and where Hk(ω) is a spherical harmonic of degree k (it does not
matter, which spherical harmonic we consider, we hence simply choose any spherical harmonic
of degree k).
Next we study the kernel
|r′ω′ − rω|−(n+2s) = (r′)−(n+2s)
∣∣∣ω′ − ( r
r′
)
ω
∣∣∣−(n+2s)
= (r′)−(n+2s)
(
1 +
( r
r′
)2
− 2
r
r′
(ω · ω′)
)−n+2s2
,
where by our assumption onW we have that r′ ≫ r. A Taylor expansion of the (one-dimensional)
function (1 + t)−
n+2s
2 around t = 0 then yields∣∣∣ω′ − ( r
r′
)
ω
∣∣∣−(n+2s) = ∞∑
j=0
αn,s,j
(( r
r′
)2
− 2(ω · ω′)
( r
r′
))j
=
∞∑
j=0
αn,s,j
( r
r′
)j (( r
r′
)
− 2(ω′ · ω)
)j
,
where |αn,s,j | ≤ Cn,s(1 + j)s+n/2−1. This series is converging absolutely as 0 <
r
r′ ≪
1
3 and∣∣( r
r′
)
− 2(ω′ · ω)
∣∣ ≤ 3. Moreover, as (( rr′ )− 2(ω′ · ω))j is a polynomial of degree j in ω, it has
an expansion in terms of the spherical harmonics of degree less than j:(( r
r′
)
− 2(ω′ · ω)
)j
=
j∑
m=0
lm∑
l=0
µl,r/r′,ω′Hm,l(ω).
In particular, the orthogonality of the spherical harmonics hence impliesˆ
Sn−1
Hk(ω)
|r′ω′ − rω|n+2s
dω = (r′)−n−2s
∞∑
j=0
αn,s,j
( r
r′
)j ˆ
Sn−1
Hk(ω)
(( r
r′
)
− 2(ω′ · ω)
)j
dω
= (r′)−n−2s
k−1∑
j=0
j∑
m=0
lm∑
l=0
αn,s,jµl,r/r′,ω′
( r
r′
)j ˆ
Sn−1
Hk(ω)Hm,l(ω) dω
+ (r′)−n−2s
∞∑
j=k
αn,s,j
( r
r′
)j ˆ
Sn−1
Hk(ω)
(( r
r′
)
− 2(ω′ · ω)
)j
dω
= (r′)−n−2s
∞∑
j=k
αn,s,j
( r
r′
)j ˆ
Sn−1
Hk(ω)
(( r
r′
)
− 2(ω′ · ω)
)j
dω.
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As a consequence, we estimate∣∣∣∣∣∣
ˆ
Sn−1
Hk(ω)
|r′ω′ − rω|n+2s
dω
∣∣∣∣∣∣ ≤ (r′)−n−2s
∣∣∣∣∣∣
∞∑
j=k
αn,s,j
(
3r
r′
)j∣∣∣∣∣∣ ‖Hk‖L1(Sn−1) ≤ Cn,s2−k,
where we used that (r′)−n−2s ≤ 1,
∣∣ r
r′ − 2ω
′ · ω
∣∣ ≤ 3, ‖Hk‖L1(Sn−1) ≤ Cn‖Hk‖L2(Sn−1) = Cn
and∣∣∣∣∣∣
∞∑
j=k
αn,s,j
(
3r
r′
)j∣∣∣∣∣∣ ≤ 2−k
∣∣∣∣∣∣
∞∑
j=k
αn,s,j
(
6r
r′
)j∣∣∣∣∣∣ ≤ 2−k
∞∑
j=k
Cn,s(1 + j)
s+n/2−1
(
6r
r′
)j
≤ Cn,s2
−k
if r′ ≫ r is so large that 6rr′ ≤ 1/2 (which implies the absolute convergence of the power series).
Hence,
‖hk‖L2(W ) ≤
∣∣∣∣∣∣
1ˆ
0
rn−1jk(r)
2 dr
∣∣∣∣∣∣
1/2
Cn,s2
−k‖1‖L2(W ) ≤ Cn,R,s2
−k
where the r-integral is ≤ 1 using the normalization ‖vk‖L2(B1) = 1. By duality, we obtain
‖hk‖H−s(W ) = sup
‖ϕ‖Hs
W
=1
(h, ϕ)W ≤ sup
‖ϕ‖Hs
W
=1
‖h‖L2(W )‖ϕ‖L2(W )
≤ sup
‖ϕ‖Hs
W
=1
‖h‖L2(W )‖ϕ‖Hs
W
≤ ‖h‖L2(W ) ≤ Cn,R,s2
−k.
This concludes the argument. 
Appendix A. Carleman Estimate
In this section, we provide a self-contained argument for the Carleman estimate, which was
used in Section 5. Here we partially avoid the logarithmic losses from [Ru¨15], which in our
application to doubling estimates is needed both on an L2 and the gradient level:
Proposition A.1. Let s ∈ (0, 1) and n ≥ 1. Assume that V ∈ L∞(B′5). Let w ∈ H
1(B+5 , x
1−2s
n+1 )
with supp(w) ⊂ B+4 \B
+
r1 for r1 ∈ (0, 1) be a solution of
∇ · x1−2sn+1 ∇w = f in B
+
5 ,
lim
xn+1→0
x1−2sn+1 ∂n+1w = V w on B
′
5.
(46)
Then there exists a constant τ0 > 1 such that for any parameter τ ≥ τ0 and for the weight
function φ(x) := ψ(|x|) with
ψ(r) = − ln(r) +
1
10
(
ln(r) arctan(ln(r)) −
1
2
ln(1 + ln2(r))
)
,
we have for any r2 ∈ (2r1, 3)
τ
1
2 ln(r2/r1)
−1‖eτφx
1−2s
2
n+1 |x|
−1w‖L2(B+r2 )
+ τ−
1
2 ln(r2/r1)
−1‖eτφx
1−2s
2
n+1 ∇w‖L2(B+r2 )
+ τs‖eτφ(1 + ln2(|x|))−1/2|x|−sw‖L2(B′5)
+ τ‖eτφ(1 + ln2(|x|))−1/2x
1−2s
2
n+1 |x|
−1w‖L2(B+5 )
+ ‖eτφ(1 + ln2(|x|))−1/2x
1−2s
2
n+1 ∇w‖L2(B+5 )
≤ Cτ−
1
2 ‖eτφ|x|x
2s−1
2
n+1 f‖L2(B+5 )
+ τ
1−2s
2 ‖eτφ|x|sV w‖L2(B′5).
(47)
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Here (46) is interpreted in a weak sense similarly as in (33), (35). In particular, the boundary
data are interpreted in this formal sense.
Proof. We first introduce conformal coordinates, x = etθ, t ∈ R, θ ∈ Sn+, and pass from the
function w(x) to the function u(t, θ) := e
n−2s
2 tw(etθ) (by conjugation with the corresponding
weights). Since w is assumed to be a solution of (46), the function u solves the equation(
θ1−2sn ∂
2
t − θ
1−2s
n
(n− 2s)2
4
+∇Sn · θ
1−2s
n ∇Sn
)
u = f in R× Sn+,
lim
θn→0
θ1−2sn ν · ∇Snu =: h on R× S
n−1,
(48)
where h(t, θ) = e2stV (etθ)u(t, θ), f(t, θ) = e
n+2+2s
2 tf(etθ) and θn :=
xn+1
|x| . Again, the equation
(48) is here interpreted in a weak sense, where the boundary data are assumed to be formal,
similarly as in (52). In these conformal coordinates and with ϕ(t) = ψ(et), the Carleman estimate
(47) turns into
τ
1
2 |t2 − t1|
−1‖eτϕθ
1−2s
2
n u‖L2((t1,t2)×Sn+) + τ
− 12 |t2 − t1|
−1‖eτϕθ
1−2s
2
n ∂tu‖L2((t1,t2)×Sn+)
+ τ−
1
2 |t2 − t1|
−1‖eτϕθ
1−2s
2
n ∇Snu‖L2((t1,t2)×Sn+)
+ τs‖eτϕ|ϕ′′|
1
2 u‖L2(R×Sn−1) + τ‖e
τϕ|ϕ′′|
1
2 θ
1−2s
2
n u‖L2(R×Sn+)
+ ‖eτϕ|ϕ′′|
1
2 θ
1−2s
2
n ∇Snu‖L2(R×Sn+) + ‖e
τϕ|ϕ′′|
1
2 θ
1−2s
2
n ∂tu‖L2(R×Sn+)
≤ Cτ−
1
2 ‖eτϕθ
2s−1
2
n f‖L2(R×Sn+) + τ
1−2s
2 ‖eτϕh‖L2(R×Sn−1).
(49)
Here t1 = ln(r1), t2 = ln(r2). In order to prove (49), we pursue a splitting strategy, separating
the problem into an elliptic and a subelliptic estimate: More precisely, we set u = u1+u2, where
u1 is a solution to(
θ1−2sn ∂
2
t +∇Sn · θ
1−2s
n ∇Sn − θ
1−2s
n
(n− 2s)2
4
−K2τ2θ1−2sn
)
u1 = f in R× S
n
+,
lim
θn→0
θ1−2sn ∂νu1 = h on R× S
n−1.
(50)
Here K ≥ 1 is a large constant, whose precise value will be chosen later, and ∂ν := ν · ∇Sn . We
note that this equation is elliptic (as an equation in the space variables and in the parameter τ).
As a consequence, the function u2 = u− u1 solves(
θ1−2sn ∂
2
t +∇Sn · θ
1−2s
n ∇Sn − θ
1−2s
n
(n− 2s)2
4
)
u2 = −K
2τ2θ1−2sn u1 in R× S
n
+,
lim
θn→0
θ1−2sn ∂νu2 = 0 on R× S
n−1.
(51)
In the sequel, we derive separate estimates for u1 and u2: For u1 we will use purely “elliptic
estimates”, while for u2 we use a subelliptic Carleman estimate.
Step 1: Estimate for u1. We first comment on the well-posedness of the elliptic problem (50):
The solvability of (50) follows from the Lax-Milgram theorem. Indeed, the weak formulation of
(50) reads
(θ1−2sn ∂tu1, ∂tξ) + (θ
1−2s
n ∇Snu1,∇Snξ) +
(n− 2s)2
4
(θ1−2sn u1, ξ) +K
2τ2(θ1−2sn u1, ξ)
= −(f¯ , ξ) + (h¯, ξ)0 for all ξ ∈ H
1(R× Sn+, θ
1−2s
n ),
(52)
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where the index 0 denotes the restriction of the L2 inner product onto the boundary R×Sn−1 and
where all the other inner products are on R× Sn+. In order to apply the Lax-Milgram theorem,
we note that for f ∈ L2(R× Sn+, θ
2s−1
n ) and h ∈ L
2(R× Sn−1) the mapping
ξ 7→ −(f¯ , ξ) + (h¯, ξ)0
is a bounded functional on H1(R× Sn+, θ
1−2s
n ). This follows from the estimates
|(f, ξ)| ≤ ‖θ
2s−1
2
n f‖L2‖θ
1−2s
2
n ξ‖L2 ,
|(h, ξ)0| ≤ ‖h‖0‖ξ‖0 ≤ C‖h‖0(‖θ
1−2s
2
n ξ‖L2 + ‖θ
1−2s
2
n ∇Snξ‖L2),
where we have used a (weighted) trace inequality to control the boundary term (c.f. for example
Lemma 2.2. in [FF14]). Thus, the Lax-Milgram theorem is applicable in the space H1(R ×
Sn+, θ
1−2s
n ) and yields the existence of a unique weak solution u1 ∈ H
1(R × Sn+, θ
1−2s
n ) solving
(52).
We next observe that the solution u1 decays fast as |t| → ∞. This can be seen by considering test
functions eτϕ˜, where ϕ˜ is only t dependent, grows linearly for at least one of the limits t→ ±∞
and |ϕ˜′|, |ϕ˜′′| < C. Indeed, let
ϕ˜M,δ = min{M,max{−M, ϕ˜}} ∗ γδ,
be a mollified truncation of ϕ˜, where γδ is a standard mollifier and M ≫ 1 denotes a large
constant (which will be sent to ∞ later). We test the equation (50) (or equivalently (52)) with
the function e2τϕ˜M,δu1 and derive the corresponding energy estimates. This yields
(θ1−2sn ∂tu1, ∂t(e
2τϕ˜M,δu1)) + (θ
1−2s
n ∇Snu1,∇Sn(e
2τϕ˜M,δu1))− (θ
1−2s
n ∂νu1, e
2τϕ˜M,δu1)0
+
(n− 2s)2
4
(θ1−2sn u1, e
2τϕ˜M,δu1) +K
2τ2(θ1−2sn u1, e
2τϕ˜M,δu1) = −(f, e
2τϕ˜M,δu1).
Carrying out the associated integration by parts (using that ϕ˜ only depends on t), we infer
‖eτϕ˜M,δθ
1−2s
2
n ∂tu1‖
2
L2 + ‖e
τϕ˜M,δθ
1−2s
2
n ∇Snu1‖
2
L2 +K
2τ2‖eτϕ˜M,δθ
1−2s
2
n u1‖
2
L2
+
(n− 2s)2
4
‖eτϕ˜M,δθ
1−2s
2
n u1‖
2
L2 + 2τ(e
τϕ˜M,δθ1−2sn ∂tu1, (∂tϕ˜M,δ)e
τϕ˜M,δu1)
− (eτϕ˜M,δθ1−2sn ∂νu1, e
τϕ˜M,δu1)0 = −(e
τϕ˜M,δf, eτϕ˜M,δu1).
(53)
The first four terms are positive. The other ones are in general unsigned, however by our choice
of the weight function (and by choosing K ≥ 1 large enough) they can be controlled by the
positive contributions in the first line. The term on the right hand side can be bounded by the
inhomogeneity f and by terms which can be absorbed into the left hand side of (53):
|(eτϕ˜M,δf, eτϕ˜M,δu1)| ≤ τ
−2‖eτϕ˜M,δθ
2s−1
2
n f‖
2
L2 + τ
2‖eτϕ˜M,δθ
1−2s
2
n u1‖
2
L2 .
The boundary term in (53) is controlled by
|(eτϕ˜M,δθ1−2sn ∂νu1, e
τϕ˜M,δu1)0| ≤ Cǫτ
−2s‖eτϕ˜M,δ lim
θn→0
θ1−2sn ∂νu1‖
2
0 + ǫτ
2s‖eτϕ˜M,δu1‖
2
0(54)
for a suitably small constant ǫ > 0. Absorbing the bulk error terms (for a sufficiently large choice
of K > 1), we hence infer
τ‖eτϕ˜M,δθ
1−2s
2
n ∂tu1‖L2 + τ‖e
τϕ˜M,δθ
1−2s
2
n ∇Snu1‖L2 +
K
2
τ2‖eτϕ˜M,δθ
1−2s
2
n u1‖L2
≤ ‖eτϕ˜M,δθ
1−2s
2
n f‖L2 + Cǫτ
1−s‖eτϕ˜M,δ lim
θn→0
θ1−2sn ∂νu1‖0 + ǫτ
1+s‖eτϕ˜M,δu1‖0.
(55)
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By the boundary bulk interpolation estimate from [Ru¨15], i.e., by the estimate
‖u‖L2(Sn−1) ≤ C(τ
1−s‖θ
1−2s
2
n u‖L2(Sn+) + τ
−s‖θ
1−2s
2
n ∇Snu‖L2(Sn+)),(56)
we can further add boundary terms onto the left hand side of (55) and infer
τ‖eτϕ˜M,δθ
1−2s
2
n ∂tu1‖L2 + τ‖e
τϕ˜M,δθ
1−2s
2
n ∇Snu1‖L2 +
K
2
τ2‖eτϕ˜M,δθ
1−2s
2
n u1‖L2 + Cτ
1+s‖eτϕ˜M,δu1‖0
≤ ‖eτϕ˜M,δθ
1−2s
2
n f‖L2 + Cǫτ
1−s‖eτϕ˜M,δ lim
θn→0
θ1−2sn ∂νu1‖0 + ǫτ
1+s‖eτϕ˜M,δu1‖0.
For ǫ > 0 sufficiently small, we can thus absorb the zeroth order boundary term, which leads to
τ‖eτϕ˜M,δθ
1−2s
2
n ∂tu1‖L2 + τ‖e
τϕ˜M,δθ
1−2s
2
n ∇Snu1‖L2 +
K
2
τ2‖eτϕ˜M,δθ
1−2s
2
n u1‖L2 + Cτ
1+s‖eτϕ˜M,δu1‖0
≤ ‖eτϕ˜M,δθ
1−2s
2
n f‖L2 + Cǫτ
1−s‖eτϕ˜M,δh‖0.
(57)
We remark that here and in the sequel, the constant C > 1 may change from line to line without
further comment, but does not depend on τ > 0. With (57) at hand and by using the compact
supports of the data f , h we pass to the limits M →∞ and δ → 0. On the one hand, this proves
the claimed fast decay of u1 at |t| → ∞ and thus in particular allows us to formulate Carleman
estimates for the function u1 with linearly growing weight functions. On the other hand, by
choosing ϕ˜ = ϕ, we deduce
τ‖eτϕθ
1−2s
2
n ∂tu1‖L2 + τ‖e
τϕθ
1−2s
2
n ∇Snu1‖L2 +
K
2
τ2‖eτϕθ
1−2s
2
n u1‖L2 + Cτ
1+s‖eτϕu1‖0
≤ ‖eτϕθ
1−2s
2
n f‖L2 + Cǫτ
1−s‖eτϕh‖0,
(58)
which proves the exponentially weighted estimate for u1.
Step 2: Commutator estimate for u2.
We derive the estimate for u2 by the usual conjugation argument and exploit the fact that u2 has
vanishing Neumann data. More precisely, we start by conjugating the equation (51) by θ
2s−1
2
n .
This separates the spherical and the radial variables. Defining u˜2 := θ
1−2s
2
n u2, we obtain the
equation
(∂2t + θ
2s−1
2
n ∇Sn · θ
1−2s
n ∇Snθ
2s−1
2
n −
(n− 2s)2
4
)u˜2 = −K
2τ2θ
1−2s
2
n u1 in R× S
n
+,
lim
θn→0
θ1−2sn ∂νθ
2s−1
2
n u˜2 = 0 on R× S
n−1.
(59)
Next we conjugate the problem with the Carleman weight. To this end, we set v2 = e
τϕu˜2.
We remark that by the fast decay of the auxiliary function u1 (c.f. the truncation argument in
Step 1) and the compact support of the original function u, also the auxiliary function u2 has
fast decay as |t| → ∞. In particular, this yields that v2 ∈ H
1(R × Sn+, θ
1−2s
n ) and allows us to
formulate the corresponding Carleman estimates for u2. The function v2 solves the equation
(∂2t + τ
2|ϕ′|2 − 2τϕ′∂t − τϕ
′′ + ∆˜Sn −
(n− 2s)2
4
)v2 = −K
2τ2θ
1−2s
2
n e
τϕu1 in R× S
n
+,
lim
θn→0
θ1−2sn ∂νθ
2s−1
2
n v2 = 0 on R× S
n−1,
(60)
in a weak sense, where for ease of notation we have abbreviated ∆˜Sn := θ
2s−1
2
n ∇Sn ·θ1−2sn ∇Snθ
2s−1
2
n .
Up to boundary terms, this yields the splitting into the symmetric and antisymmetric parts of
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the operator:
S = ∂2t + τ
2|ϕ′|2 + ∆˜Sn −
(n− 2s)2
4
,
A = −2τϕ′∂t − τϕ
′′.
Hence, the commutator becomes
[S,A] = −4τϕ′′∂2t − 2τϕ
′′′∂t − 2τϕ
′′′∂t − τϕ
′′′′ + 4τ3(ϕ′)2ϕ′′.
Thus, after integrating by parts, we obtain that for Lϕ = S +A
‖Lϕv2‖
2
L2 = ‖Av2‖
2
L2 + ‖Sv2‖
2
L2 + ([S,A]v2, v2)
− 2τ(ϕ′ lim
θn→0
θ
2s−1
2
n ∂tv2, lim
θn→0
θ1−2sn ∂νθ
2s−1
2
n v2)0
+ 2τ( lim
θn→0
θ1−2sn ∂νθ
2s−1
2
n ∂tv2, lim
θn→0
θ
1−2s
2
n v2)0.
(61)
We note that both boundary terms are well-defined (for the first one, this follows from the
assumption that the Neumann derivative is in L2, for the second one, it follows from the fact that
the equation (51) can be differentiated with respect to the tangential direction with a controlled
right hand side) and that by the zero Neumann boundary conditions for v2 both contributions
vanish. Thus, inserting the expression for the commutator into (61) and integrating by parts in
the tangential direction, we further infer
‖Lϕv2‖
2
L2 = ‖Av2‖
2
L2 + ‖Sv2‖
2
L2 + 4τ(ϕ
′′∂tv2, ∂tv2) + 4τ
3((ϕ′)2(ϕ′′)v2, v2)
− 2τ(ϕ′′′∂tv2, v2)− τ(ϕ
′′′′v2, v2).
We remark that by density and approximation arguments in weighted Sobolev spaces, c.f. for
instance [K14], we may assume that u1 ∈ C∞c (R
n+1
+ ), so that we can invoke regularity results
similar as for the Neumann problem from the Appendix of [KRS16], in order to make sense of
the second derivative contributions appearing in the integration by parts estimates. Using the
explicit expression for ϕ (and choosing τ ≥ τ0 for some sufficiently large constant τ0 > 1), the
non-positive terms can be absorbed into the positive commutator contributions, yielding the
bound
‖Lϕv2‖
2
L2 ≥ ‖Av2‖
2
L2 + ‖Sv2‖
2
L2 + 3τ‖|ϕ
′′|1/2∂tv2‖
2
L2 + 3τ
3‖(ϕ′)|ϕ′′|1/2v2‖
2
L2 .(62)
By using the symmetric part, it is further possible to also upgrade this to a full gradient estimate
(i.e. to include the spherical gradient). Although a similar argument will be used in Step 3b
below, we discuss the details: Spelling out the symmetric part S, testing with ϕ′′v2 and using
the explicit form of the Carleman weight as well as the bound (62) yields (for a sufficiently small
constant c > 0)
cτ‖|ϕ′′|1/2θ
1−2s
2
n ∇Snθ
2s−1
2
n v2‖
2
L2 ≤ cτ |(|ϕ
′′|1/2Sv2, v2)|+ cτ‖|ϕ
′′|1/2∂tv2‖
2
L2 + cτ
3‖|ϕ′′|1/2ϕ′v2‖
2
L2
+ cτ
(n− 2s)2
4
‖|ϕ′′|1/2v2‖
2
L2
≤ c‖Sv2‖
2
L2 + cτ
2‖|ϕ′′|1/2v2‖
2
L2 + 2cτ‖|ϕ
′′|1/2∂tv2‖
2
L2
+ 2cτ3‖|ϕ′′|1/2ϕ′v2‖
2
L2 + 2cτ
(n− 2s)2
4
‖|ϕ′′|1/2v2‖
2
L2
≤ ‖Lϕv2‖
2
L2.
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Moreover, combined with the boundary-bulk trace inequality (56), this implies
C‖Lϕv2‖L2 ≥ ‖Av2‖L2 + ‖Sv2‖L2
+ τ1/2‖|ϕ′′|1/2∇˜v2‖L2 + τ
3/2‖(ϕ′)|ϕ′′|1/2v2‖L2 + τ
1
2+s‖|ϕ′′|1/2v2‖0,
(63)
where we abbreviated ∇˜ := (∂t, θ
1−2s
2
n ∇Snθ
2s−1
2
n ).
Step 3: Derivation of the strengthened bulk estimates without logarithmic losses.
Due to the convexification of the Carleman weight ϕ (which gives rise to logarithmic errors
in the form of ϕ′′), the commutator term does not directly control the first two contributions in
(47) (when applied to u2). To infer this additional control, we directly exploit the antisymmetric
and symmetric terms of the operator.
Step 3a: Dealing with the L2 terms. We begin by deriving the additional L2 contribution in
(47). This follows as in [Ru¨15, Remark 4] by studying the contribution ‖Av2‖L2 in (63). Using
the triangle inequality and setting w := θ
2s−1
2
n v2 = e
τϕu2 and v1 := e
τϕu1, where u1 is the
function from Step 1, we have w + v1 = e
τϕu and we obtain
c0‖θ
1−2s
2
n Aw‖L2(R×Sn+) ≥ c0‖θ
1−2s
2
n A(w + v1)‖L2(R×Sn+) − c0‖θ
1−2s
2
n Av1‖L2(R×Sn+)
≥ 2c0τ‖ϕ
′θ
1−2s
2
n ∂t(w + v1)‖L2(R×Sn+) − c0τ‖ϕ
′′θ
1−2s
2
n (w + v1)‖L2(R×Sn+)
− 2c0τ‖θ
1−2s
2
n ∂tv1‖L2(R×Sn+) − c0τ‖ϕ
′′θ
1−2s
2
n v1‖L2(R×Sn+)
≥ 2c0τ‖ϕ
′θ
1−2s
2
n ∂t(w + v1)‖L2((t1,t2+1)×Sn+) − c0τ‖ϕ
′′θ
1−2s
2
n w‖L2(R×Sn+)
− 2c0τ‖θ
1−2s
2
n ∂tv1‖L2(R×Sn+) − 2c0τ‖ϕ
′′θ
1−2s
2
n v1‖L2(R×Sn+).
(64)
Since (for c0 > 0 sufficiently small) the second contribution can be controlled by the commutator
terms in the Carleman inequality for v2 (i.e. by the terms in the second line of (63)) and since
the third and fourth terms are controlled by the Carleman inequality from (58), we only consider
the first term on the right hand side of (64) in more detail. Using the form of ϕ′ and the support
assumption on w + v1 in connection with Poincare´’s inequality yields
‖ϕ′θ
1−2s
2
n ∂t(w + v1)‖L2((t1,t2+1)×Sn+) ≥
1
2
‖θ
1−2s
2
n ∂t(w + v1)‖L2((t1,t2+1)×Sn+)
≥ C−1|t1 − t2|
−1‖θ
1−2s
2
n (w + v1)‖L2((t1,t2+1)×Sn+),
(65)
where we have used that |t1−t2| ≥ 1. This hence implies the desired control on the first contribu-
tion in (49). In particular, returning to Cartesian coordinates yields the desired L2 contribution,
i.e., the control on the first term on the left hand side of (47) (applied to u2).
Step 3b: Dealing with the gradient term. Next we seek to deduce the claimed improved control
on the gradient, i.e. we seek to derive the estimate for the second term on the left hand side of
(47) (applied to u2). This is split into two parts: The antisymmetric part yields improved control
on the radial component of the gradient, while the symmetric part yields improved control on
the spherical part of the gradient. Indeed, using the expression for the antisymmetric part, we
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directly obtain from (64) that
c1‖θ
1−2s
2
n Aw‖L2(R×Sn+) ≥ 2c1τ‖ϕ
′θ
1−2s
2
n ∂t(w + v1)‖L2((t1,t2+1)×Sn+) − c1τ‖ϕ
′′θ
1−2s
2
n w‖L2(R×Sn+)
− 2c1τ‖θ
1−2s
2
n ∂tv1‖L2(R×Sn+) − 2c1τ‖ϕ
′′θ
1−2s
2
n v1‖L2(R×Sn+).
(66)
Since for c1 > 0 small the second, third and fourth contributions can again be absorbed into the
positive commutator terms in (63) and the estimate (58) respectively, we obtain the desired bound
for the radial part of the gradient of θ
1−2s
2
n (w + v1), i.e. we also control the second contribution
in the first line of (49) (even with τ1/2 in front of this term instead of τ−1/2). By the triangle
inequality and the gradient estimates from (58) this also entails estimates for θ
1−2s
2
n ∂tw.
In order to infer the remaining control on the spherical part of the gradient (i.e. on the
contribution ‖θ
1−2s
2
n ∇Snw‖L2(R×Sn+)), we rely on the symmetric part of the operator. More
precisely, for some smooth cut-off function χ which only depends on t, which is supported in
(−∞, t2 + 1) and which is equal to one on (−∞, t2) (the purpose of the cut-off function here is
to only produce L2 terms, which are controlled by the L2 term from (64)) we obtain
−(Sθ
1−2s
2
n w, θ
1−2s
2
n wχ)L2(R×Sn+) = (∂tw, θ
1−2s
n ∂t(wχ))L2(R×Sn+) +
(n− 2s)2
4
(w, θ1−2sn wχ)L2(R×Sn+)
− τ2((ϕ′)2w, θ1−2sn wχ)L2(R×Sn+) + (∇Snw, θ
1−2s
n ∇Snwχ)L2(R×Sn+)
+ ( lim
θn→0
θ1−2sn ν · ∇Sn−1w, lim
θn→0
wχ)0.
(67)
If multiplied by c2|t1− t2|−2 > 0 (where c2 > 0 is a sufficiently small constant), the non-positive
terms are controlled by terms, which are already present on the left hand side of the Carleman
inequality (i.e. by terms from (63) and by terms from Step 3a). More precisely, (after multiplying
the whole expression in (67) by c2|t1 − t2|−2) the only non-positive bulk terms are given by
−
c2
2
|t1 − t2|
−2(w, θ1−2sn wχ
′′)L2(R×Sn+) − c2|t1 − t2|
−2τ2((ϕ′)2w, θ1−2sn w)L2(R×Sn+),(68)
which can be absorbed into the left hand side of (65) if c2 > 0 is sufficiently small (we remark
that the first term in (68) comes from the term (∂tw, θ
1−2s
n ∂t(wχ))L2(R×Sn+) if the differentiation
falls on χ and a subsequent integration by parts). The boundary term in (67) is well-defined and
vanishes, which can be seen by an argument similar as the one used in Step 2. Hence, we obtain
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that
c2|t1 − t2|
−2‖θ
1−2s
2
n ∇Snw‖
2
L2((t1,t2)×Sn+)
≤ c2|t1 − t2|
−2|(Sθ
1−2s
2
n w, θ
1−2s
2
n wχ)L2(R×Sn+)|+ Cc2‖θ
1−2s
2
n Aw‖
2
L2(R×Sn+)
+ Cc2|t2 − t1|
−2|([S,A]θ
1−2s
2
n w, θ
1−2s
2
n w)L2(R×Sn+)|
+ C‖eτϕθ
1−2s
2
n f‖L2(R×Sn+) + Cǫτ
1−s‖eτϕh‖0
≤ c2|t1 − t2|
−2‖Sθ
1−2s
2
n w‖
2
L2(R×Sn+)
+ c2|t1 − t2|
−2‖θ
1−2s
2
n w‖
2
L2(R×Sn+)
+ Cc2‖θ
1−2s
2
n Aw‖
2
L2(R×Sn+)
+ Cc2|t2 − t1|
−2|([S,A]θ
1−2s
2
n w, θ
1−2s
2
n w)L2(R×Sn+)|
+ C‖eτϕθ
1−2s
2
n f‖L2(R×Sn+) + Cǫτ
1−s‖eτϕh‖0
≤ C‖Lϕθ
1−2s
2
n w‖L2(R×Sn+) + C‖e
τϕθ
1−2s
2
n f‖L2(R×Sn+) + Cǫτ
1−s‖eτϕh‖0.
In particular this contribution is controlled by the Carleman inequality (by assumption we have
that |t1 − t2| ≥ 1), we therefore also obtain that the full gradient term
c2|t1 − t2|
−1‖θ
1−2s
2
n ∇Snw‖L2((t1,t2)×Sn+) + c2|t1 − t2|
−1‖θ
1−2s
2
n ∂tw‖L2((t1,t2)×Sn+)
is controlled by the Carleman inequality. This concludes the argument for adding the two terms
on the left hand side of (47) (for u2).
Step 4: Combination of Steps 1-3. We combine the estimates for u1 and u2. By virtue of the
triangle inequality and abbreviating ∇ = (∂t,∇Sn), this yields
τ1/2‖eτϕ(ϕ′′)1/2θ
1−2s
2
n ∇u‖L2 + τ
3/2‖eτϕ(ϕ′′)1/2θ
1−2s
2
n u‖L2
+ Cτ
1
2+s‖eτϕ|ϕ′′|1/2u‖0 + |t2 − t1|
−1‖eτϕχ˜θ
1−2s
2
n u‖L2 + |t2 − t1|
−1‖eτϕχ˜θ
1−2s
2
n ∇u‖L2
≤ τ1/2‖eτϕ|ϕ′′|
1
2 θ
1−2s
2
n ∇u1‖L2 + τ
3/2‖eτϕ|ϕ′′|
1
2 θ
1−2s
2
n u1‖L2 + τ
1
2+s‖eτϕ|ϕ′′|1/2u1‖0
+ |t2 − t1|
−1‖eτϕχ˜θ
1−2s
2
n u1‖L2 + |t2 − t1|
−1‖eτϕχ˜θ
1−2s
2
n ∇u1‖L2
+ τ1/2‖eτϕ|ϕ′′|
1
2 θ
1−2s
2
n ∇u2‖L2 + τ
3/2‖eτϕ|ϕ′′|
1
2 θ
1−2s
2
n u2‖L2 + τ
1
2+s‖eτϕ|ϕ′′|1/2u2‖0
+ |t2 − t1|
−1‖eτϕχ˜θ
1−2s
2
n u2‖L2 + |t2 − t1|
−1‖eτϕχ˜θ
1−2s
2
n ∇u2‖L2
≤ C‖eτϕθ
2s−1
2
n f‖L2 + Cτ
1−s‖eτϕh‖0 + CK
2τ2‖eτϕθ
1−2s
2
n u1‖L2
≤ C‖eτϕθ
2s−1
2
n f‖L2 + Cτ
1−s‖eτϕh‖0.
(69)
Here χ˜(t) denotes the characteristic function of the interval (t1, t2). Rewriting (69) in Cartesian
coordinates, then concludes the argument for the proposition. 
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