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Many production system machines have been proposed to speed up the execution of
production system programs Most of them are implemented based on conventional control
ow model of execution which is limited by the von Neumann bottleneck In this paper
we propose DFLOPS a new multiprocessor data ow machine for parallel processing of
production systems Rule programs are compiled into data ow graphs and then mapped
into DFLOPS processing elements Three levels of parallelism Rule Level Parallelism
RHS Level Parallelism and LHS Parallelism are fully exploited to achieve high performance
The design and implementation of DFLOPS is presented in detail The distinguishing
characteristics of this proposed machine lies in its simplicity fullypipelined processing
and 	ne grain parallelism The initial results reveal that the performance of production
systems is greatly improved
Keywords Parallel processing Data ow machine Production systems
Pipeline processor and Compilation
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  Introduction
Although production systems have been widely applied in the implementation of a number of
knowledgebased expert systems 	 the major problem faced by expert system technology
is e
ciency The main technique to increase the processing speed of a production system is
through parallelism and compilation DFLOPS fully exploits both techniques
Many eorts have been proposed to speedup the performance of production system pro
grams In software approaches Forgy presented the RETE match algorithm developed for
the OPS production system interpreter to reduce redundant pattern matching	 Schor
et al modied the operations of RETE network to achieve improvement in e
ciency and
rule clarity	 Miranker proposed the TREAT matching algorithm	 and lazy matching
to improve the matching time 	 In hardware approaches Stolfo gave four parallel matching
algorithms and a parallel execution algorithm based on DADO machine a treestructured par
allel machine for large rulebased expert systems      	 Gupta implemented OPS
production system on DADO to perform parallel matching 	 Oazer proposed partitioning
algorithms for production systems to maximize the eect of parallel matching	 However
in those parallel approaches most of the production system machines are implemented in con
ventional control ow model of execution which is limited by the von Neumann bottleneck
Gaudiot illustrated that production systems can be mapped on datadriven architecture 	
and pointed out that the datadriven model of execution has been proposed as a solution to
solve the von Neumann bottleneck Instead of designing a new architecture for datadriven
production systems a RETE network was compiled into a data ow graph which was then
mapped into the MIT Tagged Token data ow computerTTDA for parallel processing There
are some drawbacks in this approach First compiling a RETE network into ID language is
complex second since a condition element with  attributes may generate more than ten
times this number of actors in data ow graph namely more than   nodes the performance
is degraded when the graph is mapped into a general purpose data ow architecture such as
the MIT TTDA third conict resolution strategies are hard to implement since it is control
oworiented fourth MIT TTDA does not work well for symbolic computations and nally
good performance requires not only parallel rule matching but also parallel rule ring
The main contributions in this paper are as follows rst DFLOPS a new data ow ma
chine with RISClike processors is developed to directly support parallel production systems
second LHS and RHS of a rule program are directly compiled into DFLOPS instructions and
a set of tokens and then map them into DFLOPS processing elements third three levels of
parallelism Rule Level Parallelism RHS Level Parallelism and LHS level Parallelism are fully
employed fourth DFLOPS exploits both compilation technique and parallelism to achieve
high performance
The distinguishing characteristics of the proposed machine lies in its simplicity fully
pipelined processing and ne grain parallelism The preliminary results reveal that higher
performance can be achieved and the eectiveness may be superlinear
Section  presents a brief introduction to OPS production systems and data ow compu
tations Some potential problems with data ow computation of production systems are also
identied The design of tokens and instructions and an algorithm to compile a rule program
into DFLOPS tokens and instructions are presented in section  The design and implemen
tation of DFLOPS is presented in detail in section  Section  gives an example showing how
this machine works The results evaluation is discussed in section  Finally the conclusion
and remarks are given

 Production Systems
A production system 	 is dened by a set of rules or productions which form the production
memory PM together with a database of assertions called working memory WM and an
inference engine which executes the rules with a cycle consisting of three action states
 Match the interpreter identies all the rules whose conditions are satised by the current
contents of the WM
 Select the interpreter applies some conict resolution strategies to determine one dom
inant rule for execution
 Execute the interpreter executes the rule selected and the working memory is modied
by the action part of the selected rule
OPS 	 supports forward chaining mechanism and LEX or MEA conict resolution
strategies to select the best rule to re Each unit of WM consisting of a class name
and several attributevalue pairs is called working memory elementsWMEs Each WME is
associated with an integer called time tag Time tag is used in conict resolution strategies
For example Peter is the manager of Marketing department can be expressed as
  manager name Peter dept Marketing
The time tag of the WME is  Each rule in the PM consists of a rule name followed by
a conjunction of condition elements called its lefthand sideLHS and a set of actions called
its righthand side RHS There are two kinds of condition elements in production rules
positive condition elements that are satised when there exists a matching WME and negative
condition elements that are satised when no matching WME is found Negative condition
elements are marked  in a production rule For example

p Addboss
 manager name mn dept d
 employee name en dept d
  boss bname mn enameen
 
 make boss bname mn enameen
The rule can be interpreted as if there is a manager with name mn of department d
and there is an employee en of department d but there is no fact like mn is the boss
of en then create a new fact and insert it into the WM
  RETE Matching Algorithm
The RETE matching algorithm	 is a very e
cient approach for matching many objects
against many rules It compiles the LHS of the production rules into an augmented data
ow network called RETE network The network contains a root node to distribute incoming
tokens to other nodes a set of oneinput nodes to test intraelement features a set of two
input nodes to test the interelement features and a set of terminal nodes to report the rule
instantiations that are satised and ready to re The RETE network is constructed based on
structural similarity
Since there is little change in the working memory between recognizeact cycles alpha and
beta memories are introduced to keep the partial match information This strategy is called




























Figure  RETE Network
   Parallelism of Production Systems
Many methods had been proposed to improve the performance of production systems The
software approaches   	 can be classied as changing representation of important
data structure andor implementation of important operations reducing processing by han
dling common cases e
ciently matching rules against working memory on demand compiling
and optimizing  	 In hardware approaches some production system machines 
     	 have been constructed There are three applicable parallelism in production
systems
 Rule level Parallelism At each match state the interpreter identies all the rules whose
LHS are satised by current contents of the working memory Those matched rules that
need not be synchronized can be red in parallel Thus several rules can be red at the
same recognizeact cycle if the nal result is the same as ring one rule at each of several
consecutive recognizeact cycle
 LHS level Parallelism Production rules can be distributed to dierent PE so that
a SUBRETE network can be constructed in each PE to match the production rules
Matching the LHS of the production rules with the current working memory can be
carried out in each PE simultaneously Since the original RETE network in a single
processor is divided into several SUBRETE networks the time required for the matching
phase can be considerably reduced Performance evaluation of LHS parallelism can be
found in 	
 RHS level Parallelism The actions of a rule being red can be assigned to dierent
processors so that several dierernt actions of the RHS can be processed simultaneously
Among them the most signicant parallelism are the rule level parallelism and the LHS
level parallelism The latter reduces the matching time and the former reduces the total
number of recognizeact cycles
  Data Flow Computations
Most data ow machines such as MIT TaggedToken Dataow Architecture	 Monsoon
	 EM	 were designed for generalpurpose parallel numerical computations As for data
ow symbolic computations GAMMA	 AGM	 KARDAMOM	 have demonstrated that
the data ow principle can be applied in database applications We will demonstrate that data
ow principle can also be applied in expert systems

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Figure  Data Flow Computations
  Datadriven Numerical Computations
Information items in a data ow computer appear as operation packages and data tokens	
Each operation package or instruction consists of an operator operands and the destinations
to which the resulta new data token will be sent Instructions are activated by the availability
of the data tokens and the enabled instructions can be executed simultaneously A data token is
formed with a result value and its destinations Data ow programs are represented by directed
graphs nodes and arcs represent operation packages and the values in the arcs represent data
tokens When a token ows into a twoinput node it will check if its partner has been stored
If so the operation package is executed and one or more new tokens are generated and sent
to their destinations Otherwise it will discard the destination part and store the value part
of the token An example executing a   b c   d is shown in Figure a
   Datadriven symbolic operations in production systems
The suitability of the datadriven execution model for production systems was discussed in 	
Here we discuss some dierences between datadriven numerical computations and symbolic
computations of productions systems
 Data grain Data grain is the unit of data to be processed in a token A token passed
between operation packages in numerical computations is a value and its destinations
while a token in production systems is a working memory element and its destina
tions In Figure a the data grain of numerical computations is a valuesuch as    
   and  In Figure b the data grain of production systems is a WMEsuch as
manager name John dept CS employee name Mary dept CS and manager
name John dept CS employee name Mary dept CS
 Data persistence When a new token is generated indicating whether old tokens are
removed or not is called data persistence In numerical computations once the new
data are calculated the old ones are no longer needed In the example of Figure a
once a   b is computed a and b are no longer needed In symbolic processing the new
and old data or WMEs always persist unless an explicit delete command is issued In
the example of Figure b the WME of leftright incoming token for the twoinput

nodemanagerdept  employeedept is rst stored in a leftright alpha memory then
matches against the WMEs stored in rightleft alpha memory If the test operation
succeeds a new token is generated The WMEs stored in left and right alpha memories
are kept whether the test operation succeeds or not
 Onetomany vs onetoone matching Datadriven numerical computation is one to
one matching while datadriven symbolic computation may be one to many matching
For the twoinput node in datadriven numerical computations one rightleft token can
match only one leftright token so the present bit mechanism used in MIT TTDA is
su
cient to check if both incoming tokens are ready In production systems a leftright
token may match many rightleft tokens in the opposite arc For example suppose
initially two tokens employee name Mary dept CS and employee name Tom dept
CS have owed into the twoinput node shown in Figure b These two WMEs are
kept in the right alpha memory of the twoinput node Now suppose a manager token
ows into this node this will cause two new tokens to be generated So we need more
sophisticated mechanisms to deal with such joinlike operations in datadriven symbolic
computations
 Function units In numerical computations matrix computations such as matrix addi
tions multiplications are the critical points where the parallelism lies and these opera
tions require hardware support while in symbolic computations data retrieval number
and string comparisons require hardware support to achieve high performance
LR memory is introduced to solve the data persistence problem and token matcher is
designed to deal with onetomany matching They are presented in detail in session  Based
on these observations we now design a new data ow machine for production systems
 Data Flow Programs for Production Systems
In order to execute production system programs in a data ow machine a rule program must
be compiled into a data ow graph and then the data ow graph must be mapped into the
data ow processing elements A rule program consists of a set of rules and a set of WMEs
The set of rules form a data ow graph and the set of WMEs form a set of tokens and a
database which stores the real data A data ow graph is composed of a set of nodes and a set
of directed edges connecting these nodes A node and the outgoing arcs of the node in a data
ow graph is an operation package In this section we rst design formats of data tokens and
the instruction sets or operation packages for parallel processing of production system then
we present an algorithm to compile rule programs into data ow graphs
 Tokens in DFLOPS
When a WME is created by a make command the data is stored into the WM and a positive
token is generated when a WME is deleted by a remove command the data is removed from
the WM and a negative token is generated A token carries the information of which instruction
to be executed and which data to be operated It has four elds





where IP is a pointer to an instruction to be executed Action is either add denoted by 
















































Figure  Multiple destinations problem and Fork instructions
a set of record pointers A token with  in Action eld is called a positivenegative token
Also a token sent to a twoinput node from a leftright arc is called a leftright token
  DFLOPS Instructions
A DFLOPS instruction consists of  elds
opcode





The opcode species which operation to be performed A record index RI pointing to a
WME or a record and a eld index FI indicating one eld of the WME together specify an
operand Thus RI  and FI  specify the rst operand and RI  and FI  the second operand
They will be used to fetch the data by operand fetch units and the instruction is executed in
a function unit Dest  and Dest  contain two pointers pointing to next instructions to
be executed In a RETE network when a leftright token ows into a twoinput node it will
match against all the tokens stored in the rightleft alpha memory A LR memory ag and a
LR memory pointer together specify a alpha or beta memory Thus ag  and Ptr  specify
the alpha or beta memory for the the instruction pointed by Dest  if it is a twoinputnode
instruction and ag  and Ptr  for the instruction pointed by Dest 
In general a new token may be forwarded to more than two destinations Fork instructions
are introduced to deal with this situation For example if a token will be forwarded to four
dierent destinations two Fork instructions are introduced and copy the incoming token into
four outgoing tokens as shown in Figure 
The DFLOPS instructions have two kinds of instructions oneinputnode instructions
and twoinputnode instructions Oneinputnode instructions are similar to the selection
operations and twoinputnode instructions join operations in database systems Both one
inputnode and twoinputnode instructions have two operands but the former contains one
constant operand and one operand from a WME while the latter has both operands from
WMEs The DFLOPS instruction set is shown in the Appendix
 Compiling Rule Programs
A rule program is compiled into ve les token le	 data le	 instruction le	 LHS constant le
and RHS template le The toplevel commands make remove and modify commands create
the token le and data le These commands are compiled as following A make command in



































Figure  Architecture of DFLOPS
remove generates a negative token but does not creates a WME and a modify rst generates
a positive token and copies the bound WME to WM and then generates a negative token to
remove the old WME
The set of rules of a program is compiled into an instruction le	 a LHS constant le and
a RHS template le A LHS constant le holds all constants in LHS of rules and A RHS
template le holds all templates in RHS A template is a mixture of constants and variables
An instruction le is a data ow graph which contains set of nodes to be executed
Compiling the LHS of a rule program into a data ow graph is similar to the process of
generating a RETE network except there is no root node instead each class name test becomes
a parent node The algorithm for compiling a production system program into DFLOPS
instructions is shown in Algorithm I in the Appendix Note that the compiler compiles both
LHS match and RHS action into DFLOPS instructions
A rule program to solve puzzle problem the correspondent data ow graph and the ve
output les are listed in appendix A
The following section describes the architecture of proposed data ow machine for parallel
processing of production systems in detail
 The Architecture of DFLOPS
DFLOPS evolved from MIT TTDA consists of a set of processing elementsPEs a set
of interleaved memory modulesMMs and a switching network connecting PEs and MMs
The architecture is shown in Figure  The interleaved memory modules serve as buers for
instruction memory local working memory and LR memory Messages in the interprocessor
network are simply tokens
We rst present the architecture of DFLOPS processing element in detail then we show
how DFLOPS processing element works in detail Readers are encouraged to refer to Figure 
while reading this section
 DFLOPS Processing Element
A DFLOPS processing element shown in Figure  consists of eight pipeline stages Instruc





















































































































































































































Figure  A Data ow Processing Element of DFLOPS

tion UnitTCU Token FormerTF Token CheckerTC and Token MatcherTM three
local memories Instruction MemoryIM Local Working MemoryLWM and LR Mem
oryLRM two Token Queues Executable Token QueueETQ and MatchWaiting Token
QueueMWTQ The following subsections describes a PE in detail
 Instruction Memory
A DFLOPS instruction le is loaded and stored in an instruction memory before a PE starts
execution When a token is been processed by the instruction fetch unit of a PE an instruction
is fetched from Instruction Memory according to the IP eld of the incoming token The
fetched instruction is sent to Operand Fetch Units
  Local Working Memory
Local working memory keeps the WMEs in data le the constants in LHS constant le and the
templates in RHS template le During execution WMEs are inserted deleted and modied
while constants and templates remain unchanged Operand Fetch Units retrieve the actual
data to be operated from local working memory based on the record index	 eld index and the
WMEs bound in a incoming token The data will be operated in Function Unit in the next
machine cycle
 LR Memory
LR memory is designed to handle the one to many matching ie joining operations and data
persistence discussed in section  It consists of L and R Memories LR Memory serves as the
LeftRight alpha andor beta memories in the RETE network Every entry in LR memory
has two elds TimeTags and Link When a token ows into a twoinput node the TTTT
of the token is stored in the entry of LR memory specied by Flag Flag  and Ptr Ptr
 Since there are more than one time tags that can be stored in an alpha or beta memory
tags are chained by the Link eld The function of the Link eld of LR Memory is similar to
the present bits mechanism in MIT TTDA If the value of the Link of the start point of an
alpha or beta memory is negative then this memory is empty namely it contains no data if
the value is positive then there is more than two data stored in this memory otherwise the
value is zero and that indicates there is only one data in this memory Link    in an entry
also means that this entry is the last element in an L or R memory
A token coming into a twoinput node from the leftright is rst inserted into the L

R
Memory and then is matched against the corresponding RL Memory The combined tokens
are generated and forwarded into the Executable Token Queue waiting for processing The
above operations are repeated until the value of a Link is zero or negative
 Token Queues
There are two tokens queues Executable Token QueueETQ and MatchWaiting Token
QueueMWTQ in a DFLOPS PE ETQ keeps all the tokens ready to be executed Three
sources token checker token matcher and other processing elements can generate and forward
tokens to ETQ
MWTQ keeps all the tokens whose IP value points to a twoinput node Token Matcher
will fetch tokens from MWTQ and matches against the LR memory The matching operations
is explained in subsection 

  Pipeline Operations
There are eight RISClike pipelined stages in a PE They execute concurrently without suer
ing the pipeushing phenomena when a branch instruction executes in a RISC architecture
The DFLOPS can be subdivided into execution pipe and match pipe based on the func
tionalities The execution pipe processes the tokens in Executable Token Queue while the
match pipe processes the tokens in MatchWaiting Token Queue The execution pipe con
tains Executable Token Queue Instruction Fetch Unit Instruction Memory Operands Fetch
Units Local Working Memory Function Unit Tag Computation Unit Token Former and
Token Checker the match pipe contains MatchWaiting Token Queue Token Matcher and LR
memory The follow subsections show in detail how the DFLOPS PE works
  The pipeline operations of execution pipe
The execution pile is to execute the tokens ready to be executed in ETQ The followings
explain the pipeline operation of execution pipe in a DFLOPS PE




 from ETQ and then
fetches the instruction from the Instruction Memory specied by the IP eld of the






























 is used by the Operand Fetch Units to fetch the operands





 by the Tag Computation Unit to compute the instruction pointers of the




 by the Token Checker to
decide the new generated token to be sent to ETQ or MWTQ






















 If the test succeeds the execution
ag will be set In the same time the addresses of next instructions to be executed are
computed by the Tag Computation Unit and sent to the Token Former NextIP
 
is




by adding IP and d
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in the instructions of Table  are precalculated for convenient explanation these values
of the destinations shall be the oset of current instruction For example the rst entry
of the Table  shall be TEQA   N N 
 The Token Former checks the execution ag set by FU If the ag is SUCCESS then





 otherwise TF discards all the data sent from FU and TCU
 Finally the Token Checker checks if the IP of the new token is local If not the token is





ags If the ag is N ie the instruction to be executed is an
oneinputnode instruction the new token is sent to ETQ otherwise it must be L or
R ie the instruction to be executed is a twoinputnode instruction and the token
is sent to MWTQ to nd its partners
The Execution pipe keeps processing tokens in ETQ until all the tokens are processed































Figure  a The operation of Token Matcher
   The Operations of Match Pipe
Token Matcher rst fetches a token form MWTQ and inserts the time tag of the token into









against the corresponding RL Memory If Link eld in LR Memory is positive or zero the
matched time tagTT
matched




are combined into a






 is generated and
owed to Executable Token Queue Token Matcher repeatedly applies these operations until
the last element is matchedie Link   
The example shown in Figure  illustrates how Token Matcher works in detail Part of
the RETE Network for the addboss rule shown in Figure  is used as an example The
instruction node  is an oneinput node which checks if the class name is equal to manager
ie class  manager and the instruction node  is a twoinput node which checks if the
the manager and employee are in the same department ie managerdept  employeedept
Suppose we have the following database
	 employee name Mary dept CS

	 employee name Ben dept EE
	 employee name Tom dept CS
	 manager name John dept CS
Figure a shows that three employee records with time tags  have been processed and
stored in LR memory They are chained by link elds Now the manager token    
ows into the instruction node  waiting for execution
After the token    has been executed in node   TEQA    LN 
a new token     is generated by the execution pipe as Figure b shown This
token is owed to MWTQ because the the LR memory ag f
 
 of node  is L Token
matcher works as follows rst it fetches this token from MWTQ and stores the time tag of




 second it matches this token against the
time tag list stored in RM	 three time tags are matched and three new tokens    

































Figure  b The operation of Token Matcher
 Parallel Executions
 Execution Models
After a rule program is compiled into DFLOPS instructions WMEs tokens LHS constants
and RHS templates which are respectively stored in instruction le data le token le con
stant le and template le the coordinator loads the constants and the templates into local
working memory of each PE To achieve high performance instructions WMEs and tokens
are partitioned The more carefully the data and instructions are partitioned the higher per
formance one can get The partitioned instructions WMEs and tokens are loaded into PEs
DFLOPS iteratively performs the following steps until the goal is satised or no more progress
can be made
 match All PEs perform LHS match Whenever a rule is matched DFLOPSs PE reports
the instantiation to the coordinator and the coordinator performs the conict resolution
on the y When there is no more work to do each PE send a nish signal to the
coordinator
 Select After receiving all the nish signal from each PE the coordinator decides which
rules should be red in each PE and send the go signal to each PE
 execute Each PE executes its RHS actions
Several conict resolution strategies can be applied to select a rule or a set of rules to re
Thus we have the following execution models
 Model A LEX or MEA conict resolution strategy
All PEs perform LHS match and report the matched rules to the coordinator When
there is no more work to do PEs send nish signals to the coordinator Whenever
receiving an instantiation the coordinator performs LEX or MEA conict resolution
strategy After receiving nish signals from all PEs the coordinator chooses the best

rule to re based on the recency and specicity and sends a go signal to the PE who
contains the best rule The PE executes the RHS actions and broadcasts the changed
WMEs to other PEs
 Model B Fireall strategy
All PEs perform LHS match but do not report the matched rules to the coordinator
When there is no more work to do PEs send nish signals to the coordinator After
receiving nish signals from all PEs the coordinator broadcasts a go signal to all PEs
All PEs execute the RHS actions and broadcast the changed WMEs to other PEs
 Model C LEX or MEA conict resolution strategy with rule analysis
Rules dependency ie which rules can be red in parallel and which rule cannot can
be analyzed by the dependency propagation algorithm at compiled time	 so a rule
dependency matrix is constructed and kept in the coordinator to decide which rules
can be red in parallel without changing the semantics of production systems This
model works as follows All PEs perform LHS match and report the matched rules to
the coordinator When there is no more work to do PEs send nish signals to the
coordinator Whenever receiving an instantiation the coordinator decides which rules
can be executed in parallel based on the rule dependency matrix After receiving nish
signals from all PEs the coordinator chooses the best rule and the rules that dont
interfere with the best rule and sends go signals to PEs who contain one of the rules
to be executed The PEs executes the RHS actions and broadcasts the changed WMEs
to other PEs
 Model D Meta rules
Meta rules are a set of rules to decide which instantiations in a conict set shall be
synchronized	 Meta rules can be compiled into token instructions as the production
rules described in section  The compiled meta rule instructions are then stored in the
coordinator This model works as follows All the PEs perform LHS match and report
the matched rules to the coordinator When there is no more work to do PEs send
nish signals to the coordinator Whenever receiving an instantiation the coordinator
performs conict resolution strategy by matching the instantiation to those meta rules
Some instantiations are deleted others survives After receiving nish signals from all
PEs the coordinator sends go signals to PEs who contain one of the survived rules to
be executed The PEs executes the RHS actions and broadcasts the changed WMEs to
other PEs
The Model D hasnt been implemented yet In the example shown in next subsection we
uses a simple hash function namely module N to partition the WMEs and tokens but does
not partition the instruction memory
  An Example
In this subsection well illustrate how DFLOPS works by using the puzzle program in Figure 
and the initial database in Table  Although the following subsection describes the pipeline
operations in a single PE readers can imagine that a set of PEs execute concurrently We
assume each stage in a PE can nish its job in one machine cycle time
Table  shows a timestage execution snapshots of executing the puzzle program inside a
PE The values in column A indicates the ith machine cycle column B shows the tokens to be

executed at the ith machine cycle Column C to column I are the pipeline stages of execution
pipe Column J is the pipeline stage of match pipe column K describes the types of operations
in FU for explanation purpose If the IFU fetches an instruction at ith cycle time then FOFU
processes this token at 
ith cycle SOFU at 
ith cycle FU and TCU at 
ith cycle
TF at 
ith cycle and TC at 
ith cycle
Column C shows the instruction pointers fetched by IFU The operands to be operated
in FU are extracted from local working memory by FOFU and SOFU the rst operands are
shown in column D and the second ones in column E Column F holds the values of execution
ag set by Function Units S means test Succeeds namely the instruction executed in
FU is successful and a new token will be generated by Token Former F means test Fails
and this token is discarded The values in column G are the next instruction pointers to be
executed The values in column H indicates whether new tokens are generated or not Y
indicates one or two new tokens are generated and N means no token is generated The data
in column I indicates the new generated token will be sent to ETQ MWTQ or the network
M in column I means Token Checker forwards the token to MatchWaiting Token Queue E
to Executable Token Queue G to the interconnection network and  means no operation
N in column J means the MWTQ is empty and Token Matcher is idle Y means a token is
inserted to LR memory but no token on the other side can be matched therefore no token is
generated a pair of numbers in column J means matched tokens are generated and forwarded
to Executable Token Queue Readers are encouraged to see the appendix for more detail
explanations
 Results
 Fine Grain Parallelism
DFLOPS exploits three kinds of parallelism rst each PE executes in parallel second the
execution pipe and the match pipe in a PE executes in parallel nally each pipeline stage in
an execution pipe execute in pipelined fashion
The machine normally executes MIMD mode ie each PE executes dierent node instruc
tions or rules with dierent WMEs It also can execute SIMD and MISD modes SIMD mode
in production systems machine is to execute the same rule with dierent WMEs in dierent
PEs MISD mode is to execute dierent rules with the same WMEs in dierent PEs To
execute SIMD mode WMEs are partitioned into several buckets by a hash function and then
load the same instructions and one of the buckets to a PE To execute MISD mode Rules are
partitioned into the sets and then load one set and the same WMEs to a PE MISD is similar
to Copy and Constraint technique	
  Simulation Environment
The DFLOPS simulator is implemented with execution models A B and C The software
environment is shown in Figure  An OPS compiler is implemented to compile a rule
program into instruction le LHS constant le RHS template le data le and token le we
are writing SQL compiler for SQL languages and other compilers for some others high level
languages such as Datalog

Table  An example of pipeline operations in a PE
Execution Pipe Match Pipe Comments
A B C D E F G H I J K
Time Executable IF FOFU SOFU FU TCU TF TC TM
Token IP data  data d d
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Figure  DFLOPS Software Environment
 Performance Evaluation
In this experiment the sequential execution time of a run is calculated by the number of tokens
executed in LHS match plus the number of tokens executed in RHS action The parallel
execution time of a run in DFLOPS is complicated for the the matching phase overlaps
selecting phase in each cycle and the action phase in ith cycle overlaps the matching phase in
ith cycle The parallel execution time is measured by recording the total machine cycles
executed in DFLOPS
The speedup of parallel execution is determined by the sequential execution time SET over
the parallel execution time PET
Speedup  average SET  average PET
The eectiveness is calculated by speedup over the number of PEs used
Effectiveness  Speedup  the number of PEs used
For the sequential execution time we run ve cases for the puzzle program PP PP
PP PP  and PP The only dierence among them is the number of puzzle pieces PP
has   puzzle pieces Each puzzle piece has  edges Thus the the number of initial WMEs
is  The numbers of puzzle pieces initial WMEs tokens executed in LHS tokens executed
in RHS and the total number of tokens executed are shown in Table 
For the parallel execution there are  execution models proposed on previous section The
following evaluation of DFLOPS is based on Model C The reason we use this model is that
the results of this model are the same as those of sequential execution with LEX and MEA
semantics

Table  Sequential Execution Time
PP PP PP PP  PP 
 of Puzzle Pieces   
     
 of initial WMEs      
 of tokens executed in LHS   
    
  
 of tokens executed in RHS       

Total  of tokens executed     
  
Total machine cycle time executed     
  
Table  Parallel Execution Time
PP PP PP PP  PP 
 of PEs used        

Total  of tokens executed     

 
Total machine cycle time executed        
Speed up  
  
   
Eectiveness          
To evaluate the of the performance of DFLOPS we rst partition the WMEs into two sets
border pieces WMEs ie the pieces with shape    and nonborder pieces ie the pieces
with shape    then the nonborder pieces are further partitioned into N buckets by module
N function The N buckets are mapped into N DFLOPS PEs For example in PP
nonborder pieces are hashed into  buckets so four PEs is used to hold these four buckets
and one more PE is used to hold the bucket with border pieces By partitioning the data into
several subsets a lot of useless join operations are eliminated and higher performance can be
achieved
The parallel execution time speedup and eectiveness are shown in Table  Figure 
shows the speedup in dierent number of PEs used Figure  also shows that DFLOPS scales
well as the problem size increases
Due to the preprocessing of the WM ie partitioning the WMEs into several disjoint
subsets the eectiveness in case PP PP PP  PP is superlinear Considering joining
two WME classes A with M records and B with N records we need M  N operations if
we join them in one PE If we can partition them into k disjoint subsets ie each with Mk
records in A and Nk in B then each PE takes only M  Nk

operations It is obvious
that careful partitioning should be concerned to ensure correctness as well as to achieve high
performance
 Conclusions
In this paper we rst analyze dierences between datadriven symbolic and numerical compu
tations then propose a new data ow machine for parallel processing of production systems A
compiler is developed to compile production system programs into DFLOPS instructions The
architecture and an example to illustrate how this machine work are discussed in detail Unlike
traditional data ow machines which are suitable for numerical computations our model is
designed to perform datadriven symbolic computations e
ciently We also demonstrate that
data ow principle can be applied in expert systems





















Figure  The Speedup of DFLOPS
cessing and ne grain parallelism Three levels of parallelism rule level parallelism LHS level
parallelism and RHS parallelism in production systems are fully exploited to achieve high per
formance MISD SIMD andor MIMD modes of parallel processing can be exploited in this
machine according to the properties of applications This machine is suitable for distributed
production systems as well as expert database systems Our parallel execution model exploits
not only parallel matching but also parallel ring and selection Thus the performance of
production systems is greatly improved The initial results show high speedup is achieved and
the eectiveness is superlinear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A APPENDIX
A DFLOPS Instruction set
Table  DFLOPS Instruction Set
OneInputNode Instructions
Format Comment
TEQA string  string test string  		 string
TNEA string  string test string  	 string
TEQN number  number test number  		 number
TNQN number  number test number  	 number
TGEN number  number test number  	 number
TGTN number  number test number   number
TLEN number  number test number  	 number
TLTN number  number test number   number
FORK duplicate tokens
TERM report instantiation
DELE WME delete the WME
COPY WME copy a WME and attach a new time tag to it
UPDT WMEled data update the value of an attribute of a WME
SEND messagee send a message to other processing elements
GENT generate a new token
TwoInputNode Instructions
Format Comment
JEQA string  string join if string  		 string
JNEA string  string join if string  	 string
JEQN number  number join if number  		 number
JNQN number  number join if number  	 number
JGEN number  number join if number  	 number
JGTN number  number join if number   number
JLEN number  number join if number  	 number
JLTN number  number join if number   number
A  Algorithm I The algorithm to generate DFLOPS instructions
Algorithm Compiling a rule program
input a rule program




for each rule r in the program

	
 compiling the LHS of a program 
	
currentvariables 	
 set currentvariables empty 
	
for each condition element ce in the rule r

if there is a node testing class name of ce
then follow the link and call it parent node pnode
else 
generate oneinput node to test the class name
insert the class name to LHS constant file
and call it parent node pnode

for each constant test in the condition element ce

if the constant test already exists
then follow the link and call it parent node pnode
else 
cnode  generate oneinput node for this constant test

insert the constant to LHS constant file
checkandlinkpnodecnode

pnode  cnode 	
 current node becomes parent node 
	

for each variable var in the condition element ce

if the variable var in currentvariables 	
 twoinput node 
	
then  cnode  generate a twoinput node
checkandlinkpnodecnode 
else put the pair var ce into currentvariable

 	
 end of LHS compiling 
	
	
 terminal node for LHS 
	
generate a terminal nodetnode for the rule r
checkandlinkpnodetnode
	
 compiling the RHS of a program 
	
for each RHS action rhsaction in the rule r

pnode  tnode
check and insert the template into RHS template file
switchopcode of rhsaction 
case make







 create a new WME and then destroy the old one 
	











 end of switch 
	
 	
 end of rhs compiling 
	
 	





if its pnode has more than two destinations
then  generate a fork nodefnode
set the second child of pnode to first child of the fnode
set fnode to the second child of pnode
set cnode to the second child of fnode 




cnode  generate a DELETE node
checkandlinkpnodecnode
pnode  cnode





for each attributevalue pair






generate a GENT node
checkandlinkpnodecnode

A The Puzzle Program and The Five Output Files
The rule program to solve the puzzle problems is listed in Figure  and the corresponding data
ow graph is shown in Figure   The oval nodes in the data ow graph are the LHS matching
operations and the rectangle nodes the RHS actions
The four rules are compiled into three les the instruction le of the puzzle program is
shown in Table  the LHS constant le and the RHS template le are shown in Table 
The sixteen make commands in the puzzle program create sixteen tokens stored in token
le and sixteen WMEs stored in data le shown in Table 
A Explanation of Pipeline Operations in a PE
The rst  rows of Table  show the tokens generated at top level The token in th row is
generated by the rst token in rst row The rst row can be interpreted as the follows
At the rst cycle time token      is fetched by IFU Since the IP of the token is 
IFU fetches the rst instruction  TEQA       N  N    from the Instruction
Memory The rst operand
ppiece is fetched from the rst WME by the First Operand Fetch
Unit at the nd cycle time The second operand 
ppiece is fetched by the Second Operand
Fetch Unit at the rd cycle time FU performs the 




at the th cycle time At the same time the Tag Computation Unit computes the addresses of
next instructions
 and  Since the test operation in FU succeeds the Token Former
replaces IP of the token with the addresses of next instructions to be executed and generate
two new token       and       in the th cycle time Finally the Token
Checker nds that both tokens       and       shall be forwarded to ETQ
and ows them at th cycle time Since there are nothing in MWTQ the Token Matcher is
idle
The second token      is fetched by IFU at the nd cycle time and ows through
the pipelined stages and ends at the th cycle time The execution of the second token in
pipelined stages is similar to that of the rst one except one machine cycle time behind
After the rst and second tokens shown in row  and  are executed four tokens shown
in rows   are generated two of the four tokens ie row  and   succeed and keep
generating four tokensrows  the others two tokens ie row  and  fail and die In
fact the rst and second tokensor WMEs form a corner so the tokens descended from them
keep generating new tokens until they report that puzzle piece  is a cornersee row 
This instantiation will keep in conict set until the coordinator select it to re it is red at
the nd cycle time

   database schema
literalize bucket p p shape status
literalize ppiece id shape match side
p hashtobucket    find two puzzle pieces with the same shape
ppiece id x shape 	 e  

ppiece id 	x  x shape e

write HASH Put piece x and x in the BUCKET crlf
make bucket p x p x shape e status undone
p corner    find the corner pieces
ppiece id x shape 
 match no side y
ppiece id x shape 
 match no side  y

write Corner Piece x is a corner Put it on puzzle crlf
modify  match yes
modify  match yes
p cornerjoin    Put two puzzle pieces together
ppiece id x shape 
 match yes side a
ppiece id x shape 
 match yes side  a
bucket p x p y shape e status undone

write Connerjoin join pieces y and x by shape e crlf
modify  status done
p bucketjoin    Put two puzzle pieces together
bucket p x p y status done
bucket p y p z shape e status undone

write Bucketjoin join pieces y and z by shape e crlf
modify  status done
   create the puzzle pieces database
make ppiece id  shape 
 match no side 
make ppiece id  shape 
 match no side 
make ppiece id  shape a match no side 
make ppiece id  shape b match no side 
make ppiece id  shape a match no side 
make ppiece id  shape 
 match no side 
make ppiece id  shape 
 match no side 
make ppiece id  shape c match no side 
make ppiece id  shape 
 match no side 
make ppiece id  shape b match no side 
make ppiece id  shape d match no side 
make ppiece id  shape 
 match no side 
make ppiece id  shape d match no side 
make ppiece id  shape c match no side 
make ppiece id  shape 
 match no side 
make ppiece id  shape 
 match no side 
Figure  A rule program to solve puzzle problem
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Figure   The corresponding data ow graph for the puzzle program

Table  DFLOPS Instructions for the puzzle program
node id opcode RI  FI  RI FI d  d fg   ptr   fg  ptr  comments
  TEQA        N  N  C	PPIECE
 TNEA       
 
 L   L   EDGE

 JEQA         N  N  P EDGE	PEDGE
 JLTN           N  N  P NUMPNUM
 TERM        
 N  N  R	HASHTOBUCKET
 TEQA           N  N  P EDGE	
 TEQA   
     L 
 L 
 MATCH	NO
 JEQN           N  N  P NUM	PNUM
 JGTN          N  N  P SIDEPSIDE
  TERM       N  N  R	CORNER
   TEQA   
  
     L  L  MATCH	YES
  JEQN          
  N  N  P NUM	PNUM
 
 JGTN          L  N  P SIDEPSIDE
  TEQA          N  N  C	BUCKET
  TEQA          R   L  STATUS	UNDOWN
  JEQN            N  N  NUM	P 
  TERM  
    
 N  N  R	CORNERJOIN
  TEQA         R  N  STATUS	DOWN
  JEQN           N  N  P 	P
 TERM        N  N  R	JOIN
  SMSG           N  N  PRINT
 SMSG         N  N  PRINT

 MAKE       N  N  INSERTBUCKET
 UPDT           N  N  INSERTBUCKET
 UPDT         N  N  INSERTBUCKET
 UPDT   
      N  N  INSERTBUCKET
 GENT       
  N  N  GENTOKENBUCKET
 SMSG 
         N  N  PRINT
 FORK     
 
 N  N  FORK

 COPY      
  

 N  N  INSERTBUCKET

  UPDT   
  
 
  N  N  MATCH	YES

 GENT         N  N  GENTOKENBUCKET


 DELE      
  N  N  DELETE

 GENT         N  N  GENTOKEN

 COPY     
 
 N  N  INSERTBUCKET

 UPDT   
  
 
  N  N  MATCH	YES

 GENT         N  N  GENTOKENBUCKET

 DELE     
  N  N  DELETE

 GENT         N  N  GENTOKEN
 SMSG    
     N  N  PRINT
  SMSG         N  N  PRINT
 SMSG  
 
 
   N  N  PRINT

 COPY   
    N  N  INSERTBUCKET
 UPDT        N  N  STATUS	DONE
 GENT       
  N  N  GENTOKENBUCKET
 DELE   
    N  N  DELETE
 GENT       
  N  N  GENTOKEN
 SMSG         N  N  PRINT
 SMSG       N  N  PRINT
 SMSG  
  
   N  N  PRINT
  COPY        N  N  INSERTBUCKET
 UPDT      
  N  N  STATUS	DONE

 GENT       
  N  N  GENTOKENBUCKET
 DELE        N  N  DELETE
 GENT       
  N  N  GENTOKEN

Table  LHS constant le and RHS template le for the puzzle program
LHS Constant File RHS Template File
index constant index  of variables RHS actions
 ppiece
    HASH Put piece s and s in the BUCKET
 no  	 bucket s s s undone
	 yes 	  CORNER Piece s is a corner Put it on puzzle

 bucket 
 	 Corner Assemble pieces s and s by edge s
 undone  	 Border Assemble pieces s and s by edge s
 done
Table  The token le and the data le of the puzzle program
Token File Data File
index IP action TT TT class id shape match side
     ppiece   no 
     ppiece   no 
	   	  ppiece  a no 	

   
  ppiece  b no 

     ppiece  a no 
     ppiece   no 
     ppiece   no 
     ppiece  c no 
     ppiece 	  no 
     ppiece 	 b no 
     ppiece 	 d no 
     ppiece 	  no 
	   	  ppiece 
 d no 	

   
  ppiece 
 c no 

     ppiece 
  no 
     ppiece 
  no 

