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CLASSIFICATION OF SCREENING SYSTEMS FOR
LATTICE VERTEX OPERATOR ALGEBRAS
KATRINA BARRON AND NATHAN VANDER WERF
Abstract. We study and classify systems of certain screening
operators arising in a generalized vertex operator algebra, or more
generally an abelian intertwining algebra with an associated vertex
operator (super)algebra. Screening pairs arising from weight one
primary vectors acting commutatively on a lattice vertex opera-
tor algebra (the vacuum module) are classified into four general
types, one type of which has been shown to play an important role
in the construction and study of certain important families of W-
vertex algebras. These types of screening pairs we go on to study
in detail through the notion of a system of screeners, which are lat-
tice elements or “screening momenta” which give rise to screening
pairs. We classify screening systems for all positive definite inte-
gral lattices of rank two, and for all positive definite even lattices
of arbitrary rank when these lattices are generated by a screening
system.
1. Introduction
Up until about ten years ago, the main focus of the theory of vertex
operator algebras, or more generally vertex operator superalgebras, had
been on understanding rational vertex operator algebras, that is, vertex
operator algebras whose admissible (or N-graded) module category is of
“finite representation type”, meaning that there are only finitely many
indecomposable modules, and semi-simple, so that all indecomposable
modules are irreducible. The progress prior to 2006 led to several
important breakthroughs, for instance Zhu’s associative algebra and
Zhu’s modular invariance theorem [Z]. One of the fundamental results
of [Z] is the establishment of a correspondence between the irreducible
N-gradable modules of V and Zhu’s associative algebra A(V ). In the
same paper, Zhu also introduced a certain finiteness condition on V ,
called the C2-cofinite condition, which was necessary for an important
modular invariance result. It is now known that when V satisfies the
C2-cofinite property, every V -module is N-gradable, and V has only
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finitely many irreducible modules. If V is both C2-cofinite and rational,
then the category of V -modules is in fact equivalent to the category of
A(V )-modules. Up until 2007, it was conjectured that the C2-cofinite
condition and rationality were equivalent. This is now known not to
be the case; see for instance [Ab].
Prior to this, irrational vertex operator algebras did not attract as
much attention since it was thought that they would have too many
irreducible objects, and thus they would not have interesting and im-
portant features such as modular invariance properties. This particular
feature has a remedy though if we consider irrational vertex operator
algebras of finite representation type, such as the irrational C2-cofinite
vertex operator algebras, in which there is a modified version of Zhu’s
original modular invariance theorem [Mi]. For this reason, C2-cofinite
vertex operator algebras appear to be very special objects, the irra-
tional ones now being the main object of study for logarithmic confor-
mal field theory.
Using Zhu’s algebra, one can make a rough analogy between the cat-
egory of C2-cofinite vertex operator algebras and the category of finite
dimensional associative algebras with unity, where the rational vertex
operator algebras correspond to the semisimple subcategory. But this
leads to something of a paradox: On the algebra side, for dimension
over C larger than one, up to isomorphism, there are more (even infin-
itely more, e.g., in dimension greater than 4) nonsemisimple associative
algebras with unity than there are semisimple ones. But on the vertex
operator algebra side, only a small handful of cases of nonrational C2-
cofinite vertex operator algebras are known at the moment, with even
less understood about the structure of their representations, making it
important to study the known examples and seek new models.
This paper, along with [BV2], aims to start laying the foundations
to systematically fill in some of the gaps of our class of examples and
further our understanding of the phenomenon of irrational C2-cofinite
vertex operator algebras. In particular, in this paper we give a sys-
tematic treatment of the notion of screening operators and screening
pairs in the setting of generalized vertex operator algebras and abelian
intertwining algebras associated to positive definite integral lattices.
We introduce the notion of “screeners” which are the lattice elements
α which give rise to screening pairs (e
−α/p
0 , e
α/p′
0 ), and correspond to
special type of lattice element, or in physics terms, the “screening mo-
menta” which give rise to a screening pair. We classify such screeners
for all rank two positive definite integral lattices, and all positive defi-
nite even lattices that are generated by a screening system.
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Screening pairs give crucial information that can be used in analyzing
the structure of the vertex operator algebra realized by either the kernel
of a screening operator or arising itself as the intersection of the ker-
nels of a pair, or tuple of screening operators. In particular, screening
operators and more generally screening pairs, appear to be important
ingredients in the future construction and study of C2-cofinite vertex
operator algebras.
This ground work allows for future work in looking at kernels of
screening operators and thus generalizing a certain class ofW-algebras
that are one of the known cases of irrational C2-cofinite vertex operator
algebras, the so called W(p, p′)-algebras. These W(p, p′) algebras are
generalizations of the W(p) = W(p, 1) algebras first studied in [Ka1],
[GK1], [GR], with the case of symplectic fermions which correspond to
W(2) ([Ka2]) shown to be irrational C2-cofinite in [Ab].
Screening operators for vertex operator algebras associated to a lat-
tice (the so called free field realization approach to constructing new
models) was developed in [Wak], [Fe], [FFr], although screening opera-
tors appeared in the physics literature earlier in, e.g., [DF1] and [DF2].
In the lattice setting screening operators are viewed as special inter-
twining operators in the Feign-Fuchs module theory. TheW(p) algebra
was studied as the kernel of screening operators (rather than through
the cohomology of the screening [Fe]) in [FFHST], and this family of
W-algebras has since been the most studied class of logarithmic mod-
els, e.g. in addition to the works cited above, in [AM2], [AM3], [AM6],
[AM9], [AM10], [FGST1]–[FGST3], [NT], [TW1], [TW2], among oth-
ers. Generalizations to W(p, p′) algebras realized via kernels of screen-
ing operators were introduced in [FGST1] and examples of these have
been further studied in, for instance, [AM1], [AM3], [AM5], [AM7],
[AM8], in addition to works cited above. Higher rank cases are dis-
cussed in, for instance, [FT] and [AM5]. For these and other related
developments we refer the reader to [EFH], [FFHST], [FHST] [FGST1]–
[FGST3], [F1], [FG], [GK1], [GK2], [GR], [Ka1], [Ka2], [KW], [F2] and
[G].
In addition, there is a growing body of work devoted to various in-
teractions between the W(p)-algebras and the quantum group U¯q(sl2),
or its variations, at a root of unity, first observed in [FGST1]. In
[FGST1], it was proved for p = 2 and conjectured for general p, that
as C-linear categories, the category of representations for U¯q(sl2) is
equivalent to the category of representations for W(p). This was then
proved in the general p case by [NT]. However the category of represen-
tations for W(p) is a braided tensor category, whereas that of U¯q(sl2)
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is not. Modifying the usual coproduct structure of U¯q(sl2), an equiv-
alence of ribbon categories is conjectured [CGR]. More generally, it is
expected that this is just one instance of a broader connection between
W-algebras and quantum groups, e.g., [Le].
Using the rank one lattice embedding ofW (p, p′) developed in [AM2],
we wish to generalize W(p, p′) to a larger family of vertex operator al-
gebras that are embedded in certain higher rank lattices. In general
they appear to be just the right size in order to satisfy the C2-cofinite
condition, and in some of the examples we construct in a subsequent pa-
per [BV2] (following and expanding upon [V]), we prove the C2-cofinite
condition, as well as analyze other aspects of their structure. In [BVY],
the authors along with Yang, show how the higher level Zhu’s algebras
as defined in [DLM2] can be used to understand the indecomposable
objects for an irrational vertex operator algebra, and this work will be
used to study the constructions arising from the screening operators
studied and classified in this paper.
As indicated above,W-algebras are some of the most exciting objects
in representation theory, and have been studied intensively by mathe-
maticians and physicists over the last two decades. There are several
different types of W-algebras in the literature; see for instance [FB],
[BT], [Wan2]. Here, for context to the motivations and main applica-
tions of this results of this paper, we give a definition ofW-algebras, or
as we formally call them, W-vertex (super)algebras, slightly modified
from the definition in [AM10]:
Definition 1.1. A W-vertex (super)algebra, or simply W-algebra, V
is a vertex (super)algebra strongly generated by a finite set of quasi-
primary vectors ω1, . . . , ωk of weight 2, and a finite set of primary vec-
tors u1, . . . , ur for r, k ∈ Z+, such that the Virasoro element which
grades V by L(0)-eigenvalues is given by ω =
k∑
i=1
ωi.
Here strongly generated means that elements of the form
v1−j1 · · · vm−jm1, j1, . . . jm ≥ 1(1.1)
span V as a vector space with vj = ui or vj = ωi for some i. We say v
is a primary vector if both L(n)v = 0 for n > 0 and v is an eigenvector
for L(0). We say v is quasi-primary if only L(1)v = 0.
The only change in the definition compared to that given in [AM10] is
that we now allow for there to be more than one quasi-primary weight
two vector in the strongly generating set. This slight modification
seems to be better suited in the higher rank case as it allows the tensor
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product of W-algebras (and certain extensions by additional primary
vectors) to again be a W-algebra.
If wt(ui) = li ∈ Z, we say that V is of type W(2r, l1, . . . , lk).
Definition 1.2. We call a vertex (super)algebra V a weak W-algebra
if the strongly generating set not only consists of the vectors w1, . . . , wr
and u1, . . . , uk in Definition 1.1, but also possibly some weight one vec-
tors v1, . . . , vs satisfying L(2)vl = 0, L(1)vl 6= 0 and
ω =
r∑
j=1
ωj +
s∑
l=1
(vl)−1v
l + alv
l
−21
for certain al ∈ C.
Then for instance, the lattice vertex operator superalgebra VL for L
a positive definite integral lattice is an example of a weak W-algebra
under this definition.
The W(p)-algebras are examples of W-algebras and are known by
several terms in the literature, including: The triplet vertex algebra
(due to the presence of 3 primary vectors); theW(2, (2p−1)3)-algebra;
theW(p, 1)-algebra (since the central charge is cp,1 = 1−6((p−1)2/p)).
Denoting this family of W-algebras by W(p) for the positive integer p,
also corresponds to the fact that W(p) is a subalgebra of the rank one
lattice with generator having norm squared 2p, which was discovered
in [AM2], where Adamovic´ and Milas also proved it satisfied the C2-
cofinite condition and the irreducible modules were classified.
Some of the constructions and ideas used and discussed earlier for
the W(p)-algebra can be generalized to the W(p, p′) models as well as
higher rank analogues. As stated earlier, the motivation of this paper is
to lay the foundations for the construction and classification of higher
rank generalizations of a such W-algebras.
In this paper, first in Section 2, we review the notions of abelian inter-
twining algebra and vertex algebra as well as certain types of modules,
following for example [DL1], [DL2], [Li].
In Section 3, we give axiomatic definitions of the notion of screening
operator and screening pair for an abelian intertwining algebra, and
prove some basic properties. We will denote a screening pair to be a pair
of screening operators arising from weight one primary vectors, which
commute and satisfy a certain additional property. Such pairs will then
be the focus of our study. We note that the types of screening operators
we focus on are those that arise as graded derivations in an abelian
intertwining algebra V˜ which act on a vertex operator (super)algebra
V which is a subspace of V˜ , sometimes called the “vacuum module”.
However, there are more general notions of screening operator, cf. [Le].
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In Section 4, we restrict to vertex operator (super)algebras VL associ-
ated to a positive definite integral lattice L, first reviewing this notion,
following [LL], [BV1], [Xu]. We classify screening pairs in VL coming
from weight one primary vectors acting on the vacuum module VL into
four types.
In Section 5, we study the screening pairs which are the type that
arise in the group algebra 1⊗C[L] embedded in VL, which in turn are
determined by certain elements in the underlying lattice L which we
call screeners. These screeners are certain lattice elements which give
rise to the screening screening pairs, and thus in physics terminology,
it would be appropriate to call these screeners, “screening momenta”.
In Section 5, we go on to show that every screening pair of type two
in our previous classification from Section 4, gives rise to a screener,
and every screener of a certain type gives rise to a screening pair. Thus
to study screening pairs of this type, it suffices to study screeners, or in
particular a linearly independent subset of the set of screeners, called
a screening system, which generates a sublattice of L. Such screening
systems are of particular interest when the cardinality of the screening
system coincides with the rank of the lattice.
In fact, one of the main motivations of this work is to provide a
setting and lay the foundation for studying the intersection of the kernel
of multiple screening operators in VL in the case L is of higher rank.
This leads to many new vertex operator subalgebras of VL for certain
L that we predict are likely C2-cofinite and irrational.
In general it is difficult to classify screeners for a general positive
definite integral lattice. But we completely classify screeners in the
following two cases: When the lattice is of rank two; and when L is a
positive definite even lattice generated by a screening system. In the
latter case, we prove that when L is generated by a screening system
then L is an orthogonal direct sum of lattices that are rescaled simply
laced root lattices.
In Section 5.1, we classify all screeners for rank two positive definite
integral lattices, and in Section 5.2, we classify all screeners in a simply
laced root lattice. Finally in Section 5.3, we summarize our results and
classify all possible screeners for a positive definite even lattice of arbi-
trary rank generated by a screening system, by classifying all screeners
that arise within orthogonal components (those arising from simply
laced root systems) and across orthogonal components. In particular,
we show the following:
Theorem 1.3. If L is generated by screeners (i.e., momenta of screen-
ing pairs), then L is the orthogonal direct sum of lattices of the form
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√
pK, for p a positive integer and K a simply laced root lattice. Fur-
thermore the full set of screeners for each of the orthogonal components
of the simply laced root lattices are as follows:
For type An, for n > 3, and for En, for n = 6, 7, 8, the set of
screeners is just the set of roots.
For A2 and A3, there are 6 additional screeners that are not roots
which give rise to the root lattices for G2 and C3, respectively.
For the D-type lattices, there are 24 additional screeners that are
not roots for D4 giving rise to F4, and for n > 4, the lattice Dn has 2n
nonroot screeners giving the roots of Cn.
Finally, a screening system of n orthogonal copies of A1, for n ≥ 2,
has as its set of screeners the roots of Bn (dual to Cn).
Note that this result implies that in some sense, the set of screeners
in the orthogonal components of a positive definite even lattice gener-
ated by screeners, is maximal in terms of the possible root system.
Acknowledgements: This paper consists, essentially, of the first
three chapters of the second author’s Ph.D. Thesis [V] under the su-
pervision of the first author. The authors would like to thank Antun
Milas, Drazan Adamovic, and Jinwei Yang for useful comments and
guidance in the writing of the thesis from which this paper is derived.
The authors thank the referee for pointing out significant points of
clarification in the expository parts of the paper as well as some math-
ematical improvements. The first author is the recipient of Simons
Foundation Collaboration Grant 282095, and greatly appreciates their
support.
2. Abelian intertwining algebras
We first recall the notion of abelian intertwining algebra given by
Dong and Lepowsky in [DL1], [DL2]. Let G be an abelian group
equipped with two functions,
F : G×G×G→ C×, Ω : G×G→ C×
such that (F,Ω) is a normalized abelian 3-cocycle forG with coefficients
in C× ([Ma]), that is F and Ω satisfy
F (g1, g2, 0) = F (g1, 0, g3) = F (0, g2, g3) = 1(2.1)
Ω(g1, 0) = Ω(0, g2) = 1,(2.2)
(2.3) F (g1, g2, g3)F (g1, g2, g3 + g
−1
4 )F (g1, g2 + g3, g4)
· F (g1 + g2, g3, g4)F (g2, g3, g4) = 1,
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(2.4) F (g1, g2, g3)
−1Ω(g1, g2 + g3)F (g2, g3, g1)
−1
= Ω(g1, g2)F (g2, g1, g3)
−1Ω(g1, g3),
(2.5) F (g1, g2, g3)Ω(g1 + g2, g3)F (g3, g1, g2) =
Ω(g2, g3)F (g1, g3, g2)Ω(g1, g3).
Denote by
q : G −→ C×(2.6)
g 7→ q(g) = Ω(g, g)
the corresponding quadratic form, and e2piib(·,·) its associated (symmet-
ric) bilinear form, where
b : G×G −→ C/Z(2.7)
is given by
e2piib(g1,g2) = q(g1 + g2)q(g1)
−1q(g2)
−1(= Ω(g1, g2)Ω(g2, g1))(2.8)
for g1, g2 ∈ G. Define
B : G×G×G −→ C×(2.9)
(g1, g2, g3) 7→ F (g2, g1, g3)−1Ω(g1, g2)F (g1, g2, g3).
Let T be a positive integer. Assume that b is restricted to the values
b : G×G→
(
1
T
Z
)
/Z(2.10)
Definition 2.1. An abelian intertwining algebra of level T associated
with G, F , and Ω is a vector space V with a (1/T )Z-G bigradation
V˜ =
∐
g∈G
V˜ g =
∐
n∈ 1
T
Z
V˜(n)(2.11)
equipped with a linear map
Y : V˜ −→ (EndV˜ )[[x 1T , x−1T ]](2.12)
u 7→ Y (u, x) =
∑
n∈ 1
T
Z
unx
−n−1
called the generalized vertex operator map and with a distinguished
vector 1 ∈ V˜ 0 ∩ V˜(0), called the vacuum vector, satisfying the following
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conditions for g, h ∈ G, u, v ∈ V˜ and l ∈ 1
T
Z:
ulV˜
h ⊂ V˜ g+h if u ∈ V g;(2.13)
ulv = 0 if l is sufficiently large;(2.14)
Y (1, x) = 1;(2.15)
Y (v, x)1 ∈ V˜ [[x]] and v−11 (= lim
x→0
Y (v, x)1) = v;(2.16)
Y (u, x)|V˜ h =
∑
n≡b(g,h)modZ
unx
−n−1 if u ∈ V˜ g(2.17)
x−10
(
x1 − x2
x0
)b(g,h)
δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)w(2.18)
−B(g1, g2, g3)x−10
(
x2 − x1
x0
)b(g,h)
δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)w
= F (g1, g2, g3)x
−1
2 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2)
(
x1 − x0
x2
)−b(g,g′)
w
(the generalized Jacobi identity) if u ∈ V˜ g, v ∈ V˜ h, w ∈ V˜ g′, and
δ(x) =
∑
n∈Z x
n. In addition there exists an ω ∈ V˜ 0 ∩ V˜(2) such that
Y (ω, x) =
∑
n∈ZL(n)x
−n−2, where the L(n) give a representation of the
Virasoro algebra with central charge c ∈ C, and L(0) acts semisimply
on V˜ giving the 1
T
Z grading, i.e., V˜(r) = {v ∈ V˜ | L(0)v = rv}, and
Y (L(−1)v, x) = d
dx
Y (v, x) for any v ∈ V˜ .
This structure is denoted
(V˜ , Y, 1, ω, T,G, F (·, ·, ·),Ω(·, ·))
or briefly V˜ . If F is the trivial cocycle, V˜ is called a generalized vertex
operator algebra. If T = 1 and G = 0, we have the notion of a vertex
operator algebra.
Definition 2.2. From the normalization conditions (2.1)–(2.5) com-
bined with (2.18), the space
V = V˜ 0 ∩
∐
n∈ 1
T
Z
V˜(n)
has the structure of a vertex algebra and we will call it the vertex al-
gebra associated with V˜ . In the case G has even order, suppose there
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exists k ∈ G with 2k = 0 and g(k, k) = 1 mod Z/2Z. Then the space
V = (V˜ 0 ∩
∐
n∈ 1
T
Z
V˜(n))⊕ (V˜ k ∩
∐
n∈ 1
T
Z
V˜(n))(2.19)
:= V (0) ⊕ V (1), where {(0), (1)} = Z/2Z ⊂ G(2.20)
is a vertex operator superalgebra associated to V˜ . Such a vertex super-
algebra is uniquely determined if and only if k is uniquely determined
by the conditions above. If in addition we assume that the following
two finiteness conditions hold:
1. V˜(r) ∩ V 0 = 0 for r ∈ Z sufficiently negative;
2. V˜(r) ∩ V 0 is finite dimensional for all r ∈ Z,
then the space
V = V˜ 0 ∩
∐
n∈Z
V˜(n)
is the vertex operator algebra associated with V˜ , and in the case V˜(r)∩
V k has the same finiteness conditions for r ∈ 1
2
Z, the space
V = (V˜ 0 ∩
∐
n∈Z
V˜(n))⊕ (V˜ k ∩
∐
n∈ 1
2
Z
V˜(n))(2.21)
is a vertex operator superalgebra associated to V˜ .
From now on we will assume that V˜ is an abelian intertwining algebra
such that the finite conditions 1 and 2 in the definition above hold.
Below we define various notions of module for a vertex operator
superalgebra, manly to contextualize the introduction and motivation
for why screening operators are important and in what settings.
For a vertex operator superalgebra V , a weak V -moduleM is a vector
space M and a map YM : V −→ (EndM)[[x, x−1]] such that ulw = 0
for l sufficiently large, YM(1, x) = idM , and a slightly modified Jacobi
identity as in (2.18) holds, (see for instance [LL] for more details).
An N-gradable weak V -module (also often called an admissible V -
module) M for a vertex operator algebra V is a weak V -module that
is N-gradable, M =
∐
k∈NM(k), with vmM(k) ⊂M(k +wtv −m− 1)
for weight homogeneous v ∈ V , m ∈ Z and k ∈ N, and without loss of
generality, we can assume M(0) 6= 0. We say elements of M(k) have
degree k ∈ N.
An N-gradable generalized weak V -module M is an N-gradable weak
V -module that admits a decomposition into generalized eigenspaces
via the spectrum of L(0) = ω1 as follows: M =
∐
λ∈CMλ where Mλ =
{w ∈ W | (L(0) − λIdM)jw = 0 for some j ∈ Z+}, and in addition,
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Mn+λ = 0 for fixed λ and for all sufficiently small integers n. We say
elements of Mλ have weight λ ∈ C.
A generalized V -module M is an N-gradable weak V -module where
dimWλ is finite for each λ ∈ C.
An (ordinary) V -module is an N-gradable generalized weak V -module
such that the generalized eigenspaces Mλ are in fact eigenspaces, i.e.
Mλ = {w ∈ M |L(0)w = λw}.
We often omit the term “weak” when referring to N-gradable weak
and N-gradable generalized weak V -modules.
A V -moduleM is irreducible or simple if M has no nontrivial proper
submodules. The term logarithmic is also often used in the literature to
refer to N-gradable weak generalized modules or generalized modules,
particularly when these modules are non simple indecomposable.
A vertex operator algebra V is said to be rational if every N-gradable
module decomposes into a direct some of irreducible modules.
We denote by C2(V ) the vector space spanned by elements of the
form u−2v for u, v ∈ V . We say V is C2-cofinite if the vector space
V/C2(V ) is finite dimensional.
3. The notion of a screening operator
Let V˜ be an abelian intertwining algebra satisfying the finiteness
conditions 1 and 2 in Definition 2.2, and let V ⊂ V˜ be a vertex operator
superalgebra as in Definition 2.2. Suppose that for g, g′, h ∈ G, we
have that (g, g′), (g, h) ∈ Z mod Z/2Z. Then extracting the coefficient
x−10 x
−1
1 from the Jacobi identity (2.18), the endomorphism u0 for u ∈
V˜ g acts as a derivation in the sense that:
u0Y (v, x2)w = Y (u0v, x2)w + (−1)(g,h)Y (v, x2)u0w,
for v ∈ V˜ h, and w ∈ V˜ g′ . In particular, this holds whenever u, v ∈ V
as in (2.19). However, unless T = 1 in (2.10), a0 does not act as a
derivation in this sense on all of V˜ . This motivates the next definition:
Definition 3.1. Let V˜ be an abelian intertwining algebra with ver-
tex operator subsuperalgebra V . We define the space of graded deriva-
tions associated to V and V˜ to be GrDer(V, V˜ ) =
∐
g∈GGrDerg, where
GrDerg, for g ∈ G, are the linear maps f : V → V˜ g ⊕ V˜ g+k satisfying:
(i) f(unv) = (f(u))nv + (−1)(g,h)un(f(v));
(ii) [f, L(−2)] = 0 and f(1) = 0;
for u ∈ V (h), v ∈ V , h ∈ Z/2Z ⊂ G, and n ∈ Z.
If f ∈ GrDer(V, V˜ ) such that f is nilpotent when projected onto V ,
then we call f a screening operator on V .
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Lemma 3.2. Let f ∈ GrDer(V, V˜ ). Then
(i) ω ∈ ker f and [f, L(n)] = 0;
(ii) ker f is a vertex operator subsuperalgebra of V .
Proof. To prove property (i), we note that since f satisfies condition
(ii) in Definition 3.1, we have fω = fL(−2)1 = L(−2)f1 = 0. Fur-
thermore, this and property (i) in Definition 3.1, imply [f, L(n)] =
(fω)n+1 = 0.
To prove (ii), we use (i) and the fact that for f ∈ GrDerg, u ∈
V (i), for i = 0 or 1, and u, v ∈ ker f , we have f(unv) = (fu)nv +
(−1)(g,(i))unf(v) = 0, so that unv ∈ ker f . Then ker f is a vertex
operator subsuperalgebra of V . 
We will now discuss the general technique for finding certain special
kinds of screening operators that come from an abelian intertwining
algebra. Let v ∈ V˜ be a weight-homogeneous vector. Then from the
generalized Jacobi identity (2.18),
[L(n), vm] = (L(−1)v)n+m+1 + (n+ 1)(wt v)vn+m
+
∑
i≥2
(
n + 1
i
)
(L(i− 1)v)n+m+1−i
= (−m+ (n+ 1)(wt v − 1))vn+m
+
∑
i≥2
(
n + 1
i
)
(L(i− 1)v)n+m+1−i.
If v is a primary vector, that is a singular vector for the Virasoro
algebra, we have that
[L(−2), vm] = (−m− (wt v − 1))vm−2
and in particular,
[L(−2), v−wt v+1] = 0.(3.1)
Applying equation 3.1 to 1 gives that condition (ii) in Definition 3.1
is satisfied if and only if wt v ≤ 1. Furthermore, condition (i) in
Definition 3.1 is satisfied when wt v = 1. In this case, v0 is a screening
operator and ker v0 is a vertex operator subsuperalgebra of V .
Although screening operators of the form v0 for v ∈ V˜ a weight
one primary vector are the most tractable class of screening operators,
ker v0 is still difficult to study. We now introduce some additional
structure that has proved to be fruitful for studying these subalgebras.
We will say that v ∈ V˜ has order r ∈ Z+ if there exists a smallest
r > 0 such that vn1 · · · vnr1 ∈ V for all nj ∈ 1T Z, j = 1, . . . , r, and
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n1 + · · ·+ nr ∈ Z. If such an r exists, we will say p = nr for n ∈ Z+ is
a period of v.
Definition 3.3. We call two screening operators arising as the zero
modes of weight 1 primary vectors v1, v2 ∈ V˜ a screening pair, denoted
((v1)0, (v2)0), of type (p, q) for p, q ∈ Z+ if the following hold:
(i) [(v1)0, (v2)0] = 0;
(ii) v1 has period q and v2 has period p, and p, q are the smallest
positive integers such that there exists n1, . . . nq, m1, m2 . . .mp ∈ 1T Z
and m ∈ Z with n1 + · · ·+ nq ∈ Z and m1 + · · ·+mp ∈ Z such that
((v1)n1 · · · (v1)nq1)m(v2)m1 · · · (v2)mp1 = r1.
for some r ∈ C×.
Remark 3.4. It follows that if ((v1)0, (v2)0) is a screening pair of type
(p,q), then ((v2)0, (v1)0) is a screening pair of type (q, p).
Here we give some motivation as to why screening pairs should be
defined in this way and why they are important. Condition (i) in
Definition 3.3 implies that if u ∈ ker (v2)0, then (v1)jq0 u ∈ ker (v2)0 for
any j ∈ Z+. Moreover, if w is a primary vector, then from Lemma 3.2
so is ((v1)0)
jw for any j ∈ Z+. Condition (ii) of Definition 3.3 then
implies that applying ((v1)0)
q to “enough” elements in ker (v2)0 allows
one to find a decomposition of ker (v1)0 as a ker (v1)0∩ker (v2)0-module
and obtain a nice strongly generating set, if such a set exists.
In [Ad],[AM2]–[AM10], screening pairs as defined above were the
essential ingredients used to construct the triplet vertex operators al-
gebra W(p, q) of central charge cp,q from the vertex operator algebra
associated with a rank one even lattice L =
√
2pqZ, and were crucial in-
gredients in proving for instance thatW(p, 1) is simple and C2-cofinite.
Following the notation of [AM1], [AM2], in the case that q = 1, we will
call (v2)0 = Q˜ the short screening operator and (v1)0 = Q the long
screening operator. In [BV2] (cf. [V]), we study the kernel of long
screening operator in a screening pair and the intersections of the ker-
nel of multiple screening operators under certain conditions.
A weak homomorphism of two generalized vertex operator algebras
(V1, ω1) and (V2, ω2) is a linear map f : V1 → V2 satisfying f(unv) =
f(u)nf(v) for u, v ∈ V1, f(11) = 12. A weak homomorphism is a
homomorphism if in addition f(ω1) = ω2. We will denote by wAut(V˜ )
the group of weak generalized vertex operator algebra automorphisms
of V˜ .
The next remark easily follows from the definitions:
14 KATRINA BARRON AND NATHAN VANDER WERF
Remark 3.5. Let V be a vertex superalgebra. Let ω1 and ω2 be el-
ements of V such that (V, ω1) and (V, ω2) are vertex operator super-
algebras. Let (V1, ω1), (V2, ω2) be vertex operator subsuperalgebras of
(V, ω1), (V, ω2), respectively. Let g be a weak homomorphism of V that
sends V1 into V2 and satisfies g(ω1) = ω2. Then g induces a vertex
operator superalgebra homomorphism from V1 into V2.
The next proposition gives an upper bound on non-isomorphic equiv-
alence classes of vertex operator subsuperalgebras contained in a fixed
vertex operator superalgebra.
Proposition 3.6. Let V , ω1, ω2, g be as in Remark 3.5 with V ⊂ V˜ ,
for V˜ an abelian intertwining algebra and assume g can be extended to
a weak homomorphism on V˜ . Let v10, v
2
0 ∈ GrDer(V, V˜ ) with v1, v2 ∈ V˜
such that ω1 ∈ ker v10 and ω2 ∈ ker v20, and such that g(v1) = v2. Then
g induces a homomorphism of vertex operator algebras:
g|V : ker v10 |V −→ ker v20 |V .
If g ∈ wAut(V ), then g|V is a vertex operator superalgebra isomor-
phism.
Proof. Note that if v ∈ ker (v10), then
0 = g(v10v) = v
2
0gv,
so that gv ∈ ker (v20). Let v ∈ ker v20. If g is a bijection on V , we have
that v = gu for some u ∈ V , and moreover, u ∈ ker (v10), since
0 = v20v = v
2
0gu = g(v
1
0u).
Hence g is an isomorphism. 
Corollary 3.7. Let g, ω1, ω2, and V˜ satisfy the assumptions in Propo-
sition 3.6. Let v1, . . . , vn be a collection of weight 1 primary vectors for
(V˜ , ω1), and v
′
1, . . . v
′
n be a collection of weight 1 primary vectors for
(V˜ , ω2) such that gvi = v
′
i for 1 ≤ i ≤ n. Then g induces an isomor-
phism g|V of vertex operator superalgebras:
g|V : ∩ni=1ker ((vi)0)|V −→ ∩ni=1ker ((v′i)0|V .
4. Screening pairs associated to lattice vertex operator
superalgebras
This section is concerned with the existence and classification of the
possible types of screening pairs that arise in a lattice vertex operator
superalgebra, finding that there are 4 general types— Theorem 4.3. We
will then go on in Section 5 to classify one of these types of screening
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pairs for all rank 2 lattices, and for all lattices that are generated by
lattice elements that give rise to a screening pair.
We will first review some facts about positive definite integral lat-
tices, and give the basic construction for the vertex operator superal-
gebra associated to such a lattice, following for instance [LL], [BV1],
[Xu]. For more information on the theory of lattices, see for instance
[E].
Let L be a positive definite integral lattice. That is, L is a finitely
generated free abelian group with Z-valued positive definite symmetric
bilinear form 〈·, ·〉, with natural Z2-grading L = L(0) ∪ L(1), where
L(i) = {α ∈ L | 〈α, α〉 = i + 2Z}. It is clear that one can embed
L ⊂ Rd, where d is the rank of the lattice and 〈·, ·〉 is the usual dot
product. If we choose an ordered Z-basis B = {αi}di=1 in Rd, one can
associate a Gram matrix G = (〈αi, αj〉)di,j=1 = BTB with the positive
definite assumption implying Det(G) > 0. Two lattices L and L′ are
isomorphic if there exists an isometry ν : L → L′; that is, ν is a
group isomorphism that further satisfies 〈να, νβ〉′ = 〈α, β〉. Similarly,
a lattice with ordered Z-bases B and B′ and Gram matrices G and G′
are isomorphic if there exists a matrix A ∈ Gld(Z) with G′ = AGAT .
We define the rational lattice dual to L to be:
L◦ = {β ∈ Q⊗ L| 〈α, β〉 ∈ Z for all α ∈ L}
and also the extended dual space,
L¯◦ = {β ∈ Q⊗ L| 〈α, β〉 ∈ (1− i
2
)Z for all α ∈ L(i)}.(4.1)
Notice that L◦/L is a finite abelian group, and |L◦/L| = Det G.
L is called unimodular if Det G = 1, or equivalently L = L◦. For
lattices, L1 and L2, let L1 ⊕ L2 denote the orthogonal direct sum of
L1 and L2. We call L indecomposable if it can not be written as an
orthogonal direct sum of two lattices of smaller rank. Given a rank
1 lattice with generator α satisfying 〈α, α〉 = p, we will refer to the
corresponding lattice as Zα or
√
pZ.
We will need some basic facts arising in this setting. Firstly from
basic linear algebra, we have:
Lemma 4.1. ([N], p. 13) Let d1, . . . , dn ∈ Z, not all zero, and let
δn = gcd (d1, . . . , dn). Then there is an n× n matrix Mn over Z with
first column [d1, . . . , dn] and determinant δn.
In addition, we have the following:
Lemma 4.2. Let L be a rank d positive definite integral lattice.
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(i) For a fixed α ∈ L, if there exists a β ∈ L◦ such that 〈α, β〉 = 1,
then there exists a Z-basis B for L containing α.
(ii) If 〈α, L〉 ⊂ 〈α, α〉Z, then there exists a rank d− 1 lattice L′ with
L having orthogonal decomposition
L = Zα⊕ L′.
(iii) 〈α, L◦〉 ⊂ nZ if and only if α ∈ nL.
Proof. For (i), pick an ordered Z-basis B = {α1, . . . , αd} for L. Let α ∈
L with α =
∑d
i=1 aiαi for αi ∈ B and ai ∈ Z. If there exists a β ∈ L◦
such that 〈α, β〉 = 1, then writing β =∑di=1 biα◦i for bi ∈ Z and where
{α◦1, . . . , α◦d} denotes the dual basis to B, we have that
∑d
i=1 aibi = 1,
implying gcd(a1, . . . , ad) = 1. Conversely, if gcd(a1, . . . , ad) = 1, then
there exists b1, . . . bd ∈ Z such that
∑d
i=1 aibi = 1, and setting
∑d
i=1 biα
◦
i
gives a β ∈ L◦ such that 〈α, β〉 = 1. Since gcd(a1, . . . , ad) = 1, by
Lemma 4.1 there is a matrix P ∈ GLd(Z) with [a1, . . . , ad] as one of
its columns. Then P−1 ∈ GLd(Z) gives a change of Z-basis from the
Z-basis B to a new Z-basis B′ with α ∈ B′.
Now assume 〈α, L〉 ⊂ 〈α, α〉Z as in (ii). Since α/〈α, α〉 ∈ L◦ and
〈α, α/〈α, α〉〉 = 1, it follows from (i) that there exists a Z-basis B
that contains α. Construct a new Z-basis by replacing αi ∈ B with
αˆi = αi − (〈α, αi〉/〈α, α〉)α when αi 6= α. Then 〈α, βˆ〉 = 0 and Bˆ give
a Z-basis for L′.
For (iii), suppose α ∈ nL. Then using the Z-basis B in the proof
of part (i) above, we can again write α =
∑d
i=1 aiαi with each ai ∈
nZ and so 〈α, α◦i 〉 ∈ nZ, whence 〈α, L◦〉 ⊂ nZ. Conversely, suppose
〈α, L◦〉 ⊂ nZ. Then writing α = ∑di=1 aiαi we have 〈α, α◦i 〉 ∈ nZ, so
that ai ∈ nZ for each i. Hence α ∈ nL. 
We now recall the construction of the bosonic vertex operator algebra
M(1) and the lattice vertex operator superalgebra VL (see e.g. [LL]).
Starting with a positive definite integral lattice L, let h = L⊗Z C and
let hˆ = C[t, t−1] ⊗ h ⊕ Cc be the affinization of h. Set hˆ+ = tC[t] ⊗
h; hˆ− = t−1C[t−1] ⊗ h. Then hˆ+ and hˆ− are abelian subalgebras of
hˆ. Let U(hˆ−) = S(hˆ−) be the universal enveloping algebra of hˆ−. Let
λ ∈ C. Consider the induced hˆ-module
M(1, λ) = U(hˆ)⊗U(C[t]⊗h⊕Ck) Cλ ≃ S(hˆ−) (linearly),
where tC[t] ⊗ h acts trivially on Cλ, h acts as 〈h, λ〉 for h ∈ h and k
acts on Cλ as multiplication by 1. We shall write M(1) for M(1, 0).
For h ∈ h and n ∈ Z write h(n) = tn ⊗ h. Set h(z) =∑n∈Z h(n)z−n−1.
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We can choose a Virasoro element of the form
(4.2) ωγ =
d∑
i=1
hi(−1)2
2
1 + γ(−2)1 = ωst + γ(−2)1,
where {hi}di=1 is an orthonormal basis for h and γ ∈ h, and ωst denotes
that this is the standard Virasoro element often used in the literature.
Then (M(1), ωγ) is a vertex operator algebra which is generated by the
fields h(z) for h ∈ h, and M(1, λ), for λ ∈ C, are irreducible modules
for M(1).
For L a positive definite integral lattice, we shall denote by VL the
vector space,
VL = M(1)⊗ C[L],
where C[L] is the group algebra of L with generators eα for α ∈ L.
Then VL = (VL, Y, ωγ, 1) for γ such that γ ∈ L¯◦ ⊂ h can be given the
structure of a vertex operator algebra, with vacuum vector given by
1 = 1⊗ e0
and necessarily γ ∈ L¯◦ in (4.2) with L¯◦ defined in (4.1). The grading
is given by
(ωγ)1(m1 ⊗ eα) = Lγ(0)(m1 ⊗ eα) = r + 〈α, α〉/2− 〈γ, α〉(4.3)
for m1 ∈ M(1)r and α ∈ L◦. For more information on the full con-
struction of VL, see for instance ([D],[DL2],[FLM],[LL])). Moreover,
VL◦ = M(1)⊗ C[L◦],
has the structure of an abelian intertwining algebra of level T with G =
L◦/L and (·, ·) is naturally determined by setting (·, ·) = 〈·, ·〉 mod 2Z.
Furthermore, VL is a vertex operator subsuperalgebra of VL◦ . (See
[DL2]).
It is known that the vertex operator superalgebra VL is rational, in
the sense that it has finitely many irreducible VL-modules and that
every VL-module is completely reducible (see [LL] e.g.). In fact,
VL+λ = M(1)⊗ eλC[L], λ ∈ L◦/L,
are, up to equivalence, all irreducible VL-modules. For λ = 0 we re-
cover the vertex algebra VL, while VL◦ has a generalized vertex operator
algebra structure. The Virasoro algebra acts on VL+λ with the central
charge
c = d− 12〈γ, γ〉.
The Virasoro generators will be denoted by Lγ(n), n ∈ Z.
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Define the Schur polynomials Sr(x1, x2, . . . ) in variables x1, x2, . . .
by the following equation:
exp
(
∞∑
n=1
xn
n
yn
)
=
∞∑
r=0
Sr(x1, x2, . . . )y
r.(4.4)
For any monomial xn11 x
n2
2 · · ·xnrr we have an element
h(−1)n1h(−2)n2 · · ·h(−r)nr1
inM(1) for h ∈ h. Then for any polynomial f(x1, x2, . . . ), it follows that
f(h(−1), h(−2), . . . )1 is a well-defined element in M(1). In particular,
Sr(h) = Sr(h(−1), h(−2), . . . )1 ∈ M(1) for r ∈ N. Extend Sr(h) to
r ∈ Q by setting Sr(h) = 0 for r /∈ N. Fix T ∈ Z+ such that T · 〈·, ·〉 is
Z-valued on L◦. Then for α, δ ∈ L◦, we have that
eαi−1e
δ = S−〈α,δ〉−i(α)e
α+δ,(4.5)
for i ∈ 1
T
Z.
Next we study screening pairs inside VL◦ for Virasoro elements of
the form ωγ for various γ ∈ L¯◦. We will focus on screening operators
coming from weight 1 primary vectors of the form m⊗eα for m ∈M(1)
and α ∈ L◦, since these are the most tractable. The following theorem
describes precisely what such screening pairs must look like:
Theorem 4.3. Every screening pair with screening operators com-
prised of weight 1 primary vectors of the form m ⊗ eα for m ∈ M(1)
and α ∈ L◦ is of one of the four forms:
(i) (e
−α/p
0 , e
α/p′
0 ) with α ∈ L(0), satisfying 〈α, γ〉 = p−p′ and 〈α, α〉 =
2pp′ for positive integers p, p′, and α/p, α/p′ ∈ L◦.
(ii) (e
−α/p
0 , (β(−1)e(−p′+p)α/pp′)0) with α ∈ L(0), β ∈ h not in the span
of α, 〈α, γ〉 = p−p′ and 〈α, α〉 = 2pp′, where α/p, (−p′+p)α/pp′ ∈ L◦,
and satisfying 〈β, (−p′ + p)α/pp′− 2γ〉 = 0, and p > p′ for positive in-
tegers p, p′, and p 6= 2p′.
(iii) ((β(−1)e−α/p)0, (e(−p′+r)α/2pp′)0) with α ∈ L(0), β ∈ h not in the
span of α, 〈α, γ〉 = −p′ and 〈α, α〉 = 2pp′ with p = (r2 − p′2)/4p′ ∈ Z+
for suitable r > p′ such that r 6= 3p′, and satisfying α/p, (−p′ +
r)α/2pp′ ∈ L◦, and 〈β, α/p+ 2γ〉 = 0.
(iv) ((m1 ⊗ e−α/p)0, esα0 ) and (e−α/p0 , (m2 ⊗ es′α)0) for certain m1 ∈
M(1)r1, m2 ∈M(1)r2, and r1, r2 > 1, satisfying sα, s′α, α/p, α/p′ ∈ L◦,
and only certain values of p, p′ and 〈γ, α〉 = p(1− r1)− p′.
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And we note that above, γ ∈ L◦ selects the Virasoro element ωγ for
VL.
Proof. First note that condition (ii) in Definition 3.3 and equation (4.5)
imply that screening pairs with screening operators coming from weight
1 primary vectors of the formm⊗eα are of the form ((m1⊗e−sα)0, (m2⊗
es
′α)0) for some s, s
′ ≥ 0, with sα, s′α ∈ L◦, and m1, m2 ∈M(1).
If α = 0, h1 = β1(−1)1, and h2 = β2(−1)1, with β1β2 ∈ h, then
(h1)0 and (h2)0 are nilpotent only if β1 = β2 = 0 and thus there are no
screening pairs of this form.
Now assume α 6= 0. Without loss of generality, we can assume the
screening operators are of the form (m1 ⊗ e−α/p)0 for α ∈ L satisfying
α/p ∈ L◦ with p ∈ Z+ and m1 ∈ M(1)r1 . (For instance, replacing
α with −α, we can assume p ∈ Z+). For now assume that α ∈ L(0)
and write 〈α, α〉 = pq for q ∈ Z+. For (m1 ⊗ e−α/p)0 to be a screening
operator arising from a weight 1 primary vector as in Definition 3.3,
we need
wt(m1 ⊗ e−α/p) = r1 + q
2p
+
1
p
〈α, γ〉 = 1,
where in the first equality we used (4.3), giving the restriction 〈γ, α〉 =
p− q/2− pr1 for ωγ. Recall that γ ∈ L¯◦, i.e. γ is in the extended dual
space (4.1), and so q must be even for α ∈ L(0). Set q = 2p′ for p′ ∈ Z+,
and then 〈α, α〉 = 2pp′. If instead α ∈ L(1) the rest of the proof follows
by replacing p′ with p′/2, as we show below.
In order to have a screening pair, we need an additional element
m2⊗emα/2pp′ with mα/2pp′ ∈ L◦, and m2 ∈ M(1)r2 such that wt(m2⊗
emα/2pp
′
) = 1. Note that condition (ii) in Definition 3.3 restricts m to
be positive. Using the requirement that 〈γ, α〉 = p(1−r1)−p′, we have
the condition
1 = wt(m2 ⊗ e
m
2pp′
α
) = r2 +
m2
4pp′
− m
2pp′
(p− p′ − pr1)
= r2 +
m
2pp′
(m
2
+ p(r1 − 1) + p′
)
.
Multiplying both sides by 4pp′ and rearranging terms gives
m2 + 2m(p(r1 − 1) + p′) + 4pp′(r2 − 1) = 0.(4.6)
We will discuss five possible cases below which result in determining
when m1 ⊗ e−α/p and m2 ⊗ emα/2pp′ are weight 1 vectors.
Case 1, when r1, r2 > 0. In this case, the conditions p, p
′, m, r1, r2 ∈
Z+ imply that the left hand side of the equation (m/2pp′)(m/2+p(r1−
1) + p′) = 1− r2 is strictly greater then zero while the right hand side
is less then or equal to zero. Thus no solutions exist.
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Case 2, when r1 = 0 and r2 = 0. Viewing (4.6) as a quadratic
polynomial in m, the discriminant is 4(p′ − p)2 + 16pp′ = 4(p + p′)2,
and so m = 2p, leading to weight 1 vectors as in (i).
Case 3, when r1 = 0 and r2 = 1. Viewing (4.6) as a quadratic
polynomial in m, the discriminant is 4(p − p′)2 and so m = 2(p − p′)
with p > p′, leading to weight 1 vectors as in (ii).
Case 4, when r1 = 1 and r2 = 0. The discriminant D satisfies
D/4 = p′2 + 4pp′. Since this is linear in p, all solutions are obtained
by setting p = (r2 − p′2)/4p′ for any r ∈ Z+ such that (r2 − p′2)/4p′ is
a positive integer and r > p′. Then m = −p′ + r, leading to weight 1
vectors as in (iii).
Case 5, when r1 = 0, r2 > 1 or r1 > 0, r2 = 0. If r1 = 0, r2 > 1, we
have that D/4 = (p′− p)2+4pp′(1− r2), and if r1 > 0, r2 = 0, we have
that D/4 = ((r1 − 1)p + p′)2 + 4pp′. These cases only give a perfect
square for certain values of p, p′, and amount to solving the quadratic
Diophantine equation D/4 = r2 for some r ∈ Z, leading to weight 1
vectors as in (iv).
Now let us return to the assertion that it is enough to assume α ∈
L(0). Suppose not, and consider screening operators of the form (m1⊗
e−α/q)0 for α ∈ L satisfying α/q ∈ L◦ with q ∈ Z+ and m1 ∈ M(1)r1 .
Then it follows that 〈α, α〉 = qq′ for some q′ ∈ Z+. Then for (m1 ⊗
e−α/q)0 to be a screening operator, we need wt(m1 ⊗ e−α/q)0 = r1 +
q′/2q − 〈γ, α/q〉 = 1, giving the restriction 〈γ, α〉 = q − q′/2− qr1 /∈ Z
for defining ωγ. Let α
′ = 2α, p = 2q, and p′ = q′. Then 〈α′, α′〉 = 2pp′,
α′ ∈ L(0), and α′/p ∈ L◦. Then we can just view screening pairs
involving α as screening pairs involving α′.
Next we verify that the pairs in cases (i) − (iii) of the proposition
give primary vectors. Case (i) in the proposition is clear. For case (ii),
using the fact that [Lγ(m), β(n)] = −nβ(m+n)−m(m+1)〈β, γ〉δm,−n,
we have that
Lγ(1)β(−1)e(−p′+p)α/pp′ = (β(0)− 2〈β, γ〉)e(−p′+p)α/pp′
= 〈β, (−p′ + p)α/pp′ − 2γ〉e(−p′+p)α/pp′,
so we need that 〈β, (−p′ + p)α/pp′ − 2γ〉 = 0. Similarly, for case (iii),
we have that Lγ(1)β(−1)e−α/p = 〈β,−α/p− 2γ〉−α/p, so we need that
〈β,−α/p− 2γ〉 = 0.
Finally, we need to verify that the three classes of pairs of screening
operators (i)− (iii) in the proposition do indeed satisfy the first condi-
tion in Definition 3.3 of screening pair. For (i) of the proposition, first
recall that (L(−1)v)0 = 0 for v ∈ V˜ . The Jacobi identity (2.18) and
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Lγ(−1)-derivative property with Lγ(−1)eα = α(−1)eα gives
[e
−α/p
0 , e
α/p′
0 ] = (e
−α/p
0 e
α/p′)0 =
(−α(−1)
p
e(p−p
′)α/pp′
)
0
=
( −p′
p− p′Lγ(−1)e
(p−p′)α/pp′
)
0
= 0.
This verifies that (e
−α/p
0 , e
α/p′
0 ) is a screening pair.
Moreover, since 〈(−p′ + p)α/pp′,−α/p〉 = −2(−p′ + p)/p, and using
the fact that e
−α/p
0 is a derivation, as operators on VL we have that
[e
−α/p
0 , (β(−1)e(−p
′+p)α/pp′)0](4.7)
=
(
e
−α/p
0 (β(−1)e(−p
′+p)α/pp′)
)
0
=
(
((e
−α/p
0 β(−1)1)−1 + β(−1)e−α/p0 )e(−p
′+p)α/pp′
)
0
=
(
(−〈β,−α/p〉e−α/p−1 + β(−1)e−α/p0 e(−p
′+p)α/pp′
)
0
=
(
〈β, α/p〉S2(−p′+p)/p(−α/p)e(p−2p′)α/pp′
)
0
+
(
β(−1)S2(−p′+p)/p−1(−α/p)e(p−2p′)α/pp′
)
0
,
which is 0 unless possibly when 2(p − p′)/p ∈ N. But recall p > p′ in
this case, and so we can conclude that
[(β(−1)e(−p′+p)α/pp′)0, e−α/p0 ] = 0
unless possibly when p = 2p′. In the case p = 2p′ we have that (4.7) is
−(〈α, β〉/p2)α(0) + β(0), which is nonzero unless β ∈ SpanC{α}. But
then (β(−1)e(−p′+p)α/pp′)0 ∈ SpanC{(Lγ(−1)e(−p′+p)α/pp′)0} = 0. Thus
it is necessary to have β /∈ SpanC{α}, so that the second screener in
case (ii) of the proposition is nonzero, and then me must have p 6= 2p
to have condition (i) in Definition 3.3 satisfied.
Similarly, with 〈(−p′ + r)α/2pp′,−α/p〉 = (p′ − r)/p, we have that
[(e(−p
′+r)α/2pp′)0, (β(−1)e−α/p)0](4.8)
= (−〈β, (−p′ + r)α/2pp′〉S(r−p′)/p((−p′ + r)α/2pp′)
+ β(−1)S(r−p′)/p−1((−p′ + r)α/2pp′)e(−3p′+r)α/2pp′)0.
Note that (r − p′)/p = 4p′/(r + p′), so we can conclude that
[(e(−p
′+r)α/2pp′)0, (β(−1)e−α/p)0] = 0,
unless r = 4p′/a− p′ for some positive integer a that divides 4p′. Since
r > p′, this can only happen when r = 3p′, in which case (4.8) is again
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−(〈α, β〉/p2)α(0) + β(0). Thus again we only have a nonzero screener
if β /∈ SpanC{α} and also r 6= 3p′. This verifies that condition (i) in
the definition of screening pair is satisfied for the pairs of type (ii) and
(iii) in the proposition. This completes the proof. 
For the rest of this paper, we will focus on screening pairs of the
form (e
−α/p
0 , e
α/p′
0 ) with 〈α, α〉 = 2pp′. Now let us apply the Theorem
4.3 to the case when L is a rank one lattice L. First suppose L =√
2pp′Z, so that L is an even lattice. If we set n = −2p′, and γ =
(p−p′)α/2pp′, then ωγ gives a central charge of cp,p′ = 1−6(p−p′)2/pp′,
and (e
−α/p
0 , e
α/p′
0 ) is a screening pair of type (p, p
′). In the case that
p′ = 1, then W(p) = W(p, 1) = ker e−α/p0 is the kernel of the long
screening operator. In the case that p, p′ > 1 and p, p′ are relatively
prime, the vertex operator algebra ker e
−α/p
0 ∩ ker eα/p
′
0 is denoted by
W(p, p′), see e.g. [TW2].
5. Screening pairs of type (p, p′) for a rank d lattice
Our next goal is to give a characterization of elements in the lattice
that can give rise to screening pairs in VL. Consider the screening
pairs of type (e
−α/p
0 , e
α/p′
0 ) with α ∈ L(0) and 〈α, α〉 = 2pp′. In this
case it follows from Theorem 4.3 that both α/p, α/p′ ∈ L◦. When p, p′
are relatively prime, we have that 2α/〈α, α〉 ∈ L◦. This leads to the
following definition.
Definition 5.1. The set of screeners or screening momenta in L, de-
noted by Φ, are defined as
Φ =
{
β ∈ L(0)
∣∣∣ β /∈ 2L and 2β〈β, β〉 ∈ L◦
}
.
We will denote by ZΦ = SpanZΦ the lattice generated by the screen-
ers. We will see shortly that if L has rank d > 1 and is indecomposable
then the condition β /∈ 2L is redundant in the definition above. Notice
that Φ is finite, and trivially contains all roots, i.e., those elements
α ∈ L(0) with 〈α, α〉 = 2.
Before citing the main properties of screeners, we need the following
lemma.
Lemma 5.2. If α ∈ L(0), α 6= 0, satisfies 2α/〈α, α〉 ∈ L◦ for a lattice
L of rank d > 1 such that L does not have an orthogonal direct sum
decomposition of the form L = L1 ⊕ Zγ for some lattice L1 of rank
SCREENING OPERATORS FOR VERTEX OPERATOR ALGEBRAS 23
d− 1 and α ∈ Zγ, then α /∈ 2L, implying α is a screener. In addition,
there exists a β ∈ L such that 〈2α/〈α, α〉, β〉 ∈ 2Z+ 1.
Proof. Let α ∈ L satisfy 2α/〈α, α〉 ∈ L◦ and assume there is no orthog-
onal decomposition of the form L = L1 ⊕ Zγ with α ∈ Zγ. Suppose
α ∈ 2L and write α = 2β for β ∈ L. Then rewriting the condition
2α/〈α, α〉 ∈ L◦ gives
〈2β, L〉 = 〈α, L〉 ⊂ 〈α, α〉
2
Z = 2〈β, β〉Z,
or 〈β, L〉 ⊂ 〈β, β〉Z. By Lemma 4.2(ii), L has an orthogonal decom-
position of the form L = L1 ⊕ Zβ with α ∈ Zβ, a contradiction. Thus
α /∈ 2L.
Now suppose there is no β ∈ L such that 〈2α/〈α, α〉, β〉 ∈ 2Z + 1.
Then 〈α/〈α, α〉, L〉 ∈ Z and again by Lemma 4.2(ii), L = L1 ⊕ Zα, a
contradiction. 
Lemma 5.3. Every screening pair of type (p, p′) of the form (e
−α/p
0 , e
α/p′
0 )
with p, p′ relatively prime and 〈α, α〉 = 2pp′ gives rise to a screener α.
Conversely, every screener α with 〈α, α〉 = 2pp′ (p, p′ not necessar-
ily relatively prime) gives rise to a screening pair (e
−α/p
0 , e
α/p′
0 ) of type
(p, p′) with Virasoro element ωγ where γ ∈ L◦ satisfies 〈γ, α〉 = p− p′.
Moreover, there exists a Z-basis containing α.
Proof. If (e
−α/p
0 , e
α/p′
0 ) is a screening pair, then α/p, α/p
′ ∈ L◦. If p, p′
are relatively prime, then α/pp′ ∈ L◦, which implies 2α/〈α, α〉 ∈ L◦.
By Lemma 5.2, we know α /∈ 2L except in the case L has an orthogonal
decomposition L = L1 ⊕ Zβ with α ∈ Zβ. In this case, the only
possibilities are α = β or α = 2β. Suppose it is the latter case. Then
〈α, α〉 ∈ 4Z, and so exactly one of p, p′ are even (recall p, p′ are relatively
prime), and by Theorem 4.3 there exists a γ ∈ L¯◦ such that 〈α, γ〉 =
p− p′ ∈ 2Z+ 1. But then 〈β, γ〉 ∈ Z+ 1
2
, contradicting γ ∈ L¯◦. Hence
α /∈ 2L and α is a screener, proving the first statement in the lemma.
For the second statement, we only need to verify such a γ exists as in
Theorem 4.3. Since α is a screener, we have that α /∈ 2L by definition,
and so 〈α, L◦〉 * 2Z by Lemma 4.2(iii). But β = 2α/〈α, α〉 ∈ L◦
satisfies 〈α, β〉 = 2. Thus we can find an element γ¯ with 〈α, γ¯〉 = 1,
and setting γ = (p− p′)γ¯ gives the required element in L◦. By Lemma
4.2(i), since such a γ¯ exists, there exists a Z-basis containing α, proving
the last statement. 
We now give a few lemmas that give a characterization of 〈·, ·〉 re-
stricted to Φ.
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Lemma 5.4. Let α, β ∈ Φ. Without loss of generality suppose
〈α, α〉 ≤ 〈β, β〉.
Then one of the following holds:
(i) 〈α, β〉 = 0.
(ii) 〈α, β〉 = ±〈β, β〉 and α = ±β.
(iii) 〈α, β〉 = ±1
2
〈β, β〉 and 〈β, β〉 = a〈α, α〉, with a = 1, 2, 3.
Proof. If α, β ∈ Φ, then it follows that 〈2β/〈β, β〉, α〉, 〈2α/〈α, α〉, β〉 ∈
Z, which implies that if l = lcm(〈β, β〉, 〈α, α〉), then 〈α, β〉 ∈ l
2
Z. Let
m,n ∈ Z+ such that l = m〈α, α, 〉 = n〈β, β〉. Then gcd(m,n) = 1 and
m ≥ n. Let k ∈ Z be such that 〈α, β〉 = kl/2. Then
〈α, β〉 = km
2
〈α, α〉 = kn
2
〈β, β〉
and 〈α, α〉 = (n/m)〈β, β〉. By the Cauchy-Schwartz inequality, it fol-
lows that
0 ≤ 〈α, β〉2 ≤ 〈α, α〉〈β, β〉 = n
m
〈β, β〉2,(5.1)
with the second inequality being equality if and only if α = rβ for some
r ∈ R. This implies
0 ≤ k
2n2
4
〈β, β〉2 ≤ n
m
〈β, β〉2,
i.e. 0 ≤ k2mn ≤ 4. When m = 4, then the second inequality in (5.1) is
equality, and so β = 2α, which contradicts the assumption that β ∈ Φ.
The cases k = 0, k = ±2, and k = ±1 lead to the statements (i),
(ii), and (iii) in the lemma, respectively, where in case (ii) we also
have α = ±β, since k = ±2 gives equality in the second inequality in
(5.1). 
The next lemma describes the internal structure of Φ. Notice how
some of the properties mirror that of a root system, but the set of
screeners is at this point theoretically possibly larger.
Lemma 5.5. Let α, β ∈ Φ. Without loss of generality suppose 〈α, α〉 ≤
〈β, β〉. Then the following hold:
(i) The only other multiple of α that is a screener is −α. No element
in nL for n > 1 is a screener.
(ii) If 〈α, β〉 = −〈β, β〉/2, then α + β ∈ Φ.
(iii) Suppose 〈α, β〉 = 0. Then α±β ∈ Φ if and only if the following 3
properties hold: 〈α, α〉 = 〈β, β〉, 〈α±β, L〉 ⊂ 〈α, α〉Z, and α±β /∈ 2L.
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Proof. For a ∈ Z and α ∈ L, suppose aα ∈ Φ. Then we have that
〈2aα/〈aα, aα〉, α〉 = 2/a. By Definition 5.1, this implies 2/a ∈ Z and
also that α /∈ 2L. Thus we must have that a = ±1, proving (i).
For (ii), let 〈α, β〉 = −〈β, β〉/2 and 〈β, β〉 = a〈α, α〉, where by
Lemma 5.4, we must have that a = 1, 2, 3. Then 〈α + β, α + β〉 =
〈α, α〉, so that 2(α + β)/〈α + β, α + β〉 ∈ L◦. Since 〈α + β, α〉 =
(2 − a)〈α + β, α + β〉/2, there is no orthogonal decomposition of the
form L = L1 ⊕ Z(α + β) when a = 1, 3. When there is no orthogonal
decomposition, Lemma 5.2 implies that α + β /∈ 2L. On the other
hand, if there is an orthogonal decomposition in the case a = 2, then
by Lemma 4.2, again α+ β /∈ 2L, proving (ii).
For (iii), first suppose that 〈α, β〉 = 0. In order for α ± β ∈ Φ, we
must have in particular that 2〈(α ± β)/(〈α, α〉 + 〈β, β〉), α〉 ∈ Z and
2〈(α ± β)/(〈α, α〉 + 〈β, β〉), β〉 ∈ Z. This can happen if and only if
〈α, α〉 = 〈β, β〉. In this case, α ± β can be a screener if and only if
〈α± β, L〉 ⊂ 〈α, α〉Z and α± β /∈ 2L, proving (iii). 
Remark 5.6. Notice that Lemma 5.4 shows that the possibles angles
between any two vectors in Φ are the same as the possible angles between
root vectors in a root system for a finite dimensional Lie algebra [H],
and Lemma 5.4 part (i) and (ii) also gives properties identical to those
for a root system.
Viewing Φ as a subset of C ⊗Z L, we call a linearly independent
subset Φ of Φ of size r a screening system of rank r. Notice that unlike
the case with just one screener, it is not necessarily true that there
exists a Virasoro element ωγ with a γ ∈ L◦ simultaneously satisfying
〈γ, αi〉 = pi − qi when 〈αi, αi〉 = 2piqi and αi ∈ Φ. For instance, in
some cases such a choice of conformal element ωγ may admit L(0)-
eigenvalues that do not satisfy the Z-grading condition on V 0 in the
definition of vertex operator algebra. In the case that such γ exists
that does give a Z-gradation on V 0, we denote by (Φ, γ) the screening
system Φ along with such a γ.
Of special importance to us are lattices which admit screening sys-
tems of size d, the rank of the lattice, which we will refer to as a full
screening system for L. In this case we can write Φ = {α1, . . . , αd}, and
with Lˆ = ZΦ, we have the standard corresponding Z-basis {α◦1, . . . , α◦d}
for Lˆ◦. Then such a γ, if it exists in L◦ as well, is uniquely determined,
and given by
∑d
i=1(pi − qi)α◦i .
Now we introduce some more notation. Suppose ZΦ is of rank r ≤ d.
Then there is a maximal sublattice L1 ⊂ L of rank r such that ZΦ ⊂
L1. Let B1 be a Z-basis for L1, and A be a Z-basis for ZΦ. By the
maximality of L1, L = L1⊕L2 as a finitely generated abelian group for
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some sublattice L2 of rank d−r, and a basis B can be chosen for L such
that B = B1 ∪ B2, where B2 is a Z-basis for L2. Let LΦ = Z(A ∪ B2),
that is,
LΦ = ZΦ⊕ L2(5.2)
as a finitely generated abelian group. Similarly, we can define ZΦ and
LΦ for a screening system (Φ, γ).
Lemma 5.7. Let GL be a Gram matrix for L with respect to some
ordered Z-basis, and S ⊂ Φ a Z-basis for ZΦ. Then lcm(〈α, α〉/2|α ∈
Φ) divides Det(GL).
Proof. Recall that |L◦/L| = Det(GL). Let α ∈ Φ. Since 2α/〈α, α〉 ∈
L◦, then 2α/〈α, α〉+ L is an element of L◦/L of order 〈α, α〉/2, since
if not, then α ∈ nL for n > 1, contradicting Lemma 5.5(i). It follows
that lcm(〈α, α〉/2|α ∈ Φ) divides Det(GL). 
Lemma 5.8. We have the (rational) sublattice embedding and proper-
ties of quotients:
(i) 2L ⊂ LΦ ⊂ L ⊂ L◦ ⊂ (LΦ)◦ ⊂ (2L)◦;
(ii) If L 6= LΦ, then |(LΦ)◦/LΦ| divides 4r|L◦/L| for some 1 ≤ r ≤ d.
Proof. Note that if A ⊂ B, then B◦ ⊂ A◦, and thus immediately we
have LΦ ⊂ L ⊂ L◦ ⊂ L◦Φ. Recalling the definition of LΦ in (5.2),
we first show this when ZΦ = LΦ. We have that for α a screener,
〈α/〈α, α〉, β〉 ∈ Z for any β ∈ 2L. So by Lemma 5.2 and using the
definition LΦ in (5.2), we have that (LΦ)
◦ = (ZΦ)◦ ⊂ Z{α/〈α, α〉 |α ∈
Φ} with equality if and only if L is a direct sum of rank 1 lattices.
Therefore, (LΦ)
◦ ⊂ Z{α/〈α, α〉 |α ∈ Φ} ⊂ (2L)◦, proving (i) in the
case that LΦ = ZΦ. Then when ZΦ 6= LΦ, the construction of LΦ in
(5.2) implies that 2L ⊂ LΦ, and the rest of (i) follows.
For (ii), let L1 and L2 be lattices of the same rank with L1 ⊂ L2,
and let A be a change of Z-basis matrix from a Z-basis for L1 to a
Z-basis for L2. Let G1, G2 be the Gram matrices with respect to these
choices of Z-base. Then it follows that Det(G2) = Det(A)2Det(G1).
Part (ii) now follows from (i). 
Remark 5.9. Lemma 5.8 says nothing about the value of |LΦ|/|LΦ|,
which does not have to necessarily be a power of 4. It is only necessarily
true that 2L ⊂ LΦ when Φ is a Z-basis for LΦ as opposed to an arbitrary
linearly independent subset.
The next corollary gives another way of looking at lattices with
screeners, and follows immediately from Lemma 5.8.
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Corollary 5.10. Let L be a positive definite integral lattice with at
least one screener. Then L is an (integral) sublattice of the dual of a
lattice which as a finitely generated group is of the form LΦ = ZΦ⊕L′,
where Φ is the set of screeners for L and L′ is another lattice.
The problem of finding screeners for an arbitrary lattice L can be
solved in three steps: The first is determining ZΦ as a sublattice of
L; the second is determining all screeners for ZΦ; and the third is
determining which screeners for ZΦ are screeners for L. The first step
is the hardest and depends on the internal properties of L. The second
step will be done below, and the third is a simple check when using
Lemmas 5.4 and 5.5.
We now proceed to solve the second step, which amounts to studying
lattices that are generated by screeners. For instance, an example of a
lattice generated by screeners would be L =
√
pK, where K is a simply
laced root lattice. Note that there is an obvious bijection between
screeners for K and screeners for
√
pK, so in the simply laced case, we
only need to study Φ for the simply laced root lattices K. In fact, the
following theorem shows that in the positive definite even case, lattices
generated by a screening system must have a basis of screeners that
give rise to an orthogonal direct sum of such (possibly rescaled) simply
laced root lattices.
Theorem 5.11. Let L be a positive definite even lattice generated by
a screening system Φ. Then L has a basis of screeners such that L is
an orthogonal direct sum of lattices
√
piKi, where the Ki are one of the
simply laced root lattices An, Dn, E6, E7, E8, for n ∈ Z+.
Proof. Let B = {u1, u2, . . . , ud} ⊂ Φ be a Z-basis of screeners for L,
ordered in such a way that 〈ui, ui〉 ≤ 〈ui+1, ui+1〉. Suppose there is some
(smallest) l > 1 such that 〈u1, ul〉 < 〈ul, ul〉 and 〈u1, ul〉 6= 0. Then from
Lemma 5.4, 〈u1, u1〉 divides 〈ul, ul〉 and 〈u1, ul〉 = ±〈ul, ul〉/2. Then we
can form a new Z-basis Bˆ of screeners by replacing ul with uˆl = ul∓u1.
Note that uˆl is also a screener, and that 〈u1, u1〉 = 〈uˆl, uˆl〉. We
can then reorder Bˆ = {u1, . . . , un} so that it takes the form 〈ui, ui〉 ≤
〈ui+1, ui+1〉 as before for ui ∈ B. Now repeat this process again for u1
until there is no smallest l > 1 as above, and likewise for u2, . . . ud−1,
and one arrives at a Z-basis of screeners satisfying 〈ui, uj〉 = 0 if
〈ui, ui〉 6= 〈uj, uj〉. Then L decomposes as an orthogonal direct sum
of lattices
⊕m
k=1Lk, for some m ∈ Z+ where each Lk is generated by
screeners of the same norm squared equal to 2pk for some positive in-
teger pk. It follows from the theory of root lattices [H] and Lemmas
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5.4 and 5.5 that each Lk is of the form Lk =
⊕r
j=1
√
pkKkj , for some
r ∈ Z+, where Kkj are simply laced root lattices. 
We are now in the position to completely classify all rank 2 positive
definite integral lattices, which we do in Section 5.1 below, as well as all
positive definite even lattices generated by a screening system, which
we do in Section 5.2 below, along with the application of Theorem 5.11,
by classifying all screeners in a simply laced root lattice.
5.1. Classification of screeners for rank 2 positive definite in-
tegral lattices.
Theorem 5.12. Let p ∈ Z+. Every rank 2 positive definite integral
lattice with at least one screener has a Z-basis with Gram matrix of the
following two types:
Type 1 :
(
2p 0
0 m
)
with m 6= 2p, m ∈ Z+.
Type 2:
(
2p −p
−p m
)
with m ≥ p.
The Type 2 lattices coincide with the set of rank 2 positive definite
even integral lattices that are generated by elements of the same norm.
The set of screeners Φ for these two types of rank 2 positive definite
integral lattices are classified as follows:
Type 1: If m ∈ 2Z + 1, then Φ = {±α1}, and if m ∈ 2Z, then
Φ = {±α1, ±α2}.
Type 2: Set Φ¯ = {±α1, ±(α1 + 2α2)}. There are 3 subtypes:
2(a) If m 6= 2p and m 6= p, then Φ = Φ¯ and
ZΦ = ZΦ¯ = Zα1 ⊕ Z(α1 + 2α2) =
√
2pZ⊕
√
4m− 2pZ.
2(b) If m = p, then ZΦ = L = Z(α1 + α2) ⊕ Zα2 = (√pZ)2 =
(
√
p/2A1)
2, and Φ = Φ¯∪{±α2, ±(α1+α2)}, the total set of screeners
giving the roots of the classical root system B2 = C2, rescaled by
√
p/2.
2(c) If m = 2p, then ZΦ = L =
√
pA2 =
√
pD2, and Φ = Φ¯ ∪
{±α2, ±(α1+α2), ±(α1−α2), ±(2α1+α2)}, the total set of screeners
giving the roots of the exceptional root system G2, rescaled by
√
p.
Proof. By Lemma 5.3, every rank 2 positive definite integral lattice
with at least one screener α1 satisfying 〈α1, α1〉 = 2p for some p ∈ Z+
has a Z-basis {α1, α2}. Then from Definition 5.1, 〈α1, L〉 ∈ pZ, and
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so the Z-basis {α1, α2} for L has a Gram matrix of the form G =(
2p −np
−np c
)
for some n ∈ Z and c ∈ Z+ satisfying Det(G) > 0,
which implies 2c− n2p > 0.
If n ∈ 2Z, we can replace α2 with α2+nα1/2, giving a Gram matrix
of the form
(
2p 0
0 m
)
where m = c − n2p/2, and so L decomposes as
L =
√
2pZ ⊕ √mZ, giving Gram matrices of Type 1, unless m = 2p,
which we shall see below, can be included in Type 2.
If n is odd, then we replace α2 with α2 + (n − 1)α1/2 to get a
Gram matrix of the form
(
2p −p
−p m
)
for some m ∈ Z+, and Det(G) =
p(2m− p) satisfying m > p/2. If m ≤ p, we can obtain a new Z-basis
{αˆ1, αˆ2} by setting αˆ1 = α1 + 2α2 and αˆ2 = −α1 − α2, giving a Gram
matrix of the form
(
2p′ −p′
−p′ m
)
, where p′ = 2m− p and m ≥ p′. And
so without loss of generality, in the n odd case, we can just consider
the Gram matrices satisfying m ≥ p, in particular the Type 2 Gram
matrices in the theorem. This also shows that α1 + 2α2 is always a
screener in the Type 2 case.
Performing a change of Z-basis on the Gram matrix
(
2p −p
−p m
)
by
replacing α1 with α1 + α2 gives the Gram matrix
(
m m− p
m− p m
)
,
proving that Type 2 lattices coincide with the set of rank 2 positive
definite even lattices that are generated by two elements of the same
norm. In particular, this encompasses the case of m = 2p from Type 1
by considering the case of m = p ∈ 2Z.
This completes the proof of the first two statements of the theorem.
Next we determine the screeners for lattices with a Type 1 Gram
matrix. Suppose α is a screener and set α = n1α1 + n2α2. Suppose
n1 6= 0 and replace α with −α as necessary so that n1 is positive.
Then 〈α1, α〉 = 2n1p and by Lemma 5.4, we must have that 〈α, α1〉 =
±p, 2p, 3p, so that the only possibility is 〈α, α1〉 = 2p with n1 = 1.
Then again by Lemma 5.5, we have that 〈α, α〉 = 4p. Equating this
to 〈α, α〉 = 2p + n22m, we must have that n2m = 2p/n2. From the
definition of screeners, 〈α, L〉 ∈ 2pZ and in particular 〈α, α2〉 = n2m ∈
2pZ. This forces n2 = ±1 and m = 2p, which is not a Type 1 Gram
matrix. Therefore, lattices with Gram matrices of Type 1 have Φ =
{±α1} if m ∈ 2Z+ 1 and Φ = {±α1,±α2} if m ∈ 2Z. This completes
the classification of screeners for Type 1.
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Next we determine the screeners for lattices with a Type 2 Gram
matrix. Set αˆ2 = α1 + 2α2. We already have that ±α1,±αˆ2 ∈ Φ.
Suppose α ∈ Φ with α /∈ {±α1,±αˆ2}. By positive definiteness, at
least one of 〈α1, α〉 and 〈αˆ2, α〉 are nonzero. Furthermore, Lemma 5.4
implies that if 〈α, α1〉 is nonzero, then two situations can happen:
〈α, α1〉 = ±pa1, and 〈α, α〉 = 2pa1, a1 = 2, 3(5.3)
〈α, α1〉 = ±p, and 〈α, α〉 = 2p/aˆ1, aˆ1 = 1, 2, 3.(5.4)
Similarly, if 〈α, αˆ2〉 is nonzero, then we have the two scenarios
〈α, αˆ2〉 = ±(2m− p)a2, and 〈α, α〉 = 2(2m− p)a2, a2 = 2, 3(5.5)
〈α, αˆ2〉 = ±(2m− p), and 〈α, α〉 = 2(2m− p)/aˆ2, aˆ2 = 1, 2, 3.(5.6)
On the other hand, if we write α = n1α2 + n2α2, then the following
three equalities hold
〈α, α1〉 = (2n1 − n2)p(5.7)
〈α, αˆ2〉 = n2(2m− p)(5.8)
〈α, α〉 = 2n21p− 2n1n2p+ n22m.(5.9)
Throughout the remainder of this proof, we replace α with −α when
necessary so that 〈α, αˆ2〉 ≥ 0.
Assume 〈α1, α〉 = 0. Then (5.7) gives n2 = 2n1. Lemma 5.5(i)
implies that n1 = ±1, and thus α = ±αˆ2, which contradicts our as-
sumption that α /∈ {±α1,±αˆ2}. On the other hand if 〈α2, α〉 = 0, then
(5.8) implies n2 = 0, and the only possibility is α = ±α1, again a con-
tradiction. We can thus assume both 〈α1, α〉 and 〈αˆ2, α〉 are nonzero.
First assume 〈α, αˆ2〉 = (2m−p). Then (5.6) implies 〈α, α〉 = 2(2m−
p)/aˆ2, where aˆ2 = 1, 2, 3. Then (5.8) implies n2 = 1, and (5.7) implies
〈α, α1〉 = (2n1 − n2)p = (2n1 − 1)p, and so by (5.3) and (5.4), n1 can
only possibly be 0, ±1, 2.
Suppose n1 = 0, 1. In either case, by (5.9), 〈α, α〉 = 2n1p(n1−1)+m,
and so we have that 〈α, α〉 = m. In addition, n2 = 1 and n1 = 0, 1,
along with (5.8) implies 〈α, α1〉 = ±p, and so using (5.4) and (5.6), we
have
m = 2p/aˆ1 = (4m− 2p)/aˆ2.
Using the second expression for m, we have m = 2p/(4 − aˆ2), and
then setting this equal to 2p/aˆ1, gives aˆ1 + aˆ2 = 4. Since we are
assuming m ≥ p, this leaves the two cases: aˆ1 = 1, corresponding to
the case when m = 2p; and aˆ1 = 2, corresponding to the case when
m = p. In both cases, i.e., when m = 2p and m = p, we have that ±α2
and ±(α1 + α2) are possible screeners, and then since 2α/〈α, α〉 ∈ L◦,
these are indeed screeners.
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Now suppose n1 = 2 or −1. Equation (5.7) gives 〈α, α1〉 = ±3p, and
using (5.3), (5.6), and (5.9), we have
〈α, α〉 = 6p = (4m− 2p)/aˆ2 = 4p+m.
This gives aˆ2 = 1, and m = 2p. Therefore, ±(2α1+α2) and ±(α1−α2)
are possible screeners when m = 2p. Verifying that 2α/〈α, α〉 ∈ L◦, we
see that these are indeed screeners.
Now assume 〈α, αˆ2〉 = 2(2m− p), i.e. n2 = 2. But then (5.3)–(5.5),
and (5.7) imply n1 = 0, 2. But since ±α1 is already a screener, the
case n1 = 0 contradicts Lemma 5.5(i). The case n1 = 2, would give
α = 2α1 + 2α2 as a screener with (5.3) and (5.9) implying m = p. But
in this case ±(α1 + α2) has already been determined to be a screener,
again contradicting Lemma 5.5(i). Thus this leads to no additional
screeners.
Now assume 〈α, αˆ2〉 = 3(2m − p), i.e. n2 = 3. Then (5.3)–(5.5),
(5.7), and (5.9) imply n1 = 0, 1, 2, 3 and
〈α, α〉 = 6(2m− p) = 9m+ 2p(n21 − 3n1).
For the cases when n1 = 1, 2, the equation above implies m = 2p/3,
which contradicts the assumption that m ≥ p. For the cases when
n1 = 0, 3, the equation above implies that m = 2p and α = 3α2 and
3(α1+α2), respectively, which contradicts Lemma 5.5(i), since we have
already determined that in this case α2 and α1+α2 are screeners. Thus
we get no new screeners here, and this completes the classification of
screeners for Type 2.
To see that in the case 2(b), the set of screeners is the set of roots
for B2 = C2, we note that the basis α1, α2 gives the Cartan matrix(
2 −2
−1 2
)
giving the B2 = C2 root system. And for the case 2(c), we see that
the extra nonroot screeners in D2 = A2 give the G2 root lattice via the
correspondence α ←→ α1 and β ←→ α2 − α1, for α, β a simple set of
roots for G2 with Cartan matrix(
2 −1
−3 2
)
.

5.2. Classification of screeners for L =
√
pK with K a simply
laced root lattice generated by screeners. First we prove the
following lemma:
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Lemma 5.13. Let L be a lattice generated by a system of screeners all
of the same length, i.e., L =
√
pK, for K a simply laced root lattice.
Then every screener in L has norm squared 2p, 4p, or 6p.
Proof. Let L be as in the Lemma. Then any α ∈ √pK has 〈α, α〉 ≥
2p and there exists a basis of screeners S = {α1, · · ·αd} satisfying
〈αi, αi〉 = 2p. Let α be another screener. By positive definiteness, at
least one of 〈α, αi〉 is nonzero, and by Lemma 5.4, 〈α, α〉 = a〈αi, αi〉 =
2pa for a = 1, 2, 3. 
Theorem 5.14. For the root lattices E6, E7, E8 and An for n > 3,
the set of all screeners is just the set of roots.
The set of screeners for A3 is the set of roots in addition to 6 screen-
ers that are not roots of A3 that satisfy 〈α, α〉 = 4 and are given by
{±(α1 + α3), ±(α1 − α3), ±(α1 + 2α2 + α3)}.
Furthermore the set of roots along with nonroot screeners of A3 give
the roots of C3.
Proof. First we prove the result for Ad with d ≥ 3. A Z-basis of roots
can be given so that 〈α, α〉 = 2, 〈αi, αj〉 = −1 when |i − j| = 1, and
〈αi, αj〉 = 0 otherwise whenever i 6= j. By Lemma 5.13, any screener α
that is not a root satisfies 〈α, α〉 = 4, 6. Noting that Det(GAd) = d+1,
by Lemma 5.7, we know that if 〈α, α〉 = 4 then d = 2m+ 3 for m ≥ 0,
while if 〈α, α〉 = 6, then d = 3n + 5 for n ≥ 0. We will observe below
that no such elements exist unless d = 3 and determine the non-root
screeners when d = 3.
Let α ∈ Φ be a screener. If we set α = ∑di=1 niαi, we can write
〈α, α〉 as a sum of squares:
〈α, α〉 = (
d−1∑
i=1
2n2i − 2nini+1) + 2n2d(5.10)
= n21 +
d−1∑
i=1
(ni+1 − ni)2 + n2d.
Thus α ∈ L such that 〈α, α〉 = 4 must satisfy
n1, ni − ni−1, nd = 0,±1, and
|n1|, |ni − ni−1|, |nd| = 1 exactly 4 times(5.11)
for i = 2, . . . , d, while α such that 〈α, α〉 = 6 must satisfy
n1, ni − ni−1, nd = 0,±1,±2(5.12)
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for i = 2, . . . , d, and either
|n1|, |ni − ni−1|, |nd| = 1 exactly 6 times,(5.13)
or
|n1|, |ni − ni−1|, |nd| = 2 exactly 1 time(5.14)
and
|n1|, |ni − ni−1|, |nd| = 1 exactly 2 times.(5.15)
By Lemma 5.4, we must also have that
〈α, α1〉 = 2n1 − n2 = 0,±t(5.16)
〈α, αj〉 = −nj−1 + 2nj − nj+1 = 0,±t(5.17)
〈α, αd〉 = 2nd − nd−1 = 0,±t(5.18)
for 2 ≤ j ≤ d− 1 and either t = 2 or t = 3 corresponding to 〈α, α〉 = 4
or 〈α, α〉 = 6, respectively.
Now suppose n1 ∈ tZ or nd ∈ tZ. The relations (5.16)–(5.18) imply
n2, . . . , nd ∈ tZ or n1, . . . , nd−1 ∈ tZ, implying α ∈ tL, which contra-
dicts Lemma 5.5(i). So both n1 and nd are ±1 when t = 2, and ±1,±2
when t = 3.
When 〈α, α〉 = 4, (5.16)–(5.18) also imply that for 2 ≤ k ≤ d − 1,
nk ∈ 2Z+ i for k ∈ 2Z+ i, for i = 0, 1. Together with (5.11), the only
possibilities for screeners are thus ±(α1 ± α3) and ±(α1 + 2α2 + α3)
when d = 3.
Now assume 〈α, α〉 = 6. Suppose α satisfies (5.13). Then we must
have d ≥ 5 and n1 = ±1, and we can replace α with −α so that n1 is
positive. Then using (5.16), n2 = 2, and using (5.17), n3 = 3, n4 = 4,
which already gives 〈α, α〉 > 6 in (5.10). Suppose α satisfies (5.14)
and (5.15). If n1 = 2, then n2 = 1 and n3 = 0 = n4 = · · · = nd in
order for (5.14) and (5.15) to be satisfied when d > 2, contradicting
nd 6= 0. Similarly when n1 = 1, using (5.16) we have n2 = 2 or
−1, and then n3 = 0 = n4 = · · · = nd = 0 in order for (5.14) and
(5.15) to be satisfied when d > 2, again contradicting nd 6= 0. We
can conclude there are no screeners satisfying 〈α, α〉 = 6 when d > 2.
Therefore the only possibilities that satisfy (5.12) and (5.16)–(5.18) are
±(α1 + 2α2),±(2α1+ α2),±(α1 − α2) when d = 2 as in Theorem 5.12.
The set of roots for A3 and nonroot screeners give the roots of C3
via taking as the simple roots, the two roots α = α2, β = α1 of norm
squared 2, and γ = α3 − α1 of norm squared 4, which give the Cartan
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matrix 
 2 −1 0−1 2 −1
0 −2 2

 .
Next we consider the case of E6. A Z-basis {α1, · · · , α6} can be
chosen for E6 with Gram matrix
G =


2 −1 0 0 0 0
−1 2 −1 0 0 0
0 −1 2 −1 0 −1
0 0 −1 2 −1 0
0 0 0 −1 2 0
0 0 −1 0 0 2

 .
Since Det(G) = 3, E6 can have screeners of norm squared 2 or 6. We
will show there are no screeners α satisfying 〈α, α〉 = 6.
Suppose α =
∑6
i=1 niαi is a screener with 〈α, α〉 = 6. Then we have
that
(5.19) 〈α, α〉 = n21 + (n1 − n2)2 + (n2 − n3)2 + (n4 − n3)2
+ (n5 − n4)2 + (n6 − n3)2 + n25 + n26 − n23
subject to
〈α1, α〉 = 2n1 − n2 = 0,±3(5.20)
〈α2, α〉 = −n1 + 2n2 − n3 = 0,±3(5.21)
〈α3, α〉 = −n2 + 2n3 − n4 − n6 = 0,±3(5.22)
〈α4, α〉 = −n3 + 2n4 − n5 = 0,±3(5.23)
〈α5, α〉 = 2n5 − n4 = 0,±3(5.24)
〈α6, α〉 = 2n6 − n3 = 0,±3.(5.25)
Suppose that n3 ∈ 3Z + i for i = 0, 1, 2. Then using (5.21), we
have 2n2 − n1 ∈ 3Z + i. Using (5.20), 2n1 − n2 ∈ 3Z. Adding these
together gives n1+ n2 ∈ 3Z+ i, and then adding this to 2n2− n1 gives
3n2 ∈ 3Z+ 2i, so it must be that n3 ∈ 3Z.
Fix n3 = 3i for i ∈ Z, and replace α with −α if necessary so that n3
is nonnegative.
Viewing (5.19) as a function in the real variables n1, n2, n4, n5, n6,
we have that (5.19) has a global minimum of 〈α, α〉 ≥ 3i2/2 at n1 =
i, n2 = 2i, n4 = 2i, n5 = i, and n6 = 3i/2. Since we want 〈α, α〉 = 6,
this leaves the cases i = 0, 1, 2. When i = 2, we have 〈α, α〉 ≥ 6,
with equality if and only if (5.19) takes on the global minimum with
(n1, . . . , n6) = (2, 4, 6, 4, 2, 3), but in this case (5.22) does not hold.
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When i = 1, (5.25) gives n6 = 0 or 3. In either case, this gives a
value greater than 〈α, α〉 = 6 for (5.19), thus not producing any new
screeners.
We have left to check the case i = 0 and thus n3 = 0. In this case, the
relations (5.19) and (5.20)–(5.25) are equivalent to the relations (5.10)
and (5.16)–(5.18) for A5 with n3 = 0 under the bases determined by
the Gram matrices prescribed. Since we have already shown that A5
has no screeners that were not roots, in particular when n3 = 0, neither
can E6. Thus no screeners α with 〈α, α〉 = 6 exist for E6.
Next we consider the case of E7. A Z-basis {α1, · · · , α6} can be
chosen for E7 with Gram matrix
G =


2 −1 0 0 0 0 0
−1 2 −1 0 0 0 0
0 −1 2 −1 0 0 0
0 0 −1 2 −1 0 −1
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 0
0 0 0 −1 0 0 2


.
Since Det(G) = 2, E7 can have screeners of norm squared 2 or 4. We
show there are no screeners α satisfying 〈α, α〉 = 4.
Suppose α =
∑6
i=1 niαi is a screener with 〈α, α〉 = 4. Then we have
that
(5.26) 〈α, α〉 = n21 + (n1 − n2)2 + (n2 − n3)2 + (n4 − n3)2
+ (n5 − n4)2 + (n6 − n5)2 + (n7 − n4)2 + n27 + n26 − n24
subject to
〈α1, α〉 = 2n1 − n2 =0,±2(5.27)
〈α2, α〉 = −n1 + 2n2 − n3 =0,±2(5.28)
〈α3, α〉 = −n2 + 2n3 − n4 =0,±2(5.29)
〈α4, α〉 = −n3 + 2n4 − n5 − n7 =0,±2(5.30)
〈α5, α〉 = −n4 + 2n5 − n6 =0,±2(5.31)
〈α6, α〉 = 2n6 − n5 =0,±2(5.32)
〈α7, α〉 = 2n7 − n4 =0,±2.(5.33)
Equations (5.32) and (5.33) imply n4, n5 ∈ 2Z, and then (5.29) and
(5.31) imply n2, n6 ∈ 2Z. Also (5.28) and (5.30) then imply that either
all of n1, n3, n7 ∈ 2Z or all of n1, n3, n7 ∈ 2Z + 1. The former would
imply α ∈ 2L, so we must have the latter. However, if n1, n3, n7 ∈
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2Z + 1 while n2, n4, n5, n6 ∈ 2Z, then (5.26) has at least 6 odd terms
added together, namely
n21 + (n1 − n2)2 + (n2 − n3)2 + (n4 − n3)2 + (n7 − n4)2 + n27
adding up to at least 6 > 4, so that 〈α, α〉 ≥ 6+n26+(n6−n5)2+(n5−
n4)
2 − n24. In particular we must have that n4 6= 0.
Fix n4 = 2i for i 6= 0, and replace α with −α if necessary so that n4
is nonnegative. By (5.33) and the fact that n7 ∈ 2Z+ 1, we have that
n7 = i if i is odd and n7 = i± 1 if i is even. Thus
(5.34) 〈α, α〉 = n21 + (n1 − n2)2 + (n2 − n3)2 + (2i− n3)2
+ (n5 − 2i)2 + (n6 − n5)2 + n26 + 2ǫ− 2i2
where ǫ = 0 if i is odd and ǫ = 1 if i is even. Viewing (5.34) as a
function in the real variables n1, n2, n3, n5, n6, we observe that (5.34)
has a global minimum of i2/3 + 2ǫ when n1 = i/2, n2 = i, n3 = 3i/2,
n5 = 4i/3, and n6 = 2i/3. This minimum is greater than 4 unless ǫ = 0
and i is odd with i = 1, 3, or ǫ = 1 and i is even with i = 2.
Note also that since n1, n3, n7 ∈ 2Z + 1 and n2, n4, n5, n6 ∈ 2Z, we
have
(5.35) 〈α, α〉 = K + J + 2ǫ− 2i2, with K =
4∑
l=1
k2l , and J =
3∑
l=1
j2l
where kl are odd for l = 1, . . . , 4 and jl are even for l = 1, 2, 3.
Thus if 〈α, α〉 = 4, we need K + J = 4 − 2ǫ + 2i2 which is 6, 22
or 10 in the three cases we need to consider of ǫ = 0 and i = 1, 3, or
ǫ = 1 and i = 2. However a straightforward calculation shows that the
values of K are 4, 12, 20, 28, .... and the values of J are 0, 4, 8, 12,
..... leading to no values of K + J of 6, 10, or 22. Hence there are no
screeners satisfying 〈α, α〉 = 4 for E7, and all screeners must be roots.
Finally, since E8 has Det(G) = 1, all screeners α are roots satisfying
〈α, α〉 = 2, and this completes the proof. 
Next we will look at Dn for n > 3. In Theorem 5.12 and Theorem
5.14, we saw D2 = A2 and D3 = A3 had 6 screeners that are not roots
and are of norm squared 6 and 4 respectively. For Dn, n ≥ 3, we will
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use a Z-base with Cartan matrix

2 0 −1 0 0 · · · 0 0 0 0
0 2 −1 0 0 · · · 0 0 0 0
−1 −1 2 −1 0 · · · 0 0 0 0
0 0 −1 2 −1 · · · 0 0 0 0
0 0 0 −1 2 · · · 0 0 0 0
...
...
...
...
...
. . .
...
...
...
...
0 0 0 0 0 · · · 2 −1 0 0
0 0 0 0 0 · · · −1 2 −1 0
0 0 0 0 0 · · · 0 −1 2 −1
0 0 0 0 0 · · · 0 0 −1 2


.
Theorem 5.15. The root lattice Dn for n ≥ 2 has additional screen-
ers which are not roots for Dn, but give root systems for non-simply
laced Lie algebras. D2 has additional screeners of norm squared 6 giv-
ing rise to the G2 roots, while Dn for n ≥ 3 has additional screeners
of norm squared 4, giving rise to the F4 roots and the Cn roots for
n = 4 and n > 4, respectively. In particular, with respect to the Z-basis
used in the Gram matrix above, these additional screeners are given by:
(i) For D2 = A2 there are 6 nonroot screeners given by
{±(α1 − α2), ±(α1 + 2α2), ±(2α1 + α2)}
extending the roots of A2 to include the roots of G2.
(ii) For D3 = A3 there are 6 nonroot screeners given by
{±(α1 + α2), ±(α1 − α2), ±(α1 + α2 + 2α3)},
extending the roots of A3 to include the roots of C3.
(iii) For D4 there are 24 nonroot screeners given by
{±(αi + αj), αi − αj , ±(2αi + αj + 2α3 + αk),
± (αi + 2α3 + αj) | {i, j, k} = {1, 2, 4}},
extending the roots of D4 to include the roots of F4.
(iv) For Dn, for n > 4, there are 2n nonroot screeners given by
{±(α1 + α2), ±(α1 − α2), ±(α1 + α2 + 2
j∑
i=3
αi) |3 ≤ j ≤ n},
extending the roots of Dn to the roots of Cn.
Proof. The screeners that are not roots of Dn in the cases for when
n = 2 and n = 3 have already been proven in Theorems 5.12 and 5.14,
including the fact that D3 = A3 gives rise to C3.
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As seen in Theorem 5.12, the extra nonroot screeners inD2 = A2 give
the G2 root lattice via the correspondence α←→ α1 and β ←→ α2−α1,
for α, β a simple set of roots for G2 with Cartan matrix(
2 −1
−3 2
)
.
By Lemma 5.13, any screener α that is not a root satisfies 〈α, α〉 = 4
or 6. Note that Det(GDd) = 4 for d > 3, so we only need to check for
screeners α satisfying 〈α, α〉 = 4.
We can write 〈α, α〉 as the quadratic form
〈α, α〉 = n21 + n22 + n2d +
d−1∑
j=2
(nj+1 − nj)2 + (n3 − n1)2 − n23.(5.36)
In addition, α must satisfy the relations
〈α1, α〉 = 2n1 − n3 =0,±2(5.37)
〈α2, α〉 = 2n2 − n3 =0,±2(5.38)
〈α3, α〉 = 2n3 − n1 − n2 − n4 =0,±2(5.39)
〈αj, α〉 = −nj−1 + 2nj − nj+1 =0,±2(5.40)
〈αd, α〉 = 2nd − nd−1 =0,±2,(5.41)
for 4 ≤ j ≤ d− 1. Then (5.37) gives n3 ∈ 2Z. As usual we can replace
α with −α so that n3 is nonnegative and write n3 = 2i.
Suppose d = 4. Then (5.36) has a global minimum of 2i2 at n1 =
n2 = n4 = i, implying n3 is either 0 or 2. Using relation (5.39), at least
one of n1, n2, n4 or all three of must be in 2Z. However, not all three
can be in 2Z, or else α ∈ 2L. When n3 = 0, this leaves αi ± αj for
i, j ∈ {1, 2, 4} with i 6= j, while n3 = 2 leaves αi + αj + 2α3 + 2αk and
αi+αj+2α3 for i, j, k ∈ {1, 2, 4} with i 6= j 6= k, giving the list of extra
screeners when d = 4.
To see that this gives the F4 root lattice, we consider β1 = α4 − α1,
β2 = α1 − α2, β3 = α2 and β4 = α3 and note that this set of simple
roots give the F4 Cartan matrix

2 −1 0 0
−1 2 −2 0
0 −1 2 −1
0 0 −1 2

 .
For d > 4, Equation (5.40) gives n2j+1 ∈ 2Z for all j ≥ 2, and (5.40)
also implies either n2j ∈ 2Z for all j ≥ 2 or n2j ∈ 2Z+ 1 for all j ≥ 2.
But relation (5.41) implies that nd−1 ∈ 2Z. Thus n2j ∈ 2Z + 1 for all
j ≥ 2 can only hold if d is even.
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In addition, by (5.37) and (5.38), we have that n1 = ǫ1 + i and
n2 = ǫ2 + i for ǫ1, ǫ2 ∈ {0,±1}. Thus
(5.42) n21 + n
2
2 + (n1 − n3)2 + (n2 − n3)2 − n23 = 2ǫ21 + 2ǫ22.
Suppose n2j ∈ 2Z+1 for all j ≥ 2. Then using (5.39), n1+n2 ∈ 2Z+1
since n4 ∈ 2Z+1. So exactly one of n1 and n2 is odd. Thus 2ǫ21+2ǫ22 = 2.
However, n2d +
∑d−1
j=3(nj+1 − nj)2 ≥ d− 2 since there are d− 2 nonzero
terms. We also have that d is even and greater than 4, and thus
in particular, d ≥ 6. It follows from this and Equation (5.36) that
〈α, α〉 ≥ (d − 2) + 2 = d > 4, implying that there are no screeners
satisfying 〈α, α〉 = 4 in this case.
Suppose nj ∈ 2Z for j ≥ 4. Since n3 is also even, if n1, n2 ∈ 2Z, then
α ∈ 2L, and so both n1, n2 ∈ 2Z + 1. Thus if i is even, ǫ1, ǫ2 ∈ {±1}
and if i is odd, ǫ1 = ǫ2 = 0.
Therefore if i is even, Equation (5.36) implies that 〈α, α〉 = 4+n2d+∑d−1
j=3(nj+1 − nj)2, and thus we must have nd = nd−1 = · · · = n3 = 0,
giving n1, n2 ∈ {±1}, and the screeners ±(α1 + α2), ±(α1 − α2).
If i is odd, we have 〈α, α〉 = n2d +
∑d−1
j=3(nj+1 − nj)2, and we need 1
and only 1 of the summands, which are all even, to be nonzero and in
fact 4. But this implies i = 1 and n3 = n4 = · · ·nr = 2, for 3 ≤ r ≤ d,
and nr+1 = nr+2 = · · · = nd = 0. This gives rise to screeners of the
form ±(α1+α2+2
∑r
j=3 αj) for 3 ≤ r ≤ d as the only possible screeners
with 〈α, α〉 = 4 when n3 = 2. This gives a total of 2d screeners that
are not roots for d > 4.
The fact that these roots of Dn and additional nonroot screeners for
n > 4 give rise to Cn can be seen by taking the simple roots to be
α1 − α2, α2, α3, . . . , αn−1, αn with the Cartan matrix then given by
(5.43)


2 −2 0 0 0 · · · 0 0 0 0
−1 2 −1 0 0 · · · 0 0 0 0
0 −1 2 −1 0 · · · 0 0 0 0
0 0 −1 2 −1 · · · 0 0 0 0
0 0 0 −1 2 · · · 0 0 0 0
...
...
...
...
...
. . .
...
...
...
...
0 0 0 0 0 · · · 2 −1 0 0
0 0 0 0 0 · · · −1 2 −1 0
0 0 0 0 0 · · · 0 −1 2 −1
0 0 0 0 0 · · · 0 0 −1 2


,
finishing the proof. 
5.3. Summary for positive definite even lattices generated by a
screening system. We now summarize the previous results above in
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Theorems 5.14 and 5.15, as well as the cases in Theorem 5.12 for a lat-
tice generated by a screening system, and the implications of Theorem
5.11.
Theorem 5.16. Let L be a positive definite even lattice that is gener-
ated by a screening system. Then the set of all screeners for L consists
of the roots in an orthogonal direct sum of the following (in general
rescaled) root systems: A1, B2, G2, B3, C3, B4, F4, E6, E7, E8, and
An, Cn, and Bn, for n > 4.
Proof. From Theorems 5.14, 5.15, all the cases in the statement of the
Corollary appear except for the cases when additional screeners arise
from rescaled orthogonal simply laced lattices. In Theorem 5.12, the
case A1 x A1 is treated and shown to give rise to C2 = B2. Thus in the
list above only Bn, for n ≥ 4 is not included in our previous theorems.
However, the case (A1)
2 as treated in Theorem 5.12, extends easily to
(A1)
n and gives rise to additional nonroot screeners that are the roots
of Bn, for n > 1. That is, if α1, . . . , αn are simple roots for (A1)
n,
then α1, α2−α1, α3−α2, . . . , αn−αn−1 are a list of simple roots giving
rise to the dual Cartan matrix to that of Cn given in (5.43), and then
the full set of screeners is given by the roots of Bn realized as the 2n
short roots ±α1, . . . ,±αn and the 2n(n−1) long roots ±(αi+αj), and
αi − αj for i, j ∈ {1, . . . , n}.
By Theorem 5.11, it follows that only the rank 1 case of orthogo-
nal screeners gives rise to new screeners, the others arising within the
simply laced bases of screeners constructed. 
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