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a b s t r a c t
Recently, new higher order finite volume methods (FVM) were introduced in [Z. Cai,
J. Douglas, M. Park, Development and analysis of higher order finite volume methods
over rectangles for elliptic equations, Adv. Comput. Math. 19 (2003) 3–33], where the
linear system derived by the hybridization with Lagrange multiplier satisfying the flux
consistency condition is reduced to a linear system for a pressure variable by an appropriate
quadrature rule. We study the convergence of an iterative solver for this linear system.
The conjugate gradient (CG) method is a natural choice to solve the system, but it seems
slow, possibly due to the non-diagonal dominance of the system. In this paper, we propose
block iterative methods with a reordering scheme to solve the linear system derived by
the higher order FVM and prove their convergence. With a proper ordering, each block
subproblem can be solved by fast methods such as the multigrid (MG) method. The
numerical experiments show that these block iterative methods are much faster than CG.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The mixed finite element method (MFEM) has been used and analyzed extensively for many years [1–8]. It provides an
efficient way of computing the velocity/flow of a flux variable. The accurate computation of flow is not only important by
itself, but it also affects the computation of other variables. In the porous media problem, for example, the concentration
of some chemical is transported by a moving fluid. Hence it is essential to find accurate velocity of the fluids [9,10]. By
introducing the Darcy’s velocity u = −κ∇p as a new variable and writing a system of partial differential equation involving
two variables u and p simultaneously, we obtain the so-called mixed formulation. It satisfies the local conservation law and
so does the discrete counterpart, thus one can expect a better numerical approximation for flow variable. On the other hand,
the mixed method has a drawback since it leads to a saddle point problem, hence the linear systemwhich is very expensive
to solve. But this shortcoming can be resolved by introducing the Lagrange multipliers to relax the continuity of normal
components of the velocity on the edges of the mesh [11–13]. Then the resulting system is symmetric positive definite so
that many efficient iterative solvers are applicable.
Another effective way of solving fluid flow equations advocated by the engineering community is the finite volume
method (FVM), where unknown variables are located only inside of each cell [14–17]. FVM has some advantages of local
mass conservation and easy adaptivity to the geometry of the domain. Also the resulting linear system is often (symmetric)
positive definite. In general, the FVM formulation is obtained by integrating on certain volumes to conserve the physical
quantities such as mass, momentum, or energy. Since it satisfies conservation laws on arbitrary volume, it is widely used in
many applications, for instance, convection-diffusion equations, Stokes equations, or Euler equations, etc. [14,15,17–19]. In
FVM, one usually assigns unknowns at the center of each element and use piecewise constant basis functions to obtain the
discrete equation. In case of elliptic problems on a rectangular grid, we obtain the cell-centered finite differencemethod [16]
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which can also be derived from Raviart–Thomas space of the lowest order by applying a certain quadrature rule [8,20]. Most
of these are basically low order methods.
Recently, Cai, Douglas and Park [21] proposed a new higher order FVM based on MFEM, which has some advantages of
both theMFEMand FVM, in the sense that it is derived fromMFEM,while the unknowns are located inside the cell. They start
hybridizingMFEM formulation using Lagrangemultipliers, then use a suitable quadrature rule to simplify the linear system.
An appropriate quadrature rule plays a key role in eliminating the flux variable, so that they obtain an explicit system for
scalar and the Lagrange multipliers. Then the Lagrange multipliers are canceled from the resulting system by a judicious
choice of basis functions. It allows the original system of three variables (velocity, pressure and Lagrange multiplier) to
reduce to a symmetric positive definite algebraic equation for pressure variable only. The velocity is recovered easily from
the computed scalar variable.
On the other hand, the solution process of the resulting algebraic system obtained from this higher order FVM is not well
known. The purpose of this paper is to propose and prove the convergence of some iterative methods for solving the system
arising from this higher order FVM scheme. Unlikemost lower ordermethods, this system is not diagonally dominant. In fact,
the ratios between the diagonal elements and the off diagonal elements range from O(h) to O(1/h)! (See Section 3.) Hence
we cannot expect fast convergence of most classical iterative methods. In our scheme, the variables are ordered in such a
way that we get a nice block matrix which can be solved by a block iterative algorithm. Here, each block has a structure
similar to the low order method, so that fast algorithms such as conjugate gradient (CG) or multigrid (MG) can be used for
the subproblem. We prove the convergence of block iterative methods such as Jacobi, Gauss–Seidel and SOR with properly
ordered nodes.
An outline of this paper is as follows. In the Section 2, we briefly review higher order FVM of [21]. In Section 3, we first
investigate the structure of the matrix in detail. We then propose block iterative methods based on certain orderings of
variables. We prove the convergence of block Jacobi, Gauss–Seidel, and SOR methods using the theory developed in [22].
In the final section, we present numerical experiments. Our block iterative methods are indeed much faster than pointwise
counterpart or CG.
2. Second order finite volume methods
In this section, we briefly describe higher order FVM introduced in [21]. LetΩ be a bounded polygonal domain inRn with
boundary ∂Ω . We consider the homogeneous Dirichlet problem{−∇ · (κ∇p) = f inΩ,
p = 0 on ∂Ω, (2.1)
where κ is a bounded and symmetric positive definitematrix. Introducing the flowvariableu = −κ∇p, we obtain a standard
mixed form of (2.1) as follows:{u+ κ∇p = 0 inΩ,
divu = f inΩ,
p = 0 on ∂Ω.
Let
V = H(div;Ω) = {v ∈ (L2(Ω))n : divv ∈ L2(Ω)} ,
and setW = L2(Ω). Then the weak form of problem (2.1) is{
(κ−1u, v)− (p, divv) = 0, ∀v ∈ V,
(divu, q) = (f , q), ∀q ∈ W . (2.2)
Assume that we have some triangulation Th ofΩ into triangles or rectangles. Also, suppose we have some mixed finite
element subspaces Vh ⊂ V, Wh ⊂ W associated with this triangulation. Then the finite dimensional problem for (2.2) is:
Find (uh, ph) ∈ Vh ×Wh such that{
(κ−1uh, vh)− (ph, divvh) = 0, ∀vh ∈ Vh,
(divuh, qh) = (f , qh), ∀qh ∈ Wh. (2.3)
This leads to a saddle point problem which is difficult to solve. A common procedure to avoid it is to introduce a Lagrange
multiplier to hybridize the system. We define local spaces for the hybridization of (2.3) [11,13]:
V(K) = H(div; K), Vh(K) = {v|K : v ∈ Vh},
W (K) = L2(K), Wh(K) = {q|K : q ∈ Wh},
Λh(e) = {(vK · nK )|e : vK ∈ Vh(K)},
where e ∈ Eh, the set of all internal edges and nK is the unit outward normal vector. Also, let
V˜h = {v : v|K ∈ Vh(K)}, Λh = {λ : λ|e ∈ Λh(e),∀e ∈ Eh}.
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Fig. 2.1. Positions of the local unknowns of velocity and pressure on an element K .
Then the localized version of (2.3) using Lagrange multiplier is: Find (uh, ph, λh) ∈ V˜h ×Wh ×Λh such that for any K ∈ Th,
(κ−1uh, vh)K − (ph, divvh)K + 〈vh · nK , λh〉∂K\∂Ω = 0, ∀vh ∈ Vh(K),
(divuh, qh)K = (f , qh)K , ∀qh ∈ Wh(K),∑
K∈Th
〈uh · nK , µ〉∂K\∂Ω = 0, ∀µ ∈ Λh. (2.4)
Remark 2.1. The advantage of this localized version lies in local solvability of the first equation of (2.4) foruh. This is possible
because the test function vh is locally supported. This leads to a natural indexing of basis functions, where the basis functions
are ordered consecutively in each element.
Now we describe higher order Finite Volume Methods (FVM) introduced by in [21]. From here on, we assume Ω is the
unit square [0, 1]2 and it is partitioned into N2 elements by N−1-vertical and horizontal lines. Then the size of the element,
h, is 1/N . A typical element is denoted by Kij = [xi−1, xi] × [yj−1, yj], i, j = 1, . . . ,N . We shall consider BDFM[k+1] or RT[k]
for k ≥ 1, and, for simplicity, we present the case when k = 1. For k > 1 similar treatment applies.
The matrix form of (2.4) can be written asAU+ BP+ Cλ = O,BtU = F,CtU = O, (2.5)
where A is a block diagonal matrix. For example, if BDFM[2] (resp. RT1) is chosen for Vh then A is a block diagonal with the
blocks of the 10× 10 (resp. 12× 12) entries, where each block corresponds to an element K . To solve the system (2.5), we
eliminate U first. Then{−BtA−1(BP+ Cλ) = F,
−CtA−1(BP+ Cλ) = O.
There are two approaches to solving this system. One is to eliminate P first, so that we obtain a linear algebraic system
for λ. This is a well-known method which was studied in [11]. In this method, one computes λ first, then recover P and U
by a post-processing technique. On the other hand, Douglas et al. eliminate λ first, so that we obtain a system for P. The
advantage of this approach is that one can solve for P directly and U can be obtained from a simple explicit formula. There
is no need to compute λ.
Thus, we eliminate λ using the Schur complement to obtain{
BtA−1C(CtA−1C)−1CtA−1B− BtA−1B} P = F. (2.6)
In general, (2.6) is very complicated and expensive to solve. In order to avoid its complication, they propose new basis
functions and some quadrature rule to diagonalize A so that they obtain an explicit equation for P. For this purpose, they
define bases for BDFM[2] as follows: Let Pk(K) be the space of polynomials whose total degree is less than or equal to k and
let c be the center of K = Kij and α denotes one of the corners. (See Fig. 2.1.)
Define
Vh(K) = (P2(K)× P2(K)) \ span{(y2, 0)T , (0, x2)T }
= span {vic, viα, i = 1, 2, α = 1, 2, 3, 4} ,
Wh(K) = P1(K) = span {ω0, ωx, ωy},
Λh(∂K) = {λ ∈ L2(∂K) : λ|e ∈ P1(e), e ∈ EK }.
Here the interior basis functions vic, (i = 1, 2) are chosen to satisfy
vic · nj(α) = 0, (α = 1, 2, 3, 4), and vic · ej(c) = δij, for (j = 1, 2),
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ej is the standard basis vector, while the vertex basis functions viα (i = 1, 2, α = 1, 2, 3, 4) are chosen to satisfy
viα · nj(β) = δij · δαβ (j = 1, 2, β = 1, 2, 3, 4), and viα(c) = 0.
Finally, ω0 = 1, ωx = x − xi−1/2, and ωy = y − yj−1/2 on K . Choosing a basis functions whose nodal points are located
at quadrature points (i.e, at center and four corner points), we can reduce A to a diagonal matrix A˜, to obtain a perturbed
symmetric positive definite system as follows:{
Bt A˜
−1
C(Ct A˜
−1
C)−1Ct A˜
−1
B− Bt A˜−1B
}
P˜ = F. (2.7)
Then one can find an explicit expression of the left hand side of (2.7) by writing uh and ph in terms of above bases. Locally,
uh and ph have the following form:
uh,K =
2∑
i=1
uih,cv
i
c +
4∑
α=1
2∑
i=1
uih,αv
i
α,
ph,K = p0h,cω0 + pxh,cωx + pyh,cωy.
By forcing the flux consistency condition, one obtains the equations for the perturbed pressure of (2.7) as follows (see [21]
for details):
(f , ω0)K = 3
∑
α
dα(p˜0h − p˜0h,α)+ h
[
dr(p˜xh,c + p˜xh,r)− dl(p˜xh,c + p˜xh,l)
]+ h [dt(p˜yh,c + p˜yh,t)− db(p˜yh,c + p˜yh,b)] ,
h−2(f , ωx)K = 23κc p˜
x
h,c + dr
p˜0h,c − p˜0h,r
h
− dl
p˜0h,c − p˜0h,l
h
+ 1
3
∑
α=l,r
dα(p˜xh,c + p˜xh,α)+
1
12
∑
α=b,t
dα(p˜xh,c − p˜xh,α),
h−2(f , ωy)K = 23κc p˜
y
h,c + dt
p˜0h,c − p˜0h,t
h
− db
p˜0h,c − p˜0h,b
h
+ 1
3
∑
α=b,t
dα(p˜
y
h,c + p˜yh,α)+
1
12
∑
α=l,r
dα(p˜
y
h,c − p˜yh,α).
(2.8)
Then we have the following optimal error estimates for this scheme.
Theorem 2.1 ([21]). Let p be the solution of (2.1). Then for (p˜h, u˜h), where p˜h is the solution of (2.8), the optimal error estimates
are
‖p− p˜h‖0,Ω ≤ C‖p‖s,Ωhs, 1 ≤ s ≤ 2,
‖u− u˜h‖0,Ω ≤ C‖u‖s,Ωhs, 0 ≤ s ≤ 2.
Remark 2.2. A similar FVM scheme can be derived for RT[k] for all k ≥ 1.
3. Group iterative methods
In this section, we suggest some iterativemethods for solving (2.8). First, wemultiply second and third equations in (2.8)
by h2-factor to obtain a symmetric system. Then we write it in a matrix form
Mp = f, (3.1)
where ordering of variables is naturally chosen as p = (p1, . . . , pN2), where pl = (p0l , pxl , pyl ), (l = 1, . . . ,N2) represents
variables corresponding to the lth element (see Remark 2.1). Here,M isN2×N2 blockmatrixwhose blocks are 3×3matrices.
SpecificallyM has the following structure:
M =

M1,1 M1,2 M1,N+1
M2,1 ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗
MN+1,1 ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗

, (3.2)
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where
Mi,i =

12 0 0
0
3h2
2
0
0 0
3h2
2
 , Mi,i+1 =

−3 −h 0
h
h2
3
0
0 0 − h
2
12
 ,
Mi,i+N =

−3 0 −h
0 − h
2
12
0
h 0
h2
3
 , Mi+1,i = MTi,i+1, and Mi+N,i = MTi,i+N .
We clearly see the matrix (3.2) is symmetric positive definite, but non-diagonally dominant. The diagonal elements of
third rows of the diagonal blocks (Mi,i) are of order h2 while some off diagonal elements of the same row are of order h.
Hence we cannot expect a convergence of classical iterative methods such as Jacobi method, Gauss–Seidel method. CG may
work, but it seems hard to devise efficient preconditioners. However, with a proper reordering, we can use block Jacobi,
Gauss–Seidel method where fast solvers such as MG can be used for solving the subproblems. Also, CG Preconditioned by
MG is straightforward to apply.
In order to propose and prove the convergence of block iterative methods, we resort to the block convergence theory
developed in [22, Chap. 14, p. 434]. First, we need a series of definitions and theorems.
Definition 3.1. An ordered grouping pi of R = {1, 2, . . . , L} is a subdivision of R into disjoint subsets R1, R2, . . . , Rq such
that
∪qi=1 Ri = R.
Two ordered groupings pi and pi ′ defined by R1, . . . , Rq and R1′ , . . . , Rq′ , respectively, are identical if q = q′ and if Ri = Ri′ ,
i = 1, . . . , q.
Consider the linear system Ax = b. Given any ordered grouping pi , we define the submatrix Ai,j for i, j = 1, 2, . . . , q
as follows: Ai,j is formed from A by deleting all rows except those corresponding to Ri and all columns except those
corresponding to Rj. Given a column vector xwe define column vectors x1, x2, . . . , xq where xi is formed from x by deleting
all elements of x except those corresponding to Ri. Similarly, we define column vectors b1, b2, . . . , bq for a given the column
vector b. Then the linear system can be replaced by the block form
q∑
j=1
Ai,jxj = bi, i = 1, . . . , q. (3.3)
Now we define the group J (Jacobi) method for (3.3) with respect to an ordered grouping pi . Assuming that Ai,i is
nonsingular for all i, it is defined as follows:
Ai,ix
(n+1)
i +
q∑
j=1
j6=i
Ai,jx
(n)
j = bi, i = 1, . . . , q.
In the matrix form,
x(n+1) = Bpix(n) + gpi , (3.4)
where
Cpi = Dpi − A, Bpi = (Dpi )−1 Cpi = I − (Dpi )−1 A,
Dpi = diagpiA, gpi = (Dpi )−1 bpi .
(3.5)
Here, diagpiA is the matrix formed from A by replacing all ai,j by zeros unless i and j belong to the same group.
Also, the group Gauss–Seidel (GS) method and the group Successive Over-Relaxation (SOR) method in the matrix form
with respect to the ordered grouping pi are modified from the group J method as follows:
x(n+1) = L ωpi x(n) + (I − ωLpi )−1ωgpi , (3.6)
where
Lpi = (Dpi )−1Cpi L, L ωpi = (I − ωLpi )−1 (ωUpi + (1− ω)I) ,
Upi = (Dpi )−1CpiU ,
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if ω = 1, then it is for group GS method. Here, Cpi L and CpiU are defined as follows: Let us denote the matrix Cpi by
Cpi = {ck,s}, k ∈ Ri, s ∈ Rj. Then define
Cpi L =
{
ck,s if i > j
0 otherwise , Cpi
U =
{
ck,s if i < j
0 otherwise.
Definition 3.2. A matrix A of order L has Property P if there exist two disjoint subsetsW1 andW2 ofW , the set of the first L
positive integers, such thatW1 ∪W2 = W and such that if i 6= j and if either ai,j 6= 0 or aj,i 6= 0, then i ∈ W1 and j ∈ W2 or
else i ∈ W2 and j ∈ W1. In other words, if i and j are associated with respect to A then i ∈ W1 and j ∈ W2 or else i ∈ W2 and
j ∈ W1.
Given a matrix A and an ordered grouping pi with q groups, let Z = {zi,j} be the q× qmatrix such that
zi,j =
{
0, if Ai,j = 0
1, if Ai,j 6= 0.
Definition 3.3. The matrix A has Property Ppi if Z has Property P .
Definition 3.4. Thematrix A = {ai,j} of order L is consistently ordered if for some q there exist disjoint subsets R1, R2, . . . , Rq
of R = {1, 2, . . . , L} such that ∪qk=1 Rk = R and such that if ai,j 6= 0 or aj,i 6= 0, then j ∈ Rk+1 if j > i and j ∈ Rk−1 if j < i,
where Rk is the subset containing i.
Theorem 3.5. If A is consistently ordered, then A has Property P.
Definition 3.6. The matrix A is a pi-consistently ordered matrix (a pi-CO-matrix) if Z is consistently ordered.
Theorem 3.7. Let A and Cpi be the matrices defined as in (3.5). If A has Property Ppi , then Cpi has Property P, and if Dpi is
nonsingular, Bpi has Property P.
Theorem 3.8. If any matrix A has Property P, then A is diagonal matrix or else there exists a permutation matrix P such that
P−1AP has the form
A′ = P−1AP =
(
D1 U
L D2
)
where D1 and D2 are square diagonal matrices. Furthermore A′ has Property P.
Theorem 3.9. Let A be a matrix with the following structure
A =
(
0 U
L 0
)
.
Then if µ is any eigenvalue of A, then so is−µ.
Definition 3.10. A matrix A is a generalized pi-consistently ordered matrix (a pi-GCO-matrix) if4 given by
4 = det(αC Lpi + α−1CUpi − kDpi )
is independent of α for all α 6= 0 and for all k.
Theorem 3.11. If A is a pi-CO-matrix, then A is a pi-GCO-matrix. More generally, if Cˆpi is a CO-matrix or if Dpi is nonsingular
and Bˆpi is a CO-matrix, then A is a pi-GCO-matrix.
With these preliminary concepts, we now state the following results in [22, Chap. 5, p. 142].
Theorem 3.12. If A is a pi-GCO-matrix such that Dpi is nonsingular, then
(a) If µpi is any eigenvalue of Bpi of multiplicity p, then−µpi is also an eigenvalue of Bpi of multiplicity p.
(b) S(Lpi ) = (S(Bpi ))2.
(c) λpi satisfies (λpi +ωpi − 1)2 = ω2piµ2piλpi for some eigenvalueµpi of Bpi if and only if λpi satisfies λpi +ωpi − 1 = ωpiµpiλ1/2pi
for some eigenvalue µpi of Bpi .
(d) If λpi satisfies either, and hence both of the relations above, then λpi is an eigenvalue of Lωpi .
(e) If λpi is an eigenvalue of Lωpi , then there exists an eigenvalue µpi of Bpi such that above relation hold.
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Nowwe are ready to present block iterativemethods for solving (3.1). They are block J, GS, or SORmethods with a proper
ordering of the nodes.We define an ordering of thematrixM so that the hypotheses of Theorems 3.7 and 3.8 hold.We group
variables concerning the p0h variable first, then group variables concerning p
x
h and p
y
h, respectively. For BDFM[2], the ordered
grouping according to Definition 3.1 is pi1 = R1 ∪ R2 ∪ R3, where q = 3 and
Ri = {3s+ i : s = 0, . . . ,N2 − 1}, i = 1, 2, 3 (3.7)
and for RT[1], it becomes pi2 = R1 ∪ R2 ∪ R3 ∪ R4, where q = 4 and
Ri = {4s+ i : s = 0, . . . ,N2 − 1}, i = 1, 2, 3, 4. (3.8)
Then the matrix Z1 and Z2 corresponding to pi1 and pi2, respectively, have the following forms:
Z1 =
(1 1 1
1 1 0
1 0 1
)
, (3.9)
Z2 =
1 1 1 01 1 0 11 0 1 1
0 1 1 1
 . (3.10)
According to Definition 3.2, let us takeW1 = {1},W2 = {2, 3}. Then we see that Z1 has property P . The matrix Z2 also
has property P if we takeW1 = {1, 4},W2 = {2, 3}. Thus the matrixM for BDFM[2] has property Ppi1 . Similarly, the matrix
for RT[1] has property Ppi2 . Let Mˆpi denote the matrix corresponding to the grouping pi . For simplicity, we consider BDFM[2]
first. Then Mˆpi1 can be written as a 3× 3 block matrix with entries areMi,j, for i, j = 1, 2, 3,
Mˆpi1 =
(
M1,1 M1,2 M1,3
M2,1 M2,2 0
M3,1 0 M3,3
)
, (3.11)
where the stencils forM1,1,M1,2 andM1,3 are given by[ −3
−3 12 −3
−3
]
,
[−h 0 h] , [ h0
−h
]
,
and stencils forM2,2 andM3,3 are given by
− h
2
12
4h2
12
18h2
12
4h2
12
− h
2
12
 ,

4h2
12
− h
2
12
18h2
12
− h
2
12
4h2
12
 ,
andM2,1 =MT1,2 andM3,1 =MT1,3. The corresponding matrix for Mˆpi2 for RT1 is similarly given as
Mˆpi2 =
M1,1 M1,2 M1,3 0M2,1 M2,2 0 M2,4M3,1 0 M3,3 M3,4
0 M4,2 M4,3 M4,4
 . (3.12)
Our block iterative method will have the form (3.4) for block Jacobi, (3.6) for block GS, where ω = 1, and block SOR,
where ω ∈ (0, 2).
We see that the stencil of first diagonal block of the matrix Mˆpi1 has the same structure as the cell-centered finite
difference method, and we can easily check that the diagonal blocks of the matrix Mˆpi1 are diagonally dominant and
symmetric positive definite. The same remarks apply to Mˆpi2 . Thus, fast linear solvers such as CG or MG can be used to
solve the subsystems of (3.4) and (3.6).
Now we can prove the convergence of block relaxation method for (3.3).
Theorem 3.13. Let the matrixM be reordered as in (3.11) (or (3.12) for RT[1]). Then the group J, GS or SORmethod for (3.3)with
ordered grouping pi (pi = pi1 or pi2) converge.
Proof. First consider the group J method. Since the matrixM is symmetric positive definite,Mi,i is also symmetric positive
definite for all i, so that Dpi is nonsingular. The matrix Z has property P . Hence the matrix M has Property Ppi . By the
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Table 4.1
Number of iterations and CPU time for FVM based on BDFM[2] .
N GS-MG SOR-MG CG PCG-MG
# s # s # s # s
4 53 0.172 24 0.094 16 0.016 7 0.063
8 62 1.05 22 0.469 62 0.313 21 0.891
16 64 5.55 22 2.25 168 3.92 29 6.38
32 63 25.3 21 10 290 32.7 31 30.2
64 61 115 21 47.1 503 272 27 134
128 60 575 20 209 878 2.16e+03 25 590
#: Number of iterations, criterion: 10−12
Table 4.2
Number of iterations and CPU time for FVM based on RT[1] .
N GS-MG SOR-MG CG PCG-MG
# s # s # s # s
4 56 0.234 24 0.109 24 0.032 7 0.078
8 62 1.5 22 0.562 263 1.95 25 1.3
16 63 7.86 22 2.66 803 24.3 27 7.31
32 62 33.6 21 12.3 1802 281 29 35.6
64 61 160 20 53 3129 2.39e+03 29 166
128 59 809 20 283 5676 1.98e+04 25 725
#: Number of iterations, criterion: 10−12
Theorem 3.7, Cpi and Bpi have Property P . By the Theorems 3.8 and 3.9, if µpi is any eigenvalue of Bpi then so is−µpi . Notice
that Bpi is similar to the symmetric matrix B˜pi = D1/2pi BpiD−1/2pi = I − D−1/2pi MD−1/2pi . Since D−1/2pi MD−1/2pi = I − B˜pi is positive
definite, S(B˜pi ) < 1 so we have µpi = S(Bpi ) < 1.
For group GSmethod, we need to verify the condition of Theorem 3.12. In other words, we have to show thatM is api-CO
matrix. By Definition 3.6 and Theorem 3.11, it suffices to show that Z is a CO-matrix.
For BDFM[2], Z is clearly a CO-matrix if we choose R1 = {1}, R2 = {2, 3}. On the other hand, for RT[1] the choice R1 = {1},
R2 = {2, 3} and R4 = {4} shows that Z is a CO-matrix.
Finally, it is well-known that the convergence of group SORmethod follows fromTheorem3.12 if the optimum relaxation
factor ωpi is chosen as ωpi = 2
1+
[
1−µ2pi
]1/2 . 
Remark 3.1. With this reordering, one can easily apply CG method preconditioned by block diagonals. Some numerical
experiments where the diagonal blocks are solved by multigrid method are reported in Section 4.
Remark 3.2. The extensions to 3 dimensional problems are straightforward.
4. Numerical experiments
In this section, we provide the results of some numerical experiments for the second order elliptic problem (2.1). In the
model problem,Ω is unit square [0, 1]2 initially partitioned into N2 elements, where N = 2level and level varies from 1 to 7.
We give the convergence results of iterative methods applied to the linear system derived from FVM based on BDFM[2] and
FVM based on RT[1]. The linear system (3.1) for each method is reordered using the ordered grouping pi1 and pi2 of (3.7) and
(3.8) to yield (3.11) and (3.12). We apply the block GS and block SOR methods which are derived in the previous sections
with the ordered grouping. Because of the structure of diagonal blocks of Eqs. (3.11) and (3.12), the cell-centered multigrid
method is used for inverting diagonal blocks Ai,i of the linear system (3.3). For a comparison, we also report the results with
CG and preconditioned CG (PCG). For PCG we use the block diagonal preconditioner where each block is again inverted by
multigrid. The results are summarized in the tables.
First we choose the exact solution as
p(x, y) = x(1− x)y(1− y), (4.1)
with the constant diffusion coefficient κ(x, y) = 1.0. The corresponding results of the FVM based on BDFM[2] are in Table 4.1
and those based on RT[1] are in Table 4.2. We report iteration counts and CPU time (using PC Pentium 4, 2.8 GHz) in seconds
with stopping criterion 10−12.
Next we test discontinuous coefficient case:
κ(x, y) =
{
1.0 if (x− 1/2)(y− 1/2) > 0,
100.0 if (x− 1/2)(y− 1/2) < 0,
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Table 4.3
Number of iterations and CPU time for FVM based on BDFM[2] .
N GS-MG SOR-MG CG PCG-MG
# s # s # s # s
4 47 0.157 22 0.078 29 0.031 5 0.031
8 53 1.03 24 0.422 370 1.8 19 1.01
16 63 6.12 27 2.36 1608 33.3 31 8.34
32 69 31.6 29 11.9 4519 459 31 42.3
64 72 154 33 65.4 9407 4.89e+03 27 217
128 75 750 36 353 18905 4.42e+04 25 990
#: Number of iterations, criterion: 10−12
Table 4.4
Number of iterations and CPU time for FVM based on RT[1] .
N GS-MG SOR-MG CG PCG-MG
# s # s # s # s
4 48 0.407 24 0.125 82 0.094 7 0.047
8 56 2.3 25 0.641 1751 11.9 21 1.45
16 61 11.2 26 3.34 18115 663 31 9.31
32 65 68.6 26 15.2 77741 1.32e+04 31 47.6
64 66 217 27 72.9 193318 1.6e+05 29 220
128 68 966 28 361 374802 1.46e+06 27 1.08e+03
#: Number of iterations, criterion: 10−12
Table 4.5
L2-error on gauss 4 points for pressure for FVM based on BDFM[2] .
N Test 1 Test 2
Error Order Error Order
4 0.001638 1.79 0.00057516 −0.0733
8 0.00042746 1.94 0.00017157 1.75
16 0.00010809 1.98 4.5182e−05 1.92
32 2.71e−05 2 1.1454e−05 1.98
64 6.78e−06 2 2.8739e−06 1.99
128 1.6953e−06 2 7.1912e−07 2
Table 4.6
L2-error on gauss 4 points for pressure for FVM based on RT[1] .
N Test 1 Test 2
Error Order Error Order
4 5.8083e−15 * 4.6561e−05 2.46
8 5.6716e−14 * 6.3114e−06 2.88
16 9.6481e−14 * 8.051e−07 2.97
32 3.3017e−13 * 1.0115e−07 2.99
64 6.4337e−13 * 1.266e−08 3
128 6.0842e−13 * 1.583e−09 3
where the exact solution is taken as
p(x, y) = 1
κ(x, y)
x(1− 2x)(1− x)y(1− 2y)(1− y). (4.2)
In this case, the flux variable u = −κ∇p is continuous on the whole domain. The corresponding results based on BDFM[2]
are in Table 4.3 and those based on RT[1] are in Table 4.4.
In the above two test problems, we find that block GS with multigrid (GS-MG) is a good solver and block SOR with
multigrid (SOR-MG) with ω = 1.3 is the fastest. PCG-MG is also a good solver for this model problem. In all of the
subproblems, MG was solved exactly. One can use the inexact solver for subproblems to reduce the CPU time.
Through the test problems,we checked the error at gauss 4 points. In the case of RT[1], we obtained the superconvergence.
The results for the error behaviors are in Tables 4.5–4.8.
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Table 4.7
L2-error on gauss 4 points for velocity for FVM based on BDFM[2] .
N Test 1 Test 2
Error Order Error Order
4 0.0036234 2.28 0.0055447 −0.813
8 0.00066224 2.45 0.0013164 2.07
16 0.00011805 2.49 0.00025692 2.36
32 2.0913e−05 2.5 4.7184e−05 2.44
64 3.6988e−06 2.5 8.4766e−06 2.48
128 6.5396e−07 2.5 1.5095e−06 2.49
Table 4.8
L2-error on gauss 4 points for velocity for FVM based on RT[1] .
N Test 1 Test 2
Error Order Error Order
4 4.2604e−14 * 0.00041981 2.55
8 4.5392e−13 * 5.7435e−05 2.87
16 6.0688e−13 * 7.3618e−06 2.96
32 1.6224e−12 * 9.2644e−07 2.99
64 4.28e−12 * 1.1601e−07 3
128 4.2405e−12 * 1.4508e−08 3
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