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Abstract
A Petri net is a mathematical model which is applied to descriptions of parallel processing
systems. We define a prefix code, called a Petri net code, based on a Petri net under a
certain terminal condition, In this paper we consider the two families of Petri net codes.
One of them is defined by the maximality of prefix codes, called the family of maximal Petri
net codes. The other is the family of codes generated by restricted Petri nets. called the
family of input-ordinal Petri net code. It is easily seen that the later is a subfamily of the
former. But it is still open whether the later includes the former. So we show that the
inclusion is true in case that the component of a Petri net is simple.
1 Introduction
In the section 1.1, we introduce the notation of languages and codes in this paper. In the next section,
we define a Petri net code and explain their properties.
1.1 languages and Codes
Let $X$ be a nonempty finite set called an alphabet, $X^{*}$ be the free monoid generated by $X$ under the
concatenation. An element of $X^{*}$ is called a word. The identity of $X^{*}$ is called the empty word, denoted
by 1. We denote $X^{\mathrm{c}}\backslash \{1\}$ by $X^{+}$ , the concatenation of two words $x$ and $y$ by $xy$ , and the length of a
word $w\in X^{*}$ by $|w|(\mathrm{e}\mathrm{s}\mathrm{p}\mathrm{e}\mathrm{c}\mathrm{i}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}|1|=0)$ .
If for two words $w,$ $u\in X^{*}$ there exists some word $v\in X^{\mathrm{t}}$ (resp. $v\in X^{+}$ ) with $w=uv$, then $u$ is called
a prefix (resp. a proper prefix) of $w$ , we represent $u\leq_{\mathrm{P}}w(\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{p}. u<_{p}w)$ . A language over $X$ is a subset
of $X^{*}$ . The concatenation of two languages $L_{1}$ and $L_{2}$ is defined by $L_{1}L_{2}=\{w_{1}w_{2}|w_{1}\in L_{1}, w_{2}\in L_{2}\}$ . A
nonempty language $L$ is a code if for any two integers $n,$ $m\geq 1$ and $u_{1},$ $\mathrm{u}_{2},$ $\cdots,$ $u_{n},$ $v_{1},$ $v_{2},$ $\cdots,$ $v_{m}\in L$ ,
$u_{1}u_{2}\cdots u_{n}=v_{1}v_{2}\cdots v_{m}$
implies
$n=m$ and $u_{i}=v_{1}$ for $i=1,$ $\cdots,$ $n$ .
A code $L$ is a prefix code if $u,$ $\mathrm{u}v\in L$ implies $v=1$ . A code $C\subset X^{+}$ is maximal (resp. maxial prefix)
in $X$ if $C$ is not included by any code (resp. prefix code) over $X$ .
Remark A maximal and prefix code is clearly a maximal prefix code because it is not included by
any code by the maximality. But a maximal prefix code is a prefix code, but is not necessarily a maximal
code.
1.2 Petri net codes
DEFINITION 1.1 (Petri net) A Petri net $PN$ is a quadruple $(P, X, W, \mu 0)$ satisfying the folloutng
conditions.
(1) $P$ and $X$ are finite sets rvith $P\cap X=\emptyset$ and $P\cup X\neq\emptyset$ .
$(l)$ $W$ is a weighting function from $(P\mathrm{x}X)\cup(X\mathrm{x}P)$ to the set $Nof$ all the nonnegative integers.
$.‘ \frac{(S)\mu_{0}isafinctionfi\mathfrak{v}mPtoN,calledaninitidmarking.\iota}{\mathrm{T}\mathrm{h}\mathrm{i}\mathrm{s}\mathrm{i}\epsilon \mathrm{a}\mathrm{n}\mathrm{a}\mathrm{k}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{d}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{p}\mathrm{a}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{w}\mathrm{i}11\mathrm{a}\mathrm{p}\mathrm{p}\mathrm{e}\mathrm{a}\mathrm{r}\mathrm{e}1\Re \mathrm{w}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}}$
.
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A marking is positive if it is a function ffom $P$ to $N\backslash \{0\}$ . And $PN$ is input-ordinal if $W(p, a)\leq 1$ for
any $(p, a)\in P\mathrm{x}X$ . In the above Petri net $PN$ , we may call $(p, a)\in P\mathrm{x}X$ an arc when $W(p, a)>0$ holds,
and then $W(p, a)$ is called the weight of the arc $(p, a)$ . The similar definition holds about $(a,\mathrm{p})\in X\mathrm{x}P$ .
When $W(p, a)\leq\mu(p)$ holds for any place $p\in P$ , the transition $a\in X$ is enable under the Petri net
$PN$ . Then the new marking $\mu’$ is defined as follows:
$\mu’(p)=\mu(p)-W(p, a)+W(a, p)$ for $\forall p\in P$.
The transition function $\delta_{PN}$ of $PN$ is defined by $\delta_{PN}(\mu, a)=\mu’$ . $\delta_{PN}(\mu, a)$ is undefined if $a$ $\in X$ is not
enable under $PN$. This function is extended from $P\mathrm{x}Xrightarrow N\mathrm{t}\mathrm{o}P\mathrm{x}X^{\mathrm{s}}rightarrow N$ as follows: $\delta_{PN}(\mu, 1)=\mu$
and $\delta_{PN}(\mu, ua)=\delta_{PN}(\delta_{PN}(\mu, \mathrm{u}),$ $a)$ . We may denote $\delta_{PN}$ by 6 if no confusion is possible.
DEFINITION 1.2 Let $PN=(P, X, W, \mu 0)$ be a Petri net, Po be a positive marking. Then we define
the language $C(P, X, W, \mu 0)$ as follows:
$C(P, X, W, \mu_{0})=\{w\in.X’|w=uv,$ $v\in X^{+},$ $\mathit{6}(\mu,$ $w)$ is not positive, $\mathit{6}(\mu,$ $u)$ is $positive\}_{1}$.
If $C=C(P, X, W, \mu 0)\neq\emptyset$ then $C$ is a prefix code. Because both $u,$ $uv\in C$ and $v\neq 1$ yield a
contradiction since $\mathit{6}(\mu, \mathrm{u})$ is positive. We call such a code a Petri net code. The family of all the Petri
net codes is denoted by CPN. Moreover a Petri net code is said to be a maximal Petri net code if it is
maximal prefix. The family of all the maximal Petri net codes is denoted by $\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}$. A Petri net code
is said to be a input-ordinal Petri net code if it is generated by some input-ordinal Petri net. The family
of all the input-ordinal Petri net codes is denoted by $\mathrm{N}\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}$ .
Since an input-ordinal Petri net code is clearly a maximal Petri net code, we get the inclusion relation
$\mathrm{N}\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}\subset \mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}$ . In this paper, we consider the following problem.
[Probleml $\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}\subset \mathrm{N}\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}$ ?
Since it is too difficult to solve this problem in general Petri nets, in the next section we prove that
the problem is solved affirmatively in a restricted Petri net.
2 Fundamental Properties
Here we state some fundamental properties used in the next section.
DEFINITION 2.1 Let $PN=(P,X, W, \mu_{0})$ be a Petri net and $\mu_{0}$ be a positive marhng. For $w\in X$‘
and $a\in X$ , we define the set $K_{w}(a)$ of places as follows.
$K_{w}(a)=\{p\in P|\mathit{6}(\mu 0, w)=\mu$, $W(a,p)=0,$ $W(p, a)>0$ $ands= \frac{\mu(p)}{w(p,a)}$ is an integer,
$\forall q\in P\backslash \{p\}$ $(W(a, q)=0andW(p, a)>0$ impliess $\leq\frac{\mu(q)}{w(q,a)}$ )}.
An element of $K_{w}(a)$ is cdled a critical place (after reading the word $w$) Especially $K_{1}(a)$ is denoted by
$K(a)$ , where 1 is the empty word. $K_{w}$ is a mapping from $X$ to $2^{P}$ , called the critical place mapping of
the Petri net $(P,X, W,\mu_{0})$ . I
A critical place $p$ of a transition $a$ means that $p$ is a place where the number of tokens first becomes
zero when $a$ fires one after another(see Figure 1).
THEOREM 2.1 (FUndamental Theorem) Let $K$ be a critical place mapping of a Petri net
$(P, X, W, \mu_{0}),$ $C(P,X, W,\mu_{0})$ be a mavimal Petri net code. Let $p\in P$ and $B=\{a\in X|W(p, a)>0\}$ .
Then, For any a, $b\in B$ ,
(1) $p\in K(a)impliesW(p,a)\geq W(p, b)$ ,
$(l)$ $p\in K(a)\cap K(b)impliesW[p,a)=W(p,b)$ .
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Figure 1: Example of critical places, $K(a)=\{q\}$ .
Figure 2: $p\in K(a)\Rightarrow W(p, a)\geq W(p, b_{1}),$ $W(p, b_{2})$ .
THEOREM 2.2 (Deletion of useless places) Let $PN=(P, X, W,\mu_{0})$ be a Petri net and $\mu 0$ be a
positive marking. Let $C=C(P, X, W,\mu 0)$ be a mavimal Petri net code. Let $p\in P$ be a place such that
$\delta(\mu_{0},w)(p)\neq 0$ for any $w\in C.$ And the Petri net $PN’=(P’,X‘, W’,\mu_{0}’)$ is defined as follows, which is
obtained by removing the place $p$ and the arcs from $p$ and the arcs to $p$ .
$P’=P\backslash \{p\},X’=X$
$W’$ is a restriction ofWon$(P’\mathrm{x}X)\cup(X\mathrm{x}P’)$ ,
$\mu_{0}’$ is a restriction $of\mu_{0}onP$ ,
Then,
$C(P, X, W,\mu_{0})=C(P‘, X‘, W’,\mu_{0}’)_{\mathrm{I}}$.
Generally set $P_{0}=\{q\in P|\exists w\in C, \delta(\mu_{0}, w)(q)=0\}$ . Applying the above theorem repeatedly, the
theorem holds even if we replace $P’$ in the theorem by $P_{0}$ . The maximality in the theorem is needed as
the following example shows.
EXAMPLE 2.1 Let $P=\{p,q\},$ $X=\{a, b\},$ $W(p,a)=W(\mathrm{p},b)=1,$ $W(q,b)=2,$ $\mu_{0}(p)=\mu_{0}(q)=1$ .
The other arcs weigh $\mathit{0}$ . Then $C=C(P, X, W, \mu_{0})=\{a\}$ is not marimal. For any $w\in C,$ $\mathit{6}(\mu_{0},w)(q)\neq$
$0,$ where 6 is the transition function of $(P,X, W,\mu 0)$ . However, Since $P’=P\backslash \{q\}=\{p\}$ . $X’=\{a,b\}$ ,
$W’(p, a)=W’(\mathrm{p}, b)=1,$ $\mu_{0}’(p)=1$ , the other afts weigh $\theta,$ $C’=C(P’,X’, W’,\mu_{0}’)=\{a, b\}$ . This means
that $C=C’$ does not necessarily hold.
THEOREM 2.3 (Reduction rule of two-way arcs) Let $PN=(P, X, W, \mu 0)$ be a Petri net and
$\mu_{0}$ be a positive marking. Let $C=C(P, X, W,\mu_{0})$ be a maximal Petn net code. Let $p\in P$, $a$ $\in X$ unth
$W(p, a)>0$ and $W(a,p)>0$ . Then the Petri net $PN’=(P,X,W’, \mu 0)$ is defined as follows, which is
obtained by replacing the weights of the two arcs $(p)a)$ and $(a,p)$ .
$W(\mathrm{p},a)>W(a,p)$ $\Rightarrow W’(p,a)=W(p,a)-W(a,p),$ $W’(a,p)=0$
$W(p,a)=W(a,p)$ $\Rightarrow W’(p,a)=W’(a,p)=0$
$W(p,a)<W(a,p)$ $\Rightarrow W’(a,\mathrm{p})=W(a,p)-W(p,a),$ $W’(p,a)=0$
$q\neq p$ or $b\neq a$ $\Rightarrow W’(b,q)=W(b,q),$ $W’(q,b)=W(q, b)$
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Then
$C(P,X, W,\mu 0)=C(P, X, W’, \mu 0)$ .
Figure 3: Replacing the weights of arcs (if $W(p,a\rangle>W(a,p))$ .
EXAMPLE 2.2 Let $X$ be an dphabet and $k$ be a positive integer. Suppose that subsets $X_{1}$ and $X_{2}$ of
$X$ satisfy $X=X_{1}\cup X_{2}$ and $X_{1}\cap X_{2}=\emptyset$ . Then, the following language $C$ is an input-ordinal Petri net
code.
$C=( \bigcup_{0\leq\<k}X_{2^{:}}X_{1})\cup X_{2}^{k}$
(proof) If the input-ordinal Petri net $(P,X, W,\mu_{0})$ is defined as follows (see Figure 4), then $C=$
$C(P, X, W, \mu_{0})$ holds.
$P=\{p,q\},$ $X=X_{1}\cup X_{2}$ ,
$\mu_{0}(p)=1,\mu_{0}(q)=k$ ,
$W(p,a)=1,$ $W(a,p)=0$ if $a\in X_{1}$
$W(q, b)=1,$ $W(b, q)=0$ if $b\in X_{2}$
1
$X_{1}=\{a_{1}, \cdots,a_{n}\},$ $X_{2}=\{b_{1}, \cdots,b_{m}\}$
$a_{n}$ $\mathit{0}_{m}$
Figure 4: the Petri net generating $C$ of Example 2.2.
ElSpecially, in the above example setting $X_{1}=\emptyset$ and $X_{2}=X,$ $C=X^{k}=\{w\in X^{\cdot}||w|=k\}$ . $X^{k}$ is
called a (full) uniform code over $X$ . Therefore a uniform code becomes an input-ordinal Petri net code.
3 Maximal Petri net codes and input-ordinal Petri net code
Here we solve the problem whether $\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}\subset \mathrm{N}\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}$ holds or not under some c.onditions. At first we
consider the caee the number $|P|$ of places equals 1 and the case the number $|X|$ of transitions equals 1.
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3.1 In case of $|P|=1$ or $|X|=1$
THEOREM 3.1 Let $PN=(P, X, W,\mu_{0})$ be a Petri net and $\mu_{0}$ be a positive marking. Assume that
$|X|=1$ or $|P|=1$ . If $C=C(P, X, W, \mu_{0})$ is a maximal Petri net code, then $C$ is an input-ordinal Petri
net code. 1
Assume that $|P|=1$ , that is $P=\{p\}$ in this theorem. Setting $X_{1}=\{a\in X|W[p,a)>0, W(a,p)=0\}$
and $X_{2}=X-X_{1}$ , Then
$C(P,X, W, \mu 0)=(X_{1^{\hslash-1}}\mathrm{o}(\bigcup_{a_{2}\in X_{2}}a:X_{1}^{n_{i}})^{\theta})X_{1}$
,
where $n:=W(a:,p)/n,$ $\phi$ is the shuffle product over two languages $L,$ $K\subset X^{*}$ defined by $L\mathrm{o}K=$
$\bigcup_{l\in L,\mathrm{y}\in K^{X}}\mathrm{o}y,$ $xoy=$ {$x_{1}y_{1}x_{2}y_{2}\cdots x_{n}y_{n}|x=x_{1}x_{2}\cdots x_{n},$ $y=y_{1}y_{2}\cdots y_{n},$ $x_{i},y_{i}\in X^{*}$ for $1\leq i\leq n$}
for $x,$ $y\in X$ and $L^{\theta}$ is the shuffle closure of a language $L$ , defined by $L^{\mathrm{o}}=\cup:\geq 0L^{\mathrm{o}:},$ $L^{\mathrm{o}0}=\{1\}$ ,
$L^{\mathrm{o}(i+1)}=L^{\mathrm{o}:}\mathrm{o}L$ .
In case that a Petri net has only a place or only a transition, we have proven $\mathrm{N}\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}=\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}$. In
the next section, we consider the case that a Petri net has two places.
3.2 In case of $|P|=2$
In a Petri net $PN=(P,X, W,\mu 0)$ , for a transition $a$ $\in X$ , Set $I(a)=\{p\in P|W(p,a)>0\}$ and
$O(a)=\{p\in P|W(a,p)>0\}$ . If $I(a)\neq\emptyset$ and $O(a)=\emptyset,$ $a$ is called a consuming transition. If $I(a)\neq\emptyset$
and $O(a)\neq\emptyset$ $a$ is called a transporting transition. If $I(a)=\emptyset$ and $O(a)\neq\emptyset,$ $a$ is called a supplying
transition. If $I(a)=O(a)=\emptyset,$ $a$ is called an isolated transition.
$.\nearrow\backslash _{1}\backslash \nearrow_{:}$
(a) consuming (b) transporting
$|\backslash ^{1}\nearrow$.
(c) supplying (d) isolated
Figure 5: Classification of transitions
All through this section, we assume that a Petri net $PN=(P, X, W, \mu 0)$ with a positive marking $\mu_{0}$
generating the code satisfies the following conditions.
(1) $C(P,X, W,\mu_{0})$ is a maximal Petri net code.
(2) $|P|=2$ , that is the number of places equals 2. Set $P=\{p, q\}$ .
(3) $X\neq\emptyset$ and each element of $X$ is a consuming transition or a transporting transition.
(4) By theorem 2.3, for any $p\in P$ and any $a$ $\in X$ , Both the weight of $(a,p)$ and the weight of $(p,a)$ are
not positive.
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THEOREM 3.2 Let $PN=(P, X, W, \mu 0)$ be a Petri net, $\mu_{0}$ be positive. Assume that $C=C(P, X, W, \mu 0)$
is a maximal Petri net code, $|P|=2$ , and each element $ofX$ is not a supplying transition, $C$ is an input-
ordinal Petri net code. 1
(proof) Since the marking is unchanged by a isolated transition’s firing, we may assume that $X$ has
no isolated transition without the ioss of generality.
Moreover, Set the sets $X_{p}$ and $X_{q}$ of transitions, respectively
$X_{p}=\{a\in X|p\in K(a)\}$ ,
$X_{q}=\{a \in X|q\in K(a)\}$
(note that $X_{\mathrm{p}}\cap X_{q}=K^{-1}(\{p,$ $q\})=\emptyset$ is not necessarily hold), where $K$ is a critical place mapping.
By the condition (3), since $a\in X$ is a consuming or transporting transition, the number of tokens in
$p$ or $q$ becomes zero when $a$ is fired in succession. Namely at least one of $a\in X_{\mathrm{p}}$ or $a\in X_{q}$ holds.
If $a\in X_{\mathrm{p}}$ , there exists some positive divisor $n_{\mathrm{p}}$ of $\mu_{0}(p)$ such that $W(p,a)=n_{\mathrm{p}}$ . The analogy holds if
$a$ $\in X_{q}$ . Hence, there exist two positive integers $k$ and $l$ such that
$\mu \mathrm{o}(p)=kn_{\mathrm{p}},$ $\mu \mathrm{o}(q)=ln_{q}$ ,
$W(p,a)=n_{\mathrm{p}},$ $W(a,p)=0$ if $a\in X_{\mathrm{p}}$ , (1)
$W(q, a)=n_{q},$ $W(a,q)=0$ if $a$ $\in X_{q}$ .
If $k=l=1$ , the statement of this theorem holds because the code $C$ is a uniform code $X^{1}$ . Moreover, if
no transition $a$ exists such that $p\in K(a)$ , that is $X=X_{q}$ , the code is a uniform code $C=X^{l}\in \mathrm{N}\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}$ .
$C$ is also a uniform code if $X=X_{\mathrm{p}}$ . So we may assume that $k=l=1$ doesn’t hold, $X_{\mathrm{p}}\neq\emptyset$ and $X_{q}\neq\emptyset$ .
If $a$ $\in X_{\mathrm{p}}$ and $b\in X_{q}$ , the weights of arcs $(p, a)$ and $(q,b)$ is uniquely determined as shown the
expression (1). While there are some cases: the weights of arcs $(p, b)$ and $(b,p)$ are not multiples of $n_{\mathrm{p}}$ ,
the weights of arcs $(q,a)$ and $(a, q)$ are not multiples of $n_{q}$ . How to weigh these arcs is divided into the
next five cases by the symmetry.
$(A)\exists a\in X_{\mathrm{p}},$ $\exists b\in X_{q}$ [$x=W(p,$ $b)>0,y=W(q,a)>0$ , and $(n_{\mathrm{p}}\parallel x$ or $n_{\mathrm{q}} \int y)$ ]
$(B)\exists a\in X_{\mathrm{p}},$ $\exists b\in X_{q}$ [$x=W(b,p)>0,y=W(q,$ $a)>0$ , and $(n_{\mathrm{p}}\parallel x\mathrm{o}\mathrm{r}n_{q}\parallel y)$]
($C\rangle\exists a\in X_{p},$ $\exists b\in X_{q}$ [$W(b,p)=0,y=W(q,a)>0$ , and $n_{q}\parallel y$]
$(D)\exists a\in X_{\mathrm{p}},$ $\exists b\in X_{q}$ [$x=W(b,p)>0,y=W(a,$ $q)>0$ , and $(n_{\mathrm{p}} \int x$ or $n_{q}\parallel y)$]
$(E)\exists a\in X_{\mathrm{p}},$ $\exists b\in X_{q}$ [$x=W(b,p)>0,$ $W(q,a)=0$, and $n_{\mathrm{p}}/x$ ]
By Lemma 3.1 stated later in case of $(A)$ , by Lemma 3.2 in case of $(B)$ , by Lemma 3.3 in case of (C),
by Lemma 3.5 in case of $(E)$ , we can show that $C$ is an input-ordinal Petri net code respectively. On
the other hand the case $(D)$ is impossible because $C$ is not a maximal Petri net code by the lemma 3.4.
If any condition from (A) to (E) does not hold, the weight of each output arc $\mathrm{h}\mathrm{o}\mathrm{m}$ the place $p(\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{p}$ .
$q)$ is $n_{\mathrm{p}}(\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{p}. n_{q})$, the weight of every input arc to $p(\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{p}. q)$ is a multiple of $n_{\mathrm{p}}(\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{p}. n_{q})$. Therefore,
$C(P,X, W,\mu_{0})$ is the same as the code which the following Petri net $(P’, X’, W’,\mu_{0}’)$ generates.
$P’=P=\{p,q\},$ $X’=X$
$W’(p,a)=W(p,a)/n_{\mathrm{p}}=1,$ $W’(a,p)=W(a,p)/n_{\mathrm{p}}$ for $\forall a\in X$
$W’(q,a)=W(q,a)/n_{q}=1,$ $W’(a,q)=W(a,q)/n_{q}$ for $\forall a\in X$
$\mu_{0}’(p)=\mu \mathrm{o}(p)/n_{\mathrm{p}}=k,$ $\mu_{0}’(q)=\mu_{0}(q)/n_{q}=l$
Hence, $C(P,X,W,\mu 0)\in \mathrm{N}\mathrm{m}\mathrm{C}\mathrm{P}\mathrm{N}$ . I
We state the lemmata 3.1\sim 3.5 in referred in the proof of the theorem 3.2. We omit thier proofs.
LEMMA 3.1 If the folloutng condition $(A)$ is satisfied in the Petri net $PN=(P,X, W,\mu 0)$ , then the
code which $PN$ generates is a uniform code $X^{k}$ , that is an input-ordinal Petri net code.
$(A)\exists a\in X_{p},$ $\exists b\in X_{q}$ $[x=W(p,b)>0,y=W(q,a)>0$, and $(n_{p}/xorn_{q}Jy)]_{1}$.
The case $(A_{1})$ of $K(a)=\{p\},K(b)=\{q\}$ and the case $(A_{3})$ of $K(a)=\{p,q\},K(b)=\{p,q\}$ are
impossible. In case $(A_{2})$ of $K(a)=\{p,q\},K(b)=\{q\},$ $C=X^{k}$ .
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$(A_{1})$ A contradiction $(A_{2})$ $C=X^{\kappa}$ $(A_{3})$ A contradiction
Figure 6: When the condition (A) holds.
LEMMA 3.2 If the following condition $(B)$ is satisfied in the Petri net $PN=(P,X, W,\mu_{0})$ , then the
code which this Petri net generates is an input-ordind Petri net code.
$(B)\exists a\in X_{p},$ $\exists b\in X_{q}$ $[x=W(b,p)>0,y=W(q,a)>0, and(n_{\mathrm{p}}\parallel xorn_{q}\chi y)]_{\mathrm{I}}$.
In case $(B_{1})$ of $K(a)=\{p\},$ $K(b)=\{q\},$ $C$ is an input-ordinal Petri net code, and in case $(B_{2})$ of
$K(a)=\{p, q\},$ $K(b)=\{q\},$ $C=X^{k}$ .
$(B_{1})$ C’ :mput-ordinal $(B_{2})$ $C=X^{\hslash}$
Figure 7: When the condition (B) holds.
LEMMA 3.3 If the folloutng condition $(C)$ is satisfied in the Petri net $PN=(P, X, W,\mu_{0})$ , then the
code which this Petri net generates is an input-ordinal Petri net code.
$(C)\exists a\in X_{p},$ $\exists b\in X_{q}$ $[W(b,p)=0,y=W(q,a)>0, andn_{q}\parallel y]_{\mathrm{B}}$
In case $(C_{1})$ of $K(a)=\{p\},K(b\rangle$ $=\{q\},$ $C$ is an input-ordinal Petri net code in the form of EXAMPLE
2.2. The case $(C_{2})$ is impossible.
LEMMA 3.4 If the following condition $(D)$ is satisfied in the Petn net $PN=(P,X, W,\mu 0)$ , then the
code which this Petri net genemtes must not be a maxemal Petri net code.
$\exists a\in X_{p},$ $\exists b\in X_{q}$ $[x=W(b,p)>0,y=W(a, q)>0, and(n_{\mathrm{p}}\parallel xorn_{q}\parallel y)]_{l}$.
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$(C_{1})C:\mathrm{t}\mathrm{h}\mathrm{e}$ form of EXAMPLE2.2 $(C_{2})$ A contradiction
Figure 8: When the condition (C) holds.
(D) A contradiction
Figure 9: When the condition (D) holds.
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LEMMA 3.5 If the following condition $(E)$ is satisfied in the Petn net $PN=(P, X, W,\mu_{0})$ , then the
code which this Petn net generates is an input-ordind Petri net code in the form of EXAMPLE 2.2.
$(E)\exists a\in X_{p},$ $\exists b\in X_{q}$ $[x=W(b,p)>0, W(q,a)=0, andn_{p}\parallel x].\iota$
(E) $C:\mathrm{t}\mathrm{h}\mathrm{e}$ form of EXAMPLE2.2
Figure 10: When the condition (E) holds.
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