This work focuses on recurrence and ergodicity of switching diffusions consisting of continuous and discrete components, in which the discrete component takes values in a countably infinite set and the rates of switching at current time depend on the value of the continuous component over an interval including certain past history. Sufficient conditions for recurrence and ergodicity are given. Moreover, the relationship between systems of partial differential equations and recurrence when the switching is pastindependent is established under suitable conditions.
The next idea is to treat the process (X t , α(t)), where X t is the so-called segment process associated with X(t). For such processes, although we have Markov properties, the systems that we face become infinite dimensional. As will be seen in the subsequent sections, the problems require much more attention and careful consideration.
The rest of the paper is organized as follows. The formulation of switching diffusions with past-dependent switching and countably many possible switching locations is given in Section 2. Also some relevant results, including the functional Itô formula, are recalled briefly. These results play a crucial role. Section 3 provides certain sufficient conditions for recurrence, positive recurrence, and ergodicity of the related Markov process associated with our switching diffusions. In Section 4, we characterize the recurrence of switching diffusion that are past independent. Furthermore, the relationship between recurrence and the associated systems of partial differential equations is established. Finally, we provide the proofs of some technical results in an appendix.
Formulation
Denote by C([a, b], R n ) the set of R n -valued continuous functions defined on [a, b] . Let r be a fixed positive number. In what follows, we mainly work with C([−r, 0], R n ), and simply denote C := C([−r, 0], R n ). For φ ∈ C, we use the norm φ = sup{|φ(t)| : t ∈ [−r, 0]}. For t ≥ 0, we denote by y t the so-called segment function (or memory segment function) y t = {y(t + s) : −r ≤ s ≤ 0}. For x ∈ R n , denote by |x| the Euclidean norm of x. Let B(C) and B(C × Z + ) be the σ-algebras on C and C × Z + respectively. Let (Ω, F , {F t } t≥0 , P) be a complete filtered probability space with the filtration {F t } t≥0 satisfying the usual condition, i.e., it is increasing and right continuous while F 0 contains all P-null sets. Let W (t) be an F t -adapted and R d -valued Brownian motion. Suppose b(·, ·) : R n × Z + → R n and σ(·, ·) : R n × Z + → R n×d . Consider the two-component process (X(t), α(t)) where α(t) is a pure jump process taking value in Z + = N \ {0} = {1, 2, . . . }, the set of positive integers, and X(t) satisfies dX(t) = b(X(t), α(t))dt + σ(X(t), α(t))dW (t). (2.1)
We assume that the switching intensity of α(t) depends on the trajectory of X(t) in the interval [t − r, t], that is, there are functions q ij (·) : C → R for i, j ∈ Z + satisfying q ij (φ) ≥ 0 ∀i = j and ∞ j=1,j =i q ij (φ) = q i (φ) for all φ ∈ C,which means that α(t) is conservative. If q i (φ) is uniformly bounded in (φ, i) ∈ C × Z + , and q i (·) and q ij (·) are continuous, then we have the following interpretation P{α(t + ∆) = j|α(t) = i, X s , α(s), s ≤ t} = q ij (X t )∆ + o(∆) if i = j and P{α(t + ∆) = i|α(t) = i, X s , α(s), s ≤ t} = 1 − q i (X t )∆ + o(∆). (2.2) [Note that in (2.2), in contrast to [25] , in lieu of X(t), X t is used.] For more general q i (·) and q ij (·), the process α(t) can be defined rigorously as the solution to a stochastic differential equation with respect to a Poisson random measure. and m is the Lebesgue measure on R such that p(dt, dz) is independent of the Brownian motion W (·). The pair (X(t), α(t)) is therefore a solution to    dX(t) = b(X(t), α(t))dt + σ(X(t), α(t))dW (t)
α(t−), z)p(dt, dz). (2.3)
With initial data (ξ, i 0 ) being a C × Z + -valued and F 0 -measurable random variable, a strong solution to (2.3) on [0, T ], is an F t -adapted process (X(t), α(t)) such that
• X(t) is continuous and α(t) is cadlag (right continuous with left limits) with probability 1 (w.p.1).
• X(t) = ξ(t) for t ∈ [−r, 0] and α(0) = i 0
• (X(t), α(t)) satisfies (2.3) for all t ∈ [0, T ] w.p.1.
To ensure the existence and uniqueness of solutions, we assume that one of the following two assumptions holds throught this paper (see [16] ).
Assumption 2.1. The following conditions hold.
(i) For each H > 0, i ∈ Z + , there is a positive constant L H,i such that
(ii) For each i ∈ Z + , there exists a twice continuously differentiable function V i (x) and a constant C i > 0 such that
where L i is the generator of the diffusion at the fixed state i, that is,
(iii) q ij (φ) and q i (φ) are continuous in φ ∈ C for each i, j ∈ Z + , i = j. Moreover,
Assumption 2.2. The following conditions hold.
(ii) There exists a twice continuously differentiable function V (x) and a constant C > 0 independent of i ∈ Z + such that
(iii) q ij (φ) and q i (φ) are continuous in φ ∈ C for each i, j ∈ Z + , i = j. Moreover, for any
It is proved in [16] that under either of the above two assumptions, the process (X t , α(t)) satisfying (2.3) is a Markov-Feller process. Now we state the functional Itô formula for our process (see [5] for more details). Let D be the space of cadlag functions f : [−r, 0] → R n . For φ ∈ D, we define horizontal and vertical perturbations for h ≥ 0 and y ∈ R n as
The horizontal derivative at (φ, i) and vertical partial derivative of V are defined as
and
if these limits exist. In (2.6), e i is the standard unit vector in R n whose i-th component is 1 and other components are 0. Let F be the family of function V (·, ·) :
• The derivatives V t , V x = (∂ k V ), and V xx = (∂ kl V ) exist and are continuous.
•
Remark 2.1. Recently, a functional Itô formula was developed in [6] , which encouraged subsequent development (for example, [5, 18] ). We briefly recall the main idea in what follows. Consider functions of the form
where f 2 (·, ·) : R n × Z + → R is a continuous function and f 1 (·, ·) : R n × Z + → R is a function that is twice continuously differentiable in the first variable and g(·, ·) : R + × Z + → R be a continuously differentiable function in the first variable. Then at (φ, i) ∈ C × Z + we have (see [18] for the detailed computations)
Let V (·, ·) ∈ F, we define the operator
for any bounded stopping time τ 1 ≤ τ 2 , we have the functional Itô formula:
if the expectations involved exist. Equation (2.8) is obtained by applying the functional Itô formula for general semimartingales given in [4, 5] specialized to our processes.
Recurrence and Ergodicity
First, we need some conditions for irreducibility of the process {(X t , α(t)) : t ≥ 0}.
(H1) (a) For any i ∈ Z + , A(x, i) is elliptic uniformly on each compact set, that is, for any R > 0, there is a θ R,i > 0 such that
There is an i * satisfying that for any i ∈ Z + , there exist i 1 , . . . , i k ∈ Z + and φ 1 , . . . , φ k+1 ∈ C such that q ii 1 (φ 1 ) > 0, q i l ,i l+1 (φ l+1 ) > 0, l = 1, . . . , k − 1, and
(H2) There exists an i * ∈ Z + such that (a) A(x, i * ) is elliptic uniformly on each compact set;
) be the solution to (2.3) with initial data (φ, i) ∈ C × Z + . To simplify the notation, we denote by P φ,i the probability measure conditioned on the initial data (φ, i), that is, for any t > 0,
and E φ,i the expectation associated with P φ,i . To proceed, we state some auxiliary lemmas.
Lemma 3.1. Let φ ∈ C and q ij (φ) > 0. For any ε > 0, there is a δ > 0 such that
Lemma 3.2. For any i > 0, R > 0 and ε > 0, there is a compact set A ∈ C such that
Moreover, if (3.1) holds for i, then for any
The three lemmas above will be proved in the appendix.
Lemma 3.4. Assume that either (H1) or (H2) holds. For any i ∈ Z + , there is a T i > 0 such that for any T > T i and any open set B ⊂ C, we have
where i * is as in (H1) or (H2) accordingly.
Proof. Suppose that (H1) holds with i = i 1 , . . . , i k = i * ∈ Z + and φ 1 , . . . , φ k+1 ∈ C such that
for some ε l ∈ (0, 1). In view of Lemma 3.3,
By (3.5), (3.6) , and the Markov property of (X t , α(t)), we have
Using (3.7), (3.8) , and applying the Kolmogorov-Chapman equation again, we obtain
The lemma is proved with
Now, suppose that (H2) holds, it follows from Lemma 3.1 and the Kolmogorov-Chapman equation that
for sufficiently small ε. The desired result follows from (3.7) and (3.10) with T i = 2 + r.
Lemma 3.5. Assume that either (H1) or (H2) holds. Let
Then for any (φ, i) ∈ C × Z + , we have P φ,i {η k < ∞} = 1, ∀k ∈ Z + .
Proof. Suppose that p 0 = P{η k < ∞} < 1. Since A(x, i * ) is elliptic, in view of (3.3), there is a T > 0 such that
In view of Lemma 3.4 and (3.12), ∀(ψ, j) ∈ C × Z + there are T ψ,j , p ψ,j > 0 such that
Due to the Feller property of (X t , α(t)), there exists a δ ψ,j > 0 such that
Since σ(·, i) and b(·, i) are locally compact for each i ∈ Z + , similar to [16, Lemma 4.6] , we can show that there is an h k > 0 such that for any t > 0,
Since the set
is compact in C, we have from (3.14) that there exist T k andp k such that
Since lim t→∞ P φ,i {η k < t} = p 0 < 1, there is a T ′ > 0 such that
In view of (3.15) and (3.17), we have
. By the Markov property and (3.16),
We have from (3.17) and (3.18) that
which is a contradiction. Thus p 0 = 1.
Definition 3.1. The process {(X t , α(t)) : t ≥ 0} is said to be recurrent (resp., positive recurrent) relative to a measurable set E ∈ C × Z + if
Theorem 3.1. Suppose that either hypothesis (H1) or (H2) holds. Let D be a bounded open subset of C and N be a finite subset of
* with i * given in either (H1) or (H2) according to which hypothesis is satisfied.
Proof. Let (φ 0 , i 0 ) ∈ C × Z + . In view of Lemma 3.2, there exists a compact set A D ⊂ C such that inf
Since i * ∈ N ′ , by Lemma 3.4, the Feller property of (X t , α(t)) and the compactness of A D , there is a T > 0 such that
Define the stopping times ϑ 0 = 0, ϑ k+1 = inf{t > ϑ k +T : X η k+1 ∈ D ×N}. By the hypothesis of the theorem,
On the other hand, it follows from (3.19) and (3.20) that
Consider the events
By the strong Markov property of (X t , α(t)), we have
It indicates that the event X ϑ k +T , α(ϑ k + T ) ∈ D ′ × N must occur with probability 1.
Suppose further that there are positive constants C and H such that
Then the process (X t , α(t)) is recurrent relative to D × N, where D is any open bounded subset of C and N ⊂ Z + contains i * .
Proof. Let υ H = inf{t > 0 : V (X t , α(t)) ≤ H} and η k be defined as in Lemma 3.5. In view of Lemma 3.5, P ψ,j {η k < ∞} = 1, ∀k ∈ Z + . Let t > 0. By Itô's formula
Letting t → ∞, we obtain
which implies
Letting k → ∞ yields P ψ,j {υ H > η k } → 0. Thus,
We have from (3.22) and Itô's formula that
Thus,
Now, fix (φ 0 , i 0 ) ∈ C × Z + . By (3.23) and Lemma 3.5, we can define almost surely finite stopping times
Define events B k = { X ζ 2k+1 +r ∨α(ζ 2k+1 +r) ≤ n 0 }. In view of (3.25) and the strong Markov property of (X t , α(t)), we can use standard arguments in Theorem 3.1 to show that
Thus, (X t , α(t)) is recurrent relative to {(φ, i) : φ ∨i ≤ n 0 }. Combining this with Theorem 3.1 yields the desired result.
Suppose the switching diffusion is given by
Direct computation leads to
(3.28) In view of (3.27) and the fact that
By (3.28), if we assume further lim x→∞ |x|b(x, 1) = ∞, then we can verify that
whereC 1 ,C 2 ,H are some positive constants. In view of (3.29) and (3.30), we can easily check that (3.22) holds in this example, for V (φ, i) defined above and suitable C, H. Thus, if there exists i * ∈ Z + such that σ(x, i * ) = 0 for any x ∈ R, then the conclusion of Theorem 3.2 holds for this example.
To proceed, let us recall some technical concepts and results needed to prove the main theorem. Let Φ = (Φ 0 , Φ 1 , . . . ) be a discrete-time Markov chain on a general state space (E, E), where E is a countably generated σ-algebra. Denote by P the Markov transition kernel for Φ. If there is a non-trivial σ-finite positive measure ϕ on (E, E) such that for any A ∈ E satisfying ϕ(A) > 0 we have
where P n is the n-step transition kernel of Φ then the Markov chain Φ is called ϕ-irreducible. It can be shown (see [17] ) that if Φ is ϕ-irreducible, then there exists a positive integer d and disjoint subsets E 0 , . . . , E d−1 such that for all i = 0, . . . , d − 1 and all x ∈ E i we have
The smallest positive integer d satisfying the above is called the period of Φ. An aperiodic Markov chain is a chain with period d = 1. A set C ∈ E is called petite if there exists a non-negative sequence (a n ) n∈Z + with ∞ n=1 a n = 1 and a nontrivial positive measure ν on (E, E) satisfying that
Lemma 3.6. Assume either (H1) or (H2) holds. The Markov chain {(X k , α(k)) : k ∈ Z + } is irreducible and aperiodic. Moreover, for every bounded set D ∈ C and a finite set N ∈ Z + , the set D × N is petite for
Proof. Similar to (3.21) , there are
By the Markov property, we deduce from (3.4) and (3.31) that for any k > r, there exists a d D,N,k > 0 such that
Let ν(·) be the measure on B(C × Z + ) given by ν(E) = ν({φ ∈ C : (φ, i * ) ∈ E}) for E ∈ B(C × Z + ). Then (3.32) can be rewritten as
It can be checked that (3.33) implies that the Markov chain {(X k , α(k)) : k ∈ Z + } is ν-irreducible and every nonempty bounded set in C × Z + is petite. Moreover, suppose that
which results in
In view of (3.32), for any m > k 0 + r and (φ, i) ∈ C × Z + , there is ap φ,i,k > 0 such that
for any measurable set E ∈ B(C × Z + ). As a result of (3.35) and (3.36), we have that ν(E j ) = 0 for any j = 0, . . . , d − 1. Thus,
which contradicts (3.34). This contradiction implies that (X k , α(k)) is aperiodic.
Suppose further that there are positive constants C 1 , C 2 and H such that
Then, (X t , α(t)) is positive recurrent relative to any set of the form D × N where D is a nonempty open set of C and N ∋ i * with i * given in either (H1) and (H2). Moreover, there is a unique invariant probability measure µ * , and for any (φ, i)
In view of the functional Itô formula,
(3.40)
For any t ≤ 1 and V (φ, i) ≤ H, we have
It follows from (3.41) and the strong Markov property of (X t , α(t)) that
In view of (3.40) and (3.42),
and define ζ V = inf{t ≥ 0 : V (X t , α(t)) ≥ 2(2H + 2C 2 + C 2 r)}. Similar to (3.24), we have
In view of (3.33) and (3.46),
Using this and (3.47), it follows from [23, Theorem 2.1] (or [15] ) that
where P (t, (φ, i), ·) is the transition probability of (X t , α(t)) and µ * is an invariant probability measure of the Markov chain {X k , α(k), k ∈ Z + }. It is easy to show that µ * is also an invariant probability measure of the process {(X t , α(t))}. Thus P (t, (φ, i), ·) − µ * T V is decreasing in t, which leads to
Now we show that the process (X t , α(t)) is positive recurrent. Similar to (3.40), we deduce from the functional Itô formula that
Owing to this and (3.47), we can use the arguments in the proof of [26, Lemma 3.6] 
then it follows from (3.27) and (3.28) that
for some positive constant C. This combined with (3.30) shows that (3.39) holds for the switching diffusion (X(t), α(t)) and the function V (φ, i) in Example 3.1. Thus the conclusion of Theorem 3.3 holds for the switching diffusion in Example 3.1 with the additional condition (3.48). Suppose further that there are C 1 and C 2 > 0 such that
Then, there is a unique invariant probability measure µ * and θ > 0 such that for any (φ, i)
Letting k → ∞, we obtain
Let γ 1 = e −C 1 and γ 2 ∈ (γ 1 , 1). It follows from (3.53) and (3.42) that
where
due to a well-known theorem (see, e.g., [15] ). Then (3.51) follows from (3.54) and the decreasing property of
Example 3.3. Suppose that q 12 (φ) = 1, q 1j (φ) = 0 for j ≥ 3;
and that the equation for the diffusion part is
where σ(x, i), b(x, i) are locally Lipchitz in x and uniformly bounded in K × Z + for each compact set K ∈ R. Let V (φ, i) be defined as in Example (3.1). Similar to Examples 3.1 and 3.2, under the assumption that b := inf (x,i)∈R×Z + {b(x, i)} > 0. one can show that (3.50) holds in this example with this function V . Thus, the conclusion of Theorem 3.2 holds for this example. if there exists i * ∈ Z + such that σ(x, i * ) = 0 for any x ∈ R.
Example 3.4. Let
Consider the general equation for diffusion (2.1), where σ(x, i), b(x, i) are locally Lipchitz in x in K × Z + for each compact set K ∈ R. Suppose there is a function U(x) : R n → R + satisfying
• U(x) is twice continuously differentiable in x.
• lim |x|→∞ U(x, i) = ∞.
• There are positive constants C 1 , C 2 , H such that
(s + r)}ds. By Remark 2.1,
As a consequence of (3.55) and (3.56), there are C 3 and C 4 > 0 such that
Thus, the conclusion of Theorem 3.2 holds for this example if there exists i * ∈ Z + such that A(x, i * ) is elliptic.
Recurrence of Past-Independent Switching Diffusions
This section is devoted mainly to characterizing the recurrence of (X(t), α(t)) using the corresponding system of partial differential equations when the switching intensities of α(t) depends only on the current state of X(t), that is q ij (·), i, j ∈ Z + are functions on R n rather than on C. To simplify the presentation, throughout this section, we set q ii (x) = 0 for (x, i) ∈ R n × Z + . Thus, q i (x) = − j∈Z + q ij (x). In this section, we use the following assumption.
Assumption 4.1. Suppose that 1. either Assumption 2.1 or Assumption 2.2 holds with φ ∈ C replaced by x ∈ R n ; 2. for each i ∈ Z + , A(x, i) is uniformly elliptic in each compact set;
3. for any x ∈ R n , there are q = q(x) > 0 and n q = n q (x) > 0 such that
Remark 4.1. We note the following facts.
• Part 3 of Assumption 4.1 stems from a familiar condition for uniform ergodicity of the Markov chain having a countable state space. In other word, if (4.1) holds, for each x ∈ R n , the Markov chain α x (t) with generator Q(x) has a property that
where ς is the first time the process α x (t) jumps to {1, . . . , n 0 } and E i is the expectation with condition α x (0) = i.
• Since q ij (x) is continuous in x ∈ R n , with the use of the Heine-Borel covering theorem, it is easy to show that for any bounded set D ∈ R n , there is ε 0 = ε 0 (D) and n 0 = n 0 (D) such that
For an open set D ⊂ R n , define
and W
2,p
loc (D) is the set of functions u : D → R that has generalized derivatives D β u for any multiple-index β = (β 1 , . . . , β n ) with |β| =
Let L i be defined as in (2.4). We state the two main results of this section. 
has a unique solution in H p (D) given that f (x, i) is continuous in x ∈ ∂D and bounded in ∂D × Z + . 
The solution is unique in H p (D), p > n. 
Let Y x,i (t) be the solution to
with initial condition x and τ
In view of the Feyman-Kac formula for diffusion processes whenever the expectation E x,i or probability P x,i is used. By part (2) of Assumption 4.1, sup x∈D E x,i τ D < ∞ for any i ∈ Z + . In view of (4.9), we have
Let n 0 and ε 0 satisfy (4.2). In particular, for i > n 0 , q i (x) ≥ ε 0 > 0 in D, we can have the following estimate from (4.9):
As a result of (4.6), (4.10), and (4.11), Thus, for each i ∈ Z + , there exists a strong solution
owing to [24, Theorem 9.1.5]. Similar to (4.12), we can use (4.13) to obtain that
Continuing this way, we can define recursively {u m+1 (x, i)} ∈ H 2,p (D), the strong solution to
By the Feyman-Kac formula,
It follows from (4.17) that For i > n 0 , using (4.18) again and then using (4.19) and (4.20), we have
which implies that
In view of (4.21) and (4.23), we have In view of (4.12) and (4.13), sup i∈Z + {∆
Since p+(1−p)ε 1 < 1, it follows from (4.20) and (4.26) that the series
is continuous, the convergence lim k→∞ j<k q ij (x) = q i (x) is uniform. Thus, it is easy to show that as m → ∞, j q ij (x)u m (x, j) converges uniformly to j q ij (x)u(x, j), (which is also continuous in x). Using this uniform convergence, passing the limit in (4.17) we have Since j q ij (x)u(x, j) is continuous in x for each i ∈ Z + , the representation (4.27) shows that u(x, i) satisfies
The existence of solutions is therefore proved. To prove the uniqueness, it suffices to consider the uniqueness in H p (D) of the system
be a solution of (4.28). Then we have Similar to (4.24), the above inequality and (4.29) imply that
{|v(x, i)|}.
Thus sup i∈Z + ,x∈D {|v(x, i)|} = 0, that is, (4.28) has a unique solution.
Lemma 4.2. Let D be an open and bounded set of R n . Let ξ 0 = 0 and ξ k = inf{t ≥ 0 : α(t) = α(ξ k−1 )}, k ∈ Z + . Let f (x, i) and g(x, i) are bounded and measurable functions on D × Z + and ∂D × Z + respectively. Then
Let λ
where (X x,i (t), α x,i (t)) is the solution to (2.3) with initial value (x, i) and ξ
1 is the first moment of jump for α x,i (t). Thus,
Combining (4.31) and (4.33), we obtain (4.30).
for any (x, i) ∈ B × Z + . As a result,
Moreover, for any k > 0, there is a T > 0 such that
Proof. For each i ∈ Z + , we have that
By Lemma 4.2, with M D defined as in (4.22), we have
Applying Lemma 4.2 again, we have
(4.35)
By the strong Markov property, (4.34), and (4.35), we have for i > n 0 that
(4.36)
Sincep < 1 and ε 0 M D ≥ 1, we have from (4.35) that
(4.37)
In light of (4.34),
Thus, for any x ∈ D and i ∈ Z + , we have
Using the strong Markov property, we have from (4.39) that
By letting n 2 = 2k 2 +1 with k 2 being sufficiently large so that 1 −p ε 0 M D k 2 < ε, we complete the proof for the first part of this lemma.
To prove the second part, note that E x,i τ D ≤ p i,D < ∞, thus for any ε ′ > 0, there is T 1 > 0 such that
For i > n 0 , we have
We have from (4.42) that
Using (4.41) and (4.43),
Using the strong Markov property, it is easy to show that
we obtain the second part of this lemma.
where ζ k = inf{t > 0 : α(t) ≥ k}.
Proof. This lemma is a direct consequence of [16, Theorem 4.5] and the Heine-Borel covering theorem.
To proceed, we need the following lemma, which is a weak form of Harnack's principle. 
where {u(
Proof. Let φ(x, i) = u(x, i)| ∂D and
By Itô's formula,
(4.46) Letting k → ∞ and then t → ∞, we obtain from the dominated convergence theorem that
As a result of Lemmas 4.3 and 4.4, there is a
In view of (4.47) and (4.48),
for i < k. The process {(X(t), α(t)), 0 ≤ t < ξ k 1 } can be considered as a switching diffusion process on R n × {1, . . . , k 1 − 1} with lifetime ξ k 1 . Its generator is
By the Harnack principle for weakly coupled elliptic systems (see e.g., [2] ), there is a c 0 =
The desired result follows from (4.49) and (4.51). 
(4.52)
Let B 1 ⊂ B 2 be two balls in D and fix (x 0 , i 0 ) ∈ B 1 × Z + and let k 1 > k 0 be such that
By Lemma 4.5, for any ε > 0, there is a c 0 > 0 such that
In view of (4.54),
Thus, u k (x, i 0 ) converges uniformly in each compact subset of D. The limit u(x, i 0 ) is therefore continuous for any i 0 . Now, let φ(x, i) = u(x, i)| ∂B 2 . Since φ(x, i) is continuous and uniformly bounded, by Lemma 4.1, for each i ∈ Z + , there exists {ũ(
(4.56) Similar to (4.47), by applying Itô's formula we have that
The proof is concluded.
Proof of Theorem 4. 
By the definition of v k (x, i), we have that
On the other hand, owing to Lemma 4.5, we can use arguments in the proof of Theorem 4.2 to show that {v(x, i)} ∈ H p (D) is the solution to
Clearly, v(x, i) ≡ 1 is the solution to (4.60). By the uniqueness of solutions among the class
Now, suppose that P x,i { τ D < ∞} ≡ 1 and (4.3) has two solutions {v (1) (x, i)} and {v (2) (x, i)} for the same f (x, i) being continuous and bounded in
and satisfies
In view of (4.46), for k > k 0 ∨ |x|, we have
Letting k → ∞ and using P x,i {X(
Now, we have from the Markov property that
(A.10) By (A.5) and (A.8), if ψ ′ − φ ≤ 3ε 5 , then
(A.11) By the strong Markov property of (X t , α(t)), applying estimates (A.9) and (A.11) to (A.10), we obtain sup Let R ′ > R such that φ < R ′ for any φ ∈ A and M R ′ = sup φ <R ′ {q i (φ)} < ∞. For φ ≤ R, we have that To prove (3.3), note that sup (x,i)∈R n ×Z + E x,i τ k < ∞ where τ k = inf{t ≥ 0 : |Y (t)| ≥ k}, (see e.g., [10, Corrolary 3.3] or [26, Theorem 3.1] ). Thus, there is a T > 0 such that
Denote τ k = inf{t ≥ 0 : X t ≥ k}. For φ ∈ C with φ ≤ R < k we have from (A.3) and [16, Lemma 4 .2] that P φ,i τ k < T ≥P φ,i τ k < T, α(t) = i for t ∈ [0, τ k ) =P φ,i τ k < T, β(t) = i for t ∈ [0, τ k )
where M k = sup φ <k {q i (φ)} < ∞. The proof is therefore complete.
We need an auxiliary lemma to obtain Lemma 3.3. Let g be a continuous function in D such that 0 ≤ g(x) ≤ 1 ∀x ∈ D, g(x) = 0 outside K 2 and g(x) > 0 for some x ∈ K 2 . By the strong maximum principle for parabolic equations (see [8, Theorem 7.12] ), u g (0, x) > 0 for all x ∈ D, which implies that ) for all y ∈ K 2 and f being bounded continuous. Thus Proof of Lemma 3.3. Let D = {x ∈ R n : |x| < R + 1}, K 1 = K 2 = {x ∈ R n : |x| < R} and M R,i = sup{q(φ, i) : φ ≤ R + 1} < ∞. In view of Lemma A.1, The proof is complete.
