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Resumen
Sea n un entero positivo y sea C el campo de los complejos, denotemos por Mn(C) el anillo de matrices n × n con
entradas en C. En el presente artı´culo se realiza un estudio del Teorema de Burnside en el contexto de los anillos de
matrices Mn(C), dando una demostracio´n alternativa con herramientas ba´sicas del a´lgebra.
Palabras claves: Campo de los nu´meros complejos, anillo de matrices n× n sobre el campo de los complejos,
operadores lineales, matriz unitaria, subespacio propio.
Abstract
Let n be a integer non-negative and let C be field of the complex, we denote Mn(C) the matrix rings n× n with entries
in C. In the present paper we study the theorem of Burnside in the context of matrix rings Mn(C), giving a alternative
proof using basic concepts of the algebra.
Keywords: Field of the complex, the matrix rings n× n on C, linear operators, unitary matrix, proper subspace.
1. Introduccio´n
En 1.905 William Burnside publica el siguien-
te teorema conocido como Teorema de Burnside
para grupos finitos de matrices invertibles n× n:
Si G es un grupo de matrices invertibles n × n
con entradas enC, entonces {0} yCn son los u´ni-
cos subespacios deCn invariantes por G si y so´lo
si G contiene n2 matrices linealmente indepen-
dientes. Este trabajo permitio´ que investigadores
como Frobenius y Schur avanzaran en el estudio
de la teorı´a de representacio´n de grupos finitos,
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demostrando ser un resultado fundamental para
esta teorı´a (ver [6]).
En el presente trabajo se realiza un estudio del
Teorema de Burnside en el contexto de los ani-
llos de matrices tomando como base [3, 6, 7]. En
la seccio´n 2 damos algunas observaciones y re-
sultados conocidos del a´lgebra que sera´n utili-
zados durante el trabajo.
Finalmente en la seccio´n 3 estudiamos la demos-
tracio´n de una versio´n del Teorema de Burnside
para anillos de matrices.
2. Preliminares
Las definiciones y resultados presentadas en esta
seccio´n pueden consultarse en [1, 2, 4]. Conside-
ramos Mn(C) el conjunto de matrices n× n con








an,1 · · · an,n
 : ai,j ∈ C, 1 ≤ i, j ≤ n

(1)
Es sabido que (1) con las operaciones usuales tie-
ne estructura de anillo.
OBSERVACIO´N 2.1. Para V y W espacios vecto-
riales sobre un campo K y T : V −→ W una
transformacio´n lineal se tiene:
i) La imagen de T es Im(T) = {w ∈ W :
T(v) = w, v ∈ V},
ii) El nu´cleo de T es el conjunto ker(T) =
{v ∈ V : T(v) = 0},
iii) El rango de T se define como la dimensio´n
de su imagen. Ası´, rangT = dim(ImT),
iv) La nulidad de T se define como la di-
mensio´n de su nu´cleo. Ası´, nulidad T =
dim(Nu(T)),
v) Si V es de dimensio´n finita y {v1, . . . , vn}
es una base de V entonces cada v ∈ V tiene
la forma ∑ni=1 civi para ci ∈ K. Consecuen-






Por lo tanto, el conjunto {T(v1), . . . , T(vn)}
es un conjunto de generadores de ImT. Si
este conjunto es linealmente independien-
te, entonces,
rangT = dim(ImT) = n.
OBSERVACIO´N 2.2. Para V y W espacios vecto-
riales sobre un campo K y L(V,W) el conjunto
de todas las transformaciones lineales de V en
W las siguientes afirmaciones se cumplen:
i) dimV = dim(Nu(T)) + dim(ImT),
ii) Si W es un subespacio de V entonces W es
de dimensio´n finita y dimW ≤ dimV,
iii) Si W es un subespacio de V y dimV = n y
dimW = n, entonces W = V,
iv) Si W es un espacio vectorial sobre un cam-
po K, entonces L(V,W) es tambie´n un es-
pacio vectorial sobre K,
v) Si dimensio´n de V es n y si W es un espacio
vectorial de dimensio´n finita m sobre K en-
tonces el espacio L(V,W) es de dimensio´n
finita mn.
DEFINICIO´N 2.1. Sean V un K-espacio vectorial
y T un operador lineal sobre V. Se dice que un
subespacio W de V, es invariante por T si T apli-
ca W en si mismo, esto es, si para todo v ∈ W,
T(v) ∈W.
DEFINICIO´N 2.2. Sean V un K-espacio vectorial
y T : V −→ V un operador lineal. Un escalar
k ∈ K se llama un valor propio de T si exis-
te un vector diferente de cero, v ∈ V, tal que
T(v) = kv. Si k es un valor propio de T enton-
ces cualquier vector v ∈ V tal que T(v) = kv
se llama un vector propio de T asociado al valor
propio k.
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LEMA 1. Sea V un K-espacio vectorial y sean
T : V −→ V un operador lineal y k un valor
propio. El conjunto
E = {v ∈ V : Tv = kv}, (2)
es un subespacio de V.
OBSERVACIO´N 2.3. El conjunto dado en (2) se
denomina subespacio propio de T asociado al
valor propio k.
LEMA 2. Sea {v1, . . . , vn} una base de un espa-
cio vectorial W sobre un campo K y sea w cual-
quier vector no cero de W. Existen escalares, ai,





aivi, , ai ∈ K.
Si ak es diferente de cero, donde k = {1, . . . , n},
entonces {v1, . . . , vk−1,w, vk+1, . . . , vn}, es tam-
bie´n una base de W.
DEFINICIO´N 2.3. Sea V un K-espacio vectorial
con producto interno y dimensio´n finita. Una ba-
se β de V se dice base ortogonal si β es un con-
junto ortogonal. Se dice que β es una base orto-
normal si β es un conjunto ortonormal.
DEFINICIO´N 2.4. Una matriz cuadrada A sobre
el campo de los nu´meros complejos se dice uni-
taria si AA∗ = I y A∗A = I donde A∗ es la ad-
junta de A. Es decir, A∗ = A−1.
OBSERVACIO´N 2.4. Una matriz cuadrada sobre
un campo de los nu´meros complejos es unitaria
si y so´lo si sus columnas (filas) son vectores uni-
tarios mutuamente ortogonales.
3. Teorema de Burnside para Anillos de Ma-
trices Invertibles
En el contexto de la estructura de anillos de ma-
trices, el Teorema de Burnside [3, 6] se enuncia
ası´:
TEOREMA 1. Sea A un subanillo de Mn(C) que
contiene todas las matrices escalares. Si Cn no
contiene subespacios propios no triviales inva-
riantes por A, entonces A = Mn(C).
Para llegar a la demostracio´n del teorema 1 se
estudian los siguientes resultados.
LEMA 3. Sea R = Mn(C), el anillo de matrices
n × n sobre C y sea A un subanillo de R que
contiene todas las matrices escalares tal que Cn
no contiene subespacios no triviales invariantes
por A. Si g ∈ R, y para todo f ∈ A, g f = f g,
entonces g es una matriz escalar, es decir g = kI
para algu´n k ∈ C.
Demostracio´n. Sea g ∈ R, tal que g conmuta con
todo elemento de R. Sea k ∈ C un valor propio
de g, el subespacio propio asociado a k es
Ek = {v ∈ Cn : g(v) = kv} ⊆ Cn,
sea adema´s f ∈ A. Como por hipo´tesis g f = f g,
entonces, g( f v) = f (gv) = f (kv) = k f v, para
v ∈ E, esto es,
g f v = k f v,
se observa que f v ∈ Ek y f Ek ⊆ Ek, es decir, Ek
es invariante por f .
Ahora bien, como Ek , {0} y por hipo´tesis, Cn
no contiene subespacios no triviales invariantes
por A, entonces, Ek = Cn. Esto significa que pa-
ra todo v ∈ Cn, gv = kv = kv, esto es, g = kI,
es decir, g es una matriz escalar como se querı´a
demostrar.

LEMA 4. Sea R = Mn(C) el anillo de matrices
n × n sobre C y sea A un subanillo de R que
contiene todas las matrices escalares, tal que Cn
no contiene subespacios no triviales invariantes
por A. Si v ∈ Cn y W es un subespacio de Cn ta-
les que para cualquier f ∈ A, f (W) = 0 implica
f v = 0, entonces v ∈W.
Demostracio´n. Se procede por induccio´n sobre
dimW, la dimensio´n de W.
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Si dimW = 0; 0 = W. Como por hipo´tesis, A es
un subanillo de Mn(C) que contiene las matrices
escalares, entonces A contiene In, elemento iden-
tidad para la multiplicacio´n, el cual satisface
InW = In0 = 0,
en consecuencia, si v ∈ Cn es tal que para todo
f ∈ R, fW = 0 implica f v = 0, en particular,
Inv = 0, esto es v = 0. Ası´ v ∈W.
Se considera ahora el caso en que dimW = k >
1.
Sea W0 un subespacio propio de W, tal que
dimW0 = dimW − 1. Una base {v1, . . . , vk−1}
de W0 se puede extender a una base
{v1, . . . , vk−1,w} para algu´n w ∈ W, entonces,
si u ∈W, existen escalares c1, . . . ck−1, c tales que
u = (c1v1 + . . . + ck−1vk−1) + cw,
pero w0 = c1v1 + . . . + ck−1vk−1 ∈ W, esto es
u = w0 + cw, donde w0 ∈W0 y cw ∈ Cw = {aw :
a ∈ C}, entonces W = W0 + Cw.
Sea
H = {h ∈ A : hW0 = 0} ⊆ A,
H es un subespacio de A, para verlo, sean
h1, h2 ∈ H, y, w0 ∈W0. Entonces se tiene
(h1 + h2)(w0) = h1(w0) + h2(w0) = 0 + 0 = 0.
Ası´, h1 + h2 ∈ H. Adema´s, si c ∈ C y h ∈ A,
(ch)(w0) = c(h(w0)) = c0 = 0,
es decir, ch ∈ H.
Al aplicar la hipo´tesis inductiva a W0, se tiene
que, si para todo f ∈ A, f (W0) = 0 implica que
f (v) = 0, entonces v ∈W0 = 0.
Como w <W, para algu´n f ∈ A, f (w) , 0 enton-
ces, Hw = {hw : h ∈ H} , 0.
Adema´s, si f ∈ A, h ∈ H y w0 ∈W0 entonces
( f h)(w0) = f (h(w0)) = f (0) = 0.
Esto es, f h ∈ H con lo que AH ⊆ H, en conse-
cuencia
A(H(w)) ⊆ H(w),
esto significa queH(w) es un subespacio no
trivial invariante por A, lo cual implica que
H(w) = Cn.
Se considera ahora la transformacio´n lineal
g : Cn −→ Cn,
tal que,
g(h(w)) = h(v), ∀h ∈ H.
g esta´ bien definida, ya que, si h1, h2 ∈ H y
h1(w) = h2(w), entonces
(h1 − h2)v = 0.
Ası´, h1v − h2v = 0, entonces, h1v = h2v, por lo
tanto g(h1w) = g(h2w).
Se verifica ahora que g es lineal, ya que,
g(h1w+ h2w) = g((h1 + h2)w) = (h1 + h2)v
= h1v+ h2v = g(h1w) + g(h2w).
Tambie´n,
g(ch1w) = (ch1)v = ch1(v) = cg(h1w).
Ahora se prueba que g conmuta con cualquier
f ∈ A, en efecto,
g f (h(w)) = g(( f h)(w)) = ( f h)(v)
= f (h(v)) = f (gh(w))
= ( f g)(h(w)) ∀h ∈ H.
De acuerdo al lema, 3
g = kI para algu´n k ∈ C, con lo que
h(v) = g(h(w) = kI(h(w))
= k(Ih(w)) = k(Ih)w = kh(w).
En consecuencia,
h(v)− kh(w) = h(v− kw) = 0, ∀h ∈ H.
De donde, v− kw ∈ W0, ası´, v− kw = w0 ∈ W0.
Entonces,
v = w0 + kw, k ∈ C
v = w0 + w1,
69
A. Urieles y colaboradores / Matua Revista Del Programa De Matema´ticas I (2014) 66–70 70
donde w0 ∈ W0 y w1 ∈ Cw, es decir, v ∈ W,
como se deseaba demostrar.

Ahora, podemos demostrar el teorema 1 usando
los resultados anteriores.
4. Demostracio´n del Teorema 1
Si se prueba que A contiene a {Ei,j : i, j =
1, . . . , n}, la base cano´nica de Mn(C), se tiene
que Mn(C) ⊆ A y por tanto Mn(C) = A. Ası´,
para probar el teorema 1 basta probar que A con-
tiene todas las matrices Ei,j.
Sea β = {e1, . . . , en}, la base cano´nica de Cn. β es
una base ortonormal. Sea W0 el subespacio gene-
rado por {e2, e3, . . . , en} y sea
H = {h ∈ A : hW0 = 0}.
H es subespacio de A.
Puesto que e1 < W entonces existe h ∈ H tal que
h(e1) , 0 y, dado que H(e1) es invariante por A
entonces H(e1) = Cn. En particular, para cada i
existe hi ∈ H tal que hi(ej,i) = 0, para j , i.
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