We study numerical semigroups generated by intervals and solve the following problems related to such semigroups: the membership problem, give an explicit formula for the Frobenius number, decide whether the semigroup is a complete intersection and/or symmetric, and computation of the cardinality of a (any) minimal presentation of this kind of numerical semigroups.
A numerical semigroup is a finitely generated subsemigroup of the set of nonnegative integers N, such that the group generated by it is the set of all integers Z. In this paper we study the semigroups generated by intervals of nonnegative integers, that is to say, semigroups of the form S = a, a + 1, . . . , a + x = { x a−1, where q denotes the least integer greater than or equal to q ∈ Q + . 3) Symmetry of the semigroup. A numerical semigroup T with Frobenius number C is symmetric if and only if for each z ∈ Z we have that either z ∈ S or C − z ∈ S. These kinds of semigroups are specially interesting in Ring Theory as Kunz shows in [7] . The semigroup S = a, a + 1, . . . , a + x is symmetric if and only if a ≡ 2 mod x (here a ≡ b mod c denotes the fact a − b = kc for some integer k). 4) Cardinality of a minimal presentation of S. The semigroup S = a, a+ 1, . . . , a+x is isomorphic to N x+1 /σ, where σ is the kernel congruence of the semigroup morphism
that is to say a σ b if and only if ϕ(a) = ϕ(b). A minimal presentation of S is a minimal system of generators of the congruence σ. In this paper we show that the cardinality of a minimal presentation of S is
5) Complete intersection semigroups.
A numerical semigroup is a complete intersection if the cardinality of a minimal presentation plus one equals the cardinality of a minimal system of generators of the given semigroup (see [6] ). We show that the semigroup S = a, a + 1, . . . , a + x is a complete intersection if and only if S is a, a + 1 or 2k, 2k + 1, 2k + 2 . The point of departure to solve these problems is the following lemma.
Lemma 1.
Let S = a, a + 1, . . . , a + x be a numerical semigroup with 1 ≤ x < a. Then, n ∈ S if and only if n = qa + i with q ∈ N and i ∈ {0, . . . , qx}.
From this membership characterization, we can derive the following characterization which is easier to check and it is what we will use later in the paper. Proof. If n ∈ S, then using the previous lemma, there exists q ∈ N and
Since n = n a a + (n mod a) and 0 ≤ n mod a ≤ n a x, applying the previous result, we get that n ∈ S. For every n ∈ S, the Apéry set (see [1] ) associated to n is defined as S(n) = {s ∈ S : s − n ∈ S}.
Using last result, we can characterize the elements belonging to S(a). This characterization is going to play an important role in the rest of the paper. 
Using the previous result, we get that n ∈ S(a). Now, take n = n a a + (n mod a) ∈ S(a). Then, by the previous corollary, If S is a numerical semigroup then the set N \ S is finite, because the group spanned by S is Z. As we have mentioned before, the maximum of this set is called the Frobenius number of the semigroup, which we denote by C(S). It is well known (see [2] ) that C(S) = max(S(a)) − a. Thus, if we want to compute C(S), we have to determine the greatest element in S(a). This is performed in the next result.
Proof. We must determine the maximum of S(a) = {qa + (q − 1)x + r : 1 ≤ r ≤ x, q ∈ N and 0 ≤ (q − 1)x + r < a}. The maximum is reached when (q − 1)x + r = a − 1. The element a − 1 is equal to
and r = (a − 1) mod x. The greatest element in S(a) is qa + (q − 1)x + r = ( Note that this implies that for the numerical semigroups generated by intervals there exists an explicit formula to compute the Frobenius number of the semigroup. It seems that there is no known formula for the general case. Nevertheless, for some specific cases there exists an explicit formula. For instance, in [4] , a formula for the Frobenius number of numerical semigroups generated by up to three elements and of symmetric numerical semigroups generated by up to four elements is given (see also [5] for more references).
Another characterization of symmetric numerical semigroups is the following (see [3] ). The numerical semigroup S is symmetric if the greatest element, w, of S(a) satisfies the condition that for every s ∈ S(a), the element w − s is in S. We use this result to give a characterization of the numerical semigroups generated by intervals that are symmetric. Proof. We can assume that x ≥ 2, since if x = 1 then S is generated by two relatively prime elements and in this case it is well known that S is symmetric (see for instance [5] ).
Let w be the greatest element in S(a). We already know that w = qa + (q − 1)x + r with (q − 1)x + r = a − 1.
If S is symmetric, since 1 ∈ S, then qa+(q −1)x + r − 1 cannot be in S(a). Hence, qa + (q − 1)x + r − 1 ∈ S \ S(a), which means that n = (q − 1)a + (q − 1)x + r − 1 = qa + (q − 1)x + r − 1 − a ∈ S. Since n mod a = (q − 1)x + r − 1, n a = q−1 and n mod a must be less than or equal to n a x, we get that r−1 must be zero. Hence, a − 1 = (q − 1)x + 1, which means that a ≡ 2 mod x.
If a ≡ 2 mod x, then (a − 1) ≡ 1 mod x, and therefore (a − 1) mod x = 1, which from the first case in the proof of the last corollary implies that r = 1.
Hence, w − m ∈ S(a) ⊂ S for all m ∈ S(a) and this means that S is symmetric.
The rest of the paper is devoted to computing the cardinality of a minimal presentation of the numerical semigroup S = a, a + 1, . . . , a + x with 1 ≤ x < a.
It can be shown (see [6] for example) that for a numerical semigroup the cardinality of a set of generators of σ, the kernel congruence of ϕ, is greater than or equal to the number of generators of the semigroup minus one (in our case, this amount is x). When this lower bound is reached, the semigroup is a complete intersection. These semigroups are always symmetric.
In [8] , the first author gives an algorithm to compute a system of generators, ρ, for σ with minimal cardinality. From the results given in that paper, it is determined that the concepts of system of generators for σ with minimal cardinality and minimal system (with respect to the inclusion) of generators of σ coincide. Next, we give a sketch of this construction, which is needed to count the elements in a minimal presentation of S.
For every n ∈ S, we define the graph G n = (V n , E n ), as
We define ρ n as: 1) If G n is not connected and
n , E r n ) are its connected components, then for every 1 ≤ i ≤ r we select an element
The set ρ = n∈S ρ n is a system of generators for σ with minimal cardinality (see [8] ). Thus, we must look for the elements n ∈ S such that G n is not connected.
Example 7. Let S = 6, 7, 8 . The vertices of G 14 are {6, 7, 8} and the only edge of G 14 is [6, 8] . Thus G 14 has two connected components: One is the vertex 7 and the other is the edge [6, 8] . The elements (0, 2, 0) and (1, 0, 1) are in N 3 and verify that ϕ(0, 2, 0) = ϕ(1, 0, 1) = 14 (observe that the first and last coordinates of (0, 2, 0) are zero and that the second coordinate of (1, 0, 1) is zero). Thus ρ 14 = {((0, 2, 0), (1, 0, 1))}, meaning that 2 × 7 = 6+8 is a relation on S. S = a, a + 1, . . . , a + x be a numerical semigroup with 1 ≤ x < a and ρ as before. Then,
Theorem 8. Let
Proof. From the proof of Lemma 1, it is derived that if n ∈ S then n can be expressed in one of the following ways:
• n = ka + l(a + x) for some nonnegative integers k, l.
• n = ka + l(a + x) + (a + i) for some nonnegative integers k, l and i ∈ {1, . . . , x − 1}. Hence, if G n is not connected, then the set {a, a + x} ∩ V n is not empty. In the construction of ρ we take G 1 n to be the connected component containing a, if a ∈ V n . If a is not a vertex of G n then we take G 1 n to be the connected component containing a + x (which must be in V n ). We are going to count the elements in ρ which come from the fact that a + i, 1 ≤ i < x is neither in the connected component containing a nor in the connected component containing a + x (if a or a + x is not in V n this is translated to the fact that a + i is not in V 1 n ). Next, we will count the elements in ρ which arise when a and a + x are in different connected components (that is to say, a + x not in V 1 n ). With this, we count all the elements belonging to ρ.
• First, let us assume that G n is not connected and there is a + i ∈ V n such that a + i is not in the connected component(s) containing {a, a + x} ∩ V n . Hence, n − (a + i + a) ∈ S and n − (a + i + a + x) ∈ S, which implies that n = w + (a + i) with 0 = w ∈ S(a) ∩ S(a + x). It is easy to check, from the description of S(a) given in Corollary 4, that S(a) ∩ S(a + x) = {0, a + 1, . . . , a + x − 1}. Thus, there exists j ∈ {1, . . . , x − 1} such that n = (a + j) + (a + i). Note that the reverse is also true: If n = (a + i) + (a + j) with i, j ∈ {1, . . . , x − 1}, then the elements a and a + i are not connected in G n and the same holds for a + x and a + i. This means that every expression of the form n = (a + i) + (a + j) with 1 ≤ i, j ≤ x − 1 yields a new element in ρ n (the element (α 1 , α t ), where G t n is the connected component of G n containing a + i). This implies that from these graphs we get as many elements in ρ as pairs (i, j) with
• Now, let us count the elements in ρ coming from non-connected graphs G n such that a and a + x are in different connected components. Since a and a + x are in different connected components of G n , the element n can be expressed as n = w + (a + x), where w ∈ S(a). Note also that n ∈ S(a). Thus, we must find the elements w in S . This implies that [a, a + i] ∈ E(G n ) and consequently a and a + x are connected in G n . Hence, the elements w we are interested in must be in the set R = {(q − 1)a + (q − 2)x + r + 1, . . . , (q − 1)a + (q − 2)x + x}. Let us show that, as a matter of fact, for the elements n ∈ S of the form n = w + (a + x), with w in the previous set, the graph G w+ (a+x) has no path connecting a and a + x. In order to show this, it is enough to prove that if w = (q − 1)a + (q − 2)x + r + i ∈ R, n − ((a + k) + (a + j)) ∈ S and j ≥ i then k must be greater or equal than i. The element m = n − (a + k + a + j) is equal to (q − 2)a + (q − 1)x + r + i − k − j. We distinguish two cases depending on the value of q − 1: 
, and therefore (w + x) mod a = kx + i and w+x a x = kx, which, once more, implies that w + x ∈ S. In this case, we get that w must be in the set R = {qa + (q − 1)x + 1, . . . , qa + (q − 1)x + x}. In the same way we did for the case r = 0, it can be shown that all these elements produce graphs such that a and a + x are in different connected components (the proof is the same but for the cases to distinguish, which are q − 1 ≥ 1 and q − 1 = 0). Again, we get x = x − 0 = x − ((a − 1) mod x) new elements in ρ.
Counting all the elements in ρ, we have that #ρ =
x(x − 1) 2 + x − ((a − 1) mod x).
With this theorem it is easy to prove the next result. Thus, if S is a complete intersection then x(x − 1)/2 < x and this implies that x < 3, since x > 0. Hence, two cases may occur:
1) x = 1. In this case, S = a, a + 1 . Note that if S is of this form then S is a complete intersection. 2) x = 2. Under this setting then S = a, a+1, a+2 . Besides, if we want S to be a complete intersection then 2(2−1)/2+2−((a−1) mod 2) = 2 and this leads to a mod 2 = 0.
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