This work presents the x-ray extended range technique for measuring x-ray mass attenuation coefficients. This technique includes the use of multiple foil attenuators at each energy investigated, allowing independent tests of detector linearity and of the harmonic contributions to the monochromated synchrotron beam. Measurements over a wide energy range allow the uncertainty of local foil thickness to be minimized by the calibration of thin sample measurements to those of thick samples. The use of an extended criterion for sample thickness selection allows direct determination of dominant systematics, with an improvement of accuracies compared to previous measurements by up to factors of 20. Resulting accuracies for attenuation coefficients of copper ͑8.84 to 20 keV͒ are 0.27-0.5 %, with reproducibility of 0.02%. We also extract the imaginary component of the form factor from the data with the same accuracy. Results are compared to theoretical calculations near and away from the absorption edge. The accuracy challenges available theoretical calculations, and observed discrepancies of 10% between current theory and experiments can now be addressed.
I. INTRODUCTION
A precise understanding of the way x-ray photons interact with matter is important in atomic physics, crystallography, medical diagnosis, and surface and material sciences. Recent major developments have concentrated on applications for structural determination near absorption edges, including the use of Bijvoet ratios ͓1͔, multiple-wavelength anomalous dispersion ͑MAD͒ techniques ͓2͔, x-ray absorption fine structure ͑XAFS͒ investigations ͓3͔, and diffraction anomalous fine structure ͑DAFS͒ ͓4͔.
The complex form factor f ͑the resonant scattering amplitude of x rays due to the charge distribution͒, is the fundamental parameter for all optical devices. It specifies refractive indices, permittivities, scattering, and attenuation coefficients, and hence the critical properties for mirrors, lenses, filters, and coatings. In the x-ray regime, the form factor becomes accessible to theoretical prediction on the basis of atomic physics and the atomic form factor ͓5͔. At intermediate x-ray energies, photons are primarily attenuated or elastically scattered by matter. Inelastic scattering becomes dominant only at higher energies ͑above 40 keV for copper͒.
Current computations of theories vary by many quoted standard deviations from one another in important regions ͓6,7͔. In some cases this variation is due to a lack of convergence of the computation; in other cases it is due to inadequate assumptions relating to the wave functions. This is a difficult area to compare directly with experiment, since experimental data must be obtained to high accuracy over extended ranges of energy and attenuation to observe both structural variation and possible offsets due to any given assumptions. This work presents the results of such an extended investigation.
The imaginary component of the form factor Im( f ) may be determined from studies of the full complex form factor using x-ray interferometry ͓8,9͔, reflection and refraction ͓10,11͔, diffraction intensities ͓12,13͔, and pendellösung fringes ͓14,15͔. Some difficulties of these approaches include the often narrow energy range covered by interferometric methods, the limited accuracy of separating the imaginary component of f from the real component in measurements of the full structure factor for a solid, and assumptions in using the Kramers-Kronig relation on a limited data set of Re( f ) measurements.
Alternatively, Im( f ) ͑denoted by f Љ or f 2 by various authors͒ may be related directly to the photoelectric absorption coefficient and, equivalently, the photoelectric absorption cross section PE , by the energy E, the classical electron radius r e , Planck's constant h, and the speed of light c,
could not differentiate between metals in different valence states or between consecutive metals in the Periodic Table. However, identification of the absorption edge and near-edge structure allows such distinctions to be observed. The effects of anomalous dispersion find increasing use, and it can be predicted safely that there will soon be a high demand for quantitative data to employ as a major tool in the determination of many properties. For example, multiple-wavelength anomalous dispersion ͑MAD͒ ͓2͔ now makes it possible to determine the structure of proteins without the need for the heavy metal technique. These applications invite an accurate set of data on an absolute scale, as presented in this work, which can be used as a reference or calibration for a variety of experiments. In this work we investigate copper, which remains one of the most useful and best tested materials.
II. X-RAY EXTENDED RANGE TECHNIQUE
The x-ray extended range technique uses an extended range of energies, and an extended range of foil thicknesses following an extended range criterion for selection, to address a suite of systematics in x-ray measurements. The technique is directed towards an attenuation measurement, where a sample is interposed between a downstream detector and an upstream monitor in an x-ray beam monochromatized by a double-reflection crystal and collimated by slits. The technique combines normalization, including offsets with the investigation of statistical noise contributions and the optimization of correlation, and accurate and precise attenuation and energy measurement. We give this name to encapsulate the key features of the experimental procedures used in these measurements.
The average thickness of the absorber is determined by weighing a foil whose area has been measured and whose density is known; this corrects for the effects of voids and cracks. The thickness of the thickest absorber is determined in this manner, thus minimizing the relative error in the determination. Other, thinner, foils used at lower x-ray energies are calibrated relative to the thicker foils. The thickness variation of each foil is investigated by scanning it with the x-ray beam used to measure the attenuation.
More than one foil is used to measure the attenuation at each energy. Multiple foils are used to test for the linearity of the counting system and to determine the fraction of harmonics in the x-ray beam. The technique requires measurements over an extended range of energy, and follows a different attenuation criterion for accuracy from that used in the past.
III. EXPERIMENTAL GEOMETRY AND COMPONENTS
Details of our experimental setup are shown in Fig. 1 . The incident beam was a bending magnet beam of the Photon Factory synchrotron ͑beamline 20B͒ monochromatized by a double reflection from a monolithic silicon 111 monochromator. The monochromator was detuned to minimize higherorder harmonic contributions in the beam ͓21͔. After passing through two apertures which defined the beam size of 1 mmϫ1 mm with a vertical divergence of 0.12 Ϯ0.03 mrad, the beam passed through a diffractometer ͑BigDiff͒ ͓22͔ in which powder-diffraction patterns of standard powder specimens Si640b and LaB 6 were used to determine the energy of the x rays. Image plates mounted in the diffractometer covered an angular range from Ϫ80°to 120°͓ 22-24͔. The angular positions of these image plates were determined precisely from the positions of a set of fiducial marks provided by radioactive sources embedded at calibrated positions in the perimeter of the diffractometer.
The diffractometer was followed by the first of two matched ion chambers ͑the incident beam monitor͒; this was followed by a mounting stage holding three foil specimens with a controllable translation for placing the foils in the beam. A separate pair of rotational stages allowed the increase of attenuation with thickness through the sample ͑on rotation͒ for aligning the samples exactly perpendicular to the beam. This adjustment is dependent on any sample thickness variation, but we ensured that this latter effect was negligible by taking a range of measurements at large and small angles, rotating around the sample axis, and fitting the result with no observed systematic residual.
The foil mounting stage was followed by a ''daisy wheel'' on whose perimeter were mounted 20 aluminum foils of various thicknesses; these could be inserted into the beam by suitable rotation of the daisy wheel and were used to determine the residual harmonic radiation present in the beam. The daisy wheel was followed by the second ion chamber ͑the attenuated beam detector͒. The use of the two matched ion chambers ͑18 cm effective length, N 2 gas flow͒ minimized errors arising from source fluctuations and air absorption. Counting statistics were optimized using detailed diagnostics ͓20͔.
The copper foils, supplied by Goodfellow, were of thicknesses ranging from 10 m to 100 m. The impurity levels of the foils were between 0.01% and 0.03% with typical dominating impurities as follows: lead, 2 -100ϫ10 Ϫ6 ; silver, 4 -50ϫ10 Ϫ6 ; potassium, 1 -100ϫ10 Ϫ6 ; calcium, 1 -25ϫ10
Ϫ6 . Other contaminants ͑aluminum, bismuth, bo- ron, chromium, iron, magnesium, manganese, silicon, sodium, tin͒ were at a level of less than 10ϫ10 Ϫ6 each.
IV. CALIBRATION FOR THE ATTENUATION COEFFICIENTS IN A SYSTEM USING TWO ION CHAMBERS
The linear absorption coefficient of the sample sample can be determined from the Beer-Lambert law. The intensity ratio is corrected for the absorption of the environment e Ϫt env due to air and ion chamber gas and windows by measuring the total attenuation of the environment with the sample ͑from upstream and downstream ion chamber fluxes I up and I down ) and also the attenuation of the environment without the sample in place (I up,0 and I down,0 , where the subscript 0 indicates measurements without a sample attenuating the beam͒:
Detector readings are corrected for the zero offset of the amplifiers. Any reading I with the beam on becomes I ϪI o f f after correction for the zero beam offset I o f f . Hence, the Beer-Lambert formula corrected for normalization and zero offset is
͑4͒

V. MULTIPLE-FOIL MEASUREMENT
Most experimental work reported previously has been carried out using a single foil chosen to satisfy Nordfors criterion 2ϽtϽ4 ͓25͔. However, these single-foil measurements make it impossible to observe or quantify the harmonic contributions to the x-ray beam, detector linearity, or scattering. Moreover, at low energies and high Z values, for which the appropriate foils are only a few microns thick, use of a single foil results in a large uncertainty in thickness determination.
As shown below, the Nordfors criterion is too constraining and its bounds can be broadened to gain statistical accuracy without requiring unrealistic counting times. We note that the Nordfors criterion is not robust against other systematics arising from harmonic contamination or detector nonlinearity ͓26͔.
The incident number of x rays I up required to achieve a given uncertainty of %(͓/͔t) is ͓16͔
where % ([/]t) is the required uncertainty of (͓/͔t), the mass attenuation coefficient is ͓/͔, and the density is . Figure 2 shows the counting time required to achieve 0.5% and 1% statistical precision for a range of attenuation with an incoming flux of 10 6 counts/s, assuming that there is only statistical noise, I up and I down are uncorrelated, and the response of the two ideal ion chamber detectors is perfectly linear. If the foil thickness is chosen such that the logarithm of the intensity ratio ln(I up /I down ) is in the range between 0.5 to 6, then, no more than 0.5 second counting time is required to achieve an 0.5% statistical accuracy level. The use of this extended range criterion has made it possible to use multiple foils covering a range of thickness of over an order of magnitude.
In our measurements we used three foils of different thicknesses within the attenuation range 0.5ϽtϽ5 at each energy. The use of samples with t higher than 5 was limited by the detector linearity range. Ten measurements were carried out for each foil at each energy point ͑energy steps were 100 to 200 eV away from the absorption edge, and 10 eV near the edge͒.
VI. INVESTIGATION AND CALIBRATION OF KEY SYSTEMATICS
Although the measurement of the attenuation of x rays by a foil is conceptually simple, in practice considerable care is needed to minimize potential sources of error. This requires the characterization of the thickness and purity of the foils, the monochromaticity and energy of the x-ray beam, the linearity of the detectors and the counting statistics, as well as the determination of contributions due to scattering processes. FIG. 2 . Optimization of the sample thickness-counting times required to achieve 0.5% and 1% statistical accuracy. The Nordfors criterion was based on the location of the minimum of this curve and not on the effective range for a particular precision. It also does not select optimum ratios in the presence of a wide variety of systematics. The extended range criterion addresses this and allows a range of thicknesses to be used to probe a suite of possible systematic effects.
A. Foil thickness and uniformity
Uncertainty of the local foil thickness is the most important limitation to the accuracy of the measurement of the attenuation coefficient. In order to satisfy the optimal intensity ratios ͑the extended range criterion, Fig. 2͒ , the foils used in our experiment ranged in thickness between about 5 and 100 m.
A combination of methods was employed to determine the foil thickness at the point of incidence of the x-ray beam. The procedure consisted of ͑1͒ obtaining the average thickness of the thickest foil by weighing and carefully determining the area of the foil, ͑2͒ mapping the thickness of the foil using a micrometer, ͑3͒ two-dimensional ͑2D͒ mapping of the relative thickness of the central part of the foil using x rays, ͑4͒ combining the results of the preceding three measurements, and ͑5͒ relating the thicknesses of all other foils to the absolute thickness of the thickest foil by measuring their relative attenuation of x rays.
Average thickness of the thickest foil by weighing a known area
The average thickness t ave of the entire foil was determined from t ave ϭM /A, where M is the sample mass, A is the sample surface area, and is the sample density. The mass M (0.552 15 gϮ10 g) was obtained using repeated weighing on a microgram scale ͑resolution 1 g), the surface area of the sample A(657.3Ϯ0.25 mm 2 ) was measured by using an optical comparator ͑Mitutogo PJ300 with resolution 5ϫ5 m 2 ), and the density used was 8.9331(37) g/cm 3 ͓27͔. The average thickness of the thickest sample obtained was found to be t ave ϭ94.04 Ϯ0.05 m ͑0.06% relative accuracy͒.
The surface of any sample has a significant microstructure, and on the scale of atomic force microscopy and profilometry is quite rough, as seen in Fig. 3 using a Tencor Instruments profilometer along a 2 mm line across the sample in 10 m steps corresponding to the stylus radius. A determination of the average thickness by mass and area determination automatically corrects for the inevitable microcracks and voids in the copper foil. As seen in the figure, local thickness can vary by 1 m, and the difference between local thickness and the average thickness can reach 0.5 m or 0.5%. This makes it crucial to determine the effective local thickness through which the x-ray beam passes rather than an arbitrary or average thickness.
Micrometer measurements
The variation in the thickness of the foil was also measured using a micrometer with a 5 mm diameter contact region with 0.5 m precision at 25 raster points covering the surface. The accuracy and reproducibility of each measurement of thickness was 0.5%, and showed that the variation in local thickness was 1% to 2%. The average thickness of the entire foil obtained by averaging all the micrometer measurements was
The micrometer measures the maximum thickness over the area of contact, assuming no deformation of the surface by the measurement. This measurement should be larger than the average thickness obtained from the mass and area, by an amount corresponding to the surface structure variation. This difference is thus consistent with the structure observed in Fig. 3 .
X-ray two-dimensional mapping
The x-ray 2D measurements are carried out by illuminating an area of 1ϫ1 mm 2 -the dimensions of the beam used in the attenuation measurement. To achieve an accuracy that is better than 0.5%, the thickness variation of the thickest foil was also measured by scanning the 20 keV x-ray beam over the central region of the foil in 1 mm steps over an 8ϫ8 mm 2 square area. This provided the most precise relative measure of the local thickness variation,
This measure is directly linked to the attenuation measurements themselves, since it allows for any ͑negligible͒ divergence or spatial nonuniformity in the beam and because it covers an area exactly equal to that used in the attenuation measurement itself. This yields a high statistical precision of the relevant local average thickness. FIG. 3 . Profilometer trace showing the microstructure on a surface of the copper foil. The overall curvature is an artifact due to the automatic tilt correction of the profilometer. This microstructure has no effect on the result of the attenuation measurement using our technique, as explained in the text.
Combining the results of the above thickness measurements
We must combine the information from the absolute measurements and the highly precise relative x-ray measurements to yield the absolute thickness over the actual 1ϫ1 mm 2 area through which the beam passed during the attenuation experiment. To achieve this, we carried out the following procedure.
͑i͒ We use an iterative least-squares fitting program to match the xy grids measured with the micrometer and with the X-ray beam in the central 8ϫ8 mm 2 area of the foil, by comparing the thickness variation. After convergence was achieved, the final match was accurate to within an estimated uncertainty of 0.25 mm in each axis for each point which, given the small variation of foil thickness between grid points, was quite adequate.
͑ii͒ Having found the match, we determined the actual thickness of the known 1ϫ1 mm 2 area through which the x-ray beam passed by scaling the relative x-ray measurements to the absolute micrometer measurements.
͑iii͒ It now remained to combine this with the mass average thickness t av which is the most accurate determination of the average thickness of the foil. This was done by comparison of the average thickness of the entire foil from micrometer mapping with t av . The difference of 2.2 m between these measures was assumed uniform over the foil, and in particular over the central 8ϫ8 mm 2 region probed by the x-ray beam.
The resulting average thickness of the 1ϫ1 mm 2 region through which the x-ray beam passed was 0.09490 Ϯ0.00026 mm. This 0.27% uncertainty is larger than the 0.06% uncertainty of the average thickness t av and the 0.1% uncertainty of the average micrometer measurement.
Determination of the thicknesses of thinner foils
The direct thickness measurements described above were carried out for the thickest foil (100 m) at the maximum energy of the investigation, where the relative error in the measurement was smallest. The next foil thickness (30 m) was related to the thickest one by a comparison of their attenuation at the same x-ray energy, where both obeyed our extended range criterion. Thinner foils ͑20, 15, 10, and 5 m) were in turn compared using a lower energy x-ray beam. The same size x-ray beam was used in all relative measurements. Hence all thickness measurements were related to the thickest foil whose absolute thickness was determined to high accuracy. This yielded accuracies for thin foils about an order of magnitude higher than previously possible. Figure 4 shows the consistency of measurements of using at least three foils at each energy. The measurements are absolute for the thickest foil. The thicknesses of all other foils were obtained relative to the thickest foil. On each change of foils, at least one foil is retained in the same mounting to facilitate comparison.
B. Effect of impurities and oxidation
Since copper has a relatively low atomic number, the most significant effect of impurity contamination is due to high Z impurities ͑having higher absorption coefficients͒. From the impurity levels listed in Sec. III, we assumed the highest-Z elements ͑Ag, Pb͒ at the highest possible contaminations (50ϫ10 Ϫ6 and 100ϫ10 Ϫ6 ). The systematic shift in the final results due to a contamination by these elements Z i at corresponding levels C i % can be calculated from
Applying Eq. ͑8͒ to the highest Z impurity elements at their maximum possible concentration leads to an insignificant shift of the final results ͑a maximum shift of 0.013% at 20 keV͒. In most cases the effect of impurities was much less than this, and more typically it was 0.002%.
The oxide layer on the sample surface was assumed to be about 35 Å thick ͓28͔. Its error contribution is therefore negligible, even for the thinnest 5 m samples for which it is less than 0.025%. For the thicker foils this contributed less than 0.003%, while for the thickest foil it was approximately 0.001%. The effect of impurities is included in the final columns of Table I , and in the error budget in Table II .
C. X-ray energy calibration
The energy was measured directly at 11 points covering the energy range between 8.85 and 20 keV, and calibrated to the monochromator angle setting over the full range of the experiment. The energy of the x rays was determined from the powder diffraction patterns of the two highest accuracy standard materials: silicon (Si640b, a 0 ϭ5.430 940(11) Å ͓29͔͒ and LaB 6 ͓a 0 ϭ4.15695(6) Å -NIST standard͔. Diffraction patterns were recorded using six 20ϫ40 cm 2 image plates with 100 m ͑or 0.01°equivalent͒ resolution. The angular positions of the powder lines on each plate were determined with an accuracy of 0.01°using the precisely known positions of radioactive fiducials located on the inside perimeter of the Australian National Beam-Line Facility diffractometer chamber BL-20B ͓22-24͔. The peak positions FIG. 4 . Percent discrepancy between the attenuation coefficients as measured with three foils of different thickness. The comparatively large error at the absorption edge is due to the high sensitivity of the attenuation coefficients to eV changes in x-ray energy in the region of strong XAFS oscillations. Elsewhere, the discrepancies are 0.2% or less. and uncertainties of the lines were determined by a nonlinear least-squares fit of a Lorentzian line and a slowly varying background to the actual data. A linear least-squares ͑single-value decomposition͒ procedure was applied to all the lines of all ͑six͒ plates for each of the two powder samples. The fit took into account a constant offset due to the errors in the locations of the plates. The eccentricity of the positions of the powder specimens and the shift in the centroids due to the absorption by the powder specimens were modeled but found to be insignificant. Fitted uncertainties matched the variation observed between fits, arguing that the computation was robust and self-consistent.
A separate test was made using fits of individual image plates to assess the self-consistency of local results with the final averages, and to identify any possible outliers.
The resultant energies obtained with the two powder standards were averaged with the weighting derived from the corresponding errors. The energy measurements were carried out at 11 points and the results are summarized in Table III. The energy calibrations using the silicon powder are in good agreement with those using the LaB 6 standard, but we note that the latter results are typically 1.0Ϯ0.4 eV higher than the former. Results have investigated absorption corrections to the results of each powder, and these corrections affect the derived energies by less than 0.4 eV. This offset between powder results is consistent with the lattice spacing uncertainty for LaB 6 corresponding to (3) 0.87 eV at 20 keV and 0.39 eV at 9 keV, compared to 0.12 eV (3) uncertainty for the Si standard at 20 keV.
The best fit has an associated uncertainty of 0.14 eV which is remarkably consistent between some 70 peaks on ten independent image plates for two different powder samples. The poorest fit occurs at 14 keV, where the final standard deviation from the mean is 1.0 eV.
To determine energies between these 11 direct measurements, we calibrated the monochromator-controlling encoder using a linear interpolation. The correction to the nominal encoder energy varied between 30 eV at 9 keV and 110 eV at 18.6 keV, fully consistent with the expected encoder performance and clear evidence justifying direct energy calibration in precision experiments. The final energy uncertainty was at most 4.0 eV ͑0.02%͒ for the highest energy region ͑19.4 -19.8 keV͒ over which there was backlash hysteresis due to the change in the direction of rotation of the monochromator. Elsewhere the maximum uncertainty was 1.5 eV. The vertical divergence of the x-ray beam results in a broadening of the powder diffraction lines, similar to the broadening due to the energy window ⌬E. We investigated this, and in all cases the linewidths were consistent with a convolution of widths due to the vertical divergence, the monochromator band pass, the sample width in the beam and the ͑dominant͒ image plate reader resolution ͓30͔. This in turn allowed the determination of the energy width or the degree of monochromaticity of the x-ray beam. The energy width was dominated by the 1.5 mm vertical aperture width leading to a significant contribution from divergence. Final estimates from experimental widths varied from 1.6 eV ͑full width half maximum͒ to almost 9 eV for the highest 20 keV energies.
D. Linearity of detector response and harmonic contribution to the x-ray beam
Even though the nonlinear behavior of the detector and the contamination of the x-ray beam by harmonics are of different origins, their effect on the final result is similar-a nonlinear relationship between the recorded attenuation ln(I down /I up ) and the sample thicknesses. Therefore, testing of the detector linearity and detecting the presence of harmonic contamination in the incident beam must be done for each energy.
In our experiment, the double crystal monochromator was detuned by a solenoid coil pulling on the second face of the channel-cut silicon crystal. A weak link connected these two surfaces, so that the force was sufficient to change the reflection angle of the second monochromator surface with respect to the first, thereby minimizing the higher-order harmonic contamination ͓26͔.
The signature of any remaining harmonic contribution and the nonlinear behavior of the detectors were investigated by a series of measurements with 20 thicknesses of aluminum consisting of different numbers of aluminum foils mounted on a daisy wheel. We have shown that harmonic contamination always underestimates the attenuation coefficient, and that a very small percentage contamination with harmonic energies can be detected using this technique ͓26͔. Figure 5 is an example of a combined test of the linearity of detector response and of the absence of harmonic wavelengths in the monochromatized beam. The absence of linearity of this plot of absorption by small numbers of foils would be due to the nonlinear detector response, whereas nonlinearity of the plot for large numbers of foils would indicate the presence of harmonic components in the monochromatized beam ͓21͔. A test such as this was carried out at every energy at which measurements were made. The combined contribution of nonlinearity and harmonic contamination to the measurement error did not exceed 0.02%.
E. System statistics
Contribution of the system statistics
Counting for longer times at a synchrotron might be expected to solve any problems of counting statistics. However, counting for long times does not necessarily increase statistical precision, due to correlations between counters and any drifts of the beam position with time. Let us define I up,i and I down,i as the two readings of the upstream and downstream ion chambers for measurement i ͑out of ten measurements at each point͒ with the beam on and the sample in the beam respectively; I up,i,0 and I down,i,0 are the two corresponding readings without the sample in the beam; all readings have been corrected for the counting rate observed when the beam was off.
If the fluctuations of the intensity ratios obtained with and without the attenuating samples ͓Eq. ͑3͔͒ are uncorrelated, the statistical error of the resultant attenuation coefficient t is given by % t 2 ϭ% I 0,down /I 0,up 2 ϩ% I down /I up 2 . ͑9͒
However, due to fluctuations in the incident flux, absorption within the ion chambers, etc., the two simultaneous readings from the upstream and downstream ion chambers are correlated. The correlation coefficient contains both positive contributions ͑e.g., from the fluctuation of the incoming beam͒ and negative contributions ͑e.g., from fluctuations of the fractions absorbed in the two ion chambers͒ and depends strongly on the level of attenuation. This experiment carefully optimized the positive correlation in the signal, which in turn leads to a result of higher precision.
Taking into account the correlation, the statistical uncertainties of the ratios of the upstream and downstream ion chamber readings in Eq. ͑9͒ become where the correlation coefficient R can be calculated using standard statistical formulas
͑11͒
% I up and % I down are the percentage uncertainties of the two incident and attenuated intensities, respectively. More details of the statistics for our experiment are given elsewhere ͓20͔.
Reproducibility of the measurements
Considerable effort was devoted to exploring causes of discrepancies between the values of ͓/͔ obtained with foils of different thickness which appeared to have systematic components. Two sources of error were identified: ͑i͒ foils could not be replaced in the holder with complete reproducibility and this resulted in a small variation in the average thickness of the foil exposed to the x-ray beam; ͑ii͒ we observed a very slow drift of the monochromator encoder axis after the axis was commanded to stop. This introduced a further uncertainty of about 2 eV to the energy determination. The recognition of these sources of error holds the promise that in future experiments it may be possible to decrease the spread of ͓/͔ values in a diagram such as Fig.  4 below the already low present value of about 0.2%.
The reproducibility of the measurements has been tested by comparing the intensity ratios of two series of direct beam measurements of monitor and detector counters over the entire energy range. Fluctuations of Ϯ0.01% have been observed ͑Fig. 6͒.
The figure shows the difference between the final intensity ratios after correction for offsets for two independent sets of measurements of the same experimental geometry. Each measurement was composed of 11 consecutive data points which yielded the results for the first and second measurements in remarkable agreement with one another. This result represents a dramatic improvement in precision. The current result is still limited by a systematic contribution, but at a level some two orders of magnitude smaller than in the best results presented in previous literature ͑for an example of some of the best prior results for precision ͑1%͒, but in different systems, see ͓17-19͔; for a review of details of the available literature see ͓16,31͔͒.
The sample measurements are limited by a similar systematic at a larger level, illustrated by Fig. 4 . A systematic is observed due to the energy drift and settling of the monochromator. Except at the absorption edge, the discrepancy is 0.2% or less. The settling behavior, and the corresponding encoder measurements, indicates that the samples measured first are least reliable, but we have included an error estimate based on the full range of deviations. This is the second largest uncertainty in the error budget.
F. Scattering contribution
The Beer-Lambert law relates strictly to photoelectric absorption excluding coherent and incoherent scattering. The introduction of the foil into the x-ray beam typically increased the count rate of the upstream monitor counter by 0.1% due to fluorescence and backscattering from the foil. In order to test the possible effect of this increase of the count rate on the measurement of ͓/͔, we compared measurements of ͓/͔ obtained when different size apertures were introduced between the sample and both counters. The circular apertures were 3, 6, and 14 mm in diameter and in each measurement identically sized apertures were placed 70 mm on each side of the sample; they were thus about 5 mm from each counter ͑Fig. 1͒. The measurements were carried out over the entire energy range of the experiment. The values of ͓/͔ obtained with the different apertures differed by no more than 0.08%. This variation was not correlated to the aperture size and there was no effect of aperture size on ͓/͔ larger than 0.02%. This result is consistent with modeling based on Rayleigh scattering and fluorescence. Fluorescence and scattering contributions therefore did not affect our results for ͓/͔ within our cited error range.
The final accuracy of measured total mass attenuation coefficients is thus 0.3%. Near the K edge the energy uncertainty ͑and hence the reproducibility of measurements affected by the small energy drift͒ makes a further contribution.
Extraction of the photoelectric absorption coefficient ͓/͔ pe and the imaginary component of the atomic form factor Im( f ) require the subtraction of the contribution from scattering due to the mass scattering coefficient ͓/͔: ͓/͔ pe ϭ͓/͔ observed,total Ϫ͓/͔ coherentϩincoherent .
An experimental upper limit to scattering is given by the backscattering signal, consistent with Rayleigh scattering. FIG. 6 . Reproducibility of direct beam measurements as a function of energy. The discrepancy of the ratio of the detector count divided by the monitor count, compared to the average of the two data sets, is plotted. Note the remarkable consistency at the 0.01% level. This limiting precision may be compared with the consistency of other work, discussed in the text, which typically does not quote a precision better than 1%.
Because scattering contributions for copper are small and primarily due to Rayleigh scattering, theory may be used to subtract off these contributions with an estimated uncertainty equal to half the difference between major tabulations. This then subtracts 0.5%Ϯ0.075% of the total mass attenuation coefficient for energies just above the K edge to 2.1% Ϯ0.15% at 20 keV ͓6,32,7͔. The uncertainty in this correction is no more than 0.15%, and makes no significant contribution to measurement uncertainty of ͓/͔ total or to the relative structure of Im( f ) over wide energy ranges. Figure 7 is a plot of all our measurements as a function of energy. On the scale of this figure, the results obtained with the three foils overlap to well below 1%. The plot is a confirmation of the broad structure expected in this energy range, following the isolated atom approximation or from any of a variety of more detailed theoretical approaches. This type of figure is common in the literature. Such a plot on its own is, however, quite inadequate in illustrating the limitations or strengths of experimental results or their comparison with theory. Table I is a tabulation of our measurements of the mass absorption coefficient as a function of energy and includes a measure of the precision and accuracy of the experimental determination. It also extracts the corrected value of Im( f ) assuming the scattering correction following either Chantler ͓6͔, Hubbell and co-workers ͓32͔, or Saloman et al. ͓7͔ as described above. The uncertainty in the last column is a propagation of the error in the previous columns, and does not include an estimate for the uncertainty of the scattering model. Any energy fluctuation or drift, especially near the edge, is listed as an energy uncertainty in Table I , but also adds to the uncertainty in ͓/͔ in ,ste . Hence our error analysis is conservative.
VII. RESULTS AND DISCUSSION
The experimental edge energy 8.981 keV does not agree with the ͑simple͒ theoretical computations and literature value of 8.9789 keV. The discrepancy of 2 eV ͑correspond-ing to four standard deviations of the energy determination͒ is due partly to a definition of the edge energy ͑is it a turning point, the midpoint of the step, or the onset of the continuum?͒, partly to theoretical assumptions, and partly to chemical shifts associated with the solid state for copper metal as opposed to the isolated atom prediction. Table II is a summary of the principal sources of error in the final value of the mass absorption coefficient near the edge and well above the edge, as discussed throughout this paper. While the energy uncertainty is dominant near the edge ͑column four in Table I͒ , in general the dominant uncertainty is due to the uncertainty in the absolute determination of the thickness of the thickest sample. The thickness transfer method contributes a minor addition to this value ͑column five of Table I͒ .
The last three columns of Table I give the form factor results after correction for scattering, with the coefficient for Rayleigh and inelastic scattering taken from either ͓6͔ or ͓32,7͔. The difference between these two estimates is small compared to the uncertainty in the form factor, and hence this difference makes no significant contribution to the uncertainty.
The form factor is not identical to the atomic form factor, especially near the edge where solid state effects dominate. The form factor reported here is for copper metal, and is not equivalent to that of an isolated atom. We determine Im( f ) to be 3.8Ϯ0.013 e/atom ͑electrons/atom͒ at 9.023 keV and 1 Ϯ0.003 e/atom at 20 keV, compared to corresponding theoretical values of 3.8Ϯ0.38 e/atom and 1.00 Ϯ0.01 e/atom ͓6͔. This sensitivity in electrons per atom may allow a critical investigation of large contributions to Im( f ) from atomic or bound near-edge resonances ͑XANES͒, local x-ray absorption fine structure ͑XAFS͒, and small relativistic 0.1 e/atom contributions to the real component of the atomic form factor. Figure 8 shows the discrepancy between various other experimental measurements of the absorption coefficient and the theoretical calculations of Chantler ͓6͔. Our data are in reasonable agreement with Chantler ͓6͔, within the 1.0% uncertainty of the theory away from the K edge. Theoretical uncertainty increases near the edge. A comparison of our experimental results with theoretical calculations shows discrepancies in the region of the edge, but also in the 16 -20 keV range.
The plotted experimental data obtained using laboratory sources ͓33,34͔ show significant discrepancies of 4% or 4 with our results. Reference ͓34͔ has an estimated accuracy of 3.7% or some 14 times our estimated accuracy. Reference ͓33͔ has an estimated 1% uncertainty but is clearly discrepant, with an estimated accuracy of 5% or 19 times our experimental uncertainty. A further experimental datum ͓35͔ lies within 2 of our results, and has a relatively low quoted error bar of 1% ͑4 times that of our experimental result͒. Individual error contributions of this datum have not been reported, and the result has not been discussed in the literature.
Reference ͓10͔ is a synchrotron measurement with very high statistical precision, but systematic problems have led to major discrepancies with theory and other experimental work. The authors claim that ''errors in the energy calibra- tion and in the mass absorption coefficient / can be neglected'' and quote three significant figures in their results. This may be a statement of statistical precision based on the flux. The experimental data were adjusted to match early theoretical results of Viegele ͓36͔ which has an uncertainty exceeding 1%. We note that there remains a discrepancy of 3% between this result and the other experimental measurements and theoretical results in the region. The difference plot ͑Fig. 8͒ enables these detailed comparisons to be made.
A more detailed plot in the vicinity of the absorption edge ͑Fig. 9͒ shows the expected x-ray absorption fine structure ͑XAFS͒. Comparison of our experimental results with the theoretical calculations of Chantler ͓6͔ and Scofield ͓7͔ shows a systematic discrepancy even outside the XAFS region where disagreement is expected because the theories employ the independent particle and isolated atom approximations.
A number of authors have made detailed comparisons of their experimental results with the Scofield theory, which exists in two forms. The first form ͑unrenormalized͒ is based on Hartree-Slater orbitals and hence omits certain relativistic corrections. At some level, this limitation would be expected to yield a lower accuracy than, for example, the selfconsistent Dirac-Hartree-Fock approach. For Zϭ2 to 54, Scofield provided estimated renormalization factors to convert to values which might be expected from a relativistic Hartree-Fock model. This correction was based primarily on the sum of component orbital electronic amplitudes at the nucleus, and so is not equivalent to a fully relativistic procedure. The differences between renormalized and unrenormalized results vary from 5% to more than 15%.
Scofield's original recommendation was to apply the renormalization correction in all cases. The renormalization correction was not based on a Dirac-Hartree-Fock ͑DHF͒ computation but estimated the correction factor for treating the charge density near the nucleus to higher accuracy. Hence this should be a useful correction at high energies for all Z. Some reviewers found that this improved agreement with experiment ͓32͔. A decade-long discussion has concerned itself with the relative validity of the renormalized and unrenormalized calculations of a Schrödinger versus Dirac approach. Review authors have concluded that unrenormalized results were superior ͓7͔ or that the experimental result lies between the renormalized and unrenormalized calculations ͓37͔. The last statement implies that theoretical error lies in the region of 5-10 %, as opposed to the claimed accuracy of order 0.1-1 % at medium energies. Our experimental results for copper in the 8 to 10 keV region are in much better agreement with DHF theory ͓6͔ than with Hartree-Slater theory ͓7͔, with or without the renormalization correction. In this work the renormalization correction does not improve agreement with experiment significantly, and a full DHF approach is indicated. However, in the upper energy range, all three of these theoretical results are consistent within their uncertainties. Figure 10 shows a comparison of our experimental results with the relative measurements of Wong ͓38͔. The fit of these relative measurements to our absolute measurements was carried out by varying three parameters corresponding to Wong's energy scale, relative intensity scale and a parameter which adjusted very slightly the orientation of his plot after it was scanned. The size of the dots representing our measurements is 10. The agreement between Wong's curve and our measurements is remarkable.
VIII. SOLID STATE STRUCTURE
EXAFS structure is explained by a combination of accurate relativistic atomic and solid state computations. Modelling of these systems has often used an atomic multiplet approach ͓39͔, a local density approximation using infinite crystals ͑a band structure approach͒ ͓40-42͔, or a cluster FIG. 9. X-ray anomalous fine structure ͑XAFS͒ measurement at the Cu K edge on an absolute scale, compared to DHF theory ͑solid line, Chantler ͓6͔͒ and earlier theory ͑dashed line, Scofield ͓7͔͒. The theories do not allow for solid-state effects, but XAFS assumes a baseline underlying the oscillations and ͓6͔ provides a more appropriate baseline in this regime. approach using multiple scattering theory ͓3,43͔. These codes are contemporaneous with the latest general atomic calculations just discussed, but they are qualitative developments for the interpretation of local structure. Often these solid state computations have been limited to muffin-tin averaging of the potential ͓44͔. The muffin-tin limitations have been lifted in recent years with Koringa-Kohn-Rostoker Green's function methods, various approaches including the full linear augmented plane wave ͑FLAPW͒ method, and the finite difference method ͑FDM͒ ͓45,46͔.
The more generalized potentials are better able to represent local disorder, reflected in the near-edge oscillations. Computations based on a cluster of 13 atoms are quite inadequate and do not represent the local structure. The peaks and structure may be fully converged in such cases, but will often be a poor match even compared to the atomic computation using a fully relativistic code.
A specific direct comparison is provided by the latest result from the FDM formalism ͓47͔. This is plotted against our data in Fig. 11 ͓48͔ . The FDM formalism concentrates on the near-edge region from Ϫ10 eV to ϩ60 eV. The computations have some significant computational cost at energies further away from the edge. Other theoretical predictions ͑such as the FEFF codes ͓3͔͒ have greater facility over larger ranges of energy, but there remains significant difficulty in meaningful comparisons outside this range, in part due to the limitations of existing experimental data.
Solid state calculations are extremely relevant and useful in the XAFS region. Many details of the structure are explained by the latest solid state theory. The relative locations of XAFS peaks are well reproduced. It should be remembered that theoretical computations, the relative measurements of Wong, and unpublished, scaled and offset data from ESRF ͓49͔ all have a somewhat arbitrary offset in energy, and most have an offset or scaling correction for the edge jump. Core hole widths in this region convolve any sharp structure or sharp edges of theory, which is not uniformly implemented for differing computations. These caveats are continuing areas of serious theoretical research, and so will be strongly motivated by our measurements.
Because of these offsets, we should be comparing relative peak locations of different sources. Only the current work uses an absolute calibration of both energy and attenuation coefficient without offsets or scaling. Other calculations using FLAPW have been reported and also show good agreement with the relative peak locations of the XAFS oscillations ͓44͔.
The offsets are much more difficult to compute; far-edge structure and base levels are extremely challenging to estimate using these techniques, and details of the near-edge oscillations await further theoretical developments. An absolute calibration of the local cross section is not a trivial result of current solid state theory, although such theory does a very good job with the edge jump, for example. Compared to the first peak, the second and third experimental peak heights appear to be underestimated by theory, although their locations are fairly well matched.
IX. CONCLUSIONS
The large number and appropriate distribution of our experimental results over the energy range of investigation FIG. 10 . Detailed XAFS measurement of the Cu K edge on an absolute scale, compared to theory (ϪϪϪ, Chantler ͓6͔͒. ᭹, this work ͑dot size represents 10). The relative measurements ͑-, ͓38͔͒ are in excellent agreement with our results. Theory based upon the isolated atom approximation serves as a reference profile for XAFS contributions. FIG. 11 . Detail of the near-edge oscillations at the Cu K edge on an absolute scale, compared to recent solid state computations using the FDM technique. ᭹, this work ͑dot size represents 10). This work is in excellent agreement with the relative observations. Locations of peaks are well represented by theory ͓47͔, but offsets, background levels, and relative amplitudes of peaks need further theoretical investigation. Relative experimental measurements of Aberdam ͓49͔ fail to give accurate edge step heights, edge energies, or scaling, but they give good relative structure for the peak oscillations, which agrees with our absolute results.
͑8.84 -20 keV͒ are important features of this work. Our results are among the first of sufficient accuracy to probe and distinguish between alternative theoretical calculations and to quantify solid-state contributions near the Cu K␣ edge. The data provide high-precision profiles of structure and simultaneously high-accuracy results. This promises to allow observation of small contributions to the near-edge structure ͑such as purported AXAFS͒. The data obtained are relevant for MAD, XAFS, and tomographic investigations, in addition to their relevance for the mass attenuation coefficient and atomic form factor in theoretical and experimental investigations.
The x-ray extended range technique is capable of determining the relative structure and absolute values of the photoelectric absorption coefficient and the imaginary component of the atomic form factor with one order of magnitude improvement in accuracy and application over a wider range of energy, and better calibration of all systematics. This provides a direct window into an orbital-by-orbital transform of the electron density. The technique provides an absolute baseline for the quantitative interpretation of XAFS structure, and can compare such a structure with an atomic, isolated atom model to quantitatively investigate atomic resonances and solid state ordering.
In the current experiment, the lower energy results suggest the validity of the DHF approaches to determine wave functions and form factors rather than the Hartree-Slater method. While this may seem obvious, each method involves a range of different assumptions and convergence issues, and previous experimental results have not been of sufficient accuracy to distinguish between these alternatives. The simpler Hartree-Slater method still appears quite reliable in the upper energy range ͑between 15 keV and 20 keV͒. The ''renormalization'' procedure is not supported by this experimental data set.
Detailed solid state theory is required to explain details of the structure and oscillations observed in this experiment, although current experimental data appears to challenge even these approaches relating to absolute calibration, background levels and edge steps, and values well away from edges. Further experiments are invited for energies above 20 keV, where deviations between theories again reach several percent. A finer measurement grid near the edge location with the same absolute accuracy as reported would contribute significantly to solid state investigations and to near-edge XAFS studies.
