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The sensor nodes in the Wireless Sensor Networks (WSNs) are prone to failures due to many reasons, for example, running out
of battery or harsh environment deployment; therefore, the WSNs are expected to be able to maintain network connectivity and
tolerate certain amount of node failures. By applying fuzzy-logic approach to control the network topology, this paper aims at
improving the network connectivity and fault-tolerant capability in response to node failures, while taking into account that the
control approach has to be localized and energy efficient. Two fuzzy controllers are proposed in this paper: one is Learning-based
Fuzzy-logic Topology Control (LFTC), of which the fuzzy controller is learnt from a training data set; another one is Rules-based
Fuzzy-logic Topology Control (RFTC), of which the fuzzy controller is obtained through designing if-then rules and membership
functions. Both LFTC and RFTC do not rely on location information, and they are localized. Comparing them with other three
representative algorithms (LTRT, List-based, and NONE) through extensive simulations, our two proposed fuzzy controllers have
been proved to be very energy efficient to achieve desired node degree and improve the network connectivity when sensor nodes
run out of battery or are subject to random attacks.
1. Introduction
The advent of Wireless Sensor Networks (WSNs) [1] stim-
ulates a tremendous number of applications, such as forest
monitoring, factory automation, secure installation, and
battlefield surveillance. Unlike other conventional network
devices, the nodes inWSNs aremore likely to be disconnected
from each other. On the one hand, the sensor nodes are
usually battery powered, so they are prone to loss connectivity
due to battery depletion. On the other hand, the sensor
nodes are subject to unpredictable node failures, for example,
deployment in a hostile environment. The WSNs operate
properly only when all nodes are reachable to each other.
Therefore, one of the major concerns when planning WSNs
is to make sure that all nodes in a network are, directly or
indirectly, connected together.
In addition, theWSNs are expected to be able to tolerate a
certain amount of node failures. From the graph theory point
of view, the fault-tolerant problem is a 𝑘-connected network
problem, where 𝑘 indicates that there are at least 𝑘 distinct
paths from one node to any other node. A 𝑘-connected
network is able to be constructed, maintained, or improved
by means of topology control [2–4].
Furthermore, the energy issue is usually taken into
account to make the sensor nodes functional as long as
possible. Any algorithm or control system running in WSNs
nodes is expected to be localized, because the cost of gath-
ering global information is very time consuming and energy
consuming.
In order to study the challenges mentioned above, this
paper aims at developing an energy-efficient adaptive tech-
nique to improve the connectivity by means of adjusting
the communication range under difficult events sensors may
suffer from, such as battery depletion and malicious attacks.
Some computational intelligence algorithms are applied to
WSNs, such as fuzzy-logic, neural networks, and evolutionary
algorithms [5]. The fuzzy-logic control is a very powerful
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technique that helps designers to construct a control system,
regardless of the lack of mathematical models to completely
describe network dynamics. More specifically, by using the
fuzzy-logic controller to adaptively adjust the communica-
tion range of each node, this paper aims at maintaining
desired node degree (namely, the number of neighbors a node
has), thus improving network connectivity and fault-tolerant
capability in response to node failures in WSNs, while at the
same time taking into account that the control approach has
to be localized and energy efficient. In this paper, in the case
that the node degree is characterized by the mathematical
model, the Learning-based Fuzzy-logic Topology Control
(LFTC) is proposed to learn the dynamics to construct a
fuzzy controller; we also propose another fuzzy controller,
named Rules-based Fuzzy-logic Topology Control (RFTC),
which is dependent on a heuristic approach to design the
membership functions and if-then rules. LFTC and RFTC
are both localized, because all information the fuzzy-logic
controllers needed can be obtained from the node itself and
its one-hop neighbor(s).
By comparing LFTC and RFTC with other three algo-
rithms (Local Tree-based Reliable Topology (LTRT) [6], List-
based topology control [7], and NONE) through extensive
simulations, our two proposed fuzzy controllers are proved
to be very energy efficient to improve network connectivity
when node failure occurs (running out of battery and random
attacks). First, due to the close-loop feedback of the control
system, our two proposed approaches are able to trace the
desired node degree as node density changes, while others
are not able to do so; second, the average communication
range, which is proportional to energy consumption, is lower
than other algorithms, implying that our approaches aremore
energy efficient; third, our proposals are totally localized
and the inputs that the fuzzy controller needs are very
easy to obtain; fourth, the simulation results show that our
approaches are able to respond to network dynamics, because
the network is still able to maintain reasonable connectivity
in the presence of random node failures. In short, our
two proposed approaches are able to react to the network
dynamics and outperform other three algorithms.
The main contributions of this paper are summarized as
follows. (1) We have presented two control approaches based
on the fuzzy logic to deal with network connectivity problem
in WSNs. We have first presented the fuzzy controller based
on the training dataset, called Learning-based Fuzzy-logic
Topology Control (LFTC), and then proposed another fuzzy
controller based on designing membership functions and if-
then rules, called Rules-based Fuzzy-logic Topology Control
(RFTC). (2) We have performed extensive simulations to
compare LFTC and RFTC with other algorithms, and also
the comparison between LFTC and RFTC was made. (3)
The simulation results show that our two proposed fuzzy
controllers are proved to be very energy efficient to achieve
desired node degree and improve network connectivity when
the sensor nodes run out of battery and suffer randomattacks.
The rest of this paper is organized as follows. An intro-
duction of related works is provided in Section 2. Section 3
presents our two fuzzy control approaches in detail. In
Section 4, this paper evaluates the proposals by compar-
ing them with other three representative algorithms. The
potential applications of this work are discussed in Section 5.
Section 6 concludes our work.
2. Related Works
The WSNs fault-tolerant and energy problems can be solved
by means of appropriate topology control. For instance,
deploy nodes in specific positions control the number of
nodes deployed in the field or control communication range
or transmission power of each node, and so forth. In a
wireless environment, such as WSNs, adjusting commu-
nication range or transmission power is a very common
approach. From the graph theory point of view, the fault-
tolerant problems are 𝑘-connected network problems. Unfor-
tunately, many of them are proved to be NP-complete or
NP-hard problems even when 𝑘 is very small, which means
that the optimal solutions do not exist. For instance, the
following optimization problems are NP hard: the minimum
number of links required to obtain a 2-connected network
[8], minimizing the power while maintaining 𝑘-connected
network [9], minimizing the number of node placement
for 𝑘-connected network [10], minimizing the number of
relay nodes for 2-connected network [11, 12], and so forth.
Therefore, heuristic algorithms are needed to obtain near-
optimal performance, which is the main goal of this paper.
Some of existing solutions are nonlocalized, so they are very
unlikely to be applied to WSNs due to limited processing
capability of WSNs nodes. Some of other solutions, such as
Local Tree-based Reliable Topology (LTRT) [6] and List-
based topology control [7], are two reprehensive heuristic
localized approaches to achieve desired connectivity. Similar
to LTRT and list-based topology control, our goals are to
propose localized and energy-efficient control algorithms to
manage the communication range, in order to maintain the
network connectivity. Our proposals are evaluated through
computer-based simulation and the simulation scenarios are
relatively realistic, because we considered various network
configurations that may influence the results, for example,
energy dissipation model, undirected links, heterogeneous
network, routing algorithm, random failures, and so forth.
From the graph theory point of view, the conditions of
a network being 𝑘-connected have been studied. The upper
bound of 𝑘 is given by Menger’s theorem [13]: 𝑘 ≤ 2|𝐸|/|𝑉|,
where |𝐸| is the number of links and |𝑉| is the number
of vertices in a graph. The upper bound can be achieved
by constructing the Harary graph. Assuming that all nodes
in a network are randomly and uniformly deployed, the
asymptotical condition that a network is 1-connected with
high probability is the node degree of each node at least
bigger than 0.5193 log 𝑛 as 𝑛 → +∞, where 𝑛 is the total
number of nodes in the network [14]. Once the network is
1-connected with high probability, it is also 𝑘-connected with
high probability [14, 15].
Fuzzy control has been proved to be very effective to
deal with complex nonlinear and time-varying systems, such
as [16] which applies Takagi Sugeno (TS) fuzzy logic for
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Figure 1: Fuzzy-logic control system.
electromagnetic suspension systems. Moreover, the fuzzy
control can integrate with other control techniques; for
example, [17] applies the fuzzy logic system to the sliding
mode control and [18, 19] integrate the fuzzy control with the
proportional integral derivative (PID) technique. Lyapunov
theory is a common approach being used to analyze the
stability of fuzzy controller [20, 21]. Some literatures try to
obtain the optimal controller parameters and analyze the
fuzzy controller’s performance. Reference [22] analyzes the
output feedback controller such that the closed-loop discrete
timeTS fuzzy systemswith time-varying delays are asymptot-
ically stable. Similarly, [23] calculates the asymptotic stability
conditions for the state feedback fuzzy controller. In this
paper, the fuzzy control is applied to address the challenges
in WSNs and the numerical simulations are carried out to
evaluate the proposed approaches.
The fuzzy linguistical input variables can be residual
energy, concentration, and centrality [24]; remaining battery
power, number of neighbors, distance from cluster centroid,
network traffic [25]; residual energy and local distance [26];
distance to base station and residual energy [27]; energy
and traffic load [28]; remaining energy, distance to base
station and node density [29]; consistency, completeness, QoI
from the lower level [30]. The fuzzy outputs could be the
communication range, the competition range to be a cluster
head, or the probability to be a cluster head. In this paper,
the first proposal takes the node degree and the probability
to have that node degree as inputs and the communication
range as fuzzy controller output; in the second approach, we
take the residual energy and the node degree error as inputs
and the incremental of communication range as output.
3. WSNs Topology Control Using Fuzzy Logic
This paper focuses on how to design the fuzzy controller.
Figure 1 shows a typical fuzzy-logic control system. The
“fuzzification” transforms a crisp input variable (e.g., node
degree) into a linguistic variable, for example, high, medium,
and low; the “inference engine” maps the linguistic inputs
onto linguistic outputs based on “if-then” rules; “defuzzifi-
cation” converts the linguistic outputs of inference engine
to crisp variables. Both linguistic input and output are
represented by the membership functions.
Sometimes, a dynamical and distributed network is able
to be characterized bymathematical forms, but itmay happen
that there are no ways to describe a network mathematically.
For the former case, the fuzzy-logic membership functions
and rules can be learnt from those mathematic descriptions;
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Figure 2: Learning-based Fuzzy-logic Topology Control System
(LFTC).
for the latter case, the fuzzy-logic controller could be estab-
lished by a heuristic approach. In this paper, we leverage
both approaches to construct fuzzy-logic controller to control
the communication range of each node, with the aim that
the network maintains desired node degree and improves
the network fault-tolerant capability. Besides, the location
information of sensor nodes is not needed in our fuzzy
controllers, since it is not always available for sensor nodes.
In Section 3.1, we propose a learning-based fuzzy-logic
controller based on neuroadaptive learning technique; in
Section 3.2, a fuzzy-logic controller based on heuristic rules
is proposed. They are both localized controllers, because
all information the fuzzy-logic controllers needed can be
obtained from the node itself and its one-hop neighbor(s).
Throughout this paper, we use following abbreviations.
(i) ND: node degree or number of neighbors a node has.
(ii) NDref : reference ND or desired ND. In this paper,
sometimes we also use 𝑘 to represent NDref .
(iii) NDlost: number of lost neighbor(s).
(iv) 𝑒ND: node degree error 𝑒ND = ND −NDref.
(v) CR: communication range.
(vi) 𝐸: node residual energy.
(vii) BS: base station.
3.1. LFTC: Learning-Based Fuzzy-Logic Topology Control.
Our proposed Learning-based Fuzzy-logic Topology Control
(LFTC) is a localized controller, because all parameters can be
obtained locally by the node itself or one-hop neighbor(s).
3.1.1. Learning-Based Fuzzy-Logic Control System Design.
Figure 2 shows the control system design of LFTC. It is a
PI fuzzy-logic controller. Provided a training dataset, the
fuzzy controller is obtained through neuroadaptive learning
technique.On the one hand, each node can detect the number
of lost neighbor(s) in the network. The fuzzy inputs are
NDref + NDlost and the probability Prob that a node has
NDref + NDlost. On the other hand, Prob is controlled by an
integral controller. The parameter 𝐾 is set to 0.02 if ND ≥
NDref and 0.05 if ND < NDref. Prob0 is 0.8.
3.1.2. Training Dataset. If sensor nodes in WSNs are ran-
domly anduniformly distributed, its node degree distribution
is a Poisson distribution [31].The probability of a node having
𝑁 neighbors is given by (1); therefore the probability that ND
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is bigger than 𝑘 is (2), where 𝑟 is the communication range
and 𝜌 is the node density which is defined as total nodes 𝑛 in
WSNs divided by the area of the deployment field 𝐴; namely,
𝜌 = 𝑛/𝐴. However, in practice the node degree distribution
in WSNs possibly is non-Poisson distribution. For instance,
based on a realistic radio channel fading model, [32] shows
that the degree distribution in WSNs is approximated by a
binomial distribution if the average node degree is low (e.g.,
less than 18). So, we can use (3) to represent the probability
thatND is bigger than 𝑘, where𝑝(𝑟) represents the probability
of two nodes having a link at distance 𝑟, which is given in [32].
In addition, amobilitymodel of sensor nodes can be included
in 𝑝(𝑟) [33]. It must be recalled that NDref = 𝑘 in this paper:
𝑃
1
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2
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Equations (2) and (3) can be used to generate training dataset.
The learning process can be performed on this training
dataset afterwards. Define set 𝑘 = {𝑘
1
, 𝑘
2
, . . . , 𝑘
𝑠
}, 𝑟 =
{𝑟
1
, 𝑟
2
, . . . , 𝑟
𝑡
}, and 𝑝 = {𝑝
1
, 𝑝
2
, . . . , 𝑝
𝑤
}, where𝑤 = 𝑠 ⋅ 𝑡. Given
node density 𝜌, according to (2), we have
𝑝
𝑖⋅𝑗
= 𝑓
1
(𝑟
𝑗
, 𝑘
𝑖
) . (4)
Define a 𝑤 × 3 matrix T
𝑤×3
, three elements at row 𝑚 are
formed by (5)
T (𝑚) = [𝑘
𝑖
, 𝑝
𝑖⋅𝑗
, 𝑟
𝑗
] , (5)
where 𝑖, 𝑗 are both integer, 0 < 𝑖 ≤ 𝑡, 0 < 𝑗 ≤ 𝑠, and𝑚 = 𝑖 ⋅ 𝑗.
Similarly, the training data for binomial distribution can be
obtained from (3).
The matrix T is used as training dataset where the fuzzy-
logic controller can be learnt from. The learning technique
employed in this paper is the adaptive neurofuzzy training
provided by Matlab ANFIS tool. Depending on the network
deployment, the node degree 𝑘 could range from 1 to tens in
order to obtain a wide range training data. Regarding variable
𝑟, it could range from several meters to hundreds meters,
depending on real sensor devices.
The benefit of this approach is that there is no need to
design the membership functions and if-then rules; instead
the membership functions and rules are learnt from the
training dataset.
3.2. RFTC: Rules-Based Fuzzy-Logic Topology Control
3.2.1. Rules-Based Fuzzy-Logic Topology Control System
Design. In this section, we propose another fuzzy logic
controller, called Rules-based Fuzzy-logic Topology Control
(RFTC), because we need to design the if-then rules. Unlike
LFTC, RFTC is shown in Figure 3(a). Here, the fuzzy con-
troller of RFTC is not automatically generated from the train-
ing dataset, and the fuzzy rules andmembership functions are
generated by the heuristic approaches or experiences instead.
The input parameters are different as well. The input variable
probability Prob is replaced by residual energy 𝐸, and 𝑒ND
becomes input. The output is the CR incremental, ΔCR. CR
0
is the initial value of a sensor node, which is random for each
node. This paper leverages “Mamdani” type fuzzy inference
system.
3.2.2. Membership Functions and If-Then Rules. In this paper,
for each input and output, there are three fuzzy sets: high,
medium, and low. Their membership functions are shown in
Figures 3(b), 3(c), and 3(d). Intuitively, if 𝑒ND is high and 𝐸
is high, ΔCR should be low; if 𝑒ND is low, no matter what
𝐸 is, ΔCR should be High, because maintaining the network
connectivity is the top priority.The details of if-then rules are
shown in Table 1.
The design of membership functions and if-then rules
is heuristic. The change of membership functions and if-
then rules has significant impact on the performance. It is
necessary to tune the membership shapes and positions and
change the rules according to different network deployment
strategies and network models.
4. Performance Evaluation
In this section, we evaluate our two fuzzy-logic approaches
with other three localized algorithms by using Matlab. There
are many topology control algorithms/protocols proposed in
the literature. Some of the state-of-the-art topology control
algorithms are Local Tree-based Reliable Topology (LTRT)
[6], Local Minimum Spanning Tree (LMST) [34], and Fault-
tolerant Local Spanning Subgraph (FLSS) [35], which are
similar to each other as they are based on the spanning tree
algorithm. In this paper, we choose LTRT as the represen-
tative algorithm in this category. On the other hand, the
list-based topology control [7] is selected to represent the
algorithm that does not rely on constructing the spanning
tree but utilizes the neighbors’ information. In addition,
we also compare them with the one without any control
approaches or algorithms, which means that the CR is not
changed during the simulation. It is called NONE algorithm
in this paper.
4.1. LTRT: Local Tree-Based Reliable Topology. Local Tree-
based Reliable Topology (LTRT) [6] is a localized algorithm.
Basically, it is a variant of spanning tree algorithm. When
conducting spanning tree algorithm 𝑘 times, the resultant
network is a 𝑘-edge-connected if the original network is at
least 𝑘-edge-connected network. More specifically, it repeat-
edly processes the network 𝑘 times as follows: given a 𝑠-
edge-connected network𝐺(𝑉, 𝐸), where𝑉 is the set of nodes,
𝐸 is the set of links, and 𝑠 ≥ 𝑘. First one of its spanning
tree 𝑇(𝑉, 𝐸
1
) is calculated by a localized algorithm, then all
Mathematical Problems in Engineering 5
Fuzzy-logic
controller
(Mamdani)
Sensor node
CR
CR0
ΔCR ND
E
∫
eND−
+
+
+
NDref
(a) Fuzzy-logic topology control
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1 Low HighMedium
eND
D
eg
re
e o
f m
em
be
rs
hi
p
(b) Membership function of 𝑒ND
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1 Low HighMedium
E
D
eg
re
e o
f m
em
be
rs
hi
p
(c) Membership function of 𝐸
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Figure 3: Rules-based Fuzzy-logic Topology Control (RFTC).
links in 𝐸
1
from 𝐸 are removed and the resulting network
is denoted as 𝐺(𝑉, 𝐸 − 𝐸
1
). Next time, the same process is
performed on 𝐺(𝑉, 𝐸 − 𝐸
1
). Repeating this process 𝑘 times,
the resultant network will be 𝐺(𝑉, 𝐸−𝐸
1
−𝐸
2
− ⋅ ⋅ ⋅ − 𝐸
𝑘
). The
final 𝑘-edge-connectivity network is formed by combining all
trees together; that is, 𝐺(𝑉, 𝐸
1
+ 𝐸
2
+ ⋅ ⋅ ⋅ + 𝐸
𝑘
). The final CR
of each node is selected from themaximumCR that connects
to its neighbors in 𝐺(𝑉, 𝐸
1
+ 𝐸
2
+ ⋅ ⋅ ⋅ + 𝐸
𝑘
).
The LTRT requires that the original network is at least a
𝑘-edge-connected network, and it requires the location infor-
mation of its neighbors. LTRT needs that each node runs at
itsmaximumCRbefore it starts running the algorithm. LTRT
has been compared with Cone-Based distributed Topology
Control CBTC(𝛼) [36] and Fault-tolerant Local Spanning
Subgraph (FLSS
𝑘
) [35]. FLSS
𝑘
is a near optimal algorithm
with high complexity. The simulation results of LTRT show
that LTRT achieves comparable performance as that of FLSS
𝑘
,
but at a much lower cost.
4.2. List-Based Topology Control. List-based topology control
[7] is a cooperative algorithm. It is called list based because
the change of CR relies on the list of its neighbors. Each
node does not change its CR (increases or decreases) until
its neighbors require its CR to be changed. In other words,
each node is able to ask for its neighbors to change their
CR when it needs them to do so. If a node has more
neighbors than it needs, it will request the closer neighbors to
change their CR, and other neighbors will remain their CR.
Table 1: Fuzzy-logic if-then rules.
𝑒ND
E
High Medium Low
High Low Medium Medium
Medium Medium Medium Low
Low High High High
For instance, if node 𝑢 wants its ND to be 4, it broadcasts
a request message. All nodes within its CR will receive the
request, and they change their CR to reach node 𝑢. If there
are more than 4 nodes that can reach 𝑢, only 4 nodes closer
to 𝑢 finally increase their CR, and other nodes will notmodify
their CR.
The list-based topology control is a localized algorithm,
but it needs the location information of its neighbors as well,
because the length of CR needed is calculated according to
their location information.
4.3. Network Model and Configurations. Before starting the
simulation, we first introduce the network model and config-
urations.
(i) Training dataset can be obtained according to differ-
ent networkmodels. In this paper, we employ the disk
model, which means that CR is modeled as a disk
with radius 𝑟. A link exists between two distinct nodes
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only when they are both in each other’s CR; thus,
all links are undirected. All nodes are randomly and
uniformly deployed in a 100 × 100m2 field; therefore
only (2), rather than (3), is used in the fuzzy-logic
leaning process.
(ii) All nodes in the field are stationary after the deploy-
ment.
(iii) Each node is capable of adjusting its CR ranging from
10m to 30m. In addition, the initial CR of each node
is a random value chosen from [10, 30]m in order to
simulate heterogeneous WSNs in terms of CR.
(iv) There is a special node in the network called base
station (BS) located at the center of the field.
(v) Each node transmits sensor data to BS periodically.
Each node updates its CR according to different
control approaches or algorithms after transmitting
800000 bits packages. It is called one “round” simula-
tion. Note that 800000 bits packages are not necessary
to be transmitted at one time.They can be fragmented
into many small packages.
(vi) The routing algorithm is the shortest distance to BS.
The simulation is terminated when BS no longer
receives packages.
(vii) The energy dissipation model is the same as [27].
Equations (6) and (7) represent power consumed
when a node transmits/receives a 𝐿 bits package
to/from another node at distance 𝑑. Constant 𝐸elec =
50 nJ/bit and 𝜖amp = 100 pJ/bit/m
2 are related to
the circuit and antenna design of sensor nodes. Each
node is charged with 1 J energy at the beginning of
simulation. Nodes stop sending or receiving packages
when there is no battery left:
𝐸tx = 𝐿 × 𝐸elec + 𝐿 × 𝜖amp × 𝑑
2
, (6)
𝐸rcv = 𝐿 × 𝐸elec. (7)
(viii) Apart from running out of battery, in order to
simulate random attacks or damage by malicious
people or nodes, a configurable parameter called
failure probability is introduced in the simulation.
Each node experiences identical failure probability at
each round.
4.4. Simulations and Discussions. Simulations are divided
into two parts. In the first part, we only consider the effect
of the topology control approaches or algorithms on the
initial network topology. In other words, we only observe the
topology changes after all nodes are deployed without any
data transmission in the network.Therefore, some configura-
tions in Section 4.3 are not applicable to this simulation part,
such as the energy dissipation model, the routing algorithm,
and the failure model. In the second part, we simulate the
networks with packages being sent at each node. The main
differences between two parts are in the second simulation
part, the energy of each node will be decreasing, and some
of the nodes may run out of battery during the simulations.
Particularly, the relay nodes deplete energy faster. As a result,
the links between nodes are dynamic. Because 𝐸 is one
of the inputs for RFTC, the energy status has an impact
on the controller output. Besides, the failure probability
also influences the connections among nodes. Therefore, the
second part simulation is a more dynamic scenario.
For each part, the deployment area is fixed but the
number of nodes deployed varies from 30 to 75 nodes to
change the node density. Since the deployment is random, 50
different networks are generated for every algorithmwith the
same configurations (e.g., same number of nodes and failure
probability). Obtained results are the average of 50 networks.
4.4.1. Topology Control on Initial Network. Figures 4(a), 4(b),
and 4(c) show the average node degree, which is calculated
by the sum of the node degrees of all nodes divided by the
number of nodes in a network. As mentioned in Section 4.3,
the link between two nodes is undirected. A node connected
by a directed link is not counted as a neighbor. We observe
that our proposed two approaches, LFTC and RFTC, are able
to trace the reference 𝑘 = 2, 3, 4 as the number of nodes
deployed in the field increases. But Figure 4(d) shows that the
network is unable to trace 𝑘 = 5 when the node number is
less than 60. Because the maximum CR is limited, it is less
likely that each node has node degree at least 5 if the network
density is not high enough. On the contrary, other algorithms
are unable to trace the desired 𝑘. LTRT has the highest ND,
because it is the most aggressive algorithm, which needs each
node to run at maximum CR before it starts running LTRT.
Higher average ND is good for the network connectivity but
also introduces higher signal inferences.
It is worth noting that LFTC and RFTC are very close to
each other in Figures 4(a), 4(b), and 4(c), but in Figure 4(d)
LFTC demonstrates better performance at tracing the desired
𝑘 than RFTCwhen the nodes deployed are less than 60. LFTC
manifests better adaptivity than RFTC in response to the
network dynamics. As we mentioned in Section 3.2, RFTC
has to tune the control parameters to adapt the network
dynamics, but the control parameters are the same for RFTC
in the simulations.
As shown in (6), energy consumption is propositional
to the squared distance between a transmitter and a
receiver. Similar to the way of evaluating LTRT [6], we use
average CR (CRavg), average maximum CR (CRmax), and
Energy Expended Ratio (EER) (defined as EER = 100 ×
(CRavg/CRmax)%) to evaluate network energy consumption.
Figures 5, 6, and 7 illustrate the average CR and average
maximum CR, and its EER when 𝑘 = 3, respectively. The
CRavg of LFTC, RFTC, and LTRT decreases as the number of
nodes increases, but the network running list-base algorithm
and NONE, the CRavg does not change to a great extent.They
are expected results because
(1) for LFTC, RFTC, and LTRT, if there are more nodes
deployed, it indicates that the node density becomes
higher. Therefore, the lower CR can obtain desired
𝑘 neighbors. In other words, energy consumption
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Figure 4: Average node degree with different 𝑘.
is higher when the network is sparse, while energy
consumption is lower when the network is dense,
(2) for the algorithm NONE, because the CR does not
change and the initial CR randomly chosen from
[10, 30]m; therefore its CRavg is always about 20m,
(3) for the list-base algorithm, a node can ask for other
nodes, which are not its neighbors but within its
CR, to increase their CR, but the maximum CR
between any two nodes is limited by maximum CR
between them. For instance, nodes 𝑢 and V have
communication ranges of 15m and 20m, respectively.
The node V may need 𝑢 to increase CR to reach V;
however, themaximumbetween 𝑢 and V is impossible
bigger than maximum between them, that is, 20m.
In other words, the node CR can increase but the
incremental is limited.
As far as the average energy is concerned, we conclude
that the energy consumption of LFTC and RFTC is always
lower than LTRT regardless of the node density, and LFTC
and RFTC outperform list-based and NONE after the num-
ber of nodes higher than 40. LFTC is slightly better than
RFTC. As far as the most power consumption node is taken
into account, as shown in Figure 6, LFTC has the lowest
maximum CR. It indicates that the most power consuming
node running LFTC in a network has the lowest power
consumption than running other algorithms. EER in Figure 7
shows the same trend as Figure 5. We expect that EER is low.
RFTC maintains lowest EER than other algorithms. LFTC is
higher than RFTC due to the maximums being lower than
RFTC, as shown in Figure 6.
In short, the simulations performed in this section only
focus on the network connectivity and corresponding energy
8 Mathematical Problems in Engineering
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Figure 6: Maximum communication range (𝑘 = 3).
consumption. The simulation results imply that our two
proposals (LFTC and RFTC) are able to maintain the desired
node degree, which perfectly shows the effectiveness of the
feedback control loops, while the resulting node degree are
higher than expected when using other conventional meth-
ods. On the other hand, from the energy consumption point
of view, our proposalsmanifest lower energy consumption on
the resulting networks than other algorithms.
4.4.2. Topology Control onNetwork with Random Failures. In
this section, we evaluate the network performance when the
nodes send and receive sensor data periodically. Moreover,
we consider not only nodes running out of battery, but also
nodes that are damaged on purpose. The node damage is
modeled by introducing random failures at each round. In
the simulation, there are 60 nodes deployed in the field. Since
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Figure 7: Energy expended ratio (EER) (𝑘 = 3).
each node leaves the network randomly at each round, NDavg
is calculated in a different way. For any node 𝑖 in the network,
let ND at round 𝑗 be denoted as ND(𝑖, 𝑗), and let round(𝑖)
be the number of rounds before node 𝑖 runs out of battery
or is attacked. Average ND of node 𝑖, denoted as NDavg(𝑖), is
calculated by the sum of ND at each round divided by the
number of rounds for node 𝑖, as shown in (8). The NDavg of
a specific network is the average of NDavg(𝑖) for all nodes, as
shown in (9), where 𝑛 is the total number of nodes deployed:
NDavg (𝑖) =
∑
round(𝑖)
𝑗=1
ND (𝑖, 𝑗)
round (𝑖)
, (8)
NDavg =
∑
𝑛
𝑖=1
NDavg (𝑖)
𝑛
. (9)
Figure 8 shows the NDavg with failure probabilities 0%,
4%, 8%, and 12%. First of all, NDavg decreases for all
algorithms, because the failure probability increases. Second,
NDavg of LFTCandRFTCdecreases slower than others (espe-
cially when failure probabilities are 4% and 8%), implying
that our proposed approaches are able to effectively resist
NDavg (or, network connectivity) decreasing as the failure
probability increases. RFTC outperforms LFTC, but both
worse than LTRT.Third, NDavg of list-base andNONE is very
close, while LTRT still has the highest NDavg.
In this section, the simulations are performed on the
more realistic scenarios, where nodes transmitting, receiving,
and routing packages, meanwhile considering that nodes are
experiencing running out of battery and malicious attacks.
The results indicate that the control approaches in our
proposals are still valid. The performance degradation is
slower than other algorithms in the case that random failures
occur.
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5. Potential Applications
In this section, we discuss some potential applications,
including fault-tolerant network topology design, sensor
nodes power management, and routing protocol design.
5.1. Fault-Tolerant Network Topology Design. By applying the
control approaches proposed in this paper, theWSNs are able
to tolerate the desired amount of node failure(s). Literature
[14] proved that the network will be asymptotical 𝑘-connected
with high probability, provided that the node degree of each
node is at least bigger than 0.5193 log 𝑛, where 𝑛 is the total
number of nodes in the network. If a network is 𝑘-connected,
then it means that the network can tolerate at most 𝑘−1 node
failure(s), and the remaining network is still connected. For
example, by configuring the desired node degree to be 6 in our
control systems, our control approaches will automatically
achieve this node degree through adaptively adjusting the
communication range of each node, and the network will be
able to keep connected as long as the number of node failures
is no more than 5.
5.2. Sensor Nodes Power Management. In a real system, the
communication range usually cannot be directly changed;
instead the power transmission is the parameter that can be
modified. The higher power transmission is, the longer com-
munication range is, and also the higher energy consumption
will be. The energy is one of the significant resources that
WSNs nodes need to preserve. In the RFTC proposed in this
paper, the energy is one of the controller inputs.Therefore, by
appropriately defining the membership functions and if-then
rules, the tradeoff between network connectivity and energy-
efficiency can be fulfilled.
5.3. Routing Protocol Design. As the energy consumption
is one of the most critical resources for battery-powered
sensor nodes, an important goal in WSNs design is to
maximize the lifetime of the network by choosing a rout-
ing path which consumes lower energy (such as Energy-
Balanced Routing Protocol (EBRP) [37]), or by using energy
efficient distributed algorithms (e.g., [38]). However, the
routing algorithms/protocols usually do not change the
communication range or power transmission itself, so our
proposals possibly can be integrated with those energy-aware
algorithms/protocols. For instance, EBRP forces packets to
move toward the sink through the dense energy area, so
our control approaches could be employed to balance the
distribution of energy density in order to further extend the
lifetime of the network.
6. Conclusions and Future Works
In order to improve the network connectivity of WSNs
in the presence of node failures, this paper proposed two
localized and energy-efficient approaches, called LFTC and
RFTC, based on the fuzzy logic. As for LFTC, the fuzzy-logic
controller is obtained through the training dataset, while the
fuzzy controller is based on the heuristic if-then rules and
membership functions for RFTC. However, both approaches
can achieve almost the same goals. LFTC and RFTC both
have strengths and weaknesses. The main benefit of LFTC is
that it relies on a mathematical model, so there is no need
to adjust fuzzy controller parameters, but the mathematical
model may be not available or accurate enough for realistic
sensor nodes deployment. In contrast, the control parameters
of RFTC do not depend on the mathematical model, but
the parameters have to be tuned according to specific node
deployment to achieve best performance. It could be not an
easy task, or even not feasible.
Compared LFTC and RFTC with other three algorithms
NONE, LTRT, and list based by extensive simulations, our
two proposals can achieve desired node degree and save
more energy. Furthermore, in the case that random node
failures exist, such as nodes running out of battery or
suffering intentional attacks, LFTC and RFTC show their
capability to resist node failures by adaptively adjusting the
communication range. In our simulations, we employ the
disk model which is an ideal wireless channel. Nonetheless,
our approaches can be extended to more realistic models
as long as the node degree is known, for example, binomial
distribution [32]. The only difference is the way to obtain the
training dataset.
In this paper, all nodes in the network are stationary once
deployed, but it is possible that the nodes in WSNs can be
relocated fromone place to another. In addition, it is desirable
to deploy our fuzzy controllers in real sensor nodes running
in a harsh environment.The mobility and implementation in
real sensor nodes will be considered in our future works.
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