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Abstract
We study the initial value problem for two-dimensional dendritic crystal growth with zero surface tension.
If the initial data is analytic and close to Ivantsov steady solution, it is proved that unique analytic solution
exists locally in time. The analysis is based on a Nirenberg Theorem on abstract Cauchy–Kovalevsky prob-
lem in properly chosen Banach spaces.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and notation
1.1. Background
The phenomenon of dendritic crystal growth is one of the earliest scientific problems, tackled
first by Kepler [11] in 1611 in his work on six-sided snowflake crystals. It has long been a subject
of continued interest to physicists, metallurgists as well as mathematicians. Dendrites constitutes
a good example of pattern selection and stability in nonequilibrium systems. From mathematical
point of view, dendrite formation is a free boundary problem like the Stefan problem. Many
review papers on this subject have appeared in the literature, for example, J.S. Langer [19],
D. Kessler and H. Levine [14], P. Pelce [28], H. Levine [20] and [7].
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tals, important work was done by Ivantsov [10], who constructed and solved a two-dimensional
model of a steadily growing, self-similar crystal without side-branching (called a needle crystal).
In Ivantsov’s model, surface tension was neglected, an infinite continuous family of parabolic
crystal-melt interfaces were found. Kruskal and Segur [15,16] studied the mathematical equa-
tions arising from one of the phenomenological models (geometric model of growing dendrites).
They proved that in the limit of zero surface tension, these equations do not have any phys-
ically acceptable solutions when crystalline anisotropy is ignored even though the equations
admit solutions when surface tension is zero. This result was confirmed by J.M. Hammersley
and G. Mazzarino [8], C.J. Amick and J.B. Mcleod [1]. When crystalline anisotropy is included
in the geometric model, a discrete set of solutions was found to exist. However, it is not clear
that the simple geometric model studied by Kruskal and Segur should faithfully reflect the prop-
erties of the actual needle crystal. In the limit of small Peclet number, Pelce and Pomeau [27]
reduce the Nash–Glicksman model [23] to a simpler set of equations involving just one parame-
ter. Ben-Amar and Pomeau [3,4] studied this equation and their analytical analysis supported
the conclusions of the numerical work by Kessler and Levine [12,13] that a discrete set of
solutions exists for nonzero crystalline anisotropy and no solution exists for zero crystalline
anisotropy. The conclusions were also conformed by formal analytical calculations of Barbeiri
and Langer [2] and Tanveer [31]. However, all these results were numerical and asymptotic. Our
recent works [35,36] have rigorously proved these results for the steady needle crystal problem
based on a one-sided model.
For unsteady dendritic crystal growth, Kunka et al. [17,18] studied the linear theory of local-
ized disturbances and a class exact zero-surface-tension solutions if the initial conditions include
only poles. They also studied the singular behavior of unsteady dendritic crystal with surface
tension. In those situations, a zero of the conformal map that describes the crystal gives birth to
a daughter singularity that moves away from the zero and approaches the interface.
A different approach was the so-called Interfacial Wave Theory [37,38], which has been used
to study both dendrites and fingers in a Hele–Shaw cell. Some results derived from Interfacial
Wave Theory were contradictory to those based on exponential asymptotics [31–33]. Since the
results from both exponential asymptotics and Interfacial Wave Theory have not been universally
accepted, this makes the need for rigorous analysis more compelling.
It should be noted that there were numerous papers on directional solidification problems
based on “phase-field models.” For example, J. Langer [2], G. Caginalp [5], McFadden et al. [21].
In this paper, we are going to rigorously establish an existence results of analytical solution to
the dendrite growing problem with no surface tension based on a one-sided model [17,35]. Our
approach is to apply Nirenberg’s theorem [24] on an abstract evolutionary equation in certain
appropriately chosen Banach spaces. It is to be noted that Nirenberg’s theorem has been success-
fully applied to other problems such as Hele–Shaw flow [29,30] and vortex sheet problem [9].
1.2. One-sided model of unsteady crystal
We are interested in the problem of a free dendrite growing in its undercooled melt. Temper-
ature is measured in units of L/cp , where L is the latent heat, cp the heat capacity. Lengths are
measured in units of the tip radius of curvature a for the Ivantsov parabola. U is the velocity of
the advancing dendrite, D is the thermal diffusivity, P is Peclet number defined by P = Ua2D . Time
is measured in units of a
U
. The dimensionless undercooling is defined as Δ = (cp/L)(Tm −T∞),
where Tm is the melting temperature and T∞ is the specific temperature at infinity.
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interface would have been stationary, and then the dimensionless temperature T , with the melting
temperature subtracted, satisfies
2P
∂T
∂t
= 2P ∂T
∂y
+ ∇2T . (1.1)
The condition at infinity that determines T for a specified undercooling is
T → −Δ as y → ∞. (1.2)
The conservation of heat through the interface requires
∂T
∂n
= −2P(vn + cos θ), (1.3)
where vn is the normal component of the interface motion and θ is the angle between the interface
and y axis.
We consider the conformal map z(ξ, t) with ξ = w + is that maps the upper half ξ -plane into
the exterior of the crystal in the z-plane, where z = x + iy. The real ξ axis s = 0 corresponds
the unknown interface. It is clear that determination of the function z(ξ, t) yields the unknown
interface. Under this transformation, (1.1) becomes
2P |zξ |2
[
∂T
∂t
− Re
(
zt
zξ
)
∂T
∂w
− Im
(
zt
zξ
)
∂T
∂s
]
= 2P
(
Im(zξ )
∂T
∂ξ
+ Re(zξ )∂T
∂η
)
+ ∇2T . (1.4)
(1.2) becomes
T → −Δ as s → ∞. (1.5)
(1.3) becomes
∂T
∂s
= −2P |zξ |2 Im
(
zt + i
zξ
)
. (1.6)
Since zero surface tension is assumed, we have on the free boundary
T = 0 on s = 0. (1.7)
The Ivantsov steady solution corresponds to
zI (ξ) = −iξ2/2 + ξ (1.8)
and
TI = −Δ+
√
πP eP erfc
[√
P(1 + η)], (1.9)
where
Δ = √πP eP erfc[√P ]. (1.10)
We then use regular perturbation expansion
T = PT0 +O
(
P 2
)
, z(ξ, t) = z0(ξ, t)+O(P ). (1.11)
Then, to O(P ), (1.4)–(1.6) become
1310 X. Xie / J. Math. Anal. Appl. 327 (2007) 1307–1319∇2T0 = 0, (1.12)
∂T0
∂s
= −2∣∣z0ξ ∣∣2 Im
(
z0t + i
z0ξ
)
on s = 0, (1.13)
T0 = 0 on s = 0. (1.14)
Now consistent with most experimental conditions, we assume that
T = TI + o(P ).
Using (1.9) and (1.11), we have
∂T0
∂s
= −2 on s = 0.
Plugging into (1.13), we have
Im
(
z0t + i
z0ξ
)
= 1|z0ξ |2
on s = 0. (1.15)
Use Poisson’s formula to extend the above equation to upper half plane Im ξ > 0,
(
z0t + i
z0ξ
)
= 1
π
∞∫
−∞
1
(ξ ′ − ξ)|z0ξ (ξ ′, t)|2
dξ ′. (1.16)
We decompose z0(ξ, t) into
z0(ξ, t) = − i
2
ξ2 + ξ + F(ξ, t), (1.17)
where F(ξ, t) is analytic in the upper half plane.
Letting s = Im ξ → 0 in (1.16), and using Plemej formula [6,22], we get
Ft + i = (−iξ + 1 + Fξ )
[
H [F ](ξ, t)+R[F ](ξ, t)], for real ξ, (1.18)
where
H [F ](ξ, t) = 1
π
(P )
∞∫
−∞
R[F ](ξ ′, t)
(ξ ′ − ξ) dξ
′, (1.19)
R[F ](ξ, t) = 1|−iξ + 1 + Fξ (ξ, t)|2 . (1.20)
The initial condition is
F(ξ,0) = F0(ξ), (1.21)
where the initial data F0(ξ) is a function which is analytic in the upper half plane Im ξ > 0.
Therefore, the unsteady crystal problem with zero surface tension is to find function F(ξ, t)
analytic in the upper half plane Im ξ > 0 such that F(ξ, t) satisfies (1.18) and (1.21).
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Definition 1.1. Let Rs be the open region on complex ξ -plane above line rl defined as follows:
rl =
{
ξ : ξ = −1 + s
4
i + re−i(ϕ0+s)/4
}
∪
{
ξ : ξ = −1 + s
4
i + rei[π+(ϕ0+s)/4]
}
,
where 0 < s  1, 0 < ϕ0 < π8 .
Remark 1.2. In above definition, φ0 is fixed, s can vary. For s > 0, the upper half plane Im ξ > 0
is a proper angular subset of Rs . For 0  s′ < s  1, Rs′ is a proper angular subset of Rs and
dist(∂Rs′ , ∂Rs) C(s − s′).
We introduce spaces of functions:
Definition 1.3. For k = 0,1,2, define
Bs,k =
{
F : F(ξ) analytic inRs and continuous inRs , with sup
ξ∈R
∣∣(ξ +2i)−kF (ξ)∣∣<∞},
‖F‖s,k := sup ξ ∈Rs
∣∣(ξ + 2i)−kF (ξ)∣∣.
Remark 1.4. Bs,k are Banach spaces and Bs,k ⊂ Bs′,k for 0 < s′  s  1. Furthermore, the norm
of the canonical embedding operator Is→s′  1.
Remark 1.5. If F ∈ Bs,k , then F satisfies the property
F(ξ) ∼ O(ξk), as |ξ | → ∞, ξ ∈Rs . (1.22)
Definition 1.6. Let D be any connected set in the complex ξ -plane; we introduce the norms
‖F‖k,D := supξ∈D |(ξ + 2i)−kF (ξ)|, k = 0,1,2.
In this paper, we are going to prove the following theorem.
Theorem 1.7. If the initial data F0(ξ) ∈ B1,2 and ‖F0‖1,2  M/2 for certain positive con-
stant M (determined in Lemma 2.8), then there exists one and only one solution F(ξ, t) ∈
C1([0, T ],Bs,k), ‖F‖s,k M to the unsteady crystal problem, where T is a suitable positive
constant.
The proof of the above theorem will be based on Nirenberg’s theorem [24,25]:
Theorem 1.8 (Nirenberg). Let {Bs}0<s1 be a scale of Banach spaces satisfying that Bs ⊂ Bs′ ,
‖ · ‖s′  ‖ · ‖s for any 0 < s′ < s.
Consider the abstract Cauchy–Kovalevsky problem
du
dt
= L(u(t), t), u(0) = 0. (1.23)
Assume the following conditions on L:
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(u, t) → L(u, t) is a continuous mapping of{
u ∈ Bs : ‖u‖s <M
}× {t; |t | < δ} into Bs′ . (1.24)
(ii) For any s′ < s < 1 and all u,v ∈ Bs with ‖u‖s < M,‖v‖s < M and for any t, |t | < δ,
L satisfies
∥∥L(u, t)−L(v, t)∥∥
s′  C
‖u− v‖s
s − s′ , (1.25)
where C is some positive constant independent of t , u, v, s, s′.
(iii) L(0, t) is a continuous function of t , |t | < δ, with values in Bs for every s < 1 and satisfies,
with some positive constant K ,
∥∥L(0, t)∥∥
s
 K
(1 − s) . (1.26)
Under the preceding assumptions there is a positive constant a0 such that there exists a
unique function u(t) which, for every 0 < s < 1 and |t | < a0(1 − s), is a continuously
differentiable function of t with values in Bs , ‖u‖s <M , and satisfies (1.23).
2. Some properties of the Banach space Bs,k
Definition 2.1. Define
F(ξ) = [F (ξ∗)]∗, (2.1)
where ∗ denotes the complex conjugate.
Remark 2.2. If F is analytic in domain D containing real axis, then F is analytic in D∗ and
F(ξ) = F ∗(ξ) for ξ real and D∗ denotes the conjugate domain obtained by reflecting D about
the real axis. Furthermore, if −2i is not in D, then supξ∈D∗ |ξ − 2i|−k|F | ‖F‖k,D .
Definition 2.3. Let D0 be the open region on complex ξ -plane above line r0 defined as follows:
r0 =
{
ξ : ξ = −1
8
i + re−i ϕ08
}
∪
{
ξ : ξ = −1
8
i + rei[π+ ϕ08 ]
}
,
where 0 < ϕ0 < π8 is the same as in Definition 1.1.
Remark 2.4. The upper half plane Im ξ > 0 is a proper angular subset of D0 and D0 is a proper
angular subset of Rs for any s > 0.
Lemma 2.5. If F ∈ Bs,k , s > 0, then ‖Fξ‖k−1,D0  K1‖F‖0,k , where K1 > 0 is a constant
independent of s and F .
Proof. (i) For ξ ∈ D0 and |ξ |  1/8, since Dist(D0,R0)  C, we are able to choose a small
circle D(ξ) which is centered at ξ and contained in R0 so that
|t − ξ | C, for t ∈ D(ξ).
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Fξ (ξ) = 12πi
∫
D(ξ)
F (t)
(t − ξ)2 dt, (2.2)
so
|Fξ | C
2π∫
0
|F(ξ + |t − ξ |eiθ )|
|t − ξ | dθ  C‖F‖s,k.
(ii) For ξ ∈ D0 and |ξ |  1/8, since D0 is an angular subset of R0, we are able to choose a
small circle D(ξ) which is centered at ξ and contained in R0 so that
|t − ξ | |ξ | sin(ϕ0/4), C1|ξ | |t | C2|ξ | for t ∈ D(ξ),
where Ci > 0 is independent of s. From Cauchy Integral Formula, we have
Fξ (ξ) = 12πi
∫
D(ξ)
F (t)
(t − ξ)2 dt,
so
|ξ |−(k−1)|Fξ | C|ξ |−(k−1)
2π∫
0
|F(ξ + |t − ξ |eiθ )|
|t − ξ | dθ
 C|ξ |
2π∫
0
|ξ + |t − ξ |eiθ |−k|F(ξ + |t − ξ |eiθ )|
|t − ξ | dθ
 C‖F‖0,k. 
Lemma 2.6. If F ∈ Bs,k , then supξ∈D∗0 |ξ − 2i|−(k−1)|Fξ |K1‖F‖0,k , where K1 > 0 is a con-
stant independent of s and F .
Proof. From the definition of F ∗, we have supξ∈D∗0 |ξ − 2i|−k|F | = ‖F‖D0,k and
supξ∈D∗0 |ξ − 2i|−(k−1)|Fξ | = ‖Fξ‖D0,k−1; then the same steps as in the proof of Lemma 2.5
give the proof of the lemma. 
Lemma 2.7. Let K2 = minR1 |−iξ + 1||(ξ + 2i)−1|, if F ∈ Bs,2 and ‖F‖s,2 M , where M
satisfies
M  K2
2K1
, (2.3)
then for ξ ∈D0
1
2
|−iξ + 1| |−iξ + 1 + Fξ | 32 |−iξ + 1|, (2.4)
where K1 is the same as in Lemma 2.5.
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|−iξ + 1 + Fξ | = |−iξ + 1|
∣∣∣∣1 + Fξ−iξ + 1
∣∣∣∣= |−iξ + 1|
∣∣∣∣1 + (ξ + 2i)
−1Fξ
(−iξ + 1)(ξ + 2i)−1
∣∣∣∣.
The lemma follows from the above identity and Lemma 2.5. 
Lemma 2.8. Let K3 = minR1 |iξ + 1||(ξ − 2i)−1|, if F ∈ Bs,2 and ‖F‖s,2 M , where M satis-fies
M  K3
2K1
, (2.5)
then for ξ ∈D∗0 ,
1
2
|iξ + 1| |iξ + 1 + Fξ | 32 |iξ + 1|, (2.6)
where K1 is the same as in Lemma 2.5.
Proof.
|iξ + 1 + Fξ | = |iξ + 1|
∣∣∣∣1 + Fξiξ + 1
∣∣∣∣= |iξ + 1|
∣∣∣∣1 + (ξ − 2i)
−1Fξ
(iξ + 1)(ξ − 2i)−1
∣∣∣∣.
The lemma follows from the above identity and Lemma 2.6. 
The following lemma is essential to the application of Nirenberg Theorem.
Lemma 2.9. If F ∈ Bs,k , 0 < s′ < s  1, then Fξ ∈ Bs′,k−1 and
‖Fξ‖s′,k−1  K4
s − s′ ‖F‖s,k, (2.7)
where K4 is independent of s, s′ and F .
Proof. (i) For ξ ∈Rs′ and |ξ + 1+s′4 | 1, since Dist(Rs′ ,Rs) C(s−s′), we are able to choose
a small circle D(ξ) which is centered at ξ and contained in Rs so that
|t − ξ | C(s − s′), for t ∈ D(ξ).
From Cauchy Integral Formula, we have
Fξ (ξ) = 12πi
∫
D(ξ)
F (t)
(t − ξ)2 dt, (2.8)
so
|Fξ | C
2π∫
0
|F(ξ + |t − ξ |eiθ )|
|t − ξ | dθ 
C
(s − s′)‖F‖s,k.
(ii) For ξ ∈Rs′ and |ξ + 1+s′4 | 1, since Rs′ is an angular subset of Rs , the angle between
∂Rs′ and ∂Rs is asymptotically s−s′4 , we are able to choose a small circle D(ξ) which is centered
at ξ and contained in Rs so that (see [26, Theorem 4.2])
|t − ξ | |ξ | sin (s − s
′)
, C1|ξ | |t | C2|ξ |, for t ∈ D(ξ),4
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Using (2.8), we have
|ξ |−(k−1)|Fξ | C|ξ |−(k−1)
2π∫
0
|F(ξ + |t − ξ |eiθ )|
|t − ξ | dθ
 C|ξ |
2π∫
0
|ξ + |t − ξ |eiθ |−k|F(ξ + |t − ξ |eiθ )|
|t − ξ | dθ
 C
sin (s−s′)4
‖F‖s,k
 C
s − s′ ‖F‖s,k. 
Definition 2.10. Let F ∈ Bs,2,‖F‖s,2 M , we define R[F ](ξ) as
R[F ](ξ) = 1
(−iξ + 1 + Fξ )(iξ + 1 + Fξ )
. (2.9)
Remark 2.11. In the light of Lemmas 2.7 and 2.8, the denominator of the right-hand side of (2.9)
is not zero for ξ ∈D0 ∩D∗0 ; (2.9) coincides with (1.20) for real ξ .
Lemma 2.12. Let F ∈ Bs,2, ‖F‖s,2 M , then R[F ](ξ) is analytic in D0 ∩D∗0 and∣∣R[F ](ξ)∣∣∼ C(|ξ |2 + 1)−1, for ξ ∈D0 ∩D∗0, (2.10)
where C is a positive constant independent of s.
Proof. The lemma follows from Lemmas 2.6 and 2.8. 
Definition 2.13. We define H+[F ](ξ) in the upper half complex plane and H−[F ](ξ) in the
lower half complex plane as
H+[F ](ξ) = 1
π
∞∫
−∞
R[F ](ξ ′)
ξ ′ − ξ dξ
′, Im ξ > 0, (2.11)
H−[F ](ξ) = 1
π
∞∫
−∞
R[F ](ξ ′)
ξ ′ − ξ dξ
′, Im ξ < 0. (2.12)
Lemma 2.14. Let F ∈ Bs,2,‖F‖s,2 M , then |H±[F ](ξ)| C, where C is a positive constant
independent of s.
Proof. Since R[F ](ξ) is analytic in D0 and satisfies decay property at ∞, changing the contour
of the integral of H+(ξ), we have
H+[F ](ξ) = 1
π
∫
R[F ](ξ ′)
ξ ′ − ξ dξ
′, Im ξ > 0, (2.13)
r0
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have |H+[F ](ξ)|C. |H−[F ](ξ)| C can be proved similarly. 
3. Proof of the main theorem
Equation (1.18) can be written as
Ft = L(F, t) ≡ (−iξ + 1 + Fξ )
[
H [F ](ξ, t)+R[F ](ξ, t)]− i, for real ξ. (3.1)
Using Plemej formula, we analytically extend (3.1) to the region Rs . We can extend L(F, t) in
upper half plane as
L(F, t) ≡ (−iξ + 1 + Fξ )H+[F ](ξ, t)− i, Im ξ > 0, (3.2)
and L(F, t) in lower half plane as
L(F, t) ≡ (−iξ + 1 + Fξ )
[
H−[F ](ξ, t)+ 2R(ξ, t)]− i
= (−iξ + 1 + Fξ )H−(ξ, t)+ 2R1[F ](ξ, t)− i, ξ ∈Rs ∩ {Im ξ < 0}, (3.3)
where
R1[F ](ξ, t) = 1
iξ + 1 + Fξ
. (3.4)
Remark 3.1. From Lemma 2.8, if ‖F‖s,2 M , then R1[F ](ξ, t) is well defined in ξ ∈D∗0 and
satisfies
|ξ |∣∣R1[F ](ξ, t)∣∣ C, for ξ ∈D∗0 . (3.5)
Lemma 3.2. If u ∈ Bs,2, v ∈ Bs,2, ‖u‖s,2  M , ‖v‖s,2  M , then for 0 < s′ < s  1,
‖uξ − vξ‖s′,1  Cs−s′ ‖u− v‖s,2, where C is a positive constant independent of s.
Proof. Applying Lemma 2.9 to u− v, we obtain the lemma. 
Lemma 3.3. Let u ∈ Bs,2, v ∈ Bs,2, then supξ∈D∗0 |ξ − 2i|−1|u¯ξ − v¯ξ | C‖u − v‖s,2, where C
is a positive constant independent of s.
Proof. The lemma can be proved in the same fashion as that of Lemma 2.6. 
Lemma 3.4. Let u ∈ Bs,2, v ∈ Bs,2, ‖u‖s,2 M , ‖v‖s,2 M , then supξ∈D∗0 |ξ − 2i|−2|R1(u) −
R1(v)| C‖u− v‖s,2, where C is a positive constant independent of s.
Proof. From the definition of R1, we have
R1(u)−R1(v) = (u¯ξ − v¯ξ )R1(u)R1(v). (3.6)
The lemma follows from (3.5) and Lemma 3.3. 
Lemma 3.5. Let u ∈ Bs,2, v ∈ Bs,2, ‖u‖s,2  M , ‖v‖s,2  M , then ‖R(u) − R(v)‖D0,−2 
C‖u− v‖s,2, where C is a positive constant independent of s.
X. Xie / J. Math. Anal. Appl. 327 (2007) 1307–1319 1317Proof. From the definition of R and straight algebra, we have
R(u)−R(v) = [(vξ − uξ )v¯ξ + (v¯ξ − u¯ξ )uξ ]R(u)R(v). (3.7)
From Lemmas 2.12 and 2.5,
|ξ |2∣∣R(u)∣∣<C, |ξ |2∣∣R(v)∣∣<C, |ξ ||uξ | C, |ξ ||v¯ξ | C.
The lemma follows from (3.7) and Lemma 3.2. 
Lemma 3.6. Let u ∈ Bs,2, v ∈ Bs,2, ‖u‖s,2 M , ‖v‖s,2 M , then∣∣H+(u)−H+(v)∣∣ C‖u− v‖s,2, for Im ξ > 0,
where C is a positive constant independent of s.
Proof. Since R(u) and R(v) are analytic in D0 and satisfy decay property at ∞, changing the
contour of the integral of H+(ξ), we have
H+(u)−H+(v) = 1
π
∫
r0
R(u)−R(v)
ξ ′ − ξ dξ
′, Im ξ > 0. (3.8)
Since upper half plane Im ξ > 0 is an angular subset of D0, applying Lemma 2.12 in [34] and
Lemma 3.5, we obtain the lemma. 
Lemma 3.7. Let u ∈ Bs,2, v ∈ Bs,2, ‖u‖s,2 M , ‖v‖s,2 M , then∣∣H−(u)−H−(v)∣∣ C‖u− v‖s,2, for Im ξ < 0,
where C is a positive constant independent of s.
Proof. The lemma can be proved in the same fashion as Lemma 3.6. 
Lemma 3.8. Let u ∈ Bs,2, v ∈ Bs,2, ‖u‖s,2 M , ‖v‖s,2 M , then for 0 < s′ < s  1, ‖L(u, t)−
L(v, t)‖s′,2  C‖u−v‖s,2s−s′ , where C is a positive constant independent of s, s′.
Proof. From (3.2) and (3.3), we have
L(u, t)−L(v, t) = (uξ − vξ )H+(u)+ (−iξ + 1 + vξ )
(
H+(u)−H+(v)),
for Im ξ > 0, (3.9)
and
L(u, t)−L(v, t) = (uξ − vξ )H−(u)+ (−iξ + 1 + vξ )
(
H−(u)−H−(v))
+ 2[R1(u)−R1(v)], for Im ξ < 0. (3.10)
The lemma now follows from the above identities and Lemmas 2.14, 3.2 and 3.7. 
Proof of Theorem 1.7. For F0(ξ) ∈ B1,2, ‖F0‖1,2  M2 , 0 < s′ < 1, applying Lemma 3.8 with
u = F0, s = 1, v = 0, we have
∥∥L(F0, t)∥∥s′,2  C‖F0‖1,2′ . (3.11)1 − s
1318 X. Xie / J. Math. Anal. Appl. 327 (2007) 1307–1319Let f (ξ, t) = F(ξ, t)− F0(ξ), then f (ξ, t) satisfies the initial value problem
ft = L(f, t) ≡ L(f + F0, t), f (ξ,0) = 0. (3.12)
Since L(0, t) = L(F0, t), (1.26) holds due to (3.11). For u ∈ Bs,2, ‖u‖s,2 M/2, 0 < s′ < s  1,
using Lemma 3.8 with v = 0, we have L(u, t) ≡ L(u + F0, t) ∈ Bs′,2; hence assumption (i) of
Nirenberg theorem holds. (1.25) follows from Lemma 3.8. Therefore the main theorem follows
from Nirenberg theorem. 
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