Reflectivity images of the earth are calculated by migrating discrete grids of seismic traces. Typically, such traces are spatially undersampled on a recording grid with limited aperture width and so give rise to migration noise sometimes referred to as the acquisition footprint. For poststack migration images, we show how to partly deconvolve the acquisition footprint by applying a deblurring filter to the migration section, where the filter is the approximate inverse to the migration Green's function. Results with synthetic and field data show that poststack migration deconvolution can noticeably improve the spatial resolution of migration images, decrease the strength of migration artifacts, and improve the quality of the migration image. We conclude that migration deconvolution can be a viable alternative to some of the other postmigration processing procedures based on statistics and ad hoc parameter choices.
INTRODUCTION
Astronomers use powerful telescopes to probe the oldest parts of the universe. In the visible spectrum, an optical lens refocuses the incident light from hot stardust to reconstruct images of stellar objects. Unfortunately, lenses are limited in aperture size and can be imperfect in construction so that a stellar image is a blurred version of the original star. This blurring operation can be mathematically represented by
where m(r) represents the stellar object, m(r) is the blurred image, G(r | r o ) is the blurring function, and the integration is over the area of the image plane. Engineers sometimes call G(r | r o ) the point-spread function, or PSF (Jansson, 1997) , where the ideal PSF of a lens is a delta function. An example of an imperfect PSF is the original lens of the Hubble space telescope. Soon after its 1990 launch, a mechanical flaw was discovered in the Hubble's lens so that its PSF was blurred; consequently, so were the associated astronomical images (upper-left image, Figure 1 ). Since the mechanical flaw or blurring function G(r | r o ) was known, then the inverse or deconvolution operator was computed (Hanisch et al., 1997) and applied to m(r) to give the deblurred image m(r) (upperright image, Figure 1 ). Deblurring yielded stellar images with much better resolution and less noise, significantly alleviating the blurring problem in Hubble images.
A similar blurring problem exists in exploration seismology. Instead of using optical telescopes, seismologists use large arrays of geophones as a seismic lens to probe thick piles of cold stardust, otherwise known as sedimentary rock. Here, the seismic lens first records the seismic data; then a migration algorithm refocuses this energy into an image of the earth's reflectivity distribution. Similar to the original Hubble telescope, most seismic lenses are flawed. The flaws include coarse spatial sampling, inaccurate migration operators, and limited aperture widths, all of which lead to a blurred PSF and a blurred migration image.
In this paper we show that the migrated seismic image m(r) is a blurred representation of the earth's actual reflectivity distribution m(r), where the blurring operation can also be represented by equation (1). In the seismic case, the blurring takes the form of migration artifacts, or the acquisition footprint. We show that this migration PSF (also denoted as the migration Green's function in Schuster and Hu, 2000) is mostly known and can be used to design the inverse or migration deconvolution operator that deblurs the migration image. As an example, the lower-left image in Figure 1 shows the depth slice of the migration image of a point scatterer obtained from a coarse grid of synthetic seismic data. To the right of it is the image deconvolved of the migration PSF, where there is better resolution and less noise.
We first present the theory of migration deconvolution, then show the deconvolution of poststack migration images using both synthetic and field data. The synthetic data are computed from point-scatterer, meandering-stream, and overthrust models; the field data are from the Gulf of Mexico and the North Sea. The last section discusses these results and their implications and indicates future directions in research.
PRINCIPLE OF MIGRATION DECONVOLUTION
Seismic data d can be generated by applying the forward modeling operator L to the reflectivity model m:
In contrast, the geophysicist attempts to reconstruct the reflectivity model by applying the adjoint L T of the modeling operator to the data to get the migrated section m :
where the last step follows by use of equation (2). Here, L T L represents the integral blurring operator in equation (1), and m represents the blurred migration image of the reflectivity. For a poststack migration image, the blurring partly results from a limited recording aperture, poor trace sampling, and the fact that the adjoint operator L T is not the inverse of L in equation (2).
Equation (3) suggests that the migration image can be deblurred by applying the inverse of An expensive means for computing the above deblurred image is least-squares migration (Nemeth et al., 1999) ,
−1 m could be approximated by 15 or so iterations of a conjugate gradient method. Since each iteration costs about two migrations, this is still too expensive for many data sets.
To alleviate this cost, we assume a uniform poststack trace geometry and a 1-D velocity v(z) model. We show in Appendix A that these assumptions reduce the 3-D integral in equation (1) [or equation (3)] to a 1-D integration in z and a 2-D convolution in the horizontal coordinates:
which, by a Fourier transform in the x and y variables, gives
where z limit is the maximum depth of integration.
The above 1-D integral can be discretized into a small system of linear equations that can be inexpensively solved by regularized Gaussian elimination for each wavenumber. Inverse transformingm(k x , k y , z) then yields the deconvolved migration image. The total cost of this procedure is less than one migration. (Implementation details are given in Appendix A.)
Physical picture of migration deconvolution
To understand the physical meaning of migration deconvolution, we focus our attention on the kernel G(r | r o ) in equation (1), namely, the migration Green's function. Here, G(r | r o ) is the migration image at r for a point scatterer at r o . Schuster and Hu (2000) show for a 2-D recording array and a homogeneous medium the far-field migration response of a point scatterer, which takes the form of an hourglass (Figure 2) . Here,
FIG.
2. The zero-offset migration response (i.e., the migration Green's function) of point scatterers buried at different positions. The dashed contour lines correspond to the amplitude of the migration image and fall off as the inverse of distance from the scatterer's location, which is at the center of the hourglass images. The shape of the hourglass is nearly invariant for lateral shifts far away from the edge of the recording array, but not for depth shifts. a side of the hourglass is perpendicular to the line that connects the point scatterer with an end of the array. The hourglass becomes more tilted as the scatterer nears the end of the array, and the amplitude decreases as the inverse of the horizontal distance from the scatterer's position (i.e., the center of the hourglass). Thus, the poststack migration response of a string of buried scatterers, such as an interface, is computed by a superposition of hourglasses, each one shifted and tilted according to the location of the interface's point scatterer. If the recording aperture is extremely wide, then the hourglass shape mostly stays the same as it is horizontally shifted, i.e., it is horizontally shift invariant under these conditions. However, the shape of the hourglass changes if the point scatterer is lowered in depth so that G(r | r o ) is not shift invariant in the z-coordinate, as shown in Figure 2 .
Thus, the migration deconvolution operator [L T L] −1 in equation (4) compresses each hourglass artifact in the migration section to approximate a fat point image, where the effective width of the fat point is roughly proportional to the wavelength.
How a migration Green's function is constructed
The migration Green's function embodied in L T L can be computed in several ways. One way is to use the analytical formula derived by Schuster and Hu (2000) . However, this is only valid for a homogeneous medium under far-field conditions and does not account for the bending of rays. A more accurate method is to use ray tracing to generate G(r | r o ) for a point scatterer. For example, to compute the value of the migration Green's function kernel G(r | r o ) in equation (1), use ray tracing in the background velocity medium to generate synthetic reflected data for a scatterer at r o . Then migrate these traces to get the migrated image at r. To expedite the computations, we assume that G(r | r o ) is shift invariant in the horizontal coordinates.
In summary, we (1) assume reference coordinates (
for all z and r, and (3) use this result by setting -4) . For media with strong velocity variations in the horizontal coordinates, we divide the model into subregions where the lateral velocity variation is not too strong and compute separate migration Green's functions for each subregion (see Appendix B).
SYNTHETIC AND FIELD DATA EXAMPLES
Several synthetic data sets and three field data sets are used to test the effectiveness of the deconvolution algorithm. The synthetic poststack data are computed for three types of models: point scatterer, meandering stream, and overthrust. The field data are from a 2-D marine survey in the North Sea, a 3-D poststack reverse-time migration data set from the Gulf of Mexico, and a 3-D prestack Kirchhoff migration data set from the North Sea. 
Point scatterer test
This model tests the validity of the shift-invariance assumption in the migration Green's function, which assumes lateral homogeneity in the velocity model and the trace distribution. Fortunately, there are usually hundreds of traces involved in constructing an image at any point, which lets us use the shiftinvariance approximation.
This statement is validated by a 3-D synthetic numerical experiment. Figure 3a ,c shows the Kirchhoff migration images of a three-point scatterer model constructed by migrating an 11 × 11 grid of traces and a 51 × 51 grid of traces, respectively. We deconvolved these migration images, and the results are shown in Figure 3b ,d. The 11 × 11 trace image after migration deconvolution shows strong noise, while the 51 × 51 trace result shows better spatial resolution and weaker artifacts than the original image. This result suggests that the horizontal shift-invariance approximation might be suitable if a sufficiently large number of traces were used to construct the image.
Meandering-stream model
The meandering-stream model is shown in Figure 4 . At each depth level is a meandering-stream channel with a large reflectivity contrast. The synthetic poststack migration images are generated by equation (1) using an analytical migration Green's function in Figure 5 . Here, the source wavelet is a Ricker wavelet, and its central frequency is 50 Hz. In this figure the migration amplitude is distorted by the recording footprint artifacts, so it is difficult to delineate the meandering-stream channel from the flat layer image. Applying a migration deconvolution filter to the migrated section results in Figure 6 , where the meandering-stream channel is clearly delineated. The migration filter consisted of only three layers, a 100-Hz Ricker wavelet was used in the deconvolution, and the reference position (see Appendix A) is at the middle of the model. The 100-Hz deconvolution wavelet was used instead of a 50-Hz wavelet to minimize edge effects from the sides of the narrow velocity model. This makes sense because the effective lateral extent of a migration Green's function narrows for higher source frequencies and so can decrease deconvolution edge effects in the interior of the model.
Overthrust model
The SEG/EAGE 3-D overthrust velocity model (Aminzadeh et al., 1997) and the corresponding zero-offset data generated by a finite-difference modeling method are shown in Figure 7 ; the associated recording parameters are given in Table 1 .
The first step in calculating the deconvolution operator is to compute the migration Green's function by tracing rays through a smoothed version of the 2-D velocity model. The reference position is taken to be in the middle of the model. We only considered the migration influence within about a halfwavelength (i.e., 200 m) above and below an image point at r o and therefore used fewer than 10 layers (with a depth interval of 20 m) to calculate the migration deconvolution filter. The k x spectrum of the Green's function (Figure 8 , top) varies rapidly, so a seven-point median filter followed by a seven-point averaging filter was used to smooth the spectrumG( (Figure 8 , bottom) to ensure a stable algorithm. In the processing, a 80-Hz Ricker wavelet was used to calculate the migration Green's function.
Applying Kirchhoff migration (ignoring the obliquity term) to the zero-offset data yields the poststack migration section shown at the top of Figure 9 . Here, all of the traces are used to construct any point in the image, and this introduces noticeable noise in the migrated image. Applying a migration deconvolution filter to this migration section yields the result shown at the bottom of Figure 9 . Compared to the original migration section, the footprint artifacts are significantly reduced, the amplitude of the reflectivity is partially recovered, and there is slightly better spatial resolution. Importantly, the near-field artifacts of the migration Green's function are significantly deconvolved. However, the smile artifacts seen on the
Comparison of the migration image and the deconvolved migration image of a three-point scatterer model, where the medium is homogeneous, the velocity is 4000 m/s, the model grid is 51 × 51 × 51, the grid interval is 20 m, and the point scatterers are located at (26, 26, 36) , (11, 11, 36), and (26, 41, 36) operator with a reference position in the middle of the model.
The seismic wavelength increases with depth, so the length of the deconvolution filter should also increase with depth. In the above example, a five-layer migration deconvolution filter was used above a depth of 1250 m, and a seven-layer migration deconvolution filter was used below 1250 m. Such a filter is called a 5 + 7 layer filter.
It would seem that more layers should suppress more noise, but a greater number of layers might introduce new artifacts because of the possible breakdown of the shift-invariance assumption. To test this possibility, an image deconvolved with a nine-layer filter is shown in Figure 10 . Compared to the 5 + 7 layer filter deconvolution result in Figure 9 , some artifacts are introduced in Figure 10 , as shown in the boxed area at 700 m. These artifacts take the form of a faint white horizontal layer not seen in the other images. So choosing the number of layers in the deconvolution filter will likely involve a trade-off between eliminating some migration artifacts and introducting new noise. In our experience, five to seven layers appear to work well, but those numbers may not be optimal. To test the ability of migration deconvolution to suppress the artifacts caused by spatial aliasing, we constructed a subsampled data set consisting of every other trace in the original zero-offset data set. The half-sampled data set was migrated to give the severely aliased image in Figure 11 . This image was deconvolved with a 5 + 7 variable-layer filter to give the result shown at the bottom of Figure 11 . Here, there are fewer aliasing artifacts and better amplitude recovery of the reflectivity signal than in the original Kirchhoff migration above it.
This migration deconvolution algorithm is computationally inexpensive for the examples tested. For our examples, only 40 CPU seconds were needed to accomplish the migration deconvolution for the seven-layer filter using a Pentium II 450-MHz PC workstation. In comparison, the poststack migration required 5.8 CPU minutes, which included calculating the traveltime table.
North Sea field data
The migration deconvolution algorithm is applied to a poststack time-migration image computed from a 2-D North Sea data set (courtesy of Robert Keys, Mobil). Here, a timemigration deconvolution filter is constructed in the same way as a depth-migration deconvolution filter, except the depth coordinate is replaced by a time coordinate. Conventional processing is applied to the data, and the NMO velocity model and the poststack time-migration section are shown in Figures 12 and 13 , respectively, where all traces are used to construct the image at any point. In these images, the number of common depth points (CDPs) is 2142, the image gridpoint spacing is dx = 12.5 m, dt = 4 ms, and the number of time samples for each trace is 1500.
A 9 + 11 variable-layer time-migration deconvolution filter was applied to the time-migration section. The result is shown at the bottom of Figure 13 , where a nine-layer filter was applied above 1 s and an 11-layer filter was applied below 1 s. To account for the lateral velocity variations, the whole image is divided into three vertical strips, and a different reference velocity profile was assumed at the center of each strip (indicated by the arrows in Figure 12 ).
Compared to the original migration image at the top of Figure 13 , the deconvolved migration image at the bottom Figure 7 , where all of the traces were used to construct the image at any point. (Bottom) Image after applying migration deconvolution filter. The filter consisted of five layers for the top half of the model and seven layers for the bottom half. Note the decreased noise and the sharper reflectivity in the boxed area. Figure 9 except a nine-layer deconvolution filter is used. With the increase of layers, noise is reduced but some artifacts are introduced (see boxed area). of Figure 13 is noticeably improved in resolution, migration artifact attenuation, and reflectivity amplitude recovery. To show the difference more clearly, enlargements of the boxed areas in Figure 13 is presented in Figure 14 . Here, the migration deconvolution image reveals more geological details and is judged to have the best overall quality.
FIG. 10. Same as bottom image in
To compare the migration deconvolution image with the conventional wavelet deconvolution results, an SU spiking deconvolution with a band-pass filter and a whitening filter are applied to the original time-migration image. The zoom-view images are shown in Figure 14 . Compared with the spikingdeconvolution image and whitening filter results, migration deconvolution noticeably improves resolution and amplitude recovery.
3-D poststack reverse time migration of a Gulf of Mexico data set
In this test, a poststack reverse time-migration (RTM) image from the Gulf of Mexico was chosen to test the effectiveness of migration deconvolution. In the migration deconvolution algorithm, the migration Green's function was computed using Kirchhoff depth migration. In Kirchhoff depth migration, only the first arrival times are used for the seismic imaging condition. In contrast, reverse-time migration uses the transmitted acoustic wavefield for seismic imaging so that the migration Green's function may differ from that generated by Kirchhoff migration. This test addresses the stability of applying migration deconvolution to migration images constructed by waveequation extrapolation.
The in-line section of the 3-D RTM image is shown as the left half of Figure 15 . In this data set, there is some vertical noise in the migrated image, and the reflectivity below salt is not well defined. The poststack RTM data were used as input to migration deconvolution; an in-line section of the 3-D migration deconvolution result is shown on the right side of Figure 15 . Compared with the original RTM data, the in-line migration deconvolution image is noticeably improved in resolution and noise attenuation, especially below the salt body. The salt boundary is more clearly delineated, and the reflectivity beneath the salt is more recognizable than before.
Comparison of the horizontal RTM and migration deconvolution images at depths of 1800 and 3400 m are shown in Figure 16 . Clearly, the migration deconvolution results show better resolution than the RTM images.
Overall, our results suggest that migration deconvolution improves the quality of the RTM image. These results show that migration deconvolution can be applied successfully to RTM sections despite the fact that the migration Green's function is implemented using a Kirchhoff migration in the migration deconvolution algorithm. Kirchhoff migration only uses the wavefield information that corresponds to minimum arrival times, and RTM uses the entire wavefield. So it is reasonable to expect that the migration deconvolution algorithm would be suitable even if the data were migrated by different migration methods.
3-D prestack Kirchhoff migration of a North Sea data set
In this final test, migration deconvolution was applied to a prestack Kirchhoff migration image of 3-D North Sea data.
Considering the similarity between the poststack and prestack migration Green's function , a poststack migration deconvolution filter is applied to the prestack Kirchhoff migration image. The migrated images and the deconvolved migration images for in-line sections of the 3-D data set are shown in Figure 17 . Compared with the original migrated image, there is a noticeable improvement in the resolution of the migration deconvolution result. Although the resolution is improved by migration deconvolution, most of the noise in the Kirchhoff migrated image still remains in the migration deconvolution result. The possible reasons include (1) differences between the poststack migration Green's function and the prestack migration Green's function, (2) incomplete traveltime information, (3) incorrect velocity model, and (4) 
Comparison of migration deconvolution with conventional deconvolution
Filtering is sometimes applied to migrated data to improve image quality. For example, conventional wavelet deconvolu-
Comparison of horizontal slices of prestack Kirchhoff migration, migration deconvolution, and harmonizer plus FXY deconvolution at 2990 m depth. tion is sometimes used as a postmigration processing step to improve the vertical resolution of migrated images. Here, we compare the migration deconvolution result with the result after processing the raw migrated image with a sample-varying predictive deconvolution plus FXY deconvolution (Chase, 1992) . Figure 17 (bottom) shows the sample-varying predictive deconvolution plus FXY deconvolution results for the in-line section of the prestack Kirchhoff migration image. Compared with the migration deconvolution result (middle) as well as the raw migrated data image (top) in Figure 17 , sample-varying predictive deconvolution (sometimes known as harmonizer deconvolution) improves the vertical resolution in the migration images and partly attenuates artifacts in the migrated data. In the processed profile, the image quality is similar to the migration deconvolution result except the upper salt boundary is smeared by the sample-varying deconvolution.
The horizontal section of the sample-varying predictive deconvolution results at 1990 and 2990 m depth are shown at the bottom of Figures 18 and 19 . Compared with the raw data section and the migration deconvolution result at the same depth, the sample-varying predictive deconvolution results do not show improvements in the horizontal spatial resolution. The image quality of the sample-varying predictive deconvolution in a horizontal section is noticeably worse than the migration deconvolution result.
In the sample-varying deconvolution plus FXY deconvolution example, automatic gain control (AGC) is applied before deconvolution. Although AGC is able to balance amplitudes, it leads to another problem in the migrated image: amplitude distortion. In migration deconvolution, the amplitudes in the migrated image are, in theory, properly corrected by the inverse of the migration Green's function, and the energy is redistributed according to the migration Green's function. So after migration deconvolution, the amplitude in the migrated image is partly corrected and balanced from the top to the bottom of the image.
CONCLUSIONS AND DISCUSSION
The migration section is a blurred image of the geologic reflectivity distribution, where the blurring kernel is the PSF, also known as the migration Green's function. For a coarsely sampled and narrow distribution of sources and receivers, the migration Green's function introduces noticeable artifacts into the migration image. Furthermore, L T is not the exact inverse to the forward-modeling operator, so the migration image is only a rough approximation to the reflectivity image. To mitigate these blurring effects in migration, we presented a method that partially deconvolves the effect of the poststack migration Green's function from the migration image. To improve the computation efficiency we invoked two approximations: (1) the migration Green's function is horizontally shift invariant and (2) the migration Green's function is localized about the image point to within a depth interval of about one wavelength. Deconvolution results with synthetic and field data suggest that migration deconvolution can be both efficient and effective in eliminating some migration artifacts. The deconvolved images showed partial elimination of noise, improved spatial resolution, and enhanced reflectivity amplitudes.
Although our localized migration deconvolution operator attenuates the near-field migration artifacts, it cannot remove all far-field migration artifacts such as steeply dipping parts of smiles. Removal of such noise should begin with the careful design of the migration operator, where the reflection energy should only be smeared along a restricted portion of the migration surface. This restricted region is identified from the traveltime and incidence angle of the reflection energy (Sun and Schuster, 2000) .
In the context of optimization theory, our deconvolution filter is the inverse to a moderately wide band of the matrix [ (Nemeth et al., 1999) . In practice, the local nature of our migration deconvolution filter suggests less sensitivity to an incorrect migration velocity and introduces less spurious noise than least-squares migration.
Some improvements to the design of migration deconvolution filters might include the following: 1) speeding up the calculation of the migration Green's function by the use of analytical formulas ; 2) replacing the ad hoc or trial-and-error estimation of filter parameters (e.g., truncation width, filter length, number of effective layers, frequency bandwidth of source wavelet) by formulas based on fundamental principles (an incorrect choice of parameters will lead to suboptimal or noisy images); 3) efficiently inverting the entire 1-D depth integral without the need for truncating this integral about the zone of influence; and 4) designing an efficient filter that takes into account a laterally variant velocity model.
Poststack migration deconvolution cannot reduce noise from poor spatial sampling in the prestack domain. In this case, prestack migration deconvolution (a straightforward extension of poststack migration deconvolution) should be used . If the velocity model is quite complicated, then better results could be achieved by designing different migration deconvolution operators for different reference positions in the velocity model. The final migration image will be a composite of the different deconvolved images patched together.
Finally, if the migration L
T and modeling L operators are designed to take into account other types of deterministic noise, such as multiples, then in principle such noise could also be deconvolved from the migration image. Thus, migration deconvolution is able to lessen the dependence of image quality on seismic recording geometry, which is very important in seismic interpretation and analysis.
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Migration of seismic data can be carried out by applying the adjoint (Claerbout, 1992) of the modeling operator to the data. In the case of the Helmholtz equation, the adjoint Green's function is the complex conjugate of the forward-modeling Green's function (Morse and Feshbach, 1953) and yields the migration image denoted by m(r) , i.e.,
Comparing equation (1) to equation (A-2), we see that G(r | r o ) is the PSF for diffraction-stack migration. Physically, G(r | r o ) describes the migrated section at r for a point scatterer located at r o and is appropriately named the migration Green's function .
Computing G(r | r o ) and its inverse is computationally prohibitive, so a simplifying approximation is invoked. If the migration Green's function is shift invariant in the horizontal direction, i.e., velocity is only a function of the z-coordinate and the recording aperture is extremely wide (see Figure 2) , then equation (A-2) reduces to a 2-D spatial convolution in the horizontal coordinates and a 1-D integration in depth: 
where the tilde denotes the transformed function and the recording aperture in x and y is assumed to be laterally invariant.
The migration Green's function is strongest near the pointscatterer location at r o and decreases inversely with horizontal distance from r o . Thus, we make a localization approximation and assumeG
where z increases downward. This localization in depth approximation is somewhat justified by recognizing that the amplitudes of the hourglasses in Figure 2 fall off inversely with the horizontal distance from their center.
Substituting equation (A-5) into (A-4), and assuming 2N +1 thin layers of thickness δz centered about z o , equation (A-4) can be approximated by the discrete sum
, 
Physically, the assumption of shift invariance in the horizontal coordinates implies that the medium is laterally homogeneous and the recording aperture is laterally invariant. If the recording aperture was laterally variant in width, then the hourglass of the migration Green's function would tilt (i.e., become shift variant) as it approached the edge of the array (see Figure 2 ). Although these appear to be unrealistic conditions, our numerical results in the text suggest their usefulness.
Practical implementation
In practice, several procedures are used to ensure efficiency and robustness in solving for m(x, y, z i ) zo . Calculating the migration Green's function can be done, as described in the text. In an effort to stabilize the calculation of the deconvolution filter, the velocity field was sometimes smoothed to ensure a more regular distribution of rays.
To minimize computation costs, five to seven layers (i.e., depth samples) of migration influence about r o was assumed so a small linear system of regularized equations is solved. The total thickness of the layers (i.e., the region of influence) is about a wavelength or so. The implication of assuming a localized region of influence is that migration artifacts near r o are reduced but that smiling artifacts far from r o are untouched. Thus, this filter deconvolves the near-scatterer artifacts, which are the strongest . The far-field migration artifacts can be reduced by limiting the migration surface to a small region around the reflector as dictated by the incidence angle of the reflection arrivals.
To reduce noise in the filtered image, it is convenient to smoothG(k x , k y , z | x ref , y ref , z i ) by a five-or seven-point median filter followed by a five-or seven-point averaging filter. This is equivalent to truncating the migration Green's function G(r | r o ) in the horizontal direction, i.e., the hourglasses in Figure 2 become truncated in both the horizontal and depth directions.
The best results are obtained by replacingG(r | r o ) in equation (A-4) by |G(r | r o )|. For a layered medium and x o at the center of the model, G(x, z | x o , z o ) is a symmetric, real function in x. ThereforeG(k, z | x o , z o ) is real and symmetric in k, so that we can replaceG(k, z | x o , z o ) in equation (A-4) by its magnitude. Consequently, x o at the center of the model is our preferred choice for the reference position. In this case, the migration deconvolution filter is the inverse to the magnitude spectrum of G(r | r o ).
An important parameter is the wavelet spectrum in calculating the migration Green's function. In the synthetic and field data examples, we selected the wavelet's frequency band in the deconvolution operator to be as wide as that in the data. In the wavenumber domain, the bandwidth of the deconvolution operator should be as wide as the effective bandwidth of the migration image, which is determined by inspecting the wavenumber spectrum of the migration image.
APPENDIX B SUBDIVISION OF THE MIGRATION IMAGE FOR MIGRATION DECONVOLUTION
To account for lateral variations in velocity, the migration image volume can be subdivided into several parts and a migration deconvolution filter can be computed for each part. Mathematically, the volume of integration in equation (1) 
