Abstract-This paper presents a discrete-event approach to synthesis of transcription control for a class of (computational) gene networks. Given a set of genes and protein-gene and/or protein-protein interaction patterns, this approach can be used to synthesize a transcription control induced by these interaction patterns, and as a consequence, determine the behavior of the gene network. This proposed approach is demonstrated in the synthesis of a transcription control that produces the observed (logical) behavior in the induction of a phage λ lysogen.
I. INTRODUCTION
A fundamental problem in the study of biological cellular behavior is to understand how biological activities are governed by the connectivity of genes and proteins. Such connectivity can be represented in the form of genetic regulatory networks (or simply, gene networks). A gene network consists of a group of genes that interact among themselves in order to synthesize certain products, i.e., proteins. The types and amount of proteins produced in a gene network have a fundamental effect on the development of the gene network itself, and on the biological systems with which the network interacts.
A. Genetic regulatory networks
Gene networks play an important role in cellular development of an organism. Each cell of a complex organism contains essentially the same biological information (concerning the development of the cell) in the form of DNA molecules known as the genome. Basic functional units in the genome form genes. Gene expression refers to the process of converting genetic information from a DNA sequence into proteins. The particular function that a cell eventually assumes in the development of the organism depends on what genes in its genome are expressed, and when and to what extent such expression occurs.
The central dogma of molecular biology states that gene expression consists of two main stages, namely, transcription and translation, for prokaryotes, with the additional step of RNA splicing for eukaryotes. During transcription, information in a gene is transcribed from DNA to messenger RNA (i.e., mRNA), while during translation, the sequence of nucleotides in the mRNA is used in the synthesis of a protein. It is known that feedback mechanism exists in gene expression. One such example is the effect of a class of proteins (i.e., the transcription factors) transcribed from certain genes may have on the transcription of some other genes. A gene contains binding sites for certain transcription factors. When a transcription factor binds to such a site, it may have positive or negative effect on the expression of the gene by increasing or decreasing the rate of transcription of that gene. It is thus possible that a protein synthesized from one gene acts as a transcription factor for some other gene, and consequently promotes or represses the expression of that gene. It is believed that this kind of protein-gene interaction is a key mechanism for transcription control in gene expression [8] [13] . Other regulatory activities also take place during translation and RNA splicing, including degradation of proteins and intermediate RNA products.
Assisted by modern lab-automation technologies (such as microarrays), rapid progress has been made on gaining understanding of how gene networks function in natural biological environment (e.g., [5] ). Recently, researchers have also begun to exploit such understanding by designing and constructing synthetic gene networks [7] [11] [10] . These networks are engineered to operate in prescribed ways so as to influence the behavior of biological systems that the networks interact with. The aim of this line of research is to develop synthetic gene networks that operate in a natural biological system in order to control the behavior of that system. For example, a synthetic oncolytic adenovirus has been engineered to detect and selectively kill tumor cells [14] . One important problem that needs to be solved in systematic development of synthetic gene networks is the design and synthesis of transcription control.
B. Transcription control
Through evolution, biological organisms have developed internal regulatory control mechanisms for gene expression. Such mechanisms dictate how the network will function under certain environmental conditions and respond to changes in the environment. One well studied example is the induction of the phage λ lysogen by ultraviolet light. When a phage particle infects an E. coli. host cell, it injects its chromosome into the cell and usually (although exception occurs) the injected chromosome, i.e., the prophage, becomes part of the host chromosome. In this lysogenic state, all but one of the phage genes are turned off, including the gene cro whose transcription leads to synthesis of the protein Cro which is needed in initiating lytic growth of the phage. Transcription of the active gene (namely, cI) results in the synthesis of a repressor (the CI protein) that effectively prevents the RNA polymerase from transcribing cro, thus keeping the prophage in the lysogenic state.
When the infected host cell is exposed to ultraviolet light, the SOS response of the cell turns an enzyme RecA into a highly specific protease that cleaves CI, leading to drastic reduction in its concentration and so enables the RNA polymerase to transcribe the cro gene. The ensuing product, the protein Cro, in turn blocks the transcription of cI and facilitates lytic growth of the phage, with the result that the integrated phage chromosome excises from the host chromosome to produce new phage particles that "escape" from the damaged host. The details are lucidly presented in [12] .
Such sequence of events in the induction of the λ-lysogen offers an illustration about the complex dynamics of genetic regulation choreographed by the internal transcription control developed through nature selection over the millennia. The fact that such regulation occurs in a specific and consistent manner, in response to a specific type of external signals, suggests that there is certain logic that dictates the sequence of events in the gene network. To develop formal approaches that enable the design and synthesis of such logical controls represents a major challenge in the study of gene networks from a systemtheoretic perspective. A first step in meeting this challenge would be to build analytical models of transcription control in such networks.
C. Computational models
A systematic approach to engineering of synthetic gene networks requires formal models for representing, and methods for controlling, the behavior of the target gene network. Formal models of gene networks provide a mechanism for designers to analyze the behavior of gene networks (even before such networks are actually built) in order to determine whether the networks can achieve the desired outcome, while control methods are essential to ensure that the gene network will behave as desired.
Diverse computational models for describing the behavior of gene networks (observed through experiments) have been proposed in the literature. These models are built on various levels of abstraction, ranging from ones that include minute details of activities (e.g., [16] ), to those that treat gene networks from the perspective of general system dynamics (e.g., [2] ). A survey of some of the major approaches can be found in [6] .
Computational models of gene networks are usually constructed based on the premise that significant activities in gene expression can be considered to occur discretely. In the simplest abstraction, the state of a gene network can be characterized in terms of whether the individual genes in the network are on (i.e., being transcribed) or off, and whether the proteins synthesized are present (i.e., their concentrations are above a certain threshold) or absent (below a certain threshold). A gene that has been switched on (i.e., activated) will start to synthesize its product (i.e., relevant protein). After a certain period of time, the concentration of the product will reach a certain threshold. Once a gene is switched off (i.e., de-activated), its product will start to deplete. After a certain period of time, the concentration of the product will decrease to below the threshold and eventually become insignificantly low. The presence or absence of a product may cause one or more genes to be switched on or off. This leads to certain products being synthesized or depleted, which in turn may trigger further switching. Such interaction among the genes, through feedback facilitated by the products, results in complex dynamical behavior of the network.
Abstraction of transcriptional regulation in gene expression can in general be classified into three main categories: logical, continuous, and probabilistic. From such abstractions, various models can be developed, including those that contain elements in more than one category, such as hybrid models (e.g., [11] ) which contain both logical and continuous elements, and stochastic models (e.g., [9] ) which extend the continuous approach to include stochastic differential equations.
A logical model of a gene network consists of a set of states and a set of possible transitions (also called discrete events) between the states. At each state, the individual genes are either on or off, and the products of the genes are either present or absent. The dynamical behavior of the network can then be described by the sequences of transitions between the states. Transitions are triggered by the switching of the genes or the appearance or disappearance of the products. In a continuous model, the presence (or absence) of a protein is represented by its concentration, which is considered to be a continuous variable. Its influence on the activation of a gene is modeled by a step or sigmoidal function. In such a setting, the concentration of a product varies continuously. When the concentration is above or below a certain threshold, its influence on the state of a gene (i.e., on or off) is considered to have taken effect. A probabilistic model is characterized by the description of a gene network as set of (discrete) states, with the network dynamics represented by probabilistic transitions between the states. In effect, at any moment the network is considered to be at a particular state with a certain probability. Thus, a probabilistic model represents the gene network as a state distribution.
Each type of abstraction has features that distinguish it from the rest. Such features allow a particular model to be used in a suitable context. In general, continuous models implicitly describe the time-based behavior of a biological system. When detailed knowledge of a component in a system is needed, this approach can be very useful. In dealing with systems containing many interacting components, sometimes it is desirable to investigate such systems at a suitable level of logical abstraction, for which logical models are more appropriate. For instance, in studying the underlying mechanism of transcription control, the logical interactions among the gene and their products may be more relevant than the detailed time-based behavior of the individual entities; in such a case, a logical approach would be more suitable.
While existing computational approaches lead to models that to various extent describe the observed behavior of a gene network under naturally evolved transcription control, there is a lack of formal methods and algorithms for synthesizing transcription control for a given network to exhibit certain behavior as desired. Such methods and algorithms are essential in the design and construction of synthetic gene networks.
D. Paper organization
This paper presents a discrete-event approach to transcription control. This approach adopts the framework of modeling gene networks using formal languages and automata [4] and utilizes the supervisory control theory (SCT) [17] in synthesis of a transcription control. The main contributions of this paper are (i) an extension of the SCT to deal with dynamic eventcontrollability, and (ii) the application of this extended theory to modeling of gene networks and synthesis of transcription control.
This paper is organized as follows. Section II first briefly reviews the supervisory control theory and the "standard" control-synthesis algorithm, and then presents an extension to this algorithm to enable a formal treatment of events whose controllability depends on the prior occurrence of other events. Section III presents an approach to synthesizing transcription control for a class of gene networks, and demonstrates the effectiveness of this approach through the synthesis of a transcription control that produces the observed (logical) behavior in the induction of a λ-lysogen. Section IV summarizes the results and discusses possible improvement.
II. SUPERVISORY CONTROL WITH DYNAMIC EVENT-CONTROLLABILITY
This section briefly reviews the theory of supervisory control of discrete-event systems. (For a detailed exposition, please refer to [15] [17] [3] .) It then introduces the formal definition of event controllability, and presents modifications to the standard control-synthesis algorithm for dealing with such event controllability.
A. Supervisory control of discrete-event systems
Let Σ be a set of symbols (also called an alphabet), e.g., Σ = {σ 1 , σ 2 , . . . , σ n }. A string may consist of one or more symbols. The concatenation of two strings x and y, written as x • y, or simply, xy, is the string consisting of x following by y. Let Σ + be the set of all possible strings over Σ. For a string s, let |s| denote the length of s (i.e., the number of symbols in s). For a set X, let |X| denote the number of elements in X. Let ∅ denote the empty set (i.e., |∅| = 0), and denote the empty string with the properties that (i) | | = 0, and (ii)
and Σ ⊆ Σ, let uΣ denote the set of strings in the form uσ with σ ∈ Σ . A discrete-event system (DES) can be represented by an automaton G of the form G = (Q, Σ, δ, q • , Q m ), where Q is a set of states, Σ is a (finite) alphabet, the partial function δ : Q×Σ → Q is the so-called transition function that determines the new state of G after the occurrence of an event denoted by a symbol in Σ, q • is the initial state of G, and Q m is a set of marked states. The transition function δ can be extended from the domain Q × Σ to Q × Σ * according to: (i) δ(q, ) = q and (ii) δ(q, uσ) = δ(δ(q, u), σ), where q ∈ Q, u ∈ Σ * , and σ ∈ Σ, provided that δ(q, u) and δ(δ(q, u), σ) are defined (written as δ(q, u)! and δ(δ(q, u), σ)!). The language generated by G is defined as
Given two alphabets Σ 1 and Σ 2 , let Σ = Σ 1 ∪ Σ 2 . The natural projections (or simply projections)
and σ ∈ Σ. Such projections can be extended to languages by applying them to all strings in a language.
The notion of supervisory control of discrete-event systems is based on the concept of controllability. Controllability is defined in the context that the set of events in a DES is partitioned into a set of controllable events Σ c and a set of uncontrollable events Σ u , i.e., Σ = Σ c ∪ Σ u . An event is controllable if it can be prevented from occurring, and is uncontrollable otherwise. A supervisor is a map V :
such that the behavior of the G under the control of V (written as V /G) satisfies the following rules:
. K is said to be controllable (with respect to M and
2 The basic problem of supervisory control synthesis is to find a supervisor V such that L(V /G) meets certain specifications, which is expressed in a legal language
In this case, it can be shown that a supervisor exists if and only if there is a controllable language in L m (E), and that an unique largest (i.e., supremal) controllable sublanguage of L m (E) (denoted by K ↑C ) exists. A "minimally restrictive" supervisor can then be implemented as an automaton that generates K ↑C . With respect to Σ u and prefix-closed languages L(E) and L(G), the supremal controllable sublanguage K ↑C can be computed by the following "standard" algorithm. Define the operator Ω : 2
where sup{·} denotes the supremum of {·}.
It can be shown that
B. Dynamic event-controllability and control synthesis
In the original SCT framework [15] , the partition of the finite event set (into controllable and uncontrollable events) is considered to be decided a priori by the system designer. Once decided, the partition is to remain fixed throughout the operation of the system, and the standard control-synthesis algorithm assumes that to be the case. This framework can be extended for applications where a given event in a system may be considered controllable at one state, and uncontrollable at another; that is, the controllability of the event may be decided dynamically.
Example 1: Consider a hypothetical gene network with two genes x and y, whose products are X and Y , respectively. Suppose that x can be switched on by the presence of Y or the presence of an exogenous protein Z. If at the moment Y is absent and x is off, we can purposely add Z to switch x on. Since the event of adding Z can be disabled at any time, this way of switching x on is controllable. However, if (for whatever reason) y is on and subsequently Y is present, then x will eventually be switched on by the presence of Y . In this case, the event of switching on x is uncontrollable once the event "Y is present" has occurred.
2 The issue of dynamic event controllability was previously mentioned in [1] , where an approach was outlined for dealing with it by simply modifying the system model in order to directly apply the standard control-synthesis algorithm. That approach works by splitting an event σ, which is controllable from some states and uncontrollable from some other states, into two events σ c and σ u , replacing the σ with σ c at states where it is controllable, and with σ u where it is uncontrollable. After control synthesis using the standard algorithm, all σ c and σ u in the supervisor are replaced by σ to yield the final result. In this approach, the effective partition of the event set remains static. With that approach it is necessary to explicitly specify whether an event is controllable or uncontrollable at each and every state of the system before the control synthesis algorithm is applied to compute the supervisor.
Instead of modifying the system model, the approach presented in this section modifies the standard controlsynthesis algorithm so that it can accommodate dynamic eventcontrollability. The advantage provided by this approach will be evident when it is applied to the synthesis of transcription control in gene network, because it allows the controllability of an event to be specified based on prior occurrences of other events.
For an event σ ∈ Σ, let Q σ ⊆ Q be the set of states such that δ(q, σ)!, where q ∈ Q σ . We refer to Q σ as the active state set of the event σ. In the original SCT, specifying an event σ to be controllable (or, uncontrollable) implies that σ ∈ Σ c and σ / ∈ Σ u (or, σ ∈ Σ u and σ / ∈ Σ c ) for any state q ∈ Q σ such that δ(q, σ)!. We refer to such an event as having static event-controllability.
Let Q σ be partitioned into Q σc and Q σu . We define an event σ with dynamic event-controllability (or simply, a dec event)
as follows:
(i) σ is controllable for all q ∈ Q σc , where δ(q, σ)!, or (ii) σ is uncontrollable for all q ∈ Q σu , where δ(q, σ)! Thus each dec event σ is associated with a partition {Q σc , Q σu } of its active state set Q σ . If Q σu = ∅ (or Q σc = ∅), then σ is controllable (uncontrollable, respectively) for all q ∈ Q such that δ(q, σ)!. To account for the dynamic nature of event controllability, we define two functions Φ c : Q → 2 Σ and Φ u : Q → 2 Σ such that, when the system is at state q ∈ Q, Φ c (q) is the set of all controllable events (that may or may not be active at q) and Φ u (q) is the set of all uncontrollable events. Obviously, Φ c (q) ∪ Φ u (q) = Σ for any q ∈ Q. We refer to Φ c and Φ u as the event controllability functions.
The definition of controllability, and the conditions for existence of a supervisor, for a system with dynamic event controllability remain essentially the same as those in the original framework, with the corresponding refinement on the definitions of controllable and uncontrollable event sets. These are stated below without proof.
Controllability:
. K is said to be controllable with respect to M and
2 The necessary and sufficient conditions for the existence of a supervisor with respect to K ⊆ L(G) and K = ∅ remain the same as in the original setting, while the operator Ω is modified to be:
Remark: Synthesizing a supervisory control using this modified algorithm for a system with one dec event σ results in a supremal controllable sublanguage K ↑C dec that is larger than the language K ↑C u resulted from treating σ as uncontrollable statically, but smaller than the language K ↑C c resulted from treating σ as controllable statically. This can be explained by considering the following two conditions (in Ω and Ω dec ):
Let q = δ(q • , s). There are two possible cases: Φ u (q) ⊆ Σ u , and Φ u (q) ⊇ Σ u . We first consider the relationship between K ↑C c and K
then it is possible that one (or more) of the events in the set (Σ u \Φ u (q)) results in 
2 We consider the class of discrete-event systems for which the controllability of an event may depend on the prior occurrence of one or more other events. For example, the controllability of an event α may depend on the occurrence of two other events β and γ in the following manner. Upon the occurrence of β, any subsequent α (that may or may not actually occur from then on) is considered uncontrollable, written as β u α, while upon the occurrence of γ, any subsequent α is considered controllable, written as γ c α. In other words, δ( , β) ∈ Q αu and δ( , γ) ∈ Q αc .
For systems with this type of event-controllability, the sets Φ c (q) and Φ u (q) can be determined dynamically as follows. Given an initial partition of Σ, i.e., Σ = Σ •c ∪Σ •u , let Φ c (q) = Σ •c and Φ u (q) = Σ •u when q = q • . Then Φ c (q) and Φ u (q) are updated upon the occurrence of an event σ according to:
We illustrate the computation of the supremal controllable sublanguage of a given language with dynamic eventcontrollability by a simple example.
Example 2 [3] : Consider the automaton G as shown in Figure 1 , where all events in Σ have static event-controllability, with the partition:
we compute the supremal controllable sublanguage K
↑C
• with respect to G and Σ u . • , all strings started with a 1 a 2 must first be removed from K. The result is:
We next consider each string of K 1 in turn. The first two strings a 2 b 2 a 1 b 1 and a 2 a 1 b 2 b 1 satisfy the controllability condition. For the string a 1 b 1 a 2 b 2 , we note that a 1 ∈ K 1 , and a 1 a 2 ∈ L(G). However, a 2 is controllable after a 1 occurs, so the controllability condition does not apply. For a 1 b 1 , we note that a 2 is now uncontrollable after the occurrence of
Hence K 1 is controllable with respect to L(G) and Φ u (·), and so
2 Remark: A technique for modifying the system model (to take into account of dynamic event-controllability) such that the standard control-synthesis algorithm can still be applied directly has been suggested by Wonham [18] . Consider a system model G (with event set Σ) containing a dec event α with the event-controllability conditions β u α and γ c α. Replace in G every transition that involves α (e.g., δ(q 1 , α) = q 2 ) with two parallel transitions labeled as α c and α u , i.e, δ(q 1 , α c ) = q 2 , and δ(q 1 , α u ) = q 2 , so that α c , α u ∈ Σ and α / ∈ Σ, where α c and α u represent instances of α when it is controllable and uncontrollable, respectively. Assuming α is initially controllable, construct an automaton
. This results in a modified system model G which will have at most twice as many states as G. The standard algorithm can then be applied to yield a supervisor with respect to G . 2
The relationship between the controllability of an event and the occurrence of some other event(s) has direct relevance in the modeling of gene networks. It provides a convenient means to model the logical interactions between proteins and genes in transcription control.
III. GENE NETWORK MODELING AND SYNTHESIS OF TRANSCRIPTION CONTROL
The activities of a gene network, e.g., gene switching and protein synthesis, etc., can be considered as events. A sequence of such events constitutes a pathway of the network. An event can be represented by a symbol. A pathway then consists of a string of such symbols, and thus can be treated as a language generated by the gene network that is modeled as an automaton.
A. Gene network model
Let α x and γ x denote the events that gene x is switched on and off, respectively, and let β x and µ x denote the events that product X becomes present and absent, respectively. An automaton (as shown in Figure 2 ) representing the behavior of gene x can be constructed as follows. At the initial state (labeled with 0 and indicated by the shaded circle), x is off and X is absent; event α x may occur to switch the gene on, bringing the system to state 1, whereupon product X is being synthesized. If x is then switched off (i.e., γ x occurs) before X reaches its threshold, the system will return to state 0. On the other hand, if the synthesis process continues unimpeded, then X will reach its threshold and be recognized as being present (i.e., β x occurs), which brings the system to state 2. Switching off x at this point brings the system to state 3, from where x may be switched on again (i.e., α x occurs), or X will deplete and eventually perish (i.e., µ x occurs). The specific automaton that models these activities can be expressed as:
This model is not necessarily unique in the sense that, depending on the behavior of a gene in a given network, a different (possibly more complicated) automaton may need to be constructed to model that particular gene.
Consider n genes x 1 , x 2 , . . . , x n , each modeled by an automaton G i , where i = 1, 2, . . . , n. A composite model of these genes can be represented by an automaton G such
This composite model contains all possible activities of the genes when they are allowed to function independently and asynchronously. In other words, this composite model represents the "free" behavior of the genes. Interactions among the genes can then be viewed as constraints imposed upon this free behavior (as discussed in detail in the next section).
Since the events in each model are unique, we have Σ i ∩ Σ j = ∅ for any i, j ∈ {1, 2, . . . , n}, where Σ (·) is the alphabet of G (·) . Consequently, application of the synchronous product (the shuffle, in fact) over
which consists of all possible interleaving of all events in the individual models.
B. Synthesis of transcription control
We consider a gene network as a feedback-controlled dynamical system, as illustrated in Figure 3 , where the uncontrolled (i.e., free) behavior of the "plant" consists of all possible gene switching and product synthesis activities. A transcription control is augmented to the system in a feedback loop to restrict this free behavior such that the resulting behavior of the gene network meets certain specifications. In this context, the plant of this controlled system can be represented by the composite model L(G) (as discussed in the previous section).
To synthesize a transcription control for a given network requires two types of specifications. One concerns the eventcontrollability condition(s). The other concerns the proteingene and/or protein-protein interaction, which are specified as logical relationships among the events in G, and can be modeled by automata.
For instance, a protein-gene interaction where the presence (or absence) of a protein X 2 implies that a gene x 1 is on (or off) can be expressed as a specification. Let G 1 and G 2 be the automata that represent the behavior of genes x 1 and x 2 , respectively, with the event sets Σ 1 = {α 1 , β 1 , γ 1 , µ 1 } and Σ 2 = {α 2 , β 2 , γ 2 , µ 2 }. To satisfy the condition that x 1 is on if X 2 is present requires that an α 1 event be preceded by a β 2 event. Similarly, to satisfy the condition that x 1 is off if X 2 is absent requires that a γ 1 event be preceded by 
Transcription control
This logical relationship can be modeled by the automaton E i as shown in Figure 4 , where * represents the self-loops of events in Σ . A set of m protein-gene (and/or protein-protein) interaction patterns, E 1 , E 2 , . . . , E m , can be combined into a composite pattern represented by an automaton E such that In this gene network model, event controllability arises in general as a result of protein-gene and/or protein-protein interaction. If the presence (or absence) of a protein causes a gene to switch on (or off), then the event of gene switching is considered uncontrollable after the event representing the recognition of the protein being present or absent has occurred. For instance, the specification shown in Figure 4 implies the following event-controllability conditions: β 2 u α 1 , µ 2 u γ 1 , β 2 c γ 1 , and µ 2 c α 1 . Similar conditions can be formulated for protein-protein interactions. Control synthesis can then be performed on G with respect to E and the eventcontrollability conditions, and is illustrated in the following example.
Example 3: We consider a simplified gene network model of the λ-lysogen, consisting of two genes, cI and cro, and one additional protein RecA that becomes relevant to the dynamics of this network upon exposure to UV light. For the purpose of illustrating the key aspect of transcription-control synthesis, various detailed activities in the actual lysogen (such as autoregulation of repressor concentration, etc.) are ignored. The models of cI and cro are shown in Figures 5 as automata G 1 and G 2 , while the model of the effect of UV light is shown in Figure 5 as automaton G 3 , with the meanings of the event symbols given in Table I . (The number in brackets after each event symbol in the table is the code used to represent that event in TCT [17] , a software that can be used for control synthesis.) The initial state is that both genes are off and the proteins are absent. The marked state is that cI is off with CI absent while cro is on with Cro present. In G 1 the µ CI transition is permitted at state 2. This is to account for the fact that in the UV induction, CI is cleaved by RecA while cI is still on. The free behavior of the gene network is RecA is present UV light is applied to lysogen, where * = Σ \ {β CI , α UV }, where Σ = Σ 1 ∪ Σ 2 ∪ Σ 3 , and Σ i is the alphabet of G i . E 2 : Cleaving of CI by RecA, where * = Σ \ {β RecA , µ CI }. E 3 : cro is on when repressor is absent, where * = Σ \ {µ CI , αcro}. E 4 : cI is switched off by Cro, where
The specifications are shown as automata E 1 to E 4 in Figures 5 . E 1 specifies that exposure to UV light is to occur only after the establishment of lysogeny as indicated simply (in this case) by the presence of CI, while E 2 represents the protein-protein interaction involving RecA and CI. E 3 and E 4 model the protein-gene interaction between CI and cro, and Cro and cI, respectively. The composite specification is
To reflect the protein-gene and protein-protein interactions in the λ-lysogen, the event controllability conditions are specified as:
with the initial event partitions: Σ •c = {α cI , γ cI , µ CI , α cro , γ cro , α UV }, and Σ •u = {β CI , β Cro , β RecA }. Thus, the dec event are µ CI , γ cI , and α cro . The event µ CI is initially set as controllable (specifically with reference to state 2 of G 1 ) to accommodate the fact that cleaving of CI by RecA can occur at state 2 only after α UV has occurred; prior to that and to the occurrence of γ cI , µ CI must be permitted to be disabled if necessary.
To make the control synthesis for this example more intuitive, we use the standard setting (i.e., where Σ c and Σ u are fixed) as the context in which to explain the result of control synthesis involving event-controllability. Thus, instead of following through the modified algorithm to synthesize a transcription control with dynamic event controllability, we first treat the dec events as controllable and apply the standard control-synthesis algorithm to obtain a "standard" transcription control. We then take dynamic event-controllability into account and revise the standard transcription control to yield the final result.
We first set Σ c = Σ •c and Σ u = Σ •u , and compute a supervisor S • for G with respect to E and Σ u (using the supcon procedure in the software TCT [17] ). The result is shown in Figure 6 , with the meanings of the numerical event labels as given in Table I 
to indicate the fact that at this point we treat all dec events as controllable.
We next consider the event-controllability conditions. Checking these conditions with respect to S • reveals that γ cI , α cro , and α cro are controllable up to (and include) state 6, 4, and 3, respectively. These events become uncontrollable beyond the respective states. Using the procedure condat of TCT, we determine the minimum set of controllable events (of G) that must be disabled at each state of S such that the controlled behavior of the gene network meets specification E. The condat result (also called the control pattern), shown in Table II in Appendix B, indicates that event α cro must be disabled at states 9 and 11, while event γ cI at state 10. These two events, however, are uncontrollable at those states. Therefore, to ensure that the final controlled behavior satisfies the event-controllability conditions, states 9, 10, and 11 must now be removed. The resulting automaton S dec is as shown in Figure 7 .
There is only one marked string in S dec , i.e., α cI β CI α UV β RecA µ CI α cro β Cro γ cI . The sequence of events in this string matches the description of UV induction of the λ-lysogen presented earlier in Section I-B. 2
IV. DISCUSSION AND CONCLUDING REMARKS
A discrete-event approach to synthesis of transcription control has been presented. Given a set of genes and the associated protein-gene and/or protein-protein interaction patterns, this approach can be used to synthesize a transcription control induced by these interaction patterns, and as a consequence, determine the behavior of the gene network. Such utility enables a system designer to predict the behavior of a given gene network.
Moreover, the synthesis process also reveals how such behavior can be realized. This is reflected in the supremal controllable sublanguage generated by a gene network with respect to the protein-gene and/or protein-protein interaction patterns and the (dynamic) uncontrollable event set. By implementing a supervisor that restricts the gene network to generate only this supremal controllable sublanguage, the predicted behavior is realized.
In engineering a synthetic gene networks, the designer may have a desired behavior in mind, and the objective is to design a gene network such that it exhibits this desired behavior in a minimally restrictive context. One possible approach to deal with this problem is to select a suitable set of genes (based on the information reflected in desired behavior, e.g., the type of genes and proteins involved) and then express the desired behavior as part of the specifications. It is often the case, however, that the desired behavior is described in terms of natural language, which is still the predominant form of representation of current knowledge about biological organisms. Developing methods to systematically express such specifications so that they correctly and completely capture the implied logical relationships represents a direction for further research in improving the applicability of this proposed approach.
APPENDIX

A. Computation of K
↑C • in Example 1
Recall that the controllability condition is: KΣ u ∩ L(G) ⊆ K. The prefix-closure of K is: a 2 b 2 , a 2 b 2 a 1 , a 2 b 2 a 1 b 1 ,   a 2 a 1 , a 2 a 1 b 2 , a 2 a 1 b 2 b 1 ,  a 1 , a 1 a 2 , a 1 a 2 b 1 , a 1 a 2 b 1 b 2 ,   a 1 b 1 , a 1 b 1 a 2 , a 1 b 1 a 2 
We examine each string of K in turn to determine the controllability of K. First consider a 2 . According to G, a 2 can be extended by adding only a 1 or b 2 . Since a 1 ∈ Σ c , there is no need to apply the controllability condition on a 2 a 1 . Now b 2 ∈ Σ u , and {a 2 b 2 }∩L(G) = {a 2 b 2 }. Since {a 2 b 2 } ⊂ K, we have {a 2 b 2 } ∩ L(G) ⊂ K, which satisfies the controllability condition. Repeating the above procedure on the strings in K from a 2 b 2 up to and including a 1 reveals that none of these strings violates the controllability condition.
Now consider the string a 1 a 2 ∈ K. According to G, a 1 a 2 can be extended by adding only either b 1 ∈ Σ c or b 2 ∈ Σ u . Now {a 1 a 2 b 2 } ∩ L(G) = {a 1 a 2 b 2 } ⊆ K. Therefore, any string starting with a 1 a 2 must be removed from K. Let K 1 be the result after the removal, i.e., K 1 = {a 2 b 2 a 1 b 1 , a 2 a 1 b 2 b 1 , a 1 b 1 a 2 b 2 }. Now the prefix-closure of K 1 is: Table II shows the control patterns for the transcription control in Example 3. The state and the controllable event that must be disabled at that state are separated by a colon. 
B. Control pattern
