Analysis of typological features has received much attention in recent years. Despite claims that such analysis replicates the families and subgroups of families that are the product of work using the comparative method, there is strong evidence that the geographic distribution of typological features reflects socio-geographically relevant areas, rather than historically related subgroups. Further, different subsets of data can reveal different kinds of contact events, or at least the effects of different kinds of contact.
Claims about Typological Feature Analysis
It has been generally assumed that the typological features 1 of a language do not serve as an indication of the linguistic affiliation of a language, but are more susceptible to contact-induced change (cf., e.g., Sapir, 1921; Weinreich, 1963; Holman et al., 2007; Donohue et al., 2011 , and the debates about the status of families such as 'Altaic' and 'Khoisan'). More recently we have seen the claim that the analysis of languages according to typological characteristics can replicate received wisdom about language family classification (Dunn et al., 2005 (Dunn et al., , 2008 , a claim that has attracted a level of debate (Donohue et al., 2008; Baayen, 2009; Donohue et al., 2011) despite earlier refutation (Ben Hamed et al., 2005) .
2 This paper addresses the question which kinds of linguistic data reveal which kinds of sociolinguistic relationships: genealogical or contact.
Rather than attempting to establish the methods with a relatively unknown area, this paper concentrates exclusively on the Indo-European languages of Europe. This is a region for which the history of the relevant languages is relatively well-established, and for which we have very firm subgroupings of languages. By concentrating on a smaller area, we are more easily able to evaluate the different kinds of social histories that have happened; by concentrating on members of only one language family, we are able to minimize the problem of spurious associations. Furthermore, we shall examine differences between morphosyntactic features and phonological features when they are used to cluster languages. While many divisions could be made, these two broad categories represent bundles of linguistic features that are not generally thought to influence each other (but see Plank, 1998) , and for which substantial data is available.
Computational Approaches to Feature Analysis and Clustering
Large data sets can be clustered using various algorithms. Nichols and Warnow (2008) and Wichmann and Saunders (2007) provide quick overviews of some of these methods. Essentially, by quantifying 'typological distance,' different languages can be treated as more or less similar to each other. If a single dimension of variation is employed, then a very crude typology can be reached, such as a classification according to how many vowel qualities are distinguished in a language, as shown in Figure 1 . (The data comes from my own database, 3 points jittered-that is, randomly displaced-in two dimensions to allow an impression of population at each point. Numbers of languages with different numbers of contrastive vowel qualities, and their percentage of the total sample, are shown across the top.) Any pair of languages can have their 'typological distance' (according to this parameter) measured, and a whole number between 0 and 15 will describe the (dis)similarity of that pair of languages.
As we add more dimensions, we can achieve a greater degree of refinement of our notion of typological distance, concurrent with the loss of simple visualization and 'by eye' analysis when dealing with large numbers of typological features. In the European examples that follow, the number of variables considered is between 68 and 196, depending on the dataset in each case. This enforces the use of computational algorithms to both visualize and analyze the data (e.g., Baayen, 2009 , and many others).
3) The more easily accessible data from the WALS database has not been used for the reasons described in Ross and Donohue (2011) . 
Test Case: Europe and the Balkan Linguistic Area
I test the question of inheritance versus diffusion being reflected in the results of an investigation of typological features with a well-attested (in terms of the coding of features) subset of European languages. I use the morphosyntactic features found in the World Atlas of Language Structures (WALS; Haspelmath et al., 2005) , recoded to decompose variables into a format that involves either binary or ranged variables (since this kind of data is more computationally tractable). For instance, the WALS feature coding the position of the subject with respect to the verb is decomposed into two features, as shown in Table 1 . Thus, rather than a single multivalued feature, the variation is expressed in terms of two different features with binary values. This means that a languages with SV order is recoded as having the value '1' for the feature 'SV?' and the value '0' for the feature 'VS?.' More significantly, a language that was coded with value '3 No dominant order' in WALS is recoded with the value '1' for the 'SV?' feature and an additional '1' value for the feature 'VS?' (It is of course logically impossible for a language to be coded with a '0' code for both values.) Since investigating possible differences between clusters based on morphosyntactic features and clusters based on phonological features was one of the aims of the study, the phonological features in WALS (features 1-19) were not included, nor were any lexical features included. All of the non-redundant morphosyntactic features in WALS were used, resulting in 196 features for which there was at least some variation in the data.
The sample included 36 languages of Europe. Rather than including all languages of the region, only Indo-European languages were included to minimize the problem of long-branch attraction (Felsenstein, 2004) . This is the problem by which two (or more) points that display sufficient dissimilarity from other sample points in a sample will be clustered together by virtue of their dissimilarity to the majority, rather than any significant similarity to each other. The use of only Indo-European languages in the sample also assures us that the languages which were clustered in the one clustering diagram were actually related and spoken in relative proximity, thus forming clusters that were not overly 'forced' into inappropriate clusters by the algorithm. The languages were from six branches of Indo-European: Celtic (six languages), BaltoSlavic (twelve languages), Germanic (eight languages) and Romance (eight languages), plus the two single-member (in this sample) subgroups, Albanian and Greek. The geographic distribution of these languages is shown in Map 1. Figure 2 shows the clusters based on the full WALS morphosyntactic features (recoded as described in the previous section; see section 4 for details of the dataset used). The major subgroups of Indo-European present in Europe are well separated, though concerns about details of the internal subgroupings could be raised in all cases. Of the four subgroups with more than one member, Celtic and Germanic are perfectly replicated, in the sense that all of the members of the subgroup are clustered together to the exclusion of all other languages in the sample. Romance and Balto-Slavic are in the main replicated well, but each of these groups loses one member due to a loose attraction towards a less well-defined cluster centered around Greek and Albanian. Here, Greek and Albanian are joined by Romanian to form a (highly reticulate) 'core Balkans cluster,' which is in fact composed of two joined subnetworks, Romanian-Albanian-Greek and Greek-Bulgarian-Macedonian. Bulgarian and Macedonian are attracted to this grouping away from the Slavic cluster, without fully leaving it. This indicates that clusters based on morphosyntactic features replicate geography as well as phylogeny: the wellreplicated subgroups, Celtic and Germanic, are composed of geographically homogenous languages separated from languages of other subgroups (see Map 2).
Morphosyntactic Clustering
4 When the geographic signal is not clear-such as is the case for Romanian, separate from the rest of Romance, or Bulgarian, isolated from most of Balto-Slavic-the morphosyntactic typology reflects this lack of clarity, and the clustering is influenced by other languages in the region in which the language is found (if any). When we have no clear subgrouping available from the comparative method, as is the case for Albanian, an isolate within IndoEuropean, the language clusters with its geographic neighbors, and not as a distant branch on its own. While there is a clear genealogical stability associated with some typological features (as described and quantified in Wichmann and Holman, 2009 ), this may be inflated due to the high correlation that linguistic subgroups have with geography as well (as argued in Donohue et al., 2011, and Donohue et al., 2012) . The reader can assess the geographic integrity of the clusters shown in Figure 2 by examining their mapping in Map 2, which shows the large-scale divisions of the languages. Note the position of Icelandic within Germanic: although classified as a North Germanic language along with Swedish, Danish and Norwegian (from this sample), the clustering based on WALS morphosyntactic features places all the Germanic languages closer to each other than to Icelandic. This almost certainly represents the effects of isolation on Icelandic, which denied it the chance to participate in many areal developments that were not restricted to North or West Germanic groups.
Phonological Clustering
Clustering on the basis of phonological features yields results different from those found with morphosyntactic clustering. We can examine phonological clusters in two ways: clustering based on the presence or absence of different segments, and clustering based on the kinds of phonological oppositions in a language. To illustrate the method, consider the data in (1a-b). The plosive systems of these two hypothetical languages have no segments in 4) Map 2, and subsequent maps, shows only a set of well-supported clusters in the network, and further collapses some overlapping clusters for brevity and clarity. The interested readers are invited to create their own networks and investigate the different possible clusters.
common; nonetheless they share many phonological oppositions, in terms of places of articulation used and number of stop contrasts utilized at those places. If they were coded for similarity by segment identity, they would be as dissimilar as any two languages could be, as shown in the first two rows of Table 2 . If they were coded for similarity by phonological oppositions, shown in Table 3 , they would share the fact of having three contrastive places of articulation, with two contrastive stops in each of those places. This would group them together when compared to a system such as that in (1c), in which contrastive places proliferate, and manners do not contrast (while maintaining an identical total number of segments). On the other hand, the system in (1d) would be clustered midway between the systems in (1a) and (1b) in terms of phonological segments, but would, in terms of phonological oppositions, be more similar to (1b) than to either (1a) or (1c).
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(1) a. p t k b d g b. ph th kh p' t' k' c. p t c k q ʔ d. ph th kh p t k 5) These examples incidentally emphasize the point in Ross and Donohue (2011) that the simple summing of the number of segments (as was done for Figure 1) is not a valid or particularly useful measure of a phonological system. 
We thus have two approaches. For segment identity, the data is coded up according to whether or not particular segments were present in the language (as in Table 2 ); all of the segments of all of the languages were coded in this way, resulting in an exhaustive catalogue of the segments of the languages, populated by binary values. In the database coded by phonological oppositions, on the other hand, the coding follows the kinds of values that modern phonology uses to describe the phonological features of a language, as illustrated in Table 3 . The results of applying these two different approaches to phonological data from the European languages (the data comes from my own database, drawn from a variety of modern descriptions) are shown in Figures 3 and 4 . In both of these figures we first notice that the overall topology of the net is not the same as when clustering with morphosyntactic features, and additionally, that the two different phonologically-derived nets are different from each other. Clearly, the kind of data used to form clusters is highly significant (a point we shall discuss further in section 4). In Figures 3 and 4 we can see that French and Breton, widely separated in Figure 2 , are the closest of neighbors, reflecting the influence of the French sound system on Breton. These two languages are the core of a 'southwestern (Romance)' European cluster that includes Portuguese, Catalan, Sardinian and Italian, reflecting the influence of French in the region (see Map 3; these languages are shown as white circles). A 'north-west' system (grey triangles) is found in Ireland, most of Britain, and peripherally Iceland and Spain. An additional 'North Sea' system comprises Danish, Dutch, Frisian, Norwegian, Swedish and Cornish (black circles), showing areas linked by trade in the middle ages. An 'eastern' cluster can be identified (grey squares), but while it is found in largely geographically contiguous Slavic languages, it does not extend into regions where contact has played a role in the histories of the languages. 6 A number of small, poorly defined clusters and isolates characterize the center of Europe and the regions where more than one of the larger clusters described above come together (black, grey or white diamonds, black triangles).
When we examine the clusters based on phonological oppositions, as shown in Figure 4 , we find that three main clusters account for most of the languages: a western (mainland) cluster, shrunk from its appearance in Figure 3 (white circles on Map 4); a southern-Britain/North Sea cluster (black circles); and an eastern/Balkans cluster (grey squares), reflecting a strong Balto-Slavic presence. The languages on the edges of the Slavic zone (Russian, Sorbian, Bulgarian; black triangles) represent quite different systems, due to pervasive palatalization contrasts.
Different Clusters Compared
The different clusters arrived at by different datasets are summarized in Table 4 , in which the grey shading has as far as possible been kept the same across the different columns, corresponding to the clusters displayed in Figures 2-4 . While the morphosyntactic clusters most clearly reflect the subgroups of IndoEuropean (where they are geographically contiguous) and identify a Balkans area, the phonologically-based clusters show, to different degrees, known contact events on more local levels, combined with some noise. Partly this 'noise' can be explained by the smaller number of features used, compared to the morphosyntactic clustering (roughly one third as many features are coded for the phonological oppositions), and partly it is an example of the accidental similarities that are necessarily found when examining structural features without reference to their form.
Clearly the different feature sets result in very different kinds of replications. The large number of features in the morphosyntactic data set is best at replicating subgroups, but also shows the strongest support for a Balkans area. As 6) The clusters can be characterized by a number of differences. The south-western cluster has a higher proportion of vowel height contrasts and nasal vowels, and a lower number of fricatives, notably the lack of [h]. The north-west cluster has fewer plosives, especially affricates, more [back] fricatives, and a higher number of contrastive rhotics. The North Sea cluster is formed by languages which tend to lack voiced obstruents, have fewer contrastive plosive series, and contain a large number of vowel quality contrasts (including front rounded vowels). The eastern group contains large numbers of palatal(ized) consonants with different manners, resulting in larger numbers of consonants, and shows an absence of uvular trills and fewer front mid vowels. Table 4 . Different clusters of languages by different criteria. noted in 3.1, the high levels of replication for Celtic, Romance, Germanic and Balto-Slavic in part reflect the geographic integrity of those subgroups (shown in Map 2). The clustering based on phonological segments produces a number of coherent clusters, but these tend to be more areal in nature: in Map 3 we can identify an Atlantic cluster in the north-west, a North Sea cluster in the north, an Adriatic cluster in the center-south, a western cluster in western Europe and an eastern cluster that includes the interior Slavic languages and neighbors. In terms of phonological oppositions we see some similar groupings, but in addition a number of random groupings of languages.
Conclusions
Typological feature analysis can reveal much about the different social events that, together, make up an important part of the history of a language. It is clear that, for maximum information, typological feature analysis is best done not as a single large block of features, but broken down into many small subparts: here we have separated the morphosyntactic features from the phonological features, and have further divided the phonological features into coding by segment identity and coding by oppositions. Many further breakdowns are possible: the morphosyntax could be divided into nominal vs. verbal sets, or morphological vs. syntactic groups. The phonology could be separately examined for consonantal vs. vocalic vs. suprasegmental features. In both cases further subdivision is possible. The data indicates that different break-downs reveal different kinds of linguistic interactions, and they are differently sensitive to geography.
To offer a technical note, we observe that different patterns of reticulation among the different networks in large part correspond to the number of features coded and evaluated to produce the networks, but can also reflect the different kinds of social interactions involved. The reticulation measure used here is δ, a measure which was introduced in Holland et al. (2002) and first applied to linguistic data by Gray et al. (2010) and, more extensively, by Wichmann et al. (2011) . Its values range from 0 to 1, the latter representing a maximal reticulation value, indicating the degree to which characters used in the classification cause signals in the network that detract from a tree-like structure. This is believed to serve as a proxy for traits which are diffused rather than inherited. Table 5 shows the average reticulation values for all languages in a particular network compared to the number of features examined in that network; clearly there is an inverse relationship between the two columns.
Examining the languages by subgroup, as shown in Table 6 , we find (statistically) significant differences between the four well-represented branches of Indo-European. The degree of reticulation varies from group to group, with Table 6 ). Albanian and Greek both show high values; in Figure 2 we can see that the network shows an almost square, box-like structure for the members of the Balkans cluster, indicating that the linguistic relationship between them is almost maximally non-treelike. Maps 5-8 show the distribution of reticulation values for the three datasets examined. Map 5 shows that high reticulation values are most associated with the Balkans area and the Baltic Sea, where centuries of mutual influence have affected the languages. Other than the Baltic languages Latvian and Lithuanian, the north and east of the European language spread shows an absence of high rates of reticulation, while western continental Europe is marked by relatively high rates of reticulation, possibly reflecting the influence of polities from this part of the continent. In the center, no clear characterization of the languages emerges, with a mix of properties for different languages appearing when we examine morphosyntax and phonological oppositions. In Map 6 we can see that a broad region displays values for reticulation for the phonological segments network which are surprisingly low; this region includes most of the languages that are geographically central to the Balkans area. We have seen that the different datasets produce different results for the same set of languages, and we have discussed the (unsurprising) role that the size of the dataset plays in the degree of conflict in the typological signal. While the results presented so far do not clearly indicate that the different kinds of data (phonological or morphosyntactic) have an effect on the degree of reticulation found in the network, we can easily demonstrate that data type, as well as data set size, is an important factor. Table 7 replicates the information in Table 5 (shown in italics), with additional data. In Table 7 we can see the results obtained by randomly sampling within the 196-item WALS dataset, to replicate the size of the phonological segments data set and the phonological oppositions data set: these are the 'WALS Random' values reported, and they confirm the role that the size of the database plays, showing that reducing the number of features randomly increased the δ value for the morphosyntactic feature database. If we examine smaller subsets of the database without randomizing the features selected, however, we find very different results. Examining just those features that are relevant to the noun phrase results in a small set of features (72) that return a very low δ value; examining an approximately equivalent number of features relevant to the VP returns a very high δ value. Examining just those features from WALS that are listed as being 'morphology' results in a very small data set (18 features) that nonetheless has a very low δ value (many further divisions of the data sets can be imagined, but will not be pursued here). Not only the size of the data set, but also the linguistic nature of the contents of that data set is important when considering typology. It is not surprising that different typological features yield different kinds of information, some more likely to reveal inheritance, and some more likely to indicate diffusion (see, for instance, Nichols, 1995 Nichols, , 2003 Parkvall, 2008; Wichmann and Holman, 2009 ). Nonetheless, this highlights the importance of linguistic knowledge when dealing with and assessing language data, and is a maxim that must be kept in mind when constructing a set of typological features for examination in order to infer social histories for languages. There is, importantly, more than one social history associated with each linguistic group (just as more than one social group can easily be found speaking the same language), and the idea that there can be one simple evaluation of typological features, without qualification and without consideration for the different influences that differently affect different parts of the language at different rates (Donohue, in press ), is untenable. The enterprise of typological investigation as a means of uncovering linguistic histories, and therefore the histories of the social groups that speak the languages concerned, is one that can yield a wealth of results, but only when we are able to evaluate the results after calibrating the effects of inheritance, diffusion, and structural resistance to change.
Online Materials
The datasets used to generate the networks examined in this article are available online at http://www.dummy.dm/files.txt. These datasets are set up to run in SplitsTree, but can easily be converted for use by other software.
