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Abstract
Extremal functions are exhibited in Poincare´ trace inequalities for functions of bounded vari-
ation in the unit ball Bn of the n-dimensional Euclidean space Rn. Trial functions are subject
to either a vanishing mean value condition, or a vanishing median condition in the whole of
Bn, instead of just on ∂Bn, as customary. The extremals in question take a different form,
depending on the constraint imposed. In particular, under the latter constraint, unusually
shaped extremal functions appear. A key step in our approach is a characterization of the
sharp constant in the relevant trace inequalities in any admissible domain Ω ⊂ Rn, in terms
of an isoperimetric inequality for subsets of Ω.
1 Introduction
Let Ω be a bounded connected open set – briefly, a domain – in Rn, n ≥ 2. Under suitable
regularity assumptions on its boundary ∂Ω, a linear trace operator is defined on the space
BV (Ω) of real-valued functions of bounded variation in Ω. Such an operator maps any function
u ∈ BV (Ω) into a function u˜ ∈ L1(∂Ω), the Lebesgue space of integrable functions on ∂Ω with
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2respect to the (n− 1)-dimensional Hausdorff measure Hn−1. Moreover, the operator
(1.1) BV (Ω) 3 u 7→ u˜ ∈ L1(∂Ω)
is bounded; namely, there exists a constant C such that
(1.2) ‖u˜‖L1(∂Ω) ≤ C‖u‖BV (Ω)
for every u ∈ BV (Ω). Here,
(1.3) ‖u‖BV (Ω) = ‖u‖L1(Ω) + ‖Du‖(Ω),
the standard norm in BV (Ω), where ‖Du‖(Ω) denotes the total variation in Ω of the vector-
valued Radon measure Du.
Poincare´ type inequalities also hold, with the full norm ‖u‖BV (Ω) replaced by just ‖Du‖(Ω),
provided that trial functions u are normalized by an appropriate operator BV (Ω) 3 u 7→ T (u) ∈
R. The relevant inequalities take the form
(1.4) ‖u˜− T (u)‖L1(∂Ω) ≤ C‖Du‖(Ω)
for u ∈ BV (Ω). A classical choice for T (u) is the mean value mv∂Ω(u˜) of u˜ over ∂Ω, given by
mv∂Ω(u˜) =
1
Hn−1(∂Ω)
∫
∂Ω u˜(x) dHn−1(x). Another customary option is to take T (u) = med∂Ω(u˜),
the median of u˜ on ∂Ω, defined as med∂Ω(u˜) = inf{t ∈ R : Hn−1({u˜ > t}) ≤ Hn−1(∂Ω)/2}.
General assumptions on the operator T for (1.4) to hold can be exhibited via a specialization of
an abstract result from [Zi, Lemma 4.1.3].
In the present paper we focus on the unconventional cases when either
T (u) = mvΩ(u),
where mvΩ(u) =
1
|Ω|
∫
Ω u(x) dx, the mean value of u in Ω, or
T (u) = medΩ(u),
where medΩ(u) = inf{t ∈ R : |{u > t}| ≤ |Ω|/2}, the median of u in Ω. Here, | · | denotes
Lebesgue measure. These choices make inequality (1.4) nonstandard, in that its left-hand side
combines quantities depending both on u˜ and on u.
We are concerned with the problem of the optimal constant C in (1.4) for these two choices
of T . Our contribution amounts to a characterization of such optimal constants in terms of geo-
metric constants of isoperimetric type, and, primarily, to the explicit description of the extremal
functions in the case when Ω is a ball. In fact, due to the scaling invariance of the relevant
inequalities, we shall deal, without loss of generality, with the unit ball Bn, centered at 0, in Rn.
Interestingly, the extremals in question differ substantially according to whether T (u) =
mvBn(u) or T (u) = medBn(u). As in all known sharp Poincare´ type inequalities for functions of
bounded variation, in both cases extremal functions are characteristic functions of subsets Bn.
As far as the inequality
(1.5) ‖u˜−mvBn(u)‖L1(∂Bn) ≤ C‖Du‖(Bn),
with an optimal constant C, is concerned, extremals turn out to be characteristic functions of
half-balls. Hence, inequality (1.5) shares the same extremals with the more standard Poincare´
trace inequality in BV (Bn) with mv∂Bn normalization (at least for n ≥ 3) [Ci3], and with the
3mean value Poincare´ inequality in the whole of Bn [Ci1].
By contrast, characteristic functions of a striking kind of sets are extremals in the inequality
(1.6) ‖u˜−medBn(u)‖L1(∂Bn) ≤ C‖Du‖(Bn)
with optimal constant C. Unlike the case when T (u) = med∂Bn(u), where characteristic functions
of half-balls are still extremals [BM], the extremals in (1.6) are characteristic functions of half-
moon shaped subsets of Bn. In particular, such extremals are not even convex. The isoperimetric
nature of the optimal constant in inequality (1.6), to which we alluded above, helps in accounting
for this seemingly surprising conclusion.
The geometric characterizations of the sharp constant in inequalities (1.5) and (1.6) are
established in Section 2, where some definitions and basic facts from the theory of functions
of bounded variation and of sets of finite perimeter are also recalled. The results of Section 2
are then exploited in Sections 3 and 4 as point of departure for the proof of sharp forms of
inequalities (1.5) and (1.6), respectively. Variant inequalities, where |Ω|/2 is replaced with an
arbitrary fraction of |Ω| in the definition of median, or where trial functions u are required to
vanish on a subset of Ω of prescribed measure, are also considered in Sections 2 and 4.
We conclude this section by mentioning that trace inequalities in Sobolev type spaces, in-
volving optimal constants, have been extensively investigated in the literature. Contributions
along this line of research include [AFV, AMR, BGP, Bro, BrF, Ci2, CFNT, DDM, Es1, MV1,
MV2, Ma1, Ma2, Ma3, Na, Ro, W]. Sharp forms of Poincare´ type inequalities for Sobolev func-
tions and functions of bounded variation, involving norms of u in the whole of Ω, are the object
of [BK, BoV, BrV, Ci1, DG, DN, EFKNT, ENT, FNT, GW, Le]. In particular, the paper
[NR] deals with Poincare´ type inequalities for norms on Ω of functions from the Sobolev space
W 1,2(Ω), subject to a normalization on their traces, which are, in a sense, complementary to
those considered here.
2 Isoperimetric constants
Let E be a measurable set in Rn. The essential boundary ∂ME of E is defined as the complement
in Rn of the sets of points of densities 0 and 1 with respect to E. One has that ∂ME is a Borel
set, and ∂ME ⊂ ∂E, the topological boundary of E.
The set E is said to be of finite perimeter relative to an open set Ω ⊂ Rn ifDχE , the distributional
derivative of the characteristic function χE of E, is a vector-valued Radon measure in Ω with
finite total variation in Ω. The perimeter of E relative to Ω is defined as
(2.1) P (E; Ω) = ‖DχE‖(Ω).
A result from geometric measure theory tells us that E is of finite perimeter in Ω if and only if
Hn−1(∂ME ∩ Ω) <∞; moreover,
(2.2) P (E; Ω) = Hn−1(∂ME ∩ Ω)
[Fe, Theorem 4.5.11]. A domain Ω in Rn will be called admissible if Hn−1(∂Ω) <∞, Hn−1(∂Ω \
∂MΩ) = 0, and
(2.3) min{Hn−1(∂ME ∩ ∂Ω) ,Hn−1(∂Ω \ ∂ME)} ≤ CHn−1(∂ME ∩ Ω)
for some positive constant C and every measurable set E ⊂ Ω [Zi, Definition 5.10.1]. In partic-
ular, any Lipschitz domain is an admissible domain.
4If Ω is an admissible domain, the boundary trace u˜ of a function u ∈ BV (Ω) is well defined for
Hn−1-a.e. x ∈ ∂Ω as
(2.4) u˜(x) = lim
r→0
1
|Br(x) ∩ Ω|
∫
Br(x)∩Ω
u(y) dy ,
where Br(x) denotes the ball centered at x, with radius r [Ma3, Corollary 9.6.5]. The assumption
that Ω be an admissible domain is necessary and sufficient for u˜ to belong to L1(∂Ω) for every
function u ∈ BV (Ω) – see [AG] and [Ma3, Theorem 9.5.2]. Moreover, L1(∂Ω) cannot be replaced
with any smaller Lebesgue space independent of u.
Alternate notions of the boundary trace of a function of bounded variation can be found in the
literature. One definition relies upon the notion of upper and lower approximate limits of the
extension of u by 0 outside Ω [Zi, Definition 5.10.5]. Another possible definition is that of rough
trace in the sense of [Ma3, Section 9.5.1]. Both of them coincide with u˜, up to subsets of ∂Ω of
Hn−1-measure zero.
If Ω is a Lipschitz domain, and the function u enjoys some additional regularity property, such
as membership to the Sobolev space W 1,1(Ω), then the trace of u on ∂Ω defined as the limit of
the restrictions to ∂Ω of approximating sequences of smooth functions on Ω also agrees with u˜
for Hn−1-a.e. point on ∂Ω.
Given an admissible domain Ω, let us denote by Cmv(Ω) the optimal constant in the inequality
(2.5) ‖u˜−mvΩ(u)‖L1(∂Ω) ≤ Cmv(Ω)‖Du‖(Ω)
for u ∈ BV (Ω). Our first result asserts that Cmv(Ω) agrees with the isoperimetric constant
(2.6) Kmv(Ω) = sup
E⊂Ω
|E|Hn−1(∂Ω \ ∂ME) + |Ω \ E|Hn−1(∂ME ∩ ∂Ω)
|Ω|Hn−1(∂ME ∩ Ω) .
Here, and in similar occurrences in what follows, we tacitly assume that the supremum is ex-
tended over non-negligible subsets E of Ω.
Theorem 2.1 Let Ω be an admissible domain in Rn, with n ≥ 2. Then
(2.7) Cmv(Ω) = Kmv(Ω).
Equality holds in (2.5) for some nonconstant function u if and only if the supremum is attained
in (2.6) for some set E. In particular, if E is an extremal set in (2.6), then the function aχE +b
is an extremal function in (2.5) for every a ∈ R \ {0} and b ∈ R.
Remark 2.2 Inequality (2.5), with Cmv(Ω) = Kmv(Ω), holds in particular, for every function
u in the Sobolev space W 1,1(Ω), since the latter is contained in BV (Ω). For any such function
u, the total variation ‖Du‖(Ω) agrees with ‖∇u‖L1(Ω), where ∇u denotes the weak gradient of
u. The constant Cmv(Ω) continues to be optimal in W
1,1(Ω), since any function u ∈ BV (Ω) can
be approximated by a sequence of functions uk ∈W 1,1(Ω) in such a way that
u˜k = u˜ and limk→∞ ‖∇uk‖L1(Ω) = ‖Du‖(Ω).
The existence of the sequence {uk} follows, for instance, from [Gi, Theorem 1.17 and Remark
1.18]. Of course, the last part of the statement of Theorem 2.1 does not apply when dealing with
Sobolev functions, since characteristic functions of subsets of Ω are not weakly differentiable.
5Proof of Theorem 2.1. Let us begin by showing that
(2.8) Cmv(Ω) ≤ Kmv(Ω),
namely that
(2.9) ‖u˜−mvΩ(u)‖L1(∂Ω) ≤ Cmv(Ω)‖Du‖(Ω)
for u ∈ BV (Ω). Define u+ = u+|u|2 and u− = |u|−u2 , the positive and the negative parts of u.
Since u = u+ − u− and u˜ = u˜+ − u˜− ,
(2.10) ‖u˜−mvΩ(u)‖L1(∂Ω) ≤ ‖ u˜+ −mvΩ(u+)‖L1(∂Ω) + ‖ u˜− −mvΩ(u−)‖L1(∂Ω).
Moreover, by [Ma3, Corollary 9.1.2],
(2.11) ‖Du‖(Ω) = ‖D(u+)‖(Ω) + ‖D(u−)‖(Ω).
Thus, we may assume that u ≥ 0 in (2.8), in which case
(2.12) u˜(x) =
∫ ∞
0
χ{u˜≥t}(x) dt for Hn−1-a.e. x ∈ ∂Ω,
and
mvΩ(u) =
1
|Ω|
∫
Ω
u(x) dx =
1
|Ω|
∫
Ω
(∫ ∞
0
χ{u≥t}(x) dt
)
dx(2.13)
=
1
|Ω|
∫ ∞
0
(∫
Ω
χ{u≥t}(x) dx
)
dt =
1
|Ω|
∫ ∞
0
|{u ≥ t}| dt.
Hence, the following chain holds:
‖u˜−mvΩ(u)‖L1(∂Ω) =
∫
∂Ω
∣∣∣∣u˜(x)− 1|Ω|
∫
Ω
u(y) dy|
∣∣∣∣dHn−1(x)(2.14)
=
∫
∂Ω
∣∣∣∣ ∫ ∞
0
χ{u˜≥t}(x) dt−
1
|Ω|
∫ ∞
0
|{u ≥ t}|dt
∣∣∣∣dHn−1(x)
≤
∫
∂Ω
∫ ∞
0
∣∣∣∣χ{u˜≥t}(x)− 1|Ω|
∫ ∞
0
|{u ≥ t}|
∣∣∣∣dt dHn−1(x)
=
∫ ∞
0
∫
∂Ω
∣∣∣∣χ{u˜≥t}(x)− 1|Ω|
∫ ∞
0
|{u ≥ t}|
∣∣∣∣dHn−1(x) dt
=
1
|Ω|
∫ ∞
0
[Hn−1({u˜ ≥ t})(|Ω| − |{u ≥ t}|)
+ (Hn−1(∂Ω)−Hn−1({u˜ ≥ t}))|{u ≥ t}|] dt.
One has that,
(2.15) Hn−1({u˜ ≥ t}) = Hn−1(∂M{u ≥ t} ∩ ∂Ω) for a.e. t > 0
(see e.g. [Ci3, Equation (2.6)]). On the other hand, by (2.6),
(2.16) Hn−1(∂M{u ≥ t} ∩ ∂Ω)(|Ω| − |{u ≥ t}|) +Hn−1(∂Ω \ ∂M{u ≥ t})|{u ≥ t}|
≤ Kmv(Ω)|Ω|Hn−1(∂M{u ≥ t} ∩ Ω) for a.e. t > 0.
6From (2.14), (2.15) and (2.16) we infer that
‖u˜−mvΩ(u)‖L1(∂Ω) =
1
|Ω|
∫ ∞
0
[Hn−1(∂M{u ≥ t} ∩ ∂Ω)(|Ω| − |{u ≥ t}|)(2.17)
+ (Hn−1(∂Ω)−Hn−1(∂M{u ≥ t} ∩ ∂Ω))|{u ≥ t}|] dt
=
1
|Ω|
∫ ∞
0
[Hn−1(∂M{u ≥ t} ∩ ∂Ω)(|Ω| − |{u ≥ t}|)
+Hn−1(∂Ω \ ∂M{u ≥ t})|{u ≥ t}|] dt
≤ Kmv(Ω)
∫ ∞
0
Hn−1(∂M{u ≥ t} ∩ Ω) dt.
Finally, the coarea formula for BV -functions [Zi, Theorem 5.4.4] tells us that
(2.18)
∫ ∞
0
Hn−1(∂M{u ≥ t} ∩ Ω) dt = ‖Du‖(Ω).
Combining equations (2.17) and (2.18) yields inequality (2.8).
In order to prove the reverse inequality in (2.8), namely that
(2.19) Cmv(Ω) ≥ Kmv(Ω),
consider any set E ⊂ Ω of finite perimeter in Ω. Since, by (2.15), χ˜E = χ∂ME∩∂Ω outside a set
of Hn−1 measure zero on ∂Ω,
‖χ˜E −mvΩ(χE)‖L1(∂Ω) =
∫
∂Ω
∣∣∣χ∂ME∩∂Ω(x)− |E||Ω| ∣∣∣dHn−1(x)(2.20)
=
1
|Ω|
(|E|Hn−1(∂Ω \ ∂ME) + |Ω \ E|Hn−1(∂ME ∩ ∂Ω)).
On the other hand, by (2.1) and (2.2),
(2.21) ‖DχE‖(Ω) = Hn−1(∂ME ∩ Ω).
Hence, the choice of trial functions u of the form χE in inequality (2.5) tells us that
|E|Hn−1(∂Ω \ ∂ME) + |Ω \ E|Hn−1(∂ME ∩ ∂Ω) ≤ Cmv(Ω)|Ω|Hn−1(∂ME ∩ Ω)(2.22)
for every set E of finite perimeter in Ω, whence (2.19) follows.
Assume now that E is any set at which the supremum is attained in (2.6). Thus,
Kmv(Ω) = Cmv(Ω) ≥
‖χ˜E −mvΩ(χE)‖L1(∂Ω)
‖DχE‖(Ω)(2.23)
=
|E|Hn−1(∂Ω \ ∂ME) + |Ω \ E|Hn−1(∂ME ∩ ∂Ω)
|Ω|Hn−1(∂ME ∩ Ω) = Kmv(Ω).
Consequently, equality holds in the inequality in (2.23). This means that χE , and hence aχE + b
for every a 6= 0 and b ∈ R, is an extremal in (2.5). Conversely, assume that u is an extremal in
(2.5), i.e. u is nonconstant, and equality holds in (2.5). A close inspection of the proof of (2.8)
reveals that equality must hold in the inequality in (2.17), applied with u replaced with u+ and
u−. Hence, equality has to hold in (2.16), with u replaced with u+ and u−, for a.e. t ≥ 0. This
tells us that the sets {u± ≥ t} are extremals in (2.6) for a.e. t ∈ [0, esssupu±).
7We next take into account inequalities with medΩ normalization. Let us call Cmed(Ω) the
optimal constant in the inequality
(2.24) ‖u˜−medΩ(u)‖L1(∂Ω) ≤ Cmed(Ω)‖Du‖(Ω)
for u ∈ BV (Ω). The isoperimetric constant which now comes into play is defined as
(2.25) Kmed(Ω) = sup
E ⊂ Ω
|E| ≤ |Ω|/2
Hn−1(∂ME ∩ ∂Ω)
Hn−1(∂ME ∩ Ω) .
Theorem 2.3 Let Ω be an admissible domain in Rn, with n ≥ 2. Then
(2.26) Cmed(Ω) = Kmed(Ω).
Equality holds in (2.24) for some nonconstant function u if and only if the supremum is attained
in (2.25) for some set E. In particular, if E is an extremal in (2.25), then the function aχE + b
is an extremal in (2.24) for every a ∈ R \ {0} and b ∈ R.
Theorem 2.3 is a special case of a slightly more general result, which is the content of Theorem
2.4 below. Its statement involves the following definitions. Given σ ∈ (0, 1), set
(2.27) medΩ,σ(u) = inf{t ∈ R : |{u > t}| ≤ σ|Ω|},
and denote by Cmed(Ω, σ) the optimal constant in the trace inequality
(2.28) ‖u˜−medΩ,σ(u)‖L1(∂Ω) ≤ Cmed(Ω, σ)‖Du‖(Ω)
for u ∈ BV (Ω). Moreover, define
(2.29) Kmed(Ω, σ) = sup
E ⊂ Ω
|E| ≤ |σ|Ω|
Hn−1(∂ME ∩ ∂Ω)
Hn−1(∂ME ∩ Ω) .
Theorem 2.4 Let Ω be an admissible domain in Rn, with n ≥ 2, and let σ ∈ (0, 1). Set
ρ = max{σ, 1− σ}. Then
(2.30) Cmed(Ω, σ) = Kmed(Ω, ρ).
Equality holds in (2.28) for some nonconstant function u if and only if the supremum is attained
in (2.29) for some set E. In particular, if E is an extremal set in (2.29), then the function aχE+b
is an extremal in (2.28) for every a ∈ R \ {0} and b ∈ R.
Proof. We begin by proving that
(2.31) Cmed(Ω, σ) ≤ Kmed(Ω, ρ).
Inequality (2.31) will follow if we show that
(2.32) ‖u˜‖L1(∂Ω) ≤ Kmed(Ω)‖Du‖(Ω)
for every u ∈ BV (Ω) such that medΩ,σ(u) = 0. For any such u,
(2.33) |{x ∈ Ω : u±(x) ≥ t}| ≤ ρ|Ω| for t > 0.
8Furthermore,
(2.34) ‖u˜‖L1(∂Ω) ≤ ‖ u˜+ ‖L1(∂Ω) + ‖ u˜− ‖L1(∂Ω).
By (2.34) and (2.11), it suffices to prove inequality (2.32) in the case when u ≥ 0 and
(2.35) |{x ∈ Ω : u(x) ≥ t}| ≤ ρ|Ω| for t > 0.
Let u be any function in BV (Ω) satisfying these properties. Owing to (2.15),
‖u˜‖L1(∂Ω) =
∫
∂Ω
u˜(x) dHn−1(x) =
∫
∂Ω
∫ ∞
0
χ{u˜≥t}(x) dtdHn−1(x)(2.36)
=
∫ ∞
0
∫
∂Ω
χ{u˜≥t}(x)Hn−1(x) dt =
∫ ∞
0
Hn−1({u˜ ≥ t}) dt
=
∫ ∞
0
Hn−1(∂M{u ≥ t} ∩ ∂Ω) dt.
On the other hand, by (2.35) and (2.29),
(2.37) Hn−1(∂M{u ≥ t} ∩ ∂Ω) ≤ Kmed(Ω, ρ)Hn−1(∂M{u ≥ t} ∩ Ω) for a.e. t > 0.
Coupling (2.36) with (2.37) yields
(2.38) ‖u˜‖L1(∂Ω) ≤ Kmed(Ω, ρ)
∫ ∞
0
Hn−1(∂M{u ≥ t} ∩ Ω) dt.
Inequality (2.32) follows from (2.38) and (2.18).
We next prove that
(2.39) Cmed(Ω, σ) ≥ Kmed(Ω, ρ).
Let E ⊂ Ω be such that Hn−1(∂ME ∩Ω) <∞ and |E| ≤ ρ|Ω|. Then, either medΩ,σ(χE) = 0, or
medΩ,σ(−χE) = 0, according to whether σ ≥ 12 or σ ≤ 12 . Since ±χE ∈ BV (Ω), either u = χE
or u = −χE is an admissible trial function in (2.28). By (2.36),
(2.40) ‖±˜χE‖L1(∂Ω) = Hn−1(∂ME ∩ ∂Ω).
From (2.28), (2.40) and (2.21) we deduce that
(2.41) Hn−1(∂ME ∩ ∂Ω) ≤ Cmed(Ω, σ)Hn−1(∂ME ∩ Ω),
whence (2.39) follows.
Now, assume that E is any set with Hn−1(∂ME ∩ Ω) <∞ and |E| ≤ ρ|Ω|, at which equality is
attained in (2.29). In particular, either medΩ,σ(χE) = 0, or medΩ,σ(−χE) = 0. Thus, owing to
(2.40) and (2.21),
Kmed(Ω, ρ) = Cmed(Ω, σ) ≥ H
n−1(∂ME ∩ ∂Ω)
Hn−1(∂ME ∩ Ω) = Kmed(Ω, ρ).(2.42)
This shows that equality holds in the inequality in (2.42). Therefore, either χE , or −χE is an
extremal function in (2.28), and hence aχE + b is an extremal function for every a ∈ R\{0} and
b ∈ R.
Conversely, assume that equality holds in (2.28) for some function u ∈ BV (Ω). We may clearly
assume that medΩ,σ = 0. It is easily seen via an inspection of the proof of (2.28) that then
equality must hold in (2.37), with u replaced by u+ and u−, for a.e. t > 0. Hence, the sets
{u± ≥ t} are extremals in (2.29) for a.e. t ∈ [0, esssupu±).
9The constant given by (2.29) also enters in a trace inequality for functions subject to a
different normalization.
Theorem 2.5 Let Ω be an admissible domain in Rn, with n ≥ 2, and let σ ∈ (0, 1). Then
(2.43) ‖u˜‖L1(∂Ω) ≤ Kmed(Ω, σ)‖Du‖(Ω)
for every u ∈ BV (Ω) such that
|{u = 0}| ≥ σ|Ω|.
Equality holds in (2.43) for some function u which does not vanish identically if and only if
equality holds in (2.29) for some set E. In particular, if E is an extremal set in (2.29), then the
function aχE is an extremal in (2.43) for every a ∈ R \ {0}.
The proof of Theorem 2.5 is completely analogous to (and even simpler than) that of Theorem
2.4, and will be omitted.
Remark 2.6 Considerations as in Remark 2.2 hold in connection with Theorems 2.3, 2.4 and
2.5 as well. These results thus provide a geometric characterization of the optimal constant in
the pertaining trace inequalities also for functions from the Sobolev space W 1,1(Ω).
3 A trace inequality on Bn with mean value normalization
In the remaining part of this paper, the geometric characterizations of the sharp constants in the
Poincare´ trace inequalities provided by Theorems 2.1 and 2.4 are specialized to the case when
the ground domain Ω agrees with the ball Bn. Its peculiar geometry enables us to exhibit the
extremal subsets in the associated isoperimetric problems, and hence the extremal functions in
the relevant trace inequalities. In the light of Remarks 2.2 and 2.6, the resulting inequalities are
not only sharp in BV (Bn), but also in W 1,1(Bn).
This section is devoted to the problem of the optimal constant Cmv(Bn) in the mean value
inequality
(3.1) ‖u˜−mvBn(u)‖L1(∂Bn) ≤ Cmv(Bn)‖Du‖(Bn)
for u ∈ BV (Bn). Its solution reads as follows.
Theorem 3.1 Let n ≥ 2. Then
Cmv(Bn) =
nωn
2ωn−1
.
Equality holds in (3.1) if u agrees with the characteristic function of a half-ball.
Theorem 3.1 is a straightforward consequence of Theorem 2.1 and of Theorem 3.2 below.
Theorem 3.2 Let n ≥ 2. Then
(3.2) Kmv(Bn) =
nωn
2ωn−1
.
Half-balls are extremal sets for Kmv(Bn) (see Figure 1).
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Figure 1: Half-balls are extremal sets for Kmv(Bn)
Bn
E
Symmetrization, and other ad hoc geometric arguments, enable us to restrict the analysis of
possible extremal sets for Kmv(Bn) to a two-parameter family of subsets of Bn, which are the
complement in Bn of another ball B.
Specifically, let O and P be the centers of Bn and B, and, with reference to Figure 2 (for n = 2),
let Eϑ,ϕ = Bn \ B, where ϑ denotes the angle between the positive x1-half-axis and the radius
of Bn issued from a point M ∈ ∂Bn ∩ ∂B, and ϕ denotes the angle between the same half-axis
and the radius of B through M . The couple (ϑ, ϕ) belongs to the set
(3.3) Υ = {(ϑ, ϕ) : 0 < ϑ < pi, 0 ≤ ϕ < ϑ}.
The endpoint case when ϕ = 0 corresponds to the borderline situation when B is a half-space,
and hence Eϑ,0 is a spherical segment.
In fact, in the proof of Theorem 3.2, we shall only need to consider sets Eϑ,ϕ such that B * Bn,
and
Hn−1(∂MEϑ,ϕ ∩ ∂Bn) ≥ Hn−1(∂Bn \ ∂MEϑ,ϕ),
namely couples (ϑ, ϕ) from the set
(3.4) Θ = {(ϑ, ϕ) ∈ R2 : pi2 ≤ ϑ < pi, 0 ≤ ϕ < ϑ}.
Denote by r the radius of B, and observe that, if ϕ > 0, then
r =
sinϑ
sinϕ
.
Relevant geometric quantities associated with the set Eϑ,ϕ can be expressed in terms of the
functions Ψk and Φk defined, for k ∈ N ∪ {0}, by
(3.5) Ψk(t) =
∫ t
0
sink τ dτ,
11
Figure 2: The set Eϑ,ϕ
B
M Bn
Eϑ,ϕ
ϑϕ
OP x1
r
and
(3.6) Φk(t) =
∫ t
0
cosk τ dτ,
for t ∈ [0, pi]. The following equations are easily verified:
(3.7) Ψk(t) =
k − 1
k
Ψk−2(t)− 1
k
cos t sink−1 t,
(3.8) Φk(t) =
k − 1
k
Φk−2(t) +
1
k
cosk−1 t sin t,
for k ≥ 2 and t ∈ [0, pi].
Computations show that
Hn−1(∂MEϑ,ϕ ∩ ∂Bn) = (n− 1)ωn−1Ψn−2(ϑ),(3.9)
Hn−1(∂MEϑ,ϕ ∩ Bn) = (n− 1)ωn−1Ψn−2(ϕ)
( sinϑ
sinϕ
)n−1
,(3.10)
for (ϑ, ϕ) ∈ Υ, where ωn = |Bn|, namely ωn = pin/2Γ(1+n/2) . Moreover,
(3.11) |Eϑ,ϕ| = ωn−1
(
Ψn(ϑ)−Ψn(ϕ)
(
sinϑ
sinϕ
)n)
,
and
(3.12) |Bn \ Eϑ,ϕ| = ωn−1
(
Ψn(pi − ϑ) + Ψn(ϕ)
(
sinϑ
sinϕ
)n)
.
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Note that equations (3.9)–(3.12) also hold for ϕ = 0, which corresponds to the case when Eϑ,0
is the intersection of Bn with a half-space, provided that their right-hand sides are extended by
continuity.
The following equations will be used below without further mentioning:
(3.13) ωn = ωn−1Ψn(pi),
(3.14) nωn = (n− 1)ωn−1Ψn−2(pi),
(3.15) Ψk(pi)−Ψk(t) = Ψk(pi − t),
(3.16) Ψk(t)−Ψk(pi − ϑ) = 2Φk(t− pi2 )
for k ≥ 0 and t ∈ [0, pi].
Given a set E ⊂ Bn, let us denote by Qmv(E) the quotient appearing in (2.6) for Ω = Bn,
namely
(3.17) Qmv(E) = |E|H
n−1(∂Bn \ ∂ME) + |Bn \ E|Hn−1(∂ME ∩ ∂Bn)
|Bn|Hn−1(∂ME ∩ Bn) .
In particular, owing to (3.9)–(3.11),
(3.18) Qmv(Eϑ,ϕ) =
nω2n − 4(n− 1)ω2n−1Φn−2(ϑ− pi2 )
(
Φn(ϑ− pi2 )−Ψn(ϕ)
sinn ϑ
sinn ϕ
)
2(n− 1)ωn−1ωnΨn−2(ϕ) sin
n−1 ϑ
sinn−1 ϕ
for (ϑ, ϕ) ∈ Θ, where the expression on the right-hand side is extended by continuity for ϕ = 0.
The following technical lemma will be needed in our proof of Theorem 3.2.
Lemma 3.3 Let n ≥ 2, and let
Λ = {(t, s) ∈ R2 : 0 ≤ t < pi2 , 0 ≤ s < t+ pi2 }.
Define the function F : Λ→ R as
(3.19) F (t, s) = 1− 4n− 1
n
ω2n−1
ω2n
Φn−2(t)
(
Φn(t)−Ψn(s)cos
n t
sinn s
)
− (n− 1)Ψn−2(s)cos
n−1 t
sinn−1 s
for (t, s) ∈ Λ, where the right-hand side is extended by continuity for s = 0. Then
(3.20) F (t, s) ≤ F (0, 0) = 0 for (t, s) ∈ Λ ,
and the equality holds in the first inequality only if (t, s) = (0, 0). Hence, F attains its maximum
in Λ only at (0, 0).
Proof. Assume first that t = 0. One has that
F (0, s) = 1− (n− 1)Ψn−2(s)
sinn−1 s
, for s ∈ (0, pi2 ].
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If g : [0, pi2 ]→ R is the function defined by g(s) = sinn−1 s− (n− 1)Ψn−2(s) for s ∈ [0, pi2 ], then
g(0) = 0 and g′(s) < 0 for s ∈ (0, pi2 ]. Hence, inequality (3.20) follows for t = 0.
Next, fix any t ∈ (0, pi2 ). Equation (3.7), with k = n, ensures that
∂F
∂s
(t, s) = (n− 1)cos
n−1 t
sinn+1 t
[
sinn−1 s− (n− 1)Ψn−2(s) cos s
][
CnΦn−2(t) cos t− sin s
]
(3.21)
for s ∈ (0, t+ pi2 ), where
(3.22) Cn =
4ω2n−1
nω2n
.
It is easily seen that
sinn−1 s− (n− 1)Ψn−2(s) cos s > 0
for s ∈ (0, pi]. Thus, on setting
(3.23) fn(t) = CnΦn−2(t) cos t,
one has that ∂F∂s (t, s) = 0 if
(3.24) sin s = fn(t).
We claim that
(3.25) 0 < fn(t) < 1 for t ∈ (0, pi2 ).
The first inequality in (3.25) is trivial. The second inequality can be established by induction.
If n = 2, then f2(t) =
8
pi2
t cos t, and an elementary analysis of f ′2(t) ensures that
max
t∈(0, pi2 ]
f2(t) = max
t∈(0, pi3 ]
f2(t) ≤ 8
3pi
< 1.
If n = 3, then f3(t) =
3
4 sin t cos t, whence
f3(t) ≤ 3
4
< 1 for t ∈ (0, pi2 ).
Finally,
fn+2(t) = Cn+2Φn(t) cos t ≤ Cn+2Φn−2(t) cos t = n(n+ 2)
(n+ 1)2
fn(t) ≤ fn(t),
for every n ≥ 2, where the first inequality holds since Φn ≤ Φn−2. This completes the proof of
(3.25).
As a consequence of (3.25), equation (3.24) admits an unique solution st in (0,
pi
2 ], given by
(3.26) st = arcsin(CnΦn−2(t) cos t).
Moreover, CnΦn−2(t) cos t−sin s < 0, if st < s < min{pi−st, t+pi2 }, and CnΦn−2(t) cos t−sin s ≥ 0
otherwise. Hence,
sup
s∈(0,t+pi2 )
F (t, s) = max
{
F (t, st), lim
s→(t+pi2 )−
F (t, s)
}
.(3.27)
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Thus, inequality (3.20) will follow if we show that
lim
s→(t+pi2 )−
F (t, s) < 0(3.28)
and F (t, st) < 0, namely
Φn(t) sin st +
cosn t
sinn−1 st
(Ψn−2(st)−Ψn(st))− 1
n− 1 cos t > 0.(3.29)
As far as inequality (3.28) is concerned, note that
lim
s→(t+pi2 )−
F (t, s) = 1− 4n− 1
n
ω2n−1
ω2n
Φn−2(t)
(
Φn(t)−Ψn(t+ pi2 )
)− (n− 1)Ψn−2(t+ pi2 ) =
(3.30)
=
(
1 +
2(n− 1)ωn−1
nωn
Φn−2(t)
)(
1− nωn
2ωn−1
)
,
where the second equality holds thanks to the fact that
Ψn(t+
pi
2 ) = Ψn(
pi
2 ) + Φn(t) =
ωn
2ωn−1
+ Φn(t),
and
Ψn−2(t+ pi2 ) = Ψn−2(
pi
2 ) + Φn−2(t) =
nωn
2(n− 1)ωn−1 + Φn−2(t).
Observe that
(3.31) an =
nωn
ωn−1
> 2 for n ≥ 2.
Inequality (3.31) follows by induction, from the fact that a2 = pi > 2, a3 = 4 > 1 and
(3.32) an+2 =
n+ 1
n
an > an,
for n ≥ 2, inasmuch as
an+2
an
=
(n+2)ωn+2
ωn+1
nωn
ωn−1
=
n+ 2
n
Γ(1 + n2 )Γ(1 +
n+1
2 )
Γ(1 + n+22 )Γ(1 +
n−1
2 )
=
n+ 2
n
n+ 1
n+ 2
=
n+ 1
n
.(3.33)
Equation (3.28) is a consequence of (3.30) and (3.31).
Let us now focus on inequality (3.29). We begin by showing that
(3.34) Ψn−2(s)−Ψn(s) ≥ 1
n− 1 sin
n−1 s− 1
n+ 2
sinn+1 s for s ∈ [0, pi2 ].
To see this, define h : [0, pi2 ]→ R as
h(s) = Ψn−2(s)−Ψn(s)− 1
n− 1 sin
n−1 s+
1
n+ 2
sinn+1 s for s ∈ [0, pi2 ],
and notice that
h′(s) = h1(s) sinn−2 s cos s for s ∈ [0, pi2 ],
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where h1(s) = cos s−1+ n+1n+2 sin2 s. An analysis of the monotonicity properties of h1 tells us that
there exists s¯ ∈ (0, pi2 ) such that h(s) is increasing in [0, s¯] and decreasing in [s¯, pi2 ]. Therefore,
inequality (3.34) will follow if we show that
(3.35) Ψn−2(pi2 )−Ψn(pi2 )−
1
n− 1 +
1
n+ 2
> 0.
Since
Ψn(
pi
2 ) =
ωn
2ωn−1
and Ψn−2(pi2 ) =
nωn
2(n− 1)ωn−1 ,
on setting
bn =
(n+ 2)ωn
ωn−1
,
inequality (3.35) is equivalent to
(3.36) bn > 6 for n ≥ 2.
Inequality (3.36) trivially holds for n = 2, 3. Also,
bn+2 = (n+ 4)
ωn+2
ωn+1
= bn
(n+ 4)(n+ 1)
(n+ 2)2
> bn
for n ≥ 2. Hence, inequality (3.36) follows by induction. The proof of (3.34) is thereby complete.
On recalling (3.26) and (3.34), and making use of (3.8), in order to accomplish the prove of
inequality (3.29) it thus suffices to show that
(3.37)
n− 1
n
CnΦn−2(t)2−1− cos
n−1 t
n− 1 +CnΦn−2(t) cos
n−1 t
(
sin t
n
− Cn
n+ 2
Φn−2(t) cos2 t
)
> 0.
Assume first that n ≥ 3, and define the functions
kn(t) =
n− 1
n
CnΦn−2(t)2 − 1− cos
n−1 t
n− 1 ,(3.38)
κn(t) =
sin t
n
− Cn
n+ 2
Φn−2(t) cos2 t(3.39)
for t ∈ (0, pi2 ). Let us first take into account the function kn. If n = 3, then
(3.40) k3(t) = 0 for every t ∈ (0, pi2 ).
When n ≥ 4, one has that
k′n(t) =
(
2
n− 1
n
CnΦn−2(t)− sin t
)
cosn−2 t.
We claim that there exists t¯ ∈ (0, pi2 ) such that kn(t) is increasing in (0, t¯ ] and decreasing in
[t¯, pi2 ). Our claim follows from the fact that k
′
n(0) = 0 and
(3.41) 2
n− 1
n
CnΦn−2(pi2 ) < 1.
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The latter property is in turn a consequence of the equality
2
n− 1
n
CnΦn−2(pi2 ) =
4ωn−1
nωn
=
4
an
,
where an is the sequence defined by (3.31), owing to (3.32), and to the fact that a3 = 4 and
that a4 =
8
3pi > 4, by the first equality in (3.33). Altogether, since kn(0) = kn(
pi
2 ) = 0, we have
proved that, if n ≥ 4, then
(3.42) kn(t) > 0 for t ∈ (0, pi2 ).
Consider next the function κn. One has that
(3.43) κ′n(t) =
cos t
n
(
1− nCn
n+ 2
cosn−1 t+
2nCn
n+ 2
Φn−2(t) sin t
)
for t ∈ (0, pi2 ).
We claim that
(3.44)
n
n+ 2
Cn < 1 for n ≥ 2.
To verify inequality (3.44), observe that both the subsequence 2n2n+2C2n and the subsequence
2n+1
(2n+1)+2C2n+1 are increasing. This is a consequence of the inequality
n
n+2Cn <
n+2
n+4Cn+2, which
holds for every n ≥ 2 and follows from the fact that Γ(s + 1) = sΓ(s) for every s ∈ R. On the
other hand, Stirling’s formula implies that
n
n+ 2
Cn =
4ω2n−1
(n+ 2)ω2n
≤ lim
n
4ω2n−1
(n+ 2)ω2n
= pi2 < 1.
Combining these pieces of information yields inequality (3.44). Owing to this inequality, we infer
from (3.43) that κ′n(t) > 0 for t ∈ (0, pi2 ). Hence, since κn(0) = 0,
(3.45) κn(t) > 0 for t ∈ (0, pi2 ).
Coupling either (3.40) or (3.42), with (3.45) yields (3.37), and hence inequality (3.29) for n ≥ 3.
Let us finally consider the case when n = 2. Observe that, in this case, the left-hand side of
(3.37) equals
k˜ + C2Φ0(t)κ˜(t) cos t for t ∈ (0, pi2 ),
where we have set
k˜(t) = k2(t) +
16
pi4
t2 cos t =
4
pi4
t2(pi2 + 4 cos t)− 1 + cos t,(3.46)
κ˜(t) = κ2(t)− 2
pi2
t =
1
2
sin t− 2
pi2
t(1 + cos2 t).(3.47)
We claim that
m1(t) ≡ t− pi
2
2
√
1− cos t
pi2 + 4 cos t
> 0 for t ∈ (0, pi2 ),(3.48)
m2(t) ≡ sin t
1 + cos2 t
− 4
pi2
t > 0 for t ∈ (0, pi2 ).(3.49)
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Inequalities (3.48) and (3.49) imply k˜(t) > 0 and κ˜(t) > 0, and hence (3.37) follows, thus
establishing inequality (3.29) also for n = 2. It just remains to prove inequalities (3.48) and
(3.49). An analysis of monotonicity properties of the function m1(t) tells us that there exists
t˜ ∈ (0, pi2 ) such that m1(t) is increasing in (0, t˜ ] and decreasing in [t˜, pi2 ). Inequality (3.48) hence
follows, since m1(0
+) = m1(
pi
2
−) = 0.
As for (3.49), a study of the sign of m′′2(t) tells us that there exists tˆ ∈ (0, pi2 ) such that m2(t)
is convex in (0, tˆ ], and concave in [tˆ, pi2 ). This piece of information, combined with the fact that
m2(0
+) = 0, m′2(0+) =
pi2−8
2pi2
> 0 and m2(
pi
2
−) = pi−2pi > 0, yields (3.49).
Given a measurable set E ⊂ Bn, we denote by E] the spherical symmetral of E about the
half-axis X = {(x1, . . . , xn) : x1 ≥ 0, x2 = · · · = xn = 0}. The set E] is defined as the subset of
Bn such that the intersection of E] with any sphere S centered at 0 is a spherical cap, centered
at S ∩ X, such that Hn−1(E] ∩ S) = Hn−1(E ∩ S). In particular, E] is symmetric about the
x1-axis.
The very definition of spherical symmetrization, and the use of polar coordinates, ensure that
(3.50) |E| = |E]|
for every measurable subset E of Bn. The definition of spherical symmetrization again tells us
that
(3.51) Hn−1(∂E] ∩ ∂Bn) = Hn−1(∂E ∩ ∂Bn)
if E is a sufficiently regular subset of Bn. Moreover, a classical property of spherical symmetriza-
tion entails that it does not increase perimeter relative to Bn of regular subsets E of Bn; namely
(3.52) Hn−1(∂E] ∩ Bn) ≤ Hn−1(∂E ∩ Bn),
see e.g. [Ka]. In fact, equations (3.51) and (3.52) will be exploited when E is just the intersection
of Bn with a polyhedron. This will suffice for our purposes, since we shall make use of a result
from [Ma3, Lemma 9.4.1/3] which tells us that, given any measurable set E ⊂ Bn such that
Hn−1(∂ME) <∞, there exists a sequence of polyhedra {Pk} in Rn with the following properties.
Define Qk = Pk ∩ Bn for k ∈ N. Then
(3.53) lim
k→∞
χQk = χE
in L1(Bn),
(3.54) lim
k→∞
Hn−1(∂Qk ∩ Bn) = Hn−1(∂ME ∩ Bn),
and
(3.55) lim
k→∞
Hn−1(∂Qk ∩ ∂Bn) = Hn−1(∂ME ∩ ∂Bn).
Proof of Theorem 3.2. Let Qmv be the functional defined by (3.17). Since for any measurable
set E ⊂ Bn such that Hn−1(∂ME) < ∞ there exists a sequence of polyhedra {Pk} satisfying
(3.53)–(3.55), one has that
sup
E⊂Bn
Qmv(E) = sup
Q = P ∩ Bn
P is a polyhedron
Qmv(Q) ≤ sup
Q = P ∩ Bn
P is a polyhedron
Qmv(Q])(3.56)
≤ sup
E ⊂ Bn
E = E]
Qmv(E) ≤ sup
E⊂Bn
Qmv(E).
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Note that the first equality in (3.56) holds by (3.53)–(3.55), and the first inequality by (3.50)
and (3.51). Hence,
Kmv(Bn) = sup
E⊂Bn
Qmv(E) = sup
E ⊂ Bn
E = E]
Qmv(E).
Thus, we may limit ourselves to maximize Qmv(E) in the class of sets E such that E = E],
and hence, in particular, ∂ME ∩ ∂Bn is a spherical cap (or an empty set) on ∂Bn. Since the
functional Qmv(E) is invariant under replacements of E with Bn \ E, we may also assume that
Hn−1(∂ME ∩ ∂Bn) ≥ Hn−1(∂Bn \ ∂ME). Let us also observe that Qmv(E) cannot achieve its
maximum at any set E such that Hn−1(∂Bn \ ∂ME) = 0. Indeed, if this equality holds, then
Hn−1(∂ME ∩ Bn) = Hn−1(∂M (Bn \ E) ∩ Bn) = Hn−1(∂M (Bn \ E)), and hence
(3.57) Qmv(E) = |B
n \ E|Hn−1(∂Bn)
|Bn|Hn−1(∂M (Bn \ E)) ≤ 1 <
nωn
2ωn−1
.
Observe that the last inequality in (3.57) holds by (3.31). The first inequality is instead a
consequence of the fact that, by the standard isoperimetric theorem, the ratio |B
n\E|
Hn−1(∂M (Bn\E))
does not decrease if Bn\E is replaced with a ball of equal Lebesgue measure, and that it increases
if the ball is replaced with a larger ball. On the other hand, the rightmost side of (3.57) agrees
with the functional Qmv evaluated at a half-ball. Altogether,
(3.58) sup
E⊂Bn
Qmv(E) = sup
E∈E
Qmv(E) ,
where
(3.59) E = {E ⊂ Bn : E is measurable , E = E], Hn−1(∂ME ∩∂Bn) ≥ Hn−1(∂Bn \∂ME) > 0}.
Given t ∈ R, define the half-space
(3.60) Ht = {x ∈ Rn : x1 > t},
and set t¯ = sup{t ∈ R : Ht ⊃ ∂ME ∩ ∂Bn}. Then either |Ht¯ ∩ Bn| > |E|, or |Ht¯ ∩ Bn| ≤ |E|.
Assume first that |Ht¯ ∩ Bn| > |E|, and consider a ball B such that B ∩ ∂Bn = ∂Ht¯ ∩ ∂Bn and
|Bn \B| = |E|. Define
E˜ = (Bn\E) ∪ (B\Bn).
Clearly,
|E˜| = |B|,
and, by the isoperimetric property of the ball,
Hn−1(∂E˜) ≥ Hn−1(∂B).
On the other hand,
Hn−1(∂E˜) = Hn−1(∂B ∩ (Rn \ Bn)) +Hn−1(∂ME ∩ Bn),
and
Hn−1(∂B) = Hn−1(∂B ∩ (Rn \ Bn)) +Hn−1(∂B ∩ Bn).
Hence,
Hn−1(∂B ∩ Bn) ≤ Hn−1(∂ME ∩ Bn).
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On setting Ê = Bn\B, one has that |Ê| = |E| and
Qmv(E) ≤ Qmv(Ê).
Suppose next that |Ht¯∩Bn| ≤ |E|. Then the set Ê = Ht¯∩Bn satisfies the inequalities |Ê| ≤ |E|,
and Hn−1(∂E ∩ Bn) ≥ Hn−1(∂Ht¯ ∩ Bn) = Hn−1(∂Ê ∩ Bn), whence
Qmv(E) ≤ Qmv(Ê).
Altogether, we have shown that
(3.61) Kmv(Bn) = sup
E∈A
Qmv(E),
where A denotes the collection of those subsets E of Bn such that E is the complement in Bn
of either a ball, or of a half-space, with Hn−1(∂ME ∩ ∂Bn) ≥ Hn−1(∂Bn \ ∂ME) > 0.
In view of (3.61), in order to conclude our proof it remains to show that
(3.62) sup
E∈A
Qmv(E) ≤ nωn
2ωn−1
.
We may thus focus on the case when E = Eϑ,ϕ for some (ϑ, ϕ) ∈ Θ, where Θ is defined in (3.4).
In other words, we have to show that
(3.63) Qmv(Eϑ,ϕ) ≤ nωn
2ωn−1
, (ϑ, ϕ) ∈ Θ,
the equality being attained if (ϑ, ϕ) = (pi2 , 0), in which case Epi2 ,0
is a half-ball.
Owing to formula (3.18), the conclusion follows from Lemma 3.3.
4 A trace inequality on Bn with median normalization
Our concern in this section is to detect the extremal functions in the Poincare´ trace inequality
(4.1) ‖u˜−medBn,σ(u)‖L1(∂Bn) ≤ Cmed(Bn, σ)‖Du‖(Bn),
with optimal constant Cmed(Bn, σ), for u ∈ BV (Bn). Recall that medBn,σ(u) denotes the σ-
median of u, defined as in (2.27), which agrees with the usual median medBn(u) when σ =
1
2 .
This is the content of the following theorem.
Theorem 4.1 Let n ≥ 2 and let σ ∈ (0, 1). Set ρ = max{σ, 1 − σ}. Then equality holds in
(4.1) if u is the characteristic function of the half-moon shaped set Eϑρ,ϕρ as in Figure 2, where
(ϑρ, ϕρ) is the unique solution in the set Υ (defined by (3.3)) to the system
(4.2)

Ψn−2(ϕ)
Ψn−2(ϑ)
sinn ϑ
sinn ϕ
= 1− ρ(n− 1)Ψn−2(pi) cosϑ
(n− 1) cosϑΨn−2(ϑ)− sinn−1 ϑ
cosϕ
sinϕ
=
cosϑ
sinϑ
(
1− ρ(n− 1)Ψn−2(pi)
(n− 1) cos2 ϑΨn−2(ϑ)− sinn−1 ϑ cosϑ
)
.
Theorem 4.1 follows from Theorem 2.4, via the next result.
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Figure 3: A half-moon shaped extremal set for Kmed(Bn, σ)
Bn
E
Theorem 4.2 Let n ≥ 2 and let σ ∈ (0, 1). Then the set Eϑσ ,ϕσ , defined as in Theorem 4.1
with ρ replaced with σ, is extremal for Kmed(Bn, σ) (Figure 3).
Theorem 4.2 is in turn a straightforward consequence of Lemmas 4.3 and 4.4 below. The
former enables us to reduce the detection of extremals for Kmed(Bn, σ) to the class of sets of
the form Eϑ,ϕ with (ϑρ, ϕρ) ∈ Υ. The latter identifies Eϑσ ,ϕσ , with (ϑσ, ϕσ) solving (4.2) with ρ
replaced with σ, as the unique extremal for Kmed(Bn, σ) in this special class.
In what follows, we denote by Qmed(E) the functional of E that is maximized on the right-
hand side of (2.29), namely
(4.3) Qmed(E) = H
n−1(∂ME ∩ ∂Bn)
Hn−1(∂ME ∩ Bn) .
We also set
(4.4) B = {E ⊂ Bn : E = Bn \B,B is a ball or a half-spaceHn−1(∂Bn \ ∂ME) > 0}.
Lemma 4.3 Let n ≥ 2, and let σ ∈ (0, 1). Then,
(4.5) sup
|E|≤σ|Bn|
Qmed(E) = sup
E ∈ B
|E| = σ|Bn|
Qmed(E),
where B is defined by (4.4).
Proof. Given any measurable set E ⊂ Bn of finite perimeter in Bn, consider a sequence of
polyhedra {Pk} satisfying (3.53)–(3.55). Fix any k ∈ N. By properties (3.51) and (3.52) of
spherical symmetrization, for every ε > 0 and δ ∈ (0, 1 − σ), there exists k ∈ N such that, if
k ≥ k, then
(4.6) |Q]k| ≤ (1 + δ)|E| ,
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and
(4.7) Qmed(E) ≤
Hn−1(∂Q]k ∩ ∂Bn) + ε
Hn−1(∂Q]k ∩ Bn)− ε
.
Owing to the arbitrariness of ε, inequalities (4.6) and (4.7) imply that
(4.8) sup
|E|≤σ|Bn|
Qmed(E) ≤ sup
E = E]
|E| ≤ (σ + δ)|Bn|
Qmed(E).
We next show that, for every δ as above,
(4.9) sup
E = E]
|E| ≤ (σ + δ)|Bn|
Qmed(E) = sup
E ∈ B
|E| ≤ (σ + δ)|Bn|
Qmed(E).
An argument analogous to that in the proof of (3.57) tells us that, if E is any subset of Bn such
that Hn−1(∂Bn \ ∂ME) = 0, then
Qmed(E) = H
n−1(∂Bn)
Hn−1(∂(Bn \ E)) ≤ 1 <
nωn
2ωn−1
.
Moreover, the last expression agree with the functional Qmed evaluated at a half-ball in Bn. We
may thus assume that the sets E on the right-hand side of (4.9) fulfil the condition
(4.10) Hn−1(∂Bn \ ∂ME) > 0.
Let E be subset of Bn such that E = E], |E| ≤ (σ+ δ)|Bn| and (4.10) holds. Define t¯ = sup{t ∈
R : Ht ⊃ ∂ME ∩ ∂Bn}, where Ht stands for the half-space introduced in the proof of Theorem
3.2. Assume first that |Ht¯ ∩ Bn| > |E|. Consider a ball B̂ such that B̂ ∩ ∂Bn = ∂Ht¯ ∩ ∂Bn and
|Bn\B̂| = |E|. Set
E˜ = (Bn\E) ∪ (B̂\Bn).
Clearly,
|E˜| = |B̂|,
and, by the isoperimetric property of the ball,
Hn−1(∂E˜) ≥ Hn−1(∂B̂).
On the other hand,
Hn−1(∂E˜) = Hn−1(∂B̂ ∩ (Rn \ Bn)) +Hn−1(∂ME ∩ Bn),
and
Hn−1(∂B̂) = Hn−1(∂B̂ ∩ (Rn \ Bn)) +Hn−1(∂B̂ ∩ Bn).
Hence,
Hn−1(∂B̂ ∩ Bn) ≤ Hn−1(∂ME ∩ Bn).
Now, if we define Ê = Bn\B̂, then |Ê| = |E| and
(4.11) Qmed(E) ≤ Qmed(Ê).
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In the case when |Ht¯ ∩ B| ≤ |E|, the set Ê defined as Ê = Ht¯ ∩ Bn has the property that
|Ê| ≤ |E| and inequality (4.11) still holds. Altogether, equation (4.9) is established. From (4.8)
and (4.9) we deduce that
(4.12) sup
|E|≤σ|Bn|
Qmed(E) ≤ sup
E ∈ B
|E| ≤ (σ + δ)|Bn|
Qmed(E).
In order to accomplish the proof of (4.5), it remains to show that (4.12) continues to hold with
δ = 0. To verify this fact, choose δ = 1k , with k ∈ N, in (4.12), and denote by Ek a set from B
such that |Ek| ≤ σ + 1k and
(4.13) Qmed(Ek) ≥ sup
E ∈ B
|E| ≤ (σ + 1/k)|Bn|
Qmed(E)− 1
k
.
Thus,
(4.14) sup
|E|≤σ|Bn|
Qmed(E) ≤ Qmed(Ek) + 1
k
.
If there exist infinitely many values of k such that |Ek| ≤ σ, then (4.5) immediately follows from
(4.14). If, on the contrary, σ < |Ek| ≤ σ + 1k for all, but finitely many values of k, then there
exists a subsequence Ekj and a set E ∈ B such that Ekj → E, and |E| = σ, and (4.5) follows
also in this case.
Now, observe that, by (3.9) and (3.10),
(4.15) Qmed(Eϑ,ϕ) = Ψn−2(ϑ) sin
n−1 ϕ
Ψn−2(ϕ) sinn−1 ϑ
for (ϑ, ϕ) ∈ Υ,
where, as usual, the function on right-hand side is extended by continuity for ϕ = 0. Let us
denote by G : Υ→ [0,∞) this function, namely
(4.16) G(ϑ, ϕ) =
Ψn−2(ϑ) sinn−1 ϕ
Ψn−2(ϕ) sinn−1 ϑ
for (ϑ, ϕ) ∈ Υ.
Also, define, for σ ∈ (0, 1),
(4.17) Ξ(σ) = {(ϑ, ϕ) ∈ Υ : |Eϑ,ϕ| ≤ σ|Bn|}.
Lemma 4.4 Let n ≥ 2, and let σ ∈ (0, 1). Then system (4.2), with ρ replaced with σ, has a
unique solution (ϑσ, ϕσ) ∈ Υ, and
(4.18) max
(ϑ,ϕ)∈Ξ
Qmed(Eϑ,ϕ) = Qmed(Eϑσ ,ϕσ).
Proof. Let β ∈ (0, σ]. Equation (3.11) entails that
(4.19) |Eϑ,ϕ| = β|Bn|
if and only if
(4.20)
Ψn(ϑ)
sinn ϑ
− βΨn(pi)
sinn ϑ
− Ψn(ϕ)
sinn ϕ
= 0.
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In the borderline case when ϕ = 0, which corresponds to a set Eϑ,0 obtained as the intersection
of Bn with a half-space, one has that
(4.21) G(ϑ, 0) = (n− 1)Ψn−2(ϑ(β))
sinn−1 ϑ(β)
,
where ϑ(β) ∈ (0, pi) obeys
(4.22) Ψn(ϑ(β)) = βΨn(pi).
Observe that the function on the right-hand side of (4.21) is strictly increasing with respect to
ϑ(β), and the latter is a strictly increasing function of β. Hence the maximum of G(ϑ, 0) under
the constraint (4.19), with β ∈ (0, σ], is achieved for β = σ.
Similarly, the function G cannot attain its maximum at a couple (ϑ, ϕ) with ϕ > 0, unless
condition (4.19) is fulfilled with β = σ. This is verified on recalling the geometric meaning of
the function G. Indeed, assume, by contradiction, that G attains its maximum at some point
(ϑ, ϕ) with ϕ > 0. Then the corresponding set Eϑ,ϕ is the complement in Bn of some ball. Let
Ht be the half-space defined as in (3.60) for ∈ R, set Et = (E ∪Ht) ∩ Bn, and
t̂ = inf{t : Ht ∩B ⊂ Eϑ,ϕ}.
Then there exists t < t̂ such that still |Et| < σ|Bn|, but Qmed(Et) > Qmed(Eϑ,ϕ), inasmuch as
Hn−1(∂Et ∩ Bn) < Hn−1(∂Eϑ,ϕ ∩ Bn).
In view of the above consideration, the maximum on the left-hand side of (4.18) agrees with the
maximum of the function G on the set Υ under the constraint
(4.23)
Ψn(ϑ)
sinn ϑ
− σΨn(pi)
sinn ϑ
− Ψn(ϕ)
sinn ϕ
= 0.
Note that, if (ϑ, ϕ) fulfils equation (4.23), then ϑ ≥ ϑ(σ). Actually, if ϕ = 0, then ϑ = ϑ(σ). On
the other hand, in the case when ϕ > 0, one has that |Eϑ(σ),ϕ| < |Eϑ(σ),0| = σ|Bn|. Consequently,
ϑ > ϑ(σ), since (4.23) is equivalent to |Eϑ(σ),ϕ| = σ|Bn|. Equation (4.23) implicitly defines ϑ
as a function of ϕ. Indeed, using the notation ϑ(β) introduced in (4.22), both the function
ξσ : [ϑ(σ), pi)→ [0,∞), given by
(4.24) ξσ(ϑ) =
Ψn(ϑ)
sinn ϑ
− σΨn(pi)
sinn ϑ
for ϑ ∈ [ϑ(σ), pi),
and the function η : [0, pi)→ [0,∞), given by
(4.25) η(ϕ) =
Ψn(ϕ)
sinn ϕ
for ϕ ∈ [0, pi),
are bijective. Thus, on defining the (strictly increasing) function f : [0, pi)→ [ϑ(σ), pi) as
(4.26) f(ϕ) = ξ−1σ (η(ϕ)) for ϕ ∈ (0, pi),
equation (4.23) is equivalent to
(4.27) ϑ = f(ϕ).
Note that
(4.28) ϕ < f(ϕ),
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and hence (f(ϕ), ϕ) ∈ Ξ for ϕ ∈ [0, pi). Altogether, one has that
(4.29) sup
(ϑ,ϕ)∈Ξ
G(ϑ, ϕ) = sup
ϕ∈[0,pi)
G(f(ϕ), ϕ).
The set of critical points of the function (0, pi) 3 ϕ 7→ G(f(ϕ), ϕ) agrees with the set of the
solutions to the system
(4.30)

Ψn−2(ϕ)
sinn ϕ
=
Ψn−2(ϑ)
sinn ϑ
(n− 1) cosϑ(Ψn−2(ϑ)− σΨn−2(pi))− sinn−1 ϑ
(n− 1) cosϑΨn−2(ϑ)− sinn−1 ϑ
(n− 1)Ψn−2(ϕ)− cosϕ sinn−1 ϕ
sinn ϕ
=
(n− 1)(Ψn−2(ϑ)− σΨn−2(pi))− cosϑ sinn−1 ϑ
sinn ϑ
,
where ϑ and ϕ are related as in (4.27), and the second equation is obtained from (4.23), via
(3.7). On making use of the first equation in (4.30) to rewrite the second one, and defining the
function g : (0, pi)→ R as
g(ϑ) =
σ(n− 1)Ψn−2(pi)
(n− 1) cosϑΨn−2(ϑ)− sinn−1 ϑ
for ϑ ∈ (0, pi),
system (4.30) reads
(4.31)

Ψn−2(ϕ)
Ψn−2(ϑ)
sinn ϑ
sinn ϕ
= 1− g(ϑ)cosϑ
cosϕ
sinϕ
=
cosϑ
sinϑ
− g(ϑ)
sinϑ
.
System (4.31) agrees with (4.2), with ρ replaced by σ. Also,
(4.32) g(ϑ) < 0 for ϑ ∈ (0, pi).
Solving the first equation of (4.31) for g(ϑ), and plugging the resulting expression for g(ϑ) in
the second equation yield
(4.33) G(f(ϕ), ϕ) =
1
cos(f(ϕ)− ϕ) .
In conclusion, on defining F : (0, pi)→ R as
F (ϕ) = G(f(ϕ), ϕ)− 1
cos(f(ϕ)− ϕ) for ϕ ∈ (0, pi),
one has that
(4.34) {ϕ ∈ (0, pi) : ϕ is critical for G(f(ϕ), ϕ)} = {ϕ ∈ (0, pi) : F (ϕ) = 0}.
Computations show that
(4.35) f ′(ϕ)− 1 = n sin
n+1 ϑΨn(ϕ)
sinn ϕ[sinn+1 ϑ− n cosϑ(Ψn(ϑ)− σΨn(pi))]
(
cosϑ
sinϑ
− cosϕ
sinϕ
)
for ϕ ∈ (0, pi) and ϑ = f(ϕ). Owing to the second equation in (4.31) and to (4.32),(
cosϑ
sinϑ
− cosϕ
sinϕ
)
< 0.
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On the other hand,
sinn+1 ϑ− n cosϑ(Ψn(ϑ)− σΨn(pi)) > 0,
since the function on the left-hand side may only achieve a positive minimum. Hence, equation
(4.35) ensures that
(4.36) f ′(ϕ)− 1 < 0 for ϕ ∈ (0, pi).
Owing to (4.28), one has that 0 ≤ f(ϕ)− ϕ ≤ f(ϕ) ≤ pi for ϕ ∈ (0, pi). Therefore,
d
dϕ
(
1
cos(f(ϕ)− ϕ)
)
=
sin(f(ϕ)− ϕ)
cos2(f(ϕ)− ϕ)(f
′(ϕ)− 1) < 0
for ϕ ∈ (0, pi). On the other hand, since limϕ→0+ f(ϕ) = ϑ(σ),
lim
ϕ→0+
G(f(ϕ), ϕ) = (n− 1)Ψn−2(ϑ(σ))
sinn−1 ϑ(σ)
,
and hence
lim
ϕ→0+
F (ϕ) =
{
(n− 1)Ψn−2(ϑ(σ))
sinn−1 ϑ(σ) − 1cosϑ(σ) if σ 6= 12
−∞ if σ = 12 .
Next, limϕ→pi− f(ϕ) = pi. Hence, one can deduce that limϕ→pi− G(f(ϕ), ϕ) = (1 − σ)−
n−1
n , and
therefore
lim
ϕ→pi−
F (ϕ) =
(
1
1− σ
)n−1
n
− 1 > 0.
In conclusion, if σ ∈ (0, 12 ], then F is a continuously differentiable function on (0, pi), whose
derivative, by (4.34), is positive at every point where F vanishes. Moreover, limϕ→0+ F (ϕ) < 0,
since ϑ(σ) ∈ (0, pi2 ] and (4.32) holds, and limϕ→pi− F (ϕ) > 0.
If, instead, σ ∈ (12 , 1), then ϑ(σ) ∈ (pi2 , pi), and since f(0) = ϑ(σ) and f(pi)− pi = 0, there exists
a unique ϕ(σ) ∈ (0, pi) such that f(ϕ(σ)) − ϕ(σ) = pi2 . Thus, F is a continuously differentiable
function on ]0, pi[\{ϕ(σ)}, whose derivative is positive at every point where F vanishes, and such
that limϕ→0+ F (ϕ) > 0, limϕ→ϕ(σ)− F (ϕ) = +∞, limϕ→ϕ(σ)+ F (ϕ) = −∞, limϕ→pi− F (ϕ) > 0.
In both cases, the set {ϕ ∈ (0, pi) : F (ϕ) = 0} consists of exactly one point ϕσ ∈ (0, pi), whence,
by (4.34),
(4.37) {ϕ ∈ (0, pi) : ϕ is critical for G(f(ϕ), ϕ)} = {ϕσ}.
One can verify that the derivative of G(f(ϕ), ϕ) is positive in a right neighborhood of 0, and
negative in a left neighborhood of pi. Therefore, the critical point ϕσ for G(f(ϕ), ϕ) is its unique
maximum point. On setting ϑσ = f(ϕσ), we have thus established (4.18), where (ϑσ, ϕσ) is the
unique solution in Υ to system (4.2) with ρ replaced by σ. The proof is complete.
Remark 4.5 In the special case when n = 2 and σ = 1/2, the point ϕ1/2 satisfies the system
f(ϕ1/2) = 2ϕ1/2
ϕ1/2(1− 4 cos2 ϕ1/2) = 2 sinϕ1/2 cosϕ1/2(pi8 − sin2 ϕ1/2),
where f is defined as in (4.26). In particular, the first equation tells us that ϕ1/2 =
1
2ϑ1/2, and
hence it entails that the point P in Figure 2 belongs to ∂B2.
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