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Resumo
Neste trabalho estudamos existeˆncia e unicidade de soluc¸o˜es globais
do problema de valor inicial e de fronteira associado a uma equac¸a˜o de placas semi-
linear com efeitos de ine´rcia rotacional em um domı´nio exterior do Rn , n ≥ 2.
Consideramos os casos conservativo e dissipativo. Para o caso linear dissipativo
obtemos taxas polinomiais de decaimento no tempo para a energia e a norma L2
da soluc¸a˜o. As taxas melhoram com a regularidade dos dados iniciais. Para o caso
semilinear dissipativo e´ estudado primeiro a existeˆncia de soluc¸o˜es locais fracas.
Para dados iniciais mais regulares mostramos a existeˆncia global de soluc¸o˜es fortes
simultaneamente com o comportamento assinto´tico da energia.
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Abstract
In this work we study the existence and uniqueness of global solutions
of the initial boundary value problem associated to the semilinear plate equation
with rotational inertia effects in a exterior domain of Rn , n ≥ 2. We have considered
the dissipative and non dissipative cases. For the linear dissipative case we obtain
polynomial decay rates in time for the energy and the L2- norm of the solution. The
decay rates are improved if the initial data are more regular. For the semilinear
dissipative case we first show the existence of local weak solutions. The existence of
global strong solutions is obtained simultaneously with the asymptotic behavior of
the energy.
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Introduc¸a˜o
Nosso objetivo neste trabalho e´ estudar existeˆncia, unicidade e com-
portamento assinto´tico de soluc¸o˜es para o seguinte problema semilinear de valor
inicial e de fronteira dissipativo para a equac¸a˜o de placas com ine´rcia rotacional em
um domı´nio exterior de Rn, a saber:

utt(x, t)− γ 4 utt(x, t) +42u(x, t) + λut(x, t) + βu(x, t) = |u(x, t)|p x ∈ Ω, t ≥ 0
u(x, 0) = u0(x) x ∈ Ω
ut(x, 0) = u1(x) x ∈ Ω
u(x, t) =
∂u
∂η
(x, t) = 0, x ∈ ∂Ω, t ≥ 0
(1)
onde Ω e´ um domı´nio exterior, ou seja, Ω = Rn\O, n ≥ 2, sendo O um conjunto
compacto de Rn. Os coeficientes da equac¸a˜o sa˜o tais que β, λ ≥ 0 e γ > 0
constantes. No problema acima u = u(x, t) representa o deslocamento da placa no
ponto x e no instante de tempo t. O expoente p no termo na˜o linear e´ constante
e assumimos que 1 < p < n
n−2 se n > 2 e 1 < p se n = 2. A notac¸a˜o
∂u
∂η
(x, .)
denota o valor da derivada de u na direc¸a˜o da normal exterior unita´ria η no ponto
x ∈ ∂Ω. Os dados iniciais uo e u1 sa˜o escolhidos de modo que [u0, u1] ∈ (H3(Ω) ∩
H20 (Ω)) × H20 (Ω). O problema acima e´ um modelo opcional, para certos casos, do
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modelo para vibrac¸o˜es de placas finas dado pelo sistema completo de von Ka´rma´n
que tem sido estudado por muitos autores, como pode ser visto no trabalho de J.
Luyo [21] e suas refereˆncias. J. Luyo estudou a existeˆncia e unicidade de soluc¸o˜es
do sistema completo de von Ka´rman em um domı´nio exterior e no espac¸o todo, mas
na˜o o comportamento assinto´tico. De fato, Perla-Menzala e Zuazua [19] mostraram
que a equac¸a˜o de placas pode ser obtida como um limite singular do sistema de von
Ka´rma´n. Ale´m disso, L. Luyo [21] provou que o modelo de placas termoela´sticas e´
limite singular do sistema de von Ka´rma´n sob efeitos te´rmicos.
Neste trabalho mostramos estimativas de decaimento no tempo para
a energia total do sistema acima e para a norma L2 da soluc¸a˜o. As taxas obtidas sa˜o
polinomiais, embora a dissipac¸a˜o considerada seja linear. Isso e´ devido a natureza do
problema em um domı´nio exterior. Mesmo para o caso da equac¸a˜o da onda linear,
em um domı´nio exterior, as taxas que tem sido obtidas sa˜o polinomiais, como pode
ser visto em Nakao [16], Ikehata [9] [10] e suas refereˆncias.
Para estudar o problema acima, a ide´ia e´ estudar primeiro de maneira
completa o caso linear para depois estudar o caso semi-linear usando as estimativas
obtidas para o caso linear. Mesmo o caso linear e´ dividido em partes. Primeiro
estuda-se o problema com β > 0 e depois o caso β = 0. O trabalho e´ dividido em
cap´ıtulos. No cap´ıtulo 2 estudamos a existeˆncia e unicidade para o caso linear, via
teoria de semigrupos , usando ide´ias de J. Luyo [21]. No cap´ıtulo 3 e´ estudado o com-
portamento assinto´tico para os dois casos lineares mencionados acima. No cap´ıtulo
4 e´ estudado a existeˆncia, unicidade e o comportamento assinto´tico do caso semi-
linear. A existeˆncia local de soluc¸o˜es fracas para esse caso e´ obtida via teorema de
ponto fixo usando o semigrupo obtido no estudo do caso linear. A existeˆncia global
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e o decaimento, em taxas polinomiais no tempo, sa˜o obtidas, simultaˆneamente, por
argumentos ana´logos como em Ikehata [9] [10], Nakao [16].
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Cap´ıtulo 1
Resultados Ba´sicos
Neste cap´ıtulo apresentamos os principais conceitos e resultados que
sera˜o utilizados no decorrer deste trabalho. As demonstrac¸o˜es sa˜o omitidas por se
tratarem de resultados conhecidos, mas citamos refereˆncias onde tais resultados,
junto com suas demonstrac¸o˜es, podem ser encontrados.
Em todo este trabalho, o s´ımbolo Ω representara´ um subconjunto
aberto do espac¸o Rn, que eventualmente podera´ ser todo Rn.
1.1 Notac¸o˜es
1. K indica o corpo R ou C.
2. |α| = α1 + α2 + · · ·+ αn para α = (α1, · · · , αn) ∈ Nn, n ∈ N.
3. Dαu =
∂|α|u
∂xα11 ... ∂x
αn
n
, α = (α1, · · · , αn) ∈ Nn.
4. Se f : Ω ⊂ Rn −→ R e´ diferencia´vel, enta˜o o gradiente de f , que sera´ denotado
por ∇f , e´ definido como o vetor do Rn dado por ∇f =
(
∂f
∂x1
, . . . ,
∂f
∂xn
)
.
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5. Se x ∈ ∂Ω e u e´ diferencia´vel em x enta˜o ∂ u
∂ η
(x) = η(x).5 u(x) e´ a derivada
normal em x, sendo η(x) o vetor unita´rio exterior a Ω em x.
6. Se F(x) = (f1(x), . . . , fn(x)) e´ um campo vetorial de classe C
1, definimos o
divergente de F(x), denotado por divF, como divF = ∇ · F =
n∑
i=1
∂fi
∂xi
, onde
∇ e´ o operador definido como ∇ =
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xn
)
.
7. O laplaciano de uma func¸a˜o f e´ definido como div(∇f) = ∇ · ∇f =
n∑
i=1
∂2f
∂x2i
e e´ denotado por 4f .
Identidades u´teis
Se f, g sa˜o func¸o˜es escalares de classe C1(Ω), Ω ⊆ Rn, c e´ uma
constante real e F e G sa˜o campos vetoriais tambe´m de classe C1(Ω), enta˜o as
seguintes relac¸o˜es podem ser facilmente comprovadas.
1. ∇(f + g) = ∇f +∇g.
2. ∇(cf) = c∇f .
3. ∇(fg) = f∇g + g∇f .
4. div(F +G) = divF + divG.
5. div(fF ) = f divF +5f.F .
Observac¸a˜o: O ponto ”.”em x . y indica o produto interno em Rn do vetor x e
y.
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1.2 Distribuic¸o˜es
Seja u uma func¸a˜o nume´rica definida em Ω, u mensura´vel, e seja
(Ki)i∈I a famı´lia de todos os subconjuntos abertos Ki de Ω tais que u = 0 quase
sempre em Ki. Considera-se o subconjunto aberto K =
⋃
i∈I
Ki. Enta˜o
u = 0 quase sempre em K.
Como consequ¨eˆncia, define-se o suporte de u, que sera´ denotado por
supp u, como sendo o subconjunto fechado de Ω
supp (u) = Ω/K.
Definic¸a˜o 1.1 Representamos por C∞0 (Ω) o conjunto das func¸o˜es u : Ω −→ K,
cujas derivadas parciais de todas as ordens sa˜o cont´ınuas e cujo suporte e´ um con-
junto compacto de Ω. Os elementos de C∞0 (Ω) sa˜o chamados de func¸o˜es testes.
Naturalmente, C∞0 (Ω) e´ um espac¸o vetorial sobre K com as operac¸o˜es
usuais de soma de func¸o˜es e de multiplicac¸a˜o por escalar.
Noc¸a˜o de convergeˆncia em C∞0 (Ω)
Definic¸a˜o 1.2 Sejam {ϕk}k∈N uma sequ¨eˆncia em C∞0 (Ω) e ϕ ∈ C∞0 (Ω). Dizemos
que ϕk −→ ϕ se:
i) ∃ K ⊂ Ω, K compacto, tal que supp ϕk ⊂ K, para todo k ∈ N;
ii) Para cada α ∈ Nn, Dα ϕk(x) −→ Dα ϕ(x) uniformemente em x ∈ Ω.
Definic¸a˜o 1.3 O espac¸o vetorial C∞0 (Ω) com a noc¸a˜o de convergeˆncia definida
acima e´ denotado por D(Ω) e e´ chamado de espac¸o das func¸o˜es testes.
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Definic¸a˜o 1.4 Uma distribuic¸a˜o sobre Ω e´ um funcional linear definido em D(Ω)
e cont´ınuo em relac¸a˜o a noc¸a˜o de convergeˆncia definida em D(Ω). O conjunto de
todas as distribuic¸o˜es sobre Ω e´ denotado por D′(Ω).
Desse modo,
D′(Ω) = {T : D(Ω) −→ K; T e´ linear e cont´ınuo}.
Observamos que D′(Ω) e´ um espac¸o vetorial sobre K.
Se T ∈ D′(Ω) e ϕ ∈ D(Ω) denotaremos por < T, ϕ > o valor de
T aplicado ao elemento ϕ.
Noc¸a˜o de convergeˆncia em D′(Ω)
Definic¸a˜o 1.5 Dizemos que Tk −→ T em D′(Ω) se < Tk, ϕ >−→< T, ϕ >, para
toda ϕ ∈ D(Ω).
1.3 Espac¸os Lp(Ω)
Neste trabalho as integrais realizadas sobre Ω sa˜o no sentido de
Lebesgue, assim como a mensurabilidade das func¸o˜es envolvidas.
Definic¸a˜o 1.6 Sejam Ω um conjunto mensura´vel e 1 ≤ p ≤ ∞. Indicamos por
Lp(Ω) o conjunto das func¸o˜es mensura´veis f : Ω→ K tais que ‖f‖Lp(Ω) <∞ onde:
‖f‖Lp(Ω) =
∫
Ω
|f(x)|p dx
 1p , se 1 ≤ p <∞
e
‖f‖L∞(Ω) = sup essx∈Ω |f(x)| = inf{C ∈ R+ / med{x ∈ Ω / |f(x)| > C} = 0}
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= inf{C; |f | ≤ C quase sempre}.
Observac¸a˜o: As func¸o˜es ‖ . ‖Lp(Ω) : Lp(Ω) −→ R+, 1 ≤ p ≤ ∞, sa˜o normas.
Na verdade Lp(Ω) deve ser entendido como um conjunto de classes de
func¸o˜es onde duas func¸o˜es esta˜o na mesma classe se elas sa˜o iguais quase sempre em
Ω.
Os espac¸os Lp(Ω) , 1 ≤ p ≤ ∞ , sa˜o espac¸os de Banach, sendo L2(Ω)
um espac¸o de Hilbert com o produto interno usual da integral. Ale´m disso, para
1 < p <∞, Lp(Ω) e´ reflexivo.
Teorema 1.1 C∞0 (Ω) e´ denso em L
p(Ω), 1 ≤ p < +∞.
Teorema 1.2 (Interpolac¸a˜o dos espac¸os Lp(Ω)) Sejam 1 ≤ p < q ≤ ∞. Se
f ∈ Lp(Ω) ∩ Lq(Ω) enta˜o f ∈ Lr(Ω) para todo r ∈ [p, q]. Ale´m disso,
‖f‖Lr(Ω) ≤ ‖f‖αLp(Ω) ‖f‖1−αLq(Ω)
para todo α ∈ [0, 1] tal que 1
r
= α
1
p
+ (1− α)1
q
.
Espac¸os Lploc(Ω)
Definic¸a˜o 1.7 Sejam Ω um aberto do espac¸o Rn e 1 ≤ p < ∞. Indicamos por
Lploc(Ω) o conjunto das func¸o˜es mensura´veis f : Ω −→ R tais que fχK ∈ Lp(Ω),
para todo K compacto de Ω, onde χK e´ a func¸a˜o caracter´ıstica de K.
Observac¸a˜o: L1loc(Ω) e´ chamado o espac¸o das func¸o˜es localmente integra´veis.
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Para u ∈ L1loc(Ω) consideremos o funcional T = Tu : D(Ω) −→ K
definido por
< T, ϕ >=< Tu, ϕ >=
∫
Ω
u(x)ϕ(x) dx.
E´ fa´cil verificar que T define uma distribuic¸a˜o sobre Ω.
Lema 1.1 (Du Bois Reymond) Seja u ∈ L1loc(Ω). Enta˜o Tu = 0 se e somente
se u = 0 quase sempre em Ω.
A aplicac¸a˜o
L1loc(Ω) −→ D′(Ω)
u 7−→ Tu
e´ linear, cont´ınua e injetiva (devido ao Lema 1.1 ). Em decorreˆncia disso e´ comum
identificar a distribuic¸a˜o Tu com a func¸a˜o u ∈ L1loc(Ω). Nesse sentido tem-se que
L1loc(Ω) ⊂ D′(Ω). Como Lp(Ω) ⊂ L1loc(Ω) temos que toda func¸a˜o de Lp(Ω) define
uma distribuic¸a˜o sobre Ω, isto e´, toda func¸a˜o de Lp(Ω) pode ser vista como uma
distribuic¸a˜o.
Definic¸a˜o 1.8 Sejam T ∈ D′(Ω) e α ∈ Nn. A derivada de ordem α de T , denotada
por DαT , e´ definida por
< DαT, ϕ >= (−1)|α| < T, Dαϕ >, para toda ϕ ∈ D(Ω).
Com esta definic¸a˜o tem-se que se u ∈ Ck(Ω) enta˜o DαTu = TDαu, para
todo |α| ≤ k, onde Dαu indica a derivada cla´ssica de u. E, se T ∈ D′(Ω) enta˜o
DαT ∈ D′(Ω) para todo α ∈ Nn.
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1.4 Espac¸os de Sobolev
Os principais resultados desta sec¸a˜o podem ser encontrados em Adams
[1], Brezis [5], Kesavan [11] e Medeiros [14], [15].
Definic¸a˜o 1.9 Sejam m ∈ N e 1 ≤ p ≤ ∞. Indicaremos por Wm,p(Ω) o conjunto
de todas as func¸o˜es u de Lp(Ω) tais que para todo |α| 6 m, Dαu pertence a Lp(Ω),
sendo Dαu a derivada distribucional de u. Wm,p(Ω) e´ chamado de Espac¸o de Sobolev
de ordem m relativo ao espac¸o Lp(Ω).
Resumidamente,
Wm,p(Ω) = {u ∈ Lp(Ω);Dαu ∈ Lp(Ω), |α| 6 m} .
Norma em Wm,p(Ω)
Para cada u ∈ Wm,p(Ω) tem-se que
‖u‖m,p =
∑
|α|6m
‖Dαu‖pLp(Ω)
 1p =
∑
|α|6m
∫
Ω
|(Dαu)(x)|p dx
 1p , 1 ≤ p <∞
e
‖u‖m,∞ =
∑
|α|6m
‖Dαu‖L∞(Ω), p =∞
define uma norma sobre Wm,p(Ω).
Observac¸o˜es
1. (Wm,p(Ω), ‖ · ‖m,p) e´ um espac¸o de Banach.
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2. Quando p = 2, o espac¸o de Sobolev Wm,2(Ω) torna-se um espac¸o de Hilbert
com produto interno dado por
(u, v) =
∑
|α|6m
(Dαu,Dαv)L2(Ω) u, v ∈ Wm,2(Ω).
3. Denota-se Wm,2(Ω) por Hm(Ω).
4. Hm(Ω) e´ reflexivo e separa´vel.
O Espac¸o Wm,p0 (Ω)
Definic¸a˜o 1.10 Definimos o espac¸o Wm,p0 (Ω) como sendo o fecho de C
∞
0 (Ω) em
Wm,p(Ω).
Observac¸o˜es
1. Quando p = 2, escreve-se Hm0 (Ω) em lugar de W
m,p
0 (Ω).
2. Se Wm,p0 (Ω) = W
m,p(Ω), o complemento de Ω em Rn possui medida de
Lebesgue igual a zero.
3. Vale que Wm,p0 (Rn) =Wm,p(Rn).
O Espac¸o W−m,q(Ω)
Definic¸a˜o 1.11 Suponha 1 6 p <∞ e q > 1 tal que 1
p
+
1
q
= 1. Representa-se por
W−m,q(Ω) o dual topolo´gico de Wm,p0 (Ω).
O dual topolo´gico de Hm0 (Ω) representa-se por H
−m(Ω).
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Os espac¸os Hs(Rn), s ∈ R
Definic¸a˜o 1.12 Uma func¸a˜o f definida em Rn e´ dita ser rapidamente decrescente
no infinito, se e´ infinitamente diferencia´vel e
pk(f) = sup
|α|≤k
sup
x∈Rn
(1 + |x|2)k|(Dαf)(x)| <∞, ∀ k ∈ N.
Denotamos por S(Rn) o espac¸o das func¸o˜es rapidamente decrescentes
no infinito.
Considere o espac¸o vetorial S(Rn), no qual definimos a seguinte noc¸a˜o
de convergeˆncia: uma sucessa˜o {fν}ν∈N de func¸o˜es de S(Rn) converge para zero,
quando para todo k ∈ N a sucessa˜o {pk(fν)}ν∈N converge para zero em K. A
sucessa˜o {fν}ν∈N converge para f em S(Rn) se {pk(fν − f)}ν∈N converge para zero
em K para todo k ∈ N.
As formas lineares definidas em S(Rn), cont´ınuas no sentido da con-
vergeˆncia definida em S(Rn) sa˜o denominadas distribuic¸o˜es temperadas. O espac¸o
vetorial de todas as distribuic¸o˜es temperadas com a convergeˆncia pontual de sucesso˜es
sera´ representado por S
′
(Rn).
Definic¸a˜o 1.13 Se f ∈ S(Rn) ou f ∈ L1(Rn), enta˜o denotamos por Ff a Trans-
formada de Fourier de f dada por
(Ff)(x) =
{
1
2pi
}n
2
∫
Rn
e−i(x.y) f(y) dy.
Definic¸a˜o 1.14 Seja u ∈ L2(Rn), uν = uXBν(0) onde XBν(0) e´ a func¸a˜o carac-
ter´ıstica da bola de raio ν e centro na origem, e Fuν , ν = 1, 2, ..., as func¸o˜es
(Fuν)(x) =
{
1
2pi
}n
2
∫
‖y‖≤ν
e−i(x.y) uν(y) dy
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para todo x no Rn. Mostra-se que Fuν ∈ L2(Rn) e que {Fuν}ν∈N e´ uma sucessa˜o de
Cauchy no espac¸o de Hilbert L2(Rn). O limite em L2(Rn) da sucessa˜o {Fuν}ν∈N e´
denotado por Fu
Proposic¸a˜o 1.1 (Identidade de Plancherel) Para toda func¸a˜o u ∈ L2(Rn) tem-
se que
‖u‖L2(Rn) = ‖Fu‖L2(Rn).
Proposic¸a˜o 1.2 O espac¸o Hm(Rn), m ∈ N coincide com o conjunto
{u ∈ S ′(Rn); JmFu ∈ L2(Rn)}
onde Jm e´ a func¸a˜o dada por Jm(x) = (1 + ‖x‖2)m2 , x ∈ Rn.
Ale´m disso, a func¸a˜o ‖| . ‖|m : Hm(Rn) −→ R+ definida por
‖|u‖|m = ‖JmFu‖L2(Rn)
e´ uma norma equivalente a` norma de Sobolev.
A partir dessa proposic¸a˜o se define:
Definic¸a˜o 1.15 Para s ∈ R+, indicaremos por Hs(Rn) o conjunto
{u ∈ S ′(Rn); JsFu ∈ L2(Rn)}
onde Js(x) = (1 + ‖x‖2) s2 , x ∈ Rn.
Proposic¸a˜o 1.3 Hs(Rn) e´ um espac¸o de Hilbert com o produto interno dado por:
(u, v)Hs(Rn) = (JsFu, JsFv)L2(Rn).
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Os espac¸os Hs(Ω), s ∈ R
Definic¸a˜o 1.16 Um aberto Ω do Rn e´ dito ser bem regular se a fronteira de Ω e´
uma variedade C∞ de dimensa˜o n − 1 e Ω estando localmente de um mesmo lado
da fronteira.
Observac¸a˜o: Seja R > 0. O interior de um c´ırculo de raio R em R2 e´ um exemplo
de aberto bem regular. Ja´ o interior de um quadrado de lado R em R2 e´ um conjunto
aberto, pore´m, na˜o um aberto bem regular.
Definic¸a˜o 1.17 Sejam s ≥ 0 e Ω um conjunto aberto limitado bem regular. O
espac¸o de Sobolev Hs(Ω) e´ definido por
Hs(Ω) = {u = v|Ω; v ∈ Hs(Rn)}
onde v|Ω indica a restric¸a˜o de v ao aberto Ω.
Para cada u ∈ Hs(Ω) tem-se que
‖u‖Hs(Ω) = inf{‖v‖Hs(Rn); v ∈ Hs(Rn) e v |Ω = u}
define uma norma em Hs(Ω).
Observac¸o˜es
1. H0(Ω) = L2(Ω).
2. Hs(Ω), s > 0, e´ um espac¸o de Hilbert.
3. Hs(Ω) coincide com o espac¸o usual de Sobolev Hm(Ω), definido anteriormente,
se s = m ∈ N e se ∂Ω for regular. Tal resultado e´ provado usando a teoria do
prolongamento (ver Adams [1], Kesavan [11] e Medeiros [14]).
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4. Hs0(Ω) e´ definido como sendo o fecho de C
∞
0 (Ω) em H
s(Ω). Ale´m disso,
Hs0(Rn) = Hs(Rn).
5. H−s(Ω) e´ definido como sendo o dual de Hs0(Ω), s > 0.
Os espac¸os Hs(Γ), s ∈ R
Seja Ω um aberto limitado bem regular do Rn.
Definic¸a˜o 1.18 Seja Ω¯ o fecho de Ω em Rn. Denotaremos por D(Ω¯) o seguinte
conjunto:
D(Ω¯) = {ϕ|Ω¯; ϕ ∈ D(Rn)}.
Observac¸a˜o: D(Ω¯) e´ denso em Hs(Ω), s ≥ 0.
Definic¸a˜o 1.19 Denotaremos por D(Γ) o seguinte conjunto:
D(Γ) = {u : Γ −→ K; u ∈ C∞(Γ) e tem suporte compacto em Γ}
onde Γ denota a fronteira de Ω, isto e´, Γ = ∂Ω.
Seja u : Ω¯ −→ K. Enta˜o γ0u = u|Γ esta´ bem definida como uma
func¸a˜o de Γ em K. Com isto tem-se que se u ∈ D(Ω¯) enta˜o γ0u ∈ D(Γ).
Definic¸a˜o 1.20 Um sistema de cartas locais para Ω e´ uma famı´lia (ϕi, Ui)i∈I tal
que Ui e´ um aberto limitado e,
i) para todo i ∈ I:
ϕi : U¯i −→ Q¯,
onde Q = {(x1, ..., xn) ∈ Rn; 0 < xi < 1, i = 1, ..., n − 1 e −1 < xn < 1} e´
um difeomorfismo de classe C∞ tal que
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 ϕi(Ui ∩ Ω) = Q+ = {(x1, ..., xn) ∈ Rn; 0 < xi < 1, i = 1, ..., n};
 ϕi(U i ∩ ∂Ω) = Γ0 = {(x1, ..., xn) ∈ Rn; 0 ≤ xi ≤ 1, i = 1, ..., n − 1 e
xn = 0};
 ϕi(∂(Ui ∩ Ω)) = ∂Q+.
ii) ∂Ω ⊂ U =
⋃
i∈I
Ui;
iii) Se Ui ∩ Uj 6= ∅ e se Wi = ϕi(Ui ∩ Uj) e Wj = ϕj(Ui ∩ Uj) enta˜o
ϕj(ϕ
−1
i ) : Wi −→ Wj e ϕi(ϕ−1j ) : Wj −→ Wi sa˜o de classe C∞.
Agora, sejam (ψ1, U1), · · · , (ψN , UN) um sistema de cartas locais e
σ1, · · · , σN func¸o˜es testes do Rn tais que
N∑
i=1
σi(x) = 1 para todo x ∈ Γ = ∂Ω e
supp σi ⊂ Ui (tais func¸o˜es existem pois Ω e´ um aberto limitado bem regular).
Para uma func¸a˜o w definida em Γ = ∂Ω sejam wj : Rn−1 −→ K,
j = 1, 2, · · · , N func¸o˜es definidas por:
wj(x
′
) =

(σjw)(ψ
−1
j (x
′
, 0)), se x
′ ∈ Ω0 = (0, 1)n−1.
0, se x
′ ∈ Rn−1\Ω0
Definic¸a˜o 1.21 Denotaremos por Hs(Γ) o conjunto das func¸o˜es w : Γ −→ K tal
que wj ∈ Hs(Rn−1), j = 1, · · · , N , onde wj sa˜o definidas acima. Isto e´,
Hs(Γ) = {w : Γ −→ K; wj ∈ Hs(Rn−1), j = 1, · · · , N}.
Observac¸o˜es
1. Para u, v ∈ Hs(Γ), a func¸a˜o
(u, v)Hs(Γ) =
N∑
j=1
(uj, vj)Hs(Rn−1)
define um produto interno sobre Hs(Γ).
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2. Hs(Γ) e´ um espac¸o de Hilbert.
3. D(Γ) e´ denso em Hs(Γ).
Proposic¸a˜o 1.4 A aplicac¸a˜o
γ0 : D(Ω¯) −→ H 12 (Γ)
definida por γ0u = u|Γ, e´ cont´ınua na topologia de H1(Ω), isto e´, existe uma cons-
tante positiva C tal que
‖γ0u‖H 12 (Γ) ≤ C‖u‖H1(Ω).
Como D(Ω¯) e´ denso em Hs(Ω), em particular em H1(Ω), segue da
proposic¸a˜o acima que existe uma aplicac¸a˜o, que continuaremos denotando por γ0,
de H1(Ω) em H
1
2 (Γ) linear e cont´ınua que estende γ0, isto e´, tal que γ0u = u|Γ para
toda u ∈ D(Ω¯). Esta aplicac¸a˜o γ0 : H1(Ω) −→ H 12 (Γ) e´ chamada de func¸a˜o trac¸o e
seu valor em um dado u ∈ H1(Ω) e´ chamado o trac¸o de u sobre Γ.
Teorema 1.3 (Teorema do trac¸o) Seja Ω um conjunto aberto limitado bem re-
gular do Rn . A func¸a˜o trac¸o
γ0 : H
1(Ω) −→ H 12 (Γ)
e´ sobrejetiva e Ker(γ0) = H
1
0 (Ω).
Observac¸a˜o: Quando dizemos que u ∈ H10 (Ω) anula na fronteira de Ω, isto e´, que
u = 0 sobre Γ = ∂Ω, na verdade significa que γ0u = 0 sobre Γ.
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1.5 Imerso˜es de Sobolev
Teorema 1.4 (Teorema de Sobolev) Sejam m ≥ 1 e 1 ≤ p <∞.
i) Se
1
p
− m
n
> 0 enta˜o Wm,p(Ω) ⊂ Lq(Ω), 1
q
=
1
p
− m
n
;
ii) Se
1
p
− m
n
= 0 enta˜o Wm,p(Ω) ⊂ Lq(Ω), q ∈ [p,∞);
iii) Se
1
p
− m
n
< 0 enta˜o Wm,p(Ω) ⊂ L∞(Ω)
sendo as imerso˜es acima cont´ınuas.
1.6 Desigualdades importantes
Desigualdade de Ho¨lder
Sejam f ∈ Lp(Ω) e g ∈ Lq(Ω) com 1 < p < ∞ e 1
p
+
1
q
= 1 ou
q = 1 e p =∞ ou q =∞ e p = 1. Enta˜o fg ∈ L1(Ω) e∫
Ω
|fg| 6 ‖f‖Lp(Ω)‖g‖Lq(Ω).
Desigualdade de Young
Se a > 0 e b > 0 e 1 < p, q <∞ com 1
p
+
1
q
= 1 enta˜o ab 6 1
p
ap+
1
q
bq.
1.7 Teorema da divergeˆncia e fo´rmula de Green
Valem as seguintes fo´rmulas para um aberto limitado Ω bem regular:
i. ∫
Ω
(divF)(x) dx =
∫
Γ
F(x) · η(x) dΓ, F ∈ [H1(Ω)]n .
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ii. ∫
Ω
v(x)4u(x) dx = −
∫
Ω
∇v(x) · ∇u(x) dx, v ∈ H10 (Ω), u ∈ H2(Ω)
iii. ∫
Ω
v(x)4 u(x) dx =
∫
Ω
4v(x)u(x) dx, v ∈ H20 (Ω), u ∈ H2(Ω)
onde Ω e´ um aberto limitado do Rn com fronteira de classe C2 e η(x) denota a
normal exterior unita´ria no ponto x ∈ ∂Ω. A func¸a˜o F integrada sobre ∂Ω e´ no
sentido da func¸a˜o trac¸o, isto e´,
∫
Γ
F(x) · η(x) dΓ significa
∫
Γ
(γ0F)(x) · η(x) dΓ.
1.8 Teorema do valor me´dio para integrais
Teorema 1.5 Seja f : [a, b] −→ R uma func¸a˜o cont´ınua no intervalo [a,b]. Enta˜o,
existe um nu´mero c ∈ (a, b) tal que
∫ b
a
f(s) ds = f(c)(b− a).
1.9 Operadores el´ıpticos
Definic¸a˜o 1.22 Um operador diferencial de ordem 2m, m ∈ N da forma
Lu =
∑
|α|≤m
Cα(x)D
2αu, x ∈ Ω
e´ chamado de operador el´ıptico se existe uma constante C > 0 tal que
∑
|α|≤m
Cα(x)ξ
2α ≥ C|ξ|2m
para todo ξ ∈ Rn e para todo x ∈ Ω.
19
Teorema 1.6 (Teorema de regularidade el´ıptica) Sejam L um operador dife-
rencial el´ıptico de ordem 2m, m ∈ N, definido em um aberto Ω do Rn e u ∈ D′(Ω) .
Se u e´ soluc¸a˜o de Lu = f , no sentido das distribuic¸o˜es, com f ∈ L2(Ω) enta˜o
u ∈ H2m(Ω).
A demonstrac¸a˜o desse teorema pode ser encontrada em Agmon-Douglis-
Nirenberg [2] (ver tambe´m Perla Menzala [18]).
1.10 Teorema da aplicac¸a˜o aberta
Definic¸a˜o 1.23 Seja X e Y espac¸os me´tricos. Enta˜o T : D(T ) −→ Y com domı´nio
D(T ) ⊂ X e´ dito uma aplicac¸a˜o aberta, se para todo conjunto aberto de D(T ) a
imagem e´ um conjunto aberto de Y .
Teorema 1.7 (Aplicac¸a˜o aberta) Um operador linear limitado T de um espac¸o
de Banach X em outro espac¸o de Banach Y e´ uma aplicac¸a˜o aberta. Em particular,
se T e´ bijetiva, T−1 e´ cont´ınua.
A demonstrac¸a˜o do teorema da aplicac¸a˜o aberta pode ser encontrada
em Kreyszig [12]
1.11 Forma bilinear e Teorema de Lax-Milgram
Definic¸a˜o 1.24 Seja H um espac¸o de Hilbert real. Um funcional B : H×H −→ R
e´ chamado uma forma bilinear se B(., y) e´ linear para cada y ∈ H e B(x, .) e´ linear
para cada x ∈ H.
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B e´ chamado de limitado (cont´ınuo) se existe uma constante K tal
que
|B(x, y)| ≤ K‖x‖ ‖y‖, ∀ x, y ∈ H.
B e´ chamado coercivo se existe uma constante δ > 0 tal que
B(x, x) ≥ δ‖x‖2, ∀ x ∈ H.
Teorema 1.8 (Lax-Milgram) Seja B uma forma bilinear, limitada e coerciva so-
bre um espac¸o de Hilbert H. Enta˜o para cada funcional linear cont´ınuo F em H,
existe um u´nico u ∈ H tal que
B(x, u) = F (x), ∀ x ∈ H.
As definic¸o˜es e a demonstrac¸a˜o do Teorema de Lax-Milgram podem
ser encontradas em Brezis [5].
1.12 Semigrupos de operadores lineares
Para a teoria de semigrupos de operadores lineares citamos como re-
fereˆncias Alvercio [7], Brezis [5] e Pazy [17].
Definic¸a˜o 1.25 Seja X um espac¸o de Banach e L(X) a a´lgebra dos operadores
lineares limitados de X. Diz-se que uma aplicac¸a˜o S : R+ −→ L(X) e´ um semigrupo
de operadores lineares limitados de X se:
I- S(0) = I, onde I e´ o operador identidade de L(X);
II- S(t+ s) = S(t)S(s), ∀ t, s ∈ R+.
Diz-se que o semigrupo S e´ de classe C0 se
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III- lim
t−→0+
‖(S(t)− I)x‖ = 0, ∀ x ∈ X.
Proposic¸a˜o 1.5 Todo semigrupo de classe C0 e´ fortemente cont´ınuo em R+, isto
e´, se t ∈ R+ enta˜o
lim
s−→t
S(s)x = S(t)x, ∀ x ∈ X.
Definic¸a˜o 1.26 Se ‖S(t)‖ ≤ 1, ∀ t ≥ 0, S e´ dito semigrupo de contrac¸o˜es de
classe C0.
Definic¸a˜o 1.27 O operador A : D(A) −→ X definido por
D(A) =
{
x ∈ X | lim
h−→0+
S(h)− I
h
x existe
}
e
A(x) = lim
h−→0+
S(h)− I
h
x, ∀ x ∈ D(A)
e´ dito gerador infinitesimal do semigrupo S.
Proposic¸a˜o 1.6 O gerador infinitesimal de um semigrupo de classe C0 e´ um ope-
rador linear e fechado e seu domı´nio e´ um subespac¸o vetorial denso em X.
Proposic¸a˜o 1.7 Seja S um semigrupo de classe C0 e A o gerador infinitesimal de
S. Se x ∈ D(A), enta˜o S(t)x ∈ D(A) ∀ t ≥ 0 e
d
dt
S(t)x = AS(t)x = S(t)Ax.
Definic¸a˜o 1.28 Seja S um semigrupo de classe C0 e A seu gerador infinitesimal.
Ponhamos A0 = I, A1 = A e, supondo que Ak−1 esteja definido, vamos definir Ak
pondo
D(Ak) = {x | x ∈ D(Ak−1) e Ak−1x ∈ D(A)}
Akx = A(Ak−1x), ∀ x ∈ D(Ak).
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Proposic¸a˜o 1.8 Seja S um semigrupo de classe C0 e A seu gerador infinitesimal.
Enta˜o:
I- D(Ak) e´ um subespac¸o de X e Ak e´ um operador linear de X;
II- Se x ∈ D(Ak) enta˜o S(t)x ∈ D(Ak) t ≥ 0 e
dk
dtk
S(t)x = Ak S(t)x = S(t)Ak x, ∀ k ∈ N;
III-
⋂
k
D(Ak) e´ denso em X.
Lema 1.2 Seja A um operador linear fechado de X. Pondo, para cada x ∈ D(Ak),
|x|k =
k∑
j=0
‖Ajx‖ (1.1)
o funcional |.|k e´ uma norma em D(Ak) munido da qual D(Ak) e´ um espac¸o de
Banach.
Definic¸a˜o 1.29 A norma (1.1) e´ dita norma do gra´fico. O espac¸o de Banach que
se obte´m munindo D(Ak) da norma (1.1) sera´ representado por [D(Ak)].
Teorema Lumer-Phillips
Definic¸a˜o 1.30 Seja A operador linear de X. O conjunto dos λ ∈ C para os quais
o operador linear λI −A e´ invers´ıvel e seu inverso e´ limitado e tem domı´nio denso
em X, e´ dito conjunto resolvente de A e e´ representado por ρ(A).
O operador linear (λI −A)−1, representado por R(λ,A), e´ dito resol-
vente de A.
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Seja X um espac¸o de Banach, X∗ o dual de X e 〈 . , . 〉 a dualidade
entre X e X∗. Ponhamos, para cada x ∈ X,
J(x) = {x∗ ∈ X∗|〈x, x∗〉 = ‖x‖2 = ‖x∗‖2}.
Pelo Teorema de Hahn-Banach, J(x) 6= Ø ∀ x ∈ X. Uma aplicac¸a˜o
dualidade e´ uma aplicac¸a˜o j : X −→ X∗ tal que j(x) ∈ J(x), ∀ x ∈ X.
Imediatamente se veˆ que ‖j(x)‖ = ‖x‖.
Definic¸a˜o 1.31 Diz-se que o operador linear A : X −→ X e´ dissipativo se, para
alguma aplicac¸a˜o dualidade, j,
Re〈Ax, j(x)〉 ≤ 0 ∀x ∈ D(A).
Teorema 1.9 (Lumer-Phillips) Se A e´ o gerador infinitesimal de um semigrupo
de contrac¸o˜es de classe C0 enta˜o:
i- A e´ dissipativo;
ii- R(λ− A) = X, λ > 0 (R(λ− A) = imagem de λ− A ≡ λI − A).
Reciprocamente, se
i- D(A) e´ denso em X;
ii- A e´ dissipativo;
iii- R(λ0 − A) = X, para algum λ0 > 0,
enta˜o A e´ o gerador infinitesimal de um semigrupo de contrac¸o˜es de classe C0.
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Cap´ıtulo 2
Equac¸a˜o Linear de Placas -
Existeˆncia e Unicidade
Neste cap´ıtulo, mostramos atrave´s da teoria de semigrupos, a
existeˆncia e unicidade de soluc¸o˜es fracas, para o seguinte problema de Cauchy asso-
ciado a uma equac¸a˜o de placas com ine´rcia rotacional em um domı´nio exterior:

vtt(x, t)− γ 4 vtt(x, t) +42v(x, t) + λvt(x, t) + βv(x, t) = 0 em Ω× (0,∞)
v(x, 0) = v0(x) x ∈ Ω
vt(x, 0) = v1(x) x ∈ Ω
v(x, t) =
∂v
∂η
(x, t) = 0 x ∈ ∂Ω, t ≥ 0
(2.1)
onde Ω e´ o domı´nio exterior, ou seja, Ω = Rn\O, n ≥ 2, sendo O um conjunto
compacto de Rn, [v0, v1] ∈ (H3(Ω)∩H20 (Ω))×H20 (Ω), β, λ ≥ 0 e γ > 0 constantes.
A func¸a˜o v = v(x, t) descreve o deslocamento transversal da placa. O termo λvt(x, t),
se λ > 0, representa uma dissipac¸a˜o friccional na placa. Assim, se λ > 0, o sistema
(2.1) e´ dissipativo.
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Finalmente, dizemos que neste trabalho o produto interno em L2(Ω)
sera´ indicado por ( . ) e a norma em L2(Ω) por ‖ . ‖.
2.1 Equac¸a˜o linear na˜o dissipativa com β > 0
Nesta sec¸a˜o, mostramos a existeˆncia e unicidade de soluc¸o˜es fracas,
do problema de valor inicial e de fronteira (2.1), com λ = 0 e β > 0, de modo que o
problema (2.1) na˜o tem uma natureza dissipativa.
Agora, queremos definir um operador A com domı´nio em H20 (Ω).
Definimos seu domı´nio como sendo o subespac¸o de H20 (Ω) dado por:
D(A) = {v ∈ H20 (Ω) / ∃ y = yv ∈ H10 (Ω),
(4v,4ψ) + β(v, ψ) = (y, ψ) + γ(5y,5ψ), ∀ ψ ∈ H20 (Ω)}
Da definic¸a˜o de D(A) e´ natural definir o operador A, como:
A : D(A) −→ H10 (Ω)
Av = yv, v ∈ D(A)
Mostraremos no lema 2.1 que A esta´ bem definido.
Teorema 2.1 Seja n ≥ 2. Para [v0, v1] ∈ (H3(Ω) ∩ H20 (Ω)) × H20 (Ω), o problema
(2.1) com λ = 0 e β > 0 admite uma u´nica soluc¸a˜o fraca v, tal que
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω)) ,
(vtt(t), ψ) + γ(5vtt(t),5ψ) + (4v(t),4ψ) + β(v(t), ψ) = 0, ∀ t > 0
v(x, 0) = v0(x) e vt(x, 0) = v1(x) x em Ω
(2.2)
para cada ψ ∈ H20 (Ω).
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Demonstrac¸a˜o:
Fazemos a demonstrac¸a˜o usando teoria de semigrupos e seguindo ide´ias
de Luyo [21] e nos lemas a seguir.
As ide´ias da prova sa˜o as seguintes.
Definir o operador:
B : D(B) = D(A)×H20 (Ω) ⊂ H20 (Ω)×H10 (Ω) −→ H20 (Ω)×H10 (Ω)
por
B[v, w] = [w,−Av], [v, w] ∈ D(B)
onde A e´ o operador definido acima.
O trabalho sera´ mostrar que B gera um semigrupo de contrac¸o˜es de
classe C0. Feito isso, o problema

d
dt
Z(t) = BZ(t), ∀ t > 0
Z(0) = Z0 = [v0, v1] ∈ D(B)
(2.3)
pela teoria de semigrupos (A. Gomes [7]), tem u´nica soluc¸a˜o Z(t) = [v(t), w(t)] na
classe
Z ∈ C([0,∞); [D(B)]) ∩ C1([0,∞);H20 (Ω)×H10 (Ω)) (2.4)
onde [D(B)] representa o espac¸o D(B) munido da norma do gra´fico.
Ale´m disso, como sera´ mostrado no lema 2.2,
‖v‖H3(Ω) ≤ C ‖Av‖H1(Ω), ∀ v ∈ D(A) onde C ∈ R+. (2.5)
Assim, pela definic¸a˜o de B
[vt(t), wt(t)] = [w(t),−Av(t)], t ≥ 0
27
Isto e´:

w(t) = vt(t), ∀ t > 0
−Av(t) = wt(t) = vtt(t), ∀ t > 0.
Enta˜o, disso resulta de (2.4) e (2.5) que
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω))
e ale´m disso, da definic¸a˜o de A tem-se que ∀ ψ ∈ H20 (Ω)
(4v,4ψ) + β(v, ψ) = (Av, ψ) + γ(5(Av),5ψ) = (−vtt, ψ) + γ(5(−vtt),5ψ).
Isto e´,
(vtt, ψ) + γ(5vtt,5ψ) + (4v,4ψ) + β(v, ψ) = 0, ∀ ψ ∈ H20 (Ω)
e tambe´m [v(0), vt(0)] = Z0 = [v0, v1].
Portanto, a primeira componente v(t) de Z(t) e´ a soluc¸a˜o do problema
(2.2).
Lema 2.1 Para qualquer v ∈ H20 (Ω) existe no ma´ximo um y = yv ∈ H10 (Ω) tal que
(4v,4ψ) + β(v, ψ) = (y, ψ) + γ(5y,5ψ), ∀ ψ ∈ H20 (Ω). (2.6)
Prova:
Se y1, y2 ∈ H10 (Ω) satisfazem a relac¸a˜o (2.6), tem-se
(y1, ψ) + γ(5y1,5ψ) = (y2, ψ) + γ(5y2,5ψ), ∀ψ ∈ H20 (Ω).
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Isto e´,
(y1 − y2, ψ) + γ(5(y1 − y2),5ψ) = 0, ∀ ψ ∈ H20 (Ω).
Seja y := y1 − y2 . Pela densidade de H20 (Ω) em H10 (Ω), existe
{ψν}ν∈N ∈ H20 (Ω) tal que lim
ν−→∞
ψν = y em H
1
0 (Ω). Assim,
‖ψν − y‖ ≤ ‖ψν − y‖H1(Ω) −→ 0, se ν −→∞. (2.7)
Em particular
‖ψν‖ −→ ‖y‖, se ν −→∞. (2.8)
Mas, por (2.7) tem-se
‖ψν − y‖2 = ‖y‖2 − 2(y, ψν) + ‖ψν‖2 −→ 0, se ν −→∞. (2.9)
Logo, usando (2.8) e (2.9) conclui-se que
lim
ν−→∞
(y, ψν) = ‖y‖2, em R.
Analogamente,
lim
ν−→∞
(5y,5ψν) = ‖ 5 y‖2, em R.
Assim, como
(y, ψν) + γ(5y,5ψν) = 0, ∀ ν ∈ N
obte´m-se por passagem ao limite que
‖y‖2 + γ‖ 5 y‖2 = 0.
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Isso implica que
‖y‖2 = 0.
Logo
y1 = y2
e portanto o lema esta´ provado.

Observac¸a˜o 2.1 Como v ≡ 0 ∈ D(A), segue do lema 2.1 que A esta´ bem definido.
Lema 2.2 D(A) ⊆ H3(Ω) e ∃ C > 0 tal que ‖v‖H3(Ω) ≤ C‖Av‖H1(Ω), ∀ v ∈
D(A).
Prova:
Dado v ∈ D(A) pela definic¸a˜o de D(A), ∃ y ∈ H10 (Ω) tal que
(4v,4ψ) + β(v, ψ) = (y, ψ) + γ(5y,5ψ), ∀ ψ ∈ H20 (Ω). (2.10)
Seja F : H10 (Ω) −→ R dado por
〈F, ψ〉 = (y, ψ) + γ(5y,5ψ), ψ ∈ H10 (Ω).
E´ claro que F e´ linear e bem definido.
Tambe´m F e´ cont´ınuo. De fato,
|〈F, ψ〉| ≤ |(y, ψ)|+ γ|(5y,5ψ)| ≤ ‖y‖ ‖ψ‖+ γ‖ 5 y‖ ‖ 5 ψ‖ ≤
(‖y‖+ γ‖ 5 y‖) ‖ψ‖H1(Ω), ∀ ψ ∈ H10 (Ω).
Assim, F ∈ H−1(Ω).
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Enta˜o o problema variacional (2.10) toma a seguinte forma:
(4v,4ψ) + β(v, ψ) = 〈F, ψ〉, ∀ ψ ∈ H20 (Ω). (2.11)
Do fato que F ∈ H−1(Ω), da teoria de interpolac¸a˜o, segue do problema
variacional (2.11) que v ∈ H3(Ω) e
‖v‖H3(Ω) ≤ C‖F‖H−1(Ω). (2.12)
Assim, D(A) ⊂ H3(Ω).
Agora, como F ∈ H−1(Ω) esta´ definido em termos de y ∈ H10 (Ω) por:
〈F, ψ〉H−1(Ω),H1(Ω) = (y, ψ) + γ(5y,5ψ), ψ ∈ H10 (Ω).
Enta˜o,
‖F‖H−1(Ω) = sup
η 6=0
〈F, η〉H−1(Ω),H1(Ω)
‖η‖H1(Ω) ≤ supη 6=0
‖y‖ ‖η‖+ γ‖ 5 y‖ ‖ 5 η‖
‖η‖H1(Ω) ≤ C‖y‖H
1(Ω).
Logo de (2.12) tem-se que
‖v‖H3(Ω) ≤ C‖y‖H1(Ω), ∀ v ∈ D(A).
Como Av = y (definic¸a˜o de A) resulta que a estimativa do lema esta´
tambe´m provada.

Lema 2.3 H3(Ω) ∩ H20 (Ω) ⊆ D(A), ou seja, dado v ∈ H3(Ω) ∩ H20 (Ω) podemos
encontrar y ∈ H10 (Ω) tal que
(4v,4ψ) + β(v, ψ) = (y, ψ) + γ(5y,5ψ), ∀ ψ ∈ H20 (Ω). (2.13)
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Prova:
Vamos provar que dado v ∈ H3(Ω) ∩H20 (Ω), ∃ y ∈ H10 (Ω) tal que,
−(5(4v),5ψ) + β(v, ψ) = (y, ψ) + γ(5y,5ψ), ∀ ψ ∈ H10 (Ω).
Seja v ∈ H3(Ω) ∩H20 (Ω) e F : H10 (Ω) −→ R dado por:
〈F, ψ〉 = −(5(4v),5ψ) + β(v, ψ), ∀ ψ ∈ H10 (Ω).
Enta˜o F esta´ bem definido, e´ linear pois v ∈ H3(Ω). Ale´m disso, F e´
cont´ınuo pois
|〈F, ψ〉| ≤ |(5(4v),5ψ)|+ β|(v, ψ)| ≤ ‖ 5 (4v)‖ ‖ 5 ψ‖+ β‖v‖ ‖ψ‖ ≤
(‖ 5 (4v)‖ + β‖v‖) ‖ψ‖H1(Ω) ≤ (1 + β)‖v‖H3(Ω) ‖ψ‖H1(Ω), ∀ ψ ∈ H10 (Ω).
Assim F ∈ H−1(Ω).
Seja a : H10 (Ω)×H10 (Ω) −→ R, tal que
a(ϕ, ψ) = (ϕ, ψ) + γ(5ϕ,5ψ), ∀ ψ, ϕ ∈ H10 (Ω).
Enta˜o a( . , . ) bem definida e
i) a( . , . ) e´ bilinear;
ii) a( . , . ) e´ coerciva:
a(ϕ, ϕ) = ‖ϕ‖2 + γ‖ 5 ϕ‖2 ≥ min{1, γ} ‖ϕ‖2H1(Ω), ∀ ϕ ∈ H10 (Ω).
iii) a( . , . ) e´ cont´ınua:
|a(ϕ, ψ)| ≤ |(ϕ, ψ)|+ γ|(5ϕ,5ψ)| ≤ ‖ϕ‖ ‖ψ‖+ γ‖ 5 ϕ‖ ‖ 5 ψ‖
≤ √2max{1, γ} ‖ϕ‖H1(Ω)‖ψ‖H1(Ω), ∀ ϕ, ψ ∈ H10 (Ω).
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Logo, o problema variacional
a(y, ψ) = 〈F, ψ〉, ∀ ψ ∈ H10 (Ω) (2.14)
tem, pelo Teorema de Lax-Milgram, uma u´nica soluc¸a˜o y ∈ H10 (Ω).
Em particular (2.14) vale para cada ψ ∈ D(Ω), isto e´, existe u´nico
y ∈ H10 (Ω) tal que
(y, ψ) + γ(5y,5ψ) = −(5(4v),5ψ) + β(v, ψ), ∀ ψ ∈ D(Ω). (2.15)
Mas, se ψ ∈ D(Ω) tem-se
−(5(4v),5ψ) = (4v,4ψ).
Substituindo em (2.15) e usando a densidade de D(Ω) em H20 (Ω) segue
que (2.13) e´ va´lido.
Logo, pela definic¸a˜o de A tem-se que v ∈ D(A), isto e´, H3(Ω) ∩
H20 (Ω) ⊂ D(A).

Agora, consideramos o operador B definido no espac¸o H20 (Ω)×H10 (Ω),
cujo domı´nio e´ dado por
D(B) = {(v, w) ∈ D(A)×H20 (Ω)}
e e´ calculado por
B[v, w] = [w,−Av] , ∀ (v, w) ∈ D(B) (2.16)
sendo A o operador introduzido no in´ıcio desta sec¸a˜o.
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Lema 2.4 Se µ ∈ ρ(B) e |µ− λ| < 1‖R(µ,B)‖ enta˜o λ ∈ ρ(B), a se´rie
∞∑
n=0
(µ− λ)n R(µ,B)n+1
converge e
R(λ,B) =
∞∑
n=0
(µ− λ)n R(µ,B)n+1
A demonstrac¸a˜o deste lema pode ser encontrado em (A. Gomes [7])
Lema 2.5 Seja B um operador linear com domı´nio denso D(B) em um espac¸o de
Hilbert H. Se B e´ dissipativo, sobrejetivo e 0 ∈ ρ(B), o conjunto resolvente de B,
enta˜o B e´ o gerador infinitesimal de um semigrupo C0 de contrac¸o˜es em H.
Prova:
Vamos mostrar primeiramente que B e´ fechado.
Seja {xν}ν∈N uma sucessa˜o em D(B) tal que
xν −→ x em H
Bxν −→ y em H.
Por hipo´tese, tem-se que B−1 e´ cont´ınuo e definido em todo H. Assim:
B−1Bxν = xν −→ B−1y em H.
Pela unicidade do limite x = B−1y. Logo x ∈ D(B) e Bx = y.
Portanto B e´ fechado.
Seja λ tal que 0 < λ < ‖B−1‖−1, pelo lema 2.4 tem-se que λ ∈ ρ(B).
Sendo B fechado, R(λ,B) e´ igualmente fechado, logo R(λ,B) e´ um operador linear
limitado e fechado em um conjunto denso em H. Seu domı´nio e´, pois, H.
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Portanto, segue do Teorema de Lumer-Phillips que B e´ o gerador de
um semigrupo C0 de contrac¸o˜es sobre H.

Observac¸a˜o 2.2 Para um operador A definido em um espac¸o de Hilbert, a dissi-
patividade e´ equivalente a que (Ax, x) ≤ 0, ∀ x ∈ D(A).
Lema 2.6 H20 (Ω) munido da norma
‖v‖20 = ‖v‖2 + ‖ 4 v‖2, v ∈ H20 (Ω)
e´ um espac¸o de Hilbert.
Prova:
Seja {vν}ν∈N uma sequ¨eˆncia de Cauchy em (H20 (Ω), ‖ . ‖0). Logo {vν}ν∈N
e {4vν}ν∈N sa˜o sequ¨eˆncias de Cauchy em L2(Ω).
Agora definimos v˜ν a extensa˜o de vν ao Rn por:
v˜ν =

vν em Ω
0 em Rn\Ω
Como vν ∈ H20 (Ω) segue que v˜ν ∈ H2(Rn) e 4v˜ = 4˜v.
Assim, {v˜ν}ν∈N e {4v˜ν}ν∈N sa˜o sequ¨eˆncias de Cauchy em L2(Rn).
Seja J2(x) = (1 + |x|2), x ∈ Rn.
E´ sabido que a func¸a˜o
‖|u ‖| = ‖J2 Fu ‖L2(Rn), u ∈ H2(Rn)
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e´ uma norma equivalente a norma usual de Sobolev em H2(Rn), onde Fu e´ a trans-
formada de Fourier da func¸a˜o u.
Sendo F linear e F (Dαu)(x) = [i|α| xα11 x
α2
2 ... x
αn
n ]Fu(x) , com α =
(α1, α2, ..., αn) ∈ Nn, tem-se
F (4u)(x) = −|x|2Fu(x), u ∈ H2(Rn).
Assim,
‖F(4v˜ν) ‖L2(Rn) = ‖ | . |2 Fv˜ν ‖L2(Rn), ∀ ν ∈ N.
Enta˜o pela equivaleˆncia das normas, existe C > 0 tal que
‖v˜ν‖H2(Rn) ≤ C‖J2 Fv˜ν ‖L2(Rn) = C‖ (1 + | . |2)Fv˜ν ‖L2(Rn) ≤ C{ ‖Fv˜ν‖L2(Rn)+
‖ | . |2 Fv˜ν ‖L2(Rn) } = C{ ‖Fv˜ν‖L2(Rn) + ‖F(4v˜ν)‖L2(Rn) }, ∀ ν ∈ N.
Usando a identidade de Plancherel, obte´m-se que
‖v˜ν‖H2(Rn) ≤ C{ ‖v˜ν‖L2(Rn) + ‖ 4 v˜ν‖L2(Rn) }, ∀ ν ∈ N.
Assim, {v˜ν}ν∈N e´ uma sequ¨eˆncia de Cauchy em H2(Rn), pois como
mencionado anteriormente, {v˜ν}ν∈N e {4v˜ν}ν∈N sa˜o de Cauchy em L2(Rn).
Enta˜o existe v˜ ∈ H2(Rn) tal que v˜ν −→ v˜ forte em H2(Rn).
Tem-se que
∫
Ω
|Dαv˜ν(x)−Dαv˜(x)|2 dx ≤
∫
Rn
|Dαv˜ν(x)−Dαv˜(x)|2 dx, ∀ |α| ≤ 2.
Enta˜o, conclui-se que
Dαv˜ν |Ω −→ Dαv˜|Ω em L2(Ω), ∀ |α| ≤ 2.
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Seja v = v˜|Ω a restric¸a˜o de v˜ a Ω. Enta˜o vale que
Dαvν −→ Dαv em L2(Ω), ∀ |α| ≤ 2
onde v = v˜|Ω.
Portanto, vν −→ v em H2(Ω), com vν ∈ H20 (Ω), ∀ ν ∈ N. Como
H20 (Ω) e´ fechado, resulta que v ∈ H20 (Ω). Mas, naturalmente que ‖ . ‖0 ≤ ‖ . ‖H2(Ω).
Assim vν −→ v em (H20 (Ω), ‖ . ‖0).

Lema 2.7 Em H20 (Ω) as normas ‖ . ‖H2(Ω) e ‖ . ‖0, sa˜o equivalentes.
Prova:
Pelo lema 2.6, H20 (Ω) munido da norma ‖ . ‖0 e´ um espac¸o de Banach.
Dado v ∈ H20 (Ω), e´ claro que
‖v‖20 = ‖v‖2 + ‖ 4 v‖2 ≤ ‖v‖2H2(Ω).
Enta˜o o operador identidade I e´ tal que
I : (H20 (Ω), ‖ . ‖H2(Ω)) −→ (H20 (Ω), ‖ . ‖0),
e´ cont´ınuo. Pelo teorema da aplicac¸a˜o aberta, segue que
I : (H20 (Ω), ‖ . ‖0) −→ (H20 (Ω), ‖ . ‖H2(Ω))
e´ tambe´m cont´ınuo.
Assim, existe uma constante C > 0 tal que,
‖v‖H2(Ω) ≤ C‖v‖0, ∀ v ∈ H20 (Ω).
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Portanto as normas sa˜o equivalentes.

Lema 2.8 O operador B : D(B) −→ H20 (Ω)×H10 (Ω), definido em (2.16), gera um
semigrupo de contrac¸o˜es em H20 (Ω)×H10 (Ω).
Prova:
A ide´ia da prova e´ mostrar que B atende as hipo´teses do lema 2.5.
Seja [v, w] ∈ D(B). Assim, v ∈ D(A) e w ∈ H20 (Ω).
Calculamos o produto interno em H20 (Ω)×H10 (Ω), usando em H20 (Ω)
o produto interno que define a norma ‖ . ‖0:
(B[v, w], [v, w])H2(Ω)×H1(Ω) = ([w,−Av], [v, w])H2(Ω)×H1(Ω) =
(w, v)H2(Ω) + (−Av,w)H1(Ω) = (w, v) + (4w,4v) + (5(−Av),5w)+
(−Av,w) ≤ C{(4w,4v) + β(w, v) + γ(5(−Av),5w) + (−Av,w)} =
C{(4w,4v) + β(w, v)− (4w,4v)− β(w, v)} = 0
pela definic¸a˜o de v ∈ D(A) e de Av.
Portanto
(B[v, w], [v, w])H2(Ω)×H1(Ω) ≤ 0, ∀ (v, w) ∈ D(B).
Logo, B e´ dissipativo.
Vamos mostrar que 0 ∈ ρ(B).
Dado [f, g] ∈ H20 (Ω) × H10 (Ω), primeiro devemos mostrar que existe
[v, w] ∈ D(B) tal que, B[v, w] = [f, g].
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Equivalentemente
[w,−Av] = [f, g] .
Assim, deve-se ter
w = f ∈ H20 (Ω)
−Av = g, com g ∈ H10 (Ω).
Seja y = −g ∈ H10 (Ω). Para ver que y esta´ na imagem de A temos
que demonstrar que existe v ∈ H20 (Ω) tal que
(4v,4ψ) + β(v, ψ) = (y, ψ) + γ(5y,5ψ), ∀ ψ ∈ H20 (Ω).
Para isso, definimos a forma
a( . , . ) : H20 (Ω)×H20 (Ω) −→ R
tal que
a(η, ψ) = (4η,4ψ) + β(η, ψ), ∀ η, ψ ∈ H20 (Ω).
Tem-se que:
i) a( . , . ) esta´ bem definida e e´ bilinear.
ii) a( . , . ) e´ cont´ınua. De fato,
|a(η, ψ)| ≤ |(4η,4ψ)|+ β|(η, ψ)| ≤ ‖ 4 η‖ ‖ 4 ψ‖+ β‖η‖ ‖ψ‖
≤ (1 + β)‖η‖H2(Ω)‖ψ‖H2(Ω), ∀ η, ψ ∈ H20 (Ω).
iii) a( . , . ) e´ coerciva, pois ∀ η ∈ H20 (Ω) tem-se
a(η, η) = (4η,4η) + β(η, η) = ‖ 4 η‖2 + β‖η‖2 ≥ min{1, β}‖η‖2H2(Ω).
A seguir, seja F : H20 (Ω) −→ R, definido por
〈F, ψ〉 = (y, ψ) + γ(5y,5ψ), ψ ∈ H20 (Ω),
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com y = −g ∈ H10 (Ω).
Tem-se que F e´ linear e cont´ınuo. De fato, a linearidade e´ imediata e
a continuidade segue do fato que:
|〈F, ψ〉| ≤ |(y, ψ)|+ γ|(5y,5ψ)| ≤ ‖y‖ ‖ψ‖+ γ‖ 5 y‖ ‖ 5 ψ‖
≤ (‖y‖+ γ‖ 5 y‖) ‖ψ‖H2(Ω), ∀ ψ ∈ H20 (Ω).
Assim F ∈ H−2(Ω).
Enta˜o pelo Teorema de Lax-Milgram, existe u´nica v ∈ H20 (Ω) tal que
a(v, ψ) = 〈F, ψ〉, ∀ ψ ∈ H20 (Ω).
Isto e´, existe u´nica v ∈ H20 (Ω) tal que:
(4v,4ψ) + β(v, ψ) = (y, ψ) + γ(5y,5ψ), ∀ ψ ∈ H20 (Ω)
onde y = −g.
Assim, por definic¸a˜o tem-se que v ∈ D(A) e que B e´ um operador
sobrejetivo.
Pelo lema (2.2), ‖v‖H3(Ω) ≤ C‖Av‖H1(Ω). Logo B e´ injetivo e, sendo
v ∈ D(A) tal que −Av = g, obte´m-se que
‖B−1[f, g]‖2X = ‖[−A−1g, f ]‖2X = ‖[v, f ]‖2X = ‖v‖2H2(Ω) + ‖f‖2H1(Ω)
≤ ‖v‖2H3(Ω) + ‖f‖2H1(Ω) ≤ C‖ − g‖2H1(Ω) + ‖f‖2H2(Ω) ≤ C‖[f, g]‖2X .
onde X := H20 (Ω)×H10 (Ω).
Assim B−1 e´ cont´ınuo e portanto 0 ∈ ρ(B).
Ale´m disso, D(B) = (H3(Ω) ∩H20 (Ω))×H20 (Ω) e´ denso em H20 (Ω)×
H10 (Ω).
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Enta˜o, pelo lema 2.5 B e´ gerador infinitesimal de um semigrupo C0
de contrac¸o˜es em H20 (Ω)×H10 (Ω).

Assim o problema (2.3), tem u´nica soluc¸a˜o Z(t) na classe
Z ∈ C([0,∞); [D(B)]) ∩ C1([0,∞);X)
e portanto v(t), a primeira componente de Z(t) e´ a u´nica soluc¸a˜o do problema (2.2)
e
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω)).

2.2 Equac¸a˜o linear dissipativa com β > 0
Nesta sec¸a˜o, vamos mostrar a existeˆncia e unicidade de soluc¸a˜o fraca
para o problema de Cauchy (2.1), para o caso λ = 1 e β > 0.
Teorema 2.2 Seja n ≥ 2. Para [v0, v1] ∈ (H3(Ω) ∩ H20 (Ω)) × H20 (Ω), o problema
(2.1) com λ = 1 e β > 0, admite uma u´nica soluc¸a˜o fraca v, tal que:
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω)) e,
(vtt(t), ψ) + γ(5vtt(t),5ψ) + (4v(t),4ψ) + (vt(t), ψ) + β(v(t), ψ) = 0, t ≥ 0
v(x, 0) = v0(x) e vt(x, 0) = v1(x) x ∈ Ω
(2.17)
para cada ψ ∈ H20 (Ω).
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Demonstrac¸a˜o:
Dado z ∈ H10 (Ω), pelo Teorema de Lax-Milgram, existe u´nico z˜ ∈
H10 (Ω), tal que,
−(z˜, ψ)− γ(5z˜,5ψ) = (z, ψ), ∀ ψ ∈ H10 (Ω).
Assim, definimos f : H10 (Ω) −→ H10 (Ω) tal que para cada z ∈ H10 (Ω),
f(z) e´ dada pela equac¸a˜o:
−(f(z), ψ)− γ(5f(z),5ψ) = (z, ψ), ∀ ψ ∈ H10 (Ω). (2.18)
Em particular, γ 4 f(z) − f(z) = z em D′(Ω). Tambe´m γ 4−I e´
um operador el´ıptico de ordem 2.
Enta˜o, pela teoria de regularidade el´ıptica, f(z) ∈ H3(Ω) e existe uma
constante C > 0 tal que
‖f(z)‖H3(Ω) ≤ C‖z‖H1(Ω), ∀ z ∈ H10 (Ω).
Ale´m disso, e´ imediato que
‖f(z1)− f(z2)‖H3(Ω) ≤ C‖z1 − z2‖H1(Ω), ∀ z1, z2 ∈ H10 (Ω). (2.19)
Observac¸a˜o 2.3 Notar que f(z) = (γ 4 −I)−1z. Assim, se z ∈ H20 (Ω) enta˜o
f(z) ∈ H3(Ω) ∩H20 (Ω). Ale´m disso, ‖f(z)‖H2(Ω) ≤ C‖z‖H2(Ω) se z ∈ H20 (Ω) sendo
C > 0 constante.
Seja V = (H3(Ω) ∩H20 (Ω))×H20 (Ω). Definimos para t ≥ 0:
Z(t) = [v(t), w(t)], F (Z(t)) = [0, f(w(t))] e Z0 = [v0, v1].
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Observac¸a˜o 2.4 Se Z ∈ D(B) = (H3(Ω) ∩ H20 (Ω)) × H20 (Ω) = V enta˜o FZ ∈
D(B). Ale´m disso, ‖F (Z1)− F (Z2)‖V ≤ C‖Z1 − Z2‖V .
Consideramos o seguinte problema de valor inicial no espac¸o X =
H20 (Ω)×H10 (Ω):

d
dt
Z(t) = BZ(t) + F (Z(t))
Z(0) = Z0
(2.20)
com Z0 ∈ D(B) e B o operador definido em (2.16).
Para mostrarmos que (2.20) admite uma u´nica soluc¸a˜o, vamos usar o
seguinte resultado:
Proposic¸a˜o 2.1 Seja B : D(B) ⊂ X −→ X gerador de um semigrupo de con-
trac¸o˜es, com X Hilbert. Suponha que Z0 ∈ D(B). Se F : X −→ X e´ Lipschitz
cont´ınua globalmente, enta˜o o problema (2.20) tem uma u´nica soluc¸a˜o cla´ssica, isto
e´, existe u´nico Z ∈ C([0,∞); [D(B)]) ∩ C1([0,∞);X), que satisfaz (2.20).
As ide´ias para a demonstrac¸a˜o desta proposic¸a˜o, podem ser encon-
tradas em Brezis-Cazenave [6] e e´ baseada, essencialmente, na fo´rmula de variac¸a˜o
de paraˆmetros combinada com o Teorema do ponto fixo em um espac¸o me´trico
completo adequado ao problema.
Vamos mostrar que F , do problema (2.20), dada por F [z, w] = [0, f(w)],
e´ Lipschitz cont´ınua globalmente. Dados
Z1 = [v1, w1], Z2 = [v2, w2] ∈ X
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e usando (2.19) tem-se da definic¸a˜o de F :
‖F (Z1)− F (Z2)‖X = ‖f(w1)− f(w2)‖H1(Ω) ≤ ‖f(w1)− f(w2)‖H3(Ω) ≤
C‖w1 − w2‖H1(Ω) ≤ C‖Z1 − Z2‖X
No problema (2.20) tem-se que X = H20 (Ω) ×H10 (Ω) e´ Hilbert, Z0 ∈
D(B). Tambe´m, mostramos que F e´ Lipschitz cont´ınua globalmente. Logo as
hipo´teses da proposic¸a˜o 2.1 sa˜o verificadas.
Assim, o problema (2.20) tem uma u´nica soluc¸a˜o
Z ∈ C([0,∞); [D(B)]) ∩ C1([0,∞);X). (2.21)
Temos que v = v(t), a primeira componente de Z = Z(t) e´ tal que
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω)) (2.22)
e e´ a u´nica soluc¸a˜o do problema (2.17).
De fato, se Z = [v, w] enta˜o do fato que Z satisfaz (2.21) e do lema
2.2 resulta que v satisfaz (2.22). Ale´m disso, vale que
[vt(t), wt(t)] = B[v(t), w(t)] + F [v(t), w(t)] = [w(t),−Av(t)] + [0, f(w(t))].
Assim, vt = w e wt = −Av + f(w).
Portanto, vtt = −Av + f(vt) ou Av = −vtt + f(vt). Como v(t) ∈
D(A), ∀ t ≥ 0, resulta da definic¸a˜o de (A;D(A)) que:
(4v,4ψ) + β(v, ψ) = (Av, ψ) + γ(5(Av),5ψ), ∀ ψ ∈ H20 (Ω).
Assim
(4v,4ψ) + β(v, ψ) = (−vtt + f(vt), ψ) + γ(5(−vtt + f(vt)),5ψ), ∀ ψ ∈ H20 (Ω).
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Portanto, v satisfaz
(vtt, ψ)+γ(5vtt,5ψ)+(4v,4ψ)+β(v, ψ) = (f(vt), ψ)+(5f(vt),5ψ) ∀ψ ∈ H20 (Ω).
Usando a definic¸a˜o de f resulta que v = v(t) satisfaz:
(vtt(t), ψ)+ γ(5vtt(t),5ψ)+ (4v(t),4ψ)+β(v(t), ψ) = (−vt(t), ψ) ∀ ψ ∈ H20 (Ω).
Portanto, v satisfaz o problema (2.17), ja´ que
[v(0), vt(0)] = Z(0) = Z0 = [v0, v1].

Corola´rio 2.1 Seja B o operador definido na sec¸a˜o 2.1. Seja Z0 ∈ D(Bk), k ≥ 1.
Enta˜o existe u´nica func¸a˜o Z = Z(t) tal que
Z ∈ C([0,∞); [D(Bk)]) ∩ C1([0,∞); [D(Bk−1)])
tal que 
Zt(t) = BZ(t) + F (Z(t)), ∀ t > 0
Z(0) = Z0
(2.23)
com F [v1, v2] = [0, f(v2)] e f definida em (2.18)
A justificativa deste corola´rio segue da teoria de semigrupos e do fato
que F : [D(Bk−1)] −→ [D(Bk−1)] e´ Lipschitz cont´ınua globalmente.
Lema 2.9 Para k ∈ N tem-se que
D(Bk+1) ⊂ (H3+k(Ω) ∩H20 (Ω))× (H2+k(Ω) ∩H20 (Ω))
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Prova:
Usando a definic¸a˜o do operador A e o teorema de regularidade el´ıptica,
e´ imediato que se Apu ∈ Hj(Ω) enta˜o u ∈ Hj+2p(Ω).
Seja U = [u1, u2] ∈ D(Bk+1) enta˜o:
U = [u1, u2] ∈ D(Bk) ⊂ D(B) e BkU ∈ D(B).
Assim,
u1 ∈ H3(Ω) ∩H20 (Ω) e u2 ∈ H20 (Ω).
Se k e´ par, de BkU ∈ D(B) tem-se
A
k
2u1 ∈ H3(Ω) ∩H20 (Ω) e A
k
2u2 ∈ H20 (Ω).
Logo,
u1 ∈ Hk+3(Ω) ∩H20 (Ω) e u2 ∈ Hk+2(Ω) ∩H20 (Ω).
Se k e´ ı´mpar, de BkU ∈ D(B) tem-se
A
k−1
2 u2 ∈ H3(Ω) ∩H20 (Ω) e A
k+1
2 u1 ∈ H20 (Ω).
Desta forma
u1 ∈ Hk+3(Ω) ∩H20 (Ω) e u2 ∈ Hk+2(Ω) ∩H20 (Ω).
Portanto
D(Bk+1) ⊂ (Hk+3(Ω) ∩H20 (Ω))× (Hk+2(Ω) ∩H20 (Ω)).

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Corola´rio 2.2 Seja [v0, v1] ∈ D(Bk+1). Enta˜o existe u´nica v = v(t) tal que
v ∈ C([0,∞);H3+k(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H2+k(Ω) ∩H20 (Ω))∩
C2([0,∞);H1+k(Ω) ∩H20 (Ω))
e v soluc¸a˜o de (2.17).
A prova segue do lema 2.9 e do corola´rio 2.1, pois a primeira compo-
nente da soluc¸a˜o do problema (2.23) e´ soluc¸a˜o da equac¸a˜o (2.17).
2.3 Equac¸a˜o linear dissipativa com β = 0
Usando os resultados obtidos nas sec¸o˜es anteriores, vamos mostrar a
existeˆncia e unicidade do problema linear (2.1), com λ = 1 e β = 0.
Teorema 2.3 Seja n ≥ 2. Para [v0, v1] ∈ (H3(Ω) ∩ H20 (Ω)) × H20 (Ω), o problema
(2.1) com λ = 1 e β = 0, admite uma u´nica soluc¸a˜o fraca v, tal que:
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω))
(vtt(t), ψ) + γ(5vtt(t),5ψ) + (4v(t),4ψ) + (vt(t), ψ) = 0 ∀ t > 0
v(x, 0) = v0(x) e vt(x, 0) = v1(x) x ∈ Ω
(2.24)
para cada ψ ∈ H20 (Ω).
Demonstrac¸a˜o:
Seja [v(t), w(t)] ∈ H20 (Ω) × H10 (Ω), ∀ t ≥ 0, tal que v(0) = v0 e
w(0) = v1. Definimos
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Z(t) = [v(t), w(t)], F˜ (Z(t)) = [0, f(w(t))− βf(v(t))] e Z(0) = [v0, v1] ∈ V
sendo f definido em (2.18)
Enta˜o (2.1) com λ = 1 e β = 0 e´ equivalente ao seguinte problema de
valor inicial no espac¸o X = H20 (Ω)×H10 (Ω):

d
dt
Z(t) = BZ(t) + F˜ (Z(t))
Z(0) = Z0, Z0 ∈ D(B)
(2.25)
Para mostrarmos existeˆncia de u´nica soluc¸a˜o do problema (2.25),
usamos novamente a proposic¸a˜o 2.1.
Vamos mostrar que F˜ e´ Lipschitz cont´ınua globalmente. Dados
Z1 = [v1, w1] e Z2 = [v2, w2] ∈ X usando (2.19), tem-se
‖F˜ (Z1)− F˜ (Z2)‖X = ‖f(w1)− βf(v1)− f(w2) + βf(v2)‖H1(Ω)
≤ ‖f(w1)− f(w2)‖H3(Ω) + β‖f(v1)− f(v2)‖H3(Ω)
≤ C‖w1 − w2‖H1(Ω) + C‖v1 − v2‖H1(Ω) ≤ C(‖w1 − w2‖H1(Ω) + ‖v1 − v2‖H2(Ω))
≤ 2C‖Z1 − Z2‖X
com C > 0 constante.
No problema (2.25) tem-se que X = H20 (Ω) ×H10 (Ω) e´ um espac¸o de
Hilbert, Z0 ∈ D(B) e mostramos acima que F˜ e´ Lipschitz cont´ınua globalmente.
Logo, as hipo´teses da proposic¸a˜o 2.1 sa˜o verificadas.
Assim, o problema (2.25) tem uma u´nica soluc¸a˜o
Z ∈ C([0,∞); [D(B)]) ∩ C1([0,∞);X)
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isto e´, existe um u´nico
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω))
que satisfaz (2.24), onde v = v(t) e´ a primeira componente de Z = Z(t). A justi-
ficativa desse fato e´ ana´loga a que foi feita no final da sec¸a˜o anterior.

Corola´rio 2.3 Seja [v0, v1] ∈ D(B3). Enta˜o existe u´nica v = v(t) tal que
v ∈ C([0,∞);H5(Ω)∩H20 (Ω))∩C1([0,∞);H4(Ω)∩H20 (Ω))∩C2([0,∞);H3(Ω)∩H20 (Ω))
e v soluc¸a˜o de (2.24).
As ide´ias para a prova deste corola´rio sa˜o ana´logas as apresentadas na
sec¸a˜o anterior.
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Cap´ıtulo 3
Comportamento Assinto´tico -
Problema Linear
Neste cap´ıtulo, encontramos taxas de decaimento para a energia do
sistema (2.1), com λ = 1 e β > 0 e tambe´m analisamos o comportamento assinto´tico
das soluc¸o˜es fracas e da energia do problema (2.1) com λ = 1 e β = 0. Em ambos
os casos, usamos o me´todo de multiplicadores para realizar as estimativas.
3.1 Comportamento assinto´tico com β > 0
Com respeito as soluc¸o˜es do problema (2.1) com λ = 1 e β > 0 tem-se
o seguinte resultado de comportamento assinto´tico das soluc¸o˜es.
Teorema 3.1 Seja n ≥ 2. Se [v0, v1] ∈ H2+k0 (Ω)×H1+k0 (Ω), k ∈ N e k ≥ 1, enta˜o
existe uma u´nica func¸a˜o v na classe
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω))
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satisfazendo o seguinte problema variacional:
(vtt(t), ψ) + γ(5vtt(t),5ψ) + (4v(t),4ψ) + (vt(t), ψ) + β(v(t), ψ) = 0 ∀ t > 0
v(x, 0) = v0(x) e vt(x, 0) = v1(x) x em Ω
(3.1)
para cada ψ ∈ H20 (Ω).
Ale´m disso,
(1 + t)kEv(t) ≤ C(k) (‖v0‖2H2+k(Ω) + ‖v1‖2H1+k(Ω)), ∀ k ∈ N e k ≥ 1
para alguma constante positiva C(k) que na˜o depende dos dados iniciais, onde a
energia Ev(t) e´ dada por:
Ev(t) =
1
2
‖vt(t)‖2 + γ
2
‖ 5 vt(t)‖2 + 1
2
‖ 4 v(t)‖2 + β
2
‖v(t)‖2
Demonstrac¸a˜o:
Na demonstrac¸a˜o desse teorema a letra C podera´ indicar diferentes
constantes positivas que na˜o dependem dos dados iniciais.
A existeˆncia e unicidade da func¸a˜o v e´ garantida pelo Teorema 2.2.
Inicialmente vamos supor que os dados iniciais [ϕ0, ϕ1] ∈ D(Ω)×D(Ω).
Seja ϕ soluc¸a˜o do problema:
(ϕtt(t), ψ) + γ(5ϕtt(t),5ψ) + (4ϕ(t),4ψ) + (ϕt(t), ψ) + β(ϕ(t), ψ) = 0, t > 0
ϕ(0, x) = ϕ0(x), ϕt(0, x) = ϕ1(x) x ∈ Ω
para cada ψ ∈ H20 (Ω).
Devido a regularidade dos dados iniciais, tem-se regularidade na soluc¸a˜o,
de forma que para cada α ∈ Nn com |α| ≤ k sejam va´lidas as seguintes igualdades:
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(Dαϕtt(t), D
αϕt(t)) + γ(5Dαϕtt(t),5Dαϕt(t)) + (4Dαϕ(t),4Dαϕt(t))
+(Dαϕt(t), D
αϕt(t)) + β(D
αϕ(t), Dαϕt(t)) = 0
(3.2)
e
(Dαϕtt(t), D
αϕ(t)) + γ(5Dαϕtt(t),5Dαϕ(t)) + (4Dαϕ(t),4Dαϕ(t))
+(Dαϕt(t), D
αϕ(t)) + β(Dαϕ(t), Dαϕ(t)) = 0
(3.3)
Para provar a estimativa de decaimento enunciada, primeiro definimos:
Ik = ‖ϕ0‖2H2+k(Ω) + ‖ϕ1‖2H1+k(Ω).
Denotamos Dαϕ por wα. Por (3.2) tem-se
d
dt
[
1
2
‖wαt (t)‖2 +
γ
2
‖ 5 wαt (t)‖2 +
1
2
‖ 4 wα(t)‖2 + β
2
‖wα(t)‖2
]
+ ‖wαt (t)‖2 = 0
Seja
Ewα(t) =
1
2
‖wαt (t)‖2 +
γ
2
‖ 5 wαt (t)‖2 +
1
2
‖ 4 wα(t)‖2 + β
2
‖wα(t)‖2
Assim,
d
dt
Ewα(t) + ‖wαt (t)‖2 = 0
Multiplicando essa identidade por (1 + t)l, l ∈ N e integrando em
(0, t) tem-se apo´s integrac¸a˜o por partes, que
(1 + t)lEwα(t) +
∫ t
0
(1 + s)l‖wαt (s)‖2 ds = Ewα(0) + l
∫ t
0
(1 + s)l−1Ewα(s) ds
(3.4)
Agora, por (3.3) tem-se
d
dt
[
(wαt (t), w
α(t)) + γ(5wαt (t),5wα(t)) +
1
2
‖wα(t)‖2
]
+ β‖wα(t)‖2
−‖wαt (t)‖2 − γ‖ 5 wαt (t)‖2 + ‖ 4 wα(t)‖2 = 0
(3.5)
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Definimos:
Fα(t) = (w
α
t (t), w
α(t)) + γ(5wαt (t),5wα(t)) +
1
2
‖wα(t)‖2
Enta˜o
|Fα(t)| ≤ 1
2
‖wαt (t)‖2 + ‖wα(t)‖2 +
γ
2
‖ 5 wαt (t)‖2 +
γ
2
‖ 5 wα(t)‖2 (3.6)
Pelo Lema 2.7, existe uma constante C > 0 tal que
‖u‖2H2(Ω) ≤ C{‖u‖2 + ‖ 4 u‖2}, ∀ u ∈ H20 (Ω)
Em particular
‖ 5 u‖2 ≤ C{‖u‖2 + ‖ 4 u‖2}, ∀ u ∈ H20 (Ω)
Com isso, (3.6) implica que
Fα(t) ≤ 1
2
‖wαt (t)‖2 +
γ
2
‖ 5 wαt (t)‖2 +
1
2
(2 + Cγ)‖wα(t)‖2 + Cγ
2
‖ 4 wα(t)‖2
Portanto, existe constante C > 0 tal que
Fα(t) ≤ CEwα(t), ∀ t ≥ 0 (3.7)
Multiplicando (3.5) por (1 + t)l e integrando em (0, t) tem-se
(1 + t)lFα(t) + β
∫ t
0
(1 + s)l‖wα(s)‖2 ds−
∫ t
0
(1 + s)l‖wαt (s)‖2 ds
−γ
∫ t
0
(1 + s)l‖ 5 wαt (s)‖2 ds+
∫ t
0
(1 + s)l‖ 4 wα(s)‖2 ds = Fα(0)
+l
∫ t
0
(1 + s)l−1Fα(s) ds
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Da identidade acima e de (3.7) obte´m-se que
β
∫ t
0
(1 + s)l‖wα(s)‖2 ds+
∫ t
0
(1 + s)l‖ 4 wα(s)‖2 ds = −(1 + t)lFα(t)
+Fα(0) +
∫ t
0
(1 + s)l‖wαt (s)‖2 ds+ γ
∫ t
0
(1 + s)l‖ 5 wαt (s)‖2 ds
+l
∫ t
0
(1 + s)l−1Fα(s) ds ≤ C(1 + t)lEwα(t) + CEwα(0) +
∫ t
0
(1 + s)l‖wαt (s)‖2 ds
+C
∫ t
0
(1 + s)l‖ 5 wαt (s)‖2 ds+ lC
∫ t
0
(1 + s)l−1Ewα(s) ds
(3.8)
com C > 0 constante positiva.
Somando
∫ t
0
(1+s)l‖wαt (s)‖2 ds+γ
∫ t
0
(1+s)l‖5wαt (s)‖2 ds em (3.8)
tem-se∫ t
0
(1 + s)lEwα(s) ds ≤ (1 + t)lCEwα(t) + CEwα(0) + C
∫ t
0
(1 + s)l‖wαt (s)‖2 ds
+C
∫ t
0
(1 + s)l‖ 5 wαt (s)‖2 ds+ lC
∫ t
0
(1 + s)l−1Ewα(s) ds
com C > 0 constante positiva.
Assim por (3.4), conclui-se que para α ∈ Nn tal que 0 ≤ |α| ≤ k∫ t
0
(1 + s)lEwα(s) ds ≤ 2CEwα(0) + l2C
∫ t
0
(1 + s)l−1Ewα(s) ds+
C
∫ t
0
(1 + s)l‖ 5 wαt (s)‖2 ds.
(3.9)
Tem-se para ei = (0, ..., 1, 0, ..., 0), 1 na posic¸a˜o i:
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∫ t
0
(1 + s)l‖Deiwαt (s)‖2 ds =
∫ t
0
(1 + s)l‖wα+eit (s)‖2 ds
≤ Ewα+ei (0) + l
∫ t
0
(1 + s)l−1Ewα+ei (s) ds
Assim,∫ t
0
(1 + s)l‖ 5 wαt (s)‖2 ds ≤
n∑
i=1
Ewα+ei (0) +
n∑
i=1
l
∫ t
0
(1 + s)l−1Ewα+ei (s) ds
Mas
Ewα+ei (0) =
1
2
‖wα+eit (0)‖2 +
γ
2
‖ 5 wα+eit (0)‖2 +
1
2
‖ 4 wα+ei(0)‖2 + β
2
‖wα+ei(0)‖2
=
1
2
‖Dα+eiϕ1‖2 + γ
2
‖ 5Dα+eiϕ1‖2 + 1
2
‖ 4Dα+eiϕ0‖2 + β
2
‖Dα+eiϕ0‖2
Donde se |α| ≤ k − 1 :
n∑
i=1
Ewα+ei (0) ≤ C(
1
2
‖ϕ1‖2H|α|+1 +
γ
2
‖ 5Dα+eiϕ1‖2 + 1
2
‖ 4Dα+eiϕ0‖2 + β
2
‖ϕ0‖2H|α|+1)
≤ C‖ϕ0‖2Hk+2 + C‖ϕ1‖2Hk+1 = CIk
Logo∫ t
0
(1 + s)l‖ 5 wαt (s)‖2 ds ≤ CIk +
n∑
i=1
l
∫ t
0
(1 + s)l−1Ewα+ei (s) ds
Assim (3.9) fica:∫ t
0
(1 + s)lEwα(s) ds ≤ CEwα(0) + Cl
∫ t
0
(1 + s)l−1Ewα(s) ds
+C
∫ t
0
(1 + s)l‖ 5 wαt (s)‖2 ds ≤ CEwα(0) + Cl
∫ t
0
(1 + s)l−1Ewα(s) ds
+CIk + Cl
n∑
i=1
∫ t
0
(1 + s)l−1Ewα+ei (s) ds ≤ CIk + Cl
∫ t
0
(1 + s)l−1Ewα(s) ds
+Cl
n∑
i=1
∫ t
0
(1 + s)l−1Ewα+ei (s) ds
(3.10)
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Logo l = k e α = (0, ..., 0) em (3.4) e considerando (3.10) tem-se
(1 + t)kEϕ(t) ≤ Eϕ(0) + k
∫ t
0
(1 + s)k−1Eϕ(s) ds ≤ Eϕ(0) + kCIk+
Ck(k − 1)
∫ t
0
(1 + s)k−2Eϕ(s) ds+ Ck(k − 1)
n∑
i=1
∫ t
0
(1 + s)k−2Ewei (s) ds
≤ CIk + Ck(k − 1)
[
CIk + C(k − 2)
∫ t
0
(1 + s)k−3Eϕ(s) ds
+C(k − 2)
n∑
i=1
∫ t
0
(1 + s)k−3Ewei (s) ds
]
+C k (k − 1)
n∑
i=1
[
CIk
+C(k − 2)
∫ t
0
(1 + s)k−3Ewei (s) ds+ C(k − 2)
n∑
i=1
∫ t
0
(1 + s)k−3Ew2ei (s) ds
]
.
Por recorreˆncia
(1 + t)kEϕ(t) ≤ C(K)Ik (3.11)
Seja {[ϕν0, ϕν1]}ν∈N uma sequ¨eˆncia em D(Ω)×D(Ω) tal que
[ϕν0, ϕ
ν
1] −→ [v0, v1] em H2+k0 (Ω)×H1+k0 (Ω) (3.12)
Para cada ν ∈ N seja ϕν a soluc¸a˜o do problema (3.1) para os dados
iniciais [ϕν0, ϕ
ν
1]. E´ imediato que ϕ
ν − v e´ soluc¸a˜o do problema (3.1) para os dados
iniciais [ϕν0 − v0, ϕν1 − v1] e que Eϕν−v definido por
Eϕν−v(t) =
1
2
‖ϕνt (t)− vt(t)‖2 +
γ
2
‖ 5 ϕνt (t)−5vt(t)‖2 +
1
2
‖ 4 ϕν(t)−4v(t)‖2+
β
2
‖ϕν(t)− v(t)‖2
satisfaz
Eϕν−v(t) ≤ Eϕν−v(0)
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Mas por (3.12)
lim
ν−→∞
Eϕν−v(0) = 0
Logo,
lim
ν−→∞
Eϕν (t) = Ev(t)
uniformemente em t.
Por (3.11) tem-se
Eϕν (t) ≤ C(k)(‖ϕν0‖2H2+k(Ω) + ‖ϕν1‖2H1+k(Ω))(1 + t)−k, ∀ t ≥ 0, ∀ ν ∈ N.
Assim, por passagem ao limite:
Ev(t) ≤ C(k)(‖v0‖2H2+k(Ω) + ‖v1‖2H1+k(Ω))(1 + t)−k, ∀ t ≥ 0.

3.2 Comportamento assinto´tico com β = 0
Seja Î0 o nu´mero positivo definido por
Î0 = ‖v0‖2H4(Ω) + ‖v1‖2H3(Ω) (3.13)
Teorema 3.2 Seja n ≥ 2. Se [v0, v1] ∈ H40 (Ω)×H30 (Ω), enta˜o a soluc¸a˜o
v ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω))
do problema linear
(vtt(t), ψ) + γ(5vtt(t),5ψ) + (4v(t),4ψ) + (vt(t), ψ) = 0, ∀ t > 0
v(0, x) = v0(x), vt(0, x) = v1(x) x ∈ Ω, ∀ ψ ∈ H20 (Ω)
(3.14)
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satisfaz
‖v(t)‖2 ≤ CÎ0(1 + t)−1
Ev(t) ≤ CÎ0(1 + t)−2
para alguma constante C que na˜o depende dos dados iniciais.
Para fazer a demonstrac¸a˜o precisamos de alguns lemas. Notamos que
com os dados iniciais como no teorema, enta˜o Î0 dada por (3.13) esta´ bem definida.
Lema 3.1 Assumindo as hipo´teses do teorema 3.2, tem-se
(1 + t)‖v(t)‖2 +
∫ t
0
(1 + s)‖ 4 v(s)‖2 ds ≤ CÎ0 + C
∫ t
0
(1 + s)‖ 5 vt(s)‖2 ds+
C
∫ t
0
‖v(s)‖2 ds
onde C > 0 e´ uma constante que na˜o depende dos dados iniciais.
Prova:
Pelo Teorema 2.3, para os dados iniciais [v0, v1], existe u´nica func¸a˜o v
satisfazendo (3.14).
Substituindo ψ = vt em (3.14) tem-se
(vtt(t), vt(t)) + γ(5vtt(t),5vt(t)) + (4v(t),4vt(t)) + (vt(t), vt(t)) = 0
Assim,
d
dt
[
1
2
‖vt(t)‖2 + γ
2
‖ 5 vt(t)‖2 + 1
2
‖ 4 v(t)‖2
]
+ ‖vt(t)‖2 = 0
A energia associada ao problema (3.14) e´ definida por:
Ev(t) =
1
2
‖vt(t)‖2 + γ
2
‖ 5 vt(t)‖2 + 1
2
‖ 4 v(t)‖2
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Assim,
d
dt
Ev(t) + ‖vt(t)‖2 = 0 (3.15)
Integrando em [0, t], tem-se
Ev(t) +
∫ t
0
‖vt(s)‖2 ds = Ev(0) (3.16)
Multiplicando por (1 + t) em (3.15) e integrando em [0, t] tem-se
(1 + t)Ev(t) +
∫ t
0
(1 + s)‖vt(s)‖2 ds = Ev(0) +
∫ t
0
Ev(s) ds (3.17)
Substituindo ψ = v em (3.14) tem-se
(vtt(t), v(t)) + γ(5vtt(t),5v(t)) + (4v(t),4v(t)) + (vt(t), v(t)) = 0
Assim,
d
dt
[
(vt(t), v(t)) + γ(5vt(t),5v(t)) + 1
2
‖v(t)‖2
]
− ‖vt(t)‖2
−γ‖ 5 vt(t)‖2 + ‖ 4 v(t)‖2 = 0
(3.18)
Multiplicando (3.18) por (1 + t)m e integrando em [0, t] obte´m-se a
seguinte identidade, va´lida para m = 0 e m = 1:
(1 + t)m(vt(t), v(t)) + γ(1 + t)
m(5vt(t),5v(t)) + (1 + t)
m
2
‖v(t)‖2
−
∫ t
0
(1 + s)m‖vt(s)‖2 ds− γ
∫ t
0
(1 + s)m‖ 5 vt(s)‖2 ds
+
∫ t
0
(1 + s)m‖ 4 v(s)‖2 ds = (v1, v0) + γ(5v1,5v0) + 1
2
‖v0‖2
+m
∫ t
0
(vt(s), v(s)) ds+m
∫ t
0
γ(5vt(s),5v(s)) ds+ m
2
∫ t
0
‖v(s)‖2 ds
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Assim, para ε > 0, vale que:
(1 + t)m
2
‖v(t)‖2 +
∫ t
0
(1 + s)m‖ 4 v(s)‖2 ds ≤ (v1, v0) + γ(5v1,5v0) + 1
2
‖v0‖2
+
∫ t
0
(1 + s)m‖vt(s)‖2 ds+ γ
∫ t
0
(1 + s)m‖ 5 vt(s)‖2 ds+ (1 + t)
m
4
‖v(t)‖2
+(1 + t)m‖vt(t)‖2 + γ
4ε
(1 + t)m‖ 5 vt(t)‖2 + γε(1 + t)m‖ 5 v(t)‖2
+m
∫ t
0
‖v(s)‖2 ds+ m
2
∫ t
0
‖vt(s)‖2 ds+ mγ
2
∫ t
0
‖ 5 vt(s)‖2 ds
+
mγ
2
∫ t
0
‖ 5 v(s)‖2 ds
(3.19)
Lembrando que C > 0 podera´ indicar constantes que na˜o dependem
dos dados iniciais, mas que podem ser calculadas explicitamente.
Agora, pelo lema 2.7, sabemos que existe C > 0 tal que
‖u‖2H2(Ω) ≤ C{‖u‖2 + ‖ 4 u‖2}, ∀ u ∈ H20 (Ω) .
Em particular
‖ 5 u‖2 ≤ C{‖u‖2 + ‖ 4 u‖2}, ∀ u ∈ H20 (Ω).
Substituindo essa estimativa em (3.19), obte´m-se que
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(1 + t)m
4
‖v(t)‖2 +
∫ t
0
(1 + s)m‖ 4 v(s)‖2 ds ≤ (v1, v0) + γ(5v1,5v0) + 1
2
‖v0‖2
+
∫ t
0
(1 + s)m‖vt(s)‖2 ds+ γ
∫ t
0
(1 + s)m‖ 5 vt(s)‖2 ds+ (1 + t)m‖vt(t)‖2
+
γ
4ε
(1 + t)m‖ 5 vt(t)‖2 + Cε(1 + t)m‖v(t)‖2 + Cε(1 + t)m‖ 4 v(t)‖2
+m
∫ t
0
‖v(s)‖2 ds+ m
2
∫ t
0
‖vt(s)‖2 ds+ mγ
2
∫ t
0
‖ 5 vt(s)‖2 ds
+mC
∫ t
0
‖v(s)‖2 ds+mC
∫ t
0
‖ 4 v(s)‖2 ds
(3.20)
Tomando m = 0 em (3.20), segue que
1
4
‖v(t)‖2 +
∫ t
0
‖ 4 v(s)‖2 ds ≤ (v1, v0) + γ(5v1,5v0) + 1
2
‖v0‖2
+
∫ t
0
‖vt(s)‖2 ds+ γ
∫ t
0
‖ 5 vt(s)‖2 ds+ ‖vt(t)‖2 + γ
4ε
‖ 5 vt(t)‖2
+Cε‖v(t)‖2 + Cε‖ 4 v(t)‖2
Neste ponto, tomando ε > 0 suficientemente pequeno e usando (3.16)
pode-se concluir da estimativa anterior que:
‖v(t)‖2 +
∫ t
0
‖ 4 v(s)‖2 ds ≤ CÎ0 + C
∫ t
0
‖ 5 vt(s)‖2 ds (3.21)
Combinando as estimativas (3.16) e (3.21) com (3.17) conclui-se que
(1 + t)Ev(t) +
∫ t
0
(1 + s)‖vt(s)‖2 ds ≤ CÎ0 + C
∫ t
0
‖ 5 vt(s)‖2 ds (3.22)
Agora, tomando m = 1 em (3.20) e ε suficientemente pequeno, resulta
que
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(1 + t)‖v(t)‖2 +
∫ t
0
(1 + s)‖ 4 v(s)‖2 ds ≤ CÎ0 + C
∫ t
0
(1 + s)‖vt(s)‖2 ds
+C
∫ t
0
(1 + s)‖ 5 vt(s)‖2 ds+ C(1 + t)‖vt(t)‖2 + C(1 + t)‖ 5 vt(t)‖2
+C(1 + t)‖ 4 v(t)‖2 + C
∫ t
0
‖v(s)‖2 ds+ C
∫ t
0
‖vt(s)‖2 ds+ C
∫ t
0
‖ 5 vt(s)‖2 ds
+C
∫ t
0
‖ 4 v(s)‖2 ds ≤ CÎ0 + C(1 + t)Ev(t) + C
∫ t
0
Ev(s) ds
+C
∫ t
0
‖v(s)‖2 ds+ C
∫ t
0
(1 + s)‖vt(s)‖2 ds+ C
∫ t
0
(1 + s)‖ 5 vt(s)‖2 ds
com a u´ltima desigualdade devido a definic¸a˜o de Ev(t).
Combinando (3.21) e (3.22) com a estimativa acima, resulta
(1 + t)‖v(t)‖2 +
∫ t
0
(1 + s)‖ 4 v(s)‖2 ds ≤ CÎ0 +
∫ t
0
(1 + s)‖ 5 vt(s)‖2 ds
+C
∫ t
0
‖v(s)‖2 ds
com C > 0 alguma constante positiva que pode ser calculada explicitamente. O
lema esta´ provado.

Lema 3.2 Com as hipo´teses do teorema (3.2), tem-se que a soluc¸a˜o v do problema
(3.14) satisfaz: ∫ t
0
‖v(s)‖2 ds ≤ CÎ0
onde C > 0 e´ uma constante que na˜o depende dos dados iniciais.
Prova:
62
Definimos w(t, x) =
∫ t
0
v(s, x) ds onde v e´ a soluc¸a˜o do problema
(3.14) para os dados iniciais [v0, v1] ∈ H40 (Ω)×H30 (Ω). Enta˜o
w ∈ C1([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C2([0,∞);H20 (Ω)) ∩ C3([0,∞);H10 (Ω))
e ale´m disso:
(vtt(t), ψ) + γ(5vtt(t),5ψ) + (4v(t),4ψ) + (vt(t), ψ) = 0, ∀ ψ ∈ H20 (Ω)
v(0, x) = v0(x), vt(0, x) = v1(x) x ∈ Ω
Integrando em (0, t), resulta que w satisfaz:
(wtt(t), ψ) + γ(5wtt(t),5ψ) + (4w(t),4ψ) + (wt(t), ψ) = (v0 + v1, ψ)
+γ(5v1,5ψ), ∀ ψ ∈ H20 (Ω)
w(0, x) = 0, wt(0, x) = v0(x) x ∈ Ω
(3.23)
Substituindo ψ = wt em (3.23) e integrando em (0,t), segue que
1
2
‖wt(t)‖2 + γ
2
‖ 5 wt(t)‖2 + 1
2
‖ 4 w(t)‖2 +
∫ t
0
‖wt(s)‖2 ds = 1
2
‖v0‖2+
γ
2
‖ 5 v0‖2 +
∫ t
0
(v0 + v1, wt(s)) ds+ γ
∫ t
0
(5v1,5wt(s)) ds
(3.24)
Para cada wν ∈ D(Ω) tem-se
(v0 + v1, wν) + γ(5v1,5wν) = (44−1 (v0 + v1), wν) + γ(5v1,5wν)
= (4−1(v0 + v1),4wν)− γ(v1,4wν)
por causa da regularidade sobre os dados iniciais v0 e v1.
Enta˜o, devido a densidade de D(Ω) em H20 (Ω) segue que
(44−1 (v0 + v1), w(t)) + γ(5v1,5w(t)) = (4−1(v0 + v1),4w(t))− γ(v1,4w(t))
pois w(t) ∈ H20 (Ω) para cada t.
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Agora, do fato que w(0, x) = 0 e da identidade acima obte´m-se
∫ t
0
(v0 + v1, wt(s)) ds+ γ
∫ t
0
(5v1,5wt(s)) ds = (w(t), v0 + v1)
+γ(5w(t),5v1) ≤ |(4w(t),4−1(v0 + v1))|+ γ|(4w(t), v1)| ≤ ε‖ 4 w(t)‖2
+
ε−1
4
‖ 4−1 (v0 + v1)‖2 + γε‖ 4 w(t)‖2 + γ ε
−1
4
‖v1‖2
(3.25)
Substituindo (3.25) em (3.24) e tomando ε > 0 suficientemente pe-
queno, pode-se facilmente ver que
‖wt(t)‖2 + ‖ 5 wt(t)‖2 + ‖ 4 w(t)‖2 +
∫ t
0
‖wt(s)‖2 ds ≤ C‖v0‖2+
C‖ 5 v0‖2 + C‖ 4−1 (v0 + v1)‖2 + C‖v1‖2 ≤ CÎ0
Mas, como v = wt, conclui-se que∫ t
0
‖v(s)‖2 ds ≤ CÎ0
Assim, o lema 3.2 tambe´m esta´ provado. 
Lema 3.3 Com as hipo´teses do teorema 3.2, tem-se∫ t
0
(1 + s)‖ 5 vt(s)‖2 ds ≤ CÎ0
com C > 0 uma constante que na˜o depende dos dados iniciais.
Prova:
Primeiro consideramos os dados iniciais [ϕ0, ϕ1] ∈ D(Ω)×D(Ω). Seja
ϕ soluc¸a˜o do problema:
(ϕtt(t), ψ) + γ(5ϕtt(t),5ψ) + (4ϕ(t),4ψ) + (ϕt(t), ψ) = 0, t > 0
ϕ(0, x) = ϕ0(x), ϕt(0, x) = ϕ1(x) x ∈ Ω
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para cada ψ ∈ H20 (Ω).
Devido a regularidade dos dados iniciais, tem-se regularidade na soluc¸a˜o,
de forma que para cada α ∈ Nn com |α| ≤ 2 sejam va´lidas as igualdades:
(Dαϕtt(t), D
αϕt(t)) + γ(5Dαϕtt(t),5Dαϕt(t)) + (4Dαϕ(t),4Dαϕt(t))
+(Dαϕt(t), D
αϕt(t)) = 0
(3.26)
e
(Dαϕtt(t), D
αϕ(t)) + γ(5Dαϕtt(t),5Dαϕ(t)) + (4Dαϕ(t),4Dαϕ(t))
+(Dαϕt(t), D
αϕ(t)) = 0
(3.27)
Denotamos Dαϕ por wα. Por (3.26) tem-se
d
dt
[
1
2
‖wαt (t)‖2 +
γ
2
‖ 5 wαt (t)‖2 +
1
2
‖ 4 wα(t)‖2
]
+ ‖wαt (t)‖2 = 0
A energia de wα(t, x) e´ dada por:
Ewα(t) =
1
2
‖wαt (t)‖2 +
γ
2
‖ 5 wαt (t)‖2 +
1
2
‖ 4 wα(t)‖2
Assim,
d
dt
Ewα(t) + ‖wαt (t)‖2 = 0 (3.28)
Integrando em (0, t), obte´m-se
Ewα(t) +
∫ t
0
‖wαt (s)‖ ds = Ewα(0) (3.29)
Multiplicando (3.28) por (1 + t) e integrando em (0, t) tem-se
(1 + t)Ewα(t) +
∫ t
0
(1 + s)‖wαt (s)‖2 ds = Ewα(0) +
∫ t
0
Ewα(s) ds (3.30)
Por (3.27) tem-se
(wαtt(t), w
α(t)) + γ(5wαtt(t),5wα(t)) + (4wα(t),4wα(t)) + (wαt (t), wα(t)) = 0
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Assim,
d
dt
[
(wαt (t), w
α(t)) + γ(5wαt (t),5wα(t)) +
1
2
‖wα(t)‖2
]
− ‖wαt (t)‖2
−γ‖ 5 wαt (t)‖2 + ‖ 4 wα(t)‖2 = 0
Integrando em (0,t) resulta da desigualdade de Young que
1
2
‖wα(t)‖2 +
∫ t
0
‖ 4 wα(s)‖2 ds ≤
∫ t
0
‖wαt (s)‖2 ds+ γ
∫ t
0
‖ 5 wαt (s)‖2 ds
+
1
4
‖wα(t)‖2 + ‖wαt (t)‖2 +
γ
4ε
‖ 5 wαt (t)‖2 + γε‖ 5 wα(t)‖2 + (Dαϕ1, Dαϕ0)
+γ(5Dαϕ1,5Dαϕ0) + 1
2
‖Dαϕ0‖2
(3.31)
Pelo lema 2.7, sabemos que existe constante C > 0 tal que
‖u‖2H2(Ω) ≤ C{‖u‖2 + ‖ 4 u‖2}, ∀ u ∈ H20 (Ω).
Em particular
‖ 5 u‖2 ≤ C{‖u‖2 + ‖ 4 u‖2}, ∀ u ∈ H20 (Ω).
Assim, levando isso em conta e tomando ε suficientemente pequeno
em (3.31) obte´m-se que
‖wα(t)‖2 +
∫ t
0
‖ 4 wα(s)‖2 ds ≤ CÎ0 + C
∫ t
0
‖wαt (s)‖2 ds
+C
∫ t
0
‖ 5 wαt (s)‖2 ds+ C‖wαt (t)‖2 + C‖ 5 wαt (t)‖2 + C‖ 4 wα(t)‖2
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para alguma constante C > 0.
Por (3.29), obte´m-se da estimativa acima que
‖wα(t)‖2 +
∫ t
0
‖ 4 wα(s)‖2 ds ≤ CÎ0 + C
∫ t
0
‖ 5 wαt (s)‖2 ds
Agora, usando essa estimativa e (3.29) conclui-se de (3.30) que
∫ t
0
(1 + s)‖wαt (s)‖2 ds ≤ CÎ0 + C
∫ t
0
‖ 5 wαt (s)‖2 ds, |α| = 1. (3.32)
Isso diz que
∫ t
0
(1 + s)‖Dejϕt(s)‖2 ds ≤ CÎ0 +
∫ t
0
‖ 5 (Dejϕt)(s)‖2 ds (3.33)
com ej o j-e´simo vetor canoˆnico do Rn.
Usando novamente (3.26), com |α| = 2 tem-se que
d
dt
[
1
2
‖wαt (t)‖2 +
γ
2
‖ 5 wαt (t)‖2 +
1
2
‖ 4 wα(t)‖2
]
+ ‖wαt (t)‖2 = 0
para |α| = 2.
Integrando em (0,t), resulta
∫ t
0
‖wαt (s)‖2 ds ≤ Ewα(0) ≤ CÎ0 (3.34)
para |α| = 2.
Em particular, como wα = Dαϕ, tem-se que
∫ t
0
∥∥∥∥∥
(
∂2
∂xixj
ϕt
)
(s)
∥∥∥∥∥
2
ds ≤ CÎ0
Da´ı, somando em i obte´m-se que
∫ t
0
∥∥∥∥∥
(
5 ∂
∂xj
ϕt
)
(s)
∥∥∥∥∥
2
ds ≤ CÎ0 (3.35)
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Substituindo (3.35) em (3.33), tem-se∫ t
0
(1 + s)
∥∥∥∥ ∂∂xjϕt(s)
∥∥∥∥2 ds ≤ CÎ0
para j = 1, ..., n. Finalmente, somando em j segue∫ t
0
(1 + s)‖ 5 ϕt(s)‖2 ds ≤ CÎ0
sendo ϕ a soluc¸a˜o do problema (3.14) para os dados iniciais [ϕ0, ϕ1] ∈ D(Ω)×D(Ω).
Por argumento ana´logo ao usado no Teorema 3.1, a prova do lema
segue.

Demonstrac¸a˜o do Teorema 3.2
Para a prova do teorema 3.2, usamos que Ev e´ decrescente. Assim
d
dt
[(1 + t)2Ev(t)] = 2(1 + t)Ev(t) + (1 + t)
2E ′v(t) ≤ 2(1 + t)Ev(t)
para t ≥ 0.
Integrando em (0, t), resulta que
(1 + t)2Ev(t) ≤ Ev(0) + 2
∫ t
0
(1 + s)Ev(s) ds (3.36)
Agora, dos lemas (3.1), (3.2) e (3.3) obte´m-se imediatamente a esti-
mativa do Teorema para a norma L2 da soluc¸a˜o.
Finalmente, combinando com (3.36) os lemas (3.1), (3.2), (3.3) e a
estimativa (3.22) obte´m-se que
(1 + t)2Ev(t) ≤ CÎ0, ∀ t ≥ 0.

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Cap´ıtulo 4
Equac¸a˜o Semi-Linear
Neste cap´ıtulo, mostramos a existeˆncia de soluc¸o˜es globais e taxas de
decaimento das soluc¸o˜es e da energia associada ao seguinte problema semi-linear de
valor inicial:

utt(x, t)− γ 4 utt(x, t) +42u(x, t) + λut(x, t) + βu(x, t) = |u(x, t)|p Ω× (0,∞)
u(x, 0) = u0(x) x ∈ Ω
ut(x, 0) = u1(x) x ∈ Ω
u(x, t) =
∂u
∂η
(x, t) = 0, x ∈ ∂Ω, t ≥ 0
(4.1)
onde Ω e´ um domı´nio exterior.
Inicialmente, vamos mostrar que se u(t) ∈ H3(Ω) ∩ H20 (Ω) enta˜o
|u(t)|p ∈ L2(Ω), para 1 ≤ p ≤ n
n− 2.
Usaremos o seguinte resultado conhecido da teoria dos Espac¸os de
Sobolev:
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Lema 4.1 Seja Ω ⊂ Rn um aberto regular. Se n > mr e r ≤ q ≤ r n
n−mr enta˜o
Wm,r(Ω) ⊂ Lq(Ω) continuamente.
Pelo lema acima, se r = 2,m = 1, n > 2 e 1 ≤ p ≤ n
n− 2 tem-se
H1(Ω) ⊂ L2p(Ω) continuamente.
Assim, se u ∈ H1(Ω) e n > 2 tem-se
‖ |u(t)|p ‖2 = ‖u(t)‖2pL2p(Ω) ≤ C ‖u(t)‖2pH1(Ω) (4.2)
para 1 ≤ p ≤ n
n− 2. Desse modo
‖ |u(t)|p ‖ ≤ C ‖u(t)‖pH1(Ω)
para 1 ≤ p ≤ n
n− 2, onde C > 0 e´ uma constante.
Para o caso em que n = 2 tem-se
H1(Ω) ⊂ Lq(Ω) continuamente ∀ q ∈ [2,∞[.
Assim,
‖ |u(t)|p ‖ ≤ C ‖u(t)‖pH1(Ω) (4.3)
Dessa forma, conclu´ımos que |u(t)|p ∈ L2(Ω), se u(t) ∈ H3(Ω)∩H20 (Ω),
para 1 ≤ p ≤ n
n− 2 e n ≥ 2.
Agora, definimos g : H10 (Ω) −→ H10 (Ω) tal que para cada z ∈ H10 (Ω),
g(z) e´ dada pela equac¸a˜o
−(g(z), ψ)− γ(5g(z),5ψ) = ( | z |p, ψ), ∀ ψ ∈ H10 (Ω). (4.4)
Pelo lema de Lax-Milgram, g esta´ bem definida, ja´ que se z ∈ H10 (Ω)
enta˜o |z|p ∈ L2(Ω).
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Por regularidade el´ıptica, se |u(t)|p ∈ L2(Ω), tem-se que g(u(t)) ∈
H2(Ω), ∀ t ≥ 0. Ale´m disso, existe C > 0 tal que
‖g(u(t))‖H2(Ω) ≤ C ‖ |u(t)|p ‖, ∀ t ≥ 0 (4.5)
Tambe´m, usando regularidade el´ıptica em (4.4) obte´m-se que
‖g(u1)− g(u2)‖H2(Ω) ≤ C‖ |u1|p − |u2|p ‖, ∀u1, u2 ∈ H10 (Ω) (4.6)
Usando a regra da cadeia, tem-se que g(u(t)) ∈ H20 (Ω), se u(t) ∈
H20 (Ω).
De fato, −g(u(t)) = (I − γ4)−1|u|p com (I − γ4)−1 um operador
linear limitado.
4.1 Existeˆncia de soluc¸a˜o local
Sejam u = u(t) e w = w(t) func¸o˜es. Definimos:
U(t) = [u(t), w(t)], G(U(t)) = [0, g(u(t))] e J(U(t)) = (Φ +G)(U(t)) t ≥ 0
sendo g definida em (4.4) e Φ uma func¸a˜o arbitra´ria.
Consideremos, o seguinte problema de Cauchy, associado ao operador
B : D(B) ⊂ X −→ X definido no cap´ıtulo 1:

d
dt
U(t) = BU(t) + J(U(t))
U(0) = U0
(4.7)
com U0 = [u0, u1] ∈ V = (H3(Ω) ∩H20 (Ω))×H20 (Ω) e X = H20 (Ω)×H10 (Ω).
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Teorema 4.1 Seja n ≥ 2 e 1 < p ≤ n
n− 2 . Se Φ : X −→ X e´ Lipschitz cont´ınua
globalmente e Φ(U) ∈ V para cada U ∈ V enta˜o, para cada [u0, u1] ∈ (H3(Ω) ∩
H20 (Ω)) × H20 (Ω), existe T0 > 0 tal que o problema (4.7) tem uma u´nica soluc¸a˜o
U ∈ C([0, T0]; [D(B)]) ∩ C1([0, T0];X).
Verifica-se facilmente que toda soluc¸a˜o U de (4.7) satisfaz a seguinte
equac¸a˜o integral (fo´rmula de variac¸a˜o de paraˆmetros) associada a (4.7):
U(t) = S(t)U0 +
∫ t
0
S(t− s)J(U(s)) ds (4.8)
com {S(t)}t≥0 o semigrupo gerado pelo operador B.
Teorema 4.2 (Ponto fixo de Banach) Seja (X, d) espac¸o me´trico completo e P uma
aplicac¸a˜o P : X −→ X tal que d(P (u), P (v)) ≤ Kd(u, v)∀u, v ∈ X, para algum
K fixado, tal que 0 < K < 1. Enta˜o P tem um u´nico ponto fixo, isto e´, existe um
u´nico u ∈ X tal que P (u) = u.
Lema 4.2 Seja V = (H3(Ω) ∩H20 (Ω)) ×H20 (Ω) = D(B) e T,R nu´meros positivos
fixados. Seja {S(t)}t≥0 o semigrupo gerado pelo operador B e U0 ∈ D(B). Enta˜o o
conjunto
XR(T ) = {U ∈ C([0, T ];V )
/
U(0) = U0 e
sup
0≤t≤T
∥∥∥∥ U(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(U(s)) ds
∥∥∥∥
V
≤ R}
com a me´trica d(U1, U2) = ‖U1 − U2‖∞, onde ‖U‖∞ = sup
0≤t≤T
‖U(t)‖V , e´ um espac¸o
me´trico completo. Sendo V = D(B) consideramos V com a norma do gra´fico de B.
Prova:
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Observamos primeiramente que o conjunto XR(T ) na˜o e´ vazio pois
pela Proposic¸a˜o (2.1) existe u´nico U ∈ C([0,∞);V ) ∩ C1([0,∞);X) soluc¸a˜o do
problema: 
d
dt
U(t) = BU(t) + Φ(U(t))
U(0) = U0
pois Φ e´, por hipo´tese, Lipschitz cont´ınua globalmente e U0 ∈ D(B).
Assim, da fo´rmula de variac¸a˜o de paraˆmetros tem-se que U satisfaz:
U(t) = S(t)U0 −
∫ t
0
S(t− s)Φ(U(s)) ds, ∀t ≥ 0.
Portanto, U ∈ XR(T ) pois∥∥∥∥ U(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(U(s)) ds
∥∥∥∥
V
= 0 ≤ R
Como C([0, T ];V ; ‖ . ‖∞) e´ Banach e XR(T ) ⊂ C([0, T ];V ; ‖ . ‖∞),
basta mostrar que XR(T ) e´ um subconjunto fechado. Para isto, consideremos uma
sequ¨eˆncia {Uν}ν∈N ∈ XR(T ) tal que Uν −→ U em (C[0, T ];V ; ‖ . ‖∞).
Seja ε > 0. Como Uν −→ U,∃ ν0 ∈ N tal que
‖Uν0(t)− U(t)‖V <
ε
2(1 + T C)
∀ t ∈ [0, T ]
com C a constante Lipschitz de Φ.
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Assim, para cada t ∈ [0, T ] tem-se do fato que Φ e´ contrac¸a˜o sobre V :∥∥∥∥ U(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(U(s)) ds
∥∥∥∥
V
≤
∥∥∥∥ Uν0(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(Uν0(s)) ds
∥∥∥∥
V
+ ‖U(t)− Uν0(t)‖V
+
∥∥∥∥ ∫ t
0
S(t− s)(Φ(U(s))− Φ(Uν0(s))) ds
∥∥∥∥
V
≤ R + ‖U(t)− Uν0(t)‖V
+C
∫ t
0
‖U(s)− Uν0(s)‖V ds ≤ R + ε
Na estimativa acima usamos o resultado da seguinte observac¸a˜o.
Observac¸a˜o 4.1 Como V = D(B), a norma que consideramos em V e´ a norma
do gra´fico de B. Assim
‖U‖2V = ‖U‖2X + ‖BU‖2X para U ∈ V.
Em particular, notar que para U ∈ V
‖S(t)U‖2V = ‖S(t)U‖2X + ‖BS(t)U‖2X = ‖S(t)U‖2X + ‖S(t)BU‖2X
≤ ‖U‖2X + ‖BU‖2X = ‖U‖2V ,
pois {S(t)}t≥0 e´ semigrupo de contrac¸o˜es sobre X = H20 (Ω)×H10 (Ω).
Assim,∥∥∥∥ U(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(U(s)) ds
∥∥∥∥
V
< R + ε
Da arbitrariedade de ε segue que∥∥∥∥ U(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(U(s))ds
∥∥∥∥
V
≤ R, ∀ t ∈ [0, T ].
Agora, como ‖Uν(t)−U(t)‖∞ −→ 0, ∀ t ≥ 0, obte´m-se em particular
que ‖Uν(0) − U(0)‖V −→ 0. Mas como Uν(0) = U0, ∀ ν ∈ N, conclu´ımos que
U(0) = U0.
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Logo U ∈ XR(T ).
Portanto, XR(T ) e´ fechado e consequentemente, espac¸o me´trico com-
pleto.

Demonstrac¸a˜o do Teorema 4.1
Vamos provar que para U0 ∈ (H3(Ω)∩H20 (Ω))×H20 (Ω), existe T0 > 0
e uma u´nica func¸a˜o U ∈ C([0, T0];V ) que e´ soluc¸a˜o de (4.7).
Para T > 0 e R > 0 fixados, consideramos o espac¸o me´trico completo
XR(T ), conforme o lema anterior.
Agora, definimos a aplicac¸a˜o:
P : XR(T ) −→ C([0, T ];V )
dada por
(PU)(t) = S(t)U0 +
∫ t
0
S(t− s)Φ(U(s)) ds+
∫ t
0
S(t− s)G(U(s)) ds, U ∈ XR(T ).
Vamos provar que P esta´ bem definida.
Sendo U0 ∈ D(B), tem-se para U ∈ XR(T ) que
U˜(t) = S(t)U0 +
∫ t
0
S(t− s)Φ(U(s)) ds ∈ V
para cada t ≥ 0 e e´ uma func¸a˜o cont´ınua, devido a propriedade do semigrupo
{S(t)}t≥0 que e´ gerado pelo operador B e pela hipo´tese que Φ(U) ∈ V se U ∈ V .
Falta provar que a integral
∫ t
0
S(t− s)G(U(s)) ds ∈ V para cada
t ≥ 0 e e´ uma func¸a˜o cont´ınua em t.
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Para isso, observamos primeiro que G(U(s)) ∈ V , pois ja´ foi provado
que g(u(s)) ∈ H20 (Ω), desde que u(s) ∈ H20 (Ω).
Da teoria de semigrupos resulta que S(t − s)G(U(s)) ∈ V = D(B) e
e´ uma func¸a˜o cont´ınua na varia´vel t.
Segue da definic¸a˜o de integral que
∫ t
0
S(t−s)G(U(s)) ds ∈ V e e´ uma
func¸a˜o cont´ınua em t.
Portanto, (PU) ∈ C([0, T ], V ), o que mostra que P esta´ bem definida.
Agora, vamos mostrar que existe T1 > 0 tal que P (XR(T1)) ⊆ XR(T1).
Seja R > 0. Para t ∈ (0, T ], s ∈ [0, t] e U ∈ XR(T ), tem-se pela
observac¸a˜o 4.1 que:∥∥∥∥ (PU)(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(PU(s)) ds
∥∥∥∥
V
=
∥∥∥∥ ∫ t
0
S(t− s)Φ(U(s)) ds+
∫ t
0
S(t− s)G(U(s)) ds−
∫ t
0
S(t− s)Φ(PU(s)) ds
∥∥∥∥
V
≤
∫ t
0
‖Φ(U(s))− Φ(PU(s))‖V ds+
∫ t
0
‖G(U(s))‖V ds
≤ C
∫ t
0
‖U(s)− PU(s)‖V ds+
∫ t
0
‖G(U(s))‖V ds
sendo U = [u, v] elemento de V. Acima usamos a hipo´tese do Teorema 4.1 que Φ e´
globalmente Lipschitz.
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Assim, temos obtido que∥∥∥∥ (PU)(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(PU(s)) ds
∥∥∥∥
V
≤
∫ T
0
‖G(U(s))‖V ds
+C
∫ T
0
‖U(s)− S(s)U0 −
∫ t
0
S(t− s)Φ(U(s)) ds−
∫ t
0
S(t− s)G(U(s)) ds‖V ds
≤ CTR + C
∫ T
0
∥∥∥∥ ∫ t
0
S(t− s)G(U(s)) ds
∥∥∥∥
V
ds+ C
∫ t
0
‖g(u(s))‖H2(Ω) ds
≤ C
∫ t
0
‖ |u(t)|p ‖ ds+ CTR + C
∫ T
0
∫ T
0
‖G(U(s))‖V ds ds
≤ C
∫ t
0
‖u(t)‖H1(Ω) ds+ CTR + C
∫ T
0
∫ T
0
‖G(U(s))‖V ds ds
≤ CTR + C
∫ T
0
‖U(s)‖V ds+ C
∫ T
0
∫ T
0
‖U(s)‖V ds ds
Mas, como U ∈ XR(T ):
‖U(t)‖V ≤
∥∥∥∥ U(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(U(s)) ds
∥∥∥∥
V
+
∥∥∥∥ S(t)U0 + ∫ t
0
S(t− s)Φ(U(s)) ds)
∥∥∥∥
V
≤ R + ‖U0‖V +
∫ t
0
‖S(t− s)ΦU(s)‖V ds
Enta˜o, temos que ‖U(t)‖∞ ≤ C˜ com C˜ constante positiva. De fato,∥∥∥∥ S(t)U0 + ∫ t
0
S(t− s)Φ(U(s)) ds
∥∥∥∥
V
≤ ‖U0‖V
+
∫ t
0
‖ΦU(s)‖V ds ≤ ‖U0‖V + C
∫ t
0
‖U(s)‖V ds
para 0 ≤ t ≤ T .
Assim
‖U(t)‖V ≤ R + ‖U0‖V + C
∫ t
0
‖U(s)‖V ds
para 0 ≤ t ≤ T .
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Portanto, pela desigualdade de Gronwall tem-se que
‖U(t)‖V ≤ (R + ‖U0‖V )eCT = C˜ (4.9)
para 0 ≤ t ≤ T , onde C constante Lipschitz de Φ.
Assim,∥∥∥∥ (PU)(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(PU(s)) ds
∥∥∥∥
V
≤ CTR + CTC˜ + T 2C˜C
= T [CR + (CT + C)C˜]
sendo C e C˜ constantes positivas.
Enta˜o, para T1 suficientemente pequeno tem-se∥∥∥∥ (PU)(t)− S(t)U0 − ∫ t
0
S(t− s)Φ(U(s)) ds
∥∥∥∥
V
≤ R, ∀ t ∈ [0, T1]
e (PU)(0) = U0.
Logo, PU ∈ XR(T1). Assim mostramos que P : XR(T1) −→ XR(T1),
para T1 > 0 suficientemente pequeno de modo que T1[CR + C˜(CT1 + C)] ≤ R.
Agora, vamos mostrar que existe T0 com 0 < T0, com T0[CR+C˜(CT0+
C)] ≤ R, tal que a aplicac¸a˜o P : XR(T0) −→ XR(T0) e´ contrac¸a˜o.
Para T2 > 0, sejam U1 = [u1, v1], U2 = [u2, v2] ∈ XR(T2). Enta˜o
conforme observado em (4.9) tem-se que
‖U1(t)‖V , ‖U2(t)‖V ≤ C˜, ∀ t ∈ [0, T2].
Calculamos, para t ∈ [0, T2]
‖(PU1)(t)− (PU2)(t)‖V ≤
∫ t
0
‖S(t− s)(G(U1(s))−G(U2(s)))‖V ds
+
∫ t
0
‖S(t− s)(Φ(U1(s))− Φ(U2(s)))‖V ds
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Por (4.6), tem-se
‖(PU1)(t)− (PU2)(t)‖V ≤
∫ t
0
‖G(U1(s))−G(U2(s))‖V ds
+
∫ t
0
‖Φ(U1(s))− Φ(U2(s))‖V ds ≤ C
∫ t
0
‖g(u1(s))− g(u2(s))‖H2(Ω) ds
+C
∫ t
0
‖U1(s)− U2(s)‖V ds ≤ C
∫ t
0
‖ |u1(s)|p − |u2(s)|p ‖ ds
+
∫ t
0
‖U1(s)− U2(s)‖V ds
(4.10)
Se p > 1, tem-se que h : R+ −→ R+ dada por h(S) = Sp e´ uma
func¸a˜o convexa, pois h′′(S) ≥ 0, ∀ S ∈ R+. Logo
h(lS1 + (1− l)S2) ≤ lh(S1) + (1− l)h(S2), ∀ l ∈ [0, 1].
Assim, para l =
1
2
, S1 = a− b e S2 = b, tem-se
1
2p
ap − 1
2
bp ≤ 1
2
(a− b)p
E, para l =
1
2
, S1 = b− a e S2 = a, tem-se
1
2p
bp − 1
2
ap ≤ 1
2
(b− a)p
Seja a = |u(t)| e b = |v(t)|. Usando as duas u´ltimas desigualdades:
∫
Ω
| |u(s)|p − |v(s)|p |2 ds ≤
∫
Ω
| |u(s)| − |v(s)| |2p ds
Assim
‖ |u(t)|p − |v(t)|p ‖ ≤ ‖u(t)− v(t)‖pL2p(Ω)
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Usando a u´ltima estimativa em (4.10) e considerando (4.2) resulta que
‖(PU1)(t)− (PU2)(t)‖V ≤ C
∫ t
0
‖u1(s)− u2(s)‖pH1(Ω)ds+
∫ t
0
‖U1(s)− U2(s)‖V ds
= C
∫ t
0
‖u1(s)− u2(s)‖p−1H1(Ω) ‖u1(s)− u2(s)‖H1(Ω)ds+
∫ t
0
‖U1(s)− U2(s)‖V ds
≤ C
∫ t
0
(‖u1(s)‖p−1H1(Ω) + ‖u2(s)‖p−1H1(Ω))‖u1(s)− u2(s)‖H1(Ω)ds
+
∫ t
0
‖U1(s)− U2(s)‖V ds ≤ [2CC˜p−1 + C]T‖U1(t)− U2(t)‖∞
(4.11)
Tomando 0 < T0 < min
(
T1,
1
2CC˜p−1
+ C
)
conclui-se que a aplicac¸a˜o
P : XR(T0) −→ XR(T0) e´ contrac¸a˜o.
Do Teorema de ponto fixo de Banach, existe uma u´nica func¸a˜o U ∈
XR(T0) tal que PU = U . Assim, U e´ soluc¸a˜o de (4.8).
Mostramos que o problema (4.8) tem u´nica soluc¸a˜o em XR(T0).
Resta mostrar a unicidade da soluc¸a˜o do problema em C([0, T0];V ).
Sejam U1, U2 ∈ C([0, T0];V ) soluc¸a˜o da equac¸a˜o (4.8), com U1(0) =
U2(0) = U0 e U0 ∈ V . Enta˜o PU1 = U1 e PU2 = U2. Da´ı, da mesma forma que em
(4.11), para t ∈ [0, T0] tem-se
‖U1(t)− U2(t)‖V ≤ C
∫ t
0
‖U1(s)− U2(s)‖p−1V ‖U1(s)− U2(s)‖V ds
+
∫ t
0
‖U1(s)− U2(s)‖V ds = C
∫ t
0
(1 + ‖U1(s)− U2(s)‖p−1V ) ‖U1(s)− U2(s)‖V ds
Neste ponto precisamos usar a desigualdade de Gronwall, cuja demons-
trac¸a˜o e´ bem conhecida.
Usaremos o lema de Gronwall.
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Lema 4.3 (Desigualdade de Gronwall) Sejam g1(t) ≥ 0 e g2(t) ≥ 0 func¸o˜es reais
tais que:
g1(t) ≤ K +
∫ t
0
g1(s)g2(s) ds, 0 ≤ t ≤ T
sendo K ≥ 0 uma constante e
∫ T
0
g2(s) ds <∞. Enta˜o:
g1(t) ≤ C exp
[ ∫ T
0
g2(s) ds
]
, 0 ≤ t ≤ T.
Vamos usar esse lema com: K = 0, g1(t) = ‖U1(t)−U2(t)‖V e g2(t) =
C[‖U1(t)−U2(t)‖p−1V + 1]. Como U1, U2 ∈ C([0, T0];V ) esta˜o definidas no compacto
[0, T0], tem-se que ∫ T
0
g2(s) ds <∞.
Portanto, aplicando a desigualdade de Gronwall, para g1 e g2 definidas
acima, conclui-se que
g1(t) = ‖U1(t)− U2(t)‖V = 0.
Segue imediatamente que U1 = U2 e portanto a unicidade esta´ provada.
Para finalizar, o estudo de existeˆncia e unicidade de soluc¸o˜es locais,
vamos mostrar que a soluc¸a˜o local obtida para a equac¸a˜o (4.8) e´ soluc¸a˜o do problema
de valor inicial (4.7).
Defimos Û(t) =
∫ t
0
S(t− s)G(U(s)) ds e vamos mostrar que a func¸a˜o
Û(t) e´ diferencia´vel em [0, T0).
Seja t ∈ [0, T0) e h > 0 tal que t+ h ∈ [0, T0]. Usando as propriedades
de semigrupos, tem-se
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Û(t+ h)− Û(t)
h
=
1
h
∫ t+h
0
S(t+ h− s)G(U(s)) ds
−1
h
∫ t
0
S(t− s)G(U(s)) ds = S(h)− 1
h
∫ t
0
S(t− s)G(U(s)) ds
+
S(h)
h
∫ t+h
t
S(t− s)G(U(s)) ds
Como o u´ltimo integrando na igualdade anterior e´ cont´ınuo, pelo Teo-
rema do valor me´dio para integrais, segue que:
Û(t+ h)− Û(t)
h
=
S(h)− 1
h
∫ t
0
S(t− s)G(U(s)) ds+ S(h)S(t− t∗)G(U(t∗))
para algum t∗ entre t e t+ h.
Enta˜o,
lim
h−→0+
Û(t+ h)− Û(t)
h
= B
∫ t
0
S(t− s)G(U(s)) ds+G(U(t))
pois t∗ −→ t quando h −→ 0 e {S(t)}t≥0 e´ semigrupo de classe C0 gerado por B.
Assim Û e´ diferencia´vel em [0, T0) e
d
dt
Û(t) = B
∫ t
0
S(t− s)G(U(s)) ds+G(U(t))
Ale´m disso, a func¸a˜o V (t) = S(t)U0 +
∫ t
0
S(t − s)Φ(U(s)) ds e´ dife-
rencia´vel e
d
dt
V (t) = BV (t) + Φ(U(t)).
Assim, do fato de que U(t) = V (t) + Û(t), resulta que
d
dt
U(t) = BU(t) + J(U(t))
Logo, U e´ diferencia´vel e soluc¸a˜o local em [0, T0) do problema (4.7).

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Corola´rio 4.1 Seja n ≥ 2 e 1 < p ≤ n
n− 2 . Para cada [u0, u1] ∈ (H
3(Ω)∩H20 (Ω))×
H20 (Ω), existe T0 > 0 e uma u´nica func¸a˜o
u ∈ C([0, T0];H3(Ω) ∩H20 (Ω)) ∩ C1([0, T0];H20 (Ω)) ∩ C2([0, T0];H10 (Ω))
soluc¸a˜o do problema:
(utt(t), ψ) + γ(5utt(t),5ψ) + (4u(t),4ψ) + (ut(t), ψ) + β(u(t), ψ) = (|u(t)|p, ψ)
∀ t > 0
u(x, 0) = u0(x) e ut(x, 0) = u1(x) x em Ω
(4.12)
para cada ψ ∈ H20 (Ω).
Prova:
Se z ∈ H10 (Ω), pelo Lema de Lax-Milgram, ∃ u´nico z˜ ∈ H10 (Ω), tal que
−(z˜, ψ)− γ(5z˜,5ψ) = (z, ψ), ∀ ψ ∈ H10 (Ω).
Assim, da mesma forma que na sec¸a˜o 2.2, definimos f : H10 (Ω) −→
H10 (Ω) tal que para cada z ∈ H10 (Ω), f(z) e´ dada pela equac¸a˜o
−(f(z), ψ)− γ(5f(z),5ψ) = (z, ψ), ∀ ψ ∈ H10 (Ω) (4.13)
Por regularidade el´ıptica, existe C > 0 tal que
‖f(z1)− f(z2)‖H3(Ω) ≤ C‖z1 − z2‖H1(Ω), ∀ z1, z2 ∈ H10 (Ω) (4.14)
Seja u soluc¸a˜o do problema (4.12), com [u0, u1] ∈ V = (H3(Ω) ∩
H20 (Ω))×H20 (Ω). Enta˜o o par U(t) = [u(t), ut(t)] e´ soluc¸a˜o do problema:
d
dt
U(t) = BU(t) + F (U(t)) +G(U(t))
U(0) = U0
(4.15)
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em X = H20 (Ω)×H10 (Ω), onde B e´ o operador da sec¸a˜o 2.1 e
F (U(t)) = [0, f(ut(t))] e G(U(t)) = [0, g(u(t))]
onde f esta´ definida acima e g esta´ definida em (4.4).
Reciprocamente, se U = U(t) e´ soluc¸a˜o de (4.15) com U0 ∈ V enta˜o a
primeira componente de U(t) e´ soluc¸a˜o de (4.12).
Vamos mostrar que F e´ Lipschitz cont´ınua globalmente. De fato,
dados Z1 = [v1, w1] e Z2 = [v2, w2] ∈ X enta˜o, usando (4.14) tem-se
‖F (Z1)− F (Z2)‖X = ‖f(w1)− f(w2)‖H1(Ω) ≤ ‖f(w1)− f(w2)‖H3(Ω) ≤
C‖w1 − w2‖H1(Ω) ≤ C‖Z1 − Z2‖X
Assim, pelo teorema 4.1 existe u´nica soluc¸a˜o do problema (4.15) com
U(t) = [u(t), v(t)] ∈ C([0, T0);V ) ∩ C1([0, T0);X)
Assim, obrigatoriamente, v = ut e
u ∈ C([0, T0];H3(Ω) ∩H20 (Ω)) ∩ C1([0, T0];H20 (Ω)) ∩ C2([0, T0];H10 (Ω))
que satisfaz (4.12).

Corola´rio 4.2 Seja n ≥ 2 e 1 < p ≤ n
n− 2 . Para cada [u0, u1] ∈ (H
3(Ω)∩H20 (Ω))×
H20 (Ω),∃ T0 > 0 e uma u´nica func¸a˜o
u ∈ C([0, T0];H3(Ω) ∩H20 (Ω)) ∩ C1([0, T0];H20 (Ω)) ∩ C2([0, T0];H10 (Ω))
soluc¸a˜o do problema:
(utt(t), ψ) + γ(5utt(t),5ψ) + (4u(t),4ψ) + (ut(t), ψ) = (|u(t)|p, ψ) t > 0
u(x, 0) = u0(x) e ut(x, 0) = u1(x) em Ω
(4.16)
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para cada ψ ∈ H20 (Ω).
Prova:
Sendo V = (H3(Ω) ∩H20 (Ω))×H20 (Ω). Definimos, ∀ t ≥ 0,
U(t) = [u(t), w(t)], F˜ (U(t)) = [0, f(w(t))− βf(u(t))] e G(Z(t)) = [0, g(w(t))]
onde f e g definidas em (4.13) e (4.4) respectivamente.
Enta˜o (4.16) e´ equivalente ao seguinte problema de valor inicial no
espac¸o H20 (Ω)×H10 (Ω) = X

d
dt
U(t) = BU(t) + F˜ (U(t)) +G(U(t))
U(0) = U0
(4.17)
Aqui, novamente mostramos que F˜ e´ Lipschitz cont´ınua global-
mente. Dado Z1 = [v1, w1] e Z2 = [v2, w2] ∈ X enta˜o, usando (4.14)
‖F˜ (Z1)− F˜ (Z2)‖X = ‖f(w1)− βf(v1)− f(w2) + βf(v2)‖H1(Ω)
≤ C(‖f(w1)− f(w2)‖H3(Ω) + β‖f(v1)− f(v2)‖H3(Ω)) ≤
C(‖w1 − w2‖H1(Ω) + ‖v1 − v2‖H2(Ω)) ≤ C1‖Z1 − Z2‖X
Assim, pelo teorema 4.1 existe u´nica soluc¸a˜o do problema (4.17) com
U(t) = [u(t), v(t)] ∈ C([0, T0];V ) ∩ C1([0, T0];X)
Logo, de (4.17) temos que v = ut. Portanto
u ∈ C([0, T0];H3(Ω) ∩H20 (Ω)) ∩ C1([0, T0];H20 (Ω)) ∩ C2([0, T0];H10 (Ω))
que satisfaz (4.16).

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4.2 Existeˆncia de soluc¸a˜o global e comportamento
assinto´tico
Vamos encontrar estimativas de decaimento para a energia do pro-
blema (4.16) para o caso em que n = 3 e p = 3.
Teorema 4.3 Seja n = 3. Existe um nu´mero real δ > 0 tal que se os dados iniciais
[u0, u1] ∈ V = H30 (Ω) × H20 (Ω) satisfazem I0 < δ, o problema (4.16) com p = 3
tem uma u´nica soluc¸a˜o global u ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩
C2([0,∞);H10 (Ω)) tal que
Ev(t) ≤ CI0(1 + t)−1
com C > 0 alguma constante que na˜o depende dos dados iniciais.
Demonstrac¸a˜o:
Seja S(t) : V −→ V dado por
S(t)[v0, v1] −→ [v(t), vt(t)]
onde v(t) ∈ C([0,∞);H3(Ω) ∩H20 (Ω)) ∩ C1([0,∞);H20 (Ω)) ∩ C2([0,∞);H10 (Ω)) e´ a
u´nica soluc¸a˜o do problema linear (2.17).
i) S(0)[v0, v1] = [v(0), vt(0)] = [v0, v1], ∀ [v0, v1] ∈ V
assim S(0) = I, onde I e´ o operador identidade.
ii) Seja [v0, v1] ∈ (H3(Ω) ∩H20 (Ω))×H20 (Ω)
S(t+ s)[v0, v1] = [v(t+ s), vt(t+ s)]
86
eS(t)S(s)[v0, v1] = S(t)[v(s), vt(s)] = S(t)[z0, z1] = [z(t), zt(t)]
Mas,
[z˜(t), z˜t(t)] = [v(t+ s), vt(t+ s)]
e´ tal que
[z˜(0), z˜t(0)] = [z0, z1]
pela unicidade da soluc¸a˜o tem-se
[z˜(t), z˜t(t)] = [v(t+ s), vt(t+ s)] = [z(t), zt(t)]
isto e´, S(t+ s) = S(t)S(s), ∀ t, s ∈ R+.
iii) Seja [v0, v1] ∈ V , sendo [v, vt] ∈ C([0,∞);V ), tem-se
lim
t−→0+
‖(S(t)− I)[v0, v1]‖V = lim
t−→0+
‖[v(t), vt(t)]− [v0, v1]‖V = 0
Por i), ii), iii) tem-se que {S(t)}t≥0 e´ um semigrupo de classe C0 em
(H3(Ω) ∩H20 (Ω))×H20 (Ω).
Definimos
‖[u, v]‖E = ‖v‖+ ‖ 5 v‖+ ‖ 4 u‖+ ‖u‖
Como consequ¨eˆncia imediata do teorema 3.2:
Lema 4.4 Se [u0, u1] ∈ H30 (Ω)×H20 (Ω), tem-se
‖S(t)[u0, u1]‖E = ‖[v(t), vt(t)]‖E ≤ CI
1
2
0 (1 + t)
−1
2
onde v e´ a soluc¸a˜o do problema linear (2.17) para os dados iniciais [u0, u1] e C > 0
uma constante que na˜o depende dos dados iniciais.
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Lema 4.5 Se β > 1, enta˜o ∃ uma constante Cβ > 0, dependendo somente de β tal
que ∫ t
0
(1 + t− s)−12 (1 + s)−βds ≤ Cβ(1 + t)−12
Usando as estimativas de decaimento obtida para a energia do pro-
blema (2.17), vamos obter taxas de decaimento para a energia do problema semi-
linear (4.16).
Por propriedades conhecidas da teoria de semigrupos, o problema
semi-linear (4.16) pode ser escrito como:
U(t) = S(t)U0 +
∫ t
0
S(t− s)G(U(s)) ds (4.18)
onde U(t) = [u(t), ut(t)], U0 = [u0, u1], G(U(s)) = [0, g(u(s))]
sendo g(u(s)) definida em (4.4).
Procedemos baseados no argumento do me´todo de Nakao [16]. O qual
prova que para mostrarmos a existeˆncia global, e´ suficiente obter estimativas a priori
para Eu(t) no intervalo de existeˆncia maximal [0, Tm). Neste caso, as estimativas
encontradas para o problema linear, sa˜o mantidas para o problema semi-linear.
Como consequ¨eˆncia imediata do lema (4.4) tem-se
Lema 4.6 Assumindo as hipo´teses do teorema (4.3), tem-se
‖S(t)U0‖E ≤ CI
1
2
0 (1 + t)
−1
2 em [0, Tm)
Seja
I(s) = ‖g(u(s))‖2H2(Ω), ∀ s ∈ [0, t] com t ∈ [0, Tm)
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Pelo lema 2.7 e considerando (4.5) e (4.2) tem-se
‖g(u(s))‖2H2(Ω) ≤ C‖ |u(s)|3 ‖2L2(Ω) ≤ C‖u(s)‖6H1(Ω) = C(‖u(s)‖2 + ‖ 5 u(s)‖2)3
≤ C(‖u(s)‖2 + ‖ 4 u(s)‖2)3.
Logo,
I(s) ≤ C(‖u(s)‖2 + ‖ 4 u(s)‖2)3 (4.19)
Assim, pelo lema 4.6 tem-se
‖S(t− s)G(U(s))‖E ≤ CI(s) 12 (1 + t− s)−12
Por (4.18) pode-se estimar U(t) por:
‖U(t)‖E ≤ CI
1
2
0 (1 + t)
−1
2 +
∫ t
0
(1 + t− s)−12 I(s) 12 ds (4.20)
Sabe-se que
‖U(0)‖E ≤ CI
1
2
0 < KI
1
2
0 , se K > C
Vamos supor por absurdo que na˜o ocorra
(1 + t)
1
2‖U(t)‖E ≤ KI
1
2
0 , ∀ t ∈ [0, Tm)
Enta˜o pela continuidade da func¸a˜o t −→ (1 + t) 12‖U(t)‖E ∃ T0 ∈
(0, Tm) tal que
(1 + t)
1
2‖U(t)‖E < KI
1
2
0 , ∀ t ∈ [0, T0)
(1 + T0)
1
2‖U(T0)‖E = KI
1
2
0 ,
(4.21)
Considerando (4.19) em (4.20) tem-se
‖U(t)‖E ≤ CI
1
2
0 (1 + t)
−1
2 + C
∫ t
0
(1 + t− s)−12 (‖u(s)‖2 + ‖ 4 u(s)‖2) 32 ds
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Por (4.21) tem-se
‖U(t)‖E ≤ CI
1
2
0 (1 + t)
−1
2 + 2C
∫ t
0
(1 + t− s)−12 (KI0(1 + t)−1) 32 , ∀ t ∈ [0, T0]
Aplicando o lema 4.5:
‖U(t)‖E ≤ CI
1
2
0 (1 + t)
−1
2 + 2CK
3
2 I
3
2
0 (1 + t)
−1
2 , ∀ t ∈ [0, T0]
Definimos:
Q0(I0, K) = C + 2CK
3
2 I0
Assim
‖U(t)‖E ≤ I
1
2
0 Q0(I0, K)(1 + t)
−1
2
Escolhendo K > C e I0 < δ =
(
K − C
2CK
3
2
)
=⇒ Q0(I0, K) = C + 2CK 32 I0 < K
=⇒ ‖U(t)‖E < KI
1
2
0 (1 + t)
−1
2 ,∀t ∈ [0, T0]
O que contradiz (4.21).
Logo a soluc¸a˜o local u(t) existe globalmente no tempo mantendo as
estimativas, ∀ t ≥ 0.
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