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We studied the possibility of exciton condensation in a strongly correlated bilayer extended Hub-
bard model using Determinant Quantum Monte Carlo. To model both the onsite repulsion U and
the interlayer interaction V we introduced a novel update scheme extending the standard Sherman-
Morrison update. We observe that the sign problem increases dramatically with the inclusion of the
interlayer interaction V , which prohibits at this stage a unequivocal conclusion regarding the pres-
ence of exciton condensation. However, enhancement of the interlayer tunneling results suggest that
the strongest exciton condensation tendency lies around 10− 20% p/n-doping. Magnetic properties
and conductivity turn out to be relatively independent of the interlayer interaction.
PACS numbers: 71.10.Fd, 02.70.Ss, 71.27.+a, 73.21.-b, 71.35.-y
I. INTRODUCTION
The standard Bardeen-Cooper-Schrieffer theory of su-
perconductivity can be straightforwardly extended to
describe condensation of electron-hole pairs, known as
excitons1–3. Though the electron-hole Coulomb inter-
action is naturally quite large, exciton annihilation will
suppress the formation of a condensate. To counter the
electron-hole recombination problems one could spatially
separate the electrons and holes into different layers4,5.
Recently such bilayer exciton condensation has been ex-
perimentally verified in quantum Hall bilayers6 and with-
out an externally applied magnetic field in electrically
gated, optically pumped semiconductor quantum wells7.
The progress in semiconductor quantum wells lead to
several theoretical proposals for different candidate mate-
rials for exciton condensation, amongst them topological
insulators8 and double layer graphene9–13. In this pa-
per we consider bilayer strongly correlated electron sys-
tems, such as realized in the multilayer high-temperature
superconducting cuprates14,15. Cuprates are quasi-two-
dimensional and can be chemically doped with electrons
or holes, and it is therefore experimentally feasible to con-
struct heterostructures of differently doped cuprates16,17.
The strong interactions would effectively reduce the elec-
tronic kinetic energy, which favors exciton binding. The
physics of correlated p/n bilayers is, however, extremely
nontrivial. Under the assumption of strong exciton bind-
ing energies it has been suggested that exciton conden-
sation in correlated bilayers leads to interesting exciton-
spin cooperative effects, reflected in an enhanced triplon
bandwith.18
In this context, the major challenge is to study exci-
ton condensation in correlated bilayers when the kinetic
energy, onsite repulsion, and interlayer interaction are all
treated on the same level. Earlier studies of correlated
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FIG. 1: The extended bilayer Hubbard model, Eqns. (1)-(4),
describes two layers with in-plane hopping t and interlayer
t⊥, onsite repulsion U and interlayer Coulomb interaction V .
In this paper we study this model using DQMC.
bilayers are limited to either the weak-coupling regime19
or the strong coupling t-J model18,20. Numerical simu-
lations considered the bilayer Hubbard model without
interlayer interactions21 or without onsite repulsion22.
Here, we consider both interactions and use the Deter-
minant Quantum Monte Carlo method (DQMC)23–25 to
study the extended bilayer Hubbard model as shown in
Fig. 1. In order to include both in-plane and interlayer
interactions we developed a novel update scheme as an
extension of the usual Sherman-Morrison update. These
‘Woodbury updates’, described in section II, can be used
in other models with more than one type of Hubbard-
Stratonovich field.
To maximize the possibility of exciton condensation,
we consider double layered systems where one layer is
n-doped and the other layer is p-doped, with respect
to half-filling (〈n〉 = 1 in each layer). One would ex-
pect that with the formation of bosonic excitons the
fermionic sign problem would be reduced, thus allowing
for numerical control in physically interesting parameter
regimes. However, as we show in section III and illus-
trate in Fig. 2, the sign problem is actually enhanced
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FIG. 2: Combining measurements of the interlayer tunneling,
the average sign and antiferromagnetic correlations we can
construct a tentative phase diagram of the Hubbard biayer,
as a function of the interlayer interaction V and p/n-doping
at T = 0.221t and U = 4t. The average sign is shown by the
solid green lines, indicating the contour lines where the sign
is 0.5 or 0.1. The inclusion of V leads to a drastic reduction
of the average sign. The antiferromagnetic order, where the
phase boundary is shown by a dashed white line, is relatively
independent of V . The interlayer tunneling, a signature of
exciton formation, increases with V and reaches it maximum
around 10− 20% p/n-doping. This figure is a combination of
the data shown in Figs. 4, 8 and 12.
dramatically with the inclusion of an interlayer coupling
V . Even at moderate temperatures (T = 0.221t, with
t the in-plane nearest-neighbor hopping) and interme-
diate couplings (V = 0.75t), the average sign drops to
about ∼ 0.1 around 15% p/n-doping. Therefore, within
the present DQMC approach, one cannot conclude un-
equivocally whether exciton condensation in p/n-doped
correlated bilayers is possible. We have, however, strong
indications that the tendency towards exciton condensa-
tion is largest around 10−20% p/n-doping, as we discuss
in section IV. On the other hand, the magnetic proper-
ties of the correlated bilayer turn out to be remarkably
independent of the interlayer coupling, as is discussed in
section V and also illustrated in Fig. 2. We conclude
this paper with an outlook regarding excitonic physics in
correlated bilayers.
II. METHODS
A. The Bilayer Hubbard Model
We begin by introducing the bilayer Hubbard model
with interlayer couplings, and discussing the DQMC al-
gorithm used to analyze this model. We consider a bi-
layer system of two square lattices as shown in Fig. 1.
Each lattice site is denoted by i` where ` = 1, 2 is the
layer index. The quadratic part of the Hubbard Hamilto-
nian contains electron hopping and a chemical potential
µ terms,
HK = −t
∑
〈ij〉`σ
c†i`σcj`σ − t⊥
∑
iσ
(
c†i1σci2σ + h.c.
)
−
∑
i`σ
µ`ni`σ (1)
where 〈ij〉 is a sum over in-plane nearest-neighbors, t
is the in-plane hopping, and t⊥ the interlayer hopping.
We choose the chemical potential in both layers to be
opposite, µ1 = −µ2, in order to induce p-doping in one
layer and n-doping in the other. The Hubbard model
additionally contains an on-site electron repulsion,
HU = U
∑
i`
[
(ni`↑ − 1
2
)(ni`↓ − 1
2
)− 1
4
]
(2)
which we have written such that µ = 0 corresponds to
half-filling.
The formation of an exciton condensate requires in-
terlayer electron-hole attraction, which can be incorpo-
rated by including a nearest-neighbor interlayer electron-
electron repulsion,
HV = V
∑
iσσ′
[
(ni1σ − 1
2
)(ni2σ′ − 1
2
)− 1
4
]
. (3)
Note that with the inclusion of HV , µ = 0 still corre-
sponds to half-filling. The full Hamiltonian thus consists
of the electron hopping, on-site repulsion and an inter-
layer repulsion,
H = HK +HU +HV . (4)
We study this model using the framework of DQMC,
which we briefly summarize here following Refs.23–25, and
emphasizing the changes that are required for the bilayer
model with interlayer interactions.
B. The DQMC Algorithm
In absence of interactions, the kinetic part of the bi-
layer Hubbard model HK can be cast into a matrix form,
HK =
∑
ij``′σ
c†i`σk
σ
i`,j`′cj`′σ. (5)
We work on a lattice where each layer has N ≡ Nx ×
Ny (Nx = Ny) sites. Consequently the matrix k
σ is
a 2N × 2N matrix. In the non-interacting limit, the
partition function and the Greens function can now be
exactly computed using determinants of this k-matrix,
Z ≡ Tr [e−βHK ] = det [I2N + e−βk↑] det [I2N + e−βk↓]
(6)
3and
Gσi`,j`′ ≡
1
Z
Tr
[
ci`σc
†
j`′σe
−βHK
]
=
[
I2N + e
−βkσ
]−1
i`,j`′
(7)
To include the interactions HU and HV we need a
Suzuki-Trotter decomposition, whereby the inverse tem-
perature β is considered as a new dimension and the
imaginary time axis is cut into L discrete intervals ∆τ =
β/L in length,
e−βH ≈ (e−∆τHU e−∆τHV e−∆τHK)L (8)
where errors of order (∆τ)2 and higher are neglected.
The interactions HU and HV can be brought into a
quadratic form by a discrete Hubbard-Stratonovich (HS)
transformation. On each site and time-slice an Ising vari-
able s(i, τ) is introduced for each type of interaction,
e−∆τU[(nˆ↑−
1
2 )(nˆ↓− 12 )− 14 ] =
1
2
∑
s=±1
eλUs(nˆ↑−nˆ↓), (9)
where λU = arccosh
(
e
1
2U∆τ
)
. A similar decoupling
works for the interlayer interaction V . For each in-plane
coordinate i we now have six HS fields sα(i, τ): s1 and s2
are associated with the on-site repulsion U in each layer,
and the four possible fields s3 − s6 are associated with
the four spin-dependent interlayer interactions V .
As the interaction terms have become quadratic, one
can rewrite the transformed interaction terms using a
diagonal matrix vσ(τ) that depends on the HS fields
sα(i, τ). Each time slice is therefore represented by the
2N × 2N matrix
Bσl = e
vσ(l∆τ)e−∆τk
σ
, (10)
the product of which represents the full evolution among
the imaginary time axis
Mσ = I2N +B
σ
LB
σ
L−1 · · ·Bσ2Bσ1 . (11)
At this level, the partition function can be computed
exactly by
Z =
1
26NL
∑
sα(i,τ)=±1
detM↑ detM↓. (12)
Similarly, the Greens function can be computed by
Gσi`,j`′ =
1
Z
1
26NL
∑
sα(i,τ)=±1
[Mσ]
−1
i`,j`′ detM
↑ detM↓.
(13)
The bilayer Hubbard model can thus be simulated using
standard Ising importance sampling Monte Carlo tech-
niques. The weight of each HS field configuration is given
by the absolute value of the determinants
P (s) =
∣∣detM↑ detM↓∣∣ . (14)
such that all measured quantities should be normalized
by the average sign of the determinants. When the aver-
age sign approaches zero, the statistical errors associated
with measurements increases drastically. We will come
back to this problem in section III.
C. Sampling the HS fields
The evaluation of the Greens function Eq. (13) for a
given configuration of HS fields requires O(N3) opera-
tions. Within the original DQMC approach, this numer-
ical complexity can be reduced by an efficient single-site
update scheme.23 Thereby the flip of the HS field at a
single site and time-slice is proposed. If the change is
accepted, the new Greens function can be computed by
O(N2) operations. In the bilayer set-up presented here,
however, we are dealing with six HS fields per site instead
of just one. Therefore, the traditional Sherman-Morrison
update cannot be used. We propose a generalization of
the aforementioned scheme, based on the Woodbury ma-
trix identity.26
Starting with a known Greens function at time-slice l
for both spin species given the HS-fields sα(i, l∆τ), we
propose random changes s→ ±s on all the six HS fields
at site i and time-slice l individually. This defines a ma-
trix
∆sα = sα,new(i, l∆τ)− sα,old(i, l∆τ) = ±2 or 0. (15)
Under this change, we note that the change in the matrix
product
Aσ = Bσl B
σ
l−1 · · ·Bσ1BσL · · ·Bσl+1 (16)
→ Aσ ′ = [I + ∆σ]Aσ. (17)
can be factored such that the matrix ∆σ has only two
nonzero elements, namely
∆↑i1,i1 = exp [λU∆s1 + λV (∆s3 + ∆s4)]− 1 (18)
∆↓i1,i1 = exp [−λU∆s1 + λV (∆s5 + ∆s6)]− 1 (19)
∆↑i2,i2 = exp [λU∆s2 − λV (∆s3 + ∆s5)]− 1 (20)
∆↓i2,i2 = exp [−λU∆s2 − λV (∆s4 + ∆s6)]− 1. (21)
Thus the ratio of weights between the new Mσ ′ and the
old Mσ equals
Rσ =
det[I +Aσ ′]
det[I +Aσ ]
=
[
1 + (1−Gσi1,i1)∆σi1,i1
] [
1 + (1−Gσi2,i2)∆σi2,i2
]
−Gσi2,i1Gσi1,i2∆σi1,i1∆σi2,i2. (22)
Using this formula, one can quickly decide whether to
accept a change or not . Under the change of HS fields
the new Greens function can be easily computed
Gσ → Gσ ′ = [1 +Aσ + ∆σAσ]−1 . (23)
Because the matrix ∆ is sparse (it has only two nonzero
elements, at i and i + N), we can use the Woodbury
matrix identity to do a fast update of the Greens func-
tion, which is a generalization of the Sherman-Morrison
matrix identity. The Woodbury identity amounts to
Gσab → Gσab −
∑
`,`′
Gσa,i`∆
σ
i`,i`(R
−1)``′(1−Gσ)i`′,b (24)
4where the spin-dependent R-matrix is given by
R``′ =
(
1 + (1−Gσi1,i1)∆σi1,i1 −Gσi1,i2∆σi2,i2
−Gσi2,i1∆σi1,i1 1 + (1−Gσi2,i2)∆σi2,i2
)
.
(25)
Note that the determinant of the R-matrix equals the
ratio as defined in equation (22). The inverse (R−1)``′
can be computed analytically and equals
1
Rσ
(
1 + (1−Gσi2,i2)∆σi2,i2 Gσi1,i2∆σi2,i2
Gσi2,i1∆
σ
i1,i1 1 + (1−Gσi1,i1)∆σi1,i1
)
.
(26)
These equations combined constitute the full Woodbury
update.
To decide whether a proposed change will be accepted
we used a linear combination of the Metropolis and the
heat bath algorithm. The transition amplitude from one
configuration s to the next s′ is given by
T (s→ s′) = γ P (s
′)
P (s) + P (s′)
+ (1− γ) min
(
1,
P (s′)
P (s)
)
.
(27)
The parameter γ is tuned self-consistently to achieve an
acceptance ratio of about 50%.
Using the Woodbury update scheme presented here
one can perform fast updates of all the HS fields at all
sites and time-slices. All data points in this paper are
obtained by doing 5× 104 full sweeps of the lattice for 8
independent Markov chains. Equal-time measurements
are averaged over different time-slices, yielding in total
2×106 data points. Unequal-time measurements are per-
formed after every 10 full sweeps, yielding 4 × 105 data
points. The statistical error bars are obtained from the
sample variance over the 8 independent chains.
We computed various physical properties, to be dis-
cussed in the following sections, for fixed U = 4t, where
t = 1 serves as a unit of energy. Unless otherwise stated
the interlayer hopping is t⊥ = 0.05t. We consider var-
ious different values of the chemical potential, which is
chosen to be opposite in the two layers, µ1 = −µ2. The
interlayer interaction V is chosen on a range from V = 0
to V = 1.25t. Realistic materials have indeed V < U
since Coulomb repulsion is naturally weaker for nearest
neighbor than for onsite repulsion.
All results were obtained on a Nx = Ny = 4 and Nx =
Ny = 6 bilayer. Such a bilayer contains N = 2(Nx)
2
lattice sites; note that the Nx = 6 bilayer with its 72 sites
is numerically more involved than the canonical Nx = 8
single layer simulations.
III. FERMION SIGN PROBLEM
The average sign limits the applicability of the DQMC
method when dealing with strongly correlated electrons.
We therefore present first our results regarding the av-
erage value of the fermion sign with regards to both its
value and its impact on the statistical errors on other
measurements.
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FIG. 3: The average sign at half-filling for various interlayer
interactions V . When V 6= 0 the average sign drops rapidly.
Parameters are U = 4t, t⊥ = 0.05t and µ = 0.
In the absence of the interlayer interaction V , at half-
filling, the average sign is protected by particle-hole
symmetry27. This can be understood by considering the
determinants of Mσ for both spin species. Since the
Hubbard-Stratonovich fields couple to both the up and
down spins, a change of sign in detM↑ is accompanied
by the same sign change in detM↓. Consequently, at
half-filling for V = 0 the average sign is always equal to
1. One can directly infer that the sign protection fails
when V 6= 0, since there are now HS fields that couple to
only one type of spin. Indeed, as can be seen in Fig. 3,
inclusion of a nonzero interlayer interaction V drastically
reduces the sign at half-filling.
At finite densities the sign problem becomes increas-
ingly severe. Even in the absence of interlayer V , the sign
drops so rapidly that the parameter regime physically rel-
evant for the pseudogap, d-wave superconductivity, etc.,
is inaccessible at low temperatures. Fig. 4 displays how
the average sign depends on both doping and interlayer
V for a fixed temperature. It is worthwhile to note that
the physical temperature corresponding to these param-
eters is about 900 Kelvins, still an order of magnitude
higher than for example the onset of superconductivity
in the cuprates. In Fig. 5 we show the average sign
as a function of doping for a fixed interlayer coupling
V = 0.75t. In all cases the sign problem is the worst
around 15 − 20% doping. This means that in our set-
up that we have one layer doped with holes and another
layer doped with the same number of electrons, relative
to half-filling. Inclusion of V does not change the quali-
tative doping dependence of the average sign but it does
worsen the situation significantly.
Our results for the fermion signs are in contrast to
the suggestion, made in the context of the exciton t− J
model,28–30 for the limit V  t, that the sign problem
could be reduced upon increasing V . The increased inter-
layer interaction makes it more likely that electrons and
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FIG. 4: The average sign versus density for increasing inter-
layer interaction V . The temperature is fixed at T = 0.221t.
The remaining parameters are U = 4t and t⊥ = 0.05t.
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FIG. 5: The average sign versus density at various tempera-
tures. The interlayer interaction is fixed at V = 0.75t, other
parameters are U = 4t and t⊥ = 0.05t. The sign is lowest
around 15− 20% doping.
holes in the two layers move simultaneously, which sug-
gests that the signs of the electrons could be cancelled by
the signs of the hole. Our DQMC results at indicate that
this is clearly not the case when the interlayer coupling V
is of the same order as t. However, it is still a possibility
that the average sign increases when a condensate forms.
Whenever the average sign becomes small, the uncer-
tainty of the measurements increases. Let us construct
a rough quantitative estimate of the floor in the value
of the average sign at which simulations are still feasi-
ble. For this purpose we need to distinguish between
two kinds of measurements. The first are ‘static’ mea-
surements, such as the doping and interlayer tunneling,
which involve only the equal-time Greens function
Gσi`,j`′ = 〈ci`σc†j`′σ〉 (28)
The second are ‘dynamic’ measurements involving the
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FIG. 6: Average sign, doping, interlayer tunneling and dc
conductivity for V = 0.75t and Nx = 6 as a function of tem-
perature. Static measurements, such as density and interlayer
tunneling, are still reliable as long as the sign > 0.05. The
dynamic measurements such as dc conductivity become unre-
liable when the sign < 0.5. For comparison, both µ = 0 and
µ = 0.8t is shown.
unequal-time Greens function
Gσi`,j`′(τ) = 〈Tτ ci`σ(τ)c†j`′σ〉 (29)
which are generally less stable than static measurements.
As an example of the latter category, we have computed
the dc conductivity from the current-current correlation
function for each layer,
Λ`xx(q, τ) =
∑
i
〈jx(ri`, τ)jx(0, 0)〉eiq·ri` (30)
Instead of performing the analytic continuation, we ap-
proximate the dc conductivity by31
piσdc
β2
= Λ`xx(q = 0, τ = β/2). (31)
In Fig. 6 we show the average sign as function of tem-
perature for V = 0.75t, for µ = 0 and µ = 0.8t. In
addition, we also show the measurements of the inter-
layer tunneling, doping and dc conductivity. As long as
the average sign is above 0.5, all measurements are sta-
tistically trustworthy. Below 0.5, the results for the dc
conductivity have statistical error bars more than half
of σdc itself. Therefore we limit our dynamical measure-
ments to regions where the sign is > 0.5. Similarly, as
long as the sign is greater than ∼ 0.1 the statistical error
on static measurements is manageable. This implies that
the window for which DQMC is applicable for all doping
levels is limited to about β < 5/t and V < t.
IV. EXCITON CONDENSATION
Our main goal is to investigate whether exciton con-
densation might occur in the bilayer Hubbard model. To
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FIG. 7: Interlayer tunneling at V = 0.75t for Nx = 6, relative
to the V = 0 case. A clear enhancement of the tunneling am-
plitude, which is equal to the order parameter of the exciton
condensate, can be seen around µ = 0.8t, where the doping
level is approximately 15%.
do so, we examine the order parameter of an interlayer
exciton condensate, which is defined as
∆k = 〈c†k1σck2σ〉. (32)
In the presence of strong local interactions excitons will
be formed locally, such that the electron and hole are on
the same interlayer rung. The order parameter becomes
independent of momentum and equals
∆ =
1
N
∑
i
〈c†i1σci2σ〉. (33)
Consequently, the condensate order parameter equals the
expectation value of the interlayer tunneling,6,32 which is
directly measurable in experimental setups.
Within the DQMC method, the interlayer tunneling
follows directly from the Greens function. The ideal ex-
citon condensate occurs when the interlayer hopping is
completely suppressed, t⊥ = 0. However, in that case
the order parameter calculated in DQMC is identically
zero. We need to include a finite t⊥, which acts as a
symmetry breaking field just as a magnetic field induces
magnetization. We thus construct a way to approach the
limit t⊥ → 0 in order to decide whether there are signs
of spontaneous symmetry breaking. Let us consider two
approaches.
A first approach follows from the notion that in the ab-
sence of an exciton pairing interaction V the interlayer
hopping t⊥ will automatically create a doping depen-
dence of the interlayer tunneling. Therefore we separate
the contribution to interlayer tunneling that arises due to
exciton formation from the part that is already present
at V = 0. In Fig. 7 we show how this relative interlayer
tunneling depends on temperature and chemical poten-
tial for fixed V = 0.75t. There is a clear enhancement of
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to the V = 0 case, for all densities and interaction V . A clear
enhancement of the tunneling, which is equal to the exciton
condensate order parameter, can be seen around the doping
level of 10− 20%.
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FIG. 9: Interlayer tunneling at V = 0.75t as a function of t⊥
for µ = t and Nx = 6. The scaling for t⊥ suggests that there
is no exciton condensation.
the interlayer tunneling around µ = 0.8t, which amounts
to 15% doping. At a given temperature of T = 0.221t we
present the interlayer tunneling as a function of doping
and interlayer interaction V in Fig. 8. The strongest ten-
dency towards interlayer tunneling is indeed at 10− 20%
doping, for the largest values of interaction V . Indeed,
once again the most interesting physics seems to happen
where the sign problem is most severe.
Our second approach to determine the possibility of ex-
citon condensation is to look at the t⊥-dependence of the
interlayer tunneling. Following the standard BEC/BCS
condensation theories, the exciton condensate is repre-
sented in the Hamiltonian by the symmetry breaking
term
− V∆
∑
iσ
(
c†i1σci2σ + h.c.
)
(34)
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FIG. 10: The dc conductivity σdc following equations (30)-
(31) at T = 0.279t as a function of doping and V for Nx =
6. The dc conductivity is the largest at a doping around
15− 20%.
which adds to the interlayer hopping term t⊥. When
U = 0 and V infinitesimally small we can compute the
ground state expectation value of the interlayer tunneling
given this order parameter ∆ which yields
〈c†i1σci2σ〉 ∼
t⊥ + V∆
t
. (35)
For finite U and V we therefore assume that the inter-
layer tunneling is a linear function of t⊥, and the order
parameter can be found by taking the limit t⊥ → 0. This
is done for V = 0.75t and µ = t, parameters for which
the interlayer tunneling is the largest, in Fig. 9. As
the temperature is lowered the interlayer tunneling in-
creases. However, the scaling behavior as a function of
t⊥ suggests that there is no exciton condensation present
at the temperatures considered. Due to the sign problem,
we cannot reliably access lower temperatures.
Next we turn to direct measurements of the order pa-
rameter and experimental probes related to properties of
the exciton condensate. Since in an exciton condensate
the charge carriers are bound into charge neutral exci-
tons, it is expected that exciton condensates are insulat-
ing. We therefore perform conductivity measurements.
In Fig. 10 we display measurements on the dc conduc-
tivity following Eqs. (30) and (31). The conductivity is
largest at a doping of 15-20% and is independent of V ,
indicating more metallic behavior. Alternatively, one can
look at the density of states at the Fermi level, which is
approximated by G(r = 0, τ = β/2).33,34 As expected,
the density of states at the Fermi level follows the same
trend as the dc conductivity. We therefore conclude that
we have found no evidence of exciton condensation in
the bilayer Hubbard model in the parameter and tem-
perature regime accessible by DQMC. However, the in-
creased interlayer tunneling suggests that exciton physics
might be relevant for large V and around 10-20% doping.
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FIG. 11: The density of states at the Fermi level, approxi-
mated by G(β/2), at T = 0.221t for Nx = 4. The density of
states is highest around 15-20% doping, independent of the
interlayer interaction V .
V. MAGNETIC MEASUREMENTS
Strong correlations can lead to the localization of elec-
tron degrees of freedom, resulting in magnetic correla-
tions. For the Hubbard model on a square lattice this
results in antiferromagnetic order at half-filling. Experi-
ments on the cuprates, however, suggest that this antifer-
romagnetism quickly disappears upon doping.14 In this
section we will therefore study the influence of both dop-
ing and interlayer interactions on the antiferromagnetic
state.
The antiferromagnetic structure factor in each layer is
given by
S`(Q) =
1
N2x
∑
ij
eiQ·(ri−rj)〈(ni`↑ − ni`↓) (nj`↑ − nj`↓)〉
(36)
where Q = (pi/a, pi/a) is the antiferromagnetic wave vec-
tor and a = 1 is the in-plane lattice constant. Spin wave
theory35 suggests that S(Q) scales with 1/Nx on a finite
cluster. The thermodynamic limit Nx → of S(Q) can
be found from a linear extrapolation of the Nx = 4 and
Nx = 6 data, as is done in figure 12. Indeed, the antifer-
romagnetic order is rapidly destroyed as one dopes the
layers. However, under the inclusion of V the antiferro-
magnetic order remains up to V = 0.75t.
Even though the antiferromagnetic order is rapidly de-
stroyed, the localization of electrons associated with the
strong onsite repulsion U is barely reduced. The local
moment, which measures the degree of localization, is
defined as
mi` = 〈(ni`↑ − ni`↓)〉. (37)
The site-averaged local moments are shown in Fig. 13.
The localization of electrons is rather independent of the
interlayer interaction strength V .
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FIG. 12: Antiferromagnetic correlations at T = 0.175t for
various V and doping. Only at half-filling (δ = 0) we find
antiferromagnetism in the thermodynamic limit. The antifer-
romagnetism remains when a nonzero V is included.
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FIG. 13: The local moments as a function of V and doping
at T = 0.221t for Nx = 6. The localization of electrons is
the strongest at half-filling, and almost independent of the
interlayer interaction V .
VI. CONCLUSIONS
In conclusion, we have performed a DQMC simulation
of the extended bilayer Hubbard model to study possible
exciton condensation in p/n-doped bilayers. With the
Woodbury update we introduced a method that allows
DQMC studies of systems with multiple HS fields. Be-
cause the different HS fields are treated on an equal level,
this allows for numerical studies of interacting systems
with competing orders. The expectation that with the
formation of bosonic excitons the fermionic sign problem
would be reduced21 cannot be confirmed within this ap-
proach, though Monte Carlo simulations of the strongly
coupled t-J model may have less severe sign problems18.
Given the average value of the fermion signs we mea-
sured, we conclude that the applicability of the DQMC
is limited to about β < 5/t and V < t. In this regime
there is no direct indication of exciton condensation, but
the interlayer tunneling results indicate a strong exciton
tendency around 10− 20% p/n-doping, which can be in-
terpreted as a precursor to condensation. The question
thus remains whether at low enough temperatures exci-
ton condensation is possible in correlated bilayers. It is
interesting to note, however, that several properties, such
as the local moments, magnetic order, conductivity and
the density of states, seem to be independent of the in-
terlayer coupling V . Why such interlayer interaction V
apparently does not influence these properties is another
open and interesting problem.
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