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This paper reports the results of an empirical investigation 
of the relationships between effort expended, time scales, 
and project size for software project development. The 
observed relationships were compared with those pre- 
dicted by Lawrence Putnam‘s Rayleigh curve model and 
Barry Boehm’s COCOMO model. The results suggested 
that although the form of the basic empirical relationships 
were consistent with the cost models, the COCOMO 
model was a poor estimator of cost for the current data 
set and the data did not follow the Rayleigh curve sug- 
gested by Putnam. However, the results did suggest that 
it was possible to develop cost models tailored to a par- 
ticular environment and to improve the precision of the 
models as they are used during the development cycle by 
including additional information such as the known effort 
for the early development phases. The paper finishes by 
discussing some of the problems involved in developing 
useful cost models. 
1. INTRODUCTION 
During the past 10 years there have been many efforts 
to establish principles for estimating the cost (total ef- 
fort in a unit such as man-months) and schedule (time- 
scale in months) required to produce software. These 
efforts have been spurred by the requirements for ever 
larger and more complex software systems and the rec- 
ognition that large software production projects are 
often accompanied by cost and schedule overruns [ I,21 
the cost of which may be increasingly expected to be 
borne by the software producer [ 31. 
Two particularly influential techniques developed to 
address the problem of software cost estimation are 
Putnam’s Rayleigh curve model [4] and Boehm’s CO- 
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COMO models [ 51. These models use formulas relating 
software size to cost and schedule and by substituting 
an estimate of size, predict the cost and schedule 
requirements. 
A previous paper [6] described a joint l~L/British 
Telecom study aimed at evaluating both the theoretical 
basis of the models and the practical utility of the 
models in the ICL and BT environments. The conclu- 
sion drawn from the previous study was that there were 
a number of theoretical problems with the Rayleigh 
curve model. Two in particular were: the estimation of 
the “state of technology constant” (critical to the ac- 
curacy of any prediction but difficult to predict in ad- 
vance), and identifying the Rayleigh curve with iden- 
tifiable stages in the development process. Boehm’s 
COCOMO model used formulas for relating size to ef- 
fort and effort to schedule which corresponded to the 
type of relationships found in a number of empirical 
studies [7,8] and used definitions based on a detailed 
phase and activity breakdown of the software develop- 
ment process. However, neither model behaved well 
using data from ICL and BT, indicating the need to 
develop models tailored to the particular environment 
in which they are to be used. It seemed that the meth- 
odology described by Boehm offered a more readily 
adaptable means of developing a tailored model than 
Putnam’s method because of the problems identifying 
the Rayleigh curve with phases in the development 
process. 
This paper reports the results of additional analyses 
performed on the ICL/BT data set which has been in- 
creased by an extra 14 datapoints (1 from ICL and 13 
from BT). The analyses reported earlier [6] were re- 
peated with the additional data to see whether the orig- 
inal results were confirmed and additional analyses 
were performed to investigate other relationships. Also, 
extra data was available from ICL showing the rela- 
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tionship between time and effort, and this data was in- 
vestigated to see whether there was any evidence that 
it was a Rayleigh curve as suggested by Putnam 14). 
of Algol 68. VME software is developed using struc- 
tured programming and is standardized by means of 
the CADES [9] software design tool. 
2. THE ICLiBT DATASET 
Data were collected from about 33 software develop- 
ment projects completed within ICI, and BT. Ten sets 
of project data were available from ICL; they were all 
produced as part of the continuing development of 
ICL’s VME Operating System. All the projects were 
system utilities (e.g., tape management, display func- 
tions, job scheduling, and system upgrade), rather than 
very low-level system software dealing with direct soft- 
ware/hardware interfaces. All VME software is writ- 
ten in a high-level language called S3 which is a variant 
Twenty-three sets of project data were available 
from BT. Eleven sets of data were available from proj- 
ects developed as part of the System X project and were 
therefore real-time telephony developments. Twelve 
sets of data were available from BT’s internal software 
houses that produce applications software for internal 
use. The projects were written mainly in Cobal with 
some Assembler. 
Each project provided data indicating the size of the 
development in terms of noncomment lines of code, the 
amount of effort required, and the time taken to pro- 
duce the development, and when available, a break- 
down of the amount of effort used in each phase of the 
Table 1. ICL and British Telecom Effort, Schedule, and Program Size Data 
Effort break-down 
Projects 
Effort Schedule Design Code Test Size (lines of 
(months) (months) &-0ri efrort effort code) 
ICL. I 
2 
6 
9 
IO 
BT 
System X Ii 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
BT 
Software 
Houses 22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
16.7 23.0 3.9 5.3 
22.6 15.5 2.1 13.4 
32.2 14.0 3.5 26.8 
3.9 9.2 0.8 2.4 
17.3 13.5 1.8 7.1 
61.7 24.5 19.0 29.1 
10.1 15.2 2.1 7.4 
i9.3 14.7 1.3 12.7 
10.6 7.7 1 .o na” 
89.5 15.0 8.5 22.7 
7.4 
6.5 
I .9 
0.7 
7.8 
19.0 
0.5 
5.3 
na 
28.2 
6050 
8363 
13334 
5942 
3315 
38988 
38614 
12762 
13551 
26500 
60.5 IS.9 na na “iI 17431 
I IO.5 10.8 na na na 14142 
36.0 9.0 na na “ii 6534 
4.0 9.6 *a na na 3040 
24.8 5.X na “21 na 4371 
298.4 21.2 na nx na 15091 
47.0 12.0 na na na 29570 
148.9 9.0 na na na 23300 
14.4 6.0 na na na 3000 
115.9 22.8 na nil na 25751 
256.8 19.0 na na na I9637 
15.0 15.0 
3.0 3.0 
9.5 9.0 
10.0 10.0 
16.5 10.0 
20.0 10.0 
15.5 9.0 
11.0 8.0 
41.0 6.0 
12.0 6.0 
9.0 6.0 
26.0 4.0 
3.0 6.0 
0.5 2.0 
2.0 6.0 
2? i2”: 
I .o 14.0 
2.0 10.0 
2.0 6.0 
3.0 24.0 
2.0 6.0 
I .o 4.0 
4.0 na 
6.0 
0.5 
1.5 
213 
5.0 
3.5 
3.0 
14.0 
4.0 
4.0 
na 
4000 
2000 
2250 
2200 
13000 
9500 
7000 
3000 
8500 
1500 
4300 
7200 
ONot available. 
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development process. For some ICL projects, timesheet 
information was available on a weekly basis allowing 
the effort per month during the entire life of the project 
to be obtained. 
The information collected is summarized in Table 1. 
3. EFFORT/SCHEDULE/SIZE RELATIONSHIPS 
The relationships between effort and size, effort and 
schedule, and schedule and size were investigated using 
linear regression after the data were subjected to a log- 
arithmic transformation. Thus, the relationships being 
assumed were of the form: 
where y and x were the variables of interest (e.g., effort 
and size) and a and b were parameters to be estimated 
by regression. 
This type of relationship was used by Boehm [5] as 
the basis for the COCOMO models. 
Figures 1, 2, and 3 show the scatter diagrams and 
Figure 1. Effort/size relationships (on a log/log scale). 0: 
ICL projects; . * BT system X projects; A: BT software house 
projects; ---: ICL regression line; ---: BT regression line; - 
:overall reg,rcrsion line. 
flog months) Effort l”b$# 
2.5K 5K 10K 
Size 
(log 1000 lines of code) 
Figure 2. Schedule/effort relationship (on a log/log scale). 
See Figure 1 for explanation of symbols. 
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Figure 3. Schedule/size relationship (on a log/log scale). 
See Figure 1 for explanation of symbols. 
regression lines for the effort/size, schedule/effort, and 
schedule/size relationships, respectively. For each re- 
lationship, the regression lines for the ICL datapoints 
and the BT datapoints were estimated separately and 
overall; the results are summarized in Table 2. The re- 
sults from the complete data set confirm the results re- 
ported previously [6]. The relationships were different 
between the two environments and only the effort/size 
relationship for the BT data was very similar to one of 
the COCOMO relationships. 
Table 2. Regression Relationships Between Effort (Eff), 
Schedule (Sch), and Size 
Relationships 
Statistical Percent of variation 
signilicancc” accounted for 
BT 
Eff = 3.02 
Sch = 4.79 
Sch = 3.72 
ICI_ 
Eff’ = 5.75 
Sch = IO.Yh 
Sch = 6.76 
ALL 
Eff = 4.27 
Sch = 5.25 
Sch = 3.79 
1.13 
Yize ** 
0.35 
Si7e ** 
0.28 
Eff ** 
0.41 
Silt 
0.1 I 
Sile - 
0.26 
Eff * 
0.X2 
Sire ** 
0.33 
Si7c ** 
0.25 
EK ** 
6X 
36 
43 
21 
07 
40 
44 
34 
29 
*: slgmficant at the 0.05 level; **: sl~nllicant ar the 0.01 lcvcl 
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4. COCOMO ESTIMATES 
The accuracy of the Basic COCOMO model can be 
tested by comparing the predicted effort (given the ac- 
tual project size) with the actual effort to develop the 
project. The Basic COCOMO estimates for effort and 
schedule are shown in Table 3 and a plot of estimated 
against actual effort is shown in Figure 4. The estimates 
were obtained using the COCOMO~mbedded mode 
equations for the BT System X developments and the 
COCOMO semidetached mode equations for the BT 
software house developments and the ICL devel- 
opments. 
The results obtained previously showed a very poor 
correspondence between the COCOMO estimates and 
the actual values. The additional datapoints indicate 
that the bad fit is most marked for the projects with 
large estimated efforts (i.e., the large projects), whereas 
the fit for smaller projects is quite good. However, it is 
Estimated Effort 
6nonths) 
100 - 
80 - 
60 - 
/ , I , 
0 20 40 60 80 100 120 140 
Actual Effort 
fmonths) 
Figure 4. Relationship between actuals and estimates for 
basic COCOMO. &ICL; 0: BT. 
Table 3. Basic COCOMO Effort and Schedule Estimates 
Projects 
Effort (man 
months) 
Schedule (months) 
Actual Estimate Actual Estimate 
ICL 1 16.7 17.3 23.0 6.8 
2 22.6 24.9 15.5 7.7 
3 32.2 42.2 14.0 9.2 
4 3.9 17.0 9.2 6.7 
5 17.3 8.8 13.5 5.4 
6 61.7 139.8 24.5 14.1 
I 10.1 138.3 15.2 14.0 
8 19.3 40.0 14.7 9.1 
9 10.6 42.8 7.1 9.3 
10 59.5 117.8 15.0 13.3 
BT 
System X 11 60.5 73.7 15.9 11.3 
12 110.5 58.3 10.8 10.4 
13 36.0 24.6 9.0 7.7 
14 4.0 15.4 9.6 6.5 
15 24.8 20.6 5.7 7.2 
16 298.4 62.7 21.2 10.6 
17 47.0 133.2 12.0 13.9 
18 148.9 102.0 9.0 12.6 
19 14.4 10.3 6.0 5.6 
20 115.9 114.1 22.8 13.1 
21 256.8 87.0 19.0 11.9 
BT 
Software 
Houses 22 15.0 14.2 15.0 6.3 
23 3.0 6.5 3.0 4.8 
24 9.5 7.4 9.0 5.0 
25 10.0 7.3 10.0 5.0 
26 16.5 53.1 10.0 10.0 
21 20.0 37.3 10.0 8.9 
28 15.5 26.5 9.0 7.9 
29 11.0 10.3 8.0 5.6 
30 41.0 33.0 6.0 8.5 
31 12.0 4.7 6.0 4.3 
32 9.0 15.4 6.0 6.5 
33 26.0 27.4 4.0 8.0 
the large projects that are usually most in need of good, 
accurate cost estimates. 
Many of the additional datapoints provided a break- 
down of the effort spent in each phase of the develop- 
ment process. The percentage breakdown is shown in 
Table 4 together with COCOMO estimates for three 
Table 4. Percentage Break-Down of Effort by Phase 
Detailed 
design 
Development Product & code Integration 
Project size design (%) (%) & test (‘I;) 
ICL 1 6050 23 32 4s 
2 8363 12 59 29 
3 13334 11 83 6 
4 5942 21 62 17 
: 38988 3315 28 11 44 45 28
7 38614 21 74 5 
8 12762 7 66 27 
IO 26500 14 38 48 
Average 16 56 28 
BT (Software Houses) 
22 4000 
23 2000 
24 2250 
26 13000 
27 9500 
28 7000 
29 3000 
30 8500 
31 1500 
32 4300 
Average 
20 40 40 
17 66 17 
21 63 16 
12 73 15 
5 70 2s 
13 65 22 
1% 55 27 
I 59 34 
17 50 33 
11 44 44 
14 58 27 
COCOMO 
Estimates 2000 16 68 16 
8000 16 65 19 
32000 16 62 22 
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sizes of development. These results show the average 
proportion of time spent in the various phases of devel- 
opment are of the same order of magnitude as the CO- 
COMO estimates, although the ICL and BT averages 
are closer to each other than they are to the COCOMO 
ones. However, it is clear that individual projects vary 
widely from the average. This indicates that the aver- 
age values would be of little help in predicting the ef- 
fort/phase breakdown for any particular project. 
5. EFFORT/TIME DISTRIBUTION 
Figures 5-16 show the effort and time distribution for 
six ICL projects. The odd number figures show the 
overall distribution, the even numbers show the effort/ 
time distribution for each phase of the development 
process. 
The figures should be viewed in the light of Putnam’s 
350 
1 
300 - 
250- 
Figure 5. Effort and time relationship for ICL (wo~f~$.s) 
project 1. 
150 
Figure 6. Breakdown of effort/phase 
project 1. -:design; ---:code; ---:test. 
for ICL 
suggestion [4] that the man power/time curve for the 
entire development cycle and the individual phases of 
the development cycle should follow Rayleigh curves. 
The distribution shown in the figures is based on effort/ 
month, rather than man loading/month, because within 
the VME development environment, assigning an indi- 
vidual to a particular software project is not an instan- 
taneous process. Production staff may be working on 
several different projects simultaneously, or they may 
be finishing one off as they begin starting work on an- 
other. Therefore, the area under the man power curve 
would overestimate the time given to an individual pro- 
ject and effort/month distributions were preferred. 
However, the distributions obtained for the ICL 
projects do not seem to bear much relationship to Ray- 
leigh curves, Some of the distributions are multipeaked 
(Figures 9, 11, and 13) several show a degree of “back- 
ending” (Figures 5 and 7) and several show a slow 
150- 
Effort 
(work hours) 
KU- 
5 10 15 20 
Elapsed Time (months) 
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500 
400 
300 
200 
100 
I . 
0 
/\,, 
5 10 
Effort (work hours) 
Elapsed Time (months) 
build-up and fast tail-off rather than the fast build-up, 
slow tail-off characteristic of a Rayleigh curve (Figures 
5, 13, and 15). In addition, many of the phase effort 
against time curves show far more overlap between 
phases than Putnam would suggest (Figures 6, 8, 14, 
and 16), particularly with respect to the design phase. 
It could perhaps be argued that these results merely 
indicate that the projects were developed in a subopti- 
mum fashion. However, the “technology factors” 
achieved by VME developments reported previously 
varied between 12 and 18 with a mode of 13 and there- 
fore compare favorably in the technology factor median 
of 10 found by Putnam for other systems software proj- 
ects [lo]. 
Figure 7. Effort and time relationship for ICL 
project 2. 
These results support the results of Basili and his co- 
workers [ 11,121 who found that the Rayleigh curve was 
a poor fit to actual development data from medium-size 
developments. Warburton [ 131 has suggested that the 
Rayleigh curve can be used to indicate when 40% of the 
development effort has been used. The results obtained 
from the VME projects would not support that view. 
The difference in results between Putnam and Warbur- 
ton compared with Basili’s and the current results may 
be attributable to the size difference. Putnam’s model 
applies special adjustments for projects less than 70,000 
source statements in size [ lo] and although Warburton 
does not state the size of the two projects he surveyed, 
they do appear to be large (one took over 2 years and 
Figure 8. Breakdown of effort/phase for ICL 
project 2. -:design; ---:code; ---:test. 
5 10 15 
Elapsed Time (months) 
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Of , , , , 
5 
Elapsed Time (months) 
Figure 9. EfTort and time relationship for [CL project 4. 
involved 21 people at the peak manning level and the 
other was at peak-manning after about 40 weeks). In 
contrast, the projects reported by Basih were medium- 
sized and the VME projects were small to medium- 
sized. This suggests that use of the Rayleigh curve is 
likely to be restricted to very large projects. 
6. RELATIONSHIPS BETWEEN THE EFFORT 
EXPENDED DURING THE VARIOUS 
DEVELOPMENT PROCESS PHASES 
Most cost models assume that their predictions will in- 
crease in accuracy as the software development cycle 
progresses and the software product becomes better de- 
fined. The usual adjustment to the model is to replace 
the size estimate with a hopefully more accurate esti- 
mate. However, as the development cycle progresses, 
information is also available about the actual costs of 
the project that might be used to improve estimates of 
the subsequent costs. In order to investigate the poten- 
tial for developing cost models that are adjusted to ac- 
tual costs, the relationships between the effort involved 
in the different phases of the development process were 
studied. 
Figure 17 shows the relationship between the effort 
expended during code and design and the test effort. 
Figure 18 shows the relationship between code effort 
and test effort. Figure 19 shows the relationship be- 
tween design effort and code plus test effort). The re- 
lationships are summarized in Table 5. Although not all 
of the relationships are statistically significant, it is 
clear that for each of the three relationships investi- 
gated, the parameters (i.e., multiplier and exponent) 
are very similar for both ICL and BT projects, in con- 
trast to the effort/size and effort/schedule relationships 
that were very different between the two environments. 
When the effect of project size is included in regres- 
sion equations as shown in Table 6, the variation be- 
tween the ICL and BT environments reappears. How- 
ever, the percentage of variation accounted for is quite 
high compared with the effort/size relationship shown 
in Table 2, which suggests that the inclusion of actual 
phase effort information could improve the precision of 
cost models. 
However, the major problem with developing models 
incorporating actual effort would be the practical prob- 
lem that effort attributed to a particular phase is not 
completed before the “subsequent” phase states (see 
Figures 6, 8, 10, 12, and 14). Thus, the models would 
require, for example, the actual design effort expended 
(up to the time at which the model is invoked) to be 
increased by an estimate of the remaining design effort 
in order to improve estimates of subsequent code and 
test effort. There are not sufficient data available relat- 
ing design effort to elapsed time to investigate whether 
such estimates could be made and how accurate they 
are Iikely to be. 
Figure 10. Breakdown of effort/phase for ICL project 4. 
-*: design; ~--a: code; A---A: test. 
Elapsed Time (months) 
Figure 11. Effort and time relation- 
ship for ICL project 5. Elapsed Time (months) 
800 
700 
600 
500 
Effort 
(work hours) 
400, 
300 
200 
Figure 12. Breakdown of effort/ 
phase for ICL project 5 -: design; 
Elapsed Time (months) ___I code; ---: test. 
\ .A 
\ 
\ 
0 5 10 15 
Elapsed Time (months) 
20 Figure 13. Effort and time relation- 
ship for ICL project 6. 
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7. DISCUSSION 
The results in this paper support earlier work [6], in 
suggesting that cost models such as Putnam’s Rayleigh 
curve model and Boehm’s COCOMO model cannot be 
used indiscriminately in any environment. At the very 
least, such models must be checked against existing 
data to establish their suitability and calibrated to the 
particular environment. In our case initial checks sug- 
gested practical problems with Putnam’s model both in 
terms of definition (what does td really mean?) and pre- 
600 - 
500 
f 
B 
Figure 15. Effort and time relationship for < 3oo 
ICL project 8. 
0 
?z 
200 - 
100 
Figure 14. Breakdown of effort/phase for ICL project 6. 
-: design; ---: code; ---; test. 
diction (inappropriate choice of the technology factor 
making estimation extremely unreliable). With CO- 
COMO it was clear that the specific form of the cost 
relationships was inappropriate to either environment 
and the theoretical breakdown of effort into phases was 
quite different to that observed in practice. 
Elapsed Time (months) 
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Effort (work hours) 
5 10 
Elapsed Time (months) 
However, it was also clear from the results that even 
if standard cost models were not available, it may still 
be possible to identify specific cost/effort or cost/sched- 
ule relationships in order to develop a cost model tai- 
lored to a particualr environment. Further, the results 
reported in this paper suggest hat the accuracy of cost 
models may be improved by changing the format of the 
model as a software project progresses, o that addi- 
tional information such as the actual effort expended 
during the early phases of development can be incor- 
porated into the model. 
A first step to producing a tailored cost model would 
be to establish the nature of the effort/size and effort/ 
schedule relationships within the particular environ- 
ment, on the basis that the empirical evidence from a 
Figure 17. Relationship between code and design etfort and 
test effort. l :ICL projects; *: BT projects. 
Test Effort 
(log 
50 
10 
5 
1.0 
Figure 16. Breakdown ofeffort/phase for ICL proj- 
ect 8. * -*: design; W-O: code; A---A: test 
variety of sources trongly supports the hypothesis that 
the relationships are of the form: 
effort = A (size)B 
and 
effort = C (schedule)“. 
The parameters A, B and C, D may be calculated using 
regression analysis. It would then seem plausible to use 
the empirical relationships together with some cost 
drivers to estimate the cost of future developments, and 
to refine the empirical relationships as further data be- 
come available. However, there are a number of prob- 
lems with this straightforward process that become ap- 
parent as soon as a data collection scheme is instituted. 
Figure 18. Relationship between code effort and test effort. 
*: BT projects; l :ICL projects. 
2.5 5 10 50 
Code Effort 
(log months) 
Design and Code Effort 
(log months) 
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Code and Test Effort 
(log months) 
10 
0.5 1.0 5 10 
Design Effort 
(log months) 
Figure 19. Relationship between design effort and code and 
test effort. l :ICL projects; *:BT projects 
First, the results reported previously [6] showed that 
Boehm’s cost drivers did not improve the COCOMO 
estimates. This implies that either the cost drivers or 
the ratings given to them require reappraisal, but using 
Boehm’s methodology for establishing cost drivers and 
their ratings requires a very substantial data set. 
In addition, for more detailed study of the effort ex- 
pended in each phase, there arise problems in defining 
the phases and the activities that make up the phases. 
Boehm presents a set of very detailed definitions but 
these may not be appropriate for every development en- 
vironment. For example, Boehm himself comments that 
Table 5. Regression Relationships Between the Effort 
Expended During Different Phases“ 
Relationships 
Statistical 
significance 
Percent of 
variation 
accounted 
for 
1. (test effort) = A(design + code effort)B 
A B 
ALL 0.30 I .04 ** 
BT 0.30 1.08 ** 
ICL 0.24 1.09 - 
2. (test-effort) = A(code effort)* 
A B 
ALL 0.47 0.95 ** 
BT 0.48 0.96 * 
ICL 0.44 0.97 - 
3. (code + test effort) = A(design effort)B 
A B 
ALL 1.24 0.78 ** 
BT 7.08 0.86 * 
ICL 7.24 0.76 ** 
48 
63 
41 
42 
47 
33 
68 
47 
68 
‘*: Significant at the 0.05 level; **: Significant at the 0.01 level 
Table 6. Multivariate Regression Relationships Between 
Effort Expended During Early Phases of 
Development, Subsequent Effort, and Size” 
Relationships 
Statistical 
significance 
Percent of 
variation ac- 
counted for 
1. (test effort) = A(design + code effort)’ (size)’ 
A B C 
ALL 0.28 1.48 -0.50 ** 
BT 0.28 1.24 -0.19 * 
ICL 0.47 1.62 ---0.83 - 
2. (test effort) = A(code effort)B (size)’ 
A B C 
ALL 0.50 1.20 -0.40 ** 
BT 0.47 1.16 -0.25 * 
ICL 0.85 1.37 -0.65 - 
50 
52 
43 
42 
63 
24 
3. (code + test effort) = A(design effort) (size)< 
A B C 
ALL 5.50 0.65 0.19 ** 
BT 3.39 0.71 0.56 ** 
ICL 8.32 0.79 -0.06 * 
66 
79 
68 
‘*: significant at the 0.05 level; **: significant at the 0.01 level 
COCOMO does not appear to predict costs for prod- 
ucts developed incrementally, while McCracken and 
Jackson are convinced that new development methods, 
for example, prototyping and end-user system design, 
will not conform at all to the current life-cycle concept 
[ 141. This implies that empiricial relationships based 
on historical data must be treated with some caution 
because the software development environment itself is 
likely to change. Thus it is clear that refining empirical 
relationships “as further data becomes available” will 
be a nontrivial procedure (for example, should new data 
be given an extra weighting or should “old” data simply 
be omitted). 
The problem of what data to include in the deriva- 
tion of empirical relationships also raises the question 
of whether the predicitive quality of any relationship 
can be improved by grouping data on the basis of the 
“type” of development, for example, it seems plausible 
that a relationship based on real-time project data 
would be a better predictor of future real-time projects 
than one based on a mixture of real-time, utility, and 
data processing projects. However, it is not clear how 
to classify projects at a more than gross level, nor how 
detailed a classification would be required. 
All the above comments lead to the conclusion that 
major improvements in software cost models are un- 
likely without a “taxonomy’ of software projects, soft- 
ware development methodologies, and the activities as- 
sociated with the different methodologies. 
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