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1.1 Marco teórico . . . . . . . . . . . . . . . . . . . . .
1.1.1 Sensor inercial AHRS . . . . . . . . . . . .
1.1.2 Realidad virtual . . . . . . . . . . . . . . .
1.1.3 Unity 3D . . . . . . . . . . . . . . . . . . .
1.1.4 Programación de robots industriales . . . .
1.1.5 Kinect para xbox one . . . . . . . . . . . .
1.1.6 Kinect y su lente convergente convexo . . .
1.2 Filtro de Kalman . . . . . . . . . . . . . . . . . . .
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Resumen
Debido al crecimiento tecnológico surge la necesidad de crear herramientas que faciliten el uso de nuevos paradigmas de programación para robots
industriales, integrando sensórica especializada y ambientes virtuales de
desarrollo; con el objetivo de dar continuación a la lı́nea de investigación
del grupo AVARC de programación por imitación de robots industriales, se
construyó una plataforma virtual que permite la simulación de trayectorias
en el espacio para el robot Yaskawa Motoman HP20D, esta utiliza un sensor inercial para captar la orientación y un Kinect para tomar la posición
de la mano derecha de un usuario.
En Unity 3D se construyó la herramienta, apoyándose de modelos CAD
para el entorno, y lenguaje C sharp para la programación de las funcionalidades, el usuario interactúa con esta plataforma mediante el uso de
los periféricos nombrados anteriormente, permitiendo una experiencia de
realidad virtual no inmersiva.
El resultado es una plataforma en la que un usuario moviendo la mano
derecha, genera trayectorias con un ı́ndice de error del 0.84 % para la inclinación, gracias a la implementación de un filtro de Kalman en los datos
tomados por el sensor inercial y de un 4.8 % en los datos de posición tomados con el Kinect, que posteriormente el efector final del robot simulado
ejecuta, estas se almacenan en archivos de texto plano.
Este trabajo tomó como punto de partida proyectos de grado realizados
en el grupo AVARC. Mostrando la continuación de la investigación en el
campo de la programación guiada y/o imitación, dando como resultado
una herramienta en la que se simula un entorno real de trabajo en el que
se pueden trazar trayectorias con un ı́ndice bajo de error para inclinación
y posición espacial.
Palabras Clave: Sensor Inercial, Unity 3D, Kinect, Programación, Robótica
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Introducción
“El mundo abrió sus puertas a la Cuarta Revolución y la industria colombiana no puede ser ajena a este cambio“ (Barrera, 2016), por esta razón
existe la necesidad de crear herramientas tecnológicas que faciliten el uso
de nuevos paradigmas de programación para robots industriales, como las
tecnologı́as de trazado de trayectorias utilizando imitación, estas permiten
la interacción de manera natural entre programador y robot, facilitando
el proceso, también disminuyendo tiempos de programación y producción
dentro de la industria.
Con el fin de proponer un sistema que promueve el desarrollo e implementación del área de programación de robots industriales y seguir con
esta rama trabajada en grupo AVARC, se implementó el desarrollo de una
herramienta computacional para la simulación y programación de trayectorias de un robot industrial. Este utiliza tecnologı́as kinect como sensor de
posición de la mano derecha del usuario y sensórica inercial para obtener
la inclinación de la misma, con la finalidad de generar trayectorias que el
robot ejecutará dentro del entorno virtual de simulación.
Esta herramienta, permite la interacción entre el usuario y el robot,
mediante un entorno virtual y los periféricos ya mencionados, con variación
respecto a la metodologı́a de programación por imitación trabajada por los
trabajos anteriores a este. Este proyecto es el desarrollo de un sistema
que permite el acercamiento del usuario a una metodologı́a mas interactiva
para el trazado de trayectorias de los robots industriales, aportando en la
reducción de los tiempos invertidos en programación del manipulador. Con
este programa se generan los bocetos de las trayectorias ajustando estos al
entorno real del manipulador dentro de un ambiente virtual.
Para el seguimiento del proyecto se investigaron diferentes trabajos de los
cuales los más destacados son: Un proyecto de grado realizado por Daniel
Mariño en la Universidad de La Salle (Mariño, 2014), en el cual se desarrolló
un software de simulación con el que un usuario sin alto conocimiento en

xi

robótica puede programar un robot industrial, esto captando trayectorias
utilizando un Kinect de Microsoft y usando redes neuronales detectaba la
posición de la mano del usuario, además el programa permitı́a simular los
trazos a partir del modelo CAD del robot y el modelo cinemático inverso
generando un programa compatible con el software de simulación del robot,
todo esto se realizó de forma offline.
En el proyecto desarrollado por (Rodriguez, 2018), se habla de una herramienta de simulación desarrollada en la Universidad de la Salle, en donde
un usuario genera programas para un robot industrial mediante realidad
virtual, esto utilizando los Oculus Rift como elemento inmersivo y como
captador de movimientos sensores de un dispositivo MYO armband, esto
permitı́a programar sin tener el robot y evitando colisiones ya que el entorno de acción estaba también modelado, este software genera el código
para el robot industrial de forma offline.
El artı́culo de Ferreira(Ferreira, 2016), habla sobre un método para la
programación de un robot industrial utilizando imitación, los autores usaron un arreglo de marcadores luminosos construido con LED de alta intensidad en una figura geométrica que movı́an en el ambiente de trabajo,
y usando cámaras industriales (mı́nimo dos) y triangulación, estimaban la
posición en el espacio de trabajo de la figura; con este método captaron
los movimientos de un hombre pintando con Spray para luego pasar esta
rutina al robot, este ejecuto la tarea satisfactoriamente. En el artı́culo se
resalta que no fue necesario el uso del teach pendant para la programación
de esta tarea. Este documento aporta al proyecto un método para saber la
posición en el espacio de un elemento además de mostrar una aplicación
fı́sica de una tarea industrial programada por imitación.
El proyecto desarrollado, usó tecnologı́a Kinect y un sensor inercial combinados para obtener medidas de inclinación y posición en el espacio, estos
elementos se usaron por separado en los proyectos de Mariño y Rodrı́guez
((Mariño, 2014), (Rodriguez, 2018) respectivamente), mostrando la combinación pero no el método de los elementos usados.
El método usado para la captación de posición con el Kinect es diferente
respecto a (Mariño, 2014), el uso de recursos del computador que ejecuta
la herramienta es inferior comparándolo con los requerimientos mostrados
en el documento del proyecto mencionado.
Para el desarrollo de este proyecto se plantea el siguiente objetivo ge-

neral, Implementar una herramienta computacional para la simulación y
programación de trayectorias 3D para un manipulador robótico usando fusión sensorial de un sensor inercial junto con un kinect, y para cumplirlo
se plantearon los siguientes objetivos especı́ficos:
Caracterizar el funcionamiento del (3DM-GX5-25-AHRS) sensor inercial y del Kinect ası́ como su conexión al software.
Diseñar un dispositivo de sujeción con forma similar a un guante para
el sensor inercial.
Implementar algoritmos de fusión sensorial entre el sensor inercial y
el Kinect.
Simular el funcionamiento de trayectorias del robot Yaskawa Motoman con la respuesta del algoritmo de fusión sensorial.
Validar el funcionamiento de la herramienta desarrollada.

1 Marco de referencia
1.1.

Marco teórico

1.1.1.

Sensor inercial AHRS

El sensor inercial AHRS industrial cuenta con un filtro de Kalman adaptable, acelerómetro triaxial, giroscopio, magnetómetro y sensores de temperatura para lograr la combinación óptima de cualidades de medición.
Además, los procesadores duales a bordo ejecutan un nuevo filtro de Kalman extendido auto adaptativo (EKF) para obtener estimaciones de actitud dinámicas sobresalientes, lo que lo hace ideal para una amplia gama
de aplicaciones, incluida la estabilización de la plataforma y el estado del
vehı́culo y el monitoreo del uso, tasa de muestreo IMU hasta 1000Hz resolución acelerómetro menor a 0.1N y giroscopio menor 0.003 grados/segundos,
alineamiento de error 0.05 grados y giroscopio 0.05 grados(MicroStrain,
2014).

Figura 1.1: Sensor usado para capturar movimiento
(MicroStrain, 2014)
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1.1.2.

Realidad virtual

La realidad virtual es el término usado para describir un entorno
tridimensional generado por computadora que puede ser explorado e interactuado por una persona. Esa persona se convierte en parte de este
mundo virtual o está inmersa en este entorno, mientras está allı́ puede
manipular objetos o realizar una serie de acciones(Woolgar, 2002).
La realidad virtual es la creación de un entorno virtual presentado a los
sentidos de tal manera que se experimenta de una forma casi real. Utiliza
una gran cantidad de tecnologı́as para lograr este objetivo y es una hazaña
técnicamente compleja que tiene que dar cuenta de nuestra percepción y
cognición. La tecnologı́a es cada vez más económica y extendida. Donde se
espera ver muchos más usos innovadores para la tecnologı́a en el futuro y
quizás una forma fundamental en la que nos comunicamos y trabajamos
gracias a las posibilidades de la realidad virtual(Woolgar, 2002).
En la investigación se encontró que la realidad virtual se clasifica principalmente por los niveles de interacción e inmersión que se proporcionan al
usuario; existen tres tipos:
Sistemas de realidad virtual de escritorio o no inmersa: es
la forma más común y menos costosa de realidad virtual que existe;
por lo general, está conformada simplemente por una computadora
de escritorio con caracterı́sticas comunes, capacidad para reproducir contenidos multimedia o simulaciones que se pueden explorar a
través del teclado, el mouse, un joystick o una pantalla táctil. Estos
sistemas carecen por completo de sensaciones de inmersión para el
usuario(Cruz, Gallardo, y Villarreal, 2014).
Sistema de realidad virtual semi inmersa: Intenta proporcionar
a los usuarios una sensación de estar inmersos ligeramente en un
entorno virtual; se realiza en general mediante diferentes tipos de
software y a través de pantallas estereoscópicas(Cruz y cols., 2014).
Sistema de realidad virtual de inmersión total: Está constituido por un par de pantallas de visualización tridimensional montadas
en un casco sobre la cabeza del usuario, que le permiten estar del
todo aislado del mundo fı́sico exterior; en esta categorı́a también entran las llamadas cuevas de realidad virtual, las cuales son una sala
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en la que las paredes que rodean al usuario producen las imágenes
tridimensionales a través de diversos tipos de proyección, y ofrecen
la sensación de inmersión total. En los ambientes inmerso, además,
es necesario algún tipo de hardware especial para poder interactuar
con el entorno, como son guantes, trajes y sistemas de sensores. La
realidad virtual totalmente inmersa es considerada la mejor opción
para transmitir información multisensorial, incluyendo entre la capacidad de aislar casi por completo la interferencia que pudiera proveer
el mundo exterior y permitir de este modo al usuario enfocarse por
completo en la información que le ofrece el entorno virtual(Cruz y
cols., 2014).

1.1.3.

Unity 3D

Unity es el creador de la plataforma de desarrollo 3D en tiempo real
(RT3D) más utilizada en el mundo, ofrece a desarrolladores de todo el planeta las herramientas que necesitan para-crear experiencias 2D, 3D, VR y
AR completas e interactivas. Mediante el trabajo conjunto con socios como
Facebook, Google, Microsoft y Oculus se garantiza un apoyo optimizado
para las últimas versiones y plataformas(“Entrevista con Nicholas Francis
y Thomas Hagen de Unity Technologies”, 2013).
Esta plataforma permite el desarrollo de algoritmos mediante dos lenguajes de programación javascript y C Sharp; el lenguaje empleado en este
proyecto es C Sharp, permitiendo adecuarse a necesidades básicas de librerı́as y posibles errores en compilación.

1.1.4.

Programación de robots industriales

El campo que representa el objeto del trabajo es emplear el tipo de entorno mencionado como herramienta de programación de robots industriales, los cuales son utilizados como ayuda en la automatización de procesos
de producción entre otros, con la función de aumentar la productividad en
una industria (Salazar Jarrı́n y Urbano Castillo, 2016). La programación
de los mismos como máquina flexible consiste simplemente en establecer
la secuencia de movimientos con el efector final requerido, estas se pueden
configurar o programar de dos maneras desde una unidad incorporada al
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controlador del robot conocida comúnmente como Teach Pendant o desde una unidad lógica remota, como puede ser una CPU. Los métodos de
programación de robots industriales son los siguientes
Programación gestual o por enseñanza: Este tipo de programación no
requiere elaboración de un código textual y es realizado ON-LINE con
el robot. Consiste que el usuario oriente o enseñe los movimientos registrando las posiciones, para su posterior funcionamiento automático (Espinoza Fajardo, Gaitán Gutiérrez, y Silva Ramı́rez, 2016)
Programación explicita o textual: Las tareas de un robot industrial
son indicadas a través de un código elaborado en un lenguaje especı́fico. Este código llamado programa se extienden las órdenes que son
inicialmente editadas y posteriormente ejecutadas (Espinoza Fajardo
y cols., 2016)
Programación implı́cita a nivel tarea: Se modela el entorno para especificar las tareas que realiza el robot, reduciendo el programa a una
sola sentencia, teniendo como aspectos principales que es lo que debe
hacer el robot, en qué lugar, y como debe hacerlo (Espinoza Fajardo
y cols., 2016)

1.1.5.

Kinect para xbox one

Dispositivo pensado como un simple controlador de juego, que gracias
a los componentes que lo integran: sensor de profundidad, cámara RGB,
array de micrófonos y sensor de infrarrojos (emisor y receptor), es capaz de
capturar el esqueleto humano, reconocerlo y posicionarlo en el plano. Gracias a toda la información que captura este dispositivo, los desarrolladores
de software pueden hacer uso de él para programar toda una serie de aplicativos cuyo activo principal es la interacción con los elementos “virtuales” a
través de los distintos movimientos del cuerpo humano(Perez Montenegro,
2014).
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Figura 1.2: Kinect para xbox one
(Zulkifli, Shamsuddin, y Shah, 2019)
En la figura 1.2 se muestra el dispositivo el cual fue lanzado en Noviembre de 2010 por microsoft, orientado principalmente a la industria de los
videojuegos, concretamente, como periférico del video-consola Xbox one de
Microsoft. Su principal innovación es que permite a los usuarios controlar
e interactuar con la consola sin necesidad de tocar ningún controlador de
juego fı́sicamente, a través de una interfaz de usuario natural basada en
gestos y comandos de voz (y Schuster, 1998).
El seguimiento de la mano se va a realizar con la ayuda de una cámara
Kinect Xbox one el cual el procesamiento de imágenes tiene como objetivo mejorar el aspecto de las imágenes y hacer más evidentes en ellas ciertos
detalles que se desean hacer notar (Salvatore, Osio, y Morales, 2014). En
el proyecto es necesario evidenciar el esqueleto Humano y obtener la posición en el espacio de la mano Derecha por medio de Visual Studio como se
explicara a continuación:
Kinect está compuesto de una cámara RGB, un sensor de profundidad, una matriz de micrófonos y una base motorizada que le permite
un movimiento de cabeceo.Además, posee una serie de giróscopos que
aportan información sobre su orientación.
La cámara RGB tiene un flujo de datos de 8 bits por canal, siendo
capaz de proporcionar imágenes a una frecuencia de 30Hz para resolución VGA (640x480 pı́xeles). Por su parte, el sensor de profundidad,
al que también se le denomina cámara de rango, está compuesto por
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un proyector de luz infrarroja combinado con un sensor CMOS monocromo. En este caso el flujo de datos es de 11 bits, manteniendo
igualmente una resolución VGA (640x480 pı́xeles) y una frecuencia
de muestreo de 30 Hz. El campo de visión de ésta cámara es de 58o
en horizontal y 45o en vertical.
El rango de trabajo reportado por el fabricante va desde los 1.2m
hasta los 3.5m, aunque en las pruebas realizadas en este trabajo,
se ha comprobado que el sensor es capaz de detectar objetos poco
reflectantes situados a 0.5 metros.
Kinect cuenta también con una matriz de cuatro micrófonos capaces de procesar audio de 16 bits con una frecuencia de muestreo de
16 kHz. La disposición en matriz permite determinar la fuente del
sonido y eliminar ruido ambiente. En cuanto a la base motorizada,
ésta permite inclinar (movimiento de cabeceo) el conjunto de sensores
descrito anteriormente hasta 27o en el eje Z (y Schuster, 1998).

1.1.6.

Kinect y su lente convergente convexo

Un lente convergente dirige los rayos de luz incidente hacia un punto
común conocido como FOCO (del Mazo Vivar, 2019).
Estos pequeños rayos de luz inciden a través del lente siguiendo Trayectorias paralelas que convergen en un punto situado al otro extremo del
lente a 180 grados con respecto al ojo humano, figura 1.3, la caracterı́stica
de estos lentes es que son delgados en los bordes y más gruesos en su centro.
Las caracterı́sticas geométricas pueden distinguirse distintos tipos de lentes convergentes.
Los lentes convergentes pueden clasificarse en función de la curvatura en
la superficie de sus dos lados. A partir de esta curvatura pueden diferenciarse tres casos:
Lentes biconvexas: La superficie es convexa en los dos lados de la
lente.
Lentes plano convexas: Una superficie es totalmente plana y la
otra es convexa.
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Figura 1.3: Lente convergente de un ojo humano.
(del Mazo Vivar, 2019)
Lentes cóncavo-convexas o meniscos convergentes: Estas lentes son cóncavas por un lado y convexas por el otro.
la cámara kinect posee un lente convergente convexo, por medio de la obtención de datos se realizo la conversión ya que por medio de este lente
los datos de la imagen obtenida están están a 180 ◦ con respecto al ojo
humano, a través de metodos algorı́tmicos se realizo esta conversión de la
imagen obtenida como se muestra en el apéndice algoritmo 4.

1.2.

Filtro de Kalman

Es un estimador óptimo y de carácter recursivo, óptimo ya que a partir
de las mediciones obtenidas calcula las variables de interés y recursivo ya
que hace uso de los estados anteriores del sistema, junto con las medidas
tomadas, para calcular los nuevos resultados.
“El filtrado de Kalman ha evolucionado hasta convertirse en un método avanzado de muy alto nivel para la estimación de los estados de los
sistemas dinámicos. La razón principal de su éxito es que tiene una formulación de espacio de estado intuitiva y atractiva, una estimación predictivacorrectora y una estructura de filtrado recursivo; Además, se puede implementar fácilmente en computadoras digitales y unidades de procesamiento
de señales digitales. Es un algoritmo de procesamiento de datos numéricos,
que tiene un enorme potencial de aplicación en tiempo real y en lı́nea.”
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(Durango Dickson y cols., 2009) .

1.2.1.

Parámetros del filtro

Los datos más importantes al momento de ajustar el filtro, son el modelo del sistema real, la matriz A, B, y C, los valores de las matrices de
covarianza Q y R (ó P y S dependiendo del autor), para el proceso y la
medición.
Los valores de R y Q, se pueden definir mediante la toma de mediciones
y calculando el ruido presente en la señal, también se puede ajustar tomando las variaciones del datasheet o utilizando métodos de prueba y error,
observando la obtención de un mejor resultado.
Criterios de determinación de valores:
Si la perturbación en el proceso es grande, el parámetro R también
debe ser grande, para que la ganancia Kalman sea pequeña y no dé
mucho peso a las mediciones realizadas en la estimación Xk.
Si por el contrario, el valor de R es pequeño, la ganancia de Kalman
será mayor, lo que le dará más peso a las mediciones obtenidas en el
cálculo de Xk.
El parámetro Q requiere observar el proceso de forma directa este
valor se ajusta con pruebas experimentales.
Si el proceso es constante y los valores de Q y R son correctos, a lo largo
del tiempo la matriz de covarianza del error P K puede llegar a tener valores
constantes durante el proceso.

1.2.2.

Algoritmo de filtro de Kalman

Según el libro de Bar-Shalom:
Se tiene en cuenta el modelo dinámico descrito por:
x(k + 1) = F (k)x(k) + G(k)u(k)

(1.1)

z(k) = H(k)x(k) + w(k)

(1.2)

En el capı́tulo 5 del libro Bar-Shalom, el algoritmo de filtro de Kalman se
describe mediante los siguientes pasos:
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Predicción del estado
Se define la predicción de estado:
x
b(k + 1|k) = F x
b(k|k) + G(k)u(k)

(1.3)

El estado pronostica la covarianza, con Q correspondiente a la matriz de
covarianza del proceso.
p(k + 1|k) = F (k)P F 0 + Q(k)

(1.4)

Actualización de estado
Se define la medición del pronóstico del estado
zb(k + 1|k) = H(k + 1)b
x(k + 1|k)

(1.5)

Predicción de covarianza de la medición, cuando R corresponde a la matriz
de covarianza de la predicción de medición.
S(k + 1) = H(k + 1)P (k + 1|k)H(k + 1)0 + R(k + 1)

(1.6)

Ganancia de filtro
W (k + 1) = P (k + 1|k)H(k + 1)0 S(k + 1)0

(1.7)

vb(k + 1) = z(k + 1) − zb(k + 1|k)

(1.8)

Innovación:

Estimación actualizada:
x
b(k + 1|k + 1) = x
b(k + 1|k) + W (k + 1)v(k + 1)

(1.9)

Covarianza actualizada de forma simétrica:
P (k + 1|k + 1) = P (k + 1|k) − W (k + 1)S(k + 1)W (k + 1)

(1.10)
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Filtro de Kalman - Script
Se tiene en cuenta el modelo dinámico descrito por:
x(n + 1|n) = A(n|n) + Bu(n)

(1.11)

Estado de covarianza de pronóstico, cuando Q corresponde a la matriz de
covarianza del proceso.
P (n + 1|n) = AP (n|n)A0 + BQB 0

(1.12)

Actualización de estado
Estimación actualizada del estado:
x(n|n) = x(n|n − 1) + M (n)(yv(n) − Cx(n|n − 1))

(1.13)

Ganancia de filtro:
M (n) = P (n|n − 1)C 0 (CP (n|n − 1)C 0 + R)

(1.14)

Covarianza actualizada:
P (n|n) = (I − M (n)C)P (n|n − 1)
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(1.15)

1.2 Filtro de Kalman
Visto de otra manera:

Figura 1.4: Diagrama de algoritmo de filtro de Kalman.

1.2.3.

Análisis de la estimación de posición usando un sensor
inercial

El propósito de este apartado es analizar el proceso llevado a cabo para
calcular la posición de una mano en un eje cartesiano de 3 dimensiones
conocidos como (X, Y y Z), apoyándose de las medidas de aceleración
tomadas por el giroscopio del IMU (“Skog, Isaac y H .andel, Peter, autor
= Calibración de una unidad de medida inercial MEMS, booktitle = XVII
congreso mundial IMEKO, year = 2006, páginas = 1–6,”, s.f.).
ZZ
x(t) =
ax (t) · dx · dx
(1.16)
ZZ
y(t) =

ay (t) · dy · dy

(1.17)

az (t) · dz · dz

(1.18)

ZZ
z(t) =
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Tomando a la inversa concepto de fı́sica que indica que derivando la posición se obtiene velocidad y derivando la velocidad se obtiene la aceleración,
es decir, integrando dos veces el valor de aceleración se puede llegar a la
posición. El acelerómetro toma las medidas en los 3 ejes cartesianos (ax,
ay y az), por esta razón es necesario aplicar este concepto en cada eje.
Ya que el sistema es digital, para estimar el resultado de las integrales
es necesario aplicar integración numérica.

1.2.4.

Métodos de integración numérica

Regla del trapecio
Corresponde al caso donde n=1, es decir:
Z
I=
a

b

f (x) · dx ∼
=

Z

b

p1 (x) · dx

(1.19)

a

Donde p1(x) es un polinomio de de grado 1. En el gráfico se trazo la
recta que une los puntos: (a, f(a)) y (b, f(b)) obteniendo un trapecio cuya
superficie será aproximadamente el valor de la integral I (Burden y Faires,
2002).

Figura 1.5: Regla del Trapecio
(Flores, 2015)
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Ası́:

Z
I=

b

f (x) · dx ∼
=

a

Z

b

Z
p1 (x) · dx =

a

b

(a0 + a1 x) · dx = (b − a)
a

f (a) + f (b)
2
(1.20)

Se aprecio que el error con esta forma de aplicación puede ser significativo, una mejor aproximación se obtiene dividiendo el intervalo de integración
en subintervalos y aplicando en cada uno de ellos la regla trapecial. A este
procedimiento se lo conoce como Regla Trapecial Compuesta

Regla de Simpson

Esta técnica aproxima, para cada intervalo la función a integrar f(x) con
una parábola, para el intervalo correspondiente a los puntos i-1, i, i+1, la
función f(x) se puede expresar como la suma ponderada de los valores de
la función en esos tres puntos, de la siguiente forma:

Z

i+1

αx2 + βx + γ =
i−1

f (i − 1) 4f (i) f (i + 1)
+
+
3
3
3

(1.21)
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Figura 1.6: Regla de Simpson
(Flores, 2015)
La teorı́a indica que ante un menor intervalo entre muestras, el error
disminuye dependiendo de la curva a estudiar, pero esto involucra mayor
costo computacional y en este caso la frecuencia de mustreo del sensor. El
error depende de cada caso a tratar, en general usando la regla de Simpson
se obtienen mejores resultados; para el caso de este proyecto el IMU es
un sistema digital con un tiempo entre muestras definido para hallar una
estimación.

1.3.

Marco conceptual

Robot
Es un manipulador multifuncional reprogramable, diseñado para mover materiales,partes, herramientas, o dispositivos especializados a través
de movimientos programados para la ejecución de una variedad de tareas (Reyes, 2011).
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Algoritmo
Conjunto ordenado y finito de operaciones que permite hallar la solución
de un problema (BRAE, 2017)
Sensor inercial o IMU
Es un componente capaz de obtener la posición, orientación y velocidad
de cualquier dispositivo donde sea utilizado(Mecafenix, 2018).
Análisis cinemático directo
Determinar la posición y orientación del extremo final del robot, con
respecto a un sistema de coordenadas de referencia, conocidos los ángulos
de las articulaciones y los parámetros geométricos de los elementos del
robot(Fernández Yánez y Sotomayor Reinoso, 2016).
Problema cinemático inverso
Determinar la configuración que debe adoptar el robot para una posición
y orientación del extremo conocidas (Fernández Yánez y Sotomayor Reinoso, 2016).
Visual studio
Desarrollador de aplicaciones para Android, iOS, Mac, Windows, la Web
y la nube (Balena y Fawcette, 1999).
Eslabón
Está formado por una barra metálica acoplada mecánicamente al rotor
y al estator de la siguiente articulación.
Espacio De trabajo (workspace)
De un robot manipulador es el espacio o lugar donde el robot puede
realizar todos sus posibles movimientos(“Diseño e implementación de una
plataforma experimental de robot de mano”, 2017).
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Extremo Final o Efector Final (end-effector)
Es la parte terminal o final del último eslabón, destinado a colocar la
herramienta adecuada para una aplicación especı́fica(“Diseño e implementación de una plataforma experimental de robot de mano”, 2017).
Periférico
Aparato auxiliar e independiente conectado a la unidad central de una
computadora(Martı́nez Navas, 2006).
Realidad virtual
Representación de escenas o imágenes de objetos producida por un sistema informático, que da la sensación de su existencia real(Martı́nez Navas,
2006).
SDK (Software Development Kit)
Kit de desarrollo de software, es un conjunto de herramientas que ayudan
a la programación de aplicaciones para un entorno tecnológico particular
(Gironés, 2011).
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sensor inercial y kinect

Para la caracterización de los sensores se trabajó mediante la metodologı́a expresada en la figura 2.1, el kinect es usado en particular en la
industria de los videojuegos para capturar los movimientos de las personas
y los jugadores de manera eficiente, utilizando la tecnologı́a de una cámara
RGB y la cámara de infrarrojos para diferenciar la profundidad y es usado
en particular en la industria de los videojuegos para capturar los movimientos de las personas y los jugadores de manera eficiente, utilizando la
tecnologı́a de una cámara RGB y la cámara de infrarrojos para diferenciar
la profundidad. El kinect tiene una resolución (320*240 y 640*480 de alto
color) dependiendo la configuración establecida y puede enviar datos con
una frecuencia de actualización de 30 fps.(Ayed y cols., 2017)

Como la herramienta final se planteó y desarrolló en Unity, se buscó
información sobre los programas necesarios para la conexión de los sensores
con este software, encontrando que el editor Visual Studio en lenguaje C#
es el usado. Luego, se buscó, descargó, y probó el SDK para conectar cada
uno de los sensores para posteriormente verificar y manipular los datos
captados.
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Figura 2.1: Caracterización del funcionamiento de los sensores empleados.

2.1.

Conexión del sensor inercial y uso de datos

Para realizar la conexión del sensor inercial AHRS 3DM-GX5-25 se utilizo el SDK MSCL, que es una librerı́a de código abierto de lord microStrain
para comunicaciones que permite interactuar con el sensor, con ella se estableció conexión entre el sensor y Visual Studio para la lectura de los datos
que este toma, y utilizando C# se realizó la manipulación de los datos, esto es presentado en el gráfico 2.2, donde gráficamente se muestra los pasos
realizados, para cumplir este objetivo, primero se buscó información sobre
el sensor en la pagina oficial del fabricante, encontrando que suministran
la librerı́a ya mencionada, después se realizaron pruebas de conexión para
evaluar con que archivo suministrado se obtienen los datos requeridos para
desarrollar este proyecto, puesto que el paquete de la librerı́a brinda soporte para windows x86 y x64, en lenguajes como C++, C, matlab, phyton y
LabView. Se seleccionó C como lenguaje ya que Unity utiliza este para la
interacción de sus elementos, en donde se realizó un script que captura los
datos del giroscopio y del acelerómetro, y los las almacena en archivos de
texto plano.
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Figura 2.2: Conexión del sensor inercial.
Con la herramienta MIP Monitor se realizó la primera observación de
los datos que puede arrojar el sensor como se evidencia en la figura 2.3,
verificando que toma lectura de gravedad en fuerza G para las 3 dimensiones
cartesianas y velocidad de rotación en los mismos ejes en rad/s, esto a una
frecuencia de 250 Hz para este proyecto, pero esta se puede llevar hasta 1
KHz.

Figura 2.3: MIP monitor.
Luego de verificar que el controlador del sensor instalado en el pc funcionara correctamente mediante el programa MIP monitor, como se muestra
en la figura 2.3, se creo un proyecto en Visual Studio, que obtiene los datos
que el sensor capta, este arroja en cada ciclo de lectura un arreglo que
contiene 7 datos, 3 de aceleración para los 3 ejes cartesianos en fuerza [G],
3 de velocidad angular para los 3 ejes cartesianos en [rad/s] y el tiempo de
muestreo en [s]. Este programa separa, aplica filtro de Kalman y guarda
los datos en archivos en formato .txt y se uso WPF para realizar un gráfico
donde se visualizó la salida del filtro.
Utilizando Matlab se verifico que los datos tomados coincidieran con los
movimientos realizados mediante gráficas, primero en forma, y luego en
dimensiones y unidades, ya que al realizarlo con Visual Studio requerı́a
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mayor trabajo y los resultados no son superiores visualmente, estos pasos
son mostrados en el gráfico 2.4.

Figura 2.4: Toma de datos de IMU.

2.1.1.

Errores en los datos tomados

Para analizar los errores de los datos, se realizaron procedimientos matemáticos con los cuales se estimaron diferentes fuentes de error que pueden
afectar los resultados, algunos de ellos son producto de las condiciones fı́sicas del entorno, tiempo de muestreo y comportamiento de las señales. El
sensor inercial presenta múltiples errores en su captura como lo son según
su hoja de datos (MicroStrain, 2014), +-0.002 g para las aceleraciones y de
+-0.04 grad/seg en el giróscopo, la estabilidad en las medidas se presenta
+-0.04mg para el acelerómetro y +-8 grad/hr para el giróscopo
Las medidas que tomadas por el sensor vienen con una incertidumbre,
afectando el resultado final. Por eso, cualquier error que se presento, se
acumuló, hasta ocasionar grandes errores en la estimación de posición en
pocos segundos. Por ejemplo en la inclinación se presenta error cuando se
tiene el sensor en 0 g pero se inclina ligeramente al iniciar la captura de los
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2.2 Conexión del kinect Con visual studio
datos, esto causa una medida errónea en la posición final estimada.
Algunos otros errores que no se calcularon, pero que se pudieron presentar son en la conversión análogo digital, por no linealidad y por resolución.
Al buscar alternativas para disminuir errores, se encontró que el filtro
de Kalman es ampliamente usado para este fin. La implementación se
muestra en el capitulo 4, en donde se utiliza las medidas de aceleración y
velocidad de inclinación captadas por el sensor.

2.2.

Conexión del kinect Con visual studio

Para la conexión del Kinect Xbox one con Visual Studio se usó la
librerı́a SDK 2.01 la cual proporciona diferentes paquetes para el reconocimiento vı́a USB del Kinect. Posteriormente instalada la librerı́a y conectado el Kinect se observaron algunos ejemplos que se usaron de apoyo tales
como colores RGB, el espacio de trabajo del sensor y detección del cuerpo
humano.
Para completar este punto se siguieron los pasos mostrados en la figura
2.5, en donde a partir del SDK obtenido de la página oficial de windows,
detecta la silueta del cuerpo del usuario que se ubique frente a la cámara,
también detecta los gestos de mano abierta, puño, y señal en V. En la
documentación del SDK se encontró una función que sirve para detectar
la posición de las articulaciones en el espacio respecto al Kinect la cual
permitió estimar la de la mano derecha.

Figura 2.5: Procedimiento usado en el Kinect.

2.2.1.

Visualización e identificación De la mano

Para la detección de la posición en el espacio de la mano derecha, se uso
como apoyo uno de los ejemplos que el SDK proporciona, en este se detecta
1

Librerı́a que facilita diferentes funciones que ayudan a interactuar con el dispositivo
Kinect y Visual Studio (y Schuster, 1998).
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la silueta de la persona que se ubica frente al Kinect. La visualización de
la interfaz se muestra en la figura 2.6.

Figura 2.6: Identificación de la mano en el software.

2.2.2.

Obtención de posición de mano derecha

Para captar la posición de la mano derecha en el espacio con el Kinect se
intento calculando la posición con los pı́xeles leı́dos y medidas tomadas con
un flexómetro fı́sicamente, pero luego de realizadas las pruebas se encontró
una función del SDK del Kinect que arroja la posición en el espacio de
cualquiera de las articulaciones tomadas; debido a que el primer método
tomo tiempo y su resultado se aproximo a lo requerido se muestran los
resultados en el apéndice 9 en la pagina 68.
Método utilizado
El SDK del Kinect posee una función para leer la posición espacial de
las articulaciones del cuerpo, esta tiene como entrada el nombre de la articulación y retorna las posiciones X,Y,Z, esta es mas estable que el método
de calcularla a partir del valor de los pı́xeles, que fue el primer intento.
La función empleada en el programa tiene algunas observaciones, el espacio de la cámara se refiere al sistema de coordenadas 3D utilizado por
Kinect. El sistema de coordenadas se define de la siguiente manera:
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2.3 Resultados del capitulo
El origen (x = 0, y = 0, z = 0) está ubicado en el centro del sensor
IR en Kinect.
X crece a la izquierda del sensor.
Y crece (tenga en cuenta que esta dirección se basa en la inclinación
del sensor).
Z crece en la dirección en la que mira el sensor 1 unidad = 1 metro.
Se tiene que sumar la medida de la altura de la mesa a la medida
capturada en el mismo eje.
Para poder utilizar esta función se necesita la librerı́a: WindowsPreview.Kinect

2.3.

Resultados del capitulo

Como se muestra a lo largo de este capı́tulo, se verificaron las unidades de
los datos captados por el Kinect [m], y del sensor inercial [rad/s], [G], y se
ajustaron de acuerdo a las necesidades de la herramienta desarrollada. Con
las medidas captadas por el sensor inercial se calcularon las inclinaciones
filtradas para los ejes X y Y del mismo. Con el Kinect se obtuvo la posición
en el espacio de la mano derecha, respecto al punto donde se ubique el
mismo.
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3 Dispositivo de sujeción para el
sensor inercial

Para la captación de la inclinación de la mano derecha se usa el sensor inercial 3DM-GX5-25, el cual presenta la geometrı́a de un prisma rectangular con un área superficial de 8.8 cm2 y un peso de 16.5 gramos
(MicroStrain, 2014), debe ser ubicado en la zona central de la palma de la
mano mientras se encuentra abierta. Debido a sus dimensiones, se requiere
un dispositivo de sujeción que lo ajuste a esta zona y permita capturar las
rotaciones de acuerdo a los movimientos que se realicen con la mano.
Para el diseño de este elemento, se consideraron los requerimientos mostrados en el capitulo 3.1 teniendo en cuenta el uso final que tiene la herramienta en donde es importante que el sensor este sujeto a la mano derecha
del usuario, posteriormente se tomaron las medidas del sensor y se realizo
un CAD, este proceso de muestra en la figura 3.1. Se investigo acerca de
la existencia de un elemento que supliera los requerimientos considerados,
sin dejar de lado el objetivo que es diseñar un elemento.

Figura 3.1: Diseño de elemento de sujeción.
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3.1 Requerimientos

3.1.

Requerimientos

Los requerimientos a considerar para el diseño de un dispositivo de sujeción son los siguientes:
Ser cómodo para el usuario.
Ajuste a los diferentes tamaños de mano.
Que no interfiera en la morfologı́a de la mano para evitar inconvenientes con la detección de esta a través del Kinect.
Que sea un soporte firme para el sensor.
Ser poco invasivo.
Sencillo de poner.

3.2.

Diseño de un soporte

Las medida a tener en cuenta para el diseño se muestran en la figura 3.2.

Figura 3.2: Medidas del Sensor Inercial.
(MicroStrain, 2014)
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Usando un software CAD, se realizó el diseño de un soporte, este se ajusta
al tamaño del sensor y tiene unas manijas que permiten pasar una correa de
velcro para sujetarlo a la palma de la mano sin importar el tamaño de esta
como lo mostrado en la imagen 3.3 en el indicador 1, permitiendo un buen
ajuste a diferentes tamaños. Como la pieza se ajusta al sensor lo soporta
firmemente evitando que oscile durante el trazado de la trayectoria, y como
es un elemento pequeño, no es invasivo en la mano del usuario.

(a) Soporte visto desde zona in(b) Soporte visto desde zona superior.
ferior.

Figura 3.3: Soporte.

En la figura 3.3 se muestra el diseño realizado, que puede ser materializado usando impresión 3D. Tiene dos orificios en los costados los cuales sirven
para ajustar el sensor por medio de tornillos, el sensor de ubica dentro de
la caja diseñada como se observa en el indicador 3, en 2 muestra el espacio
dejado para realizar la conexión del sensor, pues la comunicación se realiza
a usando un cable. En el indicador 4 se muestra el encaje del sensor desde
la zona superior.
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3.2 Diseño de un soporte

Figura 3.4: Ubicación del Sensor Inercial.

La ubicación del sensor inercial es la mostrada en la imagen 3.4, en donde
se puede aclarar que el tamaño de la mano es un poco más pequeña que una
mano promedio, en esta se observa la ubicación en la palma de la mano, lo
sugerido es usar correas de velcro para ajustarlo, en la imagen no se añadió
pero estas van en la oreja que se nota en la imagen citada.
También se realizó los planos del soporte del sensor, estos se muestran
en la figura 3.5, en donde para aplicaciones futuras pueden basarse en este
diseño.
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3 Dispositivo de sujeción para el sensor inercial

Figura 3.5: Planos del dispositivo de sujeción.

El objetivo planteado es realizar el diseño de un soporte, más no implementarlo, por esta razón se buscó un elemento que supliera los requerimientos nombrado anteriormente en 3.1, encontrando en el mercado una
férula que es usada comúnmente para el tratamiento del túnel carpiano,
esta fue usada como soporte para el sensor, permite el ajuste mediante aletas elásticas y velcro, haciéndola cómoda y ajustable a diferentes tamaños
de manos, una caracterı́stica destacable es que tiene una lámina en la zona
que se ubica en la palma de la mano, permitiendo que esta superficie sirva
de soporte del sensor inercial (Figura 3.6).
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3.2 Diseño de un soporte

Figura 3.6: Férula con el sensor dentro.
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4 Fusión sensorial
Del capitulo de caracterización se puede decir que los sensores presentan
un margen de error o de incertidumbre, por esta razón requieren de calibración o métodos de filtrado de los datos que corrijan o disminuyan los
errores de estos.
Se propuso calcular la posición y orientación en el espacio de la mano
de un humano utilizando un sensor inercial (3DM-GX5-25). La medida de
inclinación se puede obtener integrando los datos del giroscopio o con los
datos del acelerómetro aplicando geometrı́a, para la medida de posición en
teorı́a se puede obtener integrando dos veces la aceleración captada por el
acelerómetro en los ejes X, Y y Z. (Andés, 2014-07-23)
A partir de los datos de aceleración y velocidad de rotación tomados por
sensor inercial, se calculó la medida de inclinación en grados para los ejes
X y Y, esto usando filtro de Kalman para fusionar los datos captados, esto
se muestra en la figura 4.1.

Figura 4.1: Estimación de inclinación.

4.1.

Hallando los ángulos de inclinación

A partir de la integración de los datos del giroscopio se puede obtener
una estimación de rotación, esta medida no posee una referencia fija más
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que el punto de inicio de la captación de datos, lo que ocasiona que acumule
error, además que la integral añade un error que tiende a aumentar con el
pasar del tiempo; otra opción para obtener esta medida es usar los datos
del acelerómetro tomando como referencia la gravedad de la tierra. (Pozo,
Sotomayor, Rosero, y Morales, 2014)

4.1.1.

Estimación de inclinación usando giroscopio

En la figura 4.2 se muestra una estimación de la inclinación del sensor
inercial 3DM.GX5-25, integrando los datos del giroscopio usando integración por rectángulos, esto se realiza para los tres ejes, teniendo en cuenta
el tiempo de muestreo definido inicialmente que es de 0.004 segundos. Para
esta prueba se giró el sensor en el eje X positiva y negativamente de forma
aleatoria, al iniciar la toma de datos estaba en reposo lo que ocasiona que
la gráfica inicialmente no oscile, luego de esto se mueve de forma aleatoria,
y se deja un tiempo inclinado cerca a 60 grados, para luego volver a realizar
movimientos aleatorios.
Se puede observar que los trazos no tienen picos, es decir, la señal es
suave en los cambios de dirección y no posee ruido.

Figura 4.2: Rotación del eje X integrando medida de giroscopio.
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4.1.2.

Estimación de inclinación usando acelerómetro

Para estimar la inclinación de la mano derecha utilizando los datos del
acelerómetro se usaron las ecuaciones 4.1, en donde tomando como referencia la gravedad, en este caso la medida captada por el eje Z, y usando
trigonometrı́a, se puede estimar una medida de inclinación del sensor.

acelY
acelX 2 + acelZ 2
(Andés,2014 − 07 − 23)
acelX
y(t) = arctan √
acelY 2 + acelZ 2

x(t) = − arctan √

(4.1)

En la figura 4.3, se observa la estimación de la inclinación del sensor inercial
a partir de los datos del acelerómetro, durante los movimientos descritos
en 4.1.1.
Los datos de la gráfica 4.3 son ruidosos y tienen sobresaltos durante toda
la captura, pero al compararlos con las medidas fı́sicas el error es muy poco,
el cálculo de error se mostrará en un capitulo posterior. También se observa
como estando estacionario como en el inicio de la captura de los datos, se
presenta ruido constante.

Figura 4.3: Rotación del eje X usando medidas de acelerómetro.
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4.1.3.

Estimación de inclinación usando filtro de Kalman

Cuando se interponen las dos gráficas anteriores (4.2, 4.3) se observa
como la estimación con el giroscopio es imprecisa pero sin ruido, mientras
que la misma con el acelerómetro es precisa pero con la presencia de ruido,
teniendo en cuenta que la medida considerada como correcta es la estimada
con el acelerómetro 4.4. Para tener una mejor medida de inclinación, se opto
por usar filtro de Kalman.
Se puede observar como al inicio de la captura de datos, la estimación
usando el acelerómetro y el giróscopo son muy similares, pero una vez realizado movimientos se acumula error en la estimación del giroscopio, lo que
ocasiona el desfazamiento de las medidas. El comportamiento estando estacionario es decir, lo mostrado al iniciar la gráfica es estable comparándolo
con la medida fı́sica tomada, luego el giroscopio muestra una medida erronea por cerca de 20 grados, evidenciando que esta medida no es fiable.

Figura 4.4: Comparación de estimación de inclinación
El filtro de Kalman funciona a partir de un modelo del sistema a filtrar,
para este caso, como es estimar la inclinación, se realizara la integral de
la velocidad de inclinación usando métodos numéricos y una actualización
del valor de velocidad, según se muestra en la ecuación 4.2:
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pk = pk−1 + vk−1 ∗ ∆t
vk = vk−1

(4.2)

Como a partir de la velocidad se estimo la posición, el vector de estado
fue 4.3.

 
p
x=
v

(4.3)

Y la ecuación 4.2 en forma de matriz:

A=



1 ∆t
0 1

(4.4)

Realizando la operación Ax usada para este trabajo, se obtuvo:


  
ˆ
1 ∆t pk−1
pˆk
=
vk−1
ˆ
0 1
vˆk

(4.5)

Una vez definido el modelo a usar, se ajustaron los valores de la matriz
de covarianza y se aplicó el algoritmo de Kalman, tomando como valores
para la corrección de error el cálculo realizado con las ecuaciones 4.1 a
partir de los datos del acelerómetro, obteniendo una señal con un ı́ndice
bajo de error calculado en el capitulo 9, la señal de salida es la mostrada
en la figura 4.5.
En la figura 4.5 se observa en rojo la señal de salida del filtro de Kalman
para la inclinación en el eje X, en donde al compararla con los cálculos
realizados usando el giroscopio y el acelerómetro se observa que frente al
primero la señal tiene menos error teniendo en cuenta la medida fı́sica real
tomada. Para el calculo realizado con el acelerómetro la señal no es errónea
pero tiene ruido. Mientras que la señal de la salida del filtro tiene poco error
y no es ruidosa, es decir fusiona las ventajas de los dos sensores.
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4.1 Hallando los ángulos de inclinación

Figura 4.5: Comparación de la salida del filtro con cálculos realizados usando giroscopio y acelerómetro

4.1.4.

Programa usado para capturar y mostrar
implementación de filtro Kalman

En visual studio se desarrolló en C# un programa con el filtro Kalman
implementado (capitulo 4) y descrito en la sección 1.2; ya que las librerı́as
para el manejo de matrices no cumplı́an con los requerimientos se hicieron
funciones para el manejo de matrices, facilitando la implementación del
filtro en este lenguaje.
La visualización de los datos de forma online se realizó en un programa
con interfaz gráfica en WPF de visual, como se observa en la figura 4.6,
verificando los datos gráficamente además de que en este mismo tipo de
programa esta desarrollada la interfaz con la que funciona el Kinect lo que
permitió hacer la mezcla de la lectura de los datos en un mismo programa.
En la imagen 4.6, se encuentran gráficados los datos de la estimación de
la inclinación para el eje X, aplicando filtro de Kalman y sin aplicar, en
donde se observa la diferencia en ruido y picos.
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Figura 4.6: Filtrado de Kalman vs Inclinación del eje X sin filtrar (t vs ◦ ).

4.2.

Fusión sensorial entre Kinect y sensor inercial
para estimar inclinación

El SDK del Kinect, posee funciones que estiman la orientación en el
espacio de articulaciones como las muñecas, los hombros o la cadera; usando
esta función se tomó la orientación de la muñeca.
El algoritmo 1 muestra el proceso llevado a cabo para estimar las rotaciones espaciales, para este caso la función joinOrientations captura la
orientación de la muñeca en el espacio arrojando las medidas en quaternios. Como el algoritmo para realizar la fusión sensorial requiere que estén
seccionadas en ejes, se realiza la extracción de las orientaciones para roll,
pitch y yaw.
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4.2 Fusión sensorial entre Kinect y sensor inercial para estimar inclinación
Algoritmo 1 Estimación de inclinación
Salida: roll, pitch, yaw
1: quaternion = body.JointOrientations[JointT ype.W ristRight].Orientation;
2: value = 2 ∗ (quaternion.W ∗ quaternion.Y − quaternion.Z ∗
quaternion.X);
3: si value > 1 entonces
4:
value = 1
5: si no
6:
si value < −1 entonces
7:
value = −1
8:
fin si
9: fin si
10: value1 = 2 ∗ (quaternion.W ∗ quaternion.X + quaternion.Y ∗
quaternion.Z);
11: value2 = 1 − 2 ∗ (quaternion.X ∗ quaternion.X + quaternion.Y ∗
quaternion.Y );
12: value3 = 2 ∗ (quaternion.W ∗ quaternion.Z + quaternion.X ∗
quaternion.Y );
13: value4 = 1 − 2 ∗ (quaternion.Y ∗ quaternion.Y + quaternion.Z ∗
quaternion.Z);
14: roll = Atan2(value1, value2);
15: pitch = Asin(value);
16: yaw = Atan2(value3, value4);
Se realizó la fusión sensorial entre la estimación de orientación dada por
el kinect y esta misma calculada a partir de los datos capturados por el
giroscopio del sensor inercial 3DM-GX5-25, se usó como modelo el mostrado
en el apartado 4.1.3 pero con la diferencia que la medida para corrección
es la orientación arrojada por la función mostrada en el algoritmo 4.5.
En la figura 4.7 se puede apreciar gráficamente lo descrito, en donde del
sensor inercial se toma la velocidad de rotación y del Kinect la orientación
directamente, estos entran al filtro de Kalman, donde internamente tiene el
modelo descrito en la ecuación 4.5; este modelo toma como referencia para
la corrección de errores la orientación dada por el Kinect, para finalmente
tener como salida una estimación de inclinación sin ruido y con menor
error, como se muestra en la figura 4.8.
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Figura 4.7: Filtrado de Kalman para estimar inclinación.

Figura 4.8: Datos Kalman
En la figura 4.8 se muestra la comparación de la inclinación dada por el
kinect, y filtrada, en donde se evidencia que la recta filtrada es mas suave y
con menores sobresaltos comparando con la estimación dada por el Kinect.
Esta prueba describe tres tipos de movimientos, como lo son, un periodo
estacionario en inclinado hacia el costado positivo
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Figura 4.9: Fusión Sensorial usando filtro Kalman
La gráfica 4.9 muestra la prueba realizada para calcular error, en donde
con ayuda de una app como referencia de rotación, se inclinó la mano
derecha frente al kinect y con el sensor inercial 30 grados. Se puede observar
como la salida del filtro estimando inclinación es suave en comparación con
la medida tomada por el Kinect.
El error presentado en la estimación realizada por el Kinect para esta
prueba es de 3.5 %, mientras que para la salida del filtro es de 1.2 % respecto
al setpoint dado, lo que demuestra que el filtro reduce el error en la medida
de inclinación, al disminuir el ruido de los datos capturados.
Datos Kinect
Promedio Gráfica
P rom1 = 30, 35636689
Error absoluto:
ea = 30 − 30, 35636689 = −0, 356366889
Error cuadrático:
ec = (−0, 356366889)2 = 0, 12699736
Datos Kalman
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Promedio Gráfica
P rom2 = 30, 25928272
Error absoluto:
ea = 30 − 30, 25928272 = −0, 259282718
Error cuadrático:
ec = (−0, 259282718)2 = 0, 067227528
Se observa como el error es menor aplicando el filtro, ya que se suavizan
los picos generados por los datos del Kinect, lo que demuestra que la fusión
realizada tiene resultados exitosos para esta estimación.

4.3.

Obtención de posición con IMU

El sistema de referencia espacial usado en este proyecto es fija, pero del
sensor inercial 3DM-GX5-25 es móvil, por esta razón es necesario rotar
las medidas de aceleración para tenerlas en la misma referencia y ası́ poder
calcular la posición. Por esto el cálculo de inclinación para el sensor inercial
realizado en el apartado anterior, es fundamental.

4.3.1.

Rotación de mediciones de aceleración

Partiendo de los ángulos de inclinación ya estimados, se puede realizar la
rotación de las medidas de aceleración para ajustarlas al marco de referencia
que se usa en el simulador. Para esta acción se usa la matriz de rotación,
en donde los parámetros de entrada a esta función son los las aceleraciones
tomadas por el sensor inercial y las rotaciones ya calculadas anteriormente;
la salida de esta función son valores de aceleración ajustados.
Algoritmo 2 Rotación de aceleraciones
Entrada: Vector aceleración(X, Y, Z) e inclinación(X,Y,Z)
Salida: Vector aceleración(X, Y, Z) rotado
1: Defino matriz de rotación Rf
2: Aceleración Rotada = aceleración(X,Y,Z) * Rf
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4.3 Obtención de posición con IMU
La denominada matriz de rotación define el giro de un sistema de referencia móvil con respecto a un sistema de referencia fijo, ya que el sistema
de referencia del sensor inercial es móvil y la referencia para la posición es
fija, se rotan las medidas que capta el acelerómetro de acuerdo a los valores
de rotación estimados en el anterior apartado.

4.3.2.

Posición con IMU

Con los valores de aceleración en el marco de referencia adecuado, se
aplican métodos numéricos de integración para obtener la posición según
(Andés, 2014-07-23).
De acuerdo a (Andés, 2014-07-23), (Abyarjoo, Barreto, Cofino, y Ortega, 2015) aplicando el método de trapecios o rectángulos para integrar
dos veces los datos se puede calcular la posición en el espacio del sensor.
Se realizaron pruebas aplicando diferentes métodos pero ninguna dio un
resultado satisfactorios.
Cuando se intenta calcular la posición utilizando métodos numéricos para integrar dos veces la aceleración en un eje, la acumulación del error
con el pasar del tiempo hace que la medida de salida sea completamente errónea. En la documentación que se ha investigado para el desarrollo
de este proyecto se dice que un sensor inercial por si sólo no es un buen
elemento para estimar posición espacial para trayectorias continuas, tiene
resultados aceptables en trayectorias donde existen periodos estacionarios
cı́clicos como por ejemplo caminar. Esto se observó durante las pruebas
realizadas, no se adjuntan ya que no realizan aportes al proyecto.
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Figura 4.10: Estimación de posición.
Lo mostrado en la imagen es la salida de intentar calcular posición usando
el sensor inercial al moverlo 30 cm en el eje X, como se observa, la estimación
no se acerca a la realidad ni se parece, por esta razón no se utilizó el sensor
inercial para captar la posición. Estos resultados se dan porque el método
acumula errores cuadráticos y derivas que se acumulan.
Debido a las razones expuestas anteriormente, no se uso el sensor inercial
como elemento de captación de posición, solamente para la inclinación y los
valores de posición en el espacio se tomaron con el Kinect, posteriormente
se realizo la sincronización de medidas tomadas por los dos sensores.
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5 Simulación de trayectorias del
robot
En el capitulo 2 se mostró el proceso realizado para captar la posición e
inclinación en el espacio de una trayectoria dada por la mano derecha de un
usuario, en este apartado se explicara el proceso para trazar la trayectoria
en un simulador.

5.1.

Ambiente virtual

Para la realización del ambiente virtual de simulación de trayectorias, se
usaron los elementos creados por Rodrı́guez (Rodriguez, 2018) como lo son:
la zona de la universidad de La Salle donde se encuentra el robot Yaskawa
Monoman HP20D y el CAD del robot mencionado dentro de la plataforma
de desarrollo llamada Unity.
Para el trazado de las trayectorias, en el simulador se utilizó la función
llamada DrawLines (Zulkifli y cols., 2019), esta permite dibujar en el espacio de trabajo del simulador la trayectoria captada, se puede usar de dos
formas, la primera es durante la ejecución del programa que va dibujando punto por punto con el movimiento simulado del robot, o simplemente
observar la trayectoria completa que se seguirá.
Se usó el modelo inverso del robot ya mencionado, presentado en el algoritmo 6 para calcular los ángulos en las articulaciones que debe tomar
para llegar a la posición con la inclinación captadas.
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5.2.

Funcionamiento de la herramienta

El entorno desarrollado en Unity se muestra en la figura 5.1, en donde se
aprecia el robot y el espacio de trabajo junto con los botones para manipular
la herramienta.

Figura 5.1: Espacio de trabajo.

La funcionalidad de los botones señalados en la figura 5.1, se explicará a
continuación.

44

5.2 Funcionamiento de la herramienta
Botón 1

Figura 5.2: Funcionalidad del botón ”Captar Trayectoria”.
Al presionar el botón ”Captar Trayectoria” (1 en la figura 5.1), el programa toma los datos de los sensores, los ordena y los almacena como se
observa en 5.2; el usuario ve una ventana emergente en donde se muestran
los datos de inclinación de la mano derecha, la silueta que dibuja la posición
actual del cuerpo y la imagen real que toma la cámara del Kinect.
Botón 2

Figura 5.3: Funcionalidad del botón ”Cargar Archivo”.
Cuando se presiona el botón ”Cargar Archivo” (2 en la figura 5.1), se
toman los datos almacenados por el proceso anterior 5.2 y se cargan en el
proyecto, como se observa en 5.3.
Botón 3

Figura 5.4: Funcionalidad del botón ”Mostrar trayectoria”.
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El botón ”Mostrar trayectoria” (3 en la figura 5.1), dibuja una linea
siguiendo los movimientos de la mano derecha que el usuario haya almacenado, sin mover elementos de la herramienta, de acuerdo a 5.4.

Botón 4

Figura 5.5: Funcionalidad al presionar la tecla ’P’

Cuando se presiona la letra ’P’ el robot se mueve, dejando un rastro con la
trayectoria almacenada, internamente lo que hace es tomar los vectores de
posición y orientación para pasarlos por el algoritmo de modelo cinemático
inverso del robot, generando ası́ los ángulos que cada articulación toma 5.5.

5.3.

Trayectorias realizadas

Las diferentes trayectorias realizadas usando la herramienta y ploteadas
con Matlab, son:
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5.3 Trayectorias realizadas

(a) Cuadrado en 3D.
(b) Circulo en 3D

(c) Espiral en 3D.

(d) Cubo en 3D.

Figura 5.6: Trayectorias.
Se realizaron pruebas para mostrar cuales son los trazos que tiene capacidad de realizar el usuario, son mostradas en la figura 5.6, en esta sección
se mostrarán las formas, el cálculo de errores será en el capı́tulo 6. En la
figura A, se muestran los trazos de un cuadrado, en donde las lineas no son
rectas pues fue trazado en el aire sin usar guı́as, pero fundamentalmente
se puede observar la capacidad de la herramienta para detectar esquinas,
en la figura B se muestra el trazo de doble cı́rculo, en donde se observa la
capacidad de la herramienta para tomar trayectorias curvas, en la figura C
es mostrada una espiral, en donde se observa la capacidad de la herramienta de realizar trayectorias curvas en las 3 dimensiones cartesianas y en la
figura D se muestra el trazo de un cubo, pero debido a que no se usa algún
tipo de guı́a, no se ve de una forma estética.
Con estas pruebas se puede observar como la herramienta tiene la capa-
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5 Simulación de trayectorias del robot
cidad de realizar trazos de 50 cm sin tener perdidas o recortes.
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6 Validación de la herramienta

La herramienta computacional para programar trayectorias utiliza como
elementos para captar la posición e inclinación de la mano derecha, un
Kinect de xbox One y un sensor inercial respectivamente.
Funciona colocando el sensor inercial en la mano derecha ajustándolo
con la ayuda de una férula, luego la persona que señalara las trayectorias se ubica frente al Kinect y separa los brazos del tronco para que este
elemento detecte la silueta de su cuerpo y posteriormente trazar la trayectoria. Se desea estimar, ¿cual es el error que presentan las medidas tomadas
por el kinect cuando determina posición? y ¿cual es el error presente en
las medidas de inclinación calculadas con los datos tomados por el sensor
inercial?

6.1.

Prueba para la inclinación tomada con el sensor
inercial

La prueba realizada fue colocar el sensor en el eje X, sobre una escuadra
a 45 grados, se promediaron los 230 datos tomados y con esto se calculo el
error en la medición.
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6 Validación de la herramienta

Figura 6.1: Inclinación Sensor IMU
En la figura 6.1 se muestra el comportamiento de los datos filtrados del
sensor inercial durante una inclinación constante, ya que la gráfica tiene el
eje Y amplificado da la impresión que sus datos oscilan en un gran rango,
pero para este caso lo hacen entre 45.2 grados y 45.6 grados.
Error absoluto:
ea = 45,00o − 45,38o = −0,38o
Error relativo:
er =

| − 0,38o |
∗ 100 % = 0,84 %
45,00o

Este sensor tiene un bajo error en sus medidas gracias a la implementación de un filtro de Kalman, el error que tiene se puede presentar debido a
los rangos de error presentados en el datasheet del mismo elemento.
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6.2 Prueba para posición tomada con el Kinect

6.2.

Prueba para posición tomada con el Kinect

Se planeo inicialmente hacer las pruebas usando un aro con un diámetro
determinado, pero esto entorpecı́a la detección del cuerpo que el kinect usa,
por esta razón se realizaron pruebas de desplazamiento de la mano 50 cm
en un determinado eje, se realizaron 5 pruebas en la cuales el resultado fue
el siguiente.
Los datos de las pruebas realizadas se muestran desde la figura 6.2 hasta
la 6.6 en donde para todos se realizó la misma prueba, que fue desplazar la
mano derecha 50 cm en el eje X del Kinect en varias repeticiones limitándola
con la ayuda de un hilo, ya que este no interferı́a con la detección de la
cámara. El comportamiento es similar para todas las pruebas realizadas,
en donde el error medio se muestra al final de este capitulo.

Prueba 1

Figura 6.2: Distancia 50 cm X,Y
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6 Validación de la herramienta
Numero Máximo
NM ax = 0, 339496454
Numero Mı́nimo
NM in = −0, 212176979
Error absoluto:
ea = 0, 5 − 0, 55 = −0, 05
Error cuadratico:
ec = (−0, 05)2 = 0,0025
Prueba 2

Figura 6.3: Distancia 50 cm X,Y
Numero Máximo
NM ax = −0, 320405846
Numero Mı́nimo
NM in = 0, 221510118
Error absoluto:
ea = 0, 5 − 0, 54 = −0, 04
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6.2 Prueba para posición tomada con el Kinect
Error cuadrático:
ec = (−0, 04)2 = 0,0016
Prueba 3

Figura 6.4: Distancia 50 cm X,Y
Numero Máximo
NM ax = −0, 300206542
Numero Mı́nimo
NM in = 0, 25262162
Error absoluto:
ea = 0, 5 − 0, 55 = −0, 05
Error cuadratico:
ec = (−0, 05)2 = 0,0025
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6 Validación de la herramienta
Prueba 4

Figura 6.5: Distancia 50 cm X,Y
Numero Máximo
NM ax = −0, 228751823
Numero Mı́nimo
NM in = 0, 217338184
Error absoluto:
ea = 0, 5 − 0, 45 = 0, 05
Error cuadratico:
ec = (−0, 05)2 = 0,0025

Prueba 5
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6.2 Prueba para posición tomada con el Kinect

Figura 6.6: Distancia 50 cm X,Y

Numero Máximo
NM ax = −0, 300787151
Numero Mı́nimo
NM in = 0, 25225577
Error absoluto:
ea = 0, 5 − 0, 55 = −0, 05
Error cuadratico:
ec = (−0, 05)2 = 0,0025
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6 Validación de la herramienta
RMSE:

v
u n
u1 X
RM SE = t
(yi − yi )2
n
i=1

r
RM SE =

1
(0,0025 + 0,0016 + 0,0025 + 0,0025 + 0,0025) = 0,048
5
RM SE = 0,048 ∗ 100 % = 4,8 %

Las medidas tomadas por el kinect tienen un error promedio del 4.8 % lo
que indica que esta dentro de un buen rango de error, este error se puede
presentar porque el Kinect utiliza una cámara para determinar las medidas
tomadas, y estos elementos poseen un margen de error.
Errores de pruebas de posicion medidas por el kinect
prueba
N. max(m) N. min (m) ea (m) ecuad
Prueba
Prueba
Prueba
Prueba
Prueba

1
2
3
4
5

0.3394
0.3204
0.3002
0.2287
0.3007

-0.2121
0.2215
0.2526
0.2173
0.2522

-0.05
0.04
0.05
0.05
0.05

0.0025
0.0016
0.0025
0.0025
0.0025

Cuadro 6.1: Errores del Kinect

En la tabla 6.1 se muestran los errores obtenidos al realizar las pruebas
mostradas en las gráficas anteriores, en donde se evidencia que el error
promedio es e 0.05 metros en los datos de posición. En esta tabla se resumen
los datos de los experimentos realizados.
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7 Resultados
El resultado final de este proyecto es una aplicación que implementa
realidad virtual y el uso de sensores como lo son el Kinect y un IMU,
permitiendo la interacción entre un usuario y el modelo computacional del
robot Yaskawa Motoman HP20D y el entorno de trabajo presente en la
universidad de la Salle.

Figura 7.1: Espacio de Trabajo
Como se puede observar en la figura 7.1 un usuario sin conocimientos
profundos en programación, puede trazar y luego visualizar trayectorias
del manipulador robótico ya mencionado, luego este puede usar los datos,
ya que el programa genera archivos de texto plano con la inclinación y

57

7 Resultados
rotación de los ejes X, Y y Z.
Esta aplicación puede ser usada para el trazado de bocetos de trayectorias
rectas y curvas para el robot mencionado. También almacena la inclinación
de la mano derecha durante este proceso, lo que permite la generación de
movimientos más complejos por parte del simulador.

7.1.

Uso del sensor inercial

Fusionando los datos del giroscopio y del acelerómetro con la ayuda del
filtro de kalman se hayo la inclinación del sensor en los ejes X y Y.
Se realizó un programa en Visual Studio que permite observar los datos tomados por el sensor inercial AHRS-GX5-25, en este se muestran los
valores de inclinación filtrados y sin filtrar como se pueden observar en la
figura 7.2.
En la gráfica 7.2, se muestra el comportamiento de la inclinación del eje
X, aplicando filtro y calculando usando acelerómetro, moviendo el sensor
aleatoriamente.

Figura 7.2: Filtrado de Kalman vs inclinación del eje X sin filtrar.
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7.2 Uso del kinect

7.2.

Uso del kinect

Usando las herramientas de desarrollo que suministra Windows, se realizó
la conexión y captación de datos tomados por el Kinect, en donde en la aplicación final tiene la capacidad de tomar la posición en el espacio respecto
al Kinect de las articulaciones del cuerpo.

Figura 7.3: Resultado Final Simulación.
En la Figura 7.3 se pueden observar los resultados finales del simulador
como por ejemplo escribir DIANA, que tiene en su composición trazos
curvos y rectos, con el objetivo de mostrar que la herramienta permite realizar movimientos complejos, en un rango cerca de 120 cm horizontalmente
y de 50 cm verticalmente. Para realizar este trazo no se uso plantilla o guı́a,
por esta razón no son regulares las rectas ni las curvas.
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8 Conclusiones
Se realizó una herramienta computacional que permite generar, guardar y
simular trayectorias para el robot Motoman HP20D, en donde el sistema no
requiere que el usuario posea conocimientos en robótica para manipularlo,
este no detecta colisiones, pero debido al entorno de simulación se pueden
evitar.
Utilizando los SDK correspondientes, se realizó la conexión y manipulación de los datos tomados por el sensor inercial 3DM-GX5-25-AHRS y un
Kinect de Xbox One, en donde el sensor inercial alimentó la herramienta
final con la orientación, mientras que el Kinect lo hizo con la posición de
la mano derecha.
El sensor inercial tiene un bajo margen de error para estimar la inclinación de un objeto, pero los resultados al calcular la posición no se recomiendan, ya que con el pasar del tiempo se acumulan los errores, y no se
logra obtener una medida correcta.
El elemento diseñado para sujetar el sensor inercial, en teorı́a cumple con
los requisitos de este proyecto, ya que es cómodo, pequeño y no interfiere
en la morfologı́a de la mano para no entorpecer las medidas tomadas por
el kinect.
Utilizando el algoritmo de filtro de Kalman se obtuvo un ı́ndice de error
de 0.8 % en las medidas de inclinación calculadas fusionando los datos del
giroscopio y del acelerómetro dadas por el sensor inercial, siendo esta una
herramienta fundamental en el desarrollo de este proyecto ya que sin este,
las medidas oscilaban aún estando el sensor en estado estacionario.
El uso de la plataforma Unity para desarrollar el ambiente virtual, facilitó la integración de los sensores utilizados, obteniendo una herramienta
que permite realizar trayectorias curvas y rectas junto con la inclinación,
mostrando un avance respecto al proyecto anterior de esta misma rama
llevada por el grupo de investigación AVARC.
Las pruebas realizadas para validar los datos captados arrojaron un error
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del 0.8 % para la inclinación y del 4.8 % en promedio para la posición,
mostrando que la herramienta posee medidas muy cercanas a la realidad
de la trayectoria tomada. Esto abre las puertas a proyectos futuros donde
se pueden usar las medidas tomadas para diversos fines como manipulación
remota.
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9 Recomendaciones y trabajos
futuros
Se recomienda imprimir y realizar pruebas del elemento de sujeción diseñado para el sensor inercial.
Se puede incluir una brújula para corregir la medida de inclinación del
eje Z, ya que este eje no tiene implementado el filtro de Kalman.
Seria interesante que se introdujeran más modelos de robots a la herramienta.
No se recomienda un acelerómetro para calcular la posición en el espacio
de un elemento.
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con énfasis en la programación gestual (Tesis Doctoral no publicada).
Universidad Nacional Autónoma de Nicaragua, Managua.
Fa, M. C., Saizarbitoria, I. H., y Karapetrovic, S. (2009). Sistemas de
gestión estandarizados:¿ existen sinergias? Revista europea de dirección y
economı́a de la empresa, 18 (2), 161–174.
Fernández, L. A., Herrera, A. F. A., Gómez, L. F., y Islas, L. S. (2008).
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Anexos
Método 1
Se determino los puntos máximos y mı́nimos en los que el Kinect detecta
la posición de la mano derecha, determinando ası́ el rango de detección.
Luego de la obtención de los rangos se mide la distancia y se guardan datos mientras que el usuario lo recorre. Se tabulan los diferentes ejes (X,Y,Z)
y con ello se obtiene la función de pı́xeles vs distancia.
TABLA DE DATOS EJE X
Kinect a una altura de 50 cm eje x
Pı́xeles
Altura(cm)
115
14
165
34
235
54
295
74
350
94
420
114
475
134
Cuadro 1: Tabla de datos Eje X

En la tabla 1 se muestran los datos para pı́xeles vs cm, de los que se
obtuvo la ecuación lineal que más se ajusto a los datos esto es para el
espacio del trabajo del Kinect en forma horizontal.
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Figura 1: Identificación del software de la mano eje X

En la gráfica 1 se evidencia que los datos captados por el Kinect son
lineales, por esta razón se determino la ecuación lineal que se ajusto a los
datos.
TABLA DE DATOS EJE Z
Kinect a una altura de 50 cm eje z
Pı́xeles
Altura(cm)
0.78
75
0.88
85
0.97
95
1.071
105
1.16
115
1.26
125
1.35
135
1.45
145
Cuadro 2: Tabla de datos Eje Z

En la tabla 2 se muestra los datos tomados para algunas medidas de
profundidad Para el eje Z.
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Figura 2: Identificación del software de la mano eje Z

Se observa en la gráfica 2 que la toma de datos de la cámara es lineal,
por esta razón se obtuvo la ecuación lineal que mas se ajusto a los datos.
TABLA DE DATOS EJE Y
Kinect a una altura de 50 cm eje x
Pı́xeles
Medida(cm)
115
14
165
34
235
54
295
74
350
94
420
114
475
134
Cuadro 3: Tabla de datos Eje Y

Se observa en la gráfica 3 que la toma de datos de la cámara es lineal,
por esta razón se obtuvo la ecuación lineal que mas se ajusto a los datos.

70

Figura 3: Identificación del software de la mano eje Y
Para esta ocasión para poder identificar el eje Y se necesitó multiplicar
por -1 ya que la cámara captura la imagen invertida para poder ajustarla
a las medidas.

71

Lista de algoritmos
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Algoritmo 3 Conexion Kinect a Visual
Libreria System.IO,Microsoft.Kinect
Inicialización
ColorFrameReader
WriteableBitmap
Imagesource
colorFrameReader = null
colorBitmap = null
JointThickness = 3
drawingGroup
ReaderColorFrameArrived;
colorFrameDescription.Height, 96.0, 96.0,
KinectSensor=null
CordinateMapper=null
Bodyparts
Inicialización de las partes de cada parte del cuerpo
Head,SpineShoulder,SpineMid,SpineBase
ShoulderRight,ShoulderLeft,hipright
ShoulderRight,HandRight,ThumbRight
ShoulerLeft,HandLeft,HandTipLeft,Thumbleft
HipRight,KneeRight,Ankleright
HipLeft,KneeLeft,Ankleleft
Kinect Sensor abierto
Brushes RED
Brushes GREEN
Brushes BLUE
Algoritmo 4 Visualización Camara
Entrada: Null
Salida: StatusText
Mientras la camara no detecte un cuerpo humano no encendera
cuando el Kinect detecte un Cuerpo encenderá y comenzara a reproducir
un esqueleto en la camara.
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Lista de algoritmos

Algoritmo 5 Posición en el espacio Kinect
Codigo DrawRectangle
dataReceived = true;
joints[jointType].Position;
CameraSpacePoint pointRight =
joints[JointType.HandRight].Position
StreamWriter en los diferentes bloc
Guardar distancia X bloc de notas
Guardar distancia Y bloc de notas
Guardar distancia Z bloc de notas
Guardar Giroscopio X bloc de notas
Guardar Giroscopio Y bloc de notas
Guardar Giroscopio Z bloc de notas
drawingGroup.ClipGeometry
RectangleGeometry(new Rect(0.0, 0.0,)
Detección de la palma de la mano
Verde mano abierta
Rojo mano Cerrada
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Algoritmo 6 Modelo Inverso
Entrada: Matriz de transformación Homogénea Gameobject
Salida: Arreglo de ángulos correspondientes a las articulaciones del Robot
Q
Inicializar Q[ ] como null
Asignar matriz de rotación Rbe
Asignar vector de posiciones Pbe


0
 0 

vector de posición Auxiliar Pbaux = T * 
−lh
1
calculo de angulos de S= Atan2(Pbaux(2),Pbaux(1))
Efectuar rotaciones en Rb3= RotZ(S)*RotY(L)*RotZ(P/2)*RotX(PI)
R3e=Rb3’*Rbe
Calculo de ángulo de R Atan2(-R3e(1,3),R3e(3,3))
Calculo de ángulo de T Atan2(-R3e(2,1),R3e(2,2))
Q[] Arreglo de ángulos HP20D
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