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Introduction Generale
Les ondelettes, comme nouvel outil mathe´matique notable, se sont im-
pose´es dans de divers domaines d’application. Par leur capacite´ extraordi-
naire de concentration de l’e´nergie et par leur pouvoir fascinant de de´tection
d’irre´gularite´s, l’implication de cette transforme´e dans les algorithmes les
plus imposants en compression et en de´bruitage vienne comme une utilisa-
tion naturellement logique.
Dans ce contexte, la proble´matique que nous avions fixe´e au de´but de
notre travail e´tait la mise en uvre des ondelettes en compression et en de´bruitage
de signaux. La lecture perse´ve´rante de plusieurs ouvrages de re´fe´rences ainsi
que les articles de recherche les plus approprie´s a` ce sujet nous a permis de
choisir :
• La compression avec perte de´die´e aux images a` niveaux de gris, ceci est
pour pouvoir descendre sous la ce´le`bre limite the´orique appele´e l’entro-
pie.
• D’autre part, le sche´ma de l’e´minent Professeur D.L. Donoho a e´te´ mise
en uvre, tout en essayant de mettre le point sur un tas de questions
telles que : Quelle est la meilleure onde me`re a` utiliser ? Quelles signi-
fications portent les seuillages dur (Hard thresholding) et doux (soft
thresholding) ? Est-il possible d’e´liminer le bruit additif de distribution
gaussienne d’une manie`re achevante ?
Le pre´sent manuscrit est structure´ de la manie`re suivante :
Chapitre I Donne d’une manie`re de´taille´e la transforme´e de Fourier qui
repre´sente un outil classique pour l’analyse des signaux sur leur com-
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portement fre´quentiel et leurs proprie´te´s.
L’inconve´nient majeur de cette me´thode d’analyse, c’est qu’elle nous
permet pas de connaˆıtre les composantes fre´quentielles d’un signal sans
localiser les instants de l’apparition de celle-ci, puis nous exposons la
the´orie des ondelettes qui repre´sente un outil sophistique´ pour l’analyse
des signaux. L’ide´e de base de cette analyse est a partir d’une fonction
(ψ ∈ R) qui posse`de une inte´grale nulle et oscillante appele´e onde me`re,






) tel que (a, b ∈ R). Les coefficients du signal f sont alors les nombres
(Cf (a, b) = 〈f, ψa,b〉 =
∫
R
f(t)ψ(t)dt), a` partir de ces derniers on peut
analyser un signal quelconque. Malheureusement dans la pratique si on
applique cette technique nous rencontrons une redondance d’informa-
tion donne´e par les coefficients ( Cf (a, b) ). Cette dernie`re est obtenue
du fait que on a` : un nombre de coefficients non de´nombrables (Cf (a, b)
) tel que (a, b ∈ R ), mais dans la pratique on veut des coefficients
de´nombrables ou finis (Cf (j, k) ) tel que (j, k ∈ Z ).
A la fin de ce chapitre nous de´crivons l’analyse multire´solution de´veloppe´e
par S.Mallat [11] et syste´matise´e par ingrid daubechies [4] dans le but
de construire une base orthogonale (ψj,k ) tel que (j, k ∈ Z ) pour
l’espace (L2(R) ) en minimisant les redondances d’information, nous
expliquons comment on de´compose un signal et on le reconstruit selon
l’algorithme de S.Mallat.
Chapitre II Expose des de´finitions concernant la compression et inclus des
notions de base de la the´orie d’information ainsi que quelques mesures
de qualite´ utilise´es commune´ment pour e´valuer les deux types de com-
pression (avec et sans perte). Par la suite, nous focalisons l’attention sur
la compression avec perte. Nous proposons un algorithme incluant les
ondelettes, comme outil mathe´matique qui concentre l’e´nergie en peu
de coefficients, la the´orie de la quantification, et finalement nous mon-
trons quelques codeurs les plus utilise´s en compression. Des simulations
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sont e´labore´es a` la fin de ce chapitre pour valider l’e´tude the´orique et
la mise en valeur du sche´ma sugge´re´ en tirant en conclusion que l’onde
me`re de I. Daubechies db2 est la meilleure onde adapte´e a` notre algo-
rithme.
Chapitre III introduit d’une fac¸on succincte le de´bruitage des signaux 1D/2D.
L’algorithme propose´ par D. L. Donoho est explique´ d’une manie`re
claire tout en mettant le doigt sur les deux variantes (de´bruitage par
seuillage dur et par seuillage doux). En se basant sur le crite`re du risque
minimum, la de´termination du seuil est effectue´e en suite. Arrivant a`
son terme, le chapitre est cloˆture´ par des simulations confirmant notre
compre´hension the´orique de la proble´matique e´voque´e.




Introduction a` la the´orie des
ondelettes
1.1 Analyse de Fourier
L’analyse de Fourier [1] est une me´thode qui permet d’analyser un si-
gnal sur son comportement fre´quentiel et ses proprie´te´s. Pour re´aliser cette
tache, on de´compose le signal sur une base des e´le´ments simples appele´s fonc-
tions e´le´mentaires. Les fonctions e´le´mentaires qui contribuent dans l’analyse
de Fourier sont les fonctions sinuso¨ıdales, elles de´pendent d’un parame`tre
repre´sentant la fre´quence. Cette me´thode nous permet de connaˆıtre les com-
posantes fre´quentielles d’un signal sans localiser les instants de l’apparition
de celle-ci. Les informations fre´quentielles ainsi obtenues sont au de´triment
de la description temporelle du signal. Cette me´thode ne s’adapte pas avec
tous les types des signaux, spe´cifiquement les signaux non stationnaires qui
se distinguent par l’apparition d’e´ve´nements transitoires. Elle est aussi faible
pour de´crire les caracte´ristiques e´volutives du signal.
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1.1.1 Se´ries de Fourier
Dans un me´moire ce´le`bre date´ de 1807, Joseph Fourier annonc¸a sa fa-
meuse the´orie [1] qui pre´cise que toute fonction pe´riodique de pe´riode a peut

















les cn repre´sentent les coefficients de Fourier.
a la pe´riode.
ω la fre´quence fondamentale.
En fait les coefficients de Fourier minimisent l’e´cart quadratique entre la
fonction f(t) et le de´veloppement (1.1). En effet la valeur (1.2) est obtenue








et en annulant cette de´rive´e.








ancos(ωnt) + 2bnsin(ωnt) (1.3)














1.1.2 Transforme´e de Fourier des fonctions de L1(R)
On part d’une fonction f(t), de´finie sur toute la droite re´elle, inte´grable









f(t)e−iωtdt, ω ∈ R (1.6)
Alors cette fonction f̂(ω) est continue sur la droite re´elle et tend vers 0
quand ω → +∞.
Voici quelques proprie´te´s de la transforme´e de Fourier. Si g, h appar-






En fait l’inte´grale est absolument convergente pour presque tout t et l’on
a par un calcul imme´diat
f̂(ω) = ĝ(ω)ĥ(ω) (1.8)
Si f appartient a` L1(R) , il est en ge´ne´ral inexact que l’on ait f̂ ∈ L1(R).




et cette fonction n’appartient pas a` L1(R).
Mais si f et f̂ appartiennent a` L1(R) alors f(t) est ne´cessairement continue







L’inte´grale est (par hypothe`se) absolument convergente et (1.9) est la
formule d’inversion de Fourier.
L’interpre´tation de (1.9) est la suivante : on regarde ω comme un indice et
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l’inte´grale par rapport a` ω comme une combinaison line´aire. Les fonctions
de t qui sont les ” building blocks ” ou ” briques de base ” sont eiωt et l’on
construit l’e´difice f(t) en empilant ces ” briques de base ”. On observera qu’il
y a une incohe´rence car les briques de base n’appartiennent pas a` l’espace
fonctionnel conside´re´ (a` savoir L1(R)) et les conside´rations d’alge`bre line´aire
que nous venons de pre´senter sont absurdes. Cette incohe´rence est la source
de nombreux proble`mes et ces proble`mes seront re´solus lorsque les ondes (a`
savoir les fonctions t → eiωt) seront remplace´es par les ondelettes (que nous
de´finirons par la suite).
1.1.3 Transforme´e de Fourier des fonctions de L2(R)






et l’ope´rateur J de´fini par J(f) =
1√
2pi
f̂ se prolonge en un isomorphisme




f(t)|eiωdt n’existe plus au sens usuel.
On doit conside´rer les inte´grales tronque´es∫ +m
−m






On a e´galement, si f ∈ L2(R) et g ∈ L2(R)







On observera que les deux inte´grales figurant dans (1.11) sont absolument
convergentes.
1.2 L’analyse temps-fre´quence
Les perspectives actuelles sont domine´es par les applications industrielles
de l’analyse et du traitement des signaux : ge´ophysique, sismique, analyse et
synthe`se des sons, imagerie me´dicale, etc..Il s’agit d’extraire d’un signal les
informations pertinente, sous forme de valeurs nume´riques caracte´ristiques
et pas trop nombreuse.
L’analyse de Fourier est la plus ancienne de ces techniques. Elle est per-
formante, depuis de l’invention de la transforme´e de Fourier rapide (TFR),
notamment pour l’analyse de signaux pe´riodiques et suffisamment re´guliers.
Dans ce cas les parame`tres de Fourier cn deviennent vite ne´gligeables quand n
augmente. Quelques coefficients nume´riques suffisent ainsi a` caracte´riser pra-
tiquement le signal dans le domaine des fre´quences. Mais de`s que le signal
devient irre´gulier, la liste des parame`tres a` conserver s’allonge. L’analyse de
Fourier pre´sente des inconve´nients majeurs qui ne permettent pas une ana-
lyse satisfaisante de toutes les sortes de signaux. Ainsi, dans le spectre f̂(ω)
tous les aspects temporels du signal disparaissent, par exemple le de´but et
la fin pour un signal fini, ou l’instant d’apparition d’une singularite´. On sou-
haiterait que les parame`tres re´alisent une analyse a` la fois en temps et en
fre´quence, a` la manie`re d’une porte´e musicale ou` sont indique´es a` la fois la
fre´quence et la dure´e des notes. La transforme´e de Fourier est incapable de
donner le contenu fre´quentiel local d’un signal. En d’autre terme, l’analyse
temps-fre´quence en est absente.
1.2.1 La Transforme´e de Fourier a` court terme
Une premie`re ide´e consiste a` tronquer le signal en ne le conside´rant que sur
un intervalle fini [−a,+a]. C’est bien ce qu’on est contraint de faire quand on
fait le calcul nume´rique. Ceci revient a` multiplier le signal f(t) par le cre´neau
χ[−a,a] = τa , ou un translate´ et donc a` transformer le spectre f̂(ω en:
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ĝ(ω) = τaf̂(ω) = (
sin(2piaω)
piω
) ∗ f̂(ω) = (Sa ∗ f̂)(ω)
La troncature du signal se traduit donc sur le spectre par une convolution




Figure 1.1 – Le Sinus Cardinal
L’approximation de f̂ par ĝ est d’autant meilleure que a est grand, c’est-a`-
dire que Sa approche mieux l’impulsion de Dirac. Mais les calculs deviennent
vite tre`s volumineux. Surtout, le sinus cardinal s’amortit tre`s lentement et
pre´sente des lobes importants pre`s de l’origine. Afin de les diminuer, on
utilise de pre´fe´rence des fonctions plus re´gulie`res, toutes appele´es feneˆtres,
concentre´e autour de l’origine.
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Figure 1.2 – Fenetre triangulaire en temps et frequence
Ces feneˆtres sont effectivement tre`s utilise´es et ame´liorent sensiblement
le calcul du spectre. On est ainsi amene´ a` faire glisser cette feneˆtre devant le
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graphe du signal de fac¸on a` prendre en compte toutes ses valeurs. On obtient
alors une famille de coefficients a` deux parame`tres re´els ω et b :




qui remplace f̂(ω) .
L’application f → Wf s’appelle la transforme´e de Fourier a` feneˆtre glis-
sante. Le parame`tre ω joue le roˆle d’une fre´quence, localise´e autour de l’abs-
cisse b du signal temporel.Wf (ω, b) donne ainsi une indication sur ce qui se
passe autour de l’abscisse t = b pour la fre´quence ω. Dans la formule (1.12),
c’est par raison de commodite´ qu’on fait figurer ω au lieu de ω , la feneˆtre
pouvant eˆtre, a priori, a` valeurs Complexes:
on a un produit scalaire dans L2(R) :{
Wf (ω, b) = 〈f, wω,b〉
wω,b(t) = w(t− b)eiωt (1.13)
1.2.2 La transforme´e de Gabor
Il est intuitif de pre´voir que, re´ciproquement la connaissance desWf (ω, b)
pour toutes les valeurs re´elles de ω et b de´termine comple`tement le signal f .
On peut meˆme pronostiquer qu’il y aura redondance d’informations puisqu’on
a remplace´ une famille a` un parame`tre f̂(ω) par une autre a` deux parame`tres.
D. Gabor, dans les anne´es 1940 a utilise´ essentiellement la feneˆtre de








. On voit ici que l’on s’affranchit du fait d’avoir une
feneˆtre ressemblant a` un cre´neau, celle-ci e´tant nettement aplatie. Un des
me´rites de D. Gabor a e´te´ d’expliciter la formule inverse donnant f a` partir
des Wf (ω, b). On a le re´sultat suivant :
The´ore`me 1. Soit w ∈ L1⋂L2 une feneˆtre telle que |ŵ| soit une fonction
paire et ‖w‖2 = 1 . On pose:
wω,b(t) = w(t− b)eiωt (ω, b ∈ R)
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pour tout signal f ∈ L2 on conside`re les coefficients:





(a) conservation de l’e´nergie :∫ ∫
R2








Wf (ω, b)wω,b(t)dωdb (1.15)





alors ga → f dans L2 quand a→ +∞
La de´monstration de ce the´ore`me est longue et technique. Nous re´fe´rons
le lecteur a` [10].
Pour la transforme´e de Fourier a` feneˆtre glissante dans L2, on a donc des
formules analogues a` la transforme´e de Fourier simple dans L2 : Conservation
de l’e´nergie (formule de parseval) et formule d’inversion. Il y a une tre`s belle
harmonie dans les formules, harmonie qu’on retrouvera avec les ondelettes.
Dans les cas pratiques on prendra naturellement une fonction w localise´e
autour de t = 0, par exemple une gaussienne. La fonction wω,b est alors
localise´e autour du point t = b, ŵωb donne´e par :
ŵωb(ξ) = e
−i(ξ−ω)bŵ(ξ − ω) (1.16)
est localise´e autour du point ξ = ω . Ceci fait que
Wf (ω, b) = 〈f, wωb〉 = 〈f̂ , ŵωb〉
contient une information a` la fois en temps et en fre´quence autour du point
(b, ω).
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Dans la mise en oeuvre nume´rique on calculera les coefficients Wf (ω, b)
sur une grille (mω0, nb0) avecm,n ∈ Z et ω0, b0 re´els positifs. On obtient ainsi
une suite doubleWm,n(f) = Wf (mω0, nb0) discre´tise´e de la fonction des deux
variables re´elles ω et b. Mais la me´thode de Gabor pre´sente l’inconve´nient
majeur d’avoir une feneˆtre de longueur fixe, handicap patent lorsqu’on veut
traiter des signaux dont les variations peuvent avoir des ordres de grandeur
tre`s variables. C’est le cas notamment en traitement du son : l’attaque de la
note est une phase tre`s bre`ve sie`ge de hautes fre´quences et caracte´ristique
de l’instrument et de l’interpre`te, tandis que le reste de la note contient des
fre´quences relativement plus basses. C’est e´galement le cas pour l’analyse
des turbulences en me´canique des fluides ou` apparaissent des phe´nome`nes
significatifs a` des e´chelles a` la fois macroscopiques et microscopiques. Le
ge´ophysicien J.Morlet a constate´ ces inconve´nients en prospection pe´trolie`re,
pour l’analyse de signaux sismiques capte´s apre`s re´flexion sur des couches
ge´ologiques. Ceci l’a amene´ a` proposer en 1983 une me´thode nouvelle ou` la
feneˆtre varie par translation mais aussi par dilatation ou contraction. C’e´tait
le de´but de l’utilisation des ondelettes en traitement des signaux nume´riques.
1.3 L’analyse des signaux par ondelettes
La me´thode de D.Gabor date des anne´es 1940. Avec les ondelettes nous
entrons de plein pied dans l’actualite´ scientifique puisque les premie`res pu-
blications sur le sujet remontent seulement a` 1984 avec, notamment, l’article
d’Alex Grossman et Jean Morlet Les ide´es essentielles sont ne´es d’une conver-
gence entre les travaux the´oriques de´ja` anciens (notamment ceux de Little-
wood et Paley, de Zygmund, puis vers 1960 de Calderon sur les noyaux singu-
liers d’ope´rateurs), et des ide´es re´centes mises en avant a` propos, soit du trai-
tement nume´rique de certain signaux(J.Morlet), soit d’outils mathe´matiques
utilise´s en physique the´orique(A.Grossmann). L’ide´e de base est a partir
d’une fonction de base ψ , appele´e ondelette-me`re ou ondelette analysante,







) b ∈ R, a > 0 (1.17)
les coefficients du signal f sont alors les nombres





Les caracte´ristiques de ψ sont assez nettement diffe´rentes de celles d’une
feneˆtre. Celle-ci avait plus ou l’allure d’un cre´neau. ψ au contraire sera
d’inte´grale nulle et oscillante. On s’efforcera ici encore d’imposer a` ψ et ψ̂ une
bonne localisation, donc, a` l’infini, une convergence vers 0 assez rapide. On
obtient ainsi une fonction qui ressemble a` une vague : elle oscille et s’amortit.




mais des de´rive´es gaussiennes sont aussi largement utilise´es.
1.3.1 La transforme´e en ondelettes
The´ore`me 2. Soit ψ ∈ L1⋂L2 une fonction, appele´e ondelette-me`re, ve´rifiant





|ω| dω = K < +∞.
(ii) ‖ψ‖2 = 1.







) b ∈ R, a > 0




est appele´e la transforme´e en ondelettes du signal f ,ou Cf (a, b) sont les
coefficients d’ondelettes .
Alors on a:































alors f² → f dans L2 quand ²→ 0.
La de´monstration de ce the´ore`me est aussi longue et technique. Nous
re´fe´rons le lecteur a` [10].




ψ(t)dt = 0 . Dans tous les cas pratiques, cette condition est
e´galement suffisante.






N’est pas normalise´e, mais ceci est de peu d’importance. Par contre,







On a donc K = +∞. Mais cette valeur ψ̂(0) est de l’ordre 10−5. Dans
un calcul en ordinateur on peut estimer qu’elle est nume´riquement
nulle, et donc eˆtre assez proche des conditions d’applications du the´ore`me,
qui reste, malgre´ tout, inapplicable dans ce cas pre´cis.
(b) L’exemples le plus simple de fonction ψ est e´videment celui d’une fonc-
tion constante par morceaux c’est l’ondelette de Haar de´finie par
ψ(t) =





< t < 1
0 sinon






(c) Pratiquement, toute fonction ψ oscillante, bien localise´e ainsi que ψ̂ et










1.3.2 Mise en oeuvre nume´rique
On restreint les parame`tres a et b a` sous ensemble discret (et meˆme fini)
de R. Par exemple
am = 2









Plus α est proche de 1 et β proche de 0, et plus l’information est redon-
dante, ne´cessitant d’ailleurs de gros calculs. I. Daubechies des laboratoires
Bell, a e´tudie´ dans quelles conditions l’application:
C : f → Cf = (Cf (am, bn))(m,n)∈Z2
de L2 dans `2(Z2) est injective (c’est-a`-dire que les coefficients d’ondelettes
caracte´risent bien le signal, ce qui est le cas le plus souvent), mais aussi
d’inverse continue sur son domaine , a` des fins de stabilite´ nume´rique. Cette
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dernie`re condition se traduit par l’existence de deux constantes positives A




|〈ψam,bn , f〉|2 ≤ B‖f‖22







Cf (am, bn)ψam,bn +Rf
ou` le reste Rf est suffisamment petit pour q’on puisse soit le ne´gliger,
soit l’estimer par une ite´ration supple´mentaire([3])
1.3.3 Le proble`me des moments de l’ondelette

































t`ψ(t)dt (` ∈ N)








Or un calcul facile montre que |rn| ≤ Cnq+2 .




















La vitesse de convergence de un vers 0 est donc re´gle´e par le premier
moment non nul de ψ . Pour l’ondelette de Haar, on a tout de suite M1 6=
0 , d’ou` des difficulte´s nume´riques lie´es au manque de concentration des
coefficients. On est ainsi amene´ [3] a` la de´finition d’une ondelette ayant un
certain ordre de re´gularite´.
De´finition 1. Soit r ∈ N. On appelle ondelette d’ordre r toute fonction








xqψ(x)dx = 0 q = 0, 1, 2, ..., r
(1.24)
ou, C0M(R) = {f : R→ C,tel que f borne´e et inte´grable sur R}
1.4 Ondelettes orthogonales
On sent bien maintenant que, eu e´gard a` la redondance d’informations
donne´e par les coefficients Cf (a, b) sur la base des ψab, le de´fi e´tait de trouver
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une famille, que nous noterons encore ψjk pour simplifier (j, k ∈ Z) , d’onde-
lettes orthogonales sur lesquelles on pourrait de´composer tout signal f ∈ L2








On aurait ainsi une base orthogonale, au sens usuel, de l’espace de Hilbert
L2, avec des coefficients cjk = Cf (j, k) inde´pendants les un des autres. Dans
















Projection orthogonal de f sur Vn, tend vers f quand n→ +∞ . La voix fj
repre´sente e´galement le de´tail que l’on ajoute a` Fj pour obtenir Fj+1 approxi-
mation plus fine, Ces ide´es ont conduit a` la notion d’analyse multire´solution
de l’espace L2, introduit par S.Mallat et Y.Meyer [5].
1.4.1 Analyse multire´solution
De´finition 2. Une analyse multire´solution (AMR) est une suite de sous-
espaces ferme´s Vj, (j ∈ Z) de L2(R) qui satisfont :
1.
...V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2... (1.25)
2. ⋂
j∈Z







∀f ∈ L2(R), ∀j ∈ Z, f(2jx) ∈ Vj ⇐⇒ f(x) ∈ V0 (1.28)
5.
∀f ∈ L2(R),∀k ∈ Z, f(x) ∈ V0 ⇐⇒ f(x− k) ∈ V0 (1.29)
6. Il existe une fonction φ tel que l’ensemble {φ(x− k)}k∈Z,soit une base
de Riesz de V0
Donnons maintenant une explication simple de chacune de ces proprie´te´s.
1. L’approximation d’un signal a` la re´solution 2j+1 contient toute l’in-
formation ne´cessaire pour approximer le meˆme signal a` la re´solution
infe´rieure 2j .Cette proprie´te´ est appele´e la proprie´te´ de causalite´.
2. En approximant f(x) a` la re´solution 2j , on perd de l’information.
Donc plus la re´solution devient grossie`re, moins on a d’information.
Ceci implique qu’a` la re´solution minimale, on perd toute l’information.
3. Par contre, lorsque la re´solution augmente, on gagne de l’information.
D’ou` on obtient que plus la re´solution augmente et s’approche de l’in-
fini, plus le signal se rapproche du signal original.
4. A chaque re´solution, la me´thode d’approximation est la meˆme. Ceci
nous permet d’obtenir les espaces des approximations des fonctions
a` partir des autres espaces en dilatant chaque approximation par un
facteur e´gal a` leur re´solution. Cette proprie´te´ est vraie pour un facteur
de re´solution quelconque (il peut eˆtre diffe´rent de 2). Voir Mallat[5].
5. L’approximation Ejf(x) du signal f(x) peut eˆtre caracte´rise´e par des
e´chantillons mesure´s a` intervalle de 2j . De plus, si f(x) est translate´
d’une longueur proportionnelle a` 2−j , alors Ejf(x) sera translate´ par
la meˆme distance et sera caracte´rise´ par les meˆmes e´chantillons qui
auront aussi e´te´ translate´s. La condition (1.28) permet d’exprimer cette
condition pour V0.
6. Les fonctions, φ(x−k) forment une base de Riesz pour V0 si et seulement












ou` A > 0, B < +∞ sont inde´pendants des ck.
L’ensemble des ope´rateurs Ej qui sont associe´s a` une approximation mul-
tire´solution et qui satisfont les proprie´te´s suivantes permettent d’obtenir l’ap-
proximation de n’importe quelle fonction de L2(R) a` la re´solution 2j.
1. Ej est un ope´rateur line´aire. De plus l’approximation de l’approxima-
tion d’une fonction a` la re´solution 2j reste inchange´e. En termes formels
Ej ◦ Ej = Ej . On a donc que l’ope´rateur Ej est un ope´rateur de pro-
jection sur l’espace Vj.
2. ∀g(x) ∈ Vj, ‖g(x) − f(x)‖ ≥ ‖Ejf(x) − f(x)‖. L’ope´rateur Ej est la
projection orthogonale de f(x) sur l’espace vectoriel Vj . L’approxima-
tion de f(x) a` la re´solution 2j , Ejf(x) que nous noterons fj(x) est
donc la projection orthogonale de f(x) sur Vj. Pour eˆtre en mesure de
calculer cette projection, il faut trouver la base de Vj .On exprimera
alors la fonction fj comme une combinaison line´aire des e´le´ments de la
base de Vj , Mallat de´montre dans [6] le the´ore`me suivant qui indique
comment trouver une base orthonorme´ de Vj
The´ore`me 3. Soit Vj une approximation multire´solution de L
2(R) . Il existe
une fonction unique φ(x) ∈ L2(R) appele´e la fonction d’e´chelle dont la trans-






|φ̂(ω + 2kpi)|2) 12
(1.31)
tel que si nous posons
φjk(x) = 2
j
2φ(2jx− k), (j ∈ Z) (1.32)
alors {φjk}k∈Z est une base orthonorme´e de Vj .
Ce the´ore`me montre qu’une analyse multire´solution est entie`rement ca-
racte´rise´e par une fonction d’e´chelle φ(x). L’inverse n’est cependant pas vrai.
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La question est de savoir comment caracte´riser une fonction φ qui soit la
fonction d’e´chelle d’une analyse multire´solution. Nous allons, pour re´pondre
a` cette question, e´tudier les proprie´te´s de cette fonction afin que pour tout
j ∈ Z,l’ensembles (2 j2φ(2jx − k))k∈Z soit une famille orthogonale et que si
Vj est un espace vectoriel ge´ne´re´ par cette famille de fonctions, alors (Vj)j∈Z
est une analyse multire´solution de L2(R) . Nous n’entrerons pas dans les
de´tails des the´ore`mes et re´sultats que nous allons e´noncer. Le lecteur inte´resse´
pourra se re´fe´rer a` [14, 4, 13] pour des preuves formelles. Mais tout d’abord,
nous allons imposer une condition de re´gularite´ sur les approximations mul-
tire´solutions de L2(R) qui provient de [14].
De´finition 3. Une fonction f(x) ∈ L2(R) est re´gulie`re si et seulement si
elle est continuˆment diffe´rentiable et si elle satisfait:
∃C > 0, pour x ∈ R, |f(x)| ≤ C(1 + x2)−1 et |f ′(x)| ≤ C(1 + x2)−1
Une analyse multire´solution (Vj)j∈Z est re´gulie`re si et seulement si φ(x) est
re´gulie`re.






) ∈ V−1 ⊂ V0 (1.33)
Cette fonction peut eˆtre repre´sente´e comme une combinaison line´aire des
















), φ(x− k)〉 (1.35)
L’e´quation (1.34) est appele´ l’e´quation d’e´chelle. La de´croissance asympto-
tique de hk satisfait |hk| = O(1 + k2)−1 car l’analyse multire´solution est
re´gulie`re. La suite de coefficients hk de l’e´quation d’e´chelle est interpre´te´e
comme e´tant un filtre discret. Nous verrons plus loin en quoi il est utilise´ et
la raison de cette appellation.












The´ore`me 4. La fonction ĥ(ω) de´finie ci-dessus satisfait :




Notons que ĥ(ω) est une fonction pe´riodique de pe´riode 2pi. Ce the´ore`me
nous donne une condition ne´cessaire mais non suffisante pour l’orthonorma-
lite´ de φ(x). Le prochain the´ore`me donne une condition suffisante sur ĥ(ω)
permettant de calculer la transforme´e de Fourier d’une fonction φ(x) qui
ge´ne`re une analyse multire´solution.
The´ore`me 5. Soit la fonction ĥ(ω) de´finie ci-dessus qui satisfait (1.38) et
(1.39). Si elle est pe´riodique de pe´riode 2pi et continuˆment diffe´rentiable dans

















est la transforme´e de Fourier d’une fonction φ(x) pour laquelle (φ(x−k))k∈Z
est une base orthonorme´e du sous-espace ferme´ V0 de L
2(R). Si la fonction
φ(x) est re´gulie`re, alors la suite d ’espaces vectoriels (Vj)j∈Z de´finie a` partir
de V0 par (1.28) est une analyse multire´solution de L
2(R).
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La preuve de ce the´ore`me est longue et technique. Nous re´fe´rons le lecteur
a` [12] pour une preuve comple`te et de´taille´e.






L’ensemble des produits scalaires
cj = (〈f, φjk〉)k∈Z = (cjk)k∈Z (1.43)
caracte´rise de fac¸on unique fj(x) est appele´ l’approximation discre`te de
f(x) a` la re´solution 2j.
1.4.2 Repre´sentation par ondelettes
Nous avons vu que l’analyse multire´solution donne l’approximation d’une
fonction f ∈ L2(R) a` des re´solutions successives allant de la re´solution la
plus grossie`re a` la re´solution la plus fine. Nous avons aussi vu que les de´tails
d’un signal a` une re´solution donne´e sont e´gaux a` la diffe´rence d’information
contenue dans deux approximations successives. Ces de´tails sont obtenus en
de´composant le signal en une base orthonorme´e de L2(R) engendre´e par une
fonction unique appele´e l’ondelette me`re. L’approche que nous allons suivre
pour expliquer les ondelettes est celle de Mallat [11, 12, 13] car c’est l’ap-
proche la plus commune.
Soit une analyse multire´solution (Vj)j ∈ Z donne´e de L2(R) et soit Wj,
le comple´ment orthogonal de Vj dans Vj+1 Nous avons, par de´finition du
comple´ment orthogonal, que:
x ∈ Wj ⇐⇒ 〈x, y〉 = 0 ∀y ∈ Vj (1.44)
Vj+1 = Vj
⊕
Wj ∀j ∈ Z (1.45)
Wj⊥Wj′ ∀j 6= j′ (1.46)
De plus, puisque Wj−1 ⊂ Vj⊥Wj on a pour ` < j que Vj = V` ⊕⊕J−1` Wi.
Tout ces sous-espaces sont orthogonaux les uns aux autres. Ceci implique
(1.26) et (1.27) que:
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L2(R) = ⊕j∈ZWj (1.47)
Par le the´ore`me de projection, nous montrons facilement que les de´tails
d’un signal a` l’e´chelle j + 1 sont donne´s par la projection orthogonale de
f(x) sur le comple´ment orthogonal Wj de Vj dans Vj+1. En d’autres mots,
soit Ejf(x) et Ej+1f(x) les projections orthogonales de f(x) sur Vj et Vj+1
respectivement. En appliquant le the´ore`me de projection, nous avons que
Ej+1f(x) = Ejf(x)+Djf(x) ou` Djf(x) repre´sente la projection orthogonale
de f(x) sur Wj .
Pour eˆtre en mesure de calculer Djf(x), il faut trouver une base ortho-
norme´e de Wj. Conside´rons que (ψjk)j,k∈Z constitue une telle base pour Wj).
Par (1.47), (1.26) et (1.27) ceci implique que l’ensemble complet (ψjk)j,k∈Z
est une base orthonorme´e de L2(R) . Le the´ore`me suivant montre comment
trouver une telle base.
The´ore`me 6. Soit (Vj)j∈Z une analyse multiresolution avec une fonction
d’e´chelle φ(x) pour laquelle ĥ est la fonction de´finie en (1.37). Soit ψ(x) la

















Alors (ψjk)k∈Z est une base orthonorme´e de Wj et (ψjk)k,j∈Z est une base
orthonorme´e de L2(R).
La fonction ψ(x) est appele´e une ondelette orthogonale.
Le lecteur trouvera la preuve de ce the´ore`me dans [12, 13]. Pour calculer
une ondelette, il suffit donc de de´finir une fonction ĥ(ω) qui satisfait les
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conditions (1.38). a` (1.40), de calculer la fonction d’e´chelle correspondante
par l’e´quation (1.41) et enfin de calculer l’ondelette avec (1.48).
Il est maintenant possible d’affirmer que pour toute fonction f de L2(R) , si
un ensemble d’espaces (Vj)j∈R est une analyse multire´solution, alors il existe
une base orthonorme´e d’ondelettes (ψjk)k,j∈Z de L2(R) donne´e par (1.50) tel
que :




L’ensemble des produits scalaires
dj = (〈f, ψjk〉)k∈Z = (djk)k∈Z (1.52)
Caracte´rise de fac¸on unique Djf , les de´tails du signal a` la re´solution 2
j.
Cet ensemble est appele´ l’ensemble des coefficients d’ondelettes a` la re´solution
2j.
1.4.3 Exemple : L’ondelette de Haar
Parmi la famille des ondelettes que nous montrons en exemple est celle
de Haar, nous de´sirons montrer les caracte´ristiques d’une famille d’ondelettes
meˆme si elle n’est pas beaucoup applique´e en pratique.
Conside´rons L’espace Vj des fonctions de L
2(R) qui sont constantes sur
chaque intervalle [k2−j, (k + 1)2−j] pour k ∈ Z i.e :
Vj = {f ∈ L2(R),∀j ∈ Z : f |[k2−j ,(k+1)2−j ]} = C
ou` C est une constante.
La condition (1.28) implique que V0 est l’espace des fonctions de L
2(R) qui
sont constantes sur chaque intervalle [k, k+1] pour k ∈ Z . Les autres condi-
tions se ve´rifient facilement. On de´montre aise´ment que la fonction d’e´chelle
est la fonction indicatrice sur l’intervalle [0, 1].
φ(x) =
{

























D’ou` les coefficients hk sont donne´es par h0 = h1 =
1√
2
et hk = 0 pour
k > 2.














L’ondelette correspondante est :
ψ(x) =






≤ x < 1
0 sinon
Notons que l’analyse multire´solution de Haar n’est pas re´gulie`re et que
l’odelettes correspondante n’est pas continue.
1.4.4 Les ondelettes de Daubechies
Au chapitre 2, nous voyons de quelle manie`re, les ondelettes peuvent
eˆtre applique´es dans le domaine de la compression. Ce qui est important
lors de l’application des ondelettes a` un champ particulier (compression,
de´bruitage,...) est le choix des onde- me`re de base qui servent a` de´composer
la fonction dans le domaine des ondelettes. Les auteurs que nous citons dans
ce chapitre et dont nous expliquons les the´ories utilisent tous les ondelettes
de Daubechies.
En effet, les ondelettes de Daubechies posse`dent des proprie´te´s inte´ressantes
qui sont tre`s re´pandues. Dans cette section, nous allons de´crire ces ondelettes.




L’ondelette me`re ψ a p moments nuls si∫ +∞
−∞
tkψ(t)dt = 0, 0 ≤ k < p. (1.53)
Mallat prouve dans [12] que si f est re´gulie`re et que ψ a un nombre suffi-
sant de moments nuls, alors les coefficients d’ondelettes donne´s en (1.52) en
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valeur absolue, |〈f, ψjk〉| sont tre`s petits aux e´chelles les plus fines. L’avan-
tage des moments nuls est que les parties de la fonction qui sont lisses sont
repre´sente´es par des coefficients d’ondelettes proches de ze´ro et les singu-
larite´s de la fonction par des coefficients plus e´leve´s. Une base orthogonale
ge´ne´re´e par une ondelette me`re ψ posse´dant un nombre suffisant de moments
nuls va donc repre´senter f avec un nombre limite´ de coefficients d’ondelettes
de large amplitude. La proposition suivante permet d’e´tablir un lien entre ψ
, sa transforme´e de Fourier ψ̂(ω) et ĥ(ω) .
Proposition 1. Conside´rons l’ondelette me`re ψ, Si ψ̂(ω) est p fois diffe´rentiables
a` ω = 0 , alors les trois conditions sont e´quivalentes :
1. L’ondelette ψ a p moments nuls.
2. ψ̂(ω) et ses p− 1 premie`res de´rive´es sont e´gales a` 0 au point ω = 0.
3. ĥ(ω) et ses p− 1 premie`res de´rive´es sont e´gaux a` 0 au point ω = pi.
Support compact
Rappelons qu’une fonction est a` support compact s’il existe un intervalle
ferme´ et borne´ tel que la fonction est e´gale a` ze´ro en dehors de cet intervalle.
Le plus petit intervalle ferme´ dans lequel cette fonction posse`de des valeurs
non nulles est appele´ le support de la fonction.
La taille du support de I’ondelette me`re ψ est relie´e au nombre de co-
efficients de large amplitude. En effet, si t0 est une singularite´ isole´e de la
fonction f et si la taille du support de ψ est K, alors, a` chaque niveau de
re´solution, il y aK ondelettes dont les supports contiennent t0. Le fait est que
lorsque t0 est inclus dans le support d’une ondelette ψjk alors le coefficient
d’ondelette correspondant, de´fini en (1.52), peut avoir une large amplitude.
Par conse´quent, si on veut avoir un nombre restreint de coefficients de large
amplitude, il faut re´duire la taille du support de ψ. La proposition suivante
permet d’e´tablir le support de ψ a` partir de celui de la fonction d’e´chelle et
de la fonction h de´fini en (1.35).
Proposition 2. La fonction d’e´chelle de´finie en (1.31) est a` support compact
si et seulement si la fonction h est a` support fini, et leurs supports sont
identiques. Si le support de la fonction d’e´chelle est [N1, N2], le support de
l’ondelette ψ est [
N1 −N2 + 1
2
,





La proprie´te´ de re´gularite´ s’exprime par le fait que si p = 0, ψ(x) appar-
tient a` L∞(R) et si p ≥ 1 , ψ ainsi que toutes ses de´rive´es jusqu’a` l’ordre de
p, appartiennent a` L∞(R).
Plus une ondelette est re´gulie`re, plus elle est lisse. Le the´ore`me suivant
donne´ dans [18] et de´montre´ dans [4] permet de relier la re´gularite´ des onde-
lettes, le nombre de moments nuls et la forme de la fonction ĥ.
The´ore`me 7. Soit (ψjk)j,k∈Z une base orthonorme´e de L2(R) avec les fonc-
tions ψjk de´finie en (1.50)
|ψ(x)| ≤ C1
(1 + |x|)α , α > N (1.54)
et ψ ∈ CN−1(R) ou ψk(x) est borne´e pour k ≤ N − 1 . On a alors que ψ
a N moments nuls.
Si on a en plus que:
|φ(x)| ≤ C2
(1 + |x|)α , α > N (1.55)







ou` λ(ω) est une fonction pe´riodique de pe´riode 2pi .
Nous donnons aussi les deux re´sultats suivants qui sont de´montre´s dans
[12].
1. II n’existe pas d’ondelette orthogonale a` support compact dont on peut
obtenir les de´rive´es a` l’infini.
2. La re´gularite´ des ondelettes augmente avec le nombre de moments nuls
pour certaines classes de familles d’ondelettes.
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1.4.5 Ondelettes de Daubechies a` support compact
Lorsqu’on de´sire choisir les ondelettes de base pour de´composer une fonc-
tion donne´e, on fait face a` un proble`me de choix entre le nombre de moments
nuls et la taille du support de l’ondelette. Ce qui est souhaitable, c’est d’avoir
une ondelette qui posse`de un grand nombre de moments nuls tout en ayant
un support de petite taille. Cependant, Daubechies prouve dans [4] que si
ψ a p moments nuls et ψ est une ondelette orthogonale, alors son support
est au moins de taille e´gale a` 2p− 1, ce qui signifie que la taille du support
de´pend du nombre de moments nuls, car il augmente avec lui.
Le proble`me de choix se pose explicitement comme suit. Si la fonction f
contient peu de singularite´s et est tre`s re´gulie`re entre les singularite´s, une
ondelette avec beaucoup de moments nuls est approprie´e car elle produira
un grand nombre de coefficients d’ondelettes presque nuls. Si par contre,
elle contient beaucoup de singularite´s, l’ondelette devra avoir un support de
petite taille ce qui a pour conse´quence qu’elle a aussi un petit nombre de
moments nuls.
Daubechies a e´te´ la premie`re a cre´er des ondelettes orthonormale a` sup-
port compact avec un nombre pre´de´termine´ de degre´s de lissage. De plus, ses
ondelettes posse`dent la proprie´te´ d’avoir un support de taille minimum pour
un nombre de moments nuls donne´. Nous re´fe´rons le lecteur a` [4] pour un
de´veloppement complet de la the´orie sur laquelle se base la construction de
ses ondelettes. Nous allons seulement donner l’ide´e globale des ondelettes de
Daubechies.
Supposons que ψ posse`de p moments nuls; alors la proposition 1 montre
que ĥ a un ze´ro d’ordre p au point ω = pi , Par le the´ore`me 5, la fonction ĥ







Ou` λ(ω) est un polynoˆme trigonome´trique. On veut trouver un polynoˆme
λ(ω) de degre´ minimum m tel que ĥ satisfasse :
|ĥ(ω)|2 + |ĥ(ω + pi)|2 = 2 (1.58)
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The´ore`me 8. Le filtre h re´el qui est tel que ĥ posse`de p ze´ros au point
ω = pi a au moins 2p coefficients non-nuls. Les filtres de Daubechies on 2p
coefficients non-nuls.
La preuve de ce the´ore`me est technique mais elle permet de construire et
de calculer les filtres de Daubechies. Le lecteur peut se re´fe´rer a` [7] pour
connaˆıtre cette preuve. Nous ferons seulement remarquer que le re´sultat
obtenu est une ondelette ψ qui a p moments nuls et dont le support est
[−p+ 1, p].
Si p = 1, on obtient l’ondelette de Haar. La fonction d’e´chelle φ correspon-
dante a` un support qui est [0, 2p − 1] Notons aussi que les ondelettes de
Daubechies sont tre`s asyme´triques de par leur construction. Cependant, si
on de´sire avoir des bases d’ondelettes re´gulie`res sur un intervalle fini et non
pas sur l’axe re´el, il faut que I’ondelette me`re ainsi que sa fonction d’e´chelle
associe´e soient syme´triques ou antisyrne´triques.
Daubechies [4] a montre´ que la seule ondelette orthogonale syme´trique a` sup-
port compact est l’ondelette de Haar. Elle a alors cre´e´ des ondelettes appele´es
Symmlet. Ces ondelettes ont elles aussi un support minimum [−p+1, p] avec
p moments nuls mais elles sont le moins asyme´triques possible.
Nous montrons dans la figure (1.3) quelques exemples d’ondelettes qui sont
inte´gre´es dans un toolbox de Matlab pour l’utilisation des ondelettes.
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Figure 1.3 – Quelques exemples d’ondelettes
1.5 Imple´mentation de la transforme´e en on-
delette discre`te
Dans la pratique, les signaux que les ordinateurs peuvent traiter sont des
signaux discrets. De plus, les appareils de mesure ne peuvent mesurer qu’un
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nombre fini d’e´chantillons. Nous allons donc nous inte´resser aux signaux dis-
crets de taille finie N .
Dans le cas a` une dimension, ces signaux sont repre´sente´s par des vecteurs
finis. De´signons par (x(n))1≤n≤N un signal discret quelconque. Le re´sultat
de l’application de la transforme´e en ondelettes discre`te au vecteur x est un
vecteur de coefficients d’ondelettes de meˆme taille. La forme de ce vecteur sera
explicite´e plus loin. La transforme´e en ondelettes discre`te est mathe´matiquement
e´quivalente a` multiplier le signal x par une matrice orthogonale W de taille
N ×N associe´e a` la base orthogonale d’ondelettes choisie.
On a:
d = Wx (1.59)
ou` d est le vecteur des coefficients d’ondelettes de taille N × 1 La trans-
forme´e en ondelettes inverse permet de reconstruire le signal a` partir de ses
coefficients d’ondelettes. Notons que puisque la matrice W est orthogonale,
la transforme´e en ondelette inverse est tout simplement donne´e par:
x = W ′d (1.60)
ou` W ′ est la transpose´e de la matrice W Pour calculer la transforme´e
en ondelettes discre`te d’un signal et son inverse, on utilise deux algorithmes
de´veloppe´s par Mallat[11] lorsque N = 2j , j est un entier quelconque. Nous
allons de´crire ces algorithmes apre`s avoir donne´ les fondements mathe´matiques
sur lesquels chacun d’entre eux se base comme le fait Mallat dans [11].
1.5.1 De´composition d’un signal dans le domaine des
ondelettes
Soit (Vj)j∈Z une analyse multire´solution et soit φ(x), la fonction d’e´chelle
correspondante. La famille de fonctions (2
j + 1
2 φ(2j+1x−n)n∈Z est une base
orthonorme´e de Vj+1 et la fonction (2
j
2φ(2jx− n) ∈ Vj ⊂ Vj+1 ∀n.
On peut donc e´crire 2
j
2φ(2jx − n) comme une combinaison line´aire des




2φ(2jx− n) = 2 j+12
+∞∑
k=−∞
〈2 j2φ(2ju− n), 2 j+12 φ(2j+1u− k)〉φ(2j+1x− k).
(1.61)
ou:




















), φ(u− (k − 2n))〉 (1.62)
De l’e´quation (1.61), on a








), φ(u−(k−2n)〉〈f(u), 2 j+12 φ(2j+1x−k)〉
Soit:





), φ(u− n)〉, ∀n ∈ Z (1.63)
Et soit h˜(n) = h(−n),l’e´quation (1.63) devient :
〈f(u), 2 j2φ(2ju− n)〉 =
+∞∑
k=−∞
h˜(2n− k)〈f(u), 2 j+12 φ(2j+1u− k)〉 (1.64)






cj(n) = (h˜ ∗ cj+1)(2n) (1.66)
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Ou` cj(n) = cj,n et cj+1(n) = cj+1,n sont de´finis en (1.26). Si on pose
j = j0 ou j ≤ 0 le signal x = (xn)1≤n≤N = cj0 Le principe de causalite´
nous dit qu’on peut calculer toutes les approximations discre`tes cj a` partir
de cj0 pour j < j0 en re´pe´tant le processus donne´ en (1.49) pour chaque n,
1 ≤ n ≤ N chaque approximation discre`te cj(j ≤ j0) aura 2jN e´chantillons.
Nous supposons que le signal est syme´trique par rapport a` n = 0 et n = N




x−n si −N ≤ n < 0
x2N−n si 0 ≤ n < N
Si h(n) = h˜(n) alors cj sera syme´trique par rapport a` n = 0 et n = 2
jN .
Nous allons maintenant montrer l’algorithme d’un point de vue the´orique
pour trouver les coefficients d’ondelettes. Nous savons que la fonction 2
j
2ψ(2jx−
n) ∈ Wj ⊂ Vj+1, ∀n ∈ Z.




2ψ(2jx− n) = 2 j+12
+∞∑
k=−∞
〈2 j2ψ(2ju− n), 2 j+12 φ(2j+1u− k)〉φ(2j+1x− k).
(1.67)
Ou`





), φ(u− (k − 2n))〉 (1.68)
De l’e´quation (1.67) , on obtient








), φ(u−(k−2n)〉〈f(u), 2 j+12 φ(2j+1x−k〉
Si on de´finit





), φ(u− n)〉, ∀n ∈ Z (1.69)
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et g(−n) = g˜(n) alors :
〈f(u), 2 j2ψ(2ju− n)〉 =
+∞∑
k=−∞






dj(n) = (g˜ ∗ cj+1)(2n) (1.70)
Ou` dj(n) = dj,n est de´fini en (1.52)
Nous venons de de´crire l’algorithme pyramidal de Mallat qui permet de
de´composer un signal discret x = (xn)1≤n≤N en un ensemble de cfficients
d’ondelettes en de´composant successivement cj+1 en cj dj pour −J ≤ j ≤ j0,
j0 ≤ 0 afin d’obtenir la repre´sentation en ondelettes du signal x donne´e par
d = {(cj), (dj),−J ≤ j ≤ j0} sur L niveaux de re´solution ou` L = J + j0− 1 .
Dans la the´orie du traitement du signal, h(n) et g(n) sont les re´ponses
impulsionnelles des filtres discrets H et G respectivement et h˜(ω) et g˜(ω),
sont les re´ponses impulsionnelles des filtres H et G respectivement.




satisfait les conditions du the´ore`me 2. Il est interpre´te´ comme e´tant un filtre
discret passe-bas. Mallat [11, 13] montre que le filtre discret G a pour fonction
de transfert la fonction G(ω) donne´ par (1.49). Ce filtre est interpre´te´ comme
e´tant un filtre discret passe-haut. On appelle H et G les filtres miroirs en
quadrature car leurs re´ponses impulsionnelles sont relie´es par:
g(n) = (−1)1−nh(1− n)
Cette relation est de´montre´e en calculant la transforme´e de Fourier in-
verse de l’e´quation (1.49).
La transforme´e en ondelettes discre`te consiste donc en trois e´tapes un
filtre passe-bas, un filtre passe-haut et une ope´ration de sous-e´chantillonnage
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e´le´mentaire du signal par suppression d’un terme sur deux divisant ainsi sa
longueur par deux. Les e´quations (1.66) et (1.71) permettent de calculer les
coefficients cj et dj en convoluant cj+1 avec un filtre passe-bas et un filtre
passe-haut et en sous-e´chantillonnant par deux les sorties pour −J ≤ j ≤ −1.
Le Signal original doit eˆtre de longueur dyadique.
Figure 1.4 – Algorithme de de´composition d’un signal
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1.5.2 Reconstruction d’un signal
Nous avons vu que Wj, est le comple´ment orthogonal de Vj dans Vj+1 ce
qui implique que la combinaison des bases de ces deux sous-ensembles forme




2ψ(2jx−n)) est une base orthonorme´e
de Vj+1. La fonction 2
j + 1
2 φ(2j+1x− n) ∈ Vj+1 pour un n quelconque peut
donc se de´composer comme une combinaison line´aire de cette base.
2
j+1
2 φ(2j+1x− n) =
+∞∑
k=−∞




〈2 j2ψ(2ju− k), 2 j+12 φ(2j+1u− n)〉2 j2ψ(2jx− k)
(1.71)
On calcule le produit scalaire de f(x) avec chaque coˆte´ de l’e´quation
(1.71) pour avoir
〈f(u), 2 j+12 φ(2j+1u− n)〉 =
+∞∑
k=−∞




〈2 j2ψ(2ju− k), 2 j+12 φ(2j+1u− n)〉〈f(u), 2 j2ψ(2ju− k)〉
(1.72)







2ψ(2ju− k), 2 j+12 φ(2j+1u− n)〉 par leurs expressions e´quivalentes donne´es









2k))〉 et en utilisant les filtres H et G dont les re´ponses impulsionnelles sont
de´finies en (1.63) et (1.69) respectivement, on a :
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〈f(u), 2 j+12 φ(2j+1u− n)〉 =
+∞∑
k=−∞













Figure 1.5 – Algorithme de la reconstrution d’un signal
Si on de´finit c′j(2n) = cj(n) et c
′
j(2n+ 1) = 0 , d
′
j(2n) = dj(n) et d
′
j(2n+










cj+1(n) = (h ∗ c′j)(n) + (g ∗ d′j)(n) (1.73)
L’e´quation (1.63) montre qu’on peut reconstituer cj+1 en dilatant cj et dj
par insertion de ze´ros entre chaque e´chantillon et en convoluant les signaux
re´sultants c′j et d
′
javec h et g respectivement. Cette ope´ration de reconstruc-
tion est applique´e de manie`re ite´rative en commenc¸ant par la re´solution la
plus grossie`re pour obtenir le signal original.
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Chapitre 2
La transforme´e en ondelettes et
compression des images
2.1 Introduction
L’application la plus re´pandue de la transforme´e en ondelettes est la com-
pression des donne´es (signaux 1D, images,) Ceci est lie´ au fait que la DWT
est attache´e e´troitement a` la de´composition en sous-bandes, qui a e´te´ de´ja`
utilise´ pour la compression. Avec le temps la liaison entre la de´composition
en sous-bandes et la transforme´e en ondelettes a e´te´ e´tablie par Mallat.
Ce chapitre focalise l’attention sur le sche´ma de compression des images,
comment utiliser la DWT pour la compression, finalement nous proposons
un Algorithme de compression des images qui est base´ sur la transforme´e
en ondelette , avec une simulation dans le but de choisir une onde me`re
orthogonale qui nous offre un meilleur taux de compression .
2.1.1 Ge´ne´ralite´s sur la compression.
La compression de donne´es a pour but de re´duire l’espace requis pour le
stockage d’une certaine quantite´ d’information. Ge´ne´ralement le fichier ou
l’image traite´ contient des informations qui ne sont pas essentielles, la re-
dondance de donne´es est la base essentielle des me´thodes de compression.
Notons qu’il existe deux types de compression :
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Compression sans perte :
permet de retrouver exactement toute l’information contenue dans l’image
originale. La majorite´ de ces me´thodes sont base´es sur le codage ou la pre´diction.
Compression avec perte :
Ce type de compression comporte une perte de donne´es pendant le processus.
Le re´sultat qu’on peut obtenir est une version de´grade´e de l’image originale.
Le but de ce type de compression est d’e´liminer le plus d’information pos-
sible sans diminuer la qualite´ de l’image perc¸ue par le syste`me visuel humain.
Etant donne´ que l’objectif d’une me´thode de compression est de minimiser
la quantite´ d’information qui ne´cessite a` la repre´sentation d’une image, on
de´finit la quantite´ CR comme suit :
CR =
Nombre de bits de l’image original
Nombre de bits de l’image compresse´
(2.1)
Cette quantite´ est le taux de compression. Il existe une autre quantite´ per-
mettant de de´finir le taux de compression maximale concernant les me´thodes





ou` pi est la probabilite´ de pre´sence de niveau de gris i dans l’image qui
est suppose´e eˆtre repre´sente´e par N niveaux.
L’importance de l’entropie est issue de la the´orie de l’information plus
pre´cise´ment le the´ore`me de codage de Shannon, qui pre´cise q’une source d’in-
formation S (fichier, image,), ayant une entropieH peut eˆtre code´e sans perte
d’information avec des codes ayant un nombre M de bits si H ≤M ≤ H + ²
ou ² est une quantite´ relativement faible.
Donc on peut de´finir dans le cas du codage sans perte d’information le taux
de compression maximal par CRmax =
k
M
pour une source d’information
code´e sur k bits. Ceci ne peut eˆtre re´alise´ seulement qu’avec des techniques
sans perte. Avec les autres techniques on peut obtenir un taux de compres-
sion CR supe´rieure a` CRMax , avec d’autant plus de perte que CR est grand.
Concernant notre cas la compression des images cette perte se traduit
par la de´gradation de l’aspect visuel de l’image qui peut se quantifier par
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des mesures de qualite´ de la reconstruction. Il s’agit de de´finir des mesures
permettant d’estimer nume´riquement la qualite´ de l’image reconstruite. Si
on note I0 l’image originale de taille m×n et I1 l’image de meˆme taille apre`s








(I0(i, j)− I1(i, j))2 (2.3)





Le rapport signal maximal sur bruit (peak Signal to Noise Ratio.
I0 est une image repre´sente´e sur 256 niveaux de gris variant de 0 a` 255. Dans
ce me´moire nous inte´ressons seulement par les me´thodes de compression avec
perte.
2.2 Compression avec perte
Un sche´ma de compression avec perte [10] est compose´ d’un module de
transforme´e, un module de quantification et enfin un codeur.
2.2.1 Transforme´e discre`te
La majorite´ des me´thodes de compression avec perte sont base´es sur la
premie`re e´tape concernant la transforme´e discre`te, dans ce cas la me´thode
n’agit pas directement sur l’image nume´rique dans sa repre´sentation cano-
nique, mais sur le domaine de sa transforme´. Cette transformation peut eˆtre
line´aire ou non. Il est bien connu qu’une transformation peut permettre de
mettre en e´vidence certaines proprie´te´s de l’image que la repre´sentation ori-
ginale ou canonique ne laisse pas apparaˆıtre. En partant d’un ensemble de
valeurs nume´riques corre´le´es d’une image, le but est d’obtenir un autre en-
semble de valeurs le moins corre´le´es possible dans l’espace transforme´. En
ge´ne´ral, les sche´mas de compression par transformation subdivisent l’image
de taille NxN en sous-images de taille plus petites avant de faire subir a`
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Figure 2.1 – Schema de compression d’une image avec perte
chacune de ces sous images une transformation. On privile´gie les transforma-
tions qui sont unitaires et qui conservent l’e´nergie.
La transformation consiste a` de´composer une image selon une base ade´quate
de fonction telles que :
• les coefficients de la transforme´e soient inde´pendants
• un nombre minimum de ces coefficients contient une proportion impor-
tante de l’e´nergie de l’image
Ainsi, on pourra mettre a` ze´ro certains d’entre eux sans nuire de manie`re
significative ni a` la quantite´ d’e´nergie, ni a` l’aspect visuel de l’image recons-
truite.
On peut distinguer plusieurs transforme´es [11].
• Transformation de Fourier discre`te (DFT)
• Transformation de Karhunen-Loeve (KLT)
• Transformation de Hadamard (HT)
• Transformation en cosinus discre`te (DCT)
• Transformation par ondelette discre`te (DWT)
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Concernant notre expose´, nous inte´ressons par la dernie`re transforme´e.
Actuellement, la transforme´e qui est sujette a` multitudes recherches et qui
a e´te´ utilise´e comme standard du JPEG2000 [12] est la transforme´e en onde-
lette, elle est caracte´rise´e par la grande capacite´ de concentrer l’e´nergie d’une
image autour de peu de coefficients. La transforme´e en ondelettes concentre
l’information pertinemment dans les basses fre´quences.
Cette transforme´e a re´volutionne´ plusieurs domaines de l’imagerie notam-
ment la compression d’images, ou` elle permet un meilleur taux de compres-
sion que les autres et ceci avec une meilleure qualite´ d’image.
2.2.2 La Quantification
La quantification est un processus qui permet d’associer a` un nombre re´el
(resp vecteur re´el) un nombre entier (resp vecteur entier). Dans un certain
sens on peut conside´rer qu’elle re´alise une compression implicite (passage des
re´els aux entiers) en re´duisant le nombre de bits ne´cessaire a` la repre´sentation
de l’information d’une image. On distingue deux type de quantification la
quantification scalaire et la quantification vectorielle [13]
Dans notre cas nous inte´ressons par la quantification scalaire.
Soit X une variable ale´atoire de densite´ p(x) . Une quantification est une
fonction Q de´finie sur R et a` valeurs dans Z qui associe a` chaque x une valeur
q , En ge´ne´ral, l’image de Q est un ensemble fini {qi/i = 1, 2, ..., N} ou` N
est le nombre de niveaux de quantification. On choisit souvent pour Q, une
fonction en escalier.
La re`gle de quantification est alors la suivante :
on de´finit {cj/j = 1, 2, ..., N +1} , un ensemble croissant de niveaux de tran-
sition et l’application Q est alors de´finie par Q(]cj, cj+1] = qj)∀j = 1, ..., N ,
ceci revient a` subdiviser l’ensemble des valeurs de X en N intervalles ]cj, cj+1]
et a` associer a` chaque x appartenant a` l’intervalle ]cj, cj+1] la valeur qj . L’ob-
jectif de la quantification scalaire revient a` de´terminer les niveaux de transi-
tion cj et de quantification qj optimum, connaissant la densite´ de probabilite´
et se fixant un crite`re optimisation.
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Figure 2.2 – Exemple de fonction de quantification
De toute e´vidence, l’application ainsi de´finie introduit par conse´quent une
distorsion entre les valeurs de x et Q(x) qu’il faut rendre minimale. Si l’on
prend pour crite`re d’optimisation, la minimisation de l’erreur quadratique
moyenne, pour un nombre donne´ de niveaux de transition, on obtient un
quantificateur optimal au sens des moindres carre´s. C’est le quantificateur
de Lloyd-Max [11].
En de´signant par {cj/j = 1, 2, ..., N + 1},{qj/j = 1, 2, ..., N} les niveaux
de transition (resp de quantification) et par p(x) la fonction de densite´ de







La minimisation de cette fonction revient a` trouver les quantite´s cj et qj














Notons que ces 2N−1 e´quations sont obtenues par annulation des de´rive´es
de (2.5) par rapport a` cj et qj. Ces e´quations sont non line´aires et par
conse´quent ne´cessitent la mise en oeuvre d’algorithmes spe´cifiques a` des
syste`mes non line´aires. Elles montrent que les niveaux de de´cision sont les
centres des intervalles de´limite´s par les niveaux de reconstruction et que les
niveaux de quantification sont les moyennes normalise´es dans chaque inter-
valle de de´cision.
On mode´lise le plus souvent la distribution de densite´ des niveaux de gris
par une gaussienne ou une laplacienne. Ces deux densite´s de probabilite´ sont





















ou` σ2 est La variance de l’image, et Γ(r) la fonction Gamma. Notons que
pour r = 1 , on a la densite´ de probabilite´ laplacienne et celle de la gaus-
sienne pour r = 2.
Si on suppose que la densite´ de probabilite´ est uniforme, les niveaux de
de´cision Cj et de quantification qj du quantificateur optimal sont alors de´finis
par :
cj = c1 + (j − 1) ∗D (2.9)









Ce quantificateur est souvent appele´ quantificateur line´aire. Au lieu de
la fonction densite´ de probabilite´, on peut utiliser l’histogramme de l’image
a` quantifier. En ge´ne´ral, les lois ne sont pas connues ou sont complexes a`
e´valuer, ce qui complique le calcul de cj et qj . Pour certaines lois classiques
(loi normale, loi de laplace ...), ces valeurs sont donne´es par des tables, ce qui
facilite la mise en oeuvre de la quantification quand on utilise ces mode`les.
2.2.3 Le Codage de source
Dans la plupart des images, les probabilite´s d’occurrence de diffe´rentes
intensite´s changent, cette proprie´te´ peut eˆtre employe´e en appliquant un
code de longueur variable, c’est a` dire en assignant de plus longs codes a`
des symboles de basse probabilite´ et des codes plus courts a` des symboles
de probabilite´ plus e´leve´es. Ce processus est re´versible et ame´liore le taux
de compression CR. On peut citer quelques me´thodes de codages les plus
utilise´es dans la compression d’images
Codage de Huffman :
La me´thode de huffman engendre des codes a` longueurs variables sur un
nombre entier de bits, son principe est base´ sur la distribution des symboles
d’un message (densite´ de probabilite´). L’ide´e est d’attribuer aux deux sym-
boles de plus faibles probabilite´s des codes plus longs. Ces deux codes ne se
diffe´rencient que par leur dernier bit. Le principe de l’algorithme d’apre`s [10]
est le suivant :
1. Trouver les fre´quences fi des symboles.
2. Classer les symboles selon leurs fre´quences d’occurrence dans l’ordre
de´croissant
3. Regrouper les paires de symboles de plus faibles fre´quences, calculer
j = fn + fn+1 des deux faibles fre´quences.
4. Choisir le plus petit indice k tel que j soit supe´rieur ou e´gal a` fk ,
remplacer k par k + 1.
5. Recomposer la table des fre´quences en plac¸ant a` la k e`me position
la valeur j et en de´calant les autres d’une position vers le bas. Puis
de´cre´menter n d’une unite´, poursuivre jusqu’a` ce que la table des
fre´quences ne comporte plus que deux e´le´ments.
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6. Coder avec retour arrie`re depuis le dernier groupe, en ajoutant un 0 ou
un 1 pour diffe´rencier les symboles pre´alablement regroupe´s.
Pour exprimer la me´thode, on va donner un exemple :
Figure 2.3 – Exemple du Codage de Huffman
Codage RLE:
Le codage RLE (Run-Length Encoding) est comme son nom l’indique, un
codage de ’course’, c’est-a`-dire qu’il e´limine certaines se´quences de caracte`res
en les remplac¸ant par un code spe´cifique. Chaque ’course’ de k e´le´ments
(2 < k ≤ 9 ) est remplace´e par un caracte`re non utilise´ (ex : /) suivi de
l’entier k et du caracte`re substitue´.
Exemple : ”XW31111394444526D/A2” devient ”XW3/4139/44526D/A2”
Une condition est ne´cessaire pour que cette compression soit utile : La
se´quence re´pe´te´e doit contenir au moins 4 e´le´ments pour obtenir un gain.
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Codage Arithme´tique :
Le codage arithme´tique est une me´thode qui permet d’ame´liorer le tau
de compression selon un mode`le bien de´veloppe´. Sa force est que le code est
proche de l’entropie, il est classe´ parmi les meilleurs codeurs qui sont utilise´s
dans le domaine de la compression. Depuis sa de´couverte, il a e´te´ un sujet
de plusieurs recherches. La premie`re version de ce codeur optimise´ a e´te´ pro-
pose´ par Witten et Moffat [14], cette version est inspire´e de la me´thode de
Langdon [15]. Parmi les recherches qui ont suivis, on peut citer Howard et
Vitter [16].
Le principe de base de cet algorithme est le suivant: on associe a` chaque
symbole a` coder un intervalle [αk, βk[ de [0, 1[. On ite`re ce processus jusqu’a`
la fin du traitement de toute la se´quence. La se´quence est alors code´e par un
re´el de l’intervalle [0,1[.
Algorithme de codage :
Cet algorithme comporte 5 e´tapes successives :
1. Initialisation de l’intervalle de codage [αc, βc[ avec les valeurs αc = 0 et
βc = 1 , cet intervalle a` une longueur L = βc − αk = 1.
2. cet intervalle est partitionne´ en N sous-intervalles (N nombre de sym-
boles de l’alphabet de la source) proportionnellement aux probabilite´s
p(sk) de chaque symbole sk, cette partition est constitue´e de sous-
intervalles [αk, βk[ tels que :
βk−αk = p(sk) avec αk = αc+L×
k−1∑
i=1




3. On choisit le sous-intervalle correspondant au prochain sk a` coder dans
la se´quence et on met a` jour les valeurs αc et βc de la manie`re suivante :
αc = αc + Lαk et βc = αc + Lβk
4. Avec le nouvel intervalle [αc, βc[ on recommence le processus de l’e´tape
2.
5. Les e´tapes 2,3 et 4 sont re´pe´te´s jusqu’a` e´puisement des symboles de la
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se´quence et obtention du dernier intervalle [αk, βk[ .La repre´sentation
binaire de tout re´el xc de l’intervalle [αc, βc[ est un code de la se´quence.
Exemple : Codage Arithme´tique
On conside`re la source S = {a, b, c, d, e} avec les probabilite´s respectives
d’occurrence des symboles suivantes p(a) = 0.3 ,p(b) = 0.25 ,p(c) = 0.2,
p(d) = 0.15 et p(e) = 0.1. On souhaite coder la se´quence [bdcea]. Pour
coder cette se´quence on divise l’intervalle [0, 1] en 5 sous-intervalles, puis
on se place sur le sous-intervalle correspondant au premier symbole de la
se´quence a` coder, il s’agit du symbole ”b”. Pour le symbole suivant de la
se´quence ”d” on subdivise le sous intervalle de ”b”, [0.3, 0.55] en 5 sous-
intervalles correspondant au nombre de symboles de l’alphabet de la source
S. On proce`de ainsi re´cursivement pour toute la se´quence (voir figure ci-
dessous).
Algorithme de de´codage :
Cet algorithme comporte six e´tapes successives :
1. Initialisation de αc = 0, et βc = 1.
2. Calcul de la largeur du sous-intervalle L = βj − αj
3. Trouver le sous intervalle [αk, βk[ du symbole sk avec 1 ≤ k ≤ N tel
que :
αk ≤ xc − αcL < βk tel que xc est le re´el codant la se´quence.
4. On obtient le symbole sk.
5. On met a` jour le sous intervalle de codage :
αc = αc + L× αk et βc = αc + L× βk .
6. On re´pe`te les 2, 3,4 et 5 jusqu’a` obtenir le de´codage et de tous les
symboles de la se´quence.
Exemple : De´codage de la se´quence pre´ce´dente.
On conside`re la valeur xc = 0.51508125 codant la se´quence Etape 1
On initialise αc = 0, βc = 1.
Etape 2
On calcule la largeur du sous-intervalle du code : L = βc − αc .
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Figure 2.4 – Exemple de codage arithmetique
Etape 3
On calcule le nombre xc − αcL dont la valeur est 0.51508125 et on cherche
k tel que ce nombre soit compris dans la partition initiale.
Etape 4
k = 2, Il s’agit du sous-intervalle [0.3, 0.55 [qui correspond au symbole b.
Etape 5
On met a` jour le sous-intervalle de codage αc = αc + L × αk et βc =
αc + L× βk, donc:
αc = 0 + 1× 0.3 = 0.3 et βc = 0 + 1× 0.55 = 0.55.
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On re´pe`te l’e´tape 2 : L = 0.55− 0.3 = 0.25.
Etape 3 : (0.51508125-0.3)/0.25 = 0,860325
Etape 4 : k = 4, il s’agit du sous-intervalle [0.75, 0.90 [qui correspond au
symbole d. On revient a` l’e´tape 5 et ainsi de suite
2.2.4 L’algorithme propose´
Notre algorithme propose´ est constitue´ des e´tapes suivantes
Etape 01 : De´composition d’une image niveaux de gris par la transforme´e
en ondelette discre`te (DWT), en utilisant L’algorithme pyramidal de
Mallat
Etape 02 : seuillage des coefficients ondelettes par un seuil choisi par un
crite`re.
Etape 03 : Quantification scalaire
Etape 04 : codage RLE plus le codage arithme´tique
2.2.5 Simulation de l’algorithme propose´
Cette partie est consacre´e a` la simulation de l’ algorithme propose´ via la
programmation dans un environnement Matlab. Notre simulation se consti-
tue de deux parties :
Premie`re partie :Fixons un seuil TH = 0 et un PSNR, puis nous varions
l’onde me`re dans le but d’obtenir un meilleur taux de compression CR.
Dans cette ope´ration nous utilisons les ondelettes orthogonales qui sont
inte´gre´e dans Matlab. Une comparaison de ces re´sultats sera e´tablie
pour de´finir la meilleure onde me`re qui s’adapte avec notre me´thode.
Deuxie`me partie :Avec l’onde me`re que nous avons obtenu de la premie`re
partie, nous essayons d’ame´liorer le taux de compression avec les varia-
tions du seuil TH en pre´servant la qualite´ d’image reconstruite. Le but
de cette partie est de trouver un meilleur TH sans distorsion de l’image
reconstruite, avec un taux de compression ame´liore´
Dans ce qui suit nous pre´sentons quelques re´sultats concernant la premie`re
e´tape de notre simulation, en utilisant une image ” boat.bmp ” niveaux de
gris de format BMP.
58
Onde me`re Db2 Db3 Db4 Db5 Db6 Db7
PSNR 39,34 38,45 37,88 36,05 35,96 37,79
CR 3 ,16 2,81 2,44 2 ,41 2,36 2,29
Onde me`re Db8 Sym2 Sym3 Sym4 Sym5 Sym6
PSNR 36,56 39,34 38,45 37,56 37,39 36,37
CR 3,51 3 ,16 2,81 2,19 2,73 2,41
Onde me`re Sym7 Sym8 Coif1 Coif2 Coif3 Coif4 Coif5
PSNR 37,42 36,98 39,03 36,82 37,02 37,12 37,30
CR 2,30 3,09 3,13 2,16 2 ,23 1,96 2,31
Table 2.1 – Re´sultat de la premie`re partie de simulation avec un seuille fixe
Quelques re´sultats visuels de la premie`re partie de simulation sont pre´sente´s
dans les figures ci dessous
Figure 2.5 – Image boat originale et reconstruite avec OM db2
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Le e´sultat de la figure (2.5) est obtenu par l’onde me`re de daubechies ”
db2 ” et un seuil TH = 0. Le taux de compression dans ce cas est CR = 3, 16
avec un PSNR = 39, 34
Figure 2.6 – Image boat reconstruite avec Om db8
Le e´sultat de la figure (2.6) l’onde me`re de daubechies ” db8 ” et un
seuil TH = 0. Le taux de compression dans ce cas est CR = 3, 51 avec un
PSNR = 36, 56.
Le e´sultat de la figure (2.7) est obtenu par l’onde me`re de type Coi-
flet ” Coif1 ” et un seuil TH = 0. Le taux de compression dans ce cas est
CR = 3, 13 avec un PSNR = 39, 03.
A partir de cette premie`re e´tape de simulation nous pouvons choisir l’on-
delette de daubechies ”db2 ” comme la meilleure ondelette qui s’adapte avec
notre algorithme. Le choix de cette onde me`re est base´ sur le taux de com-
pression CR et PSNR qui repre´sente la pre´servation de la qualite´ d’image
reconstruite.
Dans la deuxie`me e´tape de simulation nous fixons l’ondelette que nous
avons obtenu de la premie`re e´tape, c’est l’ondelette de daubechies ” db2” et
nous varions le seuil TH dans le but d’ame´liorer le taux de compression CR
et tenir en compte la qualite´ d’image, enfin nous de´duisons le lien qui existe
entre le PSNR et le taux de compression CR quand TH varie. Dans ce qui
suit on pre´sente quelques re´sultats concernant la deuxie`me e´tape de notre
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Figure 2.7 – Image boat reconstruite avec Om Coef1
simulation
TH 0 5 10 15 20 25
PSNR 39,34 39,34 37,13 35,56 34 ,36 33 ,44
CR 3,16 3,16 5,7 8 ,20 10 ,11 12,07
TH 30 35 40 45 50 55 60
PSNR 32,67 31,98 31,43 30,93 30,54 30 ,18 29,87
CR 13,77 15,52 17 ,11 18 ,66 20 ,00 21 ,17 22,30
Table 2.2 – Re´sultat de simulation simulation avec une onde me`re db2
Quelques re´sultats visuels de la deuxie`me partie de simulation sont pre´sente´s
dans les figures ci-dessous
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Figure 2.8 – Image boat originale et reconstruite avec TH=20
Le e´sultat de la figure (2.8) est obtenu par l’onde me`re de daubechies ” db2
” et un seuil TH = 20. Le taux de compression dans ce cas est CR = 10, 11
avec un PSNR = 34, 36
Figure 2.9 – Image boat reconstruite avec TH=35
Le e´sultat de la figure (2.9) est obtenu par l’onde me`re de daubechies ” db2
” et un seuil TH = 35. Le taux de compression dans ce cas est CR = 15, 52
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avec un PSNR = 31, 98.
Figure 2.10 – Image boat reconstruite avec TH=50
Le e´sultat de la figure (2.10) est obtenu par l’onde me`re de daubechies ”
db2 ” et un seuil TH=50. Le taux de compression dans ce cas est CR=20,00
avec un PSNR=30,54
Figure 2.11 – Image boat reconstruite avec TH=60
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Le e´sultat de la figure (2.11) est obtenu par l’onde me`re de daubechies ”
db2 ” et un seuil TH = 60. Le taux de compression dans ce cas est CR =
29, 87 avec un PSNR = 29, 87
Dans cette partie de simulation nous pouvons de´duire le re´sultat suivant:
A partir d’un certain seuil TH > 40 nous obtenons une image reconstruite
de mauvaise qualite´ (PSNR < 31), tel que 31 c’est une valeur de PSNR
acceptable de cette image. Par exemple avec un seuil TH = 45 nous obtenons
un taux de compression CR=18,66 associe´ a` un PSNR = 30, 93 indiquant
une mauvaise qualite´ de l’image reconstruite. Cette remarque, persiste tout
en augmentant le seuil TH. Donc, il existe un seuil TH optimale qui nous
donne un bon taux de compression CR et qui pre´serve la qualite´ d’image
reconstruite. Dans notre cas nous pouvons choisir TH = 40 comme un seuil
pour notre algorithme.
2.3 Conclusion
Dans ce chapitre, nous avons mis en ouvre les ondelettes orthogonales
dans un algorithme de compression avec perte. Les simulations effectue´es ont
permis de constater que l’onde me`re db2 pre´sente la meilleure performance
et elle satisfait au mieux le compromis CR-PSNR. D’autre part, nous affir-
mons par notre e´tude mene´e qu’il existe un seuil optimal permettant d’avoir




La transforme´e en ondelettes et
de´bruitage des signaux
Ce Chapitre comporte deux parties principales, la premie`re constitue une
description comple`te des me´thodes de de´bruitage par la transforme´e en on-
delettes qui sont base´es sur un seuillage. La deuxie`me partie est consacre´e
a` la simulation des deux me´thodes de de´bruitage par ondelettes qui sont
base´es sur le seuil de D Donoho via la programmation dans un environne-
ment matlab, traitant le cas d’un signal ECG corrompu par un bruit additif
gaussien.
3.1 De´bruitage par ondelettes
Parmi l’un des plus grand succe`s de la transforme´e en ondelettes est le
de´bruitage [6]. En effet cette technique est base´e sur la construction d’es-
timateurs statistiques a` base d’ondelettes qui ne´cessite le calcul d’un seuil
qui correspond a` l’amplitude maximal du bruit et de´pend de l’e´nergie du
signal et du bruit. Ces me´thodes exploitent la caracte´ristique essentielle de
la transforme´e en ondelettes qui est la concentration de l’e´nergie du signal
autour de peu de coefficients et l’on n’a donc besoin d’estimer que quelques
grands coefficients pour obtenir une bonne estimation de la fonction.
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3.1.1 Algorithme de de´bruitage par la transforme´e en
ondelettes
L’algorithme de base de de´bruitage par la transforme´e en ondelettes peut
eˆtre constitue´ de trois e´tapes essentielles [5] :
1. De´composition d’un signal par la transforme´e en ondelettes.
2. Seuillage des coefficients obtenus par la de´composition.
3. Reconstruction par la transforme´e en ondelettes inverse.
En effet, a` partir d’un signal a` de´bruiter, on de´compose le signal sur une base
orthogonale d’ondelettes. On applique un seuillage qui consiste a` e´liminer les
coefficients qu’on conside`re comme du bruit ou a` les re´duire en fonction du
seuil calcule´. En dernier lieu, on re´cupe`re le signal de´bruite´ par la transforme´e
en ondelettes inverse sur les coefficients seuille´s.
3.1.2 Formulation mathe´matiques du proble`me
Soit y un signal corrompu par un bruit Gaussien η ∼ N(0, 1) . On peut
e´crire :
y(n) = x(n) + η(n) (n = 0, 1, ..., N − 1) (3.1)
Avec N est la taille du signal y, x le signal initial non corrompu.
On applique la transforme´e en ondelettes discre`te (DWT) sur l’e´quation
(3.1) on obtient:
DWTy = DWTx +DWTη
(3.2)
Soit S la fonction de seuillage par ondelettes. On applique la fonction S
sur le vecteur DWTy, on obtient :
x̂(n) = IDWT (S(DWTy)) (3.3)
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Avec S(DWTy) est le vecteur des coefficients de la DWT seuille´s. x̂ le
signal de´bruite´.
Ceci s’interpre`te tout simplement, par l’application de la DWT sur le
signal bruite´ y, on obtient le vecteur des coefficients de la DWT (DWTy)
sur lequel on applique un seuillage par la fonction de seuillage S(DWTy). Le
signal de´bruite´ x̂ est obtenue par la ransforme´e en ondelettes inverse IDWT
sur les coefficients seuille´s IDWT(S(DWTy)).
3.1.3 Les me´thodes de seuillage
Les me´thodes de seuillage les plus connues sont introduites par D Do-
noho [6]. Il y a deux me´thodes :La me´thode de seuillage dur (hard threshol-
ding) et la me´thode de seuillage doux (soft thresholding). Des versions de ces
me´thodes ont e´te´ de´veloppe´es. Dans notre cas nous nous inte´ressons par les
deux me´thodes de seuillage dur et doux.
• Seuillage dur : Le seuillage dur [17] conside`re un coefficient donne´ soit
comme repre´sentant totalement un bruit pur donc a` e´liminer, ou comme
un coefficient repre´sentant le signal donc a` conserver.
La fonction de seuillage dur Sdue applique´e dans ce cas est de´finie par :
Sdur(x) =
{
x si |x| > TH
0 si |x| ≤ TH (3.4)
Ou` TH est la valeur du seuil.
Le graphe de la figure (3.1) est un exemple de seuillage dur applique´ sur
la fonction y = t avec un seuil TH = 0, 5
• Seuillage doux : Le seuillage doux [5, 6] consiste a e´le´miner chaque
coefficient au dessous du seuil, et a soustraire ce seuil des autres coefficients.




sign(x)(|x| − TH) si |x| ≥ TH
0 si |x| < 0 (3.5)
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Figure 3.1 – Graphe de la fonction du seuillage dur
Ou` TH est la valeur du seuil.
Le graphe de la figure (3.2) est un exemple de seuillage doux applique´ sur
la fonction y = t avec un seuil TH = 0, 5
3.1.4 Se´lection du seuil
L’application d’une me´thode base´e sur un seuillage ne´cessite un calcul du
seuil, cette taˆche tre`s importante dans le cadre ou` on estime le niveau de la
contribution du bruit dans le signal en fonction de sa nature et la nature du
signal. Avec l’hypothe`se que le bruit est un bruit blanc Gaussien de variance
σ2.
Donoho et Johnstone ont alors montre´ [6] que dans le domaine des on-
delettes, la partie essentielle du bruit blanc est localise´e dans la bande des
coefficients de haute fre´quence du signal (bande des de´tails), et le risque in-
duit par un seuillage (dur ou doux) sur les coefficients d’ondelettes de la
bande des de´tails pouvait eˆtre encadre´ par des valeurs proches de la borne
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Figure 3.2 – Graphe de la fonction du seuillage doux
infe´rieure obtenue avec des estimateurs d’oracle. Un estimateur d’oracle est
un estimateur construit en connaissant le signal recherche´.
Le risque est de´fini par l’e´quation :




Ou` N est la taille du signal x .
Le the´ore`me de Donoho et Johnstone de´finit un seuil TH pour les co-





avec un risque Rd(x) qui est encadre´ par deux valeurs comme le montre
l’ine´quation :








et les di repre´sentent les coefficients de la transforme´e en ondelettes de x .
Lorsqu’on utilise le seuil de Donoho et Johnstone, il est ne´cessaire d’avoir
une estimation de la variance σ2 du bruit.
L’estimateur utilise´ est celui de la me´diane des coefficients d’ondelettes
propose´ par Donoho.
Cette estimation nous rame`ne a` distinguer les diffe´rents cas suivants :
• Seuillage global.
• Seuillage de´pendant du niveau de de´composition
3.1.5 Seuillage global
Une me´thode de seuillage globale est base´e sur l’estimation d’un seuil
unique quelque soit le niveau de de´composition. Le seuil [17,18] est calcule´
en utilisant l’e´quation (3.8) ou` σ est l’e´cart-type ou le niveau du bruit qui





Ou` di les coefficients des de´tails obtenus au niveau 1.
3.1.6 Seuillage de´pendant du niveau





Ou` j repre´sente le niveau de de´composition et σj l’e´cart-type du bruit






Ou` dji les coefficients des de´tails obtenus au niveau j.
3.2 Simulation de l’algorithme propose´ par
Donoho
Dans cette partie nous effectuons une simulation des deux me´thodes de
de´bruitage par la transforme´e en ondelette qui sont base´es sur le seuil de
Donoho, en traitant le cas d’un signal ECG corrompu par un bruit gaussien
N(0, σ) additif. Pour e´valuer la qualite´ du signal reconstruit, on se base sur
un crite`re utilise´ largement dans les tests de simulation et qui est celui du
rapport signal bruit (SNR) exprime´ en de´cibel (dB) de´fini par l’e´quation:








Ou` x est le signal corrompu avec le bruit gaussien, x̂ est le signal de´bruite´
et N la taille du signal.
Dans la pratique on ne sait pas le signal original (le signal non corrompu)
et la variance du bruit. Alors le de´bruitage repre´sente une estimation du si-
gnal non corrompu a partir du signal corrompu. De l’e´quation (3.1) on peut
estimer aussi le bruit de la fac¸on suivante Soit y(n) un signal corrompu et
x̂(n) est le signal estime´ (de´bruite´) a` partir de y(n) .De l’e´quation (3.1) nous
pouvons estimer le bruit comme suit :
η̂(n) = y(n)− x̂(n)
Puisque nous somme dans le cas d’un bruit additif.
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Concernant notre simulation , elle se de´roule de la manie`re suivante :
1. Nous ajoutant un bruit gaussien a` un signal non corrompu.
2. Nous appliquant l’algorithme de de´bruitage sur le signal corrompu.
3. A partir du signal de´bruite´ que nous avons obtenu a` l’e´tape 2 et le
signal corrompu, nousn estimant le bruit.
4. Nous affichant l’histogramme du signal η̂(n) qui repre´sente la distribu-
tion statistique des coefficients du signal η̂(n).
Cette distribution est une mesure qui nous indique que si elle est approche
d’une gaussien nous pouvons dire que la contribution du bruit dans le signal
est re´duite.
Dans ce qui suit nous pre´sentons quelques re´sultats visuels des deux types
de de´bruitage, en utilisant des signaux ECG type d’ARRYTHMIA., ce signal
est le 1.17,. Concernant la de´composition du signal, en variant le niveau de
de´composition et le type d’onde me`re (en comparant les deux onde me`re de
daubechies db2 et db8 qui sont inte´gre´es dans Matlab).
Figure 3.3 – Signal ECG 117 non Corrompu et Corrompu
La figure (3.3) montre dans le premier graphe un signal ECG117 non
corrompu et dans le deuxie`me graphe le meˆme signal corrompu avec un bruit
gaussien de variance =10.
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Figure 3.4 – De´bruitage de signal 117 avec OM db2 N=2 seuillage dur
La figure (3,4) repre´sente le signal 117 de´bruite´ avec un seuillage dur.
L’onde me`re de de´composition est la db2 avec un niveau de de´composition
n = 2. SNR = 39, 22dB.
Dans ce cas nous remarquons que la distribution du bruit estime´ approche
de N(0, 10), donc on peut dire que la contribution de bruit dans le signal est
re´duite,aussi nous obtenons un SNR acceptable.
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Figure 3.5 – De´bruitage de signal 117 avec OM db2 N=3 seuillage dur
La figure (3,5) repre´sente le signal 117 de´bruite´ avec un seuillage dur.
L’onde me`re de de´composition est la db2 avec un niveau de de´composition
n = 3. SNR = 36, 24dB.
Dans ce cas nous remarquons que la distribution des coefficients du bruit
est totalement diffe´rente de N(0, 10) ce qui nous indique que la contribution
du bruit n’est pas re´duite, aussi le SNR est diminue.
Nous pouvons de´duire rapidement qu’il y a un lien entre la qualite´ du si-
gnal reconstruit et le niveau de de´composition dans un seuillage dur utilisant
la db2 dans la de´composition du signal.
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Figure 3.6 – De´bruitage de signal 117 avec OM db2 N=2 seuillage doux
La figure (3,6) repre´sente le signal 117 de´bruite´ avec un seuillage doux.
L’onde me`re de de´composition est la db2 avec un niveau de de´composition
n = 2. SNR = 39, 08 dB.
Figure 3.7 – De´bruitage de signal 117 avec OM db2 N=3 seuillage doux
La figure (3,7) repre´sente le signal 117 de´bruite´ avec un seuillage doux.
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L’onde me`re de de´composition est la db2 avec un niveau de de´composition
n = 3, SNR = 36, 17dB.
Avec l’onde me`re db2 et un seuillage doux nous obtenons presque les
meˆmes re´sultats dans le cas du de´bruitage dur.
Figure 3.8 – De´bruitage de signal 117 avec OM db8 N=2 seuillage dur
La figure (3,8) repre´sente le signal 117 de´bruite´ avec un seuillage dur.
L’onde me`re de de´composition est la db8 avec un niveau de de´composition
n = 2, SNR = 39, 60dB
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Figure 3.9 – De´bruitage de signal 117 avec OM db8 N=3 seuillage dur
La figure (3,9) repre´sente le signal 117 de´bruite´ avec un seuillage dur.
L’onde me`re de de´composition est la db8 avec un niveau de de´composition
n = 3, SNR = 37, 00dB.
Figure 3.10 – De´bruitage de signal 117 avec OM db8 N=2 seuillage doux
La figure (3,10) repre´sente le signal 117 de´bruite´ avec un seuillage doux.
L’onde me`re de de´composition est la db8 avec un niveau de de´composition
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n = 2, SNR = 39, 76dB.
Figure 3.11 – De´bruitage de signal 117 avec OM db8 N=2 seuillage doux
La figure (3,11) repre´sente le signal 117 de´bruite´ avec un seuillage doux.
L’onde me`re de de´composition est la db8 avec un niveau de de´composition
n = 3, SNR = 36, 98
3.3 Conclusion
Dans ce chapitre nous avons expose´ les deux me´thodes de de´bruitage des
signaux par la transforme´e en ondelette de donoho .A partir de cet expose´
nous pouvons de´duire que ces dernie`res sont base´es sur le seuil estime´, les
simulations effectue´es ont permis de remarquer que dans la pratique le signal
de´bruite´ reste toujours contamine´ avec le bruit gaussien d’une manie`re vi-
sible. La question que nous posons a` la fin de ce chapitre est ce que le seuil
de donoho qui est utilise´ dans les me´thodes de de´bruitage par la transforme´e
en ondelette est optimal ?
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Conclusion Ge´ne´rale
Durant l’e´laboration de ce modeste travail que nous nous sommes fixe´,
plusieurs questions survolaient l’esprit, telles que : Pourquoi les ondelettes
sont apparues ? Quels sont leurs fondements the´oriques de base ? Et ou`
sont-elles implique´es en pratique ? En essayant de re´pondre a` ces questions,
nous avons pu englober, d’une manie`re suffisante, les notions de fond de la
the´orie des ondelettes. La lecture attentive de plusieurs re´fe´rences et articles
de recherches en liaison avec les applications d’ondelettes, nous a conduit de
choisir les deux applications les plus re´pandues dans la litte´rature spe´cialise´e
du domaine et qui sont : la compression d’images nume´riques et le de´bruitage
des signaux 1D/2D.
Les re´sultats obtenus, en compression d’images, issus de l’algorithme pro-
pose´ sont encourageants. Ne´anmoins, la re´flexion dans la direction de la
construction d’une onde me`re la plus concentrant d’e´nergie et de´die´e a` la
compression semble eˆtre tout a` fait logique.
Concernant le deuxie`me volet qu’est le de´bruitage, les re´sultats sont aussi
satisfaisants et montre bien la capacite´ de la transforme´e en ondelettes a`
re´duire le bruit additif gaussien d’une manie`re assez efficace. Un travail se
focalisant sur l’estimation du seuil en rede´finissant le crite`re d’optimisation
et en incluant d’autres outils mathe´matiques allie´s aux ondelettes, fera l’ob-
jet des travaux future.
A la fin, nous nous conside´rons heureux d’avoir eu cette opportunite´ in-
estimable de s’introduire au domaine fascinant de la recherche scientifique.
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