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STEADY PERIODIC WATER WAVES WITH UNBOUNDED
VORTICITY: EQUIVALENT FORMULATIONS AND EXISTENCE
RESULTS
CALIN IULIAN MARTIN AND BOGDAN–VASILE MATIOC
Abstract. In this paper we consider the steady water wave problem for waves that pos-
sess a merely Lr−integrable vorticity, with r ∈ (1,∞) being arbitrary. We first establish
the equivalence of the three formulations–the velocity formulation, the stream function
formulation, and the height function formulation– in the setting of strong solutions, re-
gardless of the value of r. Based upon this result and using a suitable notion of weak
solution for the height function formulation, we then establish, by means of local bifurca-
tion theory, the existence of small amplitude capillary and capillary-gravity water waves
with a Lr−integrable vorticity.
1. Introduction
We consider the classical problem of traveling waves that propagate at the surface of a
two-dimensional inviscid and incompressible fluid of finite depth. Our setting is general
enough to incorporate the case when the vorticity of the fluid is merely Lr−integrable, with
r > 1 being arbitrary. The existence of solutions of the Euler equations in Rn describing
flows with an unbounded vorticity distribution has been addressed lately by several authors,
cf. [23, 26, 38] and the references therein, whereas for traveling free surface waves in two-
dimensions there are so far no existence results which allow for a merely Lr-integrable
vorticity.
In our setting, the hydrodynamical problem is modeled by the steady Euler equations, to
which we refer to as the velocity formulation. For classical solutions and in the absence of
stagnation points, there are two equivalent formulations, namely the stream function and
the height function formulation, the latter being related to the semi-Lagrangian Dubreil-
Jacotin transformation. This equivalence property stays at the basis of the existence results
of classical solutions with general Hölder continuous vorticity, cf. [8] for gravity waves and
[39, 40] for waves with capillarity. Very recent, taking advantage of the weak formulation of
the governing equations, it was rigorously established that there exist gravity waves [10] and
capillary-gravity waves [29, 31] with a discontinuous and bounded vorticity. The waves found
in the latter references are obtained in the setting of strong solutions when the equations
of motion are satisfied in Lr, r > 2 in [10], respectively L∞ in [29, 31]. The authors of
[10] also prove the equivalence of the formulations in the setting of Lr-solutions, under the
restriction that r > 2. Our first main result, Theorem 2.1, establishes the equivalence of the
three formulations for strong solutions that possess Sobolev and weak Hölder regularity. For
this we rely on the regularity properties of such solutions, cf. [7, 14, 31]. This equivalence
holds for gravity, capillary-gravity, and pure capillary waves without stagnation points and
with a Lr-integrable vorticity, without making any restrictions on r ∈ (1,∞).
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The equivalence result Theorem 2.1 stays at the basis of our second main result, Theo-
rem 2.3, where we establish the existence of small amplitude capillary and capillary-gravity
water waves having a Lr−integrable vorticity distribution for any r ∈ (1,∞). On physi-
cal background, studying waves with an unbounded vorticity is relevant in the setting of
small-amplitude wind generated waves, when capillarity plays an important role. These
waves may possess a shear layer of high vorticity adjacent to the wave surface [33, 34], fact
which motivates us to consider unbounded vorticity distributions. Moreover, an unbounded
vorticity at the bed is also physically relevant, for example when describing turbulent flows
along smooth channels (see the empirical law on page 109 in [2]).
In contrast to the irrotational case when, in the absence of an underlying current, the
qualitative features of the flow are well-understood [4, 5, 16], in the presence of a underlying,
even uniform [9, 19, 36], current many aspects of the flow are more difficult to study, or are
even untraceable, and one has to rely often on numerical simulations, cf. [24, 25, 36]. For
example, by allowing for a discontinuous vorticity, the latter studies display the influence
of a favorable or adverse wind on the amplitude of the waves, or describe extremely high
rotational waves and the the flow pattern of waves with eddies.
The rigorous existence of waves with capillarity was obtained first in the setting of ir-
rotational waves [20, 21, 22, 35] and it was only recently extended to the setting of waves
with constant vorticity and stagnation points [27, 28, 30] (see also [11]). In the context
of waves with a general Hölder continuous [39, 40] or discontinuous [29, 31] vorticity the
existence results are obtained by using the height function formulation and concern only
small amplitude waves without stagnation points. Theorem 2.3, which is the first rigorous
existence result for waves with unbounded vorticity, is obtained by taking advantage of the
weak interpretation of the height function formulation. More precisely, recasting the nonlin-
ear second-order boundary condition on the surface into a nonlocal and nonlinear equation
of order zero enables us to introduce the notion of weak (which is shown to be strong)
solution for the problem in a suitable analytic setting. By means of local bifurcation theory
and ODE techniques we then find local real-analytic curves consisting, with the exception
of a single laminar flow solution, only of non-flat symmetric capillary (or capillary-gravity)
water waves. The methods we apply are facilitated by the presence of capillary effects (see
e.g. the proof of Lemma 3.7), though not on the value of the surface tension coefficient, the
existence question for pure gravity waves with unbounded vorticity being left as an open
problem.
The outline of the paper is as follows: we present in Section 2 the mathematical setting
and establish the equivalence of the formulations in Theorems 2.1. We end the section by
stating our main existence result Theorem 2.3, the Section 3 being dedicated to its proof.
2. Classical formulations of the steady water wave problem and the main
results
Following a steady periodic wave from a reference frame which moves in the same direction
as the wave and with the same speed c, the equations of motion are the steady-state Euler
equations 
(u− c)ux + vuy = −Px,
(u− c)vx + vvy = −Py − g,
ux + vy = 0
in Ωη, (2.1a)
with x denoting the direction of wave propagation and y being the height coordinate. We
assumed that the free surface of the wave is the graph y = η(x), that the fluid has constant
unitary density, and that the flat fluid bed is located at y = −d. Hereby, η has zero integral
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mean over a period and d > 0 is the average mean depth of the fluid. Moreover, Ωη is the
two-dimensional fluid domain
Ωη := {(x, y) : x ∈ S and −d < y < η(x)},
with S := R/(2πZ) denoting the unit circle. This notation expresses the 2π-periodicity in x
of η, of the velocity field (u, v), and of the pressure P . The equations (2.1a) are supplemented
by the following boundary conditions P = P0 − ση
′′/(1 + η′2)3/2 on y = η(x),
v = (u− c)η′ on y = η(x),
v = 0 on y = −d,
(2.1b)
the first relation being a consequence of Laplace-Young’s equation which states that the
pressure jump across an interface is proportional to the mean curvature of the interface.
We used P0 to denote the constant atmospheric pressure and σ > 0 is the surface tension
coefficient. Finally, the vorticity of the flow is the scalar function
ω := uy − vx in Ωη.
The velocity formulation (2.1) can be re-expressed in terms of the stream function ψ,
which is introduced via the relation ∇ψ = (−v, u − c) in Ωη, cf. Theorem 2.1, and it
becomes a free boundary problem
∆ψ = γ(−ψ) in Ωη,
|∇ψ|2 + 2g(y + d)− 2σ η
′′
(1 + η′2)3/2
= Q on y = η(x),
ψ = 0 on y = η(x),
ψ = −p0 on y = −d.
(2.2)
Hereby, the constant p0 < 0 represents the relative mass flux, Q ∈ R is related to the total
head, and the function γ : (p0, 0) → R is the vorticity function, that is
ω(x, y) = γ(−ψ(x, y)) (2.3)
for (x, y) ∈ Ωη. The equivalence of the velocity formulation (2.1) and of the stream function
formulation (2.2) in the setting of classical solutions without stagnation points, that is when
u− c < 0 in Ωη (2.4)
has been established in [6, 8]. We emphasize that the assumption (2.4) is crucial when
proving the existence of the vorticity function γ. Additionally, the condition (2.4) guarantees
in the classical setting considered in these references that the semi-hodograph transformation
Φ : Ωη → Ω given by
Φ(x, y) := (q, p)(x, y) := (x,−ψ(x, y)) for (x, y) ∈ Ωη, (2.5)
where Ω := S× (p0, 0), is a diffeomorphism. This property is used to show that the previous
two formulations (2.1) and (2.2) can be re-expressed in terms of the so-called height function
h : Ω→ R defined by
h(q, p) := y + d for (q, p) ∈ Ω. (2.6)
More precisely, one obtains a quasilinear elliptic boundary value problem
(1 + h2q)hpp − 2hphqhpq + h2phqq − γh3p = 0 in Ω,
1 + h2q + (2gh −Q)h2p − 2σ
h2phqq
(1 + h2q)
3/2
= 0 on p = 0,
h = 0 on p = p0,
(2.7)
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the condition (2.4) being re-expressed as
min
Ω
hp > 0. (2.8)
The equivalence of the three formulations (2.1), (2.2), and (2.7) of the water wave problem,
when the vorticity is only Lr−integrable, has not been established yet for the full range
r ∈ (1,∞). In the context of strong solutions, when the equations of motion are assumed
to hold in Lr, there is a recent result [10, Theorem 2] established in the absence of capillary
forces. This result though is restricted to the case when r > 2, this condition being related to
Sobolev’s embedding W 2r →֒ C1+α in two dimensions. In the same context, but for solutions
that possess weak Hölder regularity, there is a further equivalence result [37, Theorem 1], but
again one has to restrict the range of Hölder exponents. Our equivalence result, cf. Theorem
2.1 and Remark 2.2 below, is true for all r ∈ (1,∞) and was obtained in the setting of strong
solutions that possess, additionally to Sobolev regularity, weak Hölder regularity, the Hölder
exponent being related in our context to Sobolev’s embedding in only one dimension. This
result enables us to establish, cf. Theorem 2.3 and Remark 2.4, the existence of small-
amplitude capillary-gravity and pure capillary water waves with Lr−integrable vorticity
function for any r ∈ (1,∞).
We denote in the following by tr0 the trace operator with respect to the boundary com-
ponent p = 0 of Ω, that is tr0 v = v(·, 0) for all v ∈ C(Ω). In the following, we use several
times the following product formula
∂(uv) = u∂v + v∂u for all u, v ∈W 11,loc with uv, u∂v + v∂u ∈ L1,loc, (2.9)
cf. relation (7.18) in [15].
Theorem 2.1 (Equivalence of the three formulations). Let r ∈ (1,∞) be given and define
α = (r − 1)/r ∈ (0, 1). Then, the following are equivalent
(i) the height function formulation together with (2.8) for h ∈ C1+α(Ω) ∩W 2r (Ω) such
that tr0 h ∈W 2r (S), and γ ∈ Lr((p0, 0));
(ii) the stream function formulation for η ∈W 2r (S), ψ ∈ C1+α(Ωη) ∩W 2r (Ωη) satisfying
ψy < 0 in Ωη, and γ ∈ Lr((p0, 0));
(iii) the velocity formulation together with (2.4) for u, v, P ∈ Cα(Ωη) ∩ W 1r (Ωη), and
η ∈W 2r (S).
Remark 2.2. Our equivalence result is true for both capillary and capillary-gravity water
waves. Moreover, it is also true for pure gravity waves when the proof is similar, with
modifications just when proving that (iii) implies (i): instead of using [31, Theorem 5.1]
one has to rely on the corresponding regularity result established for gravity waves, cf.
Theorem 1.1 in [14].
We emphasize also that the condition tr0 h ∈W 2r (S) requested at (i) is not a restriction.
In fact, as a consequence of h ∈ C1+α(Ω)∩W 2r (Ω) being a strong solution of (2.7)-(2.8) for
γ ∈ Lr((p0, 0)), we know that the wave surface and all the other streamlines are real-analytic
curves, cf. [31, Theorem 5.1] and [14, Theorem 1.1]. Particularly, tr0 h is a real-analytic
function, i.e. tr0 h ∈ Cω(S). Furthermore, in view of the same references, all weak solutions
h ∈ C1+α(Ω) of (2.7), cf. Definition 3.1 (or [10] for gravity waves), satisfy h ∈W 2r (S).
Proof of Theorem 2.1. Assume first (i) and let
d :=
1
2π
∫ 2pi
0
tr0 hdq ∈ (0,∞) and η := tr0 h− d ∈W 2r (S). (2.10)
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We prove that there exists a unique function ψ ∈ C1+α(Ωη) with the property that
y + d− h(x,−ψ(x, y)) = 0 for all (x, y) ∈ Ωη. (2.11)
To this end, let H : S × R → R to be a continuous extension of h to S × R, having the
property that H(q, ·) ∈ C1(R) is strictly increasing and has a bounded derivative for all
q ∈ S. Moreover, define the function F : S× R× R→ R by setting
F (x, y, p) = y + d−H(x, p).
For every fixed x ∈ S, we have
F (x, ·, ·) ∈ C1(R × R,R), F (x, η(x), 0) = 0, and Fp(x, ·, ·) = −Hp(x, ·) < 0.
Using the implicit function theorem, we find a C1−function ψ(x, ·) : (η(x)−ε, η(x)+ε) → R
with the property that
F (x, y,−ψ(x, y)) = 0 for all y ∈ (η(x) − ε, η(x) + ε).
As ψy(x, y) = 1/Fp(x, y,−ψ(x, y)), we deduce that ψ(x, ·) is a strictly decreasing function
which maps, due to the boundedness of Hp(x, ·), bounded intervals onto bounded intervals.
Therefore, ψ(x, ·) can be defined on (−∞, η(x)]. In view of F (x,−d, p0) = 0, we get that
ψ(x,−d) = −p0 for each x ∈ S. Observe also that, due to the periodicity of H and η, ψ
is 2π−periodic with respect to x, while, because use of F ∈ C1(S × R × [p0, 0]), we have
ψ ∈ C1(Ωη). Since the relation (2.11) is satisfied in Ωη, it is easy to see now that in fact
ψ ∈ C1+α(Ωη).
In order to show that ψ is the desired stream function, we prove that ψ ∈ W 2r (Ωη).
Noticing that the relation (2.11) yields
ψy(x, y) = − 1
hp(x,−ψ(x, y)) and ψx(x, y) =
hq(x,−ψ(x, y))
hp(x,−ψ(x, y)) (2.12)
in Ωη, the variable transformation (2.5), integration by parts, and the fact that h is a strong
solution of (2.7) yield
∆ψ[φ˜] =−
∫
Ωη
(
ψyφ˜y + ψxφ˜x
)
d(x, y) = −
∫
Ω
(
hqφq −
1 + h2q
hp
φp
)
d(q, p)
=
∫
Ω
(
hqq − 2hqhpq
hp
+
(1 + h2q)hpp
h2p
)
φd(q, p) =
∫
Ω
(γφ)hp d(q, p)
=
∫
Ωη
γ(−ψ)φ˜ d(x, y)
for all φ˜ ∈ C∞0 (Ωη), whereby we set φ := φ˜ ◦ Φ−1. This shows that ∆ψ = γ(−ψ) ∈ Lr(Ωη).
Taking into account that ψ(x, y) = p0(y−η(x))/(d+η(x)) for (x, y) ∈ ∂Ωη, whereby in fact
η ∈ Cω(S), c.f. Remark 2.2, we find by elliptic regularity, cf. e.g. [3, Theorems 3.6.3 and
3.6.4], that ψ ∈W 2r (Ωη). It is also easy to see that (η, ψ) satisfy also the second relation of
(2.2), and this completes our arguments in this case.
We now show that (ii) implies (iii). To this end, we define
(u− c, v) := (ψy,−ψx) and P := −|∇ψ|
2
2
− g(y + d)− Γ(−ψ) + P0 + Q
2
, (2.13)
where Γ is given by
Γ(p) :=
∫ p
0
γ(s) ds for p ∈ [p0, 0]. (2.14)
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Clearly, we have that u, v ∈ Cα(Ωη)∩W 1r (Ωη) and Γ ∈ Cα([p0, 0])∩W 1r ((p0, 0)). Moreover,
because ψ ∈ C1+α(Ωη) ∩ W 2r (Ωη), the formula (2.9) shows that |∇ψ|2 ∈ W 1r (Ωη), and
therefore also P ∈ Cα(Ωη) ∩W 1r (Ωη). The boundary conditions (2.1b) are easy to check.
Furthermore, the conservation of mass equation is a direct consequence of the first relation
of (2.13). We are left with the conservation of momentum equations. Therefore, we observe
the function Γ(−ψ) is differentiable almost everywhere and its partial derivatives belong to
Lr(Ωη), meaning that Γ(−ψ) ∈W 1r (Ωη), cf. [13], the gradient ∇(Γ(−ψ)) being determined
by the chain rule. Taking now the weak derivative with respect to x and y in the second
equation of (2.13), respectively, we obtain in view of (2.9), the conservation of momentum
equations.
We now prove that (iii) implies (ii). Thus, choose u, v, P ∈ Cα(Ωη) ∩ W 1r (Ωη) and
η ∈W 2r (S) such that (η, u− c, v, P ) is a solution of the velocity formulation. We define
ψ(x, y) := −p0 +
∫ y
−d
(u(x, s)− c) ds for (x, y) ∈ Ωη, (2.15)
with p0 being a negative constant. It is not difficult to see that the function ψ belongs to
C1+α(Ωη)∩W 2r (Ωη) and that it satisfies ∇ψ = (−v, u− c). The latter relation allows us to
pick p0 such that ψ = 0 on y = η(x). Also, we have that ψ = −p0 on the fluid bed. We
next show that the vorticity of the flow satisfies the relation (2.3) for some γ ∈ Lr((p0, 0)).
To this end, we proceed as in [32] and use the property that the mapping Φ given by (2.5)
is an isomorphism of class C1+α to compute that
∂q(ω ◦ Φ−1)[φ] =
∫
Ωη
(vx − uy)((u − c)φ˜x + vφ˜y) d(x, y)
for all φ ∈ C∞0 (Ω). Again, we set φ˜ := φ ◦Φ ∈ C1+α0 (Ωη). Since our assumption (iii) implies
that (u− c)2 and v2 belong to W 1r (Ωη), cf. (2.9), density arguments, (2.1a), and integration
by parts yield
∂q(ω ◦ Φ−1)[φ] =
∫
Ωη
((u− c)vx + vvy)φ˜x d(x, y) −
∫
Ωη
((u− c)ux + vuy)φ˜y d(x, y)
=−
∫
Ωη
(Py + g)φ˜x d(x, y) +
∫
Ωη
Pxφ˜y d(x, y) = 0.
Consequently, there exists γ ∈ Lr((p0, 0)) with the property that ω ◦ Φ−1 = γ almost
everywhere in Ω. This shows that (2.3) is satisfied in Lr(Ωη). Next, we observe that the
same arguments used when proving that (ii) implies (iii) yield that the energy
E := P +
|∇ψ|2
2
+ g(y + d) + Γ(−ψ)
is constant in Ωη. Defining Q := 2(E−P0), one can now easily see that (η, ψ) satisfies (2.2),
and we have established (ii).
In the final part of the proof we assume that (ii) is satisfied and we prove (i). Therefore,
we let h : Ω → R be the mapping defined by (2.6) (or equivalently (2.11)). Then, we get
that h ∈ C1+α(Ω) verifies the relations (2.11) and (2.12). Consequently, tr0 h ∈W 2r (S) and
one can easily see that the boundary conditions of (2.7) and (2.8) are satisfied. In order to
show that h belongs to W 2r (Ω) and it also solves the first relation of (2.7), we observe that
the first equation of (2.2) can be written in the equivalent form
(ψxψy)x +
1
2
(
ψ2y − ψ2x
)
y
+ (Γ(−ψ))y = 0 in Lr(Ωη). (2.16)
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Therewith and using the change of variables (2.5), we find∫
Ω
hq
hp
φq −
(
Γ +
1 + h2q
2h2p
)
φp d(q, p)
= −
∫
Ωη
(
(ψxψy)x +
1
2
(
ψ2y − ψ2x
)
y
+ (Γ(−ψ))y
)
φ˜ d(x, y) = 0,
for all φ ∈ C10 (Ω) and with φ˜ := φ ◦Φ ∈ C1+α0 (Ωη). Hence, h ∈ C1+α(Ω) is a weak solution
of the height function formulation, cf. Definition 3.1. We are now in the position to use
the regularity result Theorem 5.1 in [31] which states that the distributional derivatives
∂mq h also belong to C
1+α(Ω) for all m ≥ 1. Particularly, setting m = 1, we find that hp is
differentiable with respect to q and ∂q(hp) = ∂p(hq) ∈ Cα(Ω). Exploiting the fact that h is
a weak solution, we see that the distributional derivatives
∂q
(
Γ +
1 + h2q
2h2p
)
, ∂p
(
Γ +
1 + h2q
2h2p
)
= ∂q
(
hq
hp
)
belong both to Cα(Ω) ⊂ Lr(Ω). Additionally, 1 + h2q ∈ C1+α(Ω) and regarding Γ as an
element of W 1r (Ω), we obtain
1
h2p
∈W 1r (Ω).
Because h satisfies (2.8) and recalling that hp is a bounded function, [15, Theorem 7.8]
implies that hp ∈W 1r (Ω). Hence, h ∈ C1+α(Ω) ∩W 2r (Ω) and it is not difficult to see that h
satisfies the first equation of (2.7) in Lr(Ω), cf. (2.9). This completes our arguments. 
We now state our main existence result.
Theorem 2.3 (Existence result). We fix r ∈ (1,∞) , p0 ∈ (−∞, 0), and define the Hölder
exponent α := (r − 1)/r ∈ (0, 1). We also assume that the vorticity function γ belongs to
Lr((p0, 0)).
Then, there exists a positive integer N such that for each integer n ≥ N there exists a
local real-analytic curve Cn ⊂ C1+α(Ω) consisting only of strong solutions of the problem
(2.7)-(2.8). Each solution h ∈ Cn, n ≥ N, satisfies additionally
(i) h ∈W 2r (Ω),
(ii) h(·, p) is a real-analytic map for all p ∈ [p0, 0].
Moreover, each curve Cn contains a laminar flow solution and all the other points on the
curve describe waves that have minimal period 2π/n, only one crest and trough per period,
and are symmetric with respect to the crest line.
Remark 2.4. While proving Theorem 2.3 we make no restriction on the constant g, meaning
that the result is true for capillary-gravity waves but also in the context of capillary waves
(when we set g = 0).
Sufficient conditions which allow us to choose N = 1 in Theorem 2.3 can be found in
Lemma 3.12.
Also, if γ ∈ C((p0, 0)), the solutions found in Theorem 2.3 are classical as one can easily
show that, additionally to the regularity properties stated in Theorem 2.1, we also have
h ∈ C2(Ω), ψ ∈ C2(Ωη), and (u, v, P ) ∈ C1(Ωη).
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3. Weak solutions for the height function formulation
This last section is dedicated to proving Theorem 2.3. Therefore, we pick r ∈ (1,∞) and
let α = (r − 1)/r ∈ (0, 1) be fixed in the remainder of this paper. The formulation (2.7) is
very useful when trying to determine classical solution of the water wave problem [39, 40].
However, when the vorticity function belongs to Lr((p0, 0)), r ∈ (1,∞), the curvature term
and the lack of regularity of the vorticity function gives rise to several difficulties when trying
to consider the equations (2.7) in a suitable (Sobolev) analytic setting. For example, the
trivial solutions of (2.7), see Lemma 3.2 below, belong merely to W 2r (Ω) ∩C1+α(Ω). When
trying to prove the Fredholm property of the linear operator associated to the linearization
of the problem around these trivial solutions, one has to deal with an elliptic equation in
divergence form and having coefficients merely in W 1r (Ω)∩Cα(Ω), cf. (3.5). The solvability
of elliptic boundary value problems in W 2r (Ω) requires in general though more regularity
from the coefficients. Also, the trace tr0 hqq which appears in the second equation of (2.7)
is meaningless for functions in W 2r (Ω).
Nevertheless, using the fact that the operator (1−∂2q ) : H2(S)→ L2(S) is an isomorphism
and the divergence structure of the first equation of (2.7), that is(
hq
hp
)
q
−
(
Γ +
1 + h2q
2h2p
)
p
= 0 in Ω,
with Γ being defined by the relation (2.14), one can introduce the following definition of a
weak solution of (2.7).
Definition 3.1. A function h ∈ C1(Ω) which satisfies (2.8) is called a weak solution of
(2.7) if we have
h+ (1− ∂2q )−1 tr0
((
1 + h2q + (2gh −Q)h2p
)
(1 + h2q)
3/2
2σh2p
− h
)
=0 on p = 0; (3.1a)
h =0 on p = p0; (3.1b)
and if h satisfies the following integral equation∫
Ω
hq
hp
φq −
(
Γ +
1 + h2q
2h2p
)
φp d(q, p) = 0 for all φ ∈ C10 (Ω). (3.1c)
Clearly, any strong solution h ∈ C1+α(Ω)∩W 2r (Ω) with tr0 h ∈W 2r (S) is a weak solution
of (2.7). Furthermore, because of (3.1a), any weak solution of (2.7) has additional regularity
on the boundary component p = 0, that is tr0 h ∈ C2(S). The arguments used in the last
part of the proof of Theorem 2.1 show in fact that any weak solution h which belongs to
C1+α(Ω) is a strong solution of (2.7) (as stated in Theorem 2.1 (i)).
The formulation (3.1) has the advantage that in can be recast as an operator equation
in a functional setting that enables us to use bifurcation results to prove existence of weak
solutions. To present this setting, we introduce the following Banach spaces:
X :=
{
h˜ ∈ C1+α2pi/n(Ω) : h˜ is even in q and h˜
∣∣
p=p0
= 0
}
,
Y1 :={f ∈ D′(Ω) : f = ∂qφ1 + ∂pφ2 for φ1, φ2 ∈ Cα2pi/n(Ω) with φ1 odd and φ2 even in q},
Y2 :={ϕ ∈ C1+α2pi/n(S) : ϕ is even},
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the positive integer n ∈ N being fixed later on. The subscript 2π/n is used to express
2π/n−periodic in q. We recall that Y1 is a Banach space with the norm
‖f‖Y1 := inf{‖φ1‖α + ‖φ2‖α : f = ∂qφ1 + ∂pφ2}.
In the following lemma we determine all laminar flow solutions of (3.1). They correspond
to waves with a flat surface η = 0 and having parallel streamlines.
Lemma 3.2 (Laminar flow solutions). Let ΓM := max[p0,0] Γ. For every λ ∈ (2ΓM ,∞), the
function H(·;λ) ∈W 2r ((p0, 0)) with
H(p;λ) :=
∫ p
p0
1√
λ− 2Γ(s) ds for p ∈ [p0, 0]
is a weak solution of (3.1) provided that
Q = Q(λ) := λ+ 2g
∫ 0
p0
1√
λ− 2Γ(p) dp.
There are no other weak solutions of (3.1) that are independent of q.
Proof. It readily follows from (3.1c) that if H is a weak solution of (3.1) that is independent
of the variable q, then 2Γ + 1/H2p = 0 in D′((p0, 0)). The expression for H is obtained now
by using the relation (3.1b). When verifying the boundary condition (3.1a), the relation
(1− ∂2q )−1ξ = ξ for all ξ ∈ R yields that Q has to be equal with Q(λ). 
Because H(·;λ) ∈W 2r ((p0, 0)), we can interpret by means of Sobolev’s embedding H(·;λ)
as being an element of X. We now are in the position of reformulating the problem (3.1) as
an abstract operator equation. Therefore, we introduce the nonlinear and nonlocal operator
F := (F1,F2) : (2ΓM ,∞)×X → Y := Y1 × Y2 by the relations
F1(λ, h˜) :=
(
h˜q
Hp + h˜p
)
q
−
(
Γ +
1 + h˜2q
2(Hp + h˜p)2
)
p
,
F2(λ, h˜) :=tr0 h˜+ (1− ∂2q )−1 tr0

(
1 + h˜2q + (2g(H + h˜)−Q)(Hp + h˜p)2
)
(1 + h˜2q)
3/2
2σ(Hp + h˜p)2
− h˜

for (λ, h˜) ∈ (2ΓM ,∞)×X, whereby H = H(·;λ) and Q = Q(λ) are defined in Lemma 3.2.
The operator F is well-defined and it depends real-analytically on its arguments, that is
F ∈ Cω((2ΓM ,∞)×X,Y ). (3.2)
With this notation, determining the weak solutions of the problem (2.7) reduces to deter-
mining the zeros (λ, h˜) of the equation
F(λ, h˜) = 0 in Y (3.3)
for which h˜+H(·;λ) satisfies (2.8). From the definition of F we know that the laminar flow
solutions of (2.7) correspond to the trivial solutions of F
F(λ, 0) = 0 for all λ ∈ (2ΓM ,∞). (3.4)
Actually, if (λ, h˜) is a solution of (3.3), the function h := h˜+H(·;λ) ∈ X is a weak solution
of (2.7) when Q = Q(λ), provided that h˜ is sufficiently small in C1(Ω). In order to use the
theorem on bifurcation from simple eigenvalues due to Crandall and Rabinowitz [12] in the
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setting of (3.3), we need to determine special values of λ for which the Fréchet derivative
∂
h˜
F(λ, 0) ∈ L(X,Y ), defined by
∂
h˜
F(λ, 0)[w] := lim
ε→0
F(λ, εw) −F(λ, 0)
ε
for w ∈ X,
is a Fredholm operator of index zero with a one-dimensional kernel. To this end, we compute
that ∂
h˜
F(λ, 0) =: (L, T ) with L ∈ L(X,Y1) and T ∈ L(X,Y2) being given by
Lw :=
(
wq
Hp
)
q
+
(
wp
H3p
)
p
,
Tw := tr0 w + (1− ∂2q )−1 tr0
(
gw − λ3/2wp
σ
− w
) for w ∈ X, (3.5)
and with H = H(·;λ) as in Lemma 3.2.
We now study the properties of the linear operator ∂
h˜
F(λ, 0), λ > 2ΓM . Recalling that
H ∈ C1+α([p0, 0]), we obtain together with [15, Theorem 8.34] the following result.
Lemma 3.3. The Fréchet derivative ∂
h˜
F(λ, 0) ∈ L(X,Y ) is a Fredholm operator of index
zero for each λ ∈ (2ΓM ,∞).
Proof. See the proof of Lemma 4.1 in [31]. 
In order to apply the previously mentioned bifurcation result, we need to determine
special values for λ such that the kernel of ∂
h˜
F(λ, 0) is a subspace of X of dimension one.
To this end, we observe that if 0 6= w ∈ X belongs to the kernel of ∂
h˜
F(λ, 0), the relation
Lw = 0 in Y1 implies that, for each k ∈ N, the Fourier coefficient
wk(p) := 〈w(·, p)| cos(kn·)〉L2 :=
∫ 2pi
0
w(q, p) cos(knq) dq for p ∈ [p0, 0]
belongs to C1+α([p0, 0]) and solves the equation(
w′k
H3p
)′
− (kn)
2wk
Hp
= 0 in D′((p0, 0)). (3.6)
Additionally, multiplying the relation Tw = 0 by cos(knq) we determine, in virtue of the
symmetry of the operator (1− ∂2q )−1, that is
〈f |(1− ∂2q )−1g〉L2 = 〈(1 − ∂2q )−1f |g〉L2 for all f, g ∈ L2(S),
a further relation
(g + σ(kn)2)wk(0) = λ
3/2w′k(0).
Finally, because of w ∈ X, we get wk(p0) = 0. Since W 1r ((p0, 0)) is an algebra for any
r ∈ (1,∞), cf. [1], it is easy to see that wk belongs to W 2r ((p0, 0)) and that it solves the
system 
(a3(λ)w′)′ − µa(λ)w = 0 in Lr((p0, 0)),
(g + σµ)w(0) = λ3/2w′(0),
w(p0) = 0,
(3.7)
when µ = (kn)2. For simplicity, we set a(λ) := a(λ; ·) := √λ− 2Γ ∈W 1r ((p0, 0)).
Our task is to determine special values for λ with the property that the system (3.7)
has nontrivial solutions, which form a one-dimensional subspace of W 2r ((p0, 0)), only for
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µ = n2. Therefore, given (λ, µ) ∈ (2ΓM ,∞)× [0,∞), we introduce the Sturm-Liouville type
operator Rλ,µ : W
2
r,0 → Lr((p0, 0))× R by
Rλ,µw :=
(
(a3(λ)w′)′ − µa(λ)w
(g + σµ)w(0) − λ3/2w′(0)
)
for w ∈W 2r,0,
whereby W 2r,0 := {w ∈ W 2r ((p0, 0)) : w(p0) = 0}. Additionally, for (λ, µ) as above, we
let vi ∈ W 2r ((p0, 0)), with vi := vi(·;λ, µ), denote the unique solutions of the initial value
problems {
(a3(λ)v′1)
′ − µa(λ)v1 = 0 in Lr((p0, 0)),
v1(p0) = 0, v
′
1(p0) = 1,
(3.8)
and {
(a3(λ)v′2)
′ − µa(λ)v2 = 0 in Lr((p0, 0)),
v2(0) = λ
3/2, v′2(0) = g + σµ.
(3.9)
Similarly as in the bounded vorticity case γ ∈ L∞((p0, 0)) considered in [31], we have the
following property.
Proposition 3.4. Given (λ, µ) ∈ (2ΓM ,∞)× [0,∞), Rλ,µ is a Fredholm operator of index
zero and its kernel is at most one-dimensional. Furthermore, the kernel of Rλ,µ is one-
dimensional exactly when the functions vi, i = 1, 2, given by (3.8) and (3.9), are linearly
dependent. In the latter case we have KerRλ,µ = span{v1}.
Proof. First of all, Rλ,µ can be decomposed as the sum Rλ,µ = RI +Rc, whereby
RIw :=
(
(a3(λ)w′)′ − µa(λ)w
−λ3/2w′(0)
)
and Rcw :=
(
0
(g + σµ)w(0)
)
for all w ∈W 2r,0. It is not difficult to see that Rc is a compact operator. Next, we show that
RI : W
2
r,0 → Lr((p0, 0)) × R is an isomorphism. Indeed, if w ∈ W 2r,0 solves the equation
RIw = (f,A), with (f,A) ∈ Lr((p0, 0)) × R, then, since W 2r ((p0, 0)) →֒ C1+α([p0, 0]), we
have ∫ 0
p0
(
a3(λ)w′ϕ′ + µa(λ)wϕ
)
dp = −Aϕ(0)−
∫ 0
p0
fϕdp (3.10)
for all ϕ ∈ H∗ := {w ∈ W 12 ((p0, 0)) : w(p0) = 0}. The right-hand side of (3.10) defines a
linear functional in L(H∗,R) and that the left-hand side corresponds to a bounded bilinear
and coercive functional in H∗ ×H∗. Therefore, the existence and uniqueness of a solution
w ∈ H∗ of (3.10) follows from the Lax-Milgram theorem, cf. [15, Theorem 5.8]. In fact, one
can easily see that w∗ ∈W 2r,0, so that RI is indeed an isomorphism.
That the kernel of Rλ,µ is at most one-dimensional can be seen from the observation that
if w1, w2 ∈W 2r ((p0, 0)) are solutions of (a3(λ)w′)′ − µa(λ)w = 0, then
a3(λ)(w1w
′
2 −w2w′1) = const. in [p0, 0]. (3.11)
Particularly, if w1, w2 ∈ W 2r,0, we obtain, in view of a(λ) > 0 in [p0, 0], that w1 and w2 are
linearly dependent. To finish the proof, we notice that if the functions v1 and v2, given
by (3.8) and (3.9), are linearly dependent, then they both belong to KerRλ,µ. Moreover, if
0 6= v ∈ KerRλ,µ, the relation (3.11) yields that v is collinear with both v1 and v2, argument
which completes our proof. 
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In view of the Proposition 3.4, we are left to determine (λ, µ) ∈ (2ΓM ,∞) × [0,∞) for
which the Wronskian
W (p;λ, µ) :=
∣∣∣∣ v1 v2v′1 v′2
∣∣∣∣
vanishes on the entire interval [p0, 0]. Recalling (3.11), we arrive at the problem of deter-
mining the zeros of the real-analytic ((3.8) and (3.9) can be seen as initial value problems
for first order ordinary differential equations) function W (0; ·, ·) : (2ΓM ,∞) × [0,∞) → R
defined by
W (0;λ, µ) := λ3/2v′1(0;λ, µ) − (g + σµ)v1(0;λ, µ). (3.12)
We emphasize that the methods used in [29, 31, 39, 40] in order to study the solutions
of W (0; ·, ·) = 0 cannot be used for general Lr−integrable vorticity functions. Indeed,
the approach chosen in the context of classical C2+α−solutions in [39, 40] is based on
regarding the Sturm-Liouville problem (3.7) as a non standard eigenvalue problem (the
boundary condition depends on the eigenvalue µ). For this, the author of [39, 40] introduces
a Pontryagin space with a indefinite inner product and uses abstract results pertaining to
this setting. In our context such considerations are possible only when restricting r ≥ 2. On
the other hand, the methods used in [29, 31] are based on direct estimates for the solution
of (3.8), but these estimates rely to a large extent on the boundedness of γ. Therefore, we
need to find a new approach when allowing for general Lr−integrable vorticity functions.
Our strategy is as follows: in a first step we find a constant λ0 ≥ 2ΓM such that the
function W (p;λ, ·) changes sign on (0,∞) for all λ > λ0, cf. Lemmas 3.5 and 3.7. For this,
the estimates established in Lemma 3.6 within the setting of ordinary differential equations
are crucial. In a second step, cf. Lemmas 3.8 and 3.9, we prove that W (p;λ, ·) changes sign
exactly once on (0,∞), the particular value whereW (p;λ, ·) vanishes being called µ(λ). The
properties of the mapping λ 7→ µ(λ) derived in Lemma 3.9 are the core of the analysis of
the kernel of ∂
h˜
F(λ, 0).
As a first result, we state the following lemma.
Lemma 3.5. There exists a unique minimal λ0 ≥ 2ΓM such that W (0;λ, 0) > 0 for all
λ > λ0.
Proof. First, we note that given (λ, µ) ∈ (2ΓM ,∞) × [0,∞), the function v1 satisfies the
following integral relation
v1(p) =
∫ p
p0
a3(λ; p0)
a3(λ; s)
ds+ µ
∫ p
p0
1
a3(λ; s)
∫ s
p0
a(λ; r)v1(r) dr ds for p ∈ [p0, 0]. (3.13)
Particularly, v1 is a strictly increasing function on [p0, 0]. Furthermore, since a(λ; 0) = λ
1/2,
we get
W (0;λ, 0) =a3(λ; p0)− g
∫ 0
p0
a3(λ; p0)
a3(λ; p)
dp = a3(λ; p0)
(
1− g
∫ 0
p0
1
a3(λ; p)
dp
)
→λ→∞ ∞.
This proves the claim. 
We note that if g = 0, then λ0 = 2ΓM . In the context of capillary-gravity water waves it
is possible to choose, in the case of a bounded vorticity function, λ0 > 2ΓM as being the
unique solution of the equationW (0;λ0, 0) = 0. In contrast, for certain unbounded vorticity
functions γ ∈ Lr((p0, 0)), with r ∈ (1,∞), the latter equation has no zeros in (2ΓM ,∞).
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Indeed, if we set γ(p) := δ(−p)−1/(kr) for p ∈ (p0, 0), where δ > 0 and k, r ∈ (1, 3) satisfy
kr < 3, then γ ∈ Lr((p0, 0)) and, for sufficiently large δ (or small p0), we have
inf
λ>2ΓM
W (0;λ, 0) > 0.
This property leads to restrictions on the wavelength of the water waves bifurcating from
the laminar flow solutions found in Lemma 3.2, cf. Proposition 3.10.
The estimates below will be used in Lemma 3.7 to bound the integral mean and the first
order moment of the solution v1 of (3.8) on intervals [p1(µ), 0] with p1(µ)ր 0 as µ→∞.
Lemma 3.6. Let p1 ∈ (p0, 0), A,B ∈ (0,∞), and (λ, µ) ∈ (2ΓM ,∞) × [0,∞) be fixed and
define the positive constants
C := min
p∈[p1,0]
a3(λ; p1)
a3(λ; p)
, C := max
p∈[p1,0]
a3(λ; p1)
a3(λ; p)
,
D := min
s,p∈[p1,0]
a(λ; s)
a3(λ; p)
, D := max
s,p∈[p1,0]
a(λ; s)
a3(λ; p)
.
(3.14)
Then, if v ∈W 2r ((p1, 0)) is the solution of{
(a3(λ)v′)′ − µa(λ)v = 0 in Lr((p1, 0)),
v(p1) = A, v
′(p1) = B,
(3.15)
we have the following estimates∫ 0
p1
v(p) dp≤ − Aµ
−1/2 sinh(p1
√
Dµ1/2)√
D
+
BCµ−1
(
cosh(p1
√
Dµ1/2)− 1
)
D
, (3.16)
∫ 0
p1
(−p)v(p) dp≥Aµ
−1
(
cosh(p1
√
Dµ1/2)− 1)
D
+
BCµ−1
(√
Dp1 − sinh(p1
√
Dµ1/2)µ−1/2
)
D3/2
.
(3.17)
Proof. It directly follows from (3.15) that
v′(p) =
a3(λ; p1)
a3(λ; p)
B + µ
∫ p
p1
a(λ; s)
a3(λ; p)
v(s) ds for all p ∈ [p1, 0], (3.18)
and therefore
v′(p) ≤ BC + µD
∫ p
p1
v(s) ds in p ∈ [p1, 0],
cf. (3.14). Letting now u : [p0, 0]→ R be the function defined by
u(p) :=
∫ p
p1
v(s) ds for p ∈ [p1, 0],
we find that u ∈W 3r ((p0, 0)) solves the following problem
u′′ − µDu ≤ BC in (p1, 0), u(p1) = 0, u′(p1) = A.
It is not difficult to see that u ≤ z on [p1, 0], where z denotes the solution of the initial value
problem
z′′ − µDz = BC in (p1, 0), z(p1) = 0, z′(p1) = A.
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The solution z of this problem can be determined explicitly
z(p) =
A sinh(
√
Dµ1/2(p− p1))√
Dµ
+
BC
(
cosh(
√
Dµ1/2(p− p1))− 1
)
Dµ
, p ∈ [p1, 0],
which gives, in virtue of u(0) ≤ z(0), the first estimate (3.16).
In order to prove the second estimate (3.17), we first note that integration by parts leads
us to ∫ 0
p1
(−p)v(p) dp =
∫ 0
p1
∫ p
p1
v(s) ds dp in [p1, 0],
so that it is natural to define the function u : [p0, 0]→ R by the relation
u(p) :=
∫ p
p1
∫ r
p1
v(s) ds dr for p ∈ [p1, 0].
Recalling (3.18), we find similarly as before that
v′(p) ≥ BC + µD
∫ p
p1
v(s) ds in p ∈ [p1, 0],
and integrating this inequality over (p1, p), with p ∈ (p1, 0), we get
v(p) ≥ A+BC(p− p1) + µD
∫ p
p1
∫ r
p1
v(s) ds dr in p ∈ [p1, 0].
Whence, u ∈W 4r ((p0, 0)) solves the problem
u′′ − µD u ≥ A+BC(p− p1) in (p1, 0), u(p1) = 0, u′(p1) = 0.
As the right-hand side of the above inequality is positive, we find that u ≥ z on [p1, 0],
where z stands now for the solution of the problem
z′′ − µD z = A+BC(p− p1) in (p1, 0), z(p1) = 0, z′(p1) = 0.
One can easily verify that z has the following expression
z(p) =
A
(
cosh(
√
Dµ1/2(p − p1))− 1
)
Dµ
+
BC
(
D−1/2 sinh(
√
Dµ1/2(p− p1))µ−1/2 − (p− p1)
)
Dµ
for p ∈ [p1, 0], and, since u(0) ≥ z(0), we obtain the desired estimate (3.17). 
The estimates (3.16) and (3.17) are the main tools when proving the following result.
Lemma 3.7. Given λ > 2ΓM , we have that
lim
µ→∞
W (0;λ, µ) = −∞. (3.19)
Proof. Recalling the relations (3.12) and (3.13), we write W (0;λ, µ) = T1 + µT2, whereby
we defined
T1 := a
3(λ; p0)
(
1− (g + σµ)
∫ 0
p0
1
a3(λ; p)
dp
)
,
T2 :=
∫ 0
p0
a(λ; p)v1(p) dp − (g + σµ)
∫ 0
p0
1
a3(λ; s)
∫ s
p0
a(λ; r)v1(r) dr ds.
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Because a(λ) is a continuous and positive function that does on depend on µ, it is easy to
see that T1 → −∞ as µ→∞. In the remainder of this proof we show that
lim
µ→∞
T2 = −∞. (3.20)
In fact, since a(λ) is bounded from below and from above in (0,∞), we see, by using
integration by parts, that (3.20) holds provided that there exists a constant β ∈ (0, 1) such
that
lim
µ→∞
(∫ 0
p0
v1(p) dp − µβ
∫ 0
p0
(−p)v1(p) dp
)
= −∞. (3.21)
We now fix β ∈ (1/2, 1) and prove that (3.21) is satisfied if we make this choice for β.
Therefore, we first choose γ ∈ (1/2, β) with
2β − 1
2γ − 1 = 4. (3.22)
Because for sufficiently large µ we have∫ −µ−γ
p0
v1(p) dp − µβ
∫ −µ−γ
p0
(−p)v1(p) dp ≤
∫ −µ−γ
p0
v1(p) dp − µβ
∫ −µ−γ
p0
µ−γv1(p) dp
=(1− µβ−γ)
∫ −µ−γ
p0
v1(p) dp→µ→∞ −∞,
we are left to show that
lim sup
µ→∞
(∫ 0
−µ−γ
v1(p) dp − µβ
∫ 0
−µ−γ
(−p)v1(p) dp
)
<∞. (3.23)
The difficulty of showing (3.21) is mainly caused by the fact that the function v1 grows very
fast with µ. However, because the volume of the interval of integration in (3.23) decreases
also very fast when µ → ∞, the estimates derived in Lemma 3.6 are accurate enough to
establish (3.23). To be precise, for all µ > (−1/p0)1/γ , we set p1 := −µ−γ , A := v1(p1),
B := v′1(p1), and obtain that the solution v1 of (3.15) satisfies∫ 0
−µ−γ
v1(p) dp − µβ
∫ 0
−µ−γ
(−p)v1(p) dp ≤ A sinh(
√
Dµ1/2−γ)
Dµ1/2
E1 +
BC
Dµ
E2, (3.24)
whereby A,B,C,C,D,D are functions of µ now, cf. (3.14), and
E1 :=
D√
D
− µβ−1/2 cosh(
√
Dµ1/2−γ)− 1
sinh(
√
Dµ1/2−γ)
,
E2 :=
CD
CD
(
cosh(
√
Dµ1/2−γ)− 1
)
− µβ−γ
(
sinh(
√
Dµ1/2−γ)√
Dµ1/2−γ
− 1
)
.
Recalling that γ > 1/2 and that A,B, C,C,D,D are all positive, it suffices to show that E1
and E2 are negative when µ is large. In order to prove this property, we infer from (3.14)
that, as µ→∞, we have
D → λ−1, D → λ−1, C → 1, C → 1.
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Moreover, using the substitution t :=
√
Dµ1/2−γ and l’Hospital’s rule, we find
lim
µ→∞
E1 =1− lim
µ→∞
µβ−1/2
cosh(
√
Dµ1/2−γ)− 1
sinh(
√
Dµ1/2−γ)
sinh(
√
Dµ1/2−γ)
sinh(
√
Dµ1/2−γ)
=1− lim
µ→∞
µβ−1/2
cosh(
√
Dµ1/2−γ)− 1
sinh(
√
Dµ1/2−γ)
= 1− 1
λ2
lim
tց0
cosh(t)− 1
t4 sinh(t)
= −∞,
cf. (3.22), and by similar arguments
lim
µ→∞
E2 =− lim
µ→∞
µβ−γ
(
sinh(
√
Dµ1/2−γ)√
Dµ1/2−γ
− 1
)
= − 1
λ3/2
lim
tց0
sinh(t)− t
t4
= −∞.
Hence, the right-hand side of (3.24) is negative when µ is sufficiently large, fact which proves
the desired inequality (3.23). 
Combining the Lemmas 3.5 and 3.7, we see that the equation W (0; ·, ·) = 0 has at least
a solution for each λ > λ0. Concerning the sign of the first order derivatives Wλ(0; ·, ·) and
Wµ(0; ·, ·) at the zeros of W (0; ·, ·), which will be used below to show that W (0; ·, ·) has a
unique zero for each λ > λ0, the results established for a Hölder continuous [39, 40] or for
a bounded vorticity function [29, 31] extend also to the case of a Lr-integrable vorticity
function, without making any restriction on r ∈ (1,∞).
Lemma 3.8. Assume that (λ, µ) ∈ (λ0,∞)× (0,∞) satisfies W (0;λ, µ) = 0. Then, we have
Wλ(0;λ, µ) > 0 and Wµ(0;λ, µ) < 0. (3.25)
Proof. The Proposition 3.4 and the discussion following it show that KerRλ,µ = span{v1},
whereby v1 := v1(·;λ, µ). To prove the first claim, we note that the algebra property of
W 1r ((p0, 0)) yields that the partial derivative v1,λ := ∂λv1(·, λ, µ) belongs to W 2r ((p0, 0)) and
solves the problem{
(a3(λ)v′1,λ)
′ − µa(λ)v1,λ = −(3a2(λ)aλ(λ)v′1)′ + µaλ(λ)v1 in Lr((p0, 0)),
v1,λ(p0) = v
′
1,λ(p0) = 0,
(3.26)
where aλ(λ) = 1/(2a(λ)). Because of the embedding W
2
r ((p0, 0)) →֒ C1+α([p0, 0]), we find,
by multiplying the differential equation satisfied by v1, cf. (3.8), with v1,λ and the first
equation of (3.26) with v1, and after subtracting the resulting relations the first claim of
(3.25)
Wλ(0;λ, µ) = λ
3/2
v′1,λ(0) +
3
2
λ
1/2
v′1(0) − (g + σµ)v1,λ(0)
=
1
v1(0)
(∫ 0
p0
3a(λ)
2
v′21 +
µ
2a(λ)
v21 dp
)
> 0.
For the second claim, we find as above that v1,µ := ∂µv1(·, λ, µ) ∈ W 2r ((p0, 0)) is the
unique solution of the problem{
(a3(λ)v′1,µ)
′ − µa(λ)v1,µ = a(λ)v1 in Lr((p0, 0)),
v1,µ(p0) = v
′
1,µ(p0) = 0.
(3.27)
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Also, if we multiply the differential equation satisfied by v1 with v1,µ and the first equation
of (3.27) with v1, we get after building the difference of these relations∫ 0
p0
a(λ)v21 dp = λ
3/2
v′1,µ(0)v1(0) − λ
3/2
v′1(0)v1,µ(0) = v1(0)
(
λ
3/2
v′1,µ(0)− (g + σµ)v1,µ(0)
)
,
the last equality being a consequence of the fact that v1 and v2 := v2(·;λ, µ) are collinear
for this choice of the parameters. Therefore, we have
Wµ(0;λ, µ) = λ
3/2
v′1,µ(0)− σv1(0)− (g + σµ)v1,µ(0) =
1
v1(0)
(∫ 0
p0
a(λ)v21 dp− σv21(0)
)
.
(3.28)
In order to determine the sign of the latter expression, we multiply the first equation of
(3.8) by v1 and get, by using once more the collinearity of v1 and v2, that∫ 0
p0
a(λ)v21 dp− σv21(0) =
1
µ
(
gv21(0) −
∫ 0
p0
a3(λ)v′21 dp
)
.
If g = 0, the latter expression is negative and we are done. On the other hand, if we
consider gravity effects, because of µ > 0, it is easy to see that a3/2(λ)v′1 and a
−3/2(λ)
are linearly independent functions, fact which ensures together with Lemma 3.5 and with
Hölder’s inequality that
gv21(0) = g
(∫ 0
p0
a3/2(λ)v′1
1
a3/2(λ)
dp
)2
< g
(∫ 0
p0
a3(λ)v′21 dp
)(∫ 0
p0
1
a3(λ)
dp
)
≤
∫ 0
p0
a3(λ)v′21 dp,
and the desired claim follows from (3.28). 
We conclude with the following result.
Lemma 3.9. Given λ > λ0, there exists a unique zero µ = µ(λ) ∈ (0,∞) of the equation
W (0;λ, µ(λ)) = 0. The function
µ : (λ0,∞)→ ( inf
(λ0,∞)
µ(λ),∞), λ 7→ µ(λ)
is strictly increasing, real-analytic, and bijective.
Proof. Given λ > λ0, it follows from the Lemmas 3.5 and 3.7 that there exists a constant
µ(λ) > 0 such that W (0;λ, µ(λ)) = 0. The uniqueness of this constant, and the real-
analyticity and the monotonicity of λ 7→ µ(λ) follow readily from Lemma 3.8 and the
implicit function theorem. To complete the proof, let us assume that we found a sequence
λn →∞ such that (µ(λn))n is bounded. Denoting by v1n the (strictly increasing) solution
of (3.8) when (λ, µ) = (λn, µ(λn)), we infer from (3.13) that there exists a constant C > 0
such that
v1n(p) ≤ C
(
1 +
∫ p
p0
v1n(s) ds
)
for all n ≥ 1 and p ∈ [p0, 0].
Gronwall’s inequality yields that the sequence (v1n)n is bounded in C([p0, 0]) and, together
with (3.13), we find that
0 = W (0;λn, µ(λn)) ≥ a3(λn; p0)− (g + σµ(λn))v1n(0) →
n→∞
∞.
This is a contradiction, and the proof is complete. 
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We choose now the integer N from Theorem 2.3, to be the smallest positive integer which
satisfies
N2 > inf
(λ0,∞)
µ(λ). (3.29)
Invoking Lemma 3.9, we find a sequence (λn)n≥N ⊂ (λ0,∞) having the properties that
λn ր∞ and
µ(λn) = n
2 for all n ≥ N. (3.30)
We conclude the previous analysis with the following result.
Proposition 3.10. Let N ∈ N be defined by (3.29). Then, for each n ≥ N , the Fréchet
derivative ∂
h˜
F(λn, 0) ∈ L(X,Y ), with λn defined by (3.30), is a Fredholm operator of index
zero with a one-dimensional kernel Ker ∂
h˜
F(λn, 0) = span{wn}, whereby wn ∈ X is the
function wn(q, p) := v1(p;λn, n
2) cos(nq) for all (q, p) ∈ Ω.
Proof. The result is a consequence of the Lemmas 3.3 and 3.9, and of Proposition 3.4. 
In order to apply the theorem on bifurcations from simple eigenvalues to the equation
(3.3), we still have to verify the transversality condition
∂
λh˜
F(λn, 0)[wn] /∈ Im ∂h˜F(λn, 0) (3.31)
for n ≥ N.
Lemma 3.11. The transversality condition (3.31) is satisfied for all n ≥ N .
Proof. The proof is similar to that of the Lemmas 4.4 and 4.5 in [31], and therefore we omit
it. 
We come to the proof of our main existence result.
Proof of Theorem 2.3. Let N be defined by (3.29), and let (λn)n≥N ⊂ (λ0,∞) be the se-
quence defined by (3.30). Invoking the relations (3.2), (3.4), the Proposition 3.10, and the
Lemma 3.11, we see that all the assumptions of the theorem on bifurcations from simple
eigenvalues of Crandall and Rabinowitz [12] are satisfied for the equation (3.3) at each of
the points λ = λn, n ≥ N. Therefore, for each n ≥ N , there exists εn > 0 and a real-analytic
curve
(λ˜n, h˜n) : (λn − εn, λn + εn)→ (2ΓM ,∞)×X,
consisting only of solutions of the problem (3.3). Moreover, as s→ 0, we have that
λ˜n(s) = λn +O(s) in R, h˜n(s) = swn +O(s
2) in X, (3.32)
whereby wn ∈ X is the function defined in Proposition 3.10. Furthermore, in a neighborhood
of (λn, 0), the solutions of (3.3) are either laminar or are located on the local curve (λ˜n, h˜n).
The constants εn are chosen sufficiently small to guarantee that H(·; λ˜n(s))+ h˜n(s) satisfies
(2.8) for all |s| < εn and all n ≥ N. For each integer n ≥ N, the curve Cn mentioned in
Theorem 2.3 is parametrized by [s 7→ H(·; λ˜n(s)) + h˜n(s)] ∈ Cω((−εn, εn),X).
We pick now a function h on one of the local curves Cn. In order to show that this
weak solution of (3.1) belongs to W 2r (Ω), we first infer from Theorem 5.1 in [31] that
the distributional derivatives ∂mq h also belong to C
1+α(Ω) for all m ≥ 1. Using the same
arguments as in the last part of the proof of Theorem 2.1, we find that h ∈ C1+α(Ω)∩W 2r (Ω)
satisfies the first equation of (2.7) in Lr(Ω). Because (1 − ∂2q )−1 ∈ L(Cα(S), C2+α(S)),
the equation (3.1a) yields that tr0 h ∈ C2+α(S), and therefore h is a strong solution of
(2.7). Moreover, by [31, Corollary 5.2], result which shows that the regularity properties
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of the streamlines of classical solutions [17, 18] persist even for weak solutions with merely
integrable vorticity, [q 7→ h(q, p)] is a real-analytic map for any p ∈ [p0, 0]. Finally, because
of (3.32), it is not difficult to see that any solution h = H(·; λ˜n(s))+ h˜n(s) ∈ Cn, with s 6= 0
sufficiently small, corresponds to waves that possess a single crest per period and which are
symmetric with respect to the crest (and trough) line. 
As noted in the discussion following Lemma 3.5, when r ∈ (1, 3), there are examples of
vorticity functions γ ∈ Lr((p0, 0)) for which the mapping λ 7→ µ(λ) defined in Lemma 3.9
is bounded away from zero on (λ0,∞). This property imposes restrictions (through the
positive integer N) on the wave length of the water waves solutions bifurcating from the
laminar flows, cf. Theorem 2.3.
The lemma below gives, in the context of capillary-gravity waves, sufficient conditions
which ensure that µ : (λ0,∞) → (0,∞) is a bijective mapping, which corresponds to the
choice N = 1 in Theorem 2.3, situation when no restrictions are needed. On the other
hand, when considering pure capillary waves and if µ : (λ0,∞) → (0,∞) is a bijective
mapping, then necessarily ΓM = Γ(p0), and the problems (3.8) and (3.9) become singular
as λ→ λ0 = 2ΓM . Therefore, finding sufficient conditions in this setting appears to be much
more involved.
Lemma 3.12. Let r ≥ 3, γ ∈ Lr((p0, 0)) and assume that g > 0. Then, λ0 > 2ΓM and the
integer N in Theorem 2.3 satisfies N = 1, provided that∫ 0
p0
a(λ0)
(∫ p
p0
1
a3(λ0; s)
ds
)2
dp <
σ
g2
. (3.33)
Proof. Let us assume that Γ(p1) = ΓM for some p1 ∈ [p0, 0) (the case when p1 = 0 is
similar). Then, if δ < 1 is such that p1 + δ < 0, we have
lim
λց2ΓM
∫ 0
p0
dp
a3(λ; p)
= lim
εց0
∫ 0
p0
dp√
ε+ 2(Γ(p1)− Γ(p))3
≥ c lim
εց0
∫ p1+δ
p1
dp
ε3/2 +
∣∣∣∫ pp1 γ(s) ds∣∣∣3/2
≥ c lim
εց0
∫ p1+δ
p1
dp
ε3/2 + ‖γ‖3/2Lr |p− p1|3α/2
≥ c lim
εց0
∫ p1+δ
p1
dp
ε+ p− p1 =∞
with α = (r − 1)/r and with c denoting positive constants that are independent of ε. We
have used the relation 3α/2 ≥ 1 for r ≥ 3. In view of Lemma 3.5, we find that λ0 > 2ΓM is
the unique zero ofW (0; ·, 0). Recalling now (3.28) and the relation (3.13), one can easily see,
because of W (0;λ0, 0) = 0, that the condition (3.33) yields Wµ(0;λ0, 0) < 0. Since Lemma
3.9 implies W (0;λ0, inf(λ0,∞) µ) = 0, the relation Wµ(0;λ0, 0) < 0 together with Lemma 3.8
guarantee that inf(λ0,∞) µ = 0. This proves the claim. 
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