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Abstract 
This paper presents a maintenance optimisation method for a multi-state series-
parallel system considering economic dependence and state-dependent inspection 
intervals. The objective function considered in the paper is the average revenue per 
unit time calculated based on the semi-regenerative theory and the universal 
generating function (UGF). A new algorithm using the stochastic ordering is also 
developed in this paper to reduce the search space of maintenance strategies and to 
enhance the efficiency of optimisation algorithms. A numerical simulation is 
presented in the study to evaluate the efficiency of the proposed maintenance strategy 
and optimisation algorithms. The simulation result reveals that maintenance strategies 
with opportunistic maintenance and state-dependent inspection intervals are more 
cost-effective when the influence of economic dependence and inspection cost is 
significant. The study further demonstrates that the optimisation algorithm proposed 
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in this paper has higher computational efficiency than the commonly employed 
heuristic algorithms. 
 
Keywords: Series-parallel systems; Economic dependence; State-dependent 
inspection intervals; Ant colony optimisation; Universal generating function 
 
1 Introduction	
Series-parallel systems are an important class of multi-unit systems in the area of 
reliability and maintenance engineering. A series-parallel system is typically made up 
of a number of subsystems connected in series in which each subsystem can 
encompass several parallel components. Figure 1 presents a graphic illustration of a 
generalized series-parallel system. Many practical engineering systems can be 
regarded as series-parallel systems. For instance, a water supply system contains 
many pump stations which are inter-connected in series by pipe lines. Each pump 
station can have several pumps connected in parallel. 
 
Maintenance optimisation of a series-parallel system is a research topic of practical 
significance and has attracted numerous research interests. Most existing works [1-6] 
on maintenance optimisation of series-parallel systems assumed that components in a 
system are of binary-state. Other research works [7-9] have extended the optimisation 
of series-parallel systems to multi-state components where the components were 
considered to be monitored continuously and maintained independently. Nevertheless, 
various dependences exist among components of practical systems where continuous 
monitoring of a system is not always feasible. The limitation of the existing works 
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thus motivates the study presented in this paper to develop an alternative algorithm 
for optimisation of series-parallel systems with multi-state components and having an 
intermittent condition monitoring program in place. 
 
Maintenance optimisation of a series-parallel system relies on two types of 
dependences. The first type of dependence is the dependence among components 
which includes economic dependence, stochastic dependence and structural 
dependence [10]. Economic dependence means that grouping maintenance has a 
lower or higher cost than the sum of individual maintenance costs. Stochastic 
dependence implies that the degradation process of different components has a direct 
impact on each other, while structural dependence indicates that a group of 
components are connected to each other and should be replaced together. The second 
type of dependence is the performance dependence among different subsystems [8]. 
In a series-parallel system, the subsystems are connected in series. Therefore, the 
production rate of the system depends on all subsystems in the system. A subsystem 
with a poor operation condition can bring down the production rate of the whole 
system. Due to the dependency among subsystems and components, optimisation 
strategies for series-parallel systems are more complex than those of single-unit 
systems [11, 12], series systems, and parallel systems [13, 14]. 
 
Various maintenance optimisation approaches have been developed for series-parallel 
systems assuming that components in a system have only two states, i.e. functioning 
and failure states [1-6]. Such binary state assumption simplifies the system 
degradation process as well as the structure of maintenance strategies. Nevertheless, 
the degradation process of components in a system is usually a progressive process 
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which should be modelled in more detailed steps. Condition-based maintenance 
(CBM) strategies capable of modelling a series-parallel system with multi-state 
degradation components are thus required for a better outcome. 
 
A maintenance strategy of a system with multi-state components is much more 
complex than a system with binary state components. An accurate model of the 
degradation process of a system with multi-state components remains a challenge task 
for reliability/maintenance engineers and researchers, even though maintenance 
optimisation of series-parallel systems with multi-state components were investigated 
previously (see Refs. [7-9]). Monte Carlo simulation is one of the approaches 
currently adopted in the literature. Marseguerra et al. [7] developed a maintenance 
strategy for a series-parallel system using Monte Carlo approach. The dynamics of a 
stress-dependent degradation process and the limitation of maintenance technicians 
were considered in their model. An inherent advantage of Monte Carlo approach is its 
flexibility. Degradation process of a complex system with various practical restraints 
that cannot be solved by analytical approaches can be determined by Monte Carlo 
method. However, when dealing with maintenance strategies of large search spaces, 
applications of Monte Carlo approach are no longer practical. Analytical methods are 
thus sought as an alternative. Liu and Huang [8] presented an analytical model for the 
maintenance strategy of a series-parallel system with multi-state components under 
continuous monitoring. They found that the performance dependency has a clear 
influence on the maintenance optimisation result. A more recent work by Liu and 
Huang [9] further considered the imperfect maintenance using a quasi-renewal 
process.  
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The above-mentioned works only partially addressed the maintenance strategy 
optimisation problem of multi-state series-parallel systems. A number of challenges 
still remain unanswered. For example, the economic dependence, stochastic 
dependence and structure dependence among components were not considered in the 
existing literature [7-9]. These existing works also assumed that components are 
monitored continuously. However, continuous monitoring of a system is not always 
practicable either due to economical or technical constraints for many engineering 
systems. For instance, a continuous monitoring program of a remote pump station is 
often considered to be impractical due to problems relating to wireless data 
transmission and the practical challenge to manually collect the data in a continuous 
manner. Furthermore, it would be extremely costly to have an online monitoring 
system in place for every machinery component of a large complex engineering 
system (e.g., a water supply system). For such systems, data are usually collected 
intermittently and analysed by experienced condition monitoring engineers [15, 16]. 
Therefore, inspection intervals should be optimised in an optimisation strategic when 
the inspection cost is not negligible. 
 
This paper presents a new maintenance optimisation approach for a series-parallel 
system with multi-state components and considering the economic dependence among 
components. Subsystems in the series-parallel system are assumed to be inspected at 
discrete time intervals determined by the state of the components. The optimisation 
approach is to maximise the expected revenue per unit time which is defined as the 
difference between the average production revenue and the maintenance cost per unit 
time. The average production revenue is calculated by combining the production rate 
of different components using the universal generating function (UGF) based on 
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steady state probability vectors of the components. The steady state probability of 
components is derived in this study by making use of the semi-regenerative property 
of the subsystem degradation process [13] due to the irregular inspection intervals 
used in the model. The average steady state probability vector used in the calculation 
of the production revenue can be obtained once the steady state probabilities of 
components at semi-regeneration points are known. The steady state probabilities of 
components at semi-regeneration points are also utilized to calculate the average 
maintenance cost per unit time. The optimum strategy can then be identified by 
optimisation algorithms once the average revenue under a given maintenance strategy 
is determined. 
 
A critical issue concerning maintenance optimisation of a multi-state series-parallel 
system is the computational efficiency of the algorithm. Multiple thresholds need to 
be defined on the degradation state of a component since both opportunistic 
maintenance and state-dependent inspection intervals are considered in the study. The 
adoption of multiple thresholds largely increases the search space of maintenance 
strategies and affects the computation efficiency of the optimisation algorithm 
developed in this paper. To address this issue, a new algorithm based on the stochastic 
ordering theory is proposed to reduce the search space of maintenance optimisation. 
The new maintenance optimisation method can identify the optimum strategy 
efficiently using the method of exhaustive enumeration for systems encompassing 
small to moderate number of components.  
 
The rest of this paper is organised as follows: Section 2 elaborates the assumptions 
and formulation of the maintenance optimisation problem considered in this study. 
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Based on the assumptions, the expected revenue per unit time under a certain 
maintenance strategy is calculated in Section 3. Section 4 presents two algorithms to 
identify the optimum maintenance strategy by making use of the average revenue 
derived in Section 3. A simulation study is carried out in Section 5 to evaluate the 
efficiency of the proposed maintenance strategy and optimisation algorithms. 
 
Nomenclature 
UGF: Universal generating function 
CBM: Condition-based maintenance 
ACO: Ant colony optimisation 
N : Number of subsystems in the series-parallel system 
PRON : Number of possible production rate levels of the series-parallel system 
nPRON , : Number of possible production rate levels of Subsystem n 
nINSN , : Number of thresholds for inspections of Subsystem n 
nM : Number of components in Subsystem n 
nS : Number of states of Subsystem n 
nK : Number of states of components in Subsystem n 
nP : Transition matrix of components in Subsystem n 
SR
nP : Transition matrix of Subsystem n at semi-regeneration points 
 tX n : State of Subsystem n at time t 
 tX ln, : State of Component l in Subsystem n at time t 
 i
lnx , : State of Component l in Subsystem n when Subsystem n is at state i  
SR: The set of semi-regeneration time points 
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SR
nπ : Steady-state probability vector of Subsystem n at semi-regeneration points 
nπ : Average steady-state probability vector of Subsystem n 
θ : The parameter vector of the maintenance strategy for the series parallel system 
nθ : The parameter vector of the maintenance strategy for Subsystem n 
ndINSL ,, : The d
th threshold of inspections of components in Subsystem n 
nPML , : Preventive maintenance thresholds of components in Subsystem n 
nOML , : Opportunistic maintenance thresholds of components in Subsystem n 
 nθ,, inINS : The duration of waiting time till the next inspection of Subsystem n at 
state i under maintenance strategy nθ  
 nθ,iMAn : States of Subsystem n after possible maintenance actions according to 
strategy nθ  given that the original state of Subsystem n is i 
in
E : The expected number of time units that Subsystem n spends at state i in a semi-
regenerative cycle 
nTSR
E , : The expected length of semi-regenerative cycle of Subsystem n 
nSTC
E
,
: The expected cost incurred by the set-up of Subsystem n per semi-regenerative 
cycle 
nPMC
E
,
: The expected cost incurred by preventive maintenance in Subsystem n per 
semi-regenerative cycle 
nCMC
E
,
: The expected cost incurred by corrective maintenance in Subsystem n per 
semi-regenerative cycle 
ac : Reward per production rate of the series-parallel system  
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 wn : The production rate of a component in Subsystem n when the component is at 
state w 
C : The average revenue of the series-parallel system per unit time  
PC : The average production revenue of the series-parallel system per unit time  
nMC , : The average maintenance cost of Subsystem n per unit time 
nPMC , : The cost of preventive maintenance of a component in Subsystem n 
nCMC , : The cost of corrective maintenance of a component in Subsystem n 
nSTC , : The setup cost for maintenance of Subsystem n 
nINSC , : The inspection cost of Subsystem n 
 zUS : The UGF representing the production rate distribution of the series-parallel 
system 
 zun : The UGF representing the production rate distribution of Subsystem n 
vg : The v
th production rate level of the system 
vp : The probability that the system production rate is at level v 
vng , : Level v of the production rate of Subsystem n  
vnp , : The probability that the production rate of Subsystem n is vng ,  
 
The designations of the subscripts used in the terminologies described in the 
Nomenclature and in the subsequent text are also defined as follows: 
n: The index of a subsystem 
l: The index of a component 
i: The index of the state of a subsystem 
w: The index of the state of a component 
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v: The index of production rate levels 
d: The index of inspection interval 
 
2 Formulation and Assumptions 
2.1 Problem Formulation  
The maintenance strategy of a series-parallel system composing N subsystems is 
considered in this research. The N subsystems are considered to be connected in 
series. Each subsystem contains several identical parallel components. The number of 
components in Subsystem n is assumed to be nM . The components in the system are 
assumed to deteriorate over time, and their degradation processes follow the discrete 
time Markov chain. The number of states of a component in Subsystem n is nK , and 
the state transition matrix of the component is nn KKR nP . The state of Component l 
in Subsystem n at time t is denoted as  tX ln, , where l=1,2,…, nM . For example, 
  1, tX ln  implies that Component l of Subsystem n is in the brand new state at time 
t, while   nln KtX ,  indicates that the component has failed at time t. It is further 
assumed that the failure of a component in a subsystem can only be detected when the 
subsystem is under inspection. Component l of Subsystem n has a production 
rate  wn  when   wtX ln , . The production rate of a failed component is assumed to 
be zero, i.e.,   0nn K . The production rate of a subsystem is the sum of the 
production rates of its components, and the production rate of the entire system equals 
to the minimum production rate among all the subsystems. The reward for unit 
production rate of the system is assumed to be ac . 
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The system is assumed to have an existing CBM program in place to enhance the 
production rate. The states of components in a subsystem are determined by 
inspections, and the inspection cost of Subsystem n is nINSC , . A corrective or 
preventive maintenance could be implemented according to the inspection result. For 
a component in Subsystem n, the costs of preventive and corrective maintenances are 
nPMC ,  and nCMC , , respectively. It is further assumed that a corrective maintenance is 
more expensive than a preventive maintenance, i.e. nPMnCM CC ,,  . A component will 
be back to the as-good-as-new state after either preventive or a corrective 
maintenance is implemented. A preventive or a corrective maintenance activity of a 
component in Subsystem n will cause a setup cost nSTC , , and a combined maintenance 
activity (i.e., preventive and corrective maintenance) will incur the setup cost only 
once. Therefore, the economic dependence among components in the same subsystem 
needs to be included in the model. The durations of the maintenance activities are 
assumed to be negligible. The expected revenue per unit time of the series-parallel 
system is given by  



N
n
nMP CCC
1
, ,   (1) 
where PC  is the expected production revenue of the system per unit time and nMC ,  is 
the expected maintenance cost of Subsystem n per unit time. Equation (1) is used as 
the objective function of the maintenance strategy optimisation in this research. 
 
Motivated by the work of Castanier et al. [13], multiple thresholds and opportunistic 
maintenance with state-dependent inspection intervals are considered for each 
subsystem in this research. The preventive maintenance of components in Subsystem 
12 
 
n is implemented based on the preventive maintenance threshold nPML ,  and the 
opportunistic maintenance threshold nOML , . When  inMinPM XL n ,,,1, max , the 
preventive maintenance is implemented for all the components in the subsystem 
whose states are above nOML , . Multiple thresholds ( ndINSL ,, , nINSNd ,,,2,1   ) 
corresponding to different inspection intervals are adopted to avoid unnecessary 
inspections. nINSN ,  is the number of inspection thresholds for components in 
Subsystem n, and the maximum inspection interval is nINSN , +1 time units. When 
  ndINSinMindINS LXL n ,1,,,,1,, max    , Subsystem n will be inspected at d time units later. 
Therefore, the proposed maintenance strategy can be described by a vector  
  121 ,    NNTTTT
N
n
nINS
RN21 θθθθ  ,   (2) 
where the sub-vector 
 TnNINSnINSnINSnOMnPM nINSLLLLL ,,,2,,1,,, ,nθ    (3) 
in Equation (2) denotes the maintenance strategy of Subsystem n. The thresholds in 
nθ  have the following relationships:  
1,,,2,,1,,, ,  nNINSnINSnINSnOMnPMn nINSLLLLLK  .   (4) 
 
This multi-threshold strategy includes several typical maintenance strategy structures. 
For example, when nOMnPMn LLK ,,  , a component in Subsystem n would not be 
maintained before the component fails. When the set-up cost of Subsystem n is not 
significant, an opportunistic replacement would not be implemented and 
nOMnPM LL ,,  . For the situation where the inspection cost of Subsystem n is low, 
inspections would be conducted every other time unit and 
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1,,,2,,1,  nNINSnINSnINS INSLLL  . Consequently, cost-effective strategies can be 
derived adaptively for different systems and maintenance cost structures by simply 
adjusting the values of the thresholds. 
 
The degradation process of components is considered to be discrete in time in this 
study. The disadvantage of discrete time degradation models is that the failure and 
maintenance activities can only happen in discrete time points, which implies that the 
failure time and the maintenance schedule might not be at the precise time instant of a 
real system. However, because the inspection intervals are considered to be irregular 
and the maintenance activities are not required to be implemented at each time point, 
the discrepancy caused by the discrete time modelling could be minimised by 
increasing the time resolution in the discretisation. 
 
2.2 Assumptions  
Several important assumptions are made in this work, which are summarised below: 
 Components in a subsystem are identical. In many practical systems, the same 
components are adopted to facilitate the training of maintenance technicians 
and to reduce the sparing part cost. 
 The durations of inspections and maintenance activities are negligible 
comparing to the sojourn time of components at each state. 
 After the maintenance (i.e., preventive maintenance, corrective maintenance, 
or opportunistic maintenance), a component is back to the as-good-as-new 
state. Therefore, only perfect maintenance activities are considered in this 
work. 
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 The economic dependence among components in different subsystems is not 
considered. Different subsystems are maintained independently. The 
assumption is consistent with many practical applications where subsystems 
are located in different place and maintained by different staffs. 
 The failure of a component can only be detected during an inspection. Thus, it 
is also termed as “silent failures” in maintenance literature [17]. 
 
3 Average Revenue Calculation 
According to Equation (1), the average revenue  θC  is calculated based on the 
evaluation of the average production revenue  θPC  and the average maintenance cost 
 nθnMC ,  nMn ,,2,1  . Due to the economic dependence and the irregular 
inspection intervals considered in this work, the degradation process of components 
does not follow a Markov property. Consequently,  θPC  and  nθnMC ,  cannot be 
derived directly by using the property of the Markov process. Instead, this research 
makes use of the semi-regenerative property of the subsystem degradation process to 
evaluate the two quantities,  θPC  and  nθnMC , . In doing so, the steady state 
probability vectors of a subsystem at its semi-regeneration points are calculated first 
in Section 3.1. Based on the result of Section 3.1, the average maintenance cost and 
the average production revenue can then be derived which are presented in Section 
3.2 and Section 3.3 respectively. For simplicity and a better readability, the 
maintenance strategy variable θ  is suppressed in the intermediate derivation steps in 
the following text.  
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3.1 Steady state subsystem state probability vectors at semi-
regeneration points 
Markov process was used to model the degradation process of different components 
independently to simplify the derivation of maintenance cost and system performance 
of a complex system [8, 9]. Nevertheless, components of the system considered in this 
study do not possess the Markov property due to the economical dependence and 
opportunistic maintenance among the components. This implies that the next 
degradation state of a component also depends on the current state of the other 
components in the same subsystem. Therefore, the state of the entire subsystem will 
be modelled in the study instead of considering the state of each component 
independently. 
 
The state of Subsystem n at time t,  tX n , Nn ,,2,1   can have   nMnK  different 
values when the permutation of different component states is considered. Fortunately, 
based on the assumption that components of a subsystem are identical,  tX n , the 
state of Subsystem n can be represented by a sorted component heath state vector 
      tXtXtX
nMnnn ,2,1,
 , where    tXtX lnln 1,,  . The dimension of the state space 
of  tX n  can thus be reduced from   nMnK  to   
  

 n n
M
nM
n
K
i
i
i
i
i
Mn iS
1 1 11
1
2
1
 . The difference 
between   nMnK  and nS  increases rapidly with the increase of nK  and nM  as shown 
in Table 1. For a better illustration of the algorithms, the sorted component state 
vector of Subsystem n when   itX n   ( nSi ,,1 ) is denoted as       i Mninin nxxx ,2,1,   in 
the following, where    i lni ln xx 1,,  . 
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It is assumed in the study that inspections of the components are not necessarily 
carried out at every time interval. Furthermore, when an inspection is not carried out 
at time t, the maintenance activities would not be implemented as well. Therefore, the 
state of Subsystem n at time t+1,  1tX n , not only depends on  tX n  but is also 
affected by the condition whether the subsystem is inspected at time epoch t. Due to 
this dependency, the state space  tX n  will not follow the Markov process. The study 
thus makes use of the semi-regenerative property of the degradation process adopted 
by Castanier et al. [13] to address this issue. A semi-regenerative process is the 
process that is non-Markovian and possesses a strong Markov property at certain 
selected random points [18]. The values of the semi-regenerative process at these 
selected points follow an imbedded Markov process. Algorithms that deal with the 
Markov process can also be applied to this imbedded Markov process. Because the 
distribution of the subsystem state at the current inspection point depends only on the 
last inspection result as assumed in this study, the state of a subsystem at the 
inspection points follows the imbedded Markov process. The inspection time points 
can thus be regarded as semi-regeneration points, and the time interval between two 
inspections forms a semi-regenerative cycle. 
 
Owing to the Markov property of the subsystem state at the semi-regeneration points, 
the steady state probability vector of a subsystem at these points can be obtained by 
solving the balance equation to be described in the subsequent text. To construct the 
balance equation, the transition matrix   nn SSR nSRn θP  of Subsystem n at the semi-
regeneration points under Strategy nθ  should be calculated first.  
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The transition matrix  nSRn θP  is given by 
        SRtitXjitX nnINSnji  ,Pr ,,nSRn θP ,   (5) 
which contains the effects of both component deterioration and maintenance 
activities. SR  is the set of semi-regeneration time points, and  
     1, ,
1
,,1,,  

nINSN
d
ndINS
i
nnINS LxIi nθ    (6) 
denotes the waiting time till the next scheduled inspection under Strategy nθ  when 
the state of Subsystem n is i. In Equation (6) ,  I  is the indicator function described 
by 
 


false is 0
 trureis 1
A
A
AI .   (7) 
After each inspection interval, the state of some components could be changed, and 
the components of Subsystem n are resorted. Therefore, both the permutation of 
components in different states and the change of component states should be 
considered to compute the transition matrix  nSRn θP .  
 
This paper calculates the elements of transition matrix  nSRn θP  in three steps: 
 
Step 1: Identify the unsorted component state probability matrix nn KMR in,Q  at the 
next semi-regenerative point when the state of Subsystem n is i. The element of the 
state probability matrix in,Q  is given by:  
                  
  

otherwise
  or  
,
,
,,,1,,,,1
,
,
,
,
,
wx
i
nOM
i
lnnPM
i
nnPM
i
lnw
i
wl
i
ln
nINS
nINS LxLxLx
n
n
θ
n
θ
n
in, P
P
Q .   (8) 
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Equation (8) represents the probability that Component l in Subsystem n transits to 
state w at the next semi-regeneration point under both degradation and possible 
maintenance activities. Here,    nθnP ,, inINS  is the transition matrix of components in 
Subsystem n after an inspection interval,  nθ,, inINS . 
 
Step 2: List all the permutations of the component states of Subsystem n when 
jX n   as 
       121,,,, ,,,,,2,1;,,, 21  ssnsjlnjlnjlnjn llllMlxxxA nM  .   (9) 
 
Step 3: Calculate the transition probability    ji,nSRn θP  using the component state 
probability matrix in,Q  derived in Step 1 and the component state permutation set 
jnA ,  obtained in Step 2 as 
         jn
n
l
A
M
l
lji
, 1
,,
Z
Zin,n
SR
n QθP ,   (10) 
where the set jA  denotes the largest subset of jA  that does not contain repeated 
component state vectors. 
 
The transition matrices under different strategies are calculated to optimise the 
maintenance strategy. These transition matrices could have identical rows. Thus, the 
repetitive calculation of elements in  nSRn θP  should be avoided to enhance the 
computation efficiency. To achieve this objective, the transition matrix SRnP  under 
nINSN , +1 special strategies, i.e., 
d
nψ , d=1,2,…, nINSN , +1, are calculated first. The 
special strategies dnψ  are given by: 
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
T
dNd
nnnn
nINS
KKKK 




 11 ,
11
d
nψ ; d=1,2,…, nINSN , +1.   (11) 
Under strategy dnψ , only corrective maintenance activities are performed, and the 
inspection interval is a constant which is set at d time units. The transition matrix 
under any other strategy is the combination of rows from these special matrices. For 
example, for the strategy nθ , row i of  nSRn θP  is row  nθ,iMAn  of    nθnSRn ψP ,, inINS  
such that: 
          :,,,:, , nn θθnSRnnSRn ψPθP iMAii nnINS ,   (12) 
where  nθ,iMAn  is the state of Subsystem n after possible maintenance actions 
according to strategy nθ , providing that the original state of Subsystem n is i. 
 
After the state transition matrix  nSRn θP  is identified, the steady state probability 
vector at the semi-regeneration time points can be obtained by solving the system of 
linear homogeneous equations as 
     nSRnnSRnnSRn θπθPθπ     (13) 
under the condition that    1
1


nS
i
in
SR
n θπ . The vector   1 nSRnSRn θπ  is the steady 
state probability vector of Subsystem n at the semi-regenerative time points under the 
maintenance strategy nθ .   inSRn θπ  is the steady state probability that Subsystem n is 
at state i. 
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3.2 Average maintenance cost  
The degradation process of Subsystem n possesses the semi-regenerative property. 
Therefore, the expected maintenance cost per unit time of Subsystem n can be 
computed by the commonly employed renew-reward theory as: 
          nnnnn θθθθθ nSRnPMnCMnST TCCCnINSnM EEEECC ,,,,,,  ,   (14) 
where  
       

 n
SR
S
i
nINSinT iE
1
,, , nn
SR
nn θθπθ    (15) 
is the expected length of a semi-regenerative cycle of Subsystem n under the 
maintenance strategy nθ . The variables  nθnSTCE , ,  nθnCMCE , , and  nθnPMCE ,  denote 
the expected costs per semi-regenerative cycle that are incurred by subsystem set-up, 
corrective maintenance, and preventive maintenance, respectively. All the 
maintenance activities are assumed to be implemented at the semi-regeneration 
points. Therefore, calculation of  nθnSTCE , ,  nθnCMCE , , and  nθnPMCE ,  is based on the 
steady state probability vector  nSRn θπ  derived in Section 3.1. The expected 
subsystem setup cost in a semi-regenerative cycle is computed as 
        
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,1,,, n
SR
nn θπθ .   (16) 
Because all the failed components in a subsystem have to be correctively maintained 
after the inspection, the expected corrective maintenance cost can be calculated as 
        
  
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1 1
,,, n
SR
nn θπθ .   (17) 
All components with a state between failure and the opportunistic maintenance 
threshold will be preventively maintained when the state of at least one component is 
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above the preventive maintenance threshold. Therefore, the expected cost for the 
preventive maintenance can be calculated by 
           
  
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ninPMC LxKILxICE
1 1
,,,1,,, n
SR
nn θπθ .  (18) 
3.3 Average production revenue  
The UGF originally proposed by Ushakov [19] is an extension of the moment 
generating function. The function has been shown to be an effective tool in evaluating 
the reliability and performance of a system with a complex structure [1, 8, 9, 20, 21]. 
The general idea of UGF is to obtain the distribution of a certain system variable by 
combining the distributions of related variables of its subsystems.  
 
UGF is used in this work to assess the production rate of the series-parallel system as:  
   

 PRO v
N
v
g
vS zpzU
1
, θθ ,   (19) 
where vg  is the v
th production rate level of the system, vp  is the probability that the 
system production rate is at the vth level, PRON  is the number of different system 
production rate levels.  
 
The UGF of the system is the combination of the UGFs of the subsystems. The UGF 
of Subsystem n is given by 
   

 nPRO vn
N
v
g
vnn zpzu
,
,
1
,, nn θθ ,   (20) 
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where the variable vng ,  is the v
th production rate level of Subsystem n and 
nPRONnn
gg
,,1,
 . The number of possible production rate level of Subsystem n is 
nPRON ,  and the probability vnp ,  is defined as  
        
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   (21) 
in which vng ,  is the production rate of Subsystem n . In Equation (21), nπ  is the 
average steady state probability vector of Subsystem n, which is defined as: 
      nnnn θθθπ nTnni SRi EE ,, .   (22) 
Here, nniE ,  is the expected number of time units that Subsystem n stays at state i 
within a semi-regenerative cycle, which is calculated by 
            
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The matrix  dnP  in Equation (23) is the transition matrix of Subsystem n after d time 
units.      ijMAd n ,, nθnP  is thus the probability that Subsystem n is at state i at the dth 
time unit after the semi-regeneration point. The variable      ijMAd n ,, nθnP  can also be 
regarded as the expected proportion of time that Subsystem n is at state i at the dth 
time unit. 
 
The UGFs of different subsystems are combined to form the UGF of the system by 
applying the composition operator   as: 
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This polynomial formulation considers all the possible mutual exclusive combinations 
of subsystem production rate levels. The function    computes the system 
production rate using the production rates of its subsystems. The formulation of    
depends on the structure of the system. Because the subsystems are connected in 
series in this work, the combination function    can be written as: 
 
NN vNvvNv
gggg ,,1,,1 ,,min,, 11   .   (25) 
Although the system UGF can be calculated directly using Equation (24), the 
computation efficiency decreases rapidly with the increase number of subsystems. To 
overcome this problem, the composition operator   is applied to the UGFs of two 
subsystems recursively as  
      
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.   (26) 
Once the UGF of the whole system is determined, the expected production revenue 
per unit time can be calculated as 
   

 PRO
N
v
vvaP gpcC
1
θθ .   (27) 
 
By adopting the UGF approach, systems with more complex topological structures 
can also be processed by the proposed algorithm. For system with different topology, 
the composition operator   can have different formulations and the execution order 
of the composition operators can also be different. 
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4 Maintenance Strategy Optimisation  
An appropriate optimisation method is required to identify the optimum maintenance 
strategy *θ  once the method to calculate the average revenue per unit time under a 
strategy θ ,  θC , is developed. The maintenance strategy of Subsystem n comprises 
2, nINSN  thresholds. Therefore, the search space of θ  can be considerably large even 
for a system with moderate number of subsystems. Heuristic algorithms (e.g., the 
genetic algorithm and the ACO algorithm) are often adopted to address the issue of 
large search space of maintenance strategies in the existing literature [2, 8, 22]. 
However, implementation of heuristic algorithms on a large search space can be time 
consuming and can be trapped into a local optimum solution. A new maintenance 
optimisation method based on the theory of stochastic ordering is thus developed in 
this work to reduce the search space of maintenance optimisation algorithms.  
 
Section 4.1 presents an introduction and discussion of the existing ACO algorithm for 
multi-threshold maintenance strategies. A new optimisation method based on the 
stochastic ordering is proposed and presented in Section 4.2. The effectiveness of 
these two approaches for maintenance optimisation is compared by a simulation study 
given in Section 5. 
 
4.1 The optimisation approach based on the ACO algorithm 
ACO is a widely employed optimisation algorithm in reliability engineering [3, 8] 
whose original development was motivated by the foraging behaviour of ant species 
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[23]. In the ACO algorithm, artificial ants look for the solution of an optimisation 
problem that can be converted into an identification of the shortest path. 
 
To enable the application of ACO algorithms, the system-level maintenance strategy 
θ  is divided into N steps (the N subsystem-level maintenance strategies), i.e., nθ , 
n=1, …, N . The ants can randomly choose one of the subsystem-level maintenance 
strategies at each step. The probability that an ant selects the uth strategy for 
Subsystem n is 
         

t
tntn
snsnsnp 



,,
,,, ,   (28) 
where sn,  quantifies the pheromone trail at the sth strategy for Subsystem n and sn,  
is the visibility of that strategy. The parameters  and   indicate the importance of 
the pheromone trail and the visibility, respectively. The difference between the 
subsystem-level production revenue and the maintenance cost is regarded as the 
visibility such that: 
     snMN
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where  snθ  denotes the sth optional maintenance strategy for Subsystem n.   svnp nθ,  
denotes the probability that the production rate of Subsystem n is at the vth level when 
the maintenance strategy for Subsystem n is  snθ .   snMC nθ,  is the average 
maintenance cost of Subsystem n per unit time under Strategy  snθ .  
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Once an ant has chosen a subsystem-level strategy for each step, a system-level 
strategy can be generated. After all the ants have identified their system-level 
maintenance strategies, the pheromone trail intensities can be updated as:  
  


K
k
k
snsnsn
1
,,, 1'  ,   (30) 
where K is the number of ants, and    10    is the evaporation rate of 
pheromone. The notation k in,  denotes the pheromone that is deposited on the uth 
strategy of Subsystem n by Ant k, which is calculated by: 
    

 
otherwise0
ant by   visitedis , edge if
,
ksnCQ kk
sn
θ ,   (31) 
where Q  is a constant and  kθ is the system-level strategy selected by Ant k. After 
several iterations, most artificial ants will concentrate on the maintenance strategies 
that generate high revenue. 
 
4.2 The optimisation algorithm based on the stochastic ordering 
Although the ACO algorithm can identify a cost-effective maintenance strategy, the 
solving process of the ACO is often time-consuming due to the large search space of 
the algorithm. A new method is then proposed in this study to reduce the search space 
by using the theory of stochastic ordering. 
 
The proposed new optimisation algorithm reduces the search space of subsystem-level 
maintenance strategies and their combinations prior to the optimisation of the system-
level maintenance strategy. A counterintuitive outcome was obtained during this 
research, i.e., a higher average maintenance cost per unit time does not guarantee a 
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higher average production rate, which is described in the following text and will be 
elaborated in a simulation study in Section 5.4. As being demonstrated in Equation 
(14), the average maintenance cost per unit time is determined by the average cost in a 
semi-regenerative cycle incurred by preventive maintenance, corrective maintenance, 
setup of the system, and the length of a semi-regenerative cycle. When the threshold 
is set nearer the failure state of a component, it can reduce the average preventive 
maintenance cost per semi-regenerative cycle but will increase the probability of the 
costly failure state before the next inspection. Moreover, because the state-dependent 
inspection interval is used in this study, the next inspection interval will be shorter 
when a component is near the failure state and the preventive maintenance is not 
performed. Thus, a threshold near the failure state will also shorten the average length 
of the semi-regenerative cycle and increase the average maintenance cost. 
Furthermore, when the preventive maintenance threshold is near the failure state, 
components in poor conditions may not be maintained punctually. This then leads to a 
lower production rate of a subsystem. A pump station is used here as an example to 
illustrate this argument. When a pump is operating in a poor operation condition and 
the preventive maintenance is not implemented on time, the pump is highly possible 
to fail before the next scheduled maintenance. In this case, it will cost more to replace 
the failed pump or to restore it back to the normal working condition. The next 
inspection interval will also be shorter given the poor condition of the pump. 
Furthermore, a severe degraded pump will have poorer operation efficiency and a 
lower production rate. Therefore, the subsystem-level maintenance strategies resulting 
in higher maintenance costs and lower production rates could not be a potential part of 
the optimum maintenance strategy *θ  for the entire series-parallel system. To rule 
these out, the steady-state production rates of different subsystems are sorted 
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quantitatively by the stochastic ordering [24]. A random variable A is less than a 
random variable B in the stochastic order if  
      XXBXA PrPr .   (32) 
 
Using the stochastic ordering, the potential parts of the system-level maintenance 
strategy can be selected according to the following lemma: 
Lemma 1: The nθ  is not a part of the optimum strategy *θ , if  'nθ  that 
   'nn θθ nMnM CC ,,   and    'nn θθ 
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Proof of Lemma 1 is given in the appendix. The search space of the maintenance 
optimisation can be substantially reduced after the suboptimum subsystem-level 
strategies are removed. 
 
Besides the subsystem-level strategies that are excluded by Lemma 1, combinations 
of subsystem-level maintenance strategies can also be removed from the search space. 
In a series-parallel system, the production rate of the whole system is equal to the 
minimum production rate of the subsystems. Therefore, the maintenance strategy that 
induces unbalanced production rates among subsystems can generate higher 
maintenance cost and lower system production rate simultaneously. The combination 
of such subsystem-level strategies should be eliminated from the search space. For 
example, considering the scenario that a pump station is under a strict preventive 
maintenance strategy and another pump station in the same water supply system is 
experiencing insufficient preventive maintenance, under such situation, the 
performance rate of the whole water supply system can still be low given the 
performance dependence among its pump stations. Because the distributions of the 
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production rate of different subsystems can be combined using the UGF and the 
average maintenance cost per unit time of different subsystems are additive, a 
combination of multiple subsystems can be treated identically as a single subsystem. 
Subsequently, Lemma 1 can also be used to select potential optimum combinations of 
subsystem-level strategies. 
 
Based on the above analysis, a new methodology to identify the optimum system-
level maintenance strategy *θ is developed and presented in Table 2. In this approach, 
the optimisation space of subsystem-level strategies is reduced first according to 
Lemma 1. Then, the subsystem-level optimisation spaces are combined iteratively, 
and the inappropriate combinations of strategies are removed as per Lemma 1. 
Finally, the optimum system-level maintenance strategy *θ is identified by the method 
of exhaustive enumeration. 
 
Comparing to heuristic algorithms, the algorithm described in Table 2 removes the 
inappropriate strategies or combinations of strategies. This is carried out in two 
phases to enhance the efficiency. In the first phase, candidate strategies are sorted 
according to their maintenance costs. In the second phase, the distribution of 
production rates under every strategy is compared with those under strategies of lower 
maintenance costs. The computational complexity of the sorting stage varies from 
 2'nO   to  nnO 'log'   depending upon the adopted sorting algorithm. Here, n'  
is the search space of strategies of Subsystem n before reduction, and n'  is the 
number of candidate strategies before reduction. The computational complexity of 
comparing the distributions of production rates is 

  nvn NO ,2'2
1 , where nvN ,  is 
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the number of production rate levels. In most situations, the value of nvN ,  is small and 
the corresponding inappropriate strategies can be removed from n'  during the 
comparison process. Therefore, the reduction of the search space can be performed 
efficiently when the number of candidate strategies n'  is not large.  
 
The proposed maintenance optimisation algorithm described in Table 2 has several 
advantages. Firstly, it reduces the search space significantly, thus improves the 
efficiency of the maintenance optimisation. Secondly, the algorithm can identify the 
optimum system-level maintenance strategy *θ . This has the clear advance than 
heuristic algorithms since the heuristic algorithm cannot guarantee the obtained 
strategy is the most cost-effective strategy. Thirdly, results of the calculated 
production rates of subsystems can be reused in the algorithm, thus further reduces the 
computing time.  
 
When the corrective maintenance cost is higher than the preventive maintenance cost, 
or the state-dependent inspection interval is adopted, an excessive average 
maintenance cost per unit time does not entail a high production rate. A strategy that 
induces unbalance performance among subsystems is also inappropriate. For such 
cases, Lemma 1 can be used to reduce the search space, and the algorithm described 
in Table 2 can be adopted when the number of subsystems is not substantially large. 
 
A disadvantage of the algorithm described in Table 2 is that the computing time 
increases with the complexity of the system. In addition, the computational 
complexity of the entire process in Table 2 depends on the number of removed 
strategies which is difficult to estimate. However, it will be shown in the simulation 
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study given in the next section that the proposed algorithm can be employed for 
optimisation process of systems with moderate number of subsystems. It performs 
better than the ACO algorithm in such cases. For systems with a large number of 
subsystems, the proposed approach should be combined with heuristic algorithms, 
i.e., the search space should be reduced first by using Step 1 in Table 2 before 
implementing the heuristic algorithms. 
 
5 Simulation and Evaluation of the Maintenance Strategy 
5.1 System description 
A simulation study is carried out in this section to evaluate the performance of the 
multi-threshold maintenance strategy and the proposed maintenance optimisation 
algorithm. The structure of the system used in the simulation is shown in Figure 1. 
The system is formed by four subsystems. Each subsystem consists of a number of 
identical components, i.e., 1M =4, 2M =3, 3M =5, and 4M =2. The degradation 
processes of the components are assumed to follow the discrete time, discrete state 
Markov process, and the transition matrices of components in the four subsystems are 
as follows: 
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
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015.0025.006.02.07.00
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4P . 
 
The production rates in different states and the costs of different maintenance 
activities for components in different subsystems are listed in Table 3 and Table 4, 
respectively. The reward per production rate of the system is assumed to be 2ac . 
The maximum inspection interval for all components in the system is assumed to be 
three time units. Subsequently, the maintenance strategy for Subsystem n includes a 
preventive maintenance threshold nPRL , , an opportunistic maintenance threshold nORL , , 
and two inspection thresholds ndINSL ,, , 2,1d .  
 
5.2 Calculation of subsystem transition matrices at semi-regenerative 
points 
To identify the optimal maintenance strategy, the transition matrices at semi-
regenerative points under different strategies should be calculated according to the 
process introduced in Section 3.1. 
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The transition matrices under the strategies with constant inspection intervals and 
without preventive maintenance (i.e., dnψ , d=1,2,…, nINSN , +1) should be calculated 
first so that transition matrices under other strategies can be determined. A numerical 
example is given here to illustrate the three steps required in calculating the elements 
of the transition matrix described in Section 3.1. In this numerical example, the 
transition probability of Subsystem two from State six (i.e.         12363,262,261,2 xxx ) to 
State nine (i.e.         23393,292,291,2 xxx ) under strategy  T116612ψ is 
calculated. 
 
Step one: the unsorted component state probability matrix 62,Q  is calculated 
according to Equation (8) as 






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Step two: all the possible permutations of the component state vector of Subsystem 
two under State         23393,292,291,2 xxx  are listed. After the repeated items are 
removed, the set of component state vectors is simplified to 
      233,323,3329,2  A .   (34) 
Step three: the transition probability    9,62 12SR ψP  can now be calculated as 
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Once the transition matrices under the strategies dnψ , d=1,2,…, nINSN , +1 are 
calculated, the transition matrices under other strategies can be obtained using 
Equation (12). 
 
5.3 The optimisation process and result discussions 
The proposed maintenance optimisation algorithm based on the stochastic ordering is 
applied first in the simulation. According to the number of states of the four 
subsystems and the number of thresholds, the total number of possible system-level 
maintenance strategies is 65×120×65×120=60840000. Therefore, implementing the 
exhaustive enumeration method directly on such large search space could be a 
formidable task. The number of possible system-level maintenance strategies can be 
reduced to 1 × 2 × 3 × 4  =20×48×19×27 =492480 by removing the 
inappropriate subsystem strategies using Lemma 1. This can be further reduced by the 
calculation of the maintenance costs and production rate distributions of subsystems 
one and two under different combinations of maintenance strategies. Invoking Lemma 
1, the number of potential optimum strategy combinations is reduced further from 
1 × 2 =20×48=960 to 2,1 =292. Similarly, the strategy space of subsystems one, 
two, and three can be reduced from 2,1 × 3 =292×19=5548 to 3,2,1 =1667. 
Subsystem four is then considered and the optimum system-level maintenance 
strategy *θ  in Table 5 is selected from 3,2,1 × 4 =1667×27=45009 different 
strategy combinations, and the optimal average revenue is  *θC =0.6192. Therefore, 
by using the proposed method, the search space is reduced from 60840000 to 45009. 
The maintenance optimisation algorithm is run on a laptop computer with an Intel 
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T2400 CPU and three Gigabytes of RAM. The elapsed calculation time of the 
optimisation is 36.4 seconds. The time used on checking and removing inappropriate 
strategies during the optimisation is 14 seconds. This indicates that the removing 
process of inappropriate strategies can be performed efficiently by the algorithm.  
 
As shown in Table 5, the opportunistic replacement policies are adopted by 
subsystems one, two, and three whose setup costs are significant. For subsystem four 
whose inspection cost is high, the next scheduled inspection is after three time units if 
all the components are in state one, otherwise the next inspection will take place after 
two time units. Therefore, the proposed multi-threshold maintenance strategy can 
consider the economic dependence among components and state-dependent inspection 
intervals. 
 
The maintenance optimisation problem is also solved by the ACO algorithm in this 
study for comparison. The following parameters are selected in the ACO algorithm 
based on the work of Dorigo [23] and after a few error and trials: α=1, β=1, Q=1, 
ρ=0.3. The number of ants is selected as the sum of nodes in all the four steps, i.e., 
65+120+65+120=370. After 150 iterations, the ants concentrate on several good 
solutions and the best one is shown in Table 6. The corresponding average revenue 
per unit time of the best solution is calculated at 0.6176. The computing time of the 
ACO algorithm using the same laptop computer is 2358 seconds.  
 
The ACO algorithm and the proposed maintenance optimisation methods can both 
identify a cost-effective maintenance strategy. However, the computation time of the 
optimisation method developed in this paper is much less than that of the ACO 
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method. The reason is that the proposed method can remove inappropriate subsystem-
level maintenance strategies and their combinations. In addition, the intermediate 
results during the calculation of subsystem production rates can be reused by the 
proposed algorithm, which further enhance the efficiency of the proposed algorithm.  
 
5.4 The reduction of the optimisation space 
An important step of the optimisation algorithm is to remove the inappropriate 
strategies according to Lemma 1. For example, during the simulation study in Section 
5.3, two maintenance strategies for Subsystem One were compared:  
 A
1θ  TINSINSORPR LLLL 1,2,1,1,1,1,  T2335    (36) 
and 
 B
1θ  TINSINSORPR LLLL 1,2,1,1,1,1,  T2224 .   (37) 
The cumulative probability functions of production rates under strategies  A1θ  and 
 B
1θ  are plotted in Figure 2. It shows that the subsystem has a higher production rate 
in the stochastic order under  B1θ . This is because that  B1θ  has lower thresholds for 
maintenance and inspections where components in a poor state are more likely to be 
detected and maintained. The average maintenance costs per unit time under the two 
strategies are calculated based on Equation (14) as 
                
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and 
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   (39) 
Therefore, the average maintenance cost per unit time under strategy  B1θ  is lower 
even though  B1θ  has tighter preventive and opportunistic maintenance thresholds. 
Such counterintuitive result is caused by that under  B1θ , components can be in better 
health states and thus has a longer average waiting time till the next inspection, i.e., 
  BTSRE 11, θ >   ATSRE 11, θ . After comparing the distributions of production rates and the 
average maintenance cost of the two strategies, strategy  A1θ is removed from the 
optimisation space according to Lemma 1. 
 
A critical factor that affects the efficiency of the proposed optimisation algorithm is 
the number of inappropriate maintenance strategies removed from the optimisation 
space. Nevertheless, it is difficult to predetermine the number of strategies to be 
removed. In this section, a simulation study is carried out to investigate the 
relationship between the number of candidate strategies after reduction and the 
corrective maintenance cost 2,CRC  of components in Subsystem Two. The results are 
listed in Table 7. It is shown that the number of candidate strategies decreases with 
the increase of 2,CRC . Under the most extreme situation, i.e., 2,CRC =25, the only one 
candidate strategy available is  
2θ  TINSINSORPR LLLL 2,2,2,1,2,2,  T1122 ,   (40) 
in which the inspection is performed at every time interval and on all the components 
except for those in state one are preventively maintained. This conservative strategy is 
adopted to avoid the costly failures. In reality, a huge corrective maintenance cost can 
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be induced by serious accidents such as explosion and leakage of toxic substance to 
the natural environment or unrecoverable damage of some expensive equipment. 
Therefore, the proposed optimisation reduction method can largely enhance the 
efficiency of maintenance optimisation in practical applications.  
 
5.5 The effects of opportunistic replacement and state-dependent 
inspection intervals  
This paper considers both economic dependence and state-dependent inspection 
intervals. Thus, it is important to investigate the effect of opportunistic maintenance 
and the optimisation of inspection intervals on the average revenue per unit time. This 
is shown in the simulation study presented in this section. 
 
When the opportunistic maintenance is not considered, the multi-threshold strategy 
can still be used by letting nORnPR LL ,,  . For the production system described in 
Section 5.1, the optimum maintenance strategy that does not consider economic 
dependence is identified as shown in Table 8. The corresponding average revenue per 
unit time in this case becomes 0.5958. Therefore, performing the opportunistic 
maintenance can enhance the revenue for the production system described in Section 
5.1. 
 
The outcomes of the proposed maintenance strategies are also compared with that of 
the maintenance strategy with predetermined inspection intervals. By setting the 
multiple inspection thresholds, the proposed multi-threshold maintenance strategy can 
be converted to maintenance strategies with predetermined inspection intervals. Using 
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the maintenance optimisation algorithm developed in this work, the maintenance 
strategies with different length of predetermined inspection intervals are identified as 
listed in Table 9. The corresponding average revenue per unit time is shown in Table 
10. The results demonstrate that the maintenance strategy with predetermined 
inspection intervals is less cost-effective than that of state-dependent inspection 
intervals. 
 
6 Conclusions 
A maintenance optimisation approach was developed in this paper for a series-parallel 
system with multi-state components. Both opportunistic maintenance and state-
dependent inspection intervals were considered in the model. Due to the economic 
dependence and irregular inspection intervals, the degradation processes of 
components and subsystems do not follow the Markov property. An analytical 
approach using the UGF method and the semi-regenerative property of the subsystem 
degradation process was developed to overcome this problem. It is shown in the study 
that the multi-threshold maintenance strategy adopted in this paper can enhance the 
revenue of the production system considerably when the economic dependence and 
inspection cost are significant. 
 
A new approach based on the stochastic ordering was also proposed in the study to 
improve the efficiency of maintenance optimisation by reducing the search space of 
the optimisation. It is shown that when the number of subsystems is measureable, the 
method developed in this paper can identify the optimum maintenance strategy more 
efficiently than the commonly employed heuristic algorithms. 
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Appendix 
Lemma 1: The nθ  is not a part of the optimum strategy *θ , if  'nθ  that 
   'nn θθ nMnM CC ,,   and    'nn θθ 


v
j
jn
v
j
jn pp
1
,
1
, , nPRONv ,,,2,1  . 
Proof: Two system-level maintenance strategies, i.e.  Nn1 θθθ   and 
 N'n1 θθθ   , are compared here. In the two system-level strategies, only 
the maintenance strategies for Subsystem n are different. Under the two strategies, the 
UGF representing the production rate of the system excluding Subsystem n is denoted 
as  
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, .   (A.1) 
The average production rate of the whole system can now be calculated by  
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Because 
nPRONnn
gg
,,1,
 ,  jnin gg ,, ,min  is a non-decreasing function of j (i.e., the 
index of the production rate level of Subsystem n). In addition, since 
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the random variable j  under the strategy nθ  is less than that under the strategy 'nθ  in 
the stochastic order [24]. According to the characteristics of the stochastic order, it 
can be derived that 
     jnvnjnvn ggEggE ,,,, ,min,min '
nn θθ  , nPRONv ,,,2,1  ,   (A.4) 
and  
   N'nNn θθθθθθ ,,,,,,,, 11  PP CC  .   (A.5) 
The following unequal expression can thus be obtained:  
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Therefore, the revenue of the system under maintenance strategy 
 Nn1 θθθ   is not as high as that of the system under strategy 
 N'n1 θθθ  , and the subsystem-level strategy nθ  is not a part of the 
optimum system-level strategy *θ . 
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Table 1: The number of subsystem states before and after sorting the components by 
states 
The number of 
component states, 
nK  
The number of 
components, nM  
The number of 
unsorted subsystem 
states,   nMnK  
The number of 
sorted subsystem 
states, nS  
4 4 64 35 
5 5 3125 126 
6 6 46656 462 
7 7 823543 1716 
 
Table 2: The maintenance optimisation algorithm based on the stochastic ordering 
Step 1: Remove inappropriate subsystem-level strategies according to Lemma 1 and 
thus obtain the new search spaces of subsystem-level strategies: N ,,, 21  . 
 
Step 2: Calculate the production rate distributions and maintenance costs of the 
subsystem comprising Subsystems one and two under different combinations of 
maintenance strategies in 1  and 2 . 
 
Step 3: Reduce the combination of maintenance strategies in 1  and 2  based on the 
results obtained in step 2 using Lemma 1, and construct a new search space 2,1 . 
 
Step 4: Combine the strategy spaces 2,1  and 3  into 3,2,1  following steps 2 and 3. 
 
Step 5: Continue the combining process until the search space 1,,1  N is obtained. 
 
Step 6: Identify the optimum system-level maintenance strategy *θ  by searching the 
combinations of strategies from 1,,1  N  and N  using the method of exhaustive 
enumeration. 
 
Table 3: The production rates of a component in different subsystems 
n   1n   2n   3n   4n   5n   6n
1 0.4 0.3 0.2 0.1 0 - 
2 0.5 0.4 0.3 0.2 0.1 0 
3 0.3 0.25 0.2 0.1 0 - 
4 0.8 0.7 0.6 0.4 0.2 0 
 
Table 4: The costs of different maintenance activities for components in different 
subsystems 
n  nPRC ,  nCRC ,  nSTC ,  nINSC ,  
1 0.15 0.6 0.3 0.1 
2 0.25 1 0.25 0.05 
3 0.15 0.5 0.3 0.05 
4 0.3 1.2 0.15 0.15 
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Table 5: The system-level maintenance strategy derived by the method based on the 
stochastic ordering 
n  nPRL ,  nORL ,  nINSL ,1,  nINSL ,2,  
1 3 2 2 1 
2 4 3 2 1 
3 4 2 2 1 
4 3 3 3 2 
 
Table 6: The system-level maintenance strategy derived by the ACO algorithm 
n  nPRL ,  nORL ,  nINSL ,1,  nINSL ,2,  
1 4 3 3 1 
2 4 4 3 1 
3 4 3 2 1 
4 4 4 4 2 
 
Table 7: The numbers of candidate strategies after reduction under different 
maintenance costs 
2,CRC  0.25 0.5 1 2 5 10 25 
The number of 
candidate strategies 79 63 56 23 8 3 1 
 
Table 8: The optimum maintenance strategy that does not consider economic 
dependence 
n  nPRL ,  nINSL ,1,  nINSL ,2,  
1 3 3 1 
2 3 3 1 
3 3 3 1 
4 3 3 2 
 
Table 9: The maintenance strategies with different length of predetermined inspection 
intervals 
n  
1,  nINS  2,  nINS  3,  nINS  
nPRL ,  nORL ,  nPRL ,  nORL ,  nPRL ,  nORL ,  
1 4 2 3 3 3 2 
2 4 3 4 3 4 2 
3 4 3 4 3 4 2 
4 4 3 4 4 3 3 
 
Table 10: The average revenue per unit time of maintenance strategies with different 
inspection intervals 
Inspection intervals 1,  nINS  2,  nINS  3,  nINS  
Average revenue 0.5352 0.6139 0.5795 
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Figure 1: The configuration of the production system 
 
 
Figure 2: The cumulative probability function of production rates of component one 
under maintenance strategies  A1θ  T2335  and  B1θ  T2224  
 
