Abstract. Negatively charged pions from two-body decays of stopped 4 Λ H hypernuclei were studied in 2012 at the Mainz Microtron MAMI, Germany. The momenta of the decay-pions were measured with unprecedented precision by using high-resolution magnetic spectrometers. A challenge of the experiment was the tagging of kaons from associated K + Λ production off a Be target at very forward angles. In the year 2014, this experiment was continued with a better control of the systematic uncertainties, with better suppression of coincident and random background, improved particle identification, and with higher luminosities. Another key point of the progress was the improvement in the absolute momentum calibration of the magnetic spectrometers.
Introduction
The structure of light Λ-hypernuclei and the precise determination of Λ binding (separation) energies has been the focus of recent experimental and theoretical programs. The Λ-hypernucleus 4 Λ H was investigated in 2012 by high-resolution spectroscopy at the Mainz Microtron MAMI, Germany [1] . In this experiment the binding energy of 2.12 MeV. This value is 80 keV different from emulsion data, the most complete compilation of which found B Λ = 2.04 ± 0.04 MeV using only three-body charged decay modes [2] .
The new method of decay-pion spectroscopy has the potential to allow binding energy measurements of several light hypernuclei with a precision comparable or better than with the emulsion technique. The statistical uncertainty for the binding energies in light hypernuclei with the emulsion method ranged from a minimum of 20 keV for the most abundant hypernuclei 5 Λ He to more than 700 keV for 8 Λ He [2] [3] [4] . Systematic errors in the emulsion data are not shown, but D.H. Davis assumed errors of the order of 50 keV [5] .
A major effort in hypernuclear physics is to understand the interaction between hyperons and nucleons. One motivation to study the 4 Λ H hypernucleus is the possible difference between the hyperonproton and hyperon-neutron interaction which is manifest in the difference of Λ binding energies, ΔB Λ . This supports a CSB effect in the ΛN interaction being much larger than in the NN interaction.
In the year 2014 the MAMI experiment was continued. In this paper, the control of systematic uncertainties, the improvements in background suppression, and the extensive calibrations are discussed which reduced the systematic error for the binding energy extraction and yielded a more accurate absolute calibration of the magnetic spectrometers.
Improved experimental setup of the 2014 beam-time
The experimental setup is shown in Fig. 1 . Kaons from the strangeness production reaction off the 9 Be target were tagged in forward direction by the Kaos spectrometer. Two different target thicknesses of 23 and 47 mg/cm 2 were used. The 4 Λ H hypernuclei were formed as hyperfragments and the π − from the two-body decay 4 Λ H→ 4 He+π − at rest were observed. The π − momentum spectra were measured with two spectrometers SpekA and SpekC, described in Ref. [7] . In order to check systematic momentum uncertainties the acceptance of two spectrometers covered the 4 Λ H decay-momentum region simultaneously. The use of large solid angle spectrometers and good background rejection techniques are crucial ingredients for this experiment. Accidental background was reduced by heavier shielding of the photon beam-dump and stronger positron absorption in the Kaos spectrometer.
Energy-loss fluctuations in the scattering chamber windows could be eliminated in the 2014 beamtime by directly coupling the vacuum system of the spectrometers to the chamber. Two tungsten alloy collimators were placed behind the target to reduce the coincident background from quasi-free produced Σ − decays in flight. The collimator blocks had thicknesses of 30 mm and their positions as shown in Fig. 1 (right) were optimized to stop low-momentum decay-pions originating from a decayregion a few cm behind the target. background particle flux could lead to a reduction in kaon tagging efficiency. For the 2014 beam-time an automatic correction was employed for every control setting of all 60 TOF detector segments for every one of the 1201 data runs. In total, more than 370 000 parameter values were calculated and used for the hypernuclei analysis. Fig. 2 shows the measured time-of-flight for pions inside the Kaos spectrometer after calibration. The FWHM ≈ 200 ps is a factor of 2 better than in the 2012 beamtime. This high resolution for the TOF measurement is also reflected in a better resolved coincidence time. Further improvements have been achieved for the measurement of the particle's energy-loss and Cerenkov light yield.
Absolute momentum calibration
Detailed measurements with electron beams of energies 195 and 210 MeV have been performed for an absolute momentum calibration and to study the properties of the two spectrometers SpekA and SpekC. As targets, a 181 Ta target of 6 μm foil thickness, corresponding to 10 mg/cm 2 mass thickness, and a 12 C target of 450 μm foil thickness, corresponding to 100 mg/cm 2 mass thickness, were used. Due to tantalum's large mass it experiences relatively little recoil compared to carbon, making it an excellent choice for calibration. The target foils were tilted by 54
• with respect to the incoming beam.
The beam energy was measured in the third stage of the racetrack microtron cascade with an absolute accuracy of δE beam = ±160 keV by exact determination of the beam position on the accelerator axis and in a higher return path. As a result, Fig. 3 shows a momentum spectrum of electrons scattered on 181 Ta at a scattering angle of 93.5
• , corrected for kinematic broadening. Three low-lying rotational states were clearly resolved. The spectrum was measured with SpekA using a solid angle of 18 msr. As compared to the full value of 28 msr the acceptance angle cuts reduced the aberration effects slightly. The elastic line for the reduced acceptance had a width of 53 keV/c (FWHM), corresponding to a momentum resolution of δp/p ≈ 2 × 10 −4 . The width increased by 10 keV/c for the full solid angle. The ground-state line was fitted with a Gaussian distribution corresponding to the spectrometer resolution G(p, μ, σ) parameterized with the expectation value μ and variance σ 2 . This distribution was folded with the energy-loss distribution represented by a numerical approximation of the Landau distribution L(p, p 0 , ξ) with ξ quantifying the width of the distribution and a shift between the most probable value p 0 = μ + 0, 22278298 ξ and the position μ. The spectrometer response function used for the fitting of the calibration data is then
Several calibration measurements for different momentum settings were taken. For the computation of new spectrometer calibration values only tantalum elastic scattering data were employed. The calibration was fixed at the relative momentum closest to where the decay-pion line of 4 Λ H was observed. The data shown in the figure was taken at a 7 % shifted momentum setting. The difference between the calculated elastic line position E elastic after energy-loss corrections and the observed line position was of the order of 2 keV/c.
For the determination of the energy-loss entering the calibration the spectra were simulated with a Monte Carlo code taking into account the energy-loss of the incoming beam in the target, the reaction vertex distribution inside the foil, the reaction kinematics, and the energy-loss of the outgoing electron in the target and the spectrometer exit foils. The simulation included ionization losses according to Landau's theory for thin absorbers and internal and external radiation losses. Fig. 4 shows the simulated elastic line for the same kinematics as the measurements shown in Fig. 3 using the design values for the momentum resolution. The shape and width of the line were reproduced.
The excitation spectrum of the 12 C(e, e ) 12 C reaction was used to check the linearity of the momentum scale. Fig. 5 (left) shows the excitation spectrum of carbon for one spectrometer setting. The expected positions of eight identified states, calculated from the known excitation energies, were indicated by arrows. Several of these states could be fitted for the same setting, in total 21 fits were performed. As an example the fit to the J P = 2 + state for this setting is shown in Fig. 5 (right) . The carbon lines are wider than the tantalum lines because of the larger energy-loss straggling in the target. From the observed aberration effects along the full momentum acceptance differences of the order of 20 keV/c between the setting shown in Fig. 3 and the calibration point were observed.
In summary, the energy-loss calculation, fit procedure, remaining aberration effects, and the limited statistics can add up to a systematic error of 10 keV/c. Fluctuations in the magnetic field could lead to errors not larger than 5 keV/c. The whole calibration procedure was also applied to SpekC.
Discussion
A preliminary analysis of these data confirmed in both spectrometers the mono-energetic line from pionic The calibrations were performed so that future improvements in the beam energy measurements could be used to correct a posteriori the uncertainties of the MAMI 2014 beam-time results. The correction will affect only the central momenta of the spectrometers. A typical energy spread of the extracted MAMI beam is 13 keV with the absolute energy known with an accuracy of δE beam ≈ ±160 keV. To establish a factor 10 improvement in precision a dipole magnet will be used as a beamline spectrometer. This method requires the measurement of its field map with a precision in the range of μT and a stability of the setup on the level of 20 μm over an area of 5 × 2 m 2 .
