I. INTRODUCTION
One of the most important challenges in Mobile IPv6 is to provide the service for a mobile node to maintain its connectivity to the Internet when it moves from one domain to another, which is referred to as handover. Here we deal with the fast handover problem, which is to provide rapid handover service for the delay-sensitive and real-time applications. To make a mobile node (MN) stay connected to the Internet regardless of its location, mobile IPv6 is proposed as the next generation wireless Internet protocol as in [1] . This is achieved primarily through using CoA (Care of Address) to indicate the location of the MN. Although the Mobile IPv6 protocol has many promising characteristics and presents an elegant mechanism to support mobility, it has an inherent drawback. That is, during a handover process, there is a short period that the mobile node is unable to send or receive packets because of link switching delay and IP protocol operations.
Handover is the process by which an MN keeps its connection active when it moves from one access medium to another. The handover process happens when the MN moves one access medium to another, and it should accomplish three operations: movement detection, CoA configuration, and binding update (BU) as in [7] . The problem which is prevailing with handover of mobile node from a network to another network is the delay in time taken for the mobile node to move to the new network, time taken for authentication process and time taken for registration with the new network. Normally mobile node has to register whenever it is entering new network. In addition to that previous access router (the router of network in which mobile node was present before handoff) has to send all the routing information about that mobile node (which it is previously having )to access router of new network. The problem with this is it causes additional delay during handover. That is time to register and time taken by the previous access router in transferring the network parameters to the new access router. In order to avoid this delay, we have to make the previous access router to transfer the network parameters to new access router in prior to handover of the mobile node. This reduces the delay in handover because it involves only the registration of the mobile node to new network In the case of a Handoff of level 3, Mobile Node needs to acquire a new IP address. It requires registration messages, which can cause a communication interruption. The time of interruption can increase if the number of users increases. This will be awkward for the real times applications or delay sensitive traffic (like the voice over IP, video streaming).That's why a certain number of mobility protocols were presented to improve the performances of Mobile IP and in particular the Handoff process as in [7] . These protocols are made for environments where the MIPv6 specifications are insufficient: signalization overload, packets loss, and data delivery delay. These delays are directly related to the round-trip time of registration messages.
A. Background of IPv6
To solve the mobility problem of IP a standard was proposed, namely mobile IP. The components of the mobile IP protocol are:
MN: Mobile Node (sometimes called Mobile Host), this is the node that changes location.
HN: Home Network, the network in which the Mobile Nodes (MN) home agent is positioned. This is the network in which the permanent address of the MN is located.
HA: Home Agent, which is in the router of the Home Network (HN).
FN: Foreign Network, the network that the MN is currently in.
FA: Foreign Agent, which is in the router of the Foreign Network (FN).
CN: Corresponding Node (sometime called Corresponding Host), the node that the MN is communicating with.
CoA: Care-of-Address, the temporary IP address that the Home Agent (HA) can use to contact the MN, while it resides in the FN. This CoA usually points to the Foreign Agent (FA), although it might sometimes point directly to the MN.
B. Literature Survey
In [11] the authors have taken globally accepted model of integration between WLAN and UMTS because of the reason that Integration of two different networks is possible only when their corresponding network parameters such as pre-authentication, pre-registration, network attachment and detachment delay times coincide. For these two networks normal time for a mobile node to make handover is 2.5s which includes pre-authentication time as 1 s and pre-registering time as 1 s and for each network attachment and detachment delay it takes 0.2s each. And an additional network delay of 0.1 s. So as a whole it takes 2.5 s. This is the normal latency being occurred in handover process. But our method reduces the time taken for authentication and registration in prior before actual handover happens thereby bringing down the latency around 2 s.
Streaming systems rely on buffering at the client to protect against the random packet losses and delays that characterize a best-effort network. These parameters vary depending on the locations of the senders and the receivers; with typical loss rates of 0-20% and one-way delays of 5-500 ms, [12]. Buffering reduces a system's sensitivity to short-term fluctuations in the data arrival rate by absorbing variations that is called jitter. The main objective of jitter buffering is to keep the packet loss rate under 5% and to keep the end-to-end delay as small as possible. By maintaining the buffer at the receiving side, we can introduce the buffer delay which in turn reduces the no of packets being lost from 5-20% to below 10% by considering the various cases including spike detection case because the algorithms discussed until now in [12] do not adapt fast enough to such spikes, taking too long to increase their delay estimate on its detection and too long again to decrease their estimate once the spike is over. An algorithm is described to adapt to such spikes. That is called spike detection algorithm. Trace files are maintained to hold the values needed to plot the graphs used to estimate the delay during handoff and to compare the delays during ordinary handoff and pre-handoff.
These trace files are given separately as input to the each xgraph and the corresponding graphs are drawn and analyzed successfully. Normally the packet delay will be 0.1 milliseconds. Here the packet delay during handoff increases up to 2 ms and it retains for about 0.6 seconds.Before that a small delay when the mobile terminal starts receiving information occurs. Once the new network path is dedicated for the new mobile terminal, then the packet delay will be normal 0.1ms thereafter till next handoff occurs.
Pre-handoff will resemble that there is less packet delay until the information about the mobile terminal are sent to the new access router. And also during handoff, only movement of mobile terminal happens. Binding updates are done prior once the handoff is predicted.
Comparison:
Now with pre-handoff, the delay as usual increases upto 2 ms during handoff but retains only for 0.3 s. Hence the handoff latency is reduced as half of the original handoff latency. So the Handoff speed is increased some extent due to this pre-handoff.
Comparison of Success handover with handover delay:
The handover decision method relies on an algorithm which attempts to predict the travelling distance in a WLAN cell coverage area by using the change rate of RSS. The relationship between RSS( in mW) and the distance between access point (AP) and the MT at any point inside the WLAN coverage area can be obtained by using the path loss model as in [10] where E( in mW) is the transmit power of the AP, β is the path loss exponent ( a value between 2 and 4 chosen depending on the transmission environment), and ε is a Gaussian distributed random variable with a mean of zero and a standard deviation up to 12 dB.Here the power being transmitted can be calculated using the formula
Transmit Power = N (λ (packets/s)*L(bits)) /R(bps)
Where N is the number of connections, λ is the transmission rate, L is the packet size, R is the bandwidth.
As speed (distance) increases, the rate of RSS decreasing increases, in such scenario the probability of successful seamless service decreases( or affected greatly).In such case, ordinary handover scheme fails shown in fig 4. a.
In such case, our scheme will increase the probability of successful handover by greatly reducing the delay( or time taken to make the handover) shown in fig 4. b. For a successful handover rate of RSS decreasing should be greater than the delay (or time taken to make the handover).
Averagedelay=(T*suc_prob)+(t*(1-suc_prob))+(dist/vel)
where T is time taken for successful handover, t is time taken for unsuccessful handover. Fig 4 (a, b) Comparison of Success handover probability with (rate of rss, delay).
Integration of two different networks is possible only when their corresponding network parameters such as pre-authentication, pre-registration, network attachment and detachment delay times should coincide. For such reason we have taken globally accepted model of integration between WLAN (Wireless LAN) and UMTS (Universal Mobile Telecommunication System).WLAN is known for its wider coverage area whereas UMTS is for higher data rate. Integrating these two networks provides better throughput and good communication quality. For these two networks normal time for a mobile node to make handover is 2.5s which includes pre-authentication time as 1s and pre-registering time as 1s and for each network attachment and detachment delay it takes 0.2s each. And an additional network delay of 0.1s. So totally 1+1+0.2+0.2+0.1=2.5s. This is the normal latency being occurred in handover process. But our method reduces the time taken for authentication and registration as they started in prior before actual handover happens thereby bringing down the latency around 2s.
IV. BUFFER MANAGEMENT
A typical VoIP application buffers incoming packets at the receiver and artificially delays their playout in order to compensate for variable network delays called jitter. If the buffering delay is set too large, the overall latency increases to a level where interactivity of the conversation suffers; if it is set too small, the resulting increased packet loss rate decreases the perceived voice quality. The two conflicting goals of minimizing buffering delay and minimizing late packet loss have led to various adaptive playout algorithms. Most of the adaptive playout algorithms described in the literature depend on estimates of network delays to calculate playout deadlines of already received packets. Good network estimators should ignore transient noise conditions, but react quickly to persistent changes in performance.
Case 1: Linear
The delay estimate for the ith packet and a measure of the variation in the delays is calculated as in the calculation of round trip time estimates for the TCP retransmit timer. Specifically the delay estimate for packet i is computed as di. = α*di-1. + (1-α)*ni and the variance is computed as vi. = α*vi-1. +(1-α)*|di -ni | Where ni is network delay and di is packet delay.
This algorithm is basically a linear recursive filter and is characterized by the weighting factor α = 0.125.
Case 2: Varient
The idea is to use a different weighting mechanism by choosing two values of the weighting factor, one for increasing trends in the delay and one for decreasing trends.
Variation estimate is calculated as in case 1. The delay estimation algorithm is given as
Where the weighing factor β =1-α.
Case 3: Minimum with spike detection
Delay spikes are a common occurrence in the Internet. A spike constitutes a sudden, large increase in the end-to-end network delay, followed by a series of packets arriving almost simultaneously, leading to the completion of the spike. The algorithms discussed until now do not adapt fast enough to such spikes, taking too long to increase their delay estimate on detection of a spike and too long again to decrease their estimate once the spike is over. An algorithm is described to adapt to such spikes. This algorithm is called spike detection algorithm By maintaining the buffer at the receiving side, we can introduce the buffer delay which in turn reduces the no of packets being lost from 5-20% to below 10% by considering the various cases including spike detection V. CONCLUSION Mobility manager module on the mobile device is to provide information about network parameters and handoff events. Our work has an advantage that our scheme doesn't require changes to existing network infrastructures and relies on existing protocols only. Jitter buffer delay is increased for some amount to reduce the packet loss [1] . The probability of handoff failures and unnecessary handoff are reduced much by using the thresholds of received signal strength [10] . Each access router maintains a CoA table, and generates a new CoA for a mobile terminal that is anticipated to move to its domain. Binding updates to Home Agent/Correspondent Node are performed by previous access router (PAR) from the time point when the nCoA is known by PAR. Hence due to this pre-handoff scheme, the handoff latency and packet delay are much reduced [7] .
Hence by combining all these features and methods, the handoff latency and packet delay are much reduced. This will finally enhance handoff speed through mobility of data packets.
Our work is concerned mainly with respect to two networks only namely WLAN (Wireless LAN) and UMTS (Universal Mobile Telecommunication System), so the future work should be done considering most of all possible networks so that heterogeneity can be maintained across various networks.
In our work, we proposed fixed dynamic algorithm by taking into account only two weighing factors namely alpha and beta by considering 3 cases. As a future work, dynamically changing weighing factors needs to be proposed which should be adaptable for most dynamic environment
