We investigate the two-median problem on a mesh with M columns and N rows (M ≥ N ), under the Manhattan (L 1 ) metric. We derive exact algorithms with respect to m, n, and r , the number of columns, rows, and vertices, respectively, that contain requests. Specifically, we give an O(mn 2 log m) time, O(r ) space algorithm for general (nonuniform) meshes (assuming m ≥ n). For uniform meshes, we give two algorithms both using O(MN ) space. One is an O(MN 2 ) time algorithm, while the other is an algorithm running in O(MN log N ) time with high probability and in O(MN 2 ) time in the worst case assuming the weights are independent and identically distributed random variables satisfying certain natural conditions. These improve upon the previously bestknown algorithm that runs in O(mn 2 r ) time.
INTRODUCTION
In the k-median problem we are given a graph G = (V , E) with nonnegative edge costs. We want to choose k vertices (the medians) from V to minimize the sum of the distances between each vertex and its closest median. As motivation, the vertices can be thought of as customers, the medians as service centers, and the distance between a customer and a service center as the cost of servicing the customer from that center. In this view, the k-median problem is about choosing a set of k service centers that minimizes the total cost of servicing all customers. In a parallel computing scenario, the vertices can be thought of as clients and the medians as servers; the k-median problem then corresponds to a form of load-balancing.
The k-median problem is often extended so that each customer (vertex) has a weight, corresponding to the amount of service requested. The distance between a customer and its closest service center (median) then becomes the cost of providing one unit of service, that is, the cost of servicing a customer will then be the weight of the customer-vertex times its distance from the closest service center.
Lin and Vitter [13] proved that, in general graphs, even finding an o(ln n)-approximate solution to the k-median problem is NP-hard. They were able to show, though, that it is possible in polynomial time to achieve a cost within O(1 + ) of optimal if one is allowed to use (1 + 1/ )(ln n + 1)k medians. Guha and Khuller [8] proved that this problem is still MAX-SNP hard if restricted to metric spaces. Charikar et al. [3] showed that constant-factor approximations can be computed for any metric space. In the specific case of points in Euclidean space, Arora et al. [1] developed a polynomial time approximation scheme (PTAS). There are some special graph topologies for which fast polynomial time algorithms for finding exact solutions exist, though. For example, this is true for trees [15, 17] and lines [9] .
In the literature, the k-median problem is also classified according to the number of medians k. If k = 1, the problem is known as the one-median problem. If k = 2, the problem is known as the two-median problem. For k ≥ 3, the problem is known as the k-median problem. In particular, the twomedian problem was discussed widely on trees [2, 5, 6, 11] .
In this article, we deal with the specific problem of solving the two-median problem on an M × N orthogonal mesh (M ≥ N) where the distance function is the Manhattan (L 1 ) metric. This problem was recently introduced by Lau et al. [12] , who were motivated by load-balancing on parallel machines with mesh-topologies such as the iWarp system [7] . In [12] , they developed an exact algorithm that runs in O(mn 2 r) time, where m, n (assume m ≥ n) and r are, respectively, the number of columns, rows, and vertices of the mesh containing requests. Because r ≥ m, their algorithm, therefore, needed at least O(m 2 n 2 ) time. Recently, Tse and Lau [16] also developed an approximation algorithm with worst case ratio 1.5 and running in O(m 2 + r log r) time. Both of their algorithms required that the mesh must be a subset of the uniform mesh. The main result of this article is an improved exact algorithm that runs in O(mn 2 log m) time and uses O(r) space. The algorithm also works for arbitrary meshes, dispensing with the requirement that the mesh be a subset of a uniform one. We also give two algorithms for uniform meshes. One algorithm runs in O(MN 2 ) time in the worst case. The other runs in O(MN log N) time with high probability if the requests of all vertices of the mesh are independent and identically distributed (iid) random variables satisfying certain natural conditions, for example, if the requests from each vertex are bounded by a constant (that is, resources needed by a single vertex do not depend on the size of the mesh) and the number of vertices that have requests is not too small (say, the proportion of the vertices having requests being ln N/ √ N is enough). A natural example of such a distribution would be that each vertex requests i ∈ {0, 1, . . . , B} units of service independently with constant probability p i , where at least one p i for i ≥ 1 is nonzero. Both of the two algorithms for uniform meshes use O(MN) space.
The article is organized as follows. In Section 1, we give the notations and the formal definitions. We begin with some basic observations in Section 2. In Section 3, we show the algorithm for general nonuniform meshes, which is later improved in Section 4 for uniform meshes. In Section 5, we discuss the range query subroutine that is used as a black box in the preceding sections.
The Parameters
Let {x i : 1 ≤ i ≤ M} and {y j : 1 ≤ j ≤ N} be two sets of real numbers sorted increasingly, that is,
and whose edges consist of those between vertices (x i , y j ) and (x i , y j+1 ), for 1 ≤ i ≤ M and 1 ≤ j < N, and those between vertices (x i , y j ) and (x i+1 , y j ), for 1 ≤ i < M and 1 ≤ j ≤ N. In general, G is considered to be nonuniform, that is, the values of the x i 's and y j 's can be arbitrary real values. A mesh is uniform iff x i+1 − x i = y j+1 − y j = constant for all 1 ≤ i < M and 1 ≤ j < N.
Each vertex may or may not have requests. The weight of a vertex u, denoted by w(u), represents the amount requested from u. The values of the weights can be arbitrary nonnegative real values. Denote by r the number of vertices that have requests, that is, the vertices with nonzero weights, and by m and n, respectively, the number of columns and rows that have requests, that is, at least one vertex on it has requests. We also call these columns and rows nonempty. Without loss of generality, we assume m ≥ n.
The input consists of the values x i and y j , and a list of vertices with their nonzero weights. All vertices that are not given in the list have no requests. In general (i.e., nonuniform meshes), we would like to bound the algorithm by a function of m, n and r, because we can throw away empty columns and rows. But for uniform meshes we cannot, because throwing away columns or rows in this way will destroy the uniform property (in general), so the best we can hope for is to bound the algorithm by a function of M, N and possibly r.
Problem Definitions
In this section we specify the two-median problem considered in this article. First, the distance d (u, v) 
A region is just a subset of the mesh. We define the cost of vertices in a region R w.r.t. S, denoted by cost S (R), as the weighted sum of the distances from each vertex in
The k-median problem is to find a set S with |S| = k that minimizes cost S (G). In this article, we consider the case k ≤ 2. An example of the two-median problem is shown in Figure 1 .
Throughout the article, we use "point" to denote an arbitrary point in the plane, and "vertex" for a vertex of the mesh. For polygonal regions, we use "corner" to denote a vertex of the polygon, which can either be chosen from the vertices of the mesh or not.
PRELIMINARIES

The One-Median Problem
We start with the one-median problem. Note that in the optimal k-median set, each median s i is an optimal one-median for the set of vertices whose nearest median is s i .
Let
be the sum of weights of vertices (x, y) with −∞ < y < +∞ and, respectively,
be the sum of weights of vertices (x, y) with −∞ < x < +∞ and, respectively, y a < y < y b , y a < y ≤ y b , y a ≤ y < y b , y a ≤ y ≤ y b . Denote by W the total weight of all vertices in G. We have the following straightforward lemma from [12] .
and
Using Lemma 1, we can find all optimal one-medians in O(r) time. Note that there might be more than one optimal one-median for some special problem instances: if
for some columns x i and x j , any x s ∈ [x i , x j ] will satisfy Inequality (1). This is also true for the y-direction. In such cases, the set of all optimal one-medians forms an axis-parallel rectangle and we can always choose the one with the smallest x-and y-coordinates (lower left corner of the rectangle). Thus, some optimal onemedian is always a vertex of the mesh, and always on a column and a row that have requests. This means that allowing the one-median to be an arbitrary point in the plane instead of being restricted to vertices of the mesh will not improve the solution. The same situation holds for the k-median problem: recall that, as mentioned before, each median s i in an optimal k-median set is an optimal one-median for the set of vertices whose nearest median is s i . Hence, we have the following result.
Lemma 2. The cost of an optimal k-median of mesh G, where the medians S are restricted to be the vertices of the mesh, is the same as that of an optimal k-median where S can take arbitrary points in the plane, that is,
In the sequel we therefore always assume that the kmedians are vertices of the mesh.
Basic Regions
Denote the two medians by s 1 = (x s 1 , y s 1 ) and s 2 = (x s 2 , y s 2 ). We can assume x s 1 ≤ x s 2 throughout the article. Denote l = |x s 1 − x s 2 | and d = |y s 1 − y s 2 |. We will focus on how to compute an optimal two-median under the constraints l ≥ d and y s 1 ≤ y s 2 . Everything is symmetric when l ≥ d and y s 1 > y s 2 , so we will not discuss it. The case l < d is similar, and we will discuss it briefly before Lemma 10.
Define the Voronoi cell of s i to be the set of points for which the nearest median is s i . If a point (x, y) has equal distance to both s 1 and s 2 , we can assign it arbitrarily to either cell, but in this article, we will always assign it to the Voronoi cell of s 1 if x ≤ x s 2 and assign it to the Voronoi cell of s 2 otherwise. We call the boundary curve between two Voronoi cells the bisector. Note that by the tie-breaking rule, the bisector always belongs to the Voronoi cell of s 1 (see Fig. 2 ). The following lemma describes the shape of the bisectors under the L 1 distance. Define R to be a basic region iff R is either an axis-parallel rectangle (possibly unbounded) or an axis-parallel triangle with a hypotenuse slope −1. Furthermore, we call a region R separable from a point s = (x s , y s ) iff x s ≥ max u∈R x u or x s ≤ min u∈R x u , and y s ≥ max u∈R y u or y s ≤ min u∈R y u . That is, R is separable from s if R falls in exactly one of the four quadrants around s.
Property 1. The Voronoi cell of s i can be partitioned into O(1) basic regions that are separable from s i .
Proof. We can partition the Voronoi cell in such a way that the line segment connecting p 1 and p 2 is the hypotenuse of the triangular basic region. The rest of the area can be partitioned easily into four rectangular basic regions that are separable from s i .
■
The reason for introducing separability is that the cost of a region w.r.t. any separable point can be computed efficiently. Denote by w(R) the total weight of vertices in R. Define c x (R) = u∈R w(u) · x u and c y (R) = u∈R w(u) · y u .
Property 2. If region R is separable from a point s, the value of cost s (R) can be computed in O(1) time given the values of w(R), c x (R) and c y (R).
Proof. cost s (R)
Combining Properties 1 and 2, if we can compute w(R), c x (R), and c y (R) of any basic region R efficiently, we can compute cost S (G) efficiently.
It turns out that the complexity of calculating w, c x , and c y will depend upon the model in which we are working, for example, uniform versus nonuniform meshes and the data structures that we are willing to introduce. We therefore postpone these computations to Section 5 and, for the time being, introduce a parameter Q to denote the calculation time. More formally see the following.
Definition 1. Let Q = Q(M, N, m, n, r) be a function depending on the various parameters, such that the values of w(R), c x (R), and c y (R) of any basic region R can be computed in O(Q) time.
Lemma 4. We can compute cost S (G) for any given twomedian set S in O(Q) time.
Proof. We first partition the Voronoi cells into separable basic regions as we did in Property 1, and then we compute the cost of each basic region w.r.t. the corresponding median. The total cost cost S (G) is simply the sum of the costs of all the basic regions. This approach takes O(Q) time because the number of basic regions is constant. 
ALGORITHMS FOR NONUNIFORM MESHES
In this section, we consider general (nonuniform) meshes. As previously mentioned, in nonuniform meshes, we can throw away empty columns and rows. So, in this section, we will assume the size of the given mesh is m × n and all columns and rows are nonempty. The following lemma generalized from [12] is a key to the two-median problem. We repeat the proof here in our notation because we will need it later. 
Proof. Recall the shape of the bisector from Lemma 3. Vertices (x, y) with x ∈ (−∞, x s 1 ] are in the Voronoi cell of s 1 and those with x ∈ [x s 2 , +∞) are in the Voronoi cell of s 2 . Denote by W i the sum of the weights of vertices in the Voronoi cell of s i , for i = 1, 2. Because s i is an optimal one-median for the vertices in the Voronoi cell of s i , using Lemma 1, we have
The lemma follows by summing Inequalities (4) and (5). ■
We call x s 1 , x s 2 a candidate column-pair if it satisfies Inequality (3). Lemma 5 says we only need to consider the two-medians on the candidate column-pairs to find an optimal one. Lemma 2 tells us that there exists an optimal two-median set on some columns of the mesh. So we will only consider the candidate column-pairs on the columns of the mesh.
As mentioned in [12] , there are only O(m) such candidate column-pairs. We write this as a lemma and give a formal proof (recall that r is the total number of vertices with nonzero requests).
Lemma 6 (Lemma 4.4 of [12]). There are O(m) candidate column-pairs, and they can be found in O(r) time.
Proof. We first bound the number of candidate columnpairs. As discussed above, we assume we have thrown away the empty columns and rename the nonempty columns as
which means l i+1 ≥ r i − 1. So the total number of candidate column-pairs is
To compute these candidate column-pairs, we first perform an O(r) time preprocessing step such that, given x i , x i , we can check in constant time whether it is a candidate column-pair. Then, finding 
Lemma 7. An optimal two-median of an m × n nonuniform mesh can be computed in O(mn 2 Q) time.
Proof. We first show how to compute the optimal twomedian under the constraint l ≥ d. We calculate the O(m) candidate column-pairs in O(r) time as in Lemma 6. For each candidate column-pair, we simply compute the costs of all O(n 2 ) possible two-medians on those columns. So the running time for the case l ≥ d is O(mn 2 Q).
By symmetry, the optimal two-median under the constraint l < d can be computed in a similar way. There are O(n) candidate row-pairs, and for each candidate row-pair, there are O(mn) possible two-medians because l < d ≤ n.
So the running time for the case l < d is also O(mn 2 Q). ■
In Section 5 we will prove in Lemma 13 that, for nonuniform meshes, Q = O(log m). Combining Lemma 7 with Lemma 13, we have
Theorem 1. An optimal two-median on an m × n nonuniform mesh can be computed in O(mn 2 log m) time in the worst case, using O(r) space.
ALGORITHMS FOR UNIFORM MESHES
In this section, we consider uniform meshes. The algorithm in Lemma 7 runs in O(MN 2 Q) time for an M × N uniform mesh. From Lemma 12, we have Q = O(1) for uniform meshes, which immediately gives
Theorem 2. An optimal two-median on an M × N uniform mesh can be computed in O(MN 2 ) time in the worst case, using O(MN) space.
We will improve Lemma 7 and Theorem 2 in the probabilistic case. We assume the request weights of all the MN vertices are iid random variables with the same distribution X. Denote µ = E(X), the expectation of X. We will show that our algorithm runs in O(MNQ log N) time with high probability if X satisfies certain natural conditions; at the same time the algorithm will also run in O(MN 2 Q) time in the worst case.
The technique we use is a simple binary search. Assume l ≥ d and fix a candidate column-pair x s 1 , x s 2 . We consider all possible two-medians on those two columns that arise by allowing all possible values of y s 1 and y s 2 . In Lemma 7, we simply tried all O(N 2 ) possible two-medians in arbitrary order. However, if we group the O(N 2 ) possibilities according to the vertical distance d = |y s 1 − y s 2 |, we can use a binary search, as follows.
Consider the set of two-medians with fixed vertical distance d ≥ 0 on the candidate column-pair x s 1 , x s 2 . We assume y s 1 + d = y s 2 (the case y s 1 > y s 2 is symmetric). In this case, the locations of the two-medians are completely determined by the value of y s 1 . From the proof of Lemma 5, we only need to compute costs for those two-medians satisfying Inequality (4). Recall that W i is the sum of the weights of the vertices in the Voronoi cell of s i , for i = 1, 2. Note from Figure 2 that W 1 increases when the two-medians move upward, that is, y s 1 increases, while all other values in Inequality (4) are fixed. Computing W 1 for a given two-median takes O(Q) time. So a binary search can, in O(Q log N) time, find the upper and lower bounds of the value of y s 1 for which the corresponding two-median sets satisfy Inequality (4). We call these two-medians valid and the range of y s 1 in which the two-medians are valid the valid interval. Denote the valid interval by [y min , y max ], where y min and y max are the minimum and maximum values of y s 1 over all the valid twomedians. From the argument above we find that, instead of checking all n possibilities for y s 1 , as was essentially done in Lemma 7, we only need to examine the valid two-medians to find the optimal one. What remains is to bound the length of the valid interval. In the worst case this could be as bad as (N) but, in the random case, it will usually be much smaller. 
The fourth inequality comes from the Hoeffding bound [10] , which says Pr(|S n − E(S n )| ≥ δn) ≤ 2e −2nδ 2 , where S n = n k=1 X k and X k ∈ [0, 1] are mutually independent.
■ Lemma 8 will be used in Lemma 10 to bound the length of valid intervals. Before continuing, we quickly look at the symmetric case l < d. Figure 4 shows the bisector and the Voronoi cells when l < d. As stated in the proof of Lemma 7, when l < d, there are O(n) candidate row-pairs, and on each candidate row-pair, there are O(mn) possibilities for the two-medians. In the probabilistic algorithm, we group these O(MN) possible two-medians according to the horizontal distance l, and for each group, we use a binary search to find the valid interval [x min , x max ], where x min and x max are the minimum and maximum values of x s 1 over all the valid two-medians. Similar to Lemma 8, we also have the following lemma to bound the length of the valid intervals when l < d. 
The proof of Lemma 9 is very similar to that of Lemma 8, and is therefore omitted. With Lemma 8 and Lemma 9, we have the following algorithm. Intuitively, the requirement X ≤ B is the natural condition that the request from any single vertex does not depend on the size of the network, that is, the requests cannot get unlimited when the network becomes large. The requirement E(X) = ω( √ ln N/N) implies that the vertices having requests can not be too small, for example, if the requests come in integral units and the probability of some nonzero request is always greater than some constant p > 0, then E(X) ≥ p = ω( √ ln N/N) and the condition is satisfied. An example of using the probabilistic algorithm is as follows. Assume M = N, so we have an N ×N square mesh, and suppose the requests are mutually independent unit requests, that is, X = 1 with probability p = ln N/ √ N, and X = 0 otherwise. Then E(X) = ω( √ ln N/N) and the conditions of Theorem 3 are satisfied. Note that for these parameters, with high probability, every row and every column of the uniform mesh will contain at least one request, that is, m = M and n = N. Therefore, with high probability, applying the worstcase algorithm of Theorem 2 would require O(MN 2 ) time. On the other hand, with high probability, the algorithm of Theorem 3 requires only O(MN log N) time.
RANGE QUERIES ON MESHES
In this section we will discuss appropriate values for Q, the time for computing w(R), c x (R), and c y (R) of a basic region R. Because all the three values w, c x , and c y are calculated in some commutative groups, this problem is the classic range searching problem. In particular, all the three operations of the groups are simply ordinary arithmetic addition. For example, c x (R) = u∈R w(u) · x u . The value c x (u) = w(u) · x u can be regarded as a property of u represented by a constant, and the value of c x (R) is just the arithmetic sum of the values of c x (u) for all u ∈ R.
The basic rectangular regions are orthogonal ranges. See, for example, [4] . The basic triangular regions can also be FIG. 5 . The decomposition of rectangular and triangular regions into twosided regions. P 1 , P 2 , Q 1 , Q 2 are points at infinity of the corresponding directions.
treated as orthogonal ranges, as follows. Because the slopes of the hypotenuses are always a constant, we could apply an affine transformation such that all the hypotenuses become parallel to some axis. For example, as we will see in the next paragraph, in our specific problem, we will need to query vertices (x, y) in the two-sided triangular region x ≥ c 1 and x + y ≤ c 2 . We could transform each vertex (x, y) to a new coordinate (x, z) where z = x + y, and then apply the orthogonal range searching x ≥ c 1 and z ≤ c 2 under the new coordinate.
Our problem only need counting-type queries, that is, we do not need to list all vertices in the query range. In the counting case, orthogonal range searching is equivalent to solving the two-sided case, also known as dominance search, where two of the four boundaries of the search region is infinity. Refer to Figure 5 . The basic rectangular region ABCD (the left figure) can be decomposed into the sum/difference of four two-sided rectangle regions P 1 AQ 1 , P 1 BQ 2 , P 2 DQ 1 and P 2 CQ 2 . If we can make the two-sided queries efficiently, we can make the four-sided query as well up to a constant factor. Similarly, a basic triangular region ABC (the right figure) can be decomposed into two two-sided triangular regions P 1 AQ 1 and P 1 CQ 2 plus a three-sided rectangular region Q 1 BCQ 2 . The three-sided rectangles can be further decomposed into the difference of two two-sided rectangles. So we only need to find efficient ways to query two-sided triangular regions, as discussed in the previous paragraph.
Therefore, we have reduced our problem to the two-sided orthogonal range counting problem. The range counting algorithm depends on whether the mesh is uniform or not. We first deal with the uniform case. Range counting on a uniform mesh is easy. A simple "table lookup" approach can do everything optimally in constant time. Proof. We can always shrink a basic region such that it contains the same set of vertices of the mesh and the corners of the basic region are on some vertices of the mesh. So we only need to query the regions whose corners are the vertices of the mesh.
Let the corner A in Figure 5 be the location of a vertex u. We denote by R 1 (u) the two-sided rectangular region P 1 AQ 1 in the left figure, and by R 2 (u) the two-sided triangular region P 1 AQ 1 in the right figure. The There are many results on range searching on meshes, but to the best of the authors' knowledge, none of them can do better than O(log m) in counting-type queries while at the same time keeping the preprocessing time low enough compared to the bound in Lemma 7 to be useful to us. Hence, we will therefore use the classic priority search tree [14] data structure. This data structure is not only practical, but also allows arbitrary real values instead of only integers.
Lemma 13 ([14]). In an m×n nonuniform mesh, the values of w(R), c x (R) and c y (R) of any basic region R can be computed in O(log m) time using O(r) preprocessing time and O(r) additional space.
Finally, as we did in Section 3 and 4, combining Lemma 13 with Lemma 7 gives Theorem 1. Combining Lemma 12 with Lemma 7 gives Theorem 2, while combining Lemma 12 with Lemma 11 gives Theorem 3.
