We give easily computable upper and lower bounds for the inverse elements of finite tridiagonal diagonally dominant matrices, and we improve the well-known upper bounds due to Ostrowski. The results are extended to infinite Systems. The theory is also applied to some earlier results and to the evaluation of Besscl functions and Mathieu functions by using their recurrence relations.
algorithm to find the Solution of a finite linear System or for Givens or Householder methods, see [l] . Estimates for upper bounds for the inverse elements of tridiagonal matrices arising in some boundary value Problems are given by Mattheij [4] . Upper bounds for a special tridiagonal matrix are given by Kershaw [3] , and a lower bound for the smallest Singular value of a matrix is given by Varah 191 . Considerable work has been done on the numerical treatment of tridiagonal matrices. For an account of a fast parallel algorithm, see [2] . Ostrowski [5] has given upper bounds for the inverse elements of a diagonally dominant matrix.
In Section 2, we give easily computable upper and lower bounds for the inverse elements and infinity norms for the inverse. The results improve Ostrowski's upper bounds as well as give new lower bounds. In Section 3, the results are extended to the infinite case and to block tridiagonal infinite Systems. In Section 4, we apply the theory to a special matrix considered by Kershaw. We also discuss the evaluation of Bessel functions and Mathieu functions by using their recurrence relations, and numerical results are given.
FINITE MATRICES
We will be concerned with finite and infinite tridiagonal matrices A = {CL,, b,, c,}, where the b's are the diagonal elements. We will use the notation A('J), s > r, to represent the tridiagonal Square submatrix of Order S-T + 1 whose diagonal entry in the first row is b, and the diagonal entry in the last row is b,.
We will now prove the following lemma:
For the tridiagonal n x n matrix A = {a,, bi, ci}, the cofactors Aij of A are given by
, ilj,
for i,j = 2,3,.
, n. In the abowe, det A(l,O), det A("+l'"), and nk=i+lpk are each defined to be unity.
Proof.
We need only consider 1 5 i < j 5 n, as the results for 1 < j 2 i < n tan be derived similarly. For i = j = 1 or i = j = n, the lemma is . . .
Similarly, for 1 < i < n, j = n, the theorem is true.
For 1 < i < j < TZ,
LEMMA 2.2 (Ostrowski [5] where n-I = supk{(bkl + 1~1 + Ickl}, 6-l = infk{lukl,Ickl}, und 1j-r = 6(1 -I_L). l\A-111, < 2(rn+' ;T;'n+1"2),
wh,ere r = (1 + q)/q > 2 and 6 = infk{lbkl}.
The proof is based on Ostrowski's results on determinants. Applying Equation (8) in Ostrowski [5] to our matrix A, we have for ~II> integer s I NetAl 5 Ib n(lhl + 14 n (lbi + hl). 1) where (~1 = 0 and ai, bi, c, # 0 for i = 1,2, A finite truncated System tan be written out as A(n)X(n) = Dt'"). For convenience, we define an extencled infinite truncated System as follows:
where I is the infinite identity matrix. It is easy to see that the above two truncated Systems are equivalent.
We now rewrite the above Systems in iterative form: X = GX + P and Z(n) = G(")_?(") + Pl leading to iteration formulas: 
b n+l
We now prove the following theorem. where p s supk{~k}.
Proof.
We first show that there exists a unique X E 1, such that AX = D. For the linear transformation Y = GX + P, and XI, X2 E l,, let Yl = GX1 + P, Y2 = GX2 + P. We have
IIYZ -YllL 5 IIGllcoll~2
-X1llcm = ~11x2 -XlII, CP < 1).
It turns out that Y = GX + P is a contraction mapping onto 1, itself; by the fixed Point theorem [lO] , there exists a unique X E 1, such that
X=GX+P.
We shall use 11.11 instead of ll.llm. We first notice that, for any k: > 0, This proof gives an efficient way for estimating the Solution for the infinite System (3.1) by using a solution for the truncated System (3.2). One tan even use an iteration formula to execute this truncation, with considerable precision given by O(I_L"+~). where I is the m x m identity matrix and 0 is the zero matrix.
WP first assume that Ab is a strictly row diagonally dominant matrix; therefore, each of Bk's is strictly row diagonally dominant and hence nonSingular. We also assume that Ab satisfies the following conditions:
iiBkllm 2 S > 0 for all /c.
(B2) crn 5 0 < 1, and un -+ 0 as n -+ 00. REMARK. For the special case that all Bk's happen to be tridiagonal matrices, l~B~l~~m may be estimated by using the results in the previous sections.
A Sketch of the proof for Theorem 3.2 parallels the proof of Theorem 3.1, with pk and p replaced by ok and a respectively, the Symbols standing for matrix elements replaced by those for block matrices, and the absolute Operator replaced by the infinity norm.
i. APPLICATIONS
We now give three examples for illustrating our results on finite and infinite matrices. where 0 < oi < 1 and Xi > 1 for i = 1,2,. . . , n. Upper bounds Ki for the inverse elements of A are given by Kershaw [3] , denoted by Ki, they tan be written as follows with our notation:
EXAMPLE 1 (Kershaw [3]). C onsider a matrix
(4.1)
where 11 = min{i,j}, 12 = max{i,j}, and v, = min{X,_iX,,X,X,+r} with vi = XiXs and v, = X,_iX,.
Using Theorems 2.2 and 2.3, we tan easily get other upper bounds (denoted by Si) for A,j /det A, which tan be shown to be better than Kershaw's bounds. For i 5 j, noting that Iblj = Xl, pl = l/X[, al = CY~ and CL = 1 -01, we have giving S, 5 Ki.
It tan similarly be shown that the result holds for i 2 j. From the above we tan see Kershaw's upper bound is improved. Regarding the lower bound for Kershaw's matrix, we Start with (2.6) and (2.8) for i 5 j, and we obtain and similarly, for i > j, Hence we get the lower bounds EXAMPLE 2. The Bessel functions Jn(z), n = 0, 1,2,.
, satisfy the following well-known recurrence relation: which is strictly diagonally dominant, and xr, 22, x3 tan be easily obtained once the infinite System is estimated in terms of 53. In the following, we only discuss the case when (LI < 2 for convenience. In matrix notation, the System tan be written as AX = D, where A is the resulting tridiagonal infinite matrix with CL, = c, = -1 as its off diagonal entries and b, = 2n/L as its diagonal entries; X = (XI, ~2,. .)" and D = (xe,O,O,. . .)". It is easy to check that all the conditions required by Theorem 3.1 are satisfied by this example, even though it does not satisfy the conditions needed to apply results in [8] .
As an example, we choose L = 1, and we apply the results from Theorem 3.1. This enables us to use the Solution of a truncated System A(")X(") = Den) to estimate X, the Solution of the infinite System. We tan estimate as many values of Jn(l) as we wish. For illustrating the truncation method. we let n = 5,10,40. The numerical results are listed in Tables 1 and 2 . where q is given and X is the eigenvalue Parameter. The equation (4.3) is a nonsingular Sturm-Liouville Problem and has real distinct eigenvalues clustering at 00. The eigenvalues Xk, k = 1,2, < ca, tan be estimated by various techniques. In [6], a simple but powerful method gives upper and lower bounds for eigenvalues.
We will be concerned here with eigenfunctions subject to y'(0) = y'(7r/2) = 0, which arc denoted usually by cezn(z, q). We assume y(z) = $ + 2 yn cos 2nrc, For a given q and a known value of X, it is not difficult to see that the System (4.7), for a suitable choice of p, gives an infinite diagonally dominant System where Y = (yP+ 1, yp+2, . , yp+nL ) and Y(m) is the Solution for the m x m truncated System of (4.7). It is easy to check that the error bound given in (3.3) is 0(nP2). To illustrate the theory with numerical work, we let q = 1, with the corresponding eigenvalue X = -0.45513860 [6] , and normalize the Solution with yc = -7.5. The truncation size is Chosen to be m = 20. From an asymptotic analysis [ll], we have, for large n, (4.9) Table 3 lists the eigenfunctions calculated from the m x m truncated System of (4.7) and the asymptotic approximations from (4.9).
