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In order to study the effect of cell elastic properties on the behavior of assemblies of motile cells,
this paper describes an alternative to the cell phase field (CPF) [1] we have previously proposed.
The CPF is a multi-scale approach to simulating many cells which tracked individual cells and
allowed for large deformations. Though results were largely in agreement with experiment that
focus on the migration of a soft cancer cell in a confluent layer of normal cells [2], simulations
required large computing resources, making more detailed study unfeasible. In this work we derive
a sharp interface limit of CPF, including all interactions and parameters. This new model offers
over 200 fold speedup when compared to our original CPF implementation. We demonstrate that
this model captures similar behavior and allows us to obtain new results that were previously
intractable. We obtain the full velocity distribution for a large range of degrees of confluence, ρ,
and show regimes where its tail is heavier and lighter than a normal distribution. Furthermore, we
fully characterize the velocity distribution with a single parameter, and its dependence on ρ is fully
determined. Finally, cell motility is shown to linearly decrease with increasing ρ, consistent with
previous theoretical results.
I. INTRODUCTION
Cell monolayers have been used to study a variety
of biological process, such as cancer metastasis, wound
healing, colony fronts, immunosurveillance and collective
cell migration [3–5]. These can exhibit complex behav-
ior which can be studied at the intersection of in vivo,
in vitro and in silico experiments. This paper is moti-
vated by the metastasis pathway where a single cancer
cell, having left the primary tumor, squeezes through the
much stiffer endothelium in an attempt to reach a nearby
blood vessel.
One method to simulate such cells which has been in-
troduced in recent years is a phase-field approach [6–9],
where each cell, labeled n, is described by a field φn(r, t).
These fields are defined at every point in space r and
time t, and smoothly transitions from unity inside the
cell to zero outside. In particular, the authors of this
paper previously developed a multi-scale phase field for
studying elasticity mismatch in cells [1]. That approach
explicitly modeled each cell with tunable elasticity and
allowed for large deformations. It was argued that these
deformations play a key role in velocity “bursts”, as a
highly deformed cell propagates to a more relaxed state
with high velocity. However, a major limitation of the
model is the large computational resources required for
large-scale, long-time simulations that are needed to ob-
tain sufficient statistics.
There are several methods known for improving the ef-
ficiency of phase field models. One approach is to replace
the uniform mesh with an adaptive mesh [10]. While this
reduces the number of mesh points required to perform a
simulation, these methods still explicitly track details in
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both the interior and exterior the cell. Here we are only
interested in the motion of the interface and simulating
the bulk can be superfluous. Additionally, when the cell
is highly deformed, the advantage of such an approach
diminishes. Sometimes, in simple cases, it is possible to
consider only the motion of the interface, and disregard
the bulk evolution. See, for example [11], for a treatment
of Ostwald ripening. Another approach is to represent
all cells with a single field using a vacancy phase field
crystal approach [12]. This allows efficient modeling of
many cells but does not allow for large deformations.
A multitude of other models that have been used to
study the motion of cells. These include the Cellular
Potts model approaches to the motion of cells, including
their interaction with the extracellular matrix [13]; self-
propelled Voronoi models to study jamming transitions
[14, 15] and swarm migration [16]; sub-cellular descrip-
tion using beads and springs models for cell rheology [17]
and tissue growth [17]; and continuum models to model
unconstrained spreading of epithelial layers [18] or wound
closure [19]. See [20, 21] for recent comprehensive re-
views of various methods in collective cell motility. All
these methods differ in their level of description, but none
both explicitly track each cell as well as allow for tunable
elasticity and arbitrarily large deformations. Further-
more, many of these methods are limited to the study
of perfectly confluent layers, whereas we wish to address
any degree of confluence. One notable exception is re-
cent treatment by Madhikar et al. [22] which we became
aware of after completing this work.
The model proposed in this paper bridges a gap be-
tween previous approaches. As a sharp-interface limit of
the CPF, there is a significant numerical speedup over the
standard CPF approach. At the same time, it retains the
description of single cells and allows for large deforma-
tions with tunable elasticity. Since the 1950s, there has
been extensive work on sharp interface models, including
ar
X
iv
:1
80
7.
07
83
6v
1 
 [c
on
d-
ma
t.s
of
t] 
 20
 Ju
l 2
01
8
2approaches to the Stefan problem [23], Ostwald ripening
[24], and the Gibbs-Thomson effect [25]. The phase field
model itself emerged to solve some of the morphological
instabilities of sharp interfaces. A review of this evolu-
tion can be found here [26]. The model we propose does
not suffer from those instabilities, as the number of cells
is fixed, and cell volume is kept constant to good approx-
imation. In the absence of growth, the sharp interface
model is tractable and allows for a significant speedup
over phase field models.
There has also been previous work using a sharp-
interface approach to model or detect cell motion. Lee
[27] used a sharp-interface mathematical model to track
the motion of single Keratocytes cells. Their work has
been extended to include details of the actin including nu-
cleation [28] and cell polarization [29], and the Filament
Based Lamellipodium Model [30]. These approaches pro-
vide a more detailed description of cells than the model
we propose. By their nature, these models are more spe-
cialized to certain types of cells and may not be applicable
to different cell lines. They have also been used to model
single cells, but not multi-cell collective behavior.
The remainder of this paper is structured as follows:
First we derive our sharp interface model from the CPF
including non-local terms, model parameters, as well as
outline implementation details. Section III is the results
section, which includes reproducing ’bursts’ seen in the
CPF, as well as a study of the effects of different concen-
trations and elasticities on cell motion which were not
feasible with CPF. We conclude by summarizing our re-
sults and suggest future work.
II. SHARP INTERFACE MODEL FOR CELLS
We begin with the CPF model, where the time evolu-
tion for the field of each cell (labeled n), φn is given in
dimensionless units by
dφn
dt
= −vn · ∇φn + γ∇2φn
− 30
λ2
γφn (1− φn) (1− 2φn) + 2κ∑
m6=n
φnφ
2
m

− 2µ
piR20
φn
[∫
dx
∫
dy φ2n − piR20
]
,
(1)
where vn is the velocity of each cell, γ is the parameter
that controls cell stiffness or elastic response, λ is the
width of the cell boundary interface, κ sets the strength
of neighbor-neighbor cell repulsion, and µ is a soft con-
straint to keep cells at their preferred size, piR20. The
interior of a cell is described where φ = 1, smoothly de-
creasing across the interface, until reaching φ = 0 at the
cell exterior. This phase field model was shown to be
successful, though it is computationally taxing. Hence,
we set out to take the sharp interface limit of the phase
field equations.
Consider a phase field with a free-energy function given
by
F =
∫
ddr
[
1
2
C (∇φ)2 + f (φ)
]
, (2)
where C is a constant, and f (φ) is the bulk free energy
which has any double well structure. When the thickness
of the interface is much less than the radius of curvature
of the interface, the local interface velocity vinterface can
be approximated [31] as
vinterface = ΓKnˆ.
Here, K denotes the local curvature, Γ is a model de-
pendent parameter, and vinterface points along the local
normal to the interface, denoted as nˆ. Note that the in-
terface velocity is entirely independent of the choice of
f(φ). Now consider a system governed by a free-energy
of the form shown in Equation 2 and an interface initially
given by R (θ, t = 0), where R (θ, t) describes the distance
to the interface from the cell center for any angle θ. We
shall use this angular representation for simplicity, and
though it precludes multi-valued radii, we will later gen-
eralize to remove this restriction. Its time evolution will
be given by
∂R (θ, t)
∂t
∣∣∣∣
Curvature
= vinterface(θ, t) = γK (θ, t) nˆ (θ, t) ,
(3)
where in this model, Γ = γ. Evolving the system in time
is thus reduced to computing the local curvature along
the interface.
A. Approximating non-local terms
Although the sharp interface limit of Equation 2 does
not depend on the details of the bulk free energy f(φ), the
same does not hold for non-local terms. The CPF model
had two such terms, the area conservation, and neighbor-
neighbor interaction terms. Similar to the sharp interface
approximation, we assume that λ  K such that the
radial component is in 1D equilibrium and obtain sharp-
interface estimate of these terms by calculating the rate
of change of the location of the interface. The long-time
equilibrium solution of Equation 1 for a cell interface cen-
tered at x = 0 is given by
φ∗n(x) =
1 + tanh (αx)
2
, (4)
with α =
√
15
2 /λ. We define the sharp interface to be at
the point x = 0, where φ∗n(x) = 0.5 is halfway between
the interior (φ = 1) and exterior (φ = 0) the cell.
3Recall the evolution of the phase field model is re-
stricted by the area conservation term
dφn
dt
∣∣∣∣
Area
= − 2µ
piR2
φn
[∫
dx
∫
dyφ2n − piR20
]
.
Consider the interface φn to be at equilibrium at time ti
but with a change ∆A from the equilibrium area Aeq =
piR20. Assuming all other terms remain at equilibrium,
this will introduce a change to the field
dφn
dt
∣∣∣∣
Area
= − 2µ
piR2
φ∗n [Aeq + ∆A−Aeq] = −
2µ
piR2
φ∗n∆A.
Using the 1st order (forward-Euler) approximation, we
find that the solution at ti+1 is
φn(x, ti+1) = φ
∗
n(x) + ∆t · (−βφ∗n(x)) ,
with β = 2µ∆ApiR2 . Solving for the updated position of the
interface, φ(x, ti+1) = 0.5, and using Equation 4 , the
updated position of the interface will be
0.5 = φ∗n(x) + ∆t · (−βφ∗n(x))
x = − 1
α
arctanh
(
β∆t
β∆t− 1
)
.
We then take the limit
lim
∆t→0
x
∆t
=
β
α
=
√
(8/15)λ,
to obtain the rate at which a change in area ∆A moves
the position of the interface. Thus, we obtain an ap-
proximation for the area conservation term in the sharp
interface limit,
∂R (θ, t)
∂t
∣∣∣∣
Area
= µ′
(
A (R (θ, t))− piR20
)
nˆ (θ, t) , (5)
where we have defined µ′ =
√
8/15λ
piR20
µ. Note that this
derivation also assumed that the area of a cell at equi-
librium is piR20, for both the sharp interface and CPF
models. This is a good approximation since
∫ d
−∞((1 +
tanh(x))/2)2 dx ' d− 0.5.
To derive the neighbor-neighbor interactions, we follow
a similar procedure, though the equations do not have a
closed form solution and will require some additional ap-
proximations. We first consider the interface of cell n
centered at x = 0, and another cell with an interface in
the opposite orientation centered at x = −d. We assume
the cells to be at their unperturbed equilibrium, and now
overlap. In actuality, this overlap would perturb the in-
terface resulting in a smaller interface width and profile,
though those corrections are unnecessary for our desired
level of description. Assuming all other terms remain at
equilibrium, this overlap leads to an updated interface
location
FIG. 1. Schematic of sharp interface model. Two ad-
jacent cells, a soft (green, cell ’i’) and normal (blue, cell ’j’).
Pi’s are the discrete positions of the interface. The local nor-
mal (yellow line) is used to find the point of intersection (red
star) with straight segments adjoining positions along cell j
(dashed black line). If cell ’i’ needed to be redistributed, it
is evenly distributed along the spline fit (pink dashed line).
Features in this figure have been exaggerated.
φn(x, ti+1) = φ
∗
n(x) + ∆t
−30
λ2
2κφ∗n(x)φ
∗
m(−x− d)2
0.5 = φ∗n(x)
[
1−∆t30
λ2
2κφ∗m(−x− d)2
]
0.5 =
κ
2λ2
{−15∆t+λ2+30∆t tanh(αd)−15∆t tanh2(αd)
+
[
15α∆t+ αλ2 − 45α∆t tanh2(αd)
+ 30α∆t tanh3(αd)
]
x
}
x=
15
(
∆t− 2∆t tanh(αd) + ∆t tanh2(αd))
α
(
15∆t+ λ2/κ− 45∆t tanh2(αd) + 30∆t tanh3(αd)) ,
where in the 3rd line we have taken the 1st order series
expansion around x = 0, so that the equation may be
solved analytically. Taking the same limit as in the area
term gives us an expression for the rate of change of the
interface position due to the neighbor-neighbor term
lim
∆t→0
x
∆t
=
15κ (tanh(αd)− 1)2
αλ2
,
as a function of the distance d between the two cell inter-
faces. Thus, the sharp interface limit of the interactions
between cell n and all other cells is given by
∂Rn (θ, t)
∂t
∣∣∣∣
Neigh
=
15κ (tanh (αdn,θ′)− 1)2
αλ
nˆ (θ, t) ,
(6)
where dn,θ′ is understood to be the distance between
Rn (θ, t) along nθ, to the nearest neighboring cell.
4B. Cell Velocity
Up to this point, our description of the sharp interface
has not accounted for cell motility. We have already seen
that a sharp interface cell n will move with a velocity vn
with the additional term
∂Rn (θ, t)
∂t
= vn.
As in the CPF, each cell will have a single velocity which
consists of both an active, and an inactive part,
vn = v
Active
n + v
Inactive
n . (7)
The active velocity describes the cell’s net self propul-
sion, and is driven by the cellular motors. This velocity
can be applied directly to each cell. As before, we chose
this active velocity to have a constant magnitude vA and
reoriented with probability P (t) = 1τ e
−t/τ , where τ is
the mean time between reorientations. The inactive ve-
locity of cell n is due to forces exerted by the other cells
surrounding it. In CPF, the inactive velocity was given
by
vInactiven =
60κ
ξλ2
∫
dx
∫
dyφn (∇φn)
∑
m6=n
φ2m,
where ξ is due to friction between the cells, the substrate,
and the surrounding water. In a similar procedure to es-
timating the non-local terms, we will substitute the equi-
librium solution φ∗(x) for both cells n and m, and evalu-
ate the expression as a function of the distance d between
the two interfaces. No approximations or simulated time
step is needed, and the integral can be evaluated exactly
to give
(8)
vInactiven =
∑
θ′
30k(
e2αdn,θ′ − 1)4 λ2 [1
+ e4αdn,θ′ (4αdn,θ′ − 5)
+ e2αdn,θ′ (4 + 8αdn,θ′)
]
nθ′ .
Since the calculation of d is the most computationally de-
manding portion of our model, we use the distance dn,θ′
computed for the neighbor-neighbor interaction, and as-
sume that this value of vInactiven is constant over the in-
terval θi−θi−12 − θi+1−θi2 . Thus combining equations 3, 5,
6, 7 & 8 the complete evolution of each cell is given by
(9)
∂Rn (θ, t)
∂t
=
[
K (θ, t) + µ′
(
A− piR2)
+
150 (tanh (αdn,θ)− 1)2
αλ
]
nθ
+ vInactiven + v
Active
n .
C. Numerical Implementation
To this point we have implicitly defined positions along
the interface by a radial representation, R(θ, t). While
this is well suited to cells that are mostly spherical, this
representation has several limitations, particularly for
cells with large deformations. This representation is ex-
plicitly single valued and cannot account for overhangs.
There are also challenges in the numerical implementa-
tion to the radial representation. For example, to have
uniform spacing in θ, would require either that all tangen-
tial components θˆ be discarded to preserve the uniform
spacing; or alternatively that the points be redistributed
to be uniform after every time step.
For our model system and parameter set, we found that
a Cartesian coordinate representation was more conve-
nient. Hence, we moved to represent each point Pi along
the interface by its position in the x − y plane. This
representation requires only infrequent redistribution of
points. The curvature is computed as
K(Pi) = −2γ
P ′xP
′′
y − P ′′y P ′′x(
(P ′x)
2
+
(
P ′y
)2) ,
and the area is given by A = 12
∫
PxP
′
y dP , where P
′
x
(P ′y ) denotes a partial derivative along x (y). Since each
point along the interface can move in any direction, they
may move too closely together leading to numerical in-
stability. Hence, we redistribute the points along the
interface by use of spline interpolation when needed, us-
ing the centripetal Catmull-Rom spline [32], since it will
not form closed loops or cusps within a curved section.
We perform this redistribution whenever adjacent points
∆Pi are either too close (∆Pi < 0.8∆P¯ ) or too far apart
(∆Pi > 1.5∆P¯ ), as compared to ∆ ¯P =2piR/N which is
the uniform spacing for a circle.
Another challenge is that cells can become too de-
formed and lead to instabilities. In particular, a soft cell
that is pushed by two normal cells on opposites sides,
may ’pinch-off’ a portion of the cell by bringing the two
opposite interfaces of the soft cell to touch. This can be
resolved in several ways. The first is to make the cells
stiffer, however in our model system this would not allow
for sufficient elastic mismatch between the soft and nor-
mal cells. A second option is to penalize pinching-off by
adding a self repulsion term to the model. This would
better represent the mechanical and chemical mecha-
nisms that exist in real cells which prevent pinching-off
from occurring. We opted for a third approach, which is
to offset the curvature term
Knatural(Pi) = K(Pi)− 1
R0
, (10)
by the natural curvature of a cell with radius R0, analo-
gous to Helfrich theory [33]. We found this was sufficient
to prevent the cell from being pinched-off while still al-
lowing large deformations needed for bursts.
5γ κ µ ξ τ vA
CPF soft: 0.3
normal: 1
10 1 1.5 ·
103
104 10−2
Sharp
Interface
Model
soft: 0.45
normal: 1.25
5 0.5 103 104 10−2
TABLE I. Model Parameters. Table summarizing simula-
tion parameters for our sharp interface model, and compari-
son with CPF.
FIG. 2. Simulation Snapshot. Snapshot from a simulation
with degree of confluence ρ = 80%, showing the soft cell in
green, and normal cells interfaces in blue.
As shown in Table I model parameters were similar
to CPF, with some minor modifications, improving the
stability of cells while also preserving the deformation
needed to allow for bursts. Despite these minor changes,
having derived our model directly from CPF, we think
these models yields asymptotically the same results. A
sample snapshot from a simulation is shown in Figure 2,
where the soft cell is colored in green, and all other cells
have normal stiffness and are shown in blue.
Simulations were performed with the same parameters
shown above, unless otherwise mentioned, in a simulation
box with periodic boundary conditions. 72 cells were
used, each consisted of N = 150 points, and forward
Euler integration was used with a time step dt = 0.1.
The curvature was computed using a 2nd order (5 point)
symmetric stencil. Simulations were initialized with the
same random number seed and in a hexagonal lattice,
and equilibration consisted of the first t = 40, 000. Fol-
lowing that, samples were taken every t = 800, for a total
simulation time of t = 2 · 106 for each run. Using these
units, t = 1 corresponds to roughly 0.36s in real time.
Our sharp interface model was implemented using C++
and openMP, with use of the boost library [34]. Run on
a Compute Canada cluster, a single t = 2 × 106 simula-
FIG. 3. Sharp Interface Model Recovers Soft Cell
Burst. Probability plot for instantaneous cell velocity of
both soft-in-normal (green triangles) and all other normal
cells (blue circles) of a ρ = 83% simulation. Plotted as Quan-
tile where Gaussian Probability is a straight line, and showing
best Gaussian fit for soft-in-normal (green dashed line) and
all other normal cells (blue dashed line).
tions took approximately 8 hours of wall time using 16
cores. This constitutes a roughly 200 factor speedup over
a traditional CPF implementation.
III. SIMULATION RESULTS
Having derived a sharp interface model for cells with
tunable elasticity, we present the results of our simula-
tions. The model can be summed as solving Equation
9, using the natural curvature in Equation 10 and with
the parameters shown in table I. As in CPF, the model
can be used at any degree of confluence, that is at any
concentration,
ρ =
NcellspiR
2
0
L2
,
where L is the length of the simulation box. This does
not account for the gap between neighboring cells that
is proportional to λ thus it slightly under-represents the
actual degree of confluence. In section III A we demon-
strate our model can qualitatively recover features seen
in experiment and in the CPF model, including increased
velocity bursts, and a higher diffusion for soft-in-normal
as compared to the all-normal cells. Thanks to the large
computational speedup of this model over CPF, section
III B examines the behavior across a broad range of con-
centrations, varying cell stiffness, and properties of the
active motor. Notably, we show a single parameter char-
acterization of the instantaneous velocity distribution as
a function of concentration.
A. Burst Behavior
Rare bursts of high cell velocity were observed in ex-
periment [2] as well as by our previous CPF model and
play a key role in higher cell motility. Thus, we begin
evaluating the sharp interface model by showing it also
60 0.005 0.01 0.015 0.02 0.025
-0.2
-0.15
-0.1
-0.05
0
0.05
 = 0.45
 = 0.65
 = 0.85
 = 1.05
 = 1.25
FIG. 4. Average change in perimeter as a function of
velocity for different elasticities. The average change in
perimeter, 〈∆L〉 binned as a function of velocity magnitude
|v|. Each symbol corresponds to different elasticity where all
cells are adjusted, spanning γ = 0.45 − 1.25, and the active
motor speed is 0.1. As elasticity is decreased, higher velocities
become increasingly correlated with a negative 〈∆L〉, indicat-
ing that bursts are likely to occur when the cell has contracted
from a more deformed to a less deformed state.
recovers bursts. The system consists of a single soft cell
surrounded by stiff (normal) cells, where all other cell pa-
rameters are identical, except for the random motor ori-
entation. The velocity distribution of a single simulation
performed at ρ = 83% is shown in Figure 3. The prob-
ability distribution of the absolute value of the x com-
ponent (or equivalently, the y component) of cell veloc-
ity is plotted as a half-normal distributed quantile, such
that a half-normal distribution would be a straight line.
This is done to better show differences in the tail of the
distribution. We combined the results from 20 indepen-
dent runs to reduce noise and better illustrate differences
deep in the tail of the distributions. The plot shows that
the soft cell (green triangles) has a fatter tail than the
normal cells (blue circles). This demonstrates that the
elasticity mismatch enhances cell velocity and is consis-
tent with CPF results. While distribution for the normal
cells shows high velocities are less probable than in the
soft cell, it is clear that this distribution also has a fatter
tail compared with a normal distribution as shown by
the deviation from the line of best fit. In CPF, the com-
parison was performed with a new simulation replacing
the soft cell with a normal cell. However, we have found
that statistically a new simulation behaves indistinguish-
ably from any of the normal cells in the soft-in-normal
simulation. As such, we collected data from all normal
cells in the soft-in-normal simulations, thereby reducing
noise. The non-Gaussian distribution tail of the normal
cells was not seen in CPF results, likely visible due to the
reduced statistics as compared to this study.
To better illustrate the relation between elasticity and
bursts, we look at the average change in perimeter 〈∆L〉
(divided by 2piR0) from the previous time-step, binned
for different velocity magnitudes |v|, as shown in Figure
4. The elasticity of all cells is changed, ranging from the
all-normal cells γ=1.25 to all-soft cells γ=0.45, all per-
formed at ρ = 85%. For all elasticities, low velocities are
(a) 0 0.005 0.01 0.015 0.02
-4
-3
-2
-1
0
(b) 0 0.005 0.01 0.015 0.02
-4
-3
-2
-1
0
(c) 0 0.005 0.01 0.015 0.02
-4
-3
-2
-1
0
(d) 0 0.005 0.01 0.015 0.02
-4
-3
-2
-1
0
FIG. 5. Velocity distribution. The instantaneous veloc-
ity probability distribution for all-normal cells at different
concentrations (a: ρ = 93%, b: ρ = 81%, c: ρ = 77%,
d: ρ = 25%) plotted such that a Gaussian distribution is
a straight line. Also plotted are Gaussian (black line) and
student-t (red line) best fit lines.
uncorrelated with perimeter change as 〈∆L〉 ≈0. How-
ever, higher velocities are correlated with a decrease in
〈∆L〉. This indicates that bursts are more likely to occur
when the cell has relaxed from a more deformed configu-
ration to one with a smaller perimeter length. Compar-
ing different series, it is also evident that reducing cell
elasticity increases this effect. As we will show later, this
increase in bursts results in a higher diffusivity for softer
cells.
We have shown that our sharp interface model can re-
cover the main features of the CPF model, at a significant
reduction in computation time. This speedup makes a
broader study of parameter space feasible. We begin by
studying the effect of system concentration. As before, a
single soft cell with all other cells having normal elastic-
ity are simulated at various concentrations, ranging from
near confluent ρ = 95% to the very dilute ρ = 25%.
Figure 5 shows the velocity probability distribution of
an all-normal simulation in three regimes: 5(a) a very
dense system, ρ = 93% (Movie #1), where the velocity
probability distribution is highly non-Gaussian, but over-
all velocity is limited by the presence of neighboring cells;
5(b & c) intermediate concentrations, ρ = 81 & 77%
(Movies #2 & #3), cells move faster but there are less
bursts as the tail is nearly Gaussian; and finally 5(d)
at a very dilute concentration, ρ = 25% (Movie #4),
where the cells interact less frequently and the distribu-
tion resembles that of an isolated cell, which peaks at the
motor active velocity. Each plot also shows several best
fit lines. The solid lines are a Gaussian fit, obtained by
including velocities 0 ≤ v ≤ v′, where the cut-off v′ is
chosen to minimizes the Chi squared of the fit. This was
done since it is evident that the tail of the distribution
is non-Gaussian and including it in the fit skews the low
velocity behavior that does appear to follow Gaussian
statistics. The dashed red line is a student-t distribution
fit for the entire velocity distribution.
The student-t distribution proved to be a fit for the
velocity distribution in all but the most dilute of simula-
70 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
7 10
-3
2 3 4 5 6 7
10-3
0
0.05
0.1
0.15
FIG. 6. Student-t parameter fits across concentra-
tions. Student-t fit parameter of instantaneous velocity prob-
ability distribution, for all-normal cells at different concentra-
tions. Top: σ as a function of concentration, with solid line
a single parameter best fit σ = a
√
1− ρ2. Bottom: Student-
t fit parameter β as a function of σ according to fit above
(Equation 11). The solid line is a linear fit for small σ.
tions. Given a set of Gaussian random numbers Xi with
mean 0 and standard deviation σ, sampling
∑n
i=1Xi/S
√
n
(where S is the sample variance) gives a student-t distri-
bution with n−1 degrees of freedom. Xi can be thought
of as the cell motor sampled over the neighboring cells
that it is interacting with. Here we use the 2-parameter
student-t, where σ sets the scale of the distribution, and
β = n−1 denotes the degrees of freedom [35]. Results of
fitting the student-t σ parameter are plotted as a function
of concentration at the top of Figure 6. This shows a clear
relation where increased ρ leads to lower σ, as crowding
makes higher velocities increasingly unlikely. We found
our results are well described by the one parameter fit
σ (ρ) = a
√
1− ρ2, (11)
shown as a solid line. Therefore, we motivate this par-
ticular form by considering the symmetry around ρ = 1.
Although as plotted here σ is positive semi-definite, the
complete vx distribution is both positive and negative,
and symmetric around zero. Similar to a Gaussian dis-
tribution, P (v = ±σ) /P (v = 0) ≈ 1/√e (Given the re-
lation for σ (ρ) &β (ρ), this is within 5% even at ρ = 1),
and this form preserves this symmetry continuity. In the
bottom of Figure 6, we plot the other fit-parameter of the
student-t, β. Rather than as a function of concentration,
1/β as a function of the expected σ from Equation 11
shows that below a critical value of σ∗, it follows
β (σ)|σ<σ∗ =
1
b1σ + b0
. (12)
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FIG. 7. Instantaneous velocity probability distribu-
tions master curve. Velocity profiles for all-normal cells at
different concentrations (shown in the legend) rescaled such
that a student-t distribution forms a straight line. Each con-
centration was scaled by σ&β given by Equations 11 & 12.
The dashed line represents an ideal student-t distribution (for
any σ&β). Data collapses onto the dashed line, with the ex-
ception of the 2 most dilute simulation.
This reduces the two parameter student-t to a single
fit parameter σ (or equivalently, ρ). As concentration
is increased, cells are more confined and move with re-
duced velocity, yet the tail of the distribution becomes
more pronounced as collective behavior leads to increased
bursts. Note that fitting beyond β = 100 proved difficult
as it is numerically indistinguishable from a Gaussian
distribution. There are, of course, many other possible
distributions that resemble a Gaussian with fatter tail. In
our previous analysis of the CPF results, we had shown
that the heavier than Gaussian tail of the velocity distri-
bution could be fitted in two ways: the student-t distri-
bution, as well as a single parameter ’caged cell’ fit where
the soft cell mostly behaves like a normal cell, with the
exception of rare events where its motor supplements the
Gaussian velocity given by the surrounding cells. Here
we found the caged cell model was not a good fit, partic-
ularly for the all-normal cells.
To further illustrate the scaling of the velocity dis-
tribution with respect to concentration, Figure 7 shows
the velocity probability distribution for all concentration
in a quantile plot T (vx) such that a student-t distribu-
tion would form a straight line. Each concentration was
rescaled by σ (ρ) , β (σ) as given from Equations 11,12
respectively. The data largely collapses to the master
curve showing that the student-t parameter relations as
a function of ρ, hence these are accurate in predicting the
full velocity distribution at any concentration. The slight
spread at deep in the tail of the distribution is likely due
to the small sampling of rare events, and propagation
of error in determining σ&β. The main exceptions are
the two most dilute simulations. These more closely re-
semble the distribution of an isolated cell, with a peak
at v = vA = 0.01, as was seen in Figure 5(d). Here,
the sharp fall off cannot be described by a normal or
student-t distribution.
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FIG. 8. Estimating Diffusion constant from Velocity
auto-correlation. Integrating the velocity auto-correlation
function (VACF) of soft-in-normal (green triangles) and all
other normal cells (blue circles) is used to estimate the diffu-
sion constant, ρ = 87%. Averaging over later times is used
to obtain an estimate for the diffusion constant, shown as a
solid green (blue) line for soft-in-normal (normal) cells.
B. Cell Motility
Having shown that softer cells experience more bursts,
we now examine whether this leads to higher cell motil-
ity. There are various methods for calculating the motil-
ity. Here we chose to use the integral of the velocity
auto-correlation (VACF), D (t) = 12
∫ t
0
〈v (t′) · v (0)〉dt′,
where taking limt→∞D(t) yields the diffusion constant
[36, 37]. We estimate this by averaging over D (t) at
late times. As shown in Figure 8, this allows for a good
estimate as the VACF quickly converges to 0, and so
a shorter time window can be used to accurately esti-
mate D (∞) by averaging D (t) after it stops rising. The
solid line shows the final result of averaging. Since these
simulations include 71 normal cells but only 1 soft cell,
the latter has significantly more noise. The fluctuations
of the average underestimate the systematic error since
they are correlated. Instead we estimated systematic er-
ror as follows: performing 20 independent simulations, a
diffusion constant was computed for each run. Fitting a
normal distribution to these 20 results yields their stan-
dard deviation. We find that it is 3.2% for the normal
cells, and 9.2% for the soft-in-normal cell. As such, it
is difficult to evaluate the behavior of the soft-in-normal
cell, beyond what we already demonstrated in Figure 3.
Examining the instantaneous velocity distribution, we
showed competition between increasing burst frequency
and an overall reduction in the mean velocity as ρ in-
creases. One may ask how does this effect cell motility?
Following the procedure outlined previously, Figure 9(a)
shows the motility for different concentrations, as well as
for different cell stiffness. Compared to the all-normal
case, error for the soft-in-normal is considerably higher,
which makes it difficult to draw conclusions. Therefore,
to study the effect of elasticity, it was varied for all cells in
a given simulation ranging from the all-normal γ = 1.25
to the all-soft γ = 0.45. Also shown on the plot are our
two previous CPF results, for both the soft-in-normal
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FIG. 9. Cell diffusion as a function of concentration
and elasticity. (a) Diffusion constant as a function of con-
centration, and for various elasticities, as shown in the legend.
Also shown is the well known theoretical result Equation 13,
as well as results from CPF for both soft (green star) and
normal (blue star). (b) Diffusion constant as a function of
elasticity, at different concentration as shown in legend, with
linear best fit line for each series.
(green star) and normal-in-normal (blue star) simulations
at ρ = 90%, and the well-known result
D(ρ) = D0(1− ρ), (13)
derived for a discrete random walk where cells move to an
adjacent site unless it is already occupied [38]. Overall,
our results are consistent with these three results. The
linear fit appears to describe general scaling, and diffu-
sion is reduced with increased concentration. The inset
shows the residuals between the γ = 1.25 all-normal sim-
ulation and the theoretical fit. Though the residuals are
small, there appears to be some additional higher order
behavior beyond linear scaling. We also see that at each
concentration, lower elasticity leads to increased diffu-
sion. To better illustrate this, in Figure 9(b) we plot
D (γ) for different concentrations. The best fit lines cor-
respond well with data, indicating that at all concentra-
tions, increased elasticity reduces cell diffusion, at a rate
that is roughly constant within error. Hence, decreas-
ing cell elasticity leads to increased cell motility, at all
concentrations, consistent with results from CPF.
Finally, we examine the role of the cellular motor pa-
rameters on diffusion. For isolated cells, diffusion can be
derived analytically, Diso =
1
2v
2
Aτ . For non-isolated cells,
that relation no longer holds for several reasons. As cells
are interacting, the effective velocity is on average lower
than the active velocity. As well, reorientation time due
to collisions may be shorter and dominate over the motor
reorientation time. To decouple these effects, Figure 10
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FIG. 10. Cell diffusion as a function of motor reorien-
tation time τ and concentration. Cell motility increases
with increased τ/τ0, but in a non-linear fashion, for different
concentration, as shown in legend.
shows the resulting diffusion constant when τ is varied
while keeping vA constant, for a range of concentrations.
τ0 is the reorientation time used previously in this pa-
per, as shown in table I. For τ/τ0 ≤ 1, the diffusion con-
stant was calculated as in previous sections, by averaging
over the tail of D(t) =
∫ t
0
〈v (t′) v (0)〉 dt′. However, for
τ/τ0 > 1 the diffusion constant is large, and this method
is slow to converge. Instead, an exponential fit to D (t)
is performed to extrapolate the long-time diffusion con-
stant. As seen in the plot, though the particular value
of τ affects the magnitude of cellular diffusion, the qual-
itative behavior of higher ρ leading to slower diffusion
remains consistent. It is also evident that the measured
diffusion is non linear with respect to τ , and the slope
at τ = τ0 is smaller than 1. At τ/τ0  1, the active
velocity oscillated rapidly, leading rapid decorrelation of
the VACF and hence, a decreased diffusion constant [39].
Due to collisions with the surrounding cells, increasing
τ increases D but at a diminishing rate. This reduction
is correlated with increased concentration, and diffusion
appears to level off at a lower value of τ/τ0 for denser
systems.
IV. DISCUSSION
Our paper focused on a new, sharp interface model for
the simulation of assemblies of motile cells with varying
elasticities. The model was inspired by a previous phase
field approach to this system. While successful in recre-
ating velocity bursts, this method was very computation-
ally demanding. By approximating the cell interface and
ignoring all bulk behavior, we were able to dramatically
speed up simulation time by a factor of ∼ 200. Model pa-
rameters allow to independently tune differing elasticities
for each cell while keeping all other cell properties iden-
tical. These parameters were largely derived from the
CPF model, using equilibrium approximations to deter-
mine the strength of the various terms. The sharp inter-
face model is more susceptible than CPF to cell pinching,
where opposite ends of the cell interface can overlap. In
this study we circumvented this issue by making the cells
slightly stiffer and adding a term which corresponds to
a spontaneous curvature in the energy functional. Other
solutions, such as adding an internal cell wall repulsion
are feasible and may allow the simulations of softer cells.
A comparison of these approaches may elucidate some
of the observed difference between this sharp interface
model and previous CPF results. Our model is also dis-
tinct from other sharp interface models of cells. Though
some studies focused on the motion of individual cells in
greater detail, we are able to simulate large systems ef-
ficiently, while maintaining description at the individual
cell level. Conversely, other methods that do allow for
much larger systems size do not allow for large deforma-
tions of individual cells, which we have shown to be key
to velocity bursts.
We demonstrated that this model recovers behavior
seen in experiment, as well as many but not all of the fea-
tures of the full CPF model with respect to cell dynam-
ics. As before, soft cells show an increased likelihood of
high velocity burst events than stiffer cells. These bursts
were described by performing a student-t fit to the ve-
locity probability distribution, where a lower degree of
freedom, β represents a “fatter” tail of the distribution.
We have also shown that these bursts occur as a highly
deformed cell relaxes to a more spherical configuration,
qualitatively consistent with previous CPF results as well
as with experiment. These bursts result in softer cells
having higher motility (diffusion constant) than normal
cells at the same concentration.
We also obtained several new results that were not
feasible with the computationally slower CPF model. For
a given elasticity, we have shown that both β and σ are
consistent with a simple relation to ρ, and that these
reduce the student-t to a single parameter fit. Below
a cut-off concentration, β is infinite suggesting the tail
is Gaussian or below-Gaussian, as seen at very dilute
simulations. Above this cut-off, 1/β is linearly correlated
with concentration as more bursts are seen. On the other
hand, σ decreases with increased concentration, as cells
lack free space to move to and overall mobility is reduced.
This becomes clear when examining cell motility which
appears to linear decrease with ρ, consistent with theory.
Furthermore, this linear relation appears to hold across
various cell elasticities. Finally, we have shown that at
a given concentration, motility is also linearly related to
cell elasticity. Although softer cells are more motile than
stiffer cells, the quantitative difference between the two
is less pronounced than that in the CPF model. Finally,
we showed that varying our motor parameters does not
affect these relations qualitatively.
There are several other prospects for application of this
model. The first is to better understand some of the
differences between CPF and this sharp interface model,
though this will likely require considerable computational
resources to perform comparable CPF simulations at var-
ious parameters and with sufficient statistics. Another
avenue is to extend this model to other biologically rele-
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vant systems. In particular, future work will examine the
additions of cell-cell adhesion, which can be different for
cancer and healthy cells. It remains to be seen whether
adhesion changes the burst behavior and in what way.
Similarly, different cellular motor schemes could also lead
to changes in bursts or motility.
Finally, we are also interested in applying the model
to physics systems which may not be directly tied to bi-
ology. For example, as the concentration tends to 1 and
σ approaches zero, we are studying an apparent ordered-
disordered phase transition, similar to those studied in
other model systems.
In summary, we have developed a new model for sim-
ulating cells on a monolayer. This sharp interface model
has similar advantages to CPF by explicitly tracking de-
formations of individual cells with tunable elasticity, yet
it is 200 times faster. We recover previous results for ve-
locity bursts, as well as demonstrate new description of
the velocity distribution and cell motility as a function
of concentration and cell elasticity.
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