Vapor-liquid interfacial tension of square-well ͑SW͒ fluids is calculated using three different methods viz., molecular dynamics ͑MD͒ with collision-based virial evaluation, Monte Carlo with virial computed by volume perturbation, and Binder's density-distribution method in conjunction with grand-canonical transition-matrix Monte Carlo ͑GC-TMMC͒. Three values of the SW attractive well range parameter were studied: ϭ1.5, 1.75, and 2.0, respectively. The results from MD and GC-TMMC methods are in very good mutual agreement, while the volume-perturbation method yields data of unacceptable quality. The results are compared with predictions from the statistical associating fluid theory ͑SAFT͒, and SAFT is shown to give a good estimate for the systems studied. Liquid and vapor coexistence densities and saturation pressure are determined from analysis of GC-TMMC data and the results are found to agree very well with the established literature data.
I. INTRODUCTION
Interfacial properties are of fundamental interest in many technological processes. Understanding of interfacial behaviors can be aided by the application of theory and simulation to relatively simple model systems. These studies can uncover important qualitative features of interfaces that govern behavior in real systems. The most successful theoretical approach has been density functional theory, 1 and recently this technique has been applied with the statistical associating fluid theory ͑SAFT͒ treatment of associating fluids to consider effects of molecular association on interfacial properties. 2, 3 One system studied in this manner is the square-well model, considering different ranges of attraction. 3 Assessment of the validity of this treatment can be aided by molecular simulation studies on the same model system.
There are several approaches for the study of vaporliquid equilibrium by molecular simulation. Prominent examples include Gibbs ensemble Monte Carlo, 4 GibbsDuhem integration, 5 and NPTϩtest particle. 6 The results of these methods yield coexistence properties of the bulk phases, and as they are formulated in a way that does not put the phases in contact, they are unable to capture interfacial properties.
To study interfacial properties and structure, simulation of two coexisting phases within one simulation cell is necessary. Here the liquid-slab arrangement ͑Fig. 1͒ is the natural choice. This system is not commonly examined to evaluate bulk-phase properties because of concerns about the effect of the interface, and consequently the need for large system sizes to ensure that the bulk-phase behavior dominates, but it is widely used for studies of the interface itself. Even then, molecular simulation studies of interfaces are inherently inefficient, because the important behavior is contributed from the interfacial region only, which forms a relatively small portion of the entire system. Yet it is necessary to set up and simulate-with considerable expense-adjoining bulk phases which in some sense do not contribute to the properties of interest. This inefficiency seems to be unavoidable.
One concern in studies of interfaces is with the appropriate treatment of long-range contributions to the potential interactions, which should not be handled as in a bulk fluid because the density is inhomogeneous. [7] [8] [9] [10] [11] In the present study we skirt this issue by selecting to examine the squarewell model, which itself is defined to have no long-range contributions.
The square-well ͑SW͒ model has been studied for decades. It is arguably the simplest model that incorporates both repulsive and attractive forces between molecules. The square-well potential is represented as
where is the potential-well diameter, is the depth of the well, and is the diameter of hard core. Because of its simplicity and analytic tractability the SW potential has been applied as a model of simple atomic systems, 12-14 colloidal particles, [15] [16] [17] heterochain molecules, 18, 19 and complex system, [20] [21] [22] among others. The rest of the paper is organized as follows: In the next section we briefly describe three methods used in this study for calculating the surface tension by molecular simulation. Section III describes the details of simulation conditions applied here. Section IV compares the results of surface tension obtained by the various methods and discusses the results of coexistence densities and vapor pressure. We conclude in Sec. V.
II. SURFACE TENSION METHODOLOGIES
The conventional way of calculating surface tension by molecular simulation requires setting up a simulation cell as shown in Fig. 1 . A slab of fluid is placed in a rectangular simulation cell with periodic boundaries, such that the fluid spans the short ͑x,y͒ dimensions of the simulation volume. The fluid is in contact with a vapor phase that fills the rest of the cell.
The thermodynamic definition of the surface tension ␥ expresses it in terms of the change in free energy F as the interfacial area A of two coexisting phases is changed at constant volume V,
͑1͒
From this definition one can show that the surface tension can be expressed in terms of components of the pressure tensor, such that for the geometry of Fig. 1 ,
where P ␣␣ is the ␣␣ component of the pressure tensor. The factor of 1 2 multiplying the average accounts for the presence of two interfaces in the system. Two of the methods we use for the surface-tension calculation are based on this formula, and differ from each other in how the components P ␣␣ are measured.
A. Molecular dynamics
One way of calculating the pressure component is via the virial 23 for pairwise-additive potentials,
where N is the number of molecules, is the number density, k is the Boltzmann constant, T is the temperature, r i j is the vector between the center-of-mass of molecules i and j, and f i j ϭϪٌu i j is the force between them when their potential energy is u i j ; the angle brackets indicate an ensemble or time average. In the square-well model all forces are impulsive, having infinite magnitude but acting for an infinitesimal time. When integrated over time each collision contributes a well-defined amount to the average in Eq. ͑3͒,
where t sim is the total simulation time and the sum is over all collisions occurring in this time; ⌬p i j is the impulse associated with the collision between atoms i and j. The simulation proceeds in the usual manner for impulsive potentials: 23 solve for the time when the next pair collides ͑which occurs when any two particles reach a separation equal to the hardcore or square-well diameters͒, advance each particle to that time via free-flight kinematics, process the dynamics of the colliding pair, and move on to the next collision to repeat the process. With each collision a contribution to the pressuretensor averages is made in accordance with Eq. ͑4͒.
B. MC-volume change
Calculation of the pressure-tensor components via Monte Carlo ͑MC͒ simulation is complicated by the impulsive nature of the contributions to the ensemble average. The singular contribution to the ensemble average has zero probability to be encountered in the sampling process, so instead the virial average must be computed by analysis of the cavity-cavity distribution function. Several distributions must be recorded to account for the different components of the pressure tensor. 24 We have not pursued this approach. Instead we consider the measurement based directly on the definition of the pressure-tensor components in terms of derivatives of the free-energy with respect to the each dimension of the simulation cell. This derivative can be evaluated via free-energy perturbation methods. Harismiadis et al. 25 described a method of this type for measurement of the pressure in an isotropic system. Their method uses the finitedifference approximation,
where P is the pressure, and the difference is measured via a straightforward free-energy perturbation ͑FEP͒ calculation.
In order to get pressure tensor components used in Eq. ͑2͒, we need two different kinds of volume perturbations. To get the P zz component, we perform the volume change by perturbing only in the direction perpendicular to the interface, i.e., in the z direction. During this perturbation the area of the interface remains constant. To get ( P xx ϩ P yy ), the component parallel to the interface, we apply volume change only in the direction parallel to x and y keeping the z dimension constant. During this perturbation, the width of the interface remains constant.
In an effort to improve the accuracy of the approach, we applied the overlap-sampling method 26 for the FEP calculation approach. In principle this requires we perform two independent simulations, one of the system of volume V perturbed to volume Vϩ⌬V, and a complementary one for a system of volume Vϩ⌬V perturbed to volume V. The pressure is then
We applied an approximation in which the Vϩ⌬V→V calculation is given by a simulation of a system of volume V perturbed to one of volume VϪ⌬V. 
C. Grand-canonical transition-matrix Monte Carlo
The third route to the surface tension is based on the order-parameter distribution formalism of Binder. 27 Rather than set up an explicit interface, Binder's approach relies on spontaneous fluctuations that give rise to density inhomogeneities which provide information regarding the interfacial properties. Such an approach naturally lends itself to application near the critical point, where the necessary fluctuations are sufficiently large, and where maintenance of a welldefined interface causes difficulty for the explicit-interface methods. Until recently implementation of this method has been limited due to the difficulty of determining the density probability distribution required by the method. Errington 28 has shown how recent advances in sampling methodologies can be used to extend Binder's distribution-function method to conditions significantly away from the critical region. Another complication of Binder's method-the need to know the coexistence chemical potential-is alleviated by the related application of histogram reweighting.
At phase coexistence, the grand-canonical density probability distribution P() attains a characteristic double peak structure. 29, 30 The peaks correspond to stable ͑or metastable͒ homogeneous phases and the intermediate-density probability corresponds to a set of both homogeneous and heterogeneous configurations. As the system size becomes large, intermediate-density heterogeneous configurations far outweigh homogeneous ones, and the ratio of the densityprobability distribution at the intermediate minimum relative to the ͑mutually equal͒ peak densities represents the interfacial free energy. Thus to calculate surface free energy one needs to determine the grand-canonical probability distribution P() of finding the system at density ϭN/V, for the thermodynamic state that satisfies the criteria for phase equilibrium.
Rather than work with the density distribution, it is more convenient conceptually and practically to consider the distribution of N at constant V. The distribution of N is described by a discrete probability distribution ⌸ N ϭ ͚ s,N s ϭN s , where s is a grand-canonical microstate probability, and the sum is over microstates for which the number of molecules is N. Specifically, for a chemical potential , temperature T ͑or inverse temperature ␤ϭ1/kT), and volume V, in the limiting distribution the Markov chain visits a given microstate s with a probability,
where U s is the configuration energy, ⌶ is the partition function, and ⌳ is the de Broglie wavelength. The free energy of the interface for a finite-size system is determined from the maximum likelihood in the liquid ⌸ N max l and vapor regions ⌸ N max v and minimum likelihood in the interface region ⌸ N min ,
From the formalism of Binder, the surface tension for a finite-size three-dimensional system is given by
where ␥ ϱ is the infinite system (L→ϱ) interfacial tension and C 1 and C 2 are constants. The expression suggests that the group ␤F L /2L 2 becomes linear with scaling variable ln(L)/L 2 as the system size approaches infinity. The method enables one to evaluate the infinite system interfacial tension by extrapolating a series of finite system calculations.
Away from the critical point, the probability to spontaneously sample intermediate densities is very small, and special measures must be applied to enable measurement of the probability distribution at these densities. The transitionmatrix Monte Carlo ͑TMMC͒ ͑Ref. 31͒ method, with an N-dependent sampling bias, is well suited for this purpose. The method monitors the acceptance probability of attempted MC trials and subsequently uses this information to calculate the macrostate transition probability matrix. Once the transition probabilities are known, macrostate probabilities can be obtained from the detailed balance condition,
The transition-probability matrix is tridiagonal, as the only transitions in N are such that N→N, N→Nϩ1, and N→N Ϫ1, so the set of Eqs. ͑7͒ yield unique values for the ⌸ N . Biasing the simulation so that the system samples all states evenly requires setting a weight function (N) in accordance with multicanonical sampling. 32 In the present study, we set the weights equal to the inverse of current estimate of the macrostate probabilities, i.e., ͑N͒ϭϪln ⌸͑N ͒.
As described above, in the TMMC approach we do not calculate directly the macrostate probabilities, but instead derive them from the macrostate transition probabilities. Accordingly, the weights are determined using the following sequential relation,
where we take arbitrarily (0)ϭ0. Acceptance criteria are modified in the presence of the bias as follows:
where n and o are weights corresponding to microstate n and o, respectively.
An advantage of the TMMC method is that it can be applied cumulatively, meaning that the existing transitionprobability information does not need to be discarded upon redefinition of the sampling bias. This aspect of TMMC is helpful because the method relies on an iterative scheme to evolve the sampling bias, which ensures that all particle numbers are sampled sufficiently. By adopting this approach, new estimates of the bias reflect all transition-probability information collected from the onset of the simulation, and are not restricted to information taken only since the last update of the bias weights. 
III. SIMULATION DETAILS
Vapor-liquid coexistence properties and surface tension for the square well model were computed using the methods described above. Three values of the square well parameter were studied: /ϭ1.5, 1.75, and 2.0.
A. Molecular dynamics
Our molecular dynamics ͑MD͒ simulations were performed in a canonical ͑NVT͒ ensemble, i.e., at prescribed particle number, volume, and temperature. The temperature was kept constant by simple momentum scaling, with all momenta multiplied by an appropriate factor at the end of each time step such that the total kinetic energy of the system is consistent with the equipartition value of the temperature. 23 The reduced time step ⌬t* ͑in units of ͱm/) was fixed at 0.02; the only effect of the time-step parameter is to determine the frequency for updating averages and rescaling velocities to the desired temperature. Otherwise the usual collision-based algorithm for generating molecule trajectories was employed. 23 The simulation was started from a face centered-cubic lattice configuration in a cubic periodic box of dimension about 8. 5 . We start with a density higher than the appropriate liquid density and expand the volume in one direction, extending it to four times its original value, to create the initial vapor region. The simulations were conducted with system sizes of 500 particles; a few simulations of 1024 particles ͑in a proportionately larger box͒ were performed at lower temperatures to ensure there were no significant finitesize effects. The simulations were equilibrated for 1 million time steps and averages were taken for 1 million time steps.
B. MC-volume change
The scheme used to generate the interface in the MD simulations is also used for MC. The simulations were performed in a NVT ensemble with system sizes again of 500 or 1024 particles. The simulations were equilibrated for 700 K MC cycles and averages were taken for 500 K MC cycles, where one MC cycle is N MC trials. The volume change step was taken in ln V and was fixed for the simulation to range across Ϯ0.0005 for all the cases.
C. GC-TMMC
We performed grand-canonical-transition matrix Monte Carlo simulations with frequency 90% particle insertion/ deletion and 10% particle displacements. Bias weights (N) were updated after every million MC trials. The length of the runs ranged from 300 million to one billion trials, depending on the simulation box size. Four independent simulations were performed for calculating the confidence limits. Coexistence properties were calculated using a cubic box of size 10 . Surface tensions were calculated using the finite size scaling method, with cubic boxes of size Lϭ8, 9, 10, 12, and 14. In order to speed up the calculation a cell-based neighbor list scheme was applied. The data of del Rio et al. 35 gave a good indication of the coexistence value of the chemical potential, and this value was input to the GCMC simulations. For temperatures different from those studied by del Rio et al., we interpolated their values. Figure 2 presents results using methods discussed above for the surface tension of the SW model for three well widths, as a function of temperature. Table I presents the  surface tension data via MD, and Table II presents the data of surface tension for different system size via GC-TMMC and a comparison of values via MD. The MC volume change method performs very poorly in this application, with confidence limits that are 70-120 times larger than those for the MD and GC-TMMC calculations ͑which themselves are in excellent mutual agreement͒. Also, the MC volume change results at the largest well width ϭ1.75 diverge from the other results at higher temperatures. The results from the volume-change method do not seem to have a useful level of precision and accuracy, particularly in comparison to the other techniques, and thus we will not further consider the results from this method. GC-TMMC results are shown only for T/T c у0.82, T/T c у0.7, T/T c у0.8 for the potential range ϭ1.5, 1.75, and 2.0, respectively. Below temperature T/T c ϭ0.7, the GC-TMMC approach used here ͑which considers the entire range of density in one sampling window͒ has difficulty in sampling the entire vapor-liquid region, mainly because of the large differences in the free energies across the range of states leads to longer simulation length for the convergence of weights ͑in a subsequent study on a different system we have parallelized this algorithm, with sampling performed in individual windows across the den- sity range, and find that the GC-TMMC method can be made much more effective at lower temperatures͒. Unsurprisingly, there are enhanced system-size effects upon approach of the critical temperature, and the MD results overestimate the more accurate ͑due to finite-size scaling͒ GC-TMMC results. Figure 3 presents the data ͑excluding the MC results͒ in corresponding-states form, with surface tension and temperature reduced by the critical-point density and temperature:
IV. RESULTS AND DISCUSSIONS
/ P c . The critical properties themselves are reported in Table III. The data show that, as expected, the surface tension increases with well extent and decreases with temperature, approaching a value of zero at the critical point. When viewed in reduced form, the surface tension is invariant with the range of the potential for T R greater than 0.8, at least for the three cases considered here. At lower reduced temperatures, the plots show more curvature, with the effect becoming increasingly pronounced for increasing potential range, and causing the curves to diverge from one another. Figure 4 shows a comparison of the present MD results with SAFT calculations of Gloor et al. 3 for the same SW potential models. We have interpolated the results of Gloor et al. to get the surface tension values for ϭ1.5 and ϭ1.75. For the shortest-range system, the SAFT results consistently underestimate the surface tension, but are in excellent agreement with simulation for ϭ1.75; this agreement deteriorates as is increased to 2.0, but only at the lowest temperatures. Overall the SAFT treatment does a good job in describing the effect of temperature and potential range on the surface tension. The plot also shows a very good agreement for ϭ1.5 with the simulation results of Orea et al. 24 The results from the GC-TMMC method are sufficient to calculate in detail the orthobaric densities and vapor pressure for SW fluids at each well width at several temperatures. The results of this calculation are reported in Table IV 35 Orkoulas and Panagiotopoulos, 36 Elliot and Hu, 37 and Vega et al. 13 In all cases the new GC-TMMC results are quite precise for all conditions studied, even near the critical temperature. The agreement with del Rio et al. is excellent, aside from one point that appears to reflect a typographical error in Ref. 35 . Results from Elliot et al. are in quite good agreement too, except at one liquid point ͑low temperature͒ for potential range ϭ1.75 and 2.0. In comparison, the data of Vega et al. look flawed, a conclusion also made by del Rio et al. We compare our results of potential range ϭ1.5 additionally with the calculations of Orkoulas et al. The agreement there is excellent, as it is with all the other studies for this system, suggesting all these methods perform well for this system. Figure 6 shows the saturated vapor pressure in a Clausius-Clapeyron plot, as calculated via GC-TMMC. Comparison with the literature data follows the same trends as with the orthobaric densities: the agreement is very good, except for the Gibbs ensemble data of Vega et al. 13 The critical properties are estimated from a least square fit of the law of rectilinear diameter and the scaling relation, 
