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FONTAINE-LAFFAILLE MODULES AND STRONGLY
DIVISIBLE MODULES
HUI GAO
Abstract. In this note, we study the relation between Fontaine-
Laffaille modules and strongly divisible modules, without assuming
the main theorem of Fontaine-Laffaille (but we need to assume
the main results concerning strongly divisible modules). This in
particular gives a new proof for the main theorem of Fontaine-
Laffaille (for p > 2).
Dans cette note, nous e´tudions la relation entre les modules de
Fontaine-Laffaille et les modules fortement divisibles, sans sup-
poser le the´ore`me principal de Fontaine-Laffaille (mais nous sup-
posons les principaux re´sultats concernant les modules fortement
divisibles). Cela donne en particulier une nouvelle preuve pour le
the´ore`me principal de Fontaine-Laffaille (pour p > 2).
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1. Introduction
1.1. Overview and main results. This note concerns the relation
between some categories in integral p-adic Hodge theory. In integral
p-adic Hodge theory, we use various (semi-)linear objects to study Zp-
lattices in semi-stable Galois representations. Several theories have
been proposed to classify Zp-lattices in semi-stable representations, nor-
mally under certain restrictions (e.g., ramification of base field, Hodge-
Tate weights, crystalline representations only, etc.). For example, we
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have Fontaine and Laffaille’s theory [FL82] of strongly divisible W (k)-
lattices, Breuil’s theory of strongly divisible S-lattices (see [Bre02]),
the theory of Wach modules developed by Wach, Colmez and Berger
([Wac96, Wac97, Col99, Ber04]), and T. Liu’s theory of (ϕ, Gˆ)-modules
([Liu10]) using Kisin modules [Kis06]. Among all these theories, let
us point out that Fontaine and Laffaille’s theory is particularly sim-
ple, and it has generated many powerful applications, most notably,
in Galois deformation theory and modularity lifting theorems (e.g.,
[Ram93, BLGGT14]).
In order to better understand these various theories in integral p-adic
Hodge theory, it is natural to study the relations between them. Let
us list some of the studies:
(1) The relation between Wach modules and Fontaine-Laffaille modules
was studied in [Wac97] and [Ber04, §V.2]. In particular, a “direct”
equivalence between the two categories is established in [Wac97,
Thm. 3].
(2) The relation between (ϕ, Gˆ)-modules and strongly divisible S-lattices
is quite clear, via an explicit functor from Kisin modules to Breuil
modules (see e.g., our Theorem 2.4.5).
(3) The relation between (ϕ, Gˆ)-modules and Wach modules was stud-
ied in [Liu, Thm. 1.0.2].
(4) The relation between Fontaine-Laffaille modules and strongly di-
visible S-lattices (and (ϕ, Gˆ)-modules) was studied in [Liu, Prop.
4.1.2(6)]. Note that in order to show the compatibility result as in
[Liu, Prop. 4.1.2(6)], it is necessary to assume all the theories of
Fontaine-Laffaille, Breuil, Kisin and Liu.
Concerning item (4) listed above, there is actually a very obvious
functor (denoted as MS in our §3.1) from Fontaine-Laffaille modules
to strongly divisible S-lattices (already noted, e.g., in [Bre02, Example
2.2.2 (2)]). It is quite intriguing to see if one can actually “directly”
prove that the functor induces an equivalence of categories (without
assuming the main theorem of Fontaine-Laffaille). This has proved to
be a non-trivial task. In fact, as we will see in our paper, we will need
to use some highly non-trivial results ([GLS14]) on the shape of Kisin
modules (and thus, shape of strongly divisible S-lattices), in order to
establish the desired equivalence of categories. Note that we also need
to assume the main theorem about strongly divisible S-lattices (proved
in [Bre02, Liu08, Gao]).
The relation we established thus gives a new proof of Fontaine-
Laffaille theory. Clearly, our “new” proof is in no way easier than
the original proof. However, we would like to point out that our proof
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gives another approach to Fontaine-Laffaille theory using the more re-
cent tools in integral p-adic Hodge theory. In particular, it sheds some
new light on the intricate structures in Fontaine-Laffaille modules (as
well as other integral theories).
Let us (very roughly) state our main result here (see §3.3 for more
details).
1.1.1. Theorem. Let p > 2. There exists a functor MFL (see §3.2.5)
from the category of strongly divisible S-lattices to the category of Fontaine-
Laffaille modules, which is quasi-inverse to MS.
The above theorem establishes a “direct” equivalence of categories
between Fontaine-Laffaille modules and strongly divisible modules. In
particular, we can obtain a new proof of (some part of) Fontaine-
Laffaille theory (see §3.3).
1.1.2. Remark. The p = 2 case can also be established, pending some
work in preparation [Wan]. See Remark 3.2.2 for more detail.
1.2. Notations. Here, we only quickly recall some standard notations
in p-adic Hodge theory. For more details, the readers can see, e.g.,
[Gao].
Let p be a prime, k a perfect field of characteristic p, W (k) the ring
of Witt vectors, K0 = W (k)[
1
p
] the fraction field, K a finite totally
ramified extension of K0, e = e(K/K0) the ramification index and
G = GK = Gal(K/K) the absolute Galois group for a fixed algebraic
closure K. Fix a uniformizer π in K and the Eisenstein polynomial
E(u) ∈ W (k)[u] of π. Define πn ∈ K inductively such that π0 = π and
(πn+1)
p = πn. Set K∞ := ∪
∞
n=1K(πn), and let G∞ := Gal(K/K∞).
We use ReptorZp (GK) (resp. Rep
fr
Zp
(GK)) to denote the category finite
p-power torsion (resp. Zp-finite free) representations of GK . We use
Rep
fr,st,[0,r]
Zp
(GK) (resp. Rep
fr,cris,[0,r]
Zp
(GK)) to denote the category of fi-
nite free Zp-lattices in semi-stable (resp. crystalline) representations of
GK with Hodge-Tate weights in the range [0, r].
Let OK be the ring of integers of K. Let R := lim←−
x→xp
OK/pOK , and
let W (R) be the ring of Witt vectors. There are natural Frobenius
endomorphisms on R and W (R). Let Acris and Bst be the usual period
rings (see, e.g., [Gao, §1]).
Let S = W (k)[[u]] with the Frobenius endomorphism ϕS : S → S
which acts onW (k) via arithmetic Frobenius and sends u to up. Via the
map u 7→ [π], there is an embedding S →֒ W (R) which is compatible
with Frobenius endomorphisms.
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We denote by S the p-adic completion of the divided power envelope
ofW (k)[u] with respect to the ideal generated by E(u) (see, e.g., [Gao,
§2.2] for more details). There is a unique map (Frobenius) ϕS : S →
S which extends the Frobenius on S. We write NS for the W (k)-
linear derivation on S such that NS(u) = −u. Let Fil
j S ⊂ S be
the p-adic completion of the ideal generated by γi(E(u)) :=
E(u)i
i!
with
i ≥ j. For 1 ≤ j ≤ p − 1, we have ϕ(Filj S) ⊂ pjS, and we denote
ϕj =
ϕ
pj
: Filj S → S. We denote c = ϕ(E(u))
p
which is a unit in S. The
embedding S→W (R) extends to an embedding S →֒ Acris compatible
with Frobenius ϕ and filtration.
When V is a semi-stable representation of GK , we let Dst(V ) :=
(Bst ⊗Qp V
∨) where V ∨ is the dual representation of V . The Hodge-
Tate weights of V are defined to be i ∈ Z such that griDst(V ) 6= 0.
For example, for the cyclotomic character εp, its Hodge-Tate weight is
{1}. In this paper, we only consider representations with non-negative
Hodge-Tate weights.
1.3. Acknowledgement. The author thanks Tong Liu for some re-
lated discussions. The paper is written when the author is a postdoc
in University of Helsinki. The postdoc position is funded by Academy
of Finland, through Kari Vilonen. The author thanks Kari Vilonen for
constant support.
2. Objects in integral p-adic Hodge theory
In this section, we recall some definitions in (rational) p-adic Hodge
theory and integral p-adic Hodge theory.
2.1. Rational p-adic Hodge theory. In this subsection, let r be a
fixed integer in the range [0,∞).
A filtered (ϕ,N)-module D is a finite dimensional K0-vector space
equipped with the usual ϕ,N and a decreasing filtration on (FiliDK)i∈Z
on DK = D ⊗K0 K. In this paper, we only consider D such that
Fil0DK = DK (i.e., those with non-negative filtration jumps). We use
MF (ϕ,N) to denote this category. Recall as in [Gao, Def. 1.0.4], we
define the following:
2.1.1.Definition. ForD ∈MF (ϕ,N) with Hodge-Tate weights in {0, . . . , r},
(1) D is called e´tale if FilrDK = DK , it is called multiplicative if
Fil1DK = {0}.
(2) D is called nilpotent if it does not have nonzero multiplicative
submodules, it is called unipotent if it does not have nonzero
e´tale quotients.
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Given a semi-stable representation V , let D be the corresponding
weakly-admissible filtered (ϕ,N)-module (via the main theorem of [CF00]).
Then it is easy to show that D is multiplicative if and only if V is an
unramified representation, D is nilpotent if and only if V contains no
nonzero unramified quotient. Also, D is e´tale (resp. unipotent) if
and only the Cartier dual D∨ (see [Gao, §1]) is multiplicative (resp.
nilpotent). We call the representation V e´tale (resp. multiplicative,
nilpotent, unipotent) if the corresponding D is e´tale (resp. multi-
plicative, nilpotent, unipotent). A Zp-representation T ∈ Rep
fr,st
Zp
(GK)
is called e´tale (resp. multiplicative, nilpotent, unipotent) if the Qp-
representation T [1
p
] is.
Let SK0 = S[
1
p
], and extend ϕ,N actions on S to SK0 (Qp-linearly).
Let Fili SK0 := Fil
i S⊗ZpQp. As in [Bre97], letMF
(ϕ,N) be the category
whose objects are finite free SK0-modules D with:
• a ϕSK0 -semi-linear morphism ϕD : D → D such that the deter-
minant of ϕD is invertible in SK0 ;
• a decreasing filtration {FiliD}∞i=0 of SK0-submodules of D such
that Fil0D = D and Fili SK0 Fil
j D ⊆ Fili+j D;
• a K0-linear map N : D → D such that N(fm) = N(f)m +
fN(m) for all f ∈ SK0 andm ∈ D, Nϕ = pϕN andN(Fil
iD) ⊆
Fili−1D.
Morphisms in the category are SK0-linear maps preserving filtrations
and commuting with ϕ and N . A sequence 0→ D1 → D → D2 → 0 is
called short exact if it is short exact as SK0-modules and the sequences
on filtrations 0 → FiliD1 → Fil
iD → FiliD2 → 0 are short exact for
all i. We call D2 a quotient of D in this case.
For D ∈ MF (ϕ,N), we can associate an object in MF (ϕ,N) by D :=
S ⊗W (k) D and
• ϕ := ϕS ⊗ ϕD;
• N := N ⊗ Id+ Id⊗N ;
• Fil0D := D and inductively,
Fili+1D := {x ∈ D|N(x) ∈ FiliD and fpi(x) ∈ Fil
i+1DK},
where fpi : D ։ DK by s(u)⊗ x 7→ s(π)⊗ x.
2.1.2. Theorem. [Bre97, §6] The functor above induces an equivalence
between MF (ϕ,N) and MF (ϕ,N).
2.1.3. Definition. Let D ∈MF (ϕ,N).
(1) D is called e´tale if FilrD = D, it is called multiplicative if
FiliD = Fili SK0D for some 1 ≤ i ≤ r (equivalently, for all
1 ≤ i ≤ r).
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(2) D is called nilpotent if it does not have nonzero multiplicative
submodules, it is called unipotent if it does not have nonzero
e´tale quotients.
2.1.4. Lemma. D ∈ MF (ϕ,N) is e´tale (resp. multiplicative, nilpotent,
unipotent) if and only if the corresponding D ∈MF (ϕ,N) (via Theorem
2.1.2) is so.
Proof. See [Gao, Prop. 3.2.2]. 
2.2. Fontaine-Laffaille modules. In this subsection, assume K =
K0 (i.e., K is unramified), and let r be a fixed integer in the range
[0, p− 1].
2.2.1. Definition.
(1) Let ′FLW (k) be the category of finitely generatedW (k)-modules
M with
• a decreasing filtration {FiliM}∞i=0 such that Fil
i+1M is a
direct summand of FiliM for all i, and Fil0M =M,Filr+1M =
{0},
• FrobW (k)-semi-linear maps ϕi : Fil
iM → M such that
ϕi |Fili+1M= pϕi+1.
Morphisms in ′FLW (k) are W (k)-linear homomorphisms com-
patible with filtration and ϕi.
(2) Let FLW (k) be the subcategory of
′FLW (k) where
∑r
i=0 ϕi(Fil
iM) =
M .
(3) Let ′FLfrW (k) (resp.
′FLtorW (k)) be the subcategory of
′FLW (k) where
M is finite free (resp. torsion) over W (k).
(4) Let FLfrW (k) (resp. FL
tor
W (k)) be the subcategory of FLW (k) where
M is finite free (resp. torsion) over W (k).
A sequence 0 → M1 → M → M2 → 0 in
′FLW (k) is called short
exact if it is exact as a sequence of W (k)-modules, and the induced
sequence 0 → FiliM1 → Fil
iM → FiliM2 → 0 is also short exact for
all i. In this case, we call M2 a quotient of M .
2.2.2. Definition. Let M ∈ ′FLW (k).
(1) M is called e´tale if FilrM = M . M is called multiplicative if
Fil1M = {0}.
(2) M is called unipotent if does not have non-zero e´tale quotients.
M is called nilpotent if it does not have non-zero multiplicative
submodules.
2.2.3. Lemma. For M ∈ FLfrW (k), take any W (k)-basis e = (e1, . . . , ed),
and let F ∈ Matd(W (k)) be the matrix of ϕ := ϕ0 with respect to
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e. Then there exists V ∈ Matd(W (k)) such that FV = p
rId. M is
unipotent if and only if Π∞n=0ϕ
n(V ) = 0.
Proof. The existence of V is clear. By [Gao, Lem. 2.3.2], it is easy to see
that ∩∞n=0ϕ
n(M) with its induced filtration is the maximal multiplica-
tive submodule ofM . Thus, M is nilpotent if and only if Π∞n=0ϕ
n(F ) =
0. By considering Cartier dual in the category FLfrW (k), it is easy to see
that M is unipotent if and only if Π∞n=0ϕ
n(V ) = 0. 
We define a functor T ∗cris from the category FL
tor
W (k) (resp. FL
fr
W (k)) to
ReptorZp (GK) (resp. Rep
fr
Zp
(GK) ):
T ∗cris(M) := HomW (k),ϕi,Fili(M,Acris ⊗Zp (Qp/Zp)) if M ∈ FL
tor
W (k),
and
T ∗cris(M) := HomW (k),ϕi,Fili(M,Acris) if M ∈ FL
fr
W (k).
The following is the main theorem of what we nowadays call Fontaine-
Laffaille theory.
2.2.4. Theorem. [FL82]
(1) When 0 ≤ r ≤ p− 2
(a) T ∗cris : FL
tor
W (k) → Rep
tor
Zp
(GK) is exact and fully faithful.
The essential image is closed under taking sub-objects and
quotients.
(b) T ∗cris : FL
fr
W (k) → Rep
fr,cris,[0,r]
Zp
(GK) is an equivalence of cat-
egories.
(2) When 0 ≤ r ≤ p− 1
(a) Restricting to subcategories of unipotent objects, T ∗cris : FL
tor
W (k) →
ReptorZp (GK) is exact and fully faithful. The essential image
is closed under taking sub-objects and quotients.
(b) Restricting to subcategories of unipotent objects, T ∗cris : FL
fr
W (k) →
Rep
fr,cris,[0,r]
Zp
(GK) is an equivalence of categories.
2.2.5. Remark. (1) Note that in the original paper [FL82], they
are using a “primitive version” of Acris, see the explanation in
[Bre98, §3.2.1], or [Hat14, §4].
(2) Theorem 2.2.4(1)(b) and (2)(b) were not written down in [FL82].
Written proofs can be found in [Bre99b] and [GL14] respec-
tively.
2.3. Kisin modules. In this subsection, let r be a fixed integer in the
range [0,∞).
Let ModϕS be the category of finite free S-modules M equipped with
a ϕS-semilinear endomorphism ϕM : M→M such that the cokernel of
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the linearization 1⊗ϕ : S⊗ϕ,SM→M is killed by E(u)
r. Morphisms
in ModϕS are ϕ-compatible S-module homomorphisms. We call objects
in ModϕS (finite free) Kisin modules of E(u)-height r.
We call M2 a quotient of M in the category Mod
ϕ
S if there is a short
exact sequence 0→M1 →M→M2 → 0 in the category, where short
exact means short exact as S-modules.
For any finite free Kisin module M ∈ Modϕ,rS , we define
TS(M) := HomS,ϕ(M,W (R)).
TS(M) is a finite free Zp-representation of G∞ and rankZp TS(M) =
rankS(M). We only recall the following result of Kisin (see [Liu07,
§2.2] for more details on TS).
2.3.1. Theorem. [Kis06, Lem. 2.1.15, Prop. 2.1.12]
(1) For any G∞-stable Zp-lattice T in a semi-stable Galois repre-
sentation V with Hodge-Tate weights in the range [0, r], there
always exists an N ∈ ModϕS such that TS(N) ≃ T .
(2) TS : Mod
ϕ
S → RepZp(G∞) is fully faithful.
2.3.2. Definition. Let M ∈ ModϕS,
(1) M is called e´tale (resp. multiplicative) if 1 ⊗ ϕ(S ⊗ϕ,S M) is
equal to E(u)rM (resp. M).
(2) M is called nilpotent if it has no nonzero multiplicative submod-
ules, it is called unipotent if it has no nonzero e´tale quotients.
2.3.3. Lemma. For M ∈ ModϕS, pick any basis e = (e1, . . . , ed), and let
A ∈ Matd(S) be the matrix of ϕ with respect to e. Then there exists
B ∈ Matd(S) such that AB = E(u)
rId. M is unipotent if and only if
Π∞n=0ϕ
n(B) = 0.
Proof. See (the proof of) [Gao, Prop. 2.1.3]. 
2.3.4. Remark. Using Kisin modules, [Liu10] developed the theory of
(ϕ, Gˆ)-module; but we do not need it in this paper.
2.4. Strongly divisible modules. Let ′ModϕS be the category whose
objects are triples (M,FilrM, ϕr) where
• M is a finite free S-module,
• FilrM ⊆ M is an S-submodule which contains Filr S · M,
M/FilrM is p-torsion free,
• ϕr : Fil
rM → M is a ϕ-semi-linear map such that ϕr(sx) =
c−rϕr(s)ϕr(E(u)
rx) for s ∈ Filr S and x ∈ M (recall that c =
ϕ(E(u))
p
),
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The morphisms in the category are S-linear maps preserving Filr and
commuting with ϕr. A sequence 0→M1 →M→M2 → 0 in
′ModϕS
is called short exact if it is short exact as a sequence of S-modules, and
the sequence on filtrations 0 → FilrM1 → Fil
rM → FilrM2 → 0 is
also short exact. In this case, we call M2 a quotient of M.
Let ModϕS be the subcategory of
′ModϕS where
• The image ϕr(Fil
rM) generates M over S.
For M∈ ModϕS which is finite free of rank d, let
Tcris(M) := Hom′ Modϕ
S
(M, Acris),
it is a finite free Zp-representation of G∞ of rank d.
2.4.1. Definition. For M∈ ModϕS,
(1) M is called e´tale if FilrM = M, it is called multiplicative if
FilrM = Filr SM.
(2) M is called nilpotent if it has no nonzero multiplicative sub-
modules, it is called unipotent if it has no nonzero e´tale quo-
tients.
2.4.2. By [Gao, Rem. 2.2.1], for M ∈ ModϕS, ϕr induces a map
ϕ : M → M via ϕ(x) := ϕr(E(u)
rx)
cr
(so ϕr =
ϕ
pr
). And one can
change the triple (M,FilrM, ϕr) in the definition of Mod
ϕ
S to a new
triple (M,FilrM, ϕ) where ϕ :M→M such that ϕ(FilrM) ⊆ prM
and ϕ(FilrM) generates prM. That is, ϕr and ϕ provide equivalent
information. In the following, we will freely use both of them.
2.4.3. Lemma. Use notations as in §2.4.2. Let M ∈ ModϕS, let e˜ =
(e˜1, . . . , e˜d) be any basis of M. Let Aˆ ∈ Matd(S) be the matrix of ϕ
with respect to e˜. Then there exists Bˆ ∈ Matd(S) such that AˆBˆ = p
rId.
M is unipotent if and only if Π∞n=0ϕ
n(Bˆ) = 0.
Proof. It can be easily deduced from [Gao, §2.3, §2.4], in particular
[Gao, Prop. 2.4.5]. 
2.4.4. We have an injective map of W (k)-algebras S →֒ S by u 7→ u.
Let ϕ : S → S be the map obtained by composing the injection and
the Frobenius on S. We define the functor MS from Mod
ϕ
S to Mod
ϕ
S
as follows. Let M ∈ ModϕS, set M = MS(M) = S ⊗ϕ,S M. We have
an S-linear map 1⊗ ϕ : S ⊗ϕ,S M→ S ⊗S M. Set
FilrM = {x ∈M, (1⊗ ϕ)(x) ∈ Filr S ⊗S M ⊆ S ⊗S M},
and define ϕr : Fil
rM→M as the composite:
FilrM
1⊗ϕ
−→ Filr S ⊗S M
ϕr⊗1
−→ S ⊗ϕ,S M =M.
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2.4.5. Theorem. [CL09, Thm. 2.3.1], [Gao, Thm. 2.5.6]
(1) When 0 ≤ r ≤ p − 2, the functor MS induces an equivalence
between ModϕS and Mod
ϕ
S.
(2) When 0 ≤ r ≤ p − 1, the functor MS induces an equivalence
between the subcategory of unipotent objects in ModϕS and the
subcategory of unipotent objects in ModϕS.
Let ′Modϕ,NS be the category whose objects are 4-tuples (M,Fil
rM, ϕr, N),
where
(1) (M,FilrM, ϕr) ∈
′ ModϕS.
(2) N :M→M is aW (k)-linear map such that N(sx) = N(s)x+
sN(x) for all s ∈ S, x ∈ M, E(u)N(FilrM) ⊆ FilrM and the
following diagram commutes:
FilrM
E(u)N

ϕr
//M
cN

FilrM
ϕr
//M
Morphisms in the category are given by S-linear maps preserving Filr
and commuting with ϕr and N . A sequence in
′Modϕ,NS is said to be
short exact if it is short exact as a sequence in ModϕS.
Let Modϕ,NS be the subcategory of
′Modϕ,NS where M ∈ Mod
ϕ
S. We
call objects in this subcategory the strongly divisible modules (also
called strongly divisible lattices, or strongly divisible S-lattices). M∈
Modϕ,NS is called e´tale (resp. multiplicative, nilpotent, unipotent) if it
is so as a module in ModϕS.
For M∈ Modϕ,NS of S-rank d, define
Tst(M) := Hom′ Modϕ,N
S
(M, Âst)
as in Section 2.3.1 of [Bre99a] (in particular, see loc. cit. for the
definition of Âst); it is a finite free Zp-representation of GK of rank d.
2.4.6. Theorem. (1) When 0 ≤ r ≤ p − 2, Tst induces an anti-
equivalence between Modϕ,NS and Rep
fr,st,[0,r]
Zp
(GK).
(2) When 0 ≤ r ≤ p−1, Tst induces an anti-equivalence between the
subcategory of unipotent objects in Modϕ,NS and the subcategory
of unipotent objects in Rep
fr,st,[0,r]
Zp
(GK).
Proof. This is first proposed as a conjecture in [Bre02, Conj. 2.2.6].
Some partial results were known by work of Breuil and Caruso (see
[Gao, §1] for some historical account). (1) is fully established in [Liu08],
and (2) is established in [Gao]. 
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2.4.7. By the results in [Bre02, §2.2], given M ∈ Modϕ,NS , then D :=
M[1
p
] is naturally an object in MF (ϕ,N) with ϕM = ϕD|M (see 2.4.2
for ϕM), NM = ND|M, and Fil
rM = M∩ FilrD. In particular, the
filtration {FiliD}∞i=0 induces a filtration {Fil
iM}∞i=0.
Let Modϕ,N,crisS be the subcategory of Mod
ϕ,N
S where N(M) ⊂ uM.
2.4.8. Corollary. (1) When 0 ≤ r ≤ p − 2, Tst induces an anti-
equivalence between Modϕ,N,crisS and Rep
fr,cris,[0,r]
Zp
(GK).
(2) When 0 ≤ r ≤ p − 1, Tst induces an anti-equivalence between
the subcategory of unipotent objects in Modϕ,N,crisS and the sub-
category of unipotent objects in Rep
fr,cris,[0,r]
Zp
(GK).
Proof. For a strongly divisible lattice M ∈ Modϕ,NS , it corresponds
to an integral crystalline representations if and only if the induced
monodromy operator N on (M/uM)[1
p
] is zero, that is, if and only if
N(M) ⊂ uM. 
3. Equivalence of categories
In this section, we fix 0 ≤ r ≤ p− 1, and always assume K = K0. In
this section, we establish our main results. We first define two functors
between Fontaine-Laffaille modules and strongly divisible modules, and
then we show they are quasi-inverse to each other.
3.1. From FL modules to S-modules. In this subsection, we define
the functor MS :
′FLfrW (k) →
′Modϕ,N,crisS .
Let M ∈ ′FLfrW (k), then let M :=MS(M) = S ⊗W (k) M . Define
• ϕM := ϕS ⊗ ϕM ,
• NM := NS ⊗ 1,
• FilrM :=
∑r
i=0 Fil
r−i S ⊗W (k) Fil
iM ,
• ϕr :=
∑r
i=0 ϕr−i,S ⊗ ϕi,M .
It is easy to check that it is a well-defined functor.
3.1.1. Lemma. Suppose M ∈ ′FLfrW (k), then M ∈ FL
fr
W (k) if and only if
MS(M) ∈ Mod
ϕ,N,cris
S .
Proof. Easy. 
3.1.2. Let M be a finite free W (k)-module with a decreasing filtration
{FiliM}∞i=0 such that Fil
i+1M is a direct summand of FiliM for all
i, and Fil0M = M,Filr+1M = {0}. Let M := S ⊗W (k) M , and let
N = NS ⊗ 1 : M→M. Let fpi be the map S → OK = W (k) where
u 7→ π. Also use fpi to denote the map fpi ⊗ 1 : M → M . Denote
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s : M → M the natural map where s(x) = 1 ⊗ x. Then we can use
composite of s and fpi to identify M and fpi(M). This identification
induces a filtration Fili(fpi(M)) on fpi(M) (from the filtration Fil
iM).
Now we can define two decreasing filtrations on M as follows.
(1) (The tensor product filtration). For any n ≥ 0, let Filn⊗M :=∑
i+j=n Fil
i S ⊗W (k) Fil
jM .
(2) (The canonical induced filtration). Let F̂il0M =M, and define
inductively, for n ≥ 1,
F̂ilnM := {x ∈M|N(x) ∈ F̂iln−1M, fpi(x) ∈ Fil
n(fpi(M)).}
3.1.3. Lemma. Use notations as in §3.1.2. The two filtrations are the
same, i.e., Filn⊗M = F̂il
nM, ∀n ≥ 0.
Proof. It is obvious Filn⊗M⊂ F̂il
nM, ∀n ≥ 0, so we only need to show
that Filn⊗M⊃ F̂il
nM.
Because Filk+1M is a direct summand of FilkM for all k, there exists
0 ≤ r1 ≤ . . . ≤ rd ≤ r and a W (k)-basis (e1, . . . , ed) of M such that
ei ∈ Fil
ri M − Filri+1M . Then we have
Filn⊗M = {
d∑
i=1
sn−ri ⊗ ei where sn−ri ∈ Fil
n−ri S}.
(Here we use the convention Filk S = S when k < 0). Also, any element
in Filn⊗M can be uniquely expressed in the form
∑d
i=1 sn−ri ⊗ ei as
above.
To show Filn⊗M ⊃ F̂il
nM, we use induction on n. The case n = 0
is trivial. Suppose it is true for n, and now consider the case n + 1.
For any x ∈ F̂iln+1M, since x ∈ F̂ilnM = Filn⊗M, we can write
it as x =
∑d
i=1 sn−ri ⊗ ei. So we need to show that we must have
sn−rj ∈ Fil
n+1−rj S, ∀1 ≤ j ≤ d.
• For j such that n − rj < 0, there is nothing to prove, since
Filn+1−rj S = Filn−rj S = S.
• For j such that n−rj ≥ 1, note that N(x) =
∑d
i=1N(sn−ri)⊗ei
which is contained in F̂ilnM = Filn⊗M, so we have N(sn−ri) ∈
Filn−ri S, ∀1 ≤ i ≤ d, now we can apply Lemma 3.1.4 to con-
clude sn−rj ∈ Fil
n+1−rj S.
• For j such that n − rj = 0 (if such a j exists), use fpi(x) =∑d
i=1 fpi(sn−ri)ei ∈ Fil
n+1M to conclude that fpi(sn−rj) = 0,
which means that sn−rj ∈ Fil
1 S.

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3.1.4. Lemma. Suppose i ≥ 1. If s ∈ Fili S and N(s) ∈ Fili S, then
s ∈ Fili+1 S.
Proof. Write s =
∑
n≥i an
E(u)n
n!
with each an ∈ W (k) (recall K = K0),
and compute explicitly. 
3.2. From S-modules to FL modules. In this subsection, we define
the functor from Modϕ,N,crisS to FL
fr
W (k). In order to do so, we need
Proposition 3.2.3. In order to prove Proposition 3.2.3, the following
theorem from [GLS14] is a key technical input.
3.2.1. Theorem. ([GLS14, Thm. 4.1]) Suppose p > 2. Let T be a Zp-
lattice in a crystalline representation of GK with Hodge-Tate weights
{0 ≤ r1 ≤ . . . ≤ rd ≤ p}. Let M be the corresponding Kisin module,
then there exists a basis (e) = (e1, . . . , ed) of M such that
ϕ(e) = (e)XΛY,
with X, Y ∈ GLd(S) and Λ is a diagonal matrix with diagonal entries
E(u)r1, . . . , E(u)rd.
3.2.2. Remark. Theorem 3.2.1 is the only place we need to assume
p > 2. We were notified that in an ongoing work, X. Wang ([Wan])
will extend Theorem 3.2.1 to the case p = 2. Once it is established, all
results in our paper will also work for p = 2.
The proof of the following proposition follows a similar strategy as
in [Liu15, Prop2.4.1].
3.2.3. Proposition. Suppose p > 2. Let M ∈ Modϕ,N,crisS . Define
M :=M/uM and equip it with the induced ϕ-action. Then there exists
a unique ϕ-equivariant (injective) section s : M → M. It induces an
isomorphism
1⊗ s : S ⊗W (k) M ≃M.
Moreover, 1 ⊗ s is also N-equivariant if we equip an N-action on
S ⊗W (k) M by NS ⊗ 1.
Proof. Let T be the Zp-lattice corresponding to M, and use notations
in Theorem 3.2.1. Write e˜ := 1 ⊗ϕ e as the basis for M (via the
construction in 2.4.4). Then ϕ(˜e) = e˜ϕ(XΛY ). Let f˜ := e˜Y −1, then
ϕ(˜f) = f˜Y ϕ(XΛ). Denote A = Y ϕ(XΛ).
Let s be a map sending f˜(modu) to f˜B with B ∈ GLd(S). Then s is
a section if and only if
Bf0(A) = Aϕ(B),
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where f0 : S → W (k) is the W (k)-algebra homomorphism such that
f0(u) = 0. Firstly, note that the section s is unique (if it exists),
because ϕ-equivariant section from D = M [1/p] to D = M[1/p] is
unique by [Bre97, Prop. 6.2.1.1]. Now, we only need to construct some
solution B ∈ GLd(S).
Write f0(A) = A0. For all n, let
Bn = Aϕ(A) · · ·ϕ
n(A)ϕn(A−10 ) · · ·ϕ(A
−1
0 )A
−1
0 ,
which is equal to B0 +
∑n−1
i=0 (Bi+1 − Bi). It suffices to show that
Bn ∈ GLd(S), and p-adically converges to some matrix in GLd(S). We
have
B0 = AA
−1
0 = Y ϕ(X)ϕ(Λ)f0(ϕ(Λ
−1))f0(ϕ(X
−1))f0(Y
−1).
The key thing here is that ϕ(Λ)f0(ϕ(Λ
−1)) ∈ GLd(S) because
ϕ(E(u))
f0(ϕ(E(u)))
∈
S×! So B0 ∈ GLd(S). It now suffices to show that Bi+1 − Bi is in
Matd(pS) for all i ≥ 0 and goes to 0 p-adically.
By the final paragraph in the proof of [Liu15, Prop2.4.1], we have
that A−10 ∈ Matd(
W (k)
pr
) (recall that [0, r] is the range of Hodge-Tate
weights), and B0 = Id +
up
pr
Y with Y ∈ Matd(S). We claim that:
(∗) : B0 = Id +
up
p
D with D ∈ Matd(S).
We will continue with our proof, and prove the claim (∗) in the end.
Now
Bi+1 −Bi = Aϕ(A) · · ·ϕ
i(A)ϕi+1(
up
p
D)ϕi(A−10 ) · · ·ϕ(A
−1
0 )A
−1
0 .
Since A−10 ∈ Matd(
W (k)
pr
), so ϕi(A−10 ) · · ·ϕ(A
−1
0 )A
−1
0 is in Matd(
W (k)
pr(i+1)
).
Consider the p-power in ϕi+1(u
p
p
D). It is easy to see that
ϕi+1(
up
p
D) ∈ Matd(p
p+···+pi+1S)
Note that p + · · ·+ pi+1 − r(i + 1) > 0, ∀i ≥ 0 (note that r ≤ p − 1),
and goes to ∞ as i → ∞. This shows that Bi+1 − Bi is in Matd(pS)
for all i ≥ 0 and goes to 0 p-adically. This finishes the proof of our
Proposition.
Finally, let us prove the claim (∗). Write E(u) = u + pa with a ∈
W (k)×, then
ϕ(E(u))
f0(ϕ(E(u)))
= 1 +
up
p
ϕ(a−1).
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So ϕ(Λ)f0(ϕ(Λ
−1)) = Id +
up
p
C for some C ∈ Matd(S). So
B0 = P (Id +
up
p
C)f0(P
−1) where P = Y ϕ(X) ∈ GLd(S)
= Pf0(P
−1) +
up
p
PCf0(P
−1)
= Id + uQ1 +
up
p
Q2 for Q1 ∈ Matd(S), Q2 ∈ Matd(S).
But B0 = Id +
up
pr
Y with Y ∈ Matd(S). This implies that Q1 ∈
Matd(u
p−1S), and so B0 = Id +
up
p
D with D ∈ Matd(S).

3.2.4. Remark. (1) We chose the bases f˜ and f˜(modu) so that the
matrices ϕ(Λ) and f0(ϕ(Λ
−1)) can meet each other. Note that
the existence of the section s certainly does not depend on
choice of basis. However, if we choose another basis to work, we
probably would not be able to prove that the ensuing iteration
process gives us a matrix in Matd(S) (although it should!).
(2) The section s is clearly functorial, in the sense that if we have
f :M1 →M2, which induces f : M1 → M2, then we have the
following commutative diagram:
M1
f

s
//M1
f

M2
s
//M2
3.2.5. Now let us define the functorMFL : Mod
ϕ,N,cris
S → FL
fr
W (k) (when
p > 2). Given M ∈ Modϕ,N,crisS , let M = MFL(M) :=M/uM. Equip
M with the induced ϕ-action. Now we define a filtration on M . By
Prop. 3.2.3, we have an ϕ-equivariant isomorphism 1⊗s : S⊗W (k)M ≃
M, and so we identify S ⊗W (k) M with M. The filtration {Fil
iM}∞i=0
onM (see 2.4.7) induces a filtration on S ⊗W (k)M . Via the surjective
map fpi : S ⊗W (k) M → M where fpi(s ⊗ m) = s(π)m, we can de-
fine FiliM := fpi(Fil
i(S ⊗W (k) M)). Since the sections s are functorial
(Remark 3.2.4(2)), the definition of FiliM is also functorial.
3.2.6. Lemma. With notation as above, Fili+1M is a direct summand
of FiliM for all i, and Fil0M =M,Filr+1M = {0}.
Proof. This is an easy consequence of [GLS14, Prop. 4.5]. Note that
fpi(Fil
i(M)) = fpi(Fil
i(M∗)), where M∗ = S⊗ϕ,SM as in the notation
of loc. cit.. 
16 HUI GAO
3.2.7. Remark. What the above lemma says is that an “adapted basis”
for FiliM gives an “adapted basis” for FiliM . The notion of “adapted
basis” is a key idea in the proof of Theorem 3.2.1.
With FiliM in 3.2.5, we can define two filtrations Filn⊗M and F̂il
nM
on M as in 3.1.2.
3.2.8. Lemma. With notations above, Filn⊗M = F̂il
nM = FilnM, ∀n.
Proof. Filn⊗M = F̂il
nM is already proved in Lemma 3.1.3. The equal-
ity F̂ilnM = FilnM can be easily deduced from the facts recalled in
2.4.7, as we briefly sketch in the following.
Let D = M[1
p
], and D ∈ MF (ϕ,N) the corresponding module. By
[Bre97, Prop. 6.2.1.1], D ≃ D/uD with the isomorphism (ϕ,N)-
equivariant, and there exists a unique ϕ-equivariant section D → D. In
our situation, it is precisely the Qp-linear extension of our s :M →M
in Prop. 3.2.3. The filtration FiliD is the same as the “canonical
filtration” induced from that of FiliDK as we recalled in §2.1. And
the filtration FiliDK comes from fpi ◦ (1 ⊗ s)
−1 : D ≃ S ⊗ D → DK ,
where fpi : S ⊗D → DK is the map sending s(u)⊗ d to s(π)⊗ d. This
shows that in our situation, we precisely have F̂ilnM =M∩ FilnD =
FilnM. 
3.2.9. Proposition. With the above notations,M =MFL(M) is indeed
an object in FLfrW (k).
Proof. With the identification 1⊗ s : S ⊗W (k)M ≃M, and the identi-
fication Filr⊗M = Fil
rM, we can simply apply Lemma 3.1.1. 
This finishes the proof that MFL : Mod
ϕ,N,cris
S → FL
fr
W (k) is a well-
defined functor.
3.3. Equivalence between FL modules and S-modules. In this
subsection, we show that the functors in the previous two subsections
are quasi-inverse to each other, and establish our main results.
3.3.1. Lemma. The functorMS (resp. MFL when p > 2) sends unipo-
tent objects to unipotent objects.
Proof. This is easy consequence of the criteria in Lemma 2.2.3 and
Lemma 2.4.3. 
3.3.2. Theorem. Suppose p > 2, K = K0.
(1) When 0 ≤ r ≤ p − 2, the functor MS induces an equivalence
between FLfrW (k) and Mod
ϕ,N,cris
S .
Fontaine-Laffaille modules and strongly divisible modules 17
(2) When 0 ≤ r ≤ p − 1, the functor MS induces an equivalence
between the subcategory of unipotent objects in FLfrW (k) and the
subcategory of unipotent objects in Modϕ,N,crisS .
Proof. It suffices to show that MFL is a quasi-inverse functor in both
cases.
Starting from M ∈ FLfrW (k) (either 0 ≤ r ≤ p − 2, or 0 ≤ r ≤ p − 1
with M unipotent), then M := MS(M) = S ⊗W (k) M . It is easy to
see that M and MFL(M) are isomorphic as W (k)-modules, with the
isomorphism compatible with ϕ. The filtration structures are also the
same, because
FiliMFL(M) = fpi(Fil
iM), by definition
= fpi(Fil
i
⊗M), by Lemma 3.2.8
= FiliM (obvious).
Starting fromM∈ Modϕ,N,crisS (either 0 ≤ r ≤ p−2, or 0 ≤ r ≤ p−1
with M unipotent). Let M := MFL(M). Then M and MS(M) are
(ϕ,N)-equivariantly isomorphic via 1⊗ s in Proposition 3.2.3. For the
filtration structures, we have
FiliMS(M) = Fil
i
⊗MS(M), by definition
= FiliM, by Lemma 3.2.8.

As a corollary of Theorem 3.3.2, we obtain a new proof for Theorem
2.2.4(1)(b), (2)(b).
Reproof of Theorem 2.2.4(1)(b), (2)(b). By Theorem 3.3.2 and Corol-
lary 2.4.8, we only need to check that given M ∈ FLfrW (k), we have
T ∗cris(M) = Tst(MS(M)).
This is a well known fact, and a written proof can be found in [IM15,
Prop. 3.2.2]. 
3.3.3. Remark. (1) Comparing with the original proof in [FL82] (we
also recommend the nice exposition in [Hat14]), one difference
in our “new” proof of Fontaine-Laffaille theory (that is, using
Theorem 3.3.2 and Corollary 2.4.8) avoids explicit classification
of simple objects (as in [FL82, §4]) and their related explicit
calculations. To be more precise, in the work [Bre02, Kis06,
Liu08, Gao], explicit classification of simple objects were never
needed.
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(2) Actually, we can also obtain a “new” proof for Theorem 2.2.4(1)(a),
by using work in [Car06] (in particular, [Car06, Thm. 1.0.4]).
We should also be able to “reprove” Theorem 2.2.4(2)(a), by
extending the work of [Car06] to the er = p− 1 unipotent case
(indeed, just the e = 1, r = p − 1 unipotent case). To get this
“new” proof for Theorem 2.2.4(1)(a), we will then really need to
explicitly classify simple objects, which is done in [Car06]. Let
us point out that Theorem 2.2.4(1)(a) and Theorem 2.2.4(2)(a)
are very useful results. However, their reproof would deviate
from the main scope of our current paper, and we do not see
anything more interesting in it, so we choose not to carry it out.
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