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PROBABILITE´S ET GE´OME´TRIE DANS CERTAINS GROUPES DE TYPE
FINI
FRE´DE´RIC MATHE´US
Re´sume´. Dans de nombreux phe´nome`nes re´gis par le hasard, le re´sultat de l’observation provient
de la combinaison ale´atoire d’e´ve´nements inde´pendants et re´versibles. Un mode`le possible pour ces
phe´nome`nes consiste a` conside´rer un groupe G, fini ou de´nombrable, que l’on munit d’une mesure
de probabilite´ µ. On effectue des tirages successifs d’e´le´ments dans G avec les hypothe`ses suivantes :
les tirages sont inde´pendants, et, pour chaque tirage, µ(g) est la probabilite´ de tirer l’e´le´ment g. Si
g1, g2, . . . , gn est le re´sultat de n tirages, on forme le produit g1 · g2 · · · · · gn. C’est, par de´finition, la
position a` l’instant n de la marche ale´atoire sur G de loi µ, et la question est : que peut-on dire du
comportement asymptotique de g1 · g2 · · · · · gn lorsque n → ∞ ? La marche ale´atoire s’en va-t’elle
a` l’infini ? Si oui, dans quelle direction ? Et a` quelle vitesse ?
Mes travaux depuis 2003 sont consacre´s, pour l’essentiel, a` l’e´tude du comportement asympto-
tique des marches ale´atoires dans trois familles de groupes infinis, non abe´liens et de type fini :
les produits libres de groupes finis, les groupes d’Artin die´draux, ainsi que certaines extensions des
groupes libres. Ils sont le fruit de collaborations avec Jean Mairesse (CNRS, Paris VI) et Franc¸ois
Gautero (Universite´ de Nice).
Dans le cas des produits libres de groupes finis, nous de´crivons pre´cise´ment la mesure harmonique
pour les marches ale´atoires au plus proche voisin dans ces groupes, ce qui permet de calculer la
vitesse et l’entropie asymptotique. En particulier, ces quantite´s de´pendent de fac¸on analytique des
coefficients de µ. Conside´rant l’ine´galite´ fondamentale de Yves Guivarc’h entre vitesse, entropie et
croissance, nous montrons que les ge´ne´rateurs canoniques des produits libres de groupes finis sont
extre´maux au sens de Vershik.
Les groupes d’Artin die´draux forment une classe de groupes d’Artin qui ge´ne´ralise le groupe
de tresses a` trois brins B3 et pour laquelle nous donnons une description pre´cise des ge´ode´siques.
La connaissance de la vitesse de fuite des marches ale´atoires au plus proche voisin dans le groupe
B3 est un premier outil de mesure de la complexite´ asymptotique d’une tresse ale´atoire. Dans ce
cas, on montre que la vitesse de´pend de fac¸on lipschitzienne mais non diffe´rentiable de µ, faisant
apparaˆıtre certaines transitions de phase.
Enfin, en ce qui concerne les extensions du groupe libre, nous montrons que, dans certains
cas (comprenant notamment les extensions cycliques) les fonctions µ-harmoniques borne´es sont
entie`rement de´crites via le bord du groupe libre sous-jacent. La preuve repose sur l’existence d’ac-
tions non triviales de ces groupes sur des arbres re´els, couple´e a` des crite`res ge´ne´raux sur les
compactifications des groupes de´veloppe´s par Vadim Kaimanovich.
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Plus qu’une page qui se tourne, une HDR est un rapport d’e´tape dans la vie d’un chercheur. En
ce qui me concerne, plusieurs personnes ont joue´ un roˆle-cle´.
Yves Guivarc’h a grandement contribue´ a` ma venue a` l’U.B.S. Lors de nos nombreux e´changes
entre Vannes et Rennes, sa gentillesse et sa disponibilite´ proverbiales ne m’ont jamais fait de´faut.
Toujours admiratif devant son dynamisme mathe´matique, je suis honore´ qu’il ait accepte´ de pre´sider
ce jury.
Les travaux de Vadim Kaimanovich, Franc¸ois Ledrappier et Wolfgang Woess sont pour moi une
source constante d’inspiration et de motivation. Je leur exprime ma gratitude pour avoir accepte´
de rendre compte de mon travail. Je conside`re leurs rapports comme un encouragement a` continuer
dans cette voie.
Je remercie Bachir Bekka et Yves Derriennic de leur soutien par leur pre´sence dans ce jury,
ainsi qu’E´mile Le Page et Marc Peigne´, dont j’appre´cie l’inte´reˆt pour mes travaux.
En juin 2000, lors d’un Atelier mathe´matique organise´ sur l’ˆıle de Berder, Philippe Bougerol
conclut son expose´ ainsi : ”a` propos des marches ale´atoires dans les groupes de tresses, tout reste
a` faire”. J’ai aussitoˆt saisi la balle au bond. Qu’il soit remercie´ pour son flair !
Il va sans dire que cette HDR doit beaucoup a` Jean Mairesse. J’ai eu la chance de le rencontrer
en 2003 alors que ma recherche personnelle stagnait. Il a eu imme´diatement l’intuition des outils
probabilistes a` utiliser. Sa puissance de travail et son efficacite´ continuent de m’impressionner.
C’est le genre de rencontre, revigorante et stimulante, que je souhaite a` tout chercheur.
Je n’aurai pas non plus e´te´ capable, sans Franc¸ois Gautero, de comprendre les marches au hasard
dans ces extensions du groupe libre. Sa connaissance approfondie de ce sujet, qui reste tre`s ardu a`
mes yeux, nous a permis de mener ce travail a` bien. Je suis heureux de le remercier ici.
A` l’automne 2010, Serge Cantat, Franc¸ois Maucourant et Se´bastien Goue¨zel ont eu l’heureuse
ide´e de de´marrer un groupe de travail a` Rennes sur les marches ale´atoires dans les groupes. J’ai eu
la chance d’en profiter pleinement ; d’ailleurs, la premie`re partie de ce me´moire en est le fruit.
Cela fait plus de vingt ans que Franc¸ois Laudenbach suit mon parcours avec bienveillance. Ses
conseils pertinents m’ont toujours e´te´ pre´cieux. Auditeur exigeant de mon cours a` Nantes au prin-
temps 2011, il a su jouer, le moment venu, le roˆle d’aiguillon qu’il fallait. Je lui exprime toute ma
reconnaissance.
J’entends encore mon pe`re m’interpeller, de sa voie rocailleuse : ”alors, bonhomme, tu la passes
quand, ton habilitation ?” J’ai manifestement trop tarde´... J’ai aujourd’hui une pense´e pour lui qui
nous a quitte´ il y a bientoˆt quatre ans.
Sans elle, sans eux, je ne serais rien. Je de´die ce me´moire a` ma femme Fre´de´rique, et a` nos
trois enfants Agathe, Capucine et Ce´sar, qui font notre bonheur et sont notre fierte´.
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Introduction
L’objet de ce me´moire est de pre´senter mes travaux de recherche mene´s depuis 2003. Ils sont
consacre´s, pour l’essentiel, a` la description du comportement asymptotique des marches au hasard
dans certains groupes de type fini. Les re´sultats obtenus sont le fruit de collaborations avec Jean
Mairesse et Franc¸ois Gautero et font l’objet des publications [45, 47, 46, 48, 22], toutes accessibles
sur ma page web http ://web.univ-ubs.fr/lmam/matheus/. Mes premiers travaux, re´alise´s pendant
ma the`se de doctorat et peu apre`s celle-ci, se rattachent a` la ge´ome´trie discre`te et plus pre´cisement
aux empilements de cercles. Objets des publications [11, 52, 51, 50], parues entre 1996 et 1999,
j’ai choisi de ne pas les pre´senter ici, en raison a` la fois de leur anciennete´ et de leur manque de
repre´sentativite´ de ma the´matique actuelle.
De´crivons plus en de´tail la structure de ce texte. La premie`re partie est une introduction a` la
the´orie des marches ale´atoires dans les groupes de´nombrables. Elle se veut accessible a` un pu-
blic mathe´maticien non spe´cialiste du sujet. Y sont pre´sente´es notamment les notions de mesures
stationnaires, de µ-frontie`res, de bord de Poisson, ainsi qu’une proprie´te´ des compactifications de
groupes - ve´rifie´e par le bord ge´ome´trique des groupes hyperboliques de Gromov - permettant
de de´montrer la convergence des trajectoires des marches ale´atoires. Cette partie, qui ne contient
aucun re´sultat nouveau, constitue le socle sur lequel reposent mes travaux.
L’e´tude des marches ale´atoires dans les produits libres de groupes finis fait l’objet de la seconde
partie. Je de´cris pre´cise´ment la mesure harmonique pour les marches ale´atoires au plus proche
voisin dans ces groupes, ce qui permet de calculer la vitesse et l’entropie asymptotique. Je pre´sente
l’ine´galite´ entre entropie, vitesse et croissance, et teste le cas d’e´galite´ dans le cas des produits libres
de groupes finis [47].
La troisie`me partie est consacre´e aux groupes d’Artin die´draux. C’est une classe de groupes
d’Artin qui ge´ne´ralise le groupe de tresses a` trois brins B3 et pour laquelle je donne une description
pre´cise des ge´ode´siques. Cette description repose sur un algorithme glouton qui permet de calculer
la longueur des e´le´ments de ces groupes a` partir d’une forme normale, la forme normale de Garside,
ainsi que diverses se´ries de croissance [46]. La structure de la forme de Garside sert e´galement de
point de de´part pour calculer la vitesse de la marche au hasard dans ces groupes [48].
Dans la quatrie`me partie, je pre´sente les re´sultats obtenus avec Franc¸ois Gautero sur le bord
de Poisson de certaines extensions du groupe libre. Le cas des extensions finies e´tant connu, nous
e´tudions les extensions cycliques du groupe libre. Le re´sultat de´pend de la dynamique de l’automor-
phisme de´finissant l’extension et utilise fortement l’existence d’actions non triviales de ces groupes
sur des arbres re´els [22]. Nous de´crivons e´galement le bord de Poisson de certaines extensions du
groupe libre, ainsi que les extensions cycliques de certains groupes hyperboliques sans torsion.
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1. Ge´ne´ralite´s sur les marches ale´atoires dans les groupes de´nombrables
Si les produits non commutatifs de matrices ale´atoires apparaissent de`s 1954 dans un article
de R.Bellman [6], on peut conside´rer que le ve´ritable acte de naissance de la the´orie des marches
ale´atoires dans les groupes non commutatifs est l’article de H.Kesten ”Symmetric random walks on
groups” [37]. Cette the´orie connaˆıt dans les anne´es 60 un prodigieux essor, sous l’impulsion entre
autres de H.Kesten et H.Furstenberg. L’article [37] et la note de Dynkin et Malyutov [14] jettent
les bases de l’e´tude des marches ale´atoires dans les groupes libres. Les articles de Furstenberg
[17, 19, 20] et Kesten [16, 36] contiennent les fondements de la the´orie des marches au hasard dans
les groupes de matrices et les groupes de Lie. Les notions introduites dans ces travaux ainsi que
les ide´es qui y sont de´veloppe´es n’ont pas cesse´ d’irriguer les recherches dans ce domaine depuis
quarante ans.
L’objet de cette partie est de pre´senter de fac¸on aussi simple que possible quelques concepts
associe´s a` la donne´e d’une mesure de probabilite´ µ sur un groupe de´nombrable G. Apre`s avoir
de´fini les marches ale´atoires et les fonctions harmoniques (section 1.1), je fais agir G sur un espace
mesure´ B, ce qui fournit aussitoˆt les notions de mesure stationnaire et de µ-frontie`re via la formule
de Poisson (sections 1.2 a` 1.4). Cet expose´ est motive´ par une question : quelle condition simple
peut-on imposer a` une compactification G∪B d’un groupe de type fini G pour que les trajectoires
de la marche ale´atoire dans G de loi µ convergent dans B ? Parmi les diverses hypothe`ses de
contraction introduites dans les anne´es 70 et 80, je privile´gie la notion de contractivite´ de´gage´e
par W.Woess [63] pour traiter - entre autres - le cas des groupes d’automorphismes de graphes
hyperboliques. Cette notion peut eˆtre le´ge`rement simplifie´e pour traiter juste le cas des groupes
hyperboliques. Ceci motive l’introduction d’une classe de compactifications de groupes de type fini -
incluant les bords ge´ome´triques des groupes hyperboliques - pour laquelle la re´solution du proble`me
de Dirichlet et la convergence des marches ale´atoires sont obtenues de fac¸on simple (section 1.5).
Enfin, la dernie`re section est consacre´e au bord de Poisson.
1.1. Fonctions harmoniques et marches ale´atoires. Soit G un groupe de´nombrable, et µ
une mesure de probabilite´ sur G, c’est-a`-dire simplement une fonction µ : G → [0, 1] ve´rifiant∑
g∈G µ(g) = 1. Il y a deux concepts naturellement associe´s a` une telle donne´e.
Le premier est celui de fonction µ-harmonique. Soit f : G→ R une fonction telle que, pour tout
g ∈ G on ait ∑h∈G µ(h)|f(gh)| < +∞. La fonction f est dite µ-harmonique si




Par exemple, si G = Zd et si µ est la mesure uniforme sur les d vecteurs de la base canonique de
Zd et leurs oppose´s, alors toute forme line´aire f(g) = u1g1 + · · ·+ udgd est µ-harmonique.
On note H∞(G,µ) l’espace de Banach des fonctions µ-harmoniques borne´es sur G, muni de la
norm sup.
L’autre concept est celui de marche ale´atoire. La marche ale´atoire (droite) sur G de loi µ est la
chaˆıne de Markov sur G dont les probabilite´s de transitions sont donne´es par p(x, y) = µ(x−1y).
Le mode`le canonique de cette marche ale´atoire partant de l’identite´ est le suivant : Ω = GN
∗
, F est
la tribu cylindrique sur Ω, et P = µ⊗N
∗
. Les applications coordonne´es (Ω,F) → G, ω 7→ ωn sont
des variables ale´atoires P-inde´pendantes de loi µ. On pose, pour ω ∈ Ω, X0(ω) = e et, pour n ≥ 1,
Xn(ω) = ω1 · · ·ωn. La loi de Xn est l’image de la mesure µ⊗n par le produit Gn → G et est note´e
µ∗n. L’inte´reˆt de ce mode`le re´side dans l’existence du shift θ : Ω → Ω, (ωn)n∈N 7→ (ωn+1)n∈N qui
pre´serve la mesure P.
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Le lien entre ces deux notions se fait via la the´orie des martingales : si f est une fonction µ-
harmonique alors la suite (f(Xn))n est une martingale pour la filtration canonique (Fn)n associe´e
au processus (Xn)n. En effet, on a :
(1) E[f(Xn+1)|Fn] = E[f(Xn · hn+1)|Fn] =
∑
h∈G
µ(h)f(Xnh) = f(Xn) P− p.s.
1.2. Mesures stationnaires. Pour tenter de comprendre les fonctions harmoniques et les marches
ale´atoires sur le groupe G, on fait agir ce dernier sur un espace mesure´ (B,A) de fac¸on mesurable.
On dit alors que B est un G-espace. Une telle action fournit aussitoˆt une action de G sur l’espace
P(B) des mesures de probabilite´ sur (B,A), de´finie, pour g ∈ G, λ ∈ P(B) et A ∈ A, par (gλ)(A) =
λ(g−1A).
Le produit de convolution µ∗λ des mesures de probabilite´ µ et λ est l’image de la mesure produit
µ⊗λ sur G×B par l’action G×B → B, (g, x) 7→ gx. Par de´finition, pour toute fonction mesurable
borne´e ϕ de´finie sur B, on a∫
B













ce qui conduit a` e´crire µ ∗ λ = ∑g∈G µ(g)gλ.
De´finition 1.1. La mesure de probabilite´ λ est µ-stationnaire si elle ve´rifie la relation λ = µ ∗ λ.
Cette notion est au coeur du pre´sent travail. Elle signifie que la mesure λ est G-invariante en
moyenne suivant µ :




Exemple 1.2. G est le groupe libre de rang d sur {a1, . . . , ad}, note´ F(a1, . . . , ad). Soit S =
{a1, . . . , ad, a−11 , . . . , a−1d }. Tout e´le´ment g ∈ G admet une unique e´criture g = u1 · · · un qui est
un mot re´duit sur l’alphabet S, c’est-a`-dire un mot tel que uk+1 6= u−1k pour 1 ≤ k ≤ n − 1,
l’e´le´ment neutre e de G e´tant repre´sente´ par le mot vide. Le mot re´duit repre´sentant le produit de
g et h est la concate´nation des mots re´duits repre´sentant g et h avec d’e´ventuelles simplifications
au point de contact.
Soit g = u1 · · · un un e´le´ment de G e´crit sous forme re´duite. L’entier n est la longueur de g
par rapport au syste`me ge´ne´rateur S, et est note´ |g|. Le bord ge´ome´trique de G est l’ensemble
∂G = {ξ = ξ0ξ1 · · · ∈ SN | ξi+1 6= ξ−1i } des mots infinis a` droite re´duits sur l’alphabet S. Pour
g, h ∈ G, on note g ∧ h le plus grand pre´fixe commun aux mots re´duits repre´sentants g et h, puis
on e´tend cette de´finition a` g, h ∈ G ∪ ∂G. On de´finit alors une me´trique sur G ∪ ∂G en posant
d(g, h) = exp(−|g∧h|) si g 6= h et d(g, g) = 0. L’espace (G∪∂G, d) est un espace me´trique compact
dans lequel G est un ouvert dense. L’action de G sur lui-meˆme par translation a` gauche se prolonge
en une action sur ∂G par home´omorphismes bilipschitziens. Si u1 · · · un est un mot re´duit sur S, on
note [u1 · · · un] le cylindre dans ∂G de base u1 · · · un. La tribu bore´lienne sur (∂G, d) est exactement
la tribu engendre´e par les cylindres.
Supposons d’abord que µ soit la mesure uniforme sur S, de´finie, pour 1 ≤ i ≤ d, par µ(ai) =
µ(a−1i ) = 1/2d. On constate aise´ment que la mesurem sur ∂G de´finie, pour tout cylindre [u1 · · · un],
par m([u1 · · · un]) = 12d(2d−1)n−1 est µ-stationnaire.
Supposons maintenant que la mesure µ soit de´finie par µ(a1) = p et µ(a
−1
1 ) = 1 − p. Notons






1 · · · ∈ ∂G. Alors le segment {λt = (1 − t)δα + tδα, t ∈ [0, 1]} est
constitue´ de mesures toutes µ-stationnaires.
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L’existence de mesures stationnaires est un fait ge´ne´ral :
Lemme 1.3. Si B est un G-espace me´trique compact, alors, pour toute probabilite´ µ sur G, il
existe une mesure de probabilite´ µ-stationnaire sur B.
De´monstration. L’espace P(B) des mesures de probabilite´ bore´liennes sur B est compact pour la




( δx + µ ∗ δx + · · · + µ∗n ∗ δx )
est une mesure µ-stationnaire sur B. 
Notons supp(µ) = {g ∈ G,µ(g) > 0} le support de µ et sgr(µ) le semi-groupe qu’il engendre :
sgr(µ) = {g ∈ G | ∃ g1, . . . , gn ∈ supp(µ), g = g1 . . . gn}
Lemme 1.4. Soit B un G-espace et µ une mesure de probabilite´ sur G telle que sgr(µ) ne fixe
aucun sous-ensemble fini de B. Alors toute mesure de probabilite´ µ-stationnaire sur B est diffuse.
De´monstration. Soit λ une probabilite´ µ-stationnaire sur B. Si λ n’est pas diffuse, alors elle posse`de
un atome x de poids maximal. On a λ(x) =
∑
g∈G µ(g)λ(g
−1x), de sorte que g−1x est e´galement
un atome de poids maximal pour tout g ∈ supp(µ), donc pour tout g ∈ sgr(µ). L’ensemble - fini -
des atomes de poids maximal de λ est donc invariant par sgr(µ), contradiction. 
De´finition 1.5. La mesure de probabilite´ µ sur le groupe de´nombrable G est dite non de´ge´ne´re´e si
le support de µ engendre G comme semi-groupe (i.e. sgr(µ) = G).
Lemme 1.6. Soit µ une mesure de probabilite´ non de´ge´ne´re´e sur un groupe de´nombrable G. Soit
B un G-espace topologique a` base de´nombrable muni d’une mesure de probabilite´ µ-stationnaire λ.
Si l’action de G sur B est minimale (i.e. toutes les orbites sont denses) alors le support de λ est
B tout entier.
De´monstration. Le support de λ est le comple´mentaire du plus grand ouvert λ-ne´gligeable de B.
Si x /∈ supp(λ) alors il existe un ouvert U ⊂ B contenant x tel que λ(U) = 0. Comme λ(U) =∑
g µ(g)λ(g
−1U) on en de´duit que λ(g−1U) = 0 pour tout g ∈ supp(µ), de sorte que g−1U ⊂
supp(λ)c pour tout g ∈ sgr(µ). Comme µ est non de´ge´ne´re´e, ceci prouve que le support de λ est un
ferme´ G-invariant de B, et donc supp(λ) = B par minimalite´. 
Exemple 1.7. Illustrons ces deux derniers lemmes avec le groupe libre G = F(a1, . . . , ad). Dans le
cas ou` µ est la mesure uniforme sur S = {a1, . . . , ad, a−11 , . . . , a−1d }, on a supp(µ) = S de sorte que
µ est non de´ge´ne´re´e. L’action de G sur ∂G est minimale. La mesure µ-stationnaire m de´crite dans
l’exemple 1.2 est diffuse et son support est ∂G.
Si µ = pδa1 + (1 − p)δa−1
1
alors supp(µ) = {a1, a−11 } de sorte que sgr(µ) fixe les points α et α.
Les mesures µ-stationnaires λt = (1− t)δα + tδα ne sont pas diffuses, et supp(λt) ⊂ {α,α}.
Voici enfin un exemple de mesure stationnaire diffuse non supporte´e par ∂G tout entier. A` tout
vecteur de probabilite´ p = (p1, . . . , pd) ∈]0, 1[d on associe la mesure µp sur G de´finie, pour 1 ≤ i ≤ d,
par µp(ai) = pi. Le semi-groupe sgr(µp) est le mono¨ıde libre sur S
+ = {a1, . . . , ad}. Il ne fixe aucun
sous-ensemble fini de ∂G. Pour u ∈ S, on pose qu = pi si u = ai et qu = 0 si u ∈ {a−11 , . . . , a−1d }.
La mesure λp de´finie sur ∂G par λp([u1 · · · un]) = qu1 · · · qun est µp-stationnaire. Elle est diffuse,
et son support est supp(λp) = (S
+)N.
PROBABILITE´S ET GE´OME´TRIE DANS CERTAINS GROUPES DE TYPE FINI 11
1.3. La formule de Poisson. Revenons a` la question initiale des fonctions µ-harmoniques et des
marches ale´atoires sur G. Soit B un G-espace muni d’une probabilite´ µ-stationnaire λ. A` toute
fonction F ∈ L∞(B,λ) on peut associer une fonction ΠBF = f sur G de´finie, pour g ∈ G, par la
formule de Poisson f(g) = 〈F, gλ〉 = ∫
B
F (gx)dλ(x). Cette fonction f , borne´e, est µ-harmonique











F (gx)d(µ ∗ λ)(x) =
∫
B
F (gx)dλ(x) = f(g) .
L’application ΠB : L
∞(B,λ) → H∞(G,µ) n’est pas toujours injective. Le cas de la mesure
µ = pδa1 + (1 − p)δa−1
1
sur le groupe libre G = F(a1, . . . , ad) avec (B,λ) = (∂G, λt) fournit un
contre-exemple lorsque 0 < t < 1 puisqu’alors la fonction t I{α} − (1 − t) I{α} est un e´le´ment non
trivial du noyau de ΠB.
En ce qui concerne les marches ale´atoires, Furstenberg a observe´ [19] que l’existence d’une mesure
µ-stationnaire sur un G-espace compact B permet de construire une compactification de G dans
laquelle presque toutes les trajectoires de la marche ale´atoire (Xn)n associe´e a` µ convergent. Plus
pre´cise´ment :
Proposition 1.8. Soit B un G-espace me´trique compact muni d’une mesure de probabilite´ µ-
stationnaire λ. Alors :
(1) pour P-presque tout ω ∈ Ω, il existe une mesure νω ∈ P(B) telle que la suite Xnλ converge
faiblement vers νω
(2) on a :
∫
Ω νωdP(ω) = λ .
De´monstration. Soit F ∈ C(B) une fonction continue sur B. Il s’agit de montrer que la suite∫
B





F (Xnx)dλ(x) = ΠBF (Xn)
La fonction ΠBF e´tant µ-harmonique, la suite ΠBF (Xn) est une martingale d’apre`s (1), borne´e
car F l’est, donc est presque suˆrement convergente.
En utilisant la se´parabilite´ de C(B), on construit un ensemble Ω′ de P-mesure 1, tel que pour
tout ω ∈ Ω′, pour tout F ∈ C(B), la suite ΠBF (Xn(ω)) converge. A` ω fixe´, la limite de´pend
continuˆment et line´airement de F donc s’e´crit νω(F ) pour une certaine mesure νω ∈ P(B), ce qui
prouve (1).
Prouvons (2). Pour toute fonction F ∈ C(B), on a :∫
Ω


















Ainsi, si l’on note pλ : G → P(B) l’application de´finie par pλ(g) = gλ, alors pλ(G) est une
compactification de G dans laquelle presque toutes les trajectoires de la marche ale´atoire (Xn)n
convergent. Bien entendu, cette compactification peut-eˆtre triviale, notamment lorsque (Xn)n est
re´currente.
Exemple 1.9. Conside´rons la mesure µ = (δa1 + δa−1
1
)/2 sur le groupe libre G = F(a1, . . . , ad). La
marche ale´atoire Xn est re´currente dans sgr(µ) = 〈a1〉. Soit (B,λ) = (∂G, δα). L’application pλ, ici
donne´e par pλ(g) = gδα = δgα, est constante sur les classes a` gauche modulo 〈a1〉. En particulier,
pλ(Xn) = δα.
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1.4. µ-Frontie`res. Au vu de la proposition 1.8, il est naturel de conside´rer le cas ou la suite Xnλ
converge vers une mesure de Dirac δZ ou` Z = Z(ω) est ale´atoire, auquel cas Z suit ne´cessairement
la loi λ. Ceci conduit a` la notion de µ-frontie`re introduite par Furstenberg [19] :
De´finition 1.10. Soit µ une mesure de probabilite´ sur un groupe de´nombrable G et B un G-espace
me´trique compact muni d’une probabilite´ µ-stationnaire λ. On dit que (B,λ) est une µ-frontie`re
de (G,µ) s’il existe une variable ale´atoire Z : Ω → B de loi λ telle que la suite de mesures Xnλ
converge faiblement vers la mesure de Dirac ale´atoire δZ .
Autrement dit, si (B,λ) est une µ-frontie`re de (G,µ) alors pour toute fonction F ∈ C(B), on a∫
B
F (Xnx)dλ(x) → F (Z) .
Exemple 1.11. Conside´rons la mesure µ = pδa1 + (1− p)δa−1
1
sur le groupe libre G = F(a1, . . . , ad)
avec p > 1/2, de sorte que Xn converge vers α = a1a1 . . . presque suˆrement. Soit λt = (1−t)δα+tδα.
Si t = 0, alors Xnδα = δα et (∂G, δα) est une µ frontie`re de (G,µ).
Si 0 < t < 1 alors (∂G, λt) n’est pas une µ frontie`re de (G,µ) puisque Xnλt = λt ne converge pas
vers une mesure de Dirac.
Enfin, si t = 1, alorsXnδα = δα et (∂G, δα) est une µ-frontie`re de (G,µ) bien queXn converge vers
α. Ce dernier cas fournit un exemple de µ-frontie`re (B,λ) telle que G∪B soit une compactification
de G sans que, pour autant, Xn ne converge vers Z dans cette compactification.
Remarque 1.12. Soit B un G-espace me´trique compact muni d’une mesure de probabilite´ µ-
stationnaire λ. Soit B′ = P(B) et λ′ = δλ. Alors B
′ est un G-espace compact me´trisable et λ′
est une probabilite´ µ-stationnaire sur B′. D’apre`s la proposition 1.8, (B′, λ′) est une µ-frontie`re de
(G,µ).
Proposition 1.13. Si (B,λ) est une µ-frontie`re de (G,µ) alors l’application ΠB : L
∞(B,λ) →
H∞(G,µ) de´finie par la formule de Poisson est injective.
La preuve repose sur la notion de bord de Poisson de (G,µ) et sera explique´e dans la section 1.6.
On peut observer d’emble´e que la restriction de ΠB a` C(B) est injective. En effet, si la fonction
F ∈ C(B) ve´rifie ΠBF = 0, alors on a
F (Z) = lim
∫
B
F (Xnx)dλ(x) = limΠBF (Xn) = 0
de sorte que F = 0 λ-presque suˆrement.
Voici une conse´quence imme´diate de l’injectivite´ de ΠB :
Corollaire 1.14. Si (B,λ) est une µ-frontie`re de (G,µ) alors l’action de G sur B est ergodique
par rapport a` λ.
De´monstration. Il s’agit de montrer que si A ⊂ B est un bore´lien G-invariant, alors λ(A) = 0 ou
1. La formule de Poisson applique´e a` l’indicatrice IA fournit une fonction µ-harmonique f de´finie
par f(g) = ΠB(IA)(g) = λ(g
−1A) = λ(A) puisque A est G-invariant. Par injectivite´ de ΠB , on a
IA = λ(A) λ-presque suˆrement, donc λ(A) = 0 ou 1. 
Exemple 1.15. Soit G un groupe de´nombrable agissant sur un espace me´trique compact B. L’e´nonce´
suivant :
pour toute probabilite´ non de´ge´ne´re´e µ sur G, il existe une unique probabilite´ µ-stationnaire λ
sur B et (B,λ) est une µ-frontie`re de (G,µ)
est ve´rifie´ lorsque :
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(i) G est un groupe libre de type fini (non abe´lien) et B = ∂G est le bord ge´ome´trique
de G [9, 62, 63], et plus ge´ne´ralement, G est un groupe hyperbolique au sens de Gromov, non
virtuellement cyclique, et B = ∂G est son bord hyperbolique [35] ;
(ii) G est un groupe ayant une infinite´ de bouts et B = E(G) est l’espace des bouts de G
[63, 35] ;
(iii) G = π1(M) est le groupe fondamental d’une varie´te´ riemannienne compacte de rang 1 et
B = ∂M˜ est le bord visuel de son reveˆtement universel M˜ [4] ;
(iv) G est un groupe contenant un sous groupe normal libre F de type fini, et B = ∂F est le
bord ge´ome´trique de F . L’action de G sur F par automorphismes inte´rieurs s’e´tend en une action
de G sur ∂F qui prolonge l’action de F par multiplication a` gauche [59].
L’hypothe`se ”µ non de´ge´ne´re´e” n’est pas optimale. Dans les deux premiers cas ci-dessus, on peut
simplement supposer que sgr(µ) ne fixe aucun sous-ensemble fini de B.
1.5. Compactifications de Dynkin. On suppose a` pre´sent que G est un groupe de type fini, et
on note |.| la me´trique des mots associe´e a` un syste`me fini et syme´trique de ge´ne´rateurs S. Soit
B un G-espace mesure´ muni d’une mesure de probabilite´ µ-stationnaire λ. Supposons que G ∪ B
soit une compactification me´trique de G : G ∪ B est muni d’une me´trique d qui en fait un espace
compact induisant la topologie discre`te sur G et dans lequel G est un ouvert dense. L’action de G
sur G ∪B (par translation a` gauche sur G) est une action par home´omorphismes.
Soit (Xn)n une re´alisation de la marche ale´atoire droite partant de e et de loi µ. La question est
alors de trouver a` quelle(s) condition(s) la marche ale´atoire Xn va converger dans B. Des proprie´te´s
de contraction et de proximalite´ - exprime´es de nombreuses manie`res - ont e´te´ de´gage´es dans ce
but [19, 27, 28, 49, 15]. En particulier, W.Woess met en e´vidence les notions de projectivite´ et de
contractivite´ pour traiter le cas des groupes d’automorphismes de graphes hyperboliques [63, 64].
Si l’on ne souhaite traiter que des marches ale´atoires sur les groupes hyperboliques, il est possible
de tre`s le´ge`rement simplifier ces notions. Je propose la de´finition suivante :
De´finition 1.16. Soit G∪B une compactification me´trique d’un groupe de type fini G. On dit que
G∪B est une compactification de Dynkin de G si, pour tout x ∈ B, pour toute suite (gn) d’e´le´ments
de G convergeant vers x, on a :
∀ε > 0,∃N tel que ∀n ≥ N,∃ Un,ε ⊂ B tel que diam(Un,ε) < ε et gn(U cn,ε) ⊂ B(x, ε) .
En d’autres termes, si gn converge vers x, alors gny converge vers x uniforme´ment en y en dehors
d’un sous-ensemble de B de diame`tre arbitrairement petit. La terminologie choisie fait re´fe´rence a`
la notion d’espace de Dynkin introduite par Furstenberg [18].
Exemple 1.17. Soit G = F(a1, . . . , ad) le groupe libre sur {a1, . . . , ad}, ∂G le bord ge´ome´trique de
G et d la me´trique sur G∪∂G de´finie dans la section 1.2. Alors (G∪∂G, d) est une compactification
de Dynkin de G. En effet, pour tout e´le´ment g = u1 · · · un de longueur n et pour tout m ≤ n,
notons [g]m = [u1 · · · um] le cylindre de base u1 · · · um dans ∂G. Alors on a :
∀m,n ≥ 1, ∀ g ∈ G, |g| ≥ m+ n =⇒ g([g−1]cm) ⊂ [g]n .
dont on de´duit imme´diatement que (G ∪ ∂G, d) est une compactification de Dynkin de G.
Exemple 1.18. Plus ge´ne´ralement, soit G un groupe hyperbolique au sens de Gromov et ∂G son bord
hyperbolique [25, 24]. Fixons un syste`me ge´ne´rateur S de G, notons |·| la me´trique des mots associe´e
a` S, et (·|·) le produit de Gromov dans G de´fini, pour g, h ∈ G, par (g|h) = 12(|g|+ |h|− |g−1h|). Ce
produit se prolonge a` G ∪ ∂G et permet de de´finir une topologie sur G ∪ ∂G qui en fait un espace
compact me´trisable dans lequel gn → ξ ∈ ∂G⇔ (gn|ξ)→ +∞.
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On a :
∀m,n ≥ 1, ∀ g, h, k ∈ G, (g|k) ≥ m+ n et (g−1|h) ≤ m =⇒ (gh|k) ≥ n
d’ou` l’on de´duit aussitoˆt, en notant δ la constante d’hyperbolicite´ de G, que
∀m,n ≥ 1, ∀ g ∈ G, ∀ξ, η ∈ ∂G, (g|ξ) ≥ m+ n et (g−1|η) ≤ m =⇒ (gη|ξ) ≥ n− 4δ
ce qui permet de montrer que G ∪ ∂G est une compactification de Dynkin de G.
Le re´sultat suivant jouera un roˆle-cle´, notamment dans l’e´tude de la convergence des marches
ale´atoires :
Lemme 1.19. Soit G ∪ B une compactification de Dynkin de G, et λ une mesure diffuse sur B.
Alors, pour tout x ∈ B et pour toute suite (gn) d’e´le´ments de G convergeant vers x, la suite de
mesures gnλ converge faiblement vers δx.
De´monstration. Il s’agit de montrer que, pour toute fonction F ∈ C(B), on a∫
B
F (gny)dλ(y)→ F (x) .
C’est une conse´quence directe de la de´finition 1.16, jointe au fait que, B e´tant compact et λ diffuse,
la mesure de la boule λ[B(z, r)] tend vers 0 avec r uniforme´ment en z. 
La conclusion de ce lemme exprime une notion de proximalite´ [20]. Elle est obtenue sous des
hypothe`ses le´ge`rement diffe´rentes (projectivite´ et contractivite´) par Woess [62, 63]. Citons aussi
[35, lemme 2.2] ou` la meˆme conclusion est obtenue en imposant d’autres conditions, ge´ome´triques,
a` la compactification G ∪B (la contractivite´ est remplace´e par l’existence de strips).
Tous les re´sultats e´nonce´s dans cette partie de´coulent du lemme 1.19. En voici deux conse´quences
imme´diates : la re´solution du proble`me de Dirichlet et l’unicite´ de la mesure stationnaire [62, 64] :
Corollaire 1.20. Soit G ∪B une compactification de Dynkin d’un groupe de type fini G et µ une
mesure de probabilite´ sur G telle que sgr(µ) ne fixe aucun sous-ensemble fini de B. Alors toute
fonction F ∈ C(B) admet un unique prolongement continu sur G ∪B et µ-harmonique sur G.
De´monstration. Soit λ une mesure µ-stationnaire sur B. D’apre`s le lemme 1.4, la mesure λ est
diffuse. Soit F ∈ C(B) une fonction continue et f = ΠBF la fonction obtenue par la formule de
Poisson applique´e a` F . La fonction f est µ-harmonique et ve´rifie limg→x f(g) = F (x) pour tout
x ∈ B d’apre`s le lemme 1.19, ce qui prouve l’existence.
Prouvons l’unicite´. Soient f1 et f2 deux prolongements µ-harmoniques continus de F . La fonction
f = f1 − f2 est une fonction µ-harmonique sur G qui ve´rifie lim|g|→∞ f(g) = 0. Le semi-groupe
sgr(µ) est infini car il ne fixe aucun sous-ensemble fini de B. D’apre`s le principe du maximum, on
en de´duit que f = 0. 
Corollaire 1.21. Soit G ∪B une compactification de Dynkin d’un groupe de type fini G et µ une
mesure de probabilite´ sur G telle que sgr(µ) ne fixe aucun sous-ensemble fini de B. Alors il existe
une unique mesure µ-stationnaire λ sur B. De plus, l’action de G sur B est ergodique par rapport
a` λ.
De´monstration. L’existence provient du lemme 1.3. Prouvons l’unicite´. Soient λ1 et λ2 deux mesures




sont deux prolongements harmoniques continus de F a` G ∪ B. D’apre`s le corollaire 1.20, on a






Fdλ2 c’est-a`-dire λ1 = λ2.
L’ergodicite´ de l’action de G sur B re´sulte de l’unicite´ de λ comme mesure µ-stationnaire. En
effet, si A ⊂ B est un bore´lien G-invariant tel que λ(A) > 0 alors la restriction normalise´e de λ a`
A est une mesure de probabilite´ µ-stationnaire sur B, donc e´gale a` λ, de sorte que λ(A) = 1. 
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La notion de compactification de Dynkin permet de mesurer le de´faut d’injectivite´ de l’application
pλ : G→ P(B), g 7→ gλ introduite a` la fin de la section 1.3 :
Lemme 1.22. Soit G ∪B une compactification de Dynkin de G, et λ une mesure diffuse sur B.
(1) Si gλ = hλ alors g−1h est un e´le´ment de torsion de G ;
(2) Si (gn) est une suite d’e´le´ments de G telle que gnλ converge faiblement vers gλ, alors la
suite (gn) est borne´e (pour la me´trique des mots).
De´monstration. (1) Soit g, h ∈ G tels que gλ = hλ. Si g−1h n’est pas de torsion, alors |(g−1h)n|
tend vers l’infini, de sorte qu’il existe une suite nk → +∞ telle que la suite (g−1h)nk converge vers
x ∈ B. On a donc λ = g−1hλ = (g−1h)nkλ→ δx d’apre`s le lemme pre´ce´dent. Ainsi, λ = δx ce qui
contredit le fait que λ soit diffuse.
(2) Si (gn) est une suite non borne´e, il existe une suite nk → +∞ telle que la suite (gnk) converge
vers x ∈ B, de sorte que gnkλ→ δx. Si, en plus, gnλ converge faiblement vers gλ, alors gλ = δx ce
qui, a` nouveau, contredit le fait que λ soit diffuse. 
Ainsi l’application pλ est injective dans le cas ou` G est un groupe libre. On rappelle par ailleurs
qu’un groupe hyperbolique ne posse`de qu’un nombre fini de classes de conjugaison d’e´le´ments de
torsion [24].
Venons-en a` pre´sent a` l’e´tude des marches ale´atoires dans G. Le re´sultat suivant constitue le
re´sultat principal de cette partie :
The´ore`me 1.23. Soit G ∪B une compactification de Dynkin d’un groupe de type fini G et µ une
mesure de probabilite´ sur G telle que sgr(µ) ne fixe aucun sous-ensemble fini de B. Alors :
(1) il existe une variable ale´atoire X∞ : Ω→ B telle que Xn(ω)→ X∞(ω) P-presque suˆrement ;
(2) la loi µ∞ de X∞ est une probabilite´ µ-stationnaire et diffuse sur B ; c’est l’unique probabilite´
µ-stationnaire sur B ;
(3) l’espace (B,µ∞) est une µ-frontie`re de (G,µ).
De´finition 1.24. Sous les hypothe`ses du the´ore`me pre´ce´dent, la mesure µ∞ est la mesure harmo-
nique associe´e a` la marche ale´atoire sur G de loi µ.
Dans le cas ou` G est un groupe libre non abe´lien de type fini, ce the´ore`me - attribue´ a` Margulis
dans [30] - a e´te´ de´montre´ par Cartwright et Soardi [9], et la preuve simplifie´e ulte´rieurement par
Woess [62, 63] et Ledrappier [38]. Il avait e´te´ de´montre´ sous des hypothe`ses plus ou moins restrictives
sur µ par divers auteurs : Furstenberg lorsque µ est supporte´e par les ge´ne´rateurs canoniques et
leurs inverses [19], Derriennic lorsque µ est a` support fini [12] puis sous une hypothe`se de premier
moment fini [13], Sawyer et Steger lorsque µ a un moment logarithmique fini [56], Cartwright et
Sawyer lorsque µ est radiale [8]. Dans le cas ou` G est un groupe hyperbolique, ce re´sultat est duˆ a`
Ancona lorsque µ est a` support fini [1], et a` Woess [63] dans le cas ge´ne´ral. Il a e´te´ rede´montre´ par
Kaimanovich [35]. La preuve expose´e ci-apre`s est inspire´e de [9], [35] et [38].
De´monstration du the´ore`me 1.23. Soit G∪B une compactification de Dynkin de G, et µ une mesure
de probabilite´ sur G telle que sgr(µ) ne fixe aucun sous-ensemble fini de B. Comme B est compact,
il existe d’apre`s le lemme 1.3 une mesure de probabilite´ µ-stationnaire λ sur B, et λ est diffuse
d’apre`s le lemme 1.4.
De´montrons le point (1). La preuve consiste en une mise en balance re´pe´te´e de la proposition
1.8 et du lemme 1.19. On commence par montrer que |Xn| → +∞ presque suˆrement. Notons
Ω0 = {lim inf |Xn| < +∞}. Soit ω ∈ Ω0. Alors il existe une suite (nk) et un e´le´ment gω tel que
Xnk(ω) = gω, de sorte que Xnk(ω)λ = gωλ. Par ailleurs, la mesure λ e´tant µ-stationnaire, il existe,
d’apre`s la proposition 1.8, une mesure νω ∈ P(B) telle que Xn(ω)λ converge faiblement vers νω.
Ainsi, gωλ = νω et la suite entie`re Xn(ω)λ converge faiblement vers gωλ. D’apre`s le lemme 1.22, la
suite Xn(ω) est borne´e. Or (Xn) est un chaˆıne de Markov irre´ductible sur l’ensemble sgr(µ) qui est
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infini (puisqu’il ne fixe aucun ensemble fini dans B), donc Xn est presque suˆrement non borne´e, ce
qui prouve que P(Ω0) = 0.
Achevons la preuve de (1). Soit ω ∈ Ω tel que |Xn(ω)| → +∞. Alors il existe x ∈ B et nk → +∞
tels que Xnk(ω)→ x, de sorte que Xnk(ω)λ→ δx d’apre`s le lemme 1.19. Comme Xn(ω)λ converge
faiblement vers νω, on en de´duite que δx = νω de sorte que toute la suite Xn(ω)λ converge vers δx.
Si y est une autre valeur d’adhe´rence de la suite Xn(ω) alors Xn(ω)λ converge vers δy, donc x = y
et la suite Xn(ω) admet exactement une valeur d’adhe´rence dans B.
Prouvons le point (2). On note µ∞ la loi de X∞. C’est la mesure sur B de´finie, pour A ⊂ B, par
µ∞(A) = P(X∞ ∈ A). Rappelons que Xn(ω) = ω1 · · ·ωn, de sorte que Xn+1(ω) = ω1 · · ·ωn+1 =
ω1 ·Xn(θω) ou` θ est le shift sur Ω. On en deduit que X∞(ω) = ω1 ·X∞(θω). La variable ale´atoire
X∞ ◦ θ est inde´pendante de ω1 et suit la meˆme loi que X∞ car θ pre´serve P. En comparant les lois
de X∞ et ω1 ·X∞ ◦ θ on constate que µ∞ = µ ∗µ∞. La mesure µ∞ est ainsi µ-stationnaire, et donc
diffuse d’apre`s le lemme 1.4.
Le fait que µ∞ soit l’unique mesure µ-stationnaire sur B re´sulte du corollaire 1.21. En voici
une autre de´monstration. Soit λ une mesure µ-stationnaire sur B. D’apre`s la proposition 1.8, la
suite Xn(ω)λ converge, pour presque tout ω, vers une mesure νω sur B. Comme Xn(ω)→ X∞(ω),
Xn(ω)λ converge vers δX∞(ω) d’apre`s le lemme 1.19, de sorte que νω = δX∞(ω). Le point (2) de la







δX∞(ω) dP(ω) = X∞(P) = µ
∞
ce qui ache`ve la preuve du point (2). Le point (3) re´sulte du lemme 1.19. 
Exemple 1.25. Voyons deux exemples de marches ale´atoires sur le groupe libre. On reprend les
notations de l’exemple 1.2 On note G = F(a1, . . . , ad) le groupe libre sur {a1, . . . , ad}, S =
{a1, . . . , ad, a−11 , . . . , a−1d } et ∂G le bord ge´ome´trique de G.
• La marche simple. La mesure µ est la mesure uniforme sur S de´finie par µ(ai) = µ(a−1i ) =
1/2d. Dans ce cas, le processus Yn de´fini par Yn = |Xn| est une chaˆıne de Markov re´fle´chie sur N
dont les probabilite´s de transitions sont donne´es par p(0, 1) = 1 et, si k ≥ 1, p(k, k − 1) = 1/2d
et p(k, k + 1) = 1 − 1/2d. Comme d ≥ 2, Yn est transiente, de sorte que |Xn| → +∞. Comme les
incre´ments X−1n Xn+1 sont borne´s, on en de´duit directement que Xn converge dans ∂G. La mesure
m de´finie, pour tout cylindre [u1 · · · un], par m([u1 · · · un]) = 12d(2d−1)n−1 est µ-stationnaire. On en
de´duit que m = µ∞ et est l’unique mesure µ-stationnaire sur ∂G.
• Les marches radiales. A` toute fonction ϕ : N→ [0, 1] telle que∑+∞n=1 2d(2d−1)n−1ϕ(n) = 1 on
associe une mesure radiale µϕ sur G de´finie par µϕ(g) = ϕ(|g|). La mesure m de´finie pre´ce´demment
est µϕ-stationnaire, de sorte que m = µ
∞
ϕ et c’est l’unique mesure µϕ-stationnaire sur ∂G. L’en-
semble des mesures µϕ sur G est un sous-ensemble convexe de P(G) posse´dant une infinite´ de
points extre´maux (correspondant aux fonctions ϕ supporte´es par les singletons de N) et constitue´
de mesures ve´rifiant toutes µ ∗m = m.
1.6. Le bord de Poisson. Conside´rons l’application
X : Ω→ GN∗ , ω 7→ X(ω) = (Xn(ω))n≥1 = (ω1, ω1ω2, ω1ω2ω3, . . . ) .
Les proprie´te´s de la marche ale´atoire sur G de loi µ sont de´crites par la probabilite´ Q = X(P)
sur l’espace des trajectoires GN
∗
. Le groupe G agit sur GN
∗
par multiplication a` gauche sur chaque
coordonne´e, de sorte que la mesure Q est µ-stationnaire. Notons T : GN
∗ → GN∗ , (xn) 7→ (xn+1) le
shift sur l’espace des trajectoires.
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The´ore`me 1.26. Soit G un groupe de´nombrable muni d’une mesure de probabilite´ µ. Il existe
un quotient G-e´quivariant et T -invariant de l’espace (GN
∗
,Q), note´ (Γ, ν), maximal parmi tous
les quotients G-e´quivariants et T -invariants de (GN
∗
,Q), et unique a` isomorphisme mesurable G-
e´quivariant pre`s.
De plus, l’application ΠΓ : L
∞(Γ, ν) → H∞(G,µ) de´finie par la formule de Poisson est un
isomorphisme.
De´finition 1.27. L’espace (Γ, ν) s’appelle le bord de Poisson de (G,µ).
La premie`re construction du bord de Poisson d’un groupe localement compact est due a` Fursten-
berg [19]. Dans le cas d’un groupe de´nombrable, Kaimanovich a revisite´ cette the´orie, notamment
en en clarifiant les concepts et en simplifiant la construction de Furstenberg [35]. Voir aussi [15]
pour une pre´sentation synthe´tique des diffe´rents points de vue.
Revenons sur cet e´nonce´. Il signifie qu’il existe une application bnd : (GN
∗
,Q) → (Γ, ν) qui est
G-e´quivariante, T -invariante, telle que ν = bnd(Q), et ve´rifiant la proprie´te´ suivante : si B est un G-
espace mesure´ muni d’une mesure de probabilite´ µ-stationnaire λ, si φ : (GN
∗
,Q)→ (B,λ) est une
application G-e´quivariante, T -invariante et telle que λ = φ(Q), alors φ se factorise a` travers (Γ, ν),
c’est-a`-dire qu’il existe une application G-e´quivariante Φ : (Γ, ν) → (B,λ) telle que φ = Φ ◦ bnd.
En guise d’illustration, de´montrons la proposition 1.13 :
Corollaire 1.28. Soit (B,λ) une µ-frontie`re de (G,µ). Alors (B,λ) est un quotient G-e´quivariant
du bord de Poisson (Γ, ν), et l’application ΠB : L
∞(B,λ) → H∞(G,µ) de´finie par la formule de
Poisson est injective.
De´monstration. Par de´finition, il existe une variable ale´atoire Z : (Ω,P) → B de loi λ telle que
Xn(ω)λ converge faiblement vers δZ(ω) P-p.s. L’application z = Z ◦ X−1 : GN∗ → B ve´rifie
z(Q) = λ, et, pour Q-presque tout x = (xn)n≥1, xnλ→ δz(x). Cette application z est T -invariante
(car la limite d’une suite ne de´pend pas de ses premiers termes), et G-e´quivariante, car :
δz(gx) = lim
n
gxnλ = gδz(x) = δgz(x) .
D’apre`s le the´ore`me 1.26, il existe une application G-e´quivariante Z˜ : (Γ, ν) → (B,λ) telle que
z = Z˜ ◦ bnd : (GN∗ ,Q)→ (Γ, ν)→ (B,λ). On en de´duit une factorisation de
ΠB : L
∞(B,λ)→ L∞(Γ, ν)→ H∞(G,µ) ,
la premie`re fle`che e´tant l’application F 7→ F ◦ Z˜ et la deuxie`me e´tant ΠΓ. L’injectivite´ de ΠB en
de´coule aussitoˆt. 
La remarque 1.12 fournit alors aussitoˆt le
Corollaire 1.29. Soit G un groupe de´nombrable muni d’une mesure de probabilite´ λ. Soit (Γ, ν) le
bord de Poisson de (G,µ). Alors pour tout G-espace me´trique compact B, il existe une application
mesurable G-e´quivariante Γ→ P(B).
Exemple 1.30. Le bord de Poisson est trivial pour toutes les mesures de probabilite´ non de´ge´ne´re´es
sur les groupes abe´liens [10] et nilpotents [14] : toutes les fonctions harmoniques borne´es sur de tels
groupes sont constantes.
Exemple 1.31. Reprenons la liste d’exemples e´voque´s en 1.15. Dans [35], Kaimanovich de´montre
que l’e´nonce´ suivant :
Soit G un groupe de type fini agissant sur un espace me´trique compact B et |.| la me´trique des
mots associe´e a` un syste`me fini et syme´trique de ge´ne´rateurs S. Soit µ une probabilite´ non de´ge´ne´re´e
sur G ve´rifiant
∑
g∈G−µ(g) log µ(g) < +∞ et
∑
g∈G µ(g) log |g| < +∞. Alors il existe une unique
probabilite´ µ-stationnaire λ sur B et (B,λ) est le bord de Poisson de (G,µ)
est ve´rifie´, entre autres, dans les trois cas suivants :
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(i) G est un groupe hyperbolique au sens de Gromov, non virtuellement cyclique, et B = ∂G
est son bord hyperbolique ; si G est un groupe libre de type fini, Dynkin et Malyutov l’ont de´montre´
lorsque µ est supporte´e par les ge´ne´rateurs canoniques [14], et Derriennic lorsque µ est a` support
fini [12] ;
(ii) G est un groupe ayant une infinite´ de bouts et B = E(G) est l’espace des bouts de G ;
(iii) G = π1(M) est le groupe fondamental d’une varie´te´ riemannienne compacte de rang 1 et
B = ∂M˜ est le bord visuel de son reveˆtement universel M˜ ; Ballmann et Ledrappier l’ont de´montre´
lorsque la mesure µ a un premier moment
∑
g |g|µ(g) fini [5].
Dans le cas ou` G est un groupe contenant un sous-groupe normal libre F de type fini, B = ∂F
est le bord ge´ome´trique de F , µ est une probabilite´ non de´ge´ne´re´e sur G et λ l’unique mesure
stationnaire sur ∂F , on ignore si la µ-frontie`re (∂F, λ) est le bord de Poisson de (G,µ), meˆme
lorsque µ est a` support fini. Avec Franc¸ois Gautero [22], nous de´montrons le
The´ore`me 1.32. Soit G une extension cyclique d’un groupe libre de type fini F (i.e. G/F ∼ Z),
et µ une mesure de probabilite´ non de´ge´ne´re´e sur G ayant un premier moment
∑
g |g|µ(g) fini.
Alors il existe une unique probabilite´ µ-stationnaire λ sur ∂F et le G-espace (∂F, λ) est le bord de
Poisson de (G,µ).
Plus de de´tails et d’autres exemples de bord de Poisson d’extensions du groupe libre sont donne´s
dans la partie 4.
2. Marches ale´atoires dans les produits libres de groupes finis
Soit G un groupe hyperbolique non virtuellement cyclique et S un syste`me fini et syme´trique
de ge´ne´rateurs de G. Soit µ une mesure de probabilite´ non de´ge´ne´re´e sur G, c’est-a`-dire dont le
support engendre G comme semi-groupe, et (Xn)n la marche ale´atoire droite sur G de loi µ partant
de l’identite´. D’apre`s le the´ore`me 1.23, il existe une variable ale´atoire X∞ : Ω → ∂G telle que
Xn(ω) → X∞(ω) P-presque suˆrement, et la loi µ∞ de X∞ est l’unique probabilite´ µ-stationnaire
sur ∂G. Cette mesure µ∞, appele´e mesure harmonique de la marche sur G de loi µ, est diffuse, et
son support est ∂G tout entier puisque l’action d’un groupe hyperbolique sur son bord est minimale.
Il est naturel de chercher des situations permettant de mieux comprendre la structure de la
mesure harmonique. Par exemple, si G est un groupe libre de type fini ou bien un produit libre
de groupes finis, et si, de plus, la marche ale´atoire est une marche au plus proche voisin, alors la
mesure µ∞ est markovienne sur ∂G, c’est-a`-dire que ∂G est l’espace des trajectoires d’une chaˆıne
de Markov dont la mesure associe´e est µ∞ [14, 56, 61].
Conside´rant la question sous un autre angle, Jean Mairesse a montre´ [44] que si G est le produit
libre d’un nombre fini de groupes finis ou infinis cycliques alors pour certains syste`mes ge´ne´rateurs
Σ de G, la mesure harmonique µ∞ associe´e a` toute mesure µ supporte´e par Σ posse`de une structure
plus pre´cise : elle est markovienne multiplicative.
Dans l’article [47] - paru apre`s [44] mais ne´anmoins ante´rieur a` celui-ci, Jean Mairesse et moi
nous restreignons au cas ou` G est un produit libre de groupes finis et Σ le syste`me ge´ne´rateurs
canonique, c’est-a`-dire l’union disjointe des groupes finis en question. Nous conside´rons des marches
ale´atoires sur G au plus proche voisin par rapport a` Σ. Les re´sultats que nous obtenons sont de
trois types :
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(1) nous donnons une preuve plus simple (que dans [44]) du caracte`re markovien multiplicatif
de la mesure harmonique µ∞ sur ∂G, preuve qui ne s’e´tend pas a` la situation ge´ne´rale
envisage´e dans [44]. Nous caracte´risons les marches ale´atoires (G,µ) pour lesquelles le shift
agissant sur ∂G est ergodique pour la mesure µ∞.
(2) la forme simple des e´quations obtenues pour µ∞ permet de calculer la vitesse de fuite de
la marche ale´atoire ainsi que l’entropie asymptotique d’Avez. Nous obtenons en particulier
des formules explicites pour la vitesse de toutes les marches au plus proche voisin dans
Z/2Z ∗ Z/3Z et pour la marche ale´atoire simple sur Z/kZ ∗ Z/kZ et Z/2Z ∗ Z/kZ.
(3) nous e´tudions la notion introduite par Vershik de syste`me ge´ne´rateur extre´mal d’un groupe
de type fini. Lorsque G est un produit libre de groupes finis, nous montrons que le syste`me
ge´ne´rateur canonique Σ est extre´mal. En revanche, dans le cas par exemple de Z/4Z∗Z/4Z,
le syste`me ge´ne´rateur minimal contenu dans Σ n’est pas extre´mal.
Le reste de cette partie est consacre´ a` une exposition de´taille´e des re´sultats obtenus dans l’article
[47].
2.1. Pre´liminaires. Soit {Gi}i∈I une famille finie de groupes finis et G = ∗i∈IGi le produit libre
de cette famille de groupes. On note Σi = Gi\{ei} (ou` ei est l’e´le´ment neutre de Gi) et Σ = ∐i∈IΣi.
Σ est le syste`me ge´ne´rateur canonique de G. Pour u ∈ Σ, on note u = i ∈ I si u ∈ Σi. Tout e´le´ment
g ∈ G admet une unique e´criture g = u1 · · · un qui est un mot re´duit sur l’alphabet Σ, c’est-a`-dire
un mot tel que uk 6= uk+1 pour 1 ≤ k ≤ n − 1, l’e´le´ment neutre e de G e´tant repre´sente´ par le
mot vide. Le mot re´duit repre´sentant le produit de g et h est la concate´nation des mots re´duits
repre´sentant g et h avec d’e´ventuelles simplifications au point de contact.
Soit g = u1 · · · un un e´le´ment de G e´crit sous forme re´duite. L’entier n est la longueur de g
par rapport au syste`me ge´ne´rateur Σ, et est note´ |g|. Le bord ge´ome´trique de G est l’ensemble
∂G = {ξ = ξ0ξ1 · · · ∈ ΣN | ξi 6= ξi+1} des mots infinis a` droite re´duits sur l’alphabet Σ. Pour
g, h ∈ G, on note g ∧ h le plus grand pre´fixe commun aux mots re´duits repre´sentants g et h, puis
on e´tend cette de´finition a` g, h ∈ G ∪ ∂G. On de´finit alors une me´trique sur G ∪ ∂G en posant
d(g, h) = exp(−|g∧h|) si g 6= h et d(g, g) = 0. L’espace (G∪∂G, d) est un espace me´trique compact
dans lequel G est un ouvert dense. L’action de G sur lui-meˆme par translation a` gauche se prolonge
en une action sur ∂G par home´omorphismes bilipschitziens. Si u1 · · · uk est un mot re´duit sur Σ,
on note [u1 · · · uk] le cylindre de base u1 · · · uk dans ∂G. On munit (∂G, d) de la tribu bore´lienne,
c’est exactement la tribu engendre´e par les cylindres.
Si G = Z/2Z ∗ Z/2Z, alors G contient un sous-groupe cyclique infini d’indice 2. Hormis ce cas,
G est un groupe hyperbolique non vituellement cyclique. Soit µ une mesure non de´ge´ne´re´e sur G.
Rappelons que l’on note (Xn) la marche ale´atoire droite sur G de loi µ et µ
∞ la mesure harmonique
associe´e sur ∂G.
La vitesse de fuite. Le comportement asymptotique radial de la marche ale´atoire Xn dans un
groupe de type fini G de loi µ est donne´ par la vitesse de fuite. Si la mesure µ admet un premier
moment
∑
g |g|µ(g) fini, alors il existe un re´el γ tel que limn→+∞ |Xn|/n = γ P-presque suˆrement.
C’est une conse´quence du the´ore`me ergodique sous-additif de Kingman [13]. Cette limite γ s’appelle
la vitesse de fuite de la marche ale´atoire (G,µ). Si µ est non de´ge´ne´re´e et si G n’est pas Z/2Z∗Z/2Z,
alors G est non moyennable et γ est strictement positif [26, 38].
Dans le cas ou` G est un produit libre de groupes finis (ou un groupe libre de type fini [38]), la
vitesse γ s’exprime comme une inte´grale de la fonction de Busemann sur G × ∂G. Si, de plus, la













En d’autres termes, γ est la variation moyenne de la longueur d’un e´le´ment de ∂G distribue´ suivant
µ∞ lorsqu’on le multiplie a` gauche par un e´le´ment de G distribue´ suivant µ.
L’entropie asymptotique d’Avez. La perte d’information que l’on a sur la position de Xn
est mesure´e asymptotiquement quand n tend vers l’infini par une quantite´ introduite par A.Avez
[3], l’entropie h(G,µ) de la marche ale´atoire. L’entropie H(µ) d’une mesure µ sur un ensemble fini
S est H(µ) = −∑x∈S µ(x) log µ(x). Cette entropie est maximale si µ est la mesure uniforme sur
S, et nulle si µ est une mesure de Dirac. Si µ est une probabilite´ sur G d’entropie finie, l’entropie
h(G,µ) de la marche ale´atoire est alors de´finie par








log µ∗n(Xn) P− a.s. .
L’existence de la premie`re limite re´sulte de la sous-additivite´ de la suite H(µ∗n) [3], la seconde est
une autre conse´quence du the´ore`me ergodique sous-additif de Kingman [13].
Il existe une formule ge´ne´rale pour l’entropie qui exprime h(G,µ) comme l’inte´grale d’une certaine
de´rive´e de Radon-Nikodym sur le produit de (G,µ) par son bord de Poisson (Γ, ν) [30]. Dans le
cas ou` G est un produit libre de groupes finis, et lorsque la mesure µ est a` support dans Σ alors
(Γ, ν) = (∂G, µ∞) cette formule s’e´crit












ou` da−1µ∞/dµ∞ de´signe la de´rive´e de Radon-Nikodym de a−1µ∞ par rapport a` µ∞ [38].
2.2. Mesures harmoniques markoviennes multiplicatives. Soit G = ∗i∈IGi un produit libre
d’une famille finie de groupes finis et µ une probabilite´ sur G non de´ge´ne´re´e et dont le support est
contenu dans Σ. Nous allons construire une chaˆıne de Markov sur l’espace d’e´tats Σ, dont l’espace
des trajectoires sera ∂G et allons tenter d’identifier la mesure markovienne associe´e sur ∂G avec la
mesure harmonique µ∞.
Soit B˚ = {x ∈ RΣ | ∀u, x(u) > 0, ∑u x(u) = 1}. Si x ∈ B˚ et S ⊂ Σ, on note x(S) =∑u∈S x(u).
A tout e´le´ment r ∈ B˚ on associe la matrice Pr = [Pr(u, v)]u,v de dimension Σ× Σ de´finie par
(5) Pr(u, v) =
{
r(v)/r(Σ\Σu) si v ∈ Σ\Σu
0 sinon
.
C’est la matrice de transition d’une chaˆıne de Markov irre´ductible sur l’espace d’e´tats Σ. La
probabilite´ Pr(u, v) de passer de l’e´tat u a` l’e´tat v n’est autre que r(v) conditionnellement au fait
que v /∈ Σu. Soit p = (r(a)r(Σ\Σa), a ∈ Σ) et π = p/p(Σ). On ve´rifie facilement que πPr = π, de
sorte que π est la distribution stationnaire de la chaˆıne de Markov de´finie par Pr. On observe que
l’on a aussi π(u) Pr(u, v) = π(v) Pr(v, u) de sorte que cette chaˆıne de Markov est re´versible.
Soit (Un)n une re´alisation de la chaˆıne de Markov de matrice de transition Pr, de´marrant en
U1 et telle que U1 suive la loi r. On pose U
∞ = limn U1 · · ·Un, et on note ν∞r la loi de U∞. Par
construction de P , le support de ν∞r est contenu dans ∂G. Pour tout mot u1 · · · uk re´duit sur Σ, on
a :









· · · r(uk−1)
r(Σ\Σuk−1)
r(uk) .
La mesure ν∞r est la mesure markovienne multiplicative associe´e a` r.
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Pour u ∈ Σ, on note q(u) = r(u)/r(Σ\Σu) de sorte que la mesure ν∞r s’e´crit
(7) ∀k ≥ 2, ν∞r ([u1 · · · uk]) = q(u1) · · · q(uk−1)r(uk) .
La mesure ν∞r n’est en ge´ne´ral pas invariante par le shift τ : ∂G → ∂G, (ξn)n 7→ (ξn+1)n. La
premie`re loi marginale de ν∞r est r tandis que la distribution stationnaire de la chaˆıne de Markov
Pr est π. La mesure ν
∞
r est τ -invariante et ergodique si et seulement si r = π ce qui se traduit par :
(8) ∀i ∈ I, r(Σi) = 1/|I| .
Revenant a` la marche ale´atoire (G,µ), la question est a` pre´sent de savoir s’il existe r tel que l’on
puisse identifier la mesure harmonique µ∞ avec la mesure markovienne multiplicative ν∞r associe´e
a` r.
De´finition 2.1. Les e´quations de trafic associe´es a` la marche ale´atoire (G,µ) sont de´finies par :
∀a ∈ Σ,














Lemme 2.2. Soit µ une mesure de probabilite´ sur G de support Σ, et r ∈ B˚. Alors la mesure
harmonique µ∞ est la mesure markovienne multiplicative ν∞r associe´e a` r si et seulement si r est
solution des e´quations de trafic (9).
La preuve se re´sume ainsi : si µ∞ = ν∞r alors la mesure ν
∞
r est µ-stationnaire et les e´quations
de trafic ne sont rien d’autre que la relation ν∞r = µ ∗ ν∞r e´crite pour les cylindres de longueur 1.
Re´ciproquement, si r est solution des e´quations de trafic, alors les mesures ν∞r et µ ∗ ν∞r co¨ıncident
sur les cylindres de longueur 1, et plus ge´ne´ralement sur tous les cylindres, de sorte que la mesure
ν∞r est µ-stationnaire, donc est e´gale a` µ
∞ par unicite´ de la mesure µ-stationnaire.
Le the´ore`me suivant est notre re´sultat principal :
The´ore`me 2.3. Soit G = ∗i∈IGi le produit libre d’une famille finie d’au moins deux groupes finis
tous non triviaux. On suppose que G n’est pas Z/2Z ∗ Z/2Z. Soit µ une mesure de probabilite´ non
de´ge´ne´re´e sur Σ = ∐iGi\{ei}. Alors les e´quations de trafic (9) ont une unique solution r ∈ B˚.
La mesure harmonique µ∞ de la marche ale´atoire (G,µ) est la mesure markovienne multiplicative
associe´e a` r.
Dans le cas ou` G est un groupe libre de type fini, la structure markovienne de la mesure harmo-
nique est bien connue [14, 38, 56, 61]. La preuve que nous donnons dans [47] est plus simple que
celle donne´e dans le contexte plus ge´ne´ral des paires 0-automatiques [44]. Proche dans l’esprit de
celle de [14], elle a pour corollaire :
Corollaire 2.4. Sous les hypothe`ses du the´ore`me 2.3, on a
∀a ∈ Σ, P{∃n | Xn = a} = r(a)/r(Σ\Σa) = q(a) ,
ou` r est l’unique solution dans B˚ des e´quations de trafic.
Le the´ore`me 2.3 joint aux formules (2) et (4) donne :
Corollaire 2.5. Sous les hypothe`ses du the´ore`me 2.3, la vitesse de fuite et l’entropie de la marche
































ou` r est l’unique solution dans B˚ des e´quations de trafic.
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Il re´sulte du corollaire 2.5 que, sous les hypothe`ses du the´ore`me 2.3, la vitesse de fuite γ et
l’entropie h de´pendent de manie`re analytique de la mesure µ. Franc¸ois Ledrappier a ge´ne´ralise´
cette proprie´te´ lorsque µ est une mesure sur le groupe libre Fd dont le support varie dans un sous
ensemble fini fixe´ de Fd [39]. Sa de´monstration s’adapte aise´ment au cas des produits libres de
groupes finis.
Dans le cas d’une marche ale´atoire au plus proche voisin dans un groupe libre de type fini, la
mesure harmonique n’est jamais invariante par le shift, sauf dans le cas de la marche ale´atoire
simple correspondant a` une mesure uniforme sur les ge´ne´rateurs. La situation est radicalement
diffe´rente dans le cas des produits libres de groupes finis, puisqu’il peut arriver que la condition (8)
soit satisfaite dans des cas non triviaux. Voici un exemple :
Proposition 2.6. Soit H un groupe fini et (Gi)i∈I une famille finie de copies de H. Soit πi
un isomorphisme entre Gi et H. Soit ν une probabilite´ sur H\{eH}. Conside´rons le produit libre
G = ⋆i∈IGi. Soit µ la mesure de probabilite´ sur Σ = ∐iGi\{ei} de´finie par : ∀g ∈ Gi\{ei}, µ(g) =
ν ◦ πi(g)/|I|. Alors la mesure harmonique de la marche ale´atoire (G,µ) est invariante et ergodique
pour le shift τ : ∂G→ ∂G, (ξn)n 7→ (ξn+1)n.
Par exemple, si G = Z/kZ ∗ Z/kZ = {1, a, ..., ak−1} ∗ {1, b, ..., bk−1} et si µ est une probabilite´
sur Σ non de´ge´ne´re´e telle que, pour i ∈ {1, ..., k − 1}, µ(ai) = µ(bi), alors µ∞ est τ -invariante et
ergodique.
Le cas du produit libre de deux groupes est e´galement particulier :
Proposition 2.7. Soit G = G1 ⋆ G2 le produit libre de deux groupes finis et µ une probabilite´ non
de´ge´ne´re´e sur Σ = G1\{e1}∐G2\{e2}. Alors la mesure harmonique µ∞ est invariante et ergodique
pour le carre´ du shift τ2 : ∂G→ ∂G, (ξn)n 7→ (ξn+2)n.
2.3. Exemple : le groupe modulaire. Le groupe modulaire PSL(2,Z) est isomorphe au produit
libre Z/2Z ∗ Z/3Z = {1, a} ∗ {1, b, b2}. Une marche ale´atoire au plus proche voisin est donne´e par
une probabilite´ µ sur Σ = {a, b, b2}. Posons µ(a) = 1− p− q, µ(b) = p, µ(b2) = q. Les e´quations de
trafic s’e´crivent
r(a) = (1− p− q)(r(b) + r(b2)) + qr(b) + pr(b2)
r(b) = pr(a) + qr(b2) + (1− p− q) r(a)r(b)
r(b) + r(b2)




auxquelles se rajoute la condition r(a) + r(b) + r(b2) = 1. La solution est
r(a) =
p2 + q2 − 2pq − p− q + 4−∆1
2∆2
r(b) =
q3 − 3q2 + p2q − 5pq + 2p + 6q − (2− q)∆1
2(q − p)∆2
r(b2) =
p3 − 3p2 + pq2 − 5pq + 6p + 2q − (2− p)∆1
2(p − q)∆2 ,
ou` l’on a pose´
∆1 =
√
p4 + q4 − 2p3 − 2q3 + 2p2q2 − 6p2q − 6pq2 + 5p2 + 5q2 + 6pq
∆2 = p
2 + q2 − pq − 2p− 2q + 4 .
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Posons r = µ(a) = 1− p− q. D’apre`s le corollaire 2.5, la vitesse de fuite est donne´e par




pq − p− q +
√
(p2 + q2)(3 + (r + p)2 + (r + q)2) + 2pq(2r + 1)
)

































Figure 1. A gauche, une marche ale´atoire au plus proche voisin sur Z/2Z ∗ Z/3Z.
A droite, la vitesse de fuite de (Z/2Z⋆Z/3Z, µ) en fonction de p = µ(b) et q = µ(b2).











Enfin, l’entropie de la marche ale´atoire vaut
h = −(1− p− q)
[
−r(a) log r(b) + r(b
2)
r(a)






























2.4. Ge´ne´rateurs extre´maux. Soit G un groupe de type fini, S un syste`me fini et syme´trique de
ge´ne´rateurs de G et | · | la me´trique des mots associe´e a` S. La croissance de G par rapport a` S est




log#{g ∈ G, |g| ≤ n} .
La limite existe par sous-additivite´. Si µ est une mesure de probabilite´ sur G admettant un premier
moment
∑
g |g|µ(g) fini, alors la vitesse de fuite, l’entropie de la marche ale´atoire (G,µ) et la
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Cette ine´galite´, valable dans n’importe quel groupe de type fini et pour toute mesure ayant un
premier moment fini, s’interpre`te ainsi : la proportion d’e´lements typiques de G visite´s par la
marche ale´atoire est infe´rieure ou e´gale au nombre total d’e´le´ments. Dans le cas d’un produit
libre de groupes finis, si S = Σ le syste`me de ge´ne´rateurs canoniques, alors h/γ et v sont aussi
respectivement la dimension de Hausdorff de la mesure harmonique µ∞ et la dimension de Hausdorff
de (∂G, d).
Notons S l’ensemble des mesures de probabilite´s µ sur S, non de´ge´ne´re´es et syme´triques (i.e.






Observons que l’ensemble S n’est pas ferme´ ; son adhe´rence est l’ensemble des probabilite´s syme´tri-
ques sur S.
A.Vershik a sugge´re´ de conside´rer Q(S) comme une mesure de la ”qualite´” de S comme syste`me
ge´ne´rateur de G. Si Q(S) = 1 alors S est extre´mal. Par exemple, si G est un groupe libre de type
fini et S le syste`me de ge´ne´rateurs canoniques, alors on a h/γ = v pour la mesure uniforme sur S,
de sorte que S est extre´mal. Si G1 ∗ · · · ∗ Gm est un produit libre de groupes finis tous de meˆme
ordre et S = Σ = ∐iGi\{ei} alors, a` nouveau, l’ine´galite´ h/γ ≤ v est une e´galite´ pour la mesure
uniforme sur Σ [58], de sorte que Σ est extre´mal. En revanche, lorsque les Gi n’ont pas tous le
meˆme ordre, l’existence d’une mesure µ donnant l’e´galite´ h/γ = v est non triviale :
The´ore`me 2.8. Soit G = G1 ∗ · · · ∗Gm un produit libre de groupes finis, Σi = Gi\{ei} et ki = |Σi|.
Soit Σ = ∐iΣi le syste`me ge´ne´rateur canonique de G. On note UΣi la mesure de probabilite´ uniforme
sur Σi.
(1) Supposons m = 2. Alors on a
h(µ)
γ(Σ, µ)
= v(Σ) ⇔ ∃ t ∈ ]0, 1[, µ = (1− t)UΣ1 + tUΣ2 .
(2) Supposons m ≥ 3. Soit ρ l’unique racine positive de l’e´quation ∑mi=1 ki/(x+ ki) = 1. On a
h(µ)
γ(Σ, µ)






En particulier, le syste`me ge´ne´rateur Σ est extre´mal.
Le fait que l’e´galite´ h/γ = v ait lieu pour les mesures mentionne´es dans le the´ore`me 2.8 est
de´montre´ dans [47] et cela implique l’extre´malite´ de Σ. Le fait ces mesures soient les seules pour
lesquelles il y ait e´galite´ a e´te´ de´montre´ par V.Le Prince dans sa the`se [41, Chap. 3]. Sa preuve
utilise de fac¸on cruciale les e´quations de trafic et la structure markovienne multiplicative de la
mesure harmonique. J’en propose un re´sume´ a` la fin de cette partie.
Illustrons cet e´nonce´ a` l’aide du groupe modulaire G = Z/2Z ∗ Z/3Z = {1, a} ∗ {1, b, b2}. Une
mesure syme´trique sur Σ est donne´e par µ(b) = µ(b2) = p et µ(a) = 1 − 2p. La solution des
e´quations de trafic est donne´e par
r(a) =
1− p
2− p et r(b) = r(b
2) =
1
2(2 − p) .
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Les e´quations (12) et (13) permettent de calculer la vitesse de fuite et l’entropie de la marche
ale´atoire (G,µ). On trouve respectivement
γ =
2p(1− 2p)
2− p et h =
p(1− 2p) log 2
2− p .
On ve´rifie que h/γ = (log 2)/2 = v.
La` encore, la situation est radicalement diffe´rente de celle des marches ale´atoires au plus proche
voisin sur les groupes libres de type fini, ou` l’e´galite´ h/γ = v n’a lieu que pour la mesure uniforme
sur les ge´ne´rateurs canoniques.
Il est alors naturel de se poser la question suivante : si S est un syste`me ge´ne´rateur d’un produit
libre de groupes G = G1 ∗ · · · ∗ Gm tel que S ( Σ, S est-il extre´mal ? Voici trois exemples de
comportements diffe´rents pour un produit libre de deux groupes finis G1 ∗G2.
Conside´rons d’abord le groupe Z/2Z ∗ Z/4Z = {1, a} ∗ {1, b, b2, b−1}. L’ensemble minimal de
ge´ne´rateurs S = {a, b, b−1} est extre´mal, mais h/(γv) < 1 pour toute mesure µ ∈ S.
On conside`re maintenant le groupe Z/3Z ∗ Z/4Z. L’ensemble minimal de ge´ne´rateurs S =
{a, a−1, b, b−1} est extremal. Il existe une unique mesure de probabilite´ µ sur S telle que h/γ = v,
donne´e par µ = p (δa + δa−1) + (1/2 − p)(δb + δb−1) ou` p = 0.432692 · · · est la deuxie`me racine
re´elle du polynoˆme 5x3 − 13x2 + 7x− 1. Cette mesure µ appartient a` S.
Conside´rons enfin le groupe Z/4Z ∗ Z/4Z. Le syste`me ge´ne´rateur minimal S = {a, a−1, b, b−1}















= 0.987686 · · · .
Par ailleurs, V.Kaimanovich m’a communique´ une de´monstration du the´ore`me suivant :
The´ore`me 2.9. [32] Soit G = G1 ∗ · · · ∗Gm un produit libre de groupes finis, soit Σi = Gi\{ei} et
Σ = ∐iΣi le syste`me ge´ne´rateur canonique de G. Soit S = ∐iSi ⊂ Σ un syste`me ge´ne´rateur de G.
• Si m ≥ 3 et si S ( Σ alors pour toute mesure µ ∈ S on a h(µ)/γ(S, µ) < v(S).
• Si m = 2 et si S1 ( Σ1 et S2 ( Σ2 alors pour toute mesure µ ∈ S on a h(µ)/γ(S, µ) < v(S).
Dans les deux cas couverts par le the´ore`me 2.9, la question de savoir quand S est extre´mal ou
non est ouverte. Notons que, dans le cas m = 2, on peut avoir e´galite´ meˆme si S ( Σ, comme en
atteste l’exemple de Z/3Z ∗ Z/4Z mentionne´ pre´ce´demment.
2.5. De´monstration du the´ore`me 2.8. Soit G = G1 ∗ · · · ∗Gm un produit libre de groupes finis,
Σi = Gi\{ei} et ki = |Σi|. Soit Σ = ∐iΣi le syste`me ge´ne´rateur canonique de G. Pour u ∈ Σ, on
note u = i ∈ I si u ∈ Σi.
Rappelons qu’a` toute fonction r ∈]0, 1[Σ de somme 1 on associe une chaˆıne de Markov (r, Pr)
sur Σ de distribution initale r et dont la matrice Pr des probabilite´s de transition est donne´e par
(5). Cette chaˆıne de Markov est irre´ductible. L’espace des trajectoires de cette chaˆıne est ∂G, et la
mesure markovienne sur ∂G associe´e a` Pr est note´e ν
∞
r . Elle est de´finie par les e´quations (6) et (7).
La fonction r s’appelle la base de la mesure ν∞r . D’apre`s le the´ore`me 2.3, pour toute mesure non
de´ge´ne´re´e µ sur Σ, il existe une unique base r telle que la mesure harmonique ve´rifie µ∞ = ν∞r .
L’ide´e de la preuve consiste a` caracte´riser les probabilite´s de transition des mesures harmoniques
µ∞ correspondant aux mesures µ pour lesquelles h/γ = v. La premie`re e´tape consiste a` de´terminer
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dans quelle mesure une matrice de transition Pr de´termine sa base r. C’est la` qu’apparaˆıt la
discussion sur le nombre de facteurs dans le produit libre :
Lemme 2.10. [41, Prop.3.1.1] Soit G = G1 ∗ · · · ∗Gm un produit libre de m groupes finis.
(1) si m ≥ 3 alors Pr = Pr′ ⇔ r = r′ ;
(2) si m = 2 alors Pr = Pr′ ⇔ ∃ t ∈ ]0, 1[ tel que r|Σ1 = (1− t)r′|Σ1 et r|Σ2 = t r′|Σ2
Conside´rons le shift τ : ∂G→ ∂G, (ξn)n 7→ (ξn+1)n. La mesure harmonique µ∞ n’est pas a priori
τ -invariante. En revanche, il existe une unique probabilite´ ν sur ∂G, τ -invariante, et qui a les meˆmes
probabilite´s de transition que µ∞. Cette mesure ν est de´finie, pour tout cylindre [u1 · · · un], par
ν([u1 · · · un]) = π(u1)Pr(u1, u2) · · ·Pr(un−1, un) ou` r est la base de la mesure ν∞r telle que µ∞ = ν∞r
et π est la distribution stationnaire de la chaˆıne de Markov Pr sur Σ. Comme Pr est irre´ductible,
la mesure ν est ergodique pour le shift τ .
Le syste`me dynamique (∂G, τ) est un sous-shift de type fini sur Σ. Sa matrice d’adjacence
A = [Au,v] est de´finie par
Au,v =
{
1 si u 6= v
0 si u = v.




u,v est le nombre d’e´le´ments de longueur n deG par rapport a` Σ, de
sorte que v(Σ) = log(ρ) ou` ρ est le rayon spectral de A. On note νmax la mesure d’entropie maximale
du syste`me (∂G, τ) [43]. La proposition suivante constitue le cœur de la preuve du the´ore`me 2.8 :
Proposition 2.11. [41, Prop.3.2.1] La mesure µ ve´rifie h(µ)/γ(Σ, µ) = v(Σ) si et seulement si la
mesure harmonique µ∞ a les meˆmes probabilite´s de transition que la mesure νmax.
De´monstration. Rappelons que ∂G est muni de la distance d de´finie par d(ξ1, ξ2) = e
−|ξ1∧ξ2|.
Notons HD(λ) la dimension de Hausdorff d’une mesure bore´lienne λ sur (∂G, d). On a






ou` le supre´mum essentiel est pris par rapport a` λ.
Par ailleurs, la mesure ν e´tant ergodique par rapport a` τ , l’entropie du syste`me (∂G, τ, ν) est
donne´e par la formule de Shannon-Breiman-MacMillan, de sorte que, pour ν-presque tout ξ, on a









La mesure µ∞ ve´rifiant µ∞([u1 · · · un]) = r(u1)Pr(u1, u2) · · ·Pr(un−1, un), elle est e´quivalente a`
la mesure ν, donc ces deux mesures µ∞ et ν ont meˆme dimension de Hausdorff.
Si l’on note htop(∂G, τ) l’entropie topologique du syste`me dynamique (∂G, τ), alors on a :
h(∂G, τ, ν) = HD(ν) = HD(µ∞) =
h(µ)
γ(Σ, µ)
≤ v(Σ) = htop(∂G, τ) = h(∂G, τ, νmax) .
L’e´galite´ HD(µ∞) = h(µ)/γ(Σ, µ) est prouve´e dans [38, the´ore`me 4.15] dans le cas des groupes
libres de type fini. On adapte aise´ment la de´monstration au cas des produits libres de groupes finis.
Les deux dernie`res e´galite´s sont des re´sultats classiques de la the´orie des sous-shifts de type fini
[43]. On en de´duit :
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h(µ)
γ(Σ, µ)
= v(Σ) ⇔ h(∂G, τ, ν) = h(∂G, τ, νmax)
⇔ ν = νmax (par unicite´ de la mesure d’entropie maximale)
⇔ µ∞ et νmax ont les meˆmes probabilite´s de transition
ce qui ache`ve la preuve de la proposition. 
Il reste a` de´terminer les probabilite´s de transition p(u, v) de la mesure d’entropie maximale
νmax. On ve´rifie facilement qu’il existe un unique vecteur de probabilite´ ̟ = (̟(u))u∈Σ tel que
̟A = ρ̟. Ce vecteur, constant sur chaque Σi, est donne´ par ̟(u) =
1
ρ+ku
. En particulier, on a∑m
i=1 ki/(ρ+ ki) = 1. On a alors












̟(Σ\Σu) si u 6= v et p(u, v) = 0 sinon .
On a donc p(u, v) = P̟(u, v), de sorte que la mesure µ ve´rifie h/γ = v si et seulement si la mesure
harmonique µ∞ est la mesure markovienne multiplicative de base ̟. Il reste a` de´terminer µ a` l’aide
de la proposition 2.10 et des e´quations de trafic.
• Supposons m ≥ 3. Dans ce cas, µ∞ est la mesure markovienne multiplicative ν∞̟ de base ̟.
En reportant deans les e´quations de trafic qui sont line´aires en l’inconnue µ, on trouve µ(u) = 1
ρ+ku
.
• Supposons m = 2. Dans ce cas, µ∞ est une mesure markovienne multiplicative ν∞r dont
la base r est proportionnelle a` ̟, c’est-a`-dire constante sur chaque Σi. A` l’aide des e´quations de
trafic on constate que µ est e´galement constante sur chaque Σi de sorte que µ est de la forme
µ = (1− t)UΣ1 + tUΣ2 , ce qui termine la preuve du the´ore`me 2.8.
Remarque 2.12. Lorsque m = 2, posons µt = (1− t)UΣ1 + tUΣ2 pour t ∈]0, 1[. Alors, pour tout t, la
mesure harmonique µ∞t a les meˆmes probabilite´s de transition que la mesure νmax, de sorte que la
famille a` un parame`tre {µ∞t }t∈ ]0,1[ est constitue´e de mesures harmoniques deux a` deux e´quivalentes.
Remarquons toutefois que, meˆme si HD(µ∞t ) = HD(νmax) pour tout t ∈ ]0, 1[, il existe une unique
valeur de t pour la quelle µ∞t = νmax, donne´e par t = k2/(ρ+ k2). Comme ρ =
√
k1k2, on en de´duit
que













3. Le groupe de tresses B3 et les groupes d’Artin die´draux
Un diagramme de tresses a` d brins est la donne´e de d courbes simples trace´es dans C × [0, 1],
joignant les points (k, 0), 1 ≤ k ≤ d aux points (k, 1), 1 ≤ k ≤ d et dont les images sont deux
a` deux disjointes. Une tresse a` d brins est une classe d’isotopie de diagrammes de tresses. Sur
l’ensemble Bd des tresses a` d brins, on de´finit une loi de composition a` partir de la concate´nation
des diagrammes de tresses. Cette loi fait de Bd un groupe, appele´ groupe des tresses a` d brins. E.
Artin [2] a de´montre´ que Bd admet pour pre´sentation
Bd = 〈a1, . . . , ad−1 | ∀i, aiai+1ai = ai+1aiai+1, ∀i, j, |j − 1| > 1, aiaj = ajai〉 .
Le groupe B1 est trivial, B2 est isomorphe a` Z. Les groupes B3 et B4 ont pour pre´sentations
respectives B3 = 〈a, b | aba = bab〉, et B4 = 〈a, b, c | aba = bab, bcb = cbc, ac = ca〉.
Notons S = {a1, . . . , ad−1} l’ensemble des ge´ne´rateurs d’Artin de Bd. La tresse ak est une tresse
“e´le´mentaire” e´changeant les points k et k+1 de C. La longueur d’une tresse b ∈ Bd par rapport a`
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S est de´finie par |b| = min{k,∃s1, ..., sk ∈ S|b = s1 · ... · sk}. C’est le nombre minimal d’ope´rations
e´le´mentaires ne´cessaires pour de´nouer la tresse b. C’est donc une fac¸on de mesurer la complexite´
de b.
Conside´rons a` pre´sent une mesure de probabilite´ µ sur S. Soit (Xn)n une re´alisation de la
marche ale´atoire droite de loi ν sur Bd, c’est-a`-dire que l’on a Xn = h1 · ... · hn ou` (hn)n est
une suite inde´pendante de variables ale´atoires suivant toutes la loi µ. C’est un mode`le de tresse
ale´atoire obtenue en effectuant des mouvements e´le´mentaires successifs, inde´pendamment les uns
des autres et suivant la loi µ. Il a e´te´ utilise´ pour tenter de de´crire l’encheveˆtrement asymptotique
d’objets tels que les polyme`res ou bien les mole´cules d’ADN [53, 54]. Etudier le comportement
de |Xn| quand n tend vers l’infini permet, via ce mode`le, de rendre compte de la complexite´
asymptotique d’une tresse croissant de manie`re ale´atoire. Conside´rons par exemple la vitesse de
fuite γ = limn→+∞ |Xn|/n ∈ ]0, 1]. C’est le taux de re´duction asymptotique de la complexite´ d’une
tresse ale´atoire par rapport au nombre de mouvements e´le´mentaires effectue´s pour la constituer.
Avec Jean Mairesse, nous nous sommes concentre´s sur le cas du groupe de tresses a` 3 brins
B3 = 〈a, b | aba = bab〉. Si µ est la mesure uniforme sur S = {a, b, a−1, b−1}, alors γ = 1/4 [54].
Dans [48], nous calculons la vitesse de fuite γ pour n’importe quelle marche ale´atoire au plus proche
voisin sur B3, c’est-a`-dire pour toute mesure µ supporte´e par S. Plus pre´cise´ment, nous de´finissons
un syste`me de huit e´quations polynoˆmiales de degre´ 2 a` huit inconnues dont nous montrons qu’il
admet une unique solution r. La vitesse γ s’exprime alors comme une combinaison line´aire des
coefficients de r. Il est possible de simplifier et re´soudre explicitement ou semi-explicitement ces
e´quations polynoˆmiales dans les deux cas de syme´trie suivants :
Proposition 3.1. Soit µ une mesure de probabilite´ sur B3 a` support dans S = {a, b, a−1, b−1} et
γ la vitesse de fuite de la marche ale´atoire (B3, µ).
(1) Supposons que µ(a) = µ(a−1) et µ(b) = µ(b−1). Alors γ = p + (1 − 4p)u ou` p = µ(a) =
µ(a−1) ∈ [0, 1/2] et u est la plus petite racine positive de l’e´quation
2(4p − 1)u3 + (24p2 − 18p + 1)u2 + p(7− 12p)u+ p(2p− 1) = 0 .
(2) Supposons que µ(a) = µ(b) et µ(a−1) = µ(b−1). Alors
γ = max
[
1− 4p, (1− 2p)(−1− 4p+
√
5− 8p+ 16p2)
2(1 − 4p) ,
p(−3 + 4p +
√
5− 8p+ 16p2)
−1 + 4p ,−1 + 4p
]
ou` p = µ(a) = µ(b) ∈ [0, 1/2].
Soit (Xn) une re´alisation de la marche ale´atoire (B3, µ). Le point de de´part de la strate´gie
consiste a` e´tudier la projection Yn de la marche Xn sur le quotient B3/Z de B3 par son centre Z.
Il est bien connu que B3/Z est isomorphe au groupe modulaire Z/2Z ∗ Z/3Z. Plus pre´cise´ment,
B3/Z ∼ 〈u, v | u2 = v3 = 1〉 avec u = aba et v = ab. Le processus Yn sur Z/2Z ∗ Z/3Z n’est
pas une marche ale´atoire au plus proche voisin puisque par exemple a = v−1u : Yn+1 est donc
a` distance 2 de Yn dans le graphe de Cayley de (Z/2Z ∗ Z/3Z, {u, v, v−1}). La situation est donc
nettement diffe´rente de celle e´tudie´e dans [47]. Elle ne´cessite notamment un changement de syste`me
de ge´ne´rateurs dans B3/Z.
Dans le reste de cette partie, je commence (section 3.1) par quelques pre´liminaires sur le groupe
B3 et la forme normale de Garside de ses e´le´ments. J’expose sommairement un algorithme glouton
qui, applique´ a` la forme normale de Garside d’un e´le´ment g ∈ B3 fournit un repre´sentant ge´ode´sique
de celui-ci et permet donc d’en calculer la longueur. Dans la section 3.2, j’introduis plusieurs vitesses
de fuite associe´es a` une marche ale´atoire sur B3 : une vitesse le long du centre Z de B3, une autre
”transversalement” au centre, vitesses a` partir desquelles on calcule γ. J’expliquerai le calcul dans le
cas ou` µ est uniforme sur S. Si on suppose que la probabilite´ µ sur S ve´rifie p = µ(a) = 1/2−µ(b−1)
et q = µ(b) = 1/2 − µ(a−1) (ce qui englobe les deux cas de la proposition 3.1), alors γ est une
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fonction de p et q qui est repre´sente´e et commente´e dans cette meˆme section 3.2. Enfin, dans le
prolongement de l’algorithme glouton, une analyse fine des ge´ode´siques dans B3 permet de calculer
les se´ries de croissance sphe´riques et ge´ode´siques de B3 par rapport a` S (section 3.3).
3.1. Le groupe de tresses B3. Dans le groupe B3 = 〈a, b | aba = bab〉, posons ∆ = aba = bab.
On constate que a∆ = a(bab) = (aba)b = ∆b. De la meˆme manie`re, on a b∆ = ∆a, a−1∆ =
∆b−1, b−1∆ = ∆a−1. Le centre de B3 est pre´cise´ment Z = 〈 ∆2 〉 = {∆2k, k ∈ Z} . Notons p le
morphisme canonique p : B3 → B3/Z.
Proposition 3.2. [21] Posons T = {a, b, ab, ba}. Pour tout g ∈ B3, il existe g1, . . . , gm ∈ T et
k ∈ Z tels que :
g = g1g2 · · · gm∆k .
Si m est minimal, alors cette decomposition est unique. On note alors m = m(g) et k = k(g).
La de´composition - unique - correspondant a` la valeur minimale de m s’appelle la forme normale
de Garside de g. On note alorsm = m(g) et k = k(g) (on posem(∆k) = 0). Il y a une caracte´risation
locale de la minimalite´ de m. Pour g ∈ T , on note First(g) et Last(g) la premie`re et la dernie`re
lettre de g. Alors g1g2 · · · gm∆k est la forme normale de Garside de g si et seulement si Last(gi) =
First(gi+1) pour 1 ≤ i ≤ m− 1.
La forme normale de Garside pre´sente deux avantages de´cisifs pour l’e´tude, entre autres, des
marches ale´atoires surB3. Le premier est qu’elle n’est modifie´e que localement lorsque g est multiplie´
a` droite par un e´le´ment de S. Donnons quelques de´tails. Soit g1g2 · · · gm∆k la forme normale de
Garside d’un e´le´ment g ∈ B3 tel que k soit pair et e´tudions la forme normale de g · a. Comme ∆k
est central, g · a = g1 · . . . · gm · a ·∆k et donc la forme de Garside est
(16) g · a =

g1 · . . . · gm · a ·∆k si Last(gm) = a
g1 · . . . · (gma) ·∆k si Last(gm) = b et gma 6= ∆
g1 · . . . · gm−1 ·∆k+1 si gma = ∆
.
De´crivons a` pre´sent la forme normale de Graside de g · a−1. Comme a−1 = ∆−1ab = ba∆−1,
on a g · a−1 = g1 · . . . · gm · ba ·∆k−1 de sorte que
(17) g · a−1 =

g1 · . . . · gm · ba ·∆k−1 si Last(gm) = b
g1 · . . . · (gma−1) ·∆k si Last(gm) = a et gm 6= a
g1 · . . . · gm−1 ·∆k si gm = a
.
Le cas k impair se traite de la meˆme manie`re, ainsi que les formes normales de Garside de g · b
et g · b−1.
L’autre avantage de la forme normale de Garside d’un e´le´ment g est qu’elle permet d’obtenir un
repre´sentant ge´ode´sique de g par rapport a` S = {a, b, a−1, b−1} et donc d’en calculer la longueur.
Plus pre´cise´ment :
Proposition 3.3. Soit w = g1 · . . . · gm ·∆k la forme normale de Garside d’un e´le´ment g ∈ B3.
(1) Si k ≥ 0, alors w (vu comme mot sur {a, b} en posant ∆ = aba) est un repre´sentant
ge´ode´sique de g par rapport S.
(2) Si k < 0, alors un repre´sentant ge´ode´sique de g par rapport a` S est obtenu de la fac¸on
suivante :
(a) choisir min(m, |k|) e´le´ments parmi {g1, . . . , gm} de longueur maximale par rapport a`
{a, b} (Il peut y avoir plusieurs choix possibles) ;
(b) faire transiter les ∆−1 dans g1 · . . . · gm jusqu’aux e´le´ments choisis en (a) ;
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(c) pour chaque e´le´ment u choisi en (a), remplacer u∆−1 par u˜, ou` a˜ = b−1a−1, b˜ =
a−1b−1, a˜b = b−1, b˜a = a−1.
Illustrons cet algorithme glouton sur quelques exemples. Dans ce qui suit, le membre de gauche
est une forme normale de Garside et le membre de droite un repre´sentant ge´ode´sique par rapport
a` S du meˆme e´le´ment (rappel : a∆−1 = ∆−1b, b∆−1 = ∆−1a) :
a · ab · b ·∆ −→ a · ab · b · aba
a · ab · b ·∆−1 −→ a · b−1 · a
a · ab · b ·∆−2 −→ a · b−1 · b−1a−1 ou b−1a−1 · a−1 · b
a · ab · b ·∆−4 −→ b−1a−1 · a−1 · a−1b−1 · a−1b−1a−1 .
3.2. Marches ale´atoires dans B3. Conside´rons une re´alisation (Xn)n de la marche ale´atoire
(B3, µ) ou` µ est une mesure de probabilite´ non de´ge´ne´re´e sur S = {a, b, a−1, b−1}. Une telle marche
ale´atoire est transiente car B3 est a` croissance exponentielle.
Ecrivons la forme normale de Garside de Xn sous la forme Xn = Yn∆
kn . Ainsi m(Xn) = |Yn|T et
k(Xn) = kn. D’apre`s le the´ore`me ergodique sous-additif de Kingman, il existe deux re´els γT ∈ (0, 1)









p.s. et dans L1 .
L’interpre´tation de ces limites est la suivante : γ∆ est la vitesse de fuite de Xn le long du centre Z
de B3, et γT est la vitesse de fuite transversalement au centre.
Il existe une relation non triviale entre γT et γ∆ lorsque la mesure µ est syme´trique (i.e. µ(a) =
µ(a−1) et µ(b) = µ(b−1) ), a` savoir : 2γ∆+γT = 0 Cette relation re´sulte du fait que m(g
−1) = m(g)
et k(g−1)+k(g)+m(g) = 0, que l’on ve´rifie facilement en comparant les formes normales de Garside
de g et g−1.
A titre d’exemple, calculons les vitesses de fuite γT , γ∆ et γ dans le cas de la marche ale´atoire
simple sur B3, c’est-a`-dire lorsque µ est uniforme sur S = {a, b, a−1, b−1}. Si g1g2 · · · gm∆k est la
forme normale de Garside d’un e´le´ment g ∈ B3, on note Last(g) = Last(gm) et End(g) = gm. Il
re´sulte de (16) et (17) que l’espe´rance de m(Xn · a) ve´rifie :
Em(Xn · a) = Em(Xn) + P{Last(Xn) = a et kn est pair}
+ P{Last(Xn) = b et kn est impair}
− P{End(Xn) = ab et kn est pair}
− P{End(Xn) = ba et kn est impair}
+ P{m(Xn) = 0} .











P{m(Xn) ≥ 1} + P{m(Xn) = 0} .
Puisque la marche au hasard est transiente, on trouve
(18) lim
n→∞
Em(Xn+1) − Em(Xn) = 1
4
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On en de´duit, avec le lemme de Cesaro :












On calcule γ a` l’aide de la proposition 3.3. Si g1g2 · · · gm∆k est la forme normale de Garside
d’un e´le´ment g ∈ B3, on note |g|1 = #{i, gi = a ou b} et |g|2 = #{i, gi = ab ou ba} de sorte que
m(g) = |g|1+ |g|2. On note aussi γ1 = limn |Xn|1/n et γ2 = limn |Xn|2/n de sorte que γT = γ1+γ2.
On ve´rifie que si µ(a) = µ(a−1) et µ(b) = µ(b−1), alors γ1 = γ2, donc γ∆ = −γ2. Dans le cas ou`
µ est uniforme sur S, la forme normale de Garside de Xn comporte donc, asymptotiquement et
presque suˆrement, n/8 e´le´ments a ou b, n/8 e´le´ments ab ou ba (pour la partie suivant T ) et n/8
facteurs ∆−1. Suivant la proposition 3.3, les n/8 facteurs ∆−1 se simplifient avec les n/8 e´le´ments
ab ou ba pour donner n/8 e´le´ments a−1 ou b−1. Au final, on obtient un repre´sentant ge´ode´sique de
Xn comportant approximativement n/8 e´le´ments a ou b et n/8 e´le´ments a
−1 ou b−1, de sorte que
|Xn| ∼ n/4, d’ou` γ = 1/4.
L’exemple que l’on vient de de´crire met en e´vidence un phe´nome`ne de compe´tition avec le
centre lorsqu’on cherche a` exprimer γ en fonction de γT et γ∆. Ce phe´nome`ne explique la non
diffe´rentiabilite´ de γ en fonction de p dans le cas (ii) de la proposition 3.1. Plus ge´ne´ralement, si
on suppose que la probabilite´ µ sur S ve´rifie p = µ(a) = 1/2 − µ(b−1) et q = µ(b) = 1/2 − µ(a−1)































Figure 2. La vitesse γ en fonction de p = µ(a) = 1/2− µ(b−1) et q = µ(b) = 1/2 − µ(a−1).
L’e´nonce´ suivant est une conse´quence directe de [48, The´ore`me 4.3] :
Proposition 3.4. Lorsque µ de´crit l’ensemble des mesures de probabilite´s sur S = {a, b, a−1, b−1},
la vitesse de fuite γ de la marche ale´atoire dans B3 = 〈a, b|aba = bab〉 est une fonction lipschitzienne
non diffe´rentiable de µ.
Nous ignorons la re´gularite´ de la de´pendance de l’entropie asymptotique h en fonction de µ.
Re´cemment, Franc¸ois Ledrappier a montre´ que, dans le cas d’un groupe hyperbolique G, la vitesse
32 FRE´DE´RIC MATHE´US
de fuite et l’entropie sont des fonctions lipschitziennes de µ lorsque le support de µ varie dans un
ensemble fini fixe´ de G [40].
3.3. Les groupes d’Artin die´draux : vitesse, se´ries de croissance. Il y a deux fac¸ons de
ge´ne´raliser le groupe de tresse B3. La premie`re consiste a` conside´rer la famille des groupes de
tresses Bd a` d brins. La seconde, plus accessible a` nos techniques, fait appel a` la famille des groupes
d’Artin die´draux Ak.
Notons prod(u, v; k) = uvu · · · , avec k lettres dans le membre de droite. Pour k ≥ 1, le groupe
d’Artin Ak de type die´dral I2(k) et l’ensemble des ge´ne´rateurs d’Artin S sont de´finis par :
(20) Ak = 〈a, b | prod(a, b; k) = prod(b, a; k)〉, S = {a, b, a−1, b−1} .
On a A1 = Z, A2 = Z
2, A3 = B3 et A4 = 〈a, b | abab = baba〉. Les techniques de´veloppe´es par
Jean Mairesse et moi dans l’article [46] s’adaptent mutatis mutandis aux groupes d’Artin die´draux
Ak pour k ≥ 3. Par exemple, dans Ak, la proposition 3.2 est encore vraie a` condition de poser
∆ = prod(a, b; k) = prod(b, a; k) et T = {prod(a, b; j),prod(b, a; j), 1 ≤ j ≤ k − 1}. Ainsi, nous
pouvons calculer la vitesse pour la marche ale´atoire simple dans (Ak, S) [48] :
A3 A4 A5 A6 A7 A8
γ 1/4 (
√
5− 1)2/4 (√13− 1)2/16 0.462598... 0.475221... 0.487636...
Une utilisation approfondie de l’algorithme glouton (cf prop. 3.3) dans le cadre des groupes
d’Artin die´draux nous a permis de calculer les se´ries de croissance sphe´riques et ge´ode´siques dans
ces groupes, relativement au syste`me ge´ne´rateur d’Artin S, et ce pour tout k ≥ 3 [46].
Pre´cisons ces notions de se´ries de croissance sphe´riques et ge´ode´siques dans les groupes. Soit
(G, ∗) un groupe de type fini. Soit S ⊂ G un syste`me ge´ne´rateur fini de G ne contenant pas
l’identite´ e et syme´trique (S = S−1). Notons S∗ le mono¨ıde libre sur S et π : S∗ → G le morphisme
canonique qui, au mot a1 · · · ak ∈ S∗ associe l’e´le´ment a1 ∗ · · · ∗ ak de G. Un mot w ∈ π−1(g) est un
representant de g. La longueur |w|S d’un mot w ∈ S∗ est e´gal a` son nombre de lettres. La longueur
par rapport a` S d’un e´le´ment g ∈ G est :
(21) |g|S = min{k | g = s1 ∗ · · · ∗ sk, si ∈ S} .
Un repre´sentant w de g est ge´ode´sique si |w|S = |g|S .










g ∈ G | |g|S = n
}
xn .













w ∈ S∗ | |w|S = |π(w)|S = n
}
xn .
Exemple 3.5. (1) Si G = F(a, b) et S = {a, b, a−1, b−1} alors on a #{g, |g| = n} = 4 · 3n−1 donc
S(G,S) = G(G,S) = 1+x1−3x .






(3) Si G est un groupe hyperbolique au sens de Gromov alors, pour tout syste`me de ge´ne´rateurs
S, les se´ries de croissance S(G,S) et G(G,S) sont rationnelles [24].
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(4) Dans le groupe de Heisenberg H4, il existe deux syste`mes de ge´ne´rateurs S et T tels que
S(H4, S) est rationnelle et S(H4, T ) ne l’est pas [57].
Notons L = {w ∈ S∗, |w|S = |π(w)|S} l’ensemble des mots ge´ode´siques. Si le langage L est
reconnaissable par un automate, alors la se´rie G(G,S) est rationnelle. Si L est une section de π
alors la se´rie S(G,S) est rationnelle.
L’automate que nous utilisons dans [46] pour reconnaˆıtre le langage L dans Ak repose sur la
description suivante des mots ge´ode´siques. Pour u ∈ F(S), on note Pos(u) la longueur du plus long
e´le´ment de T ∪ {∆} - i.e. son nombre de lettres - que l’on peut obtenir en multipliant des lettres
conse´cutives de u, et Neg(u) la longueur du plus long e´le´ment de T−1∪{∆−1} que l’on peut obtenir
de la meˆme manie`re.
Proposition 3.6. Soit u ∈ F(S) un mot librement re´duit sur S repre´sentant un e´le´ment g ∈ Ak.
(1) Si Pos(u) + Neg(u) < k, alors u est l’unique repre´sentant ge´ode´sique de g.
(2) Si Pos(u) + Neg(u) = k, alors u est ge´ode´sique, mais g admet plusieurs repre´sentants
ge´ode´siques.
(3) Si Pos(u) + Neg(u) > k, alors u n’est pas ge´ode´sique.
Illustrons cet e´nonce´ sur quelques exemples. On se place dans A3.
(1) Soit u = ab−1aab−1 = a · b−1 · a · a · b−1. Alors Pos(u) + Neg(u) = 2 et u est l’unique
repre´sentant ge´ode´sique de g = ab−1a2b−1 ∈ A3.
(2) Soit u = ab−1aab = a · b−1 · a · ab. Alors Pos(u) + Neg(u) = 3 et u est un repre´sentant
ge´ode´sique de g = ab−1a2b ∈ A3. Or on a, dans A3,
g = a · b−1 · a · ab = a · b−1 · a ·∆a−1 = a · b−1 ·∆b · a−1 = a · ab · b · a−1 = a2b2a−1
de sorte que v = aabba−1 est un autre repre´sentant ge´ode´sique de g.
(3) Soit u = a−1b−1aab = (ba)−1 · a · ab. Alors Pos(u) + Neg(u) = 4 et u n’est pas ge´ode´sique.
En effet, dans A3, on a :
a−1b−1aab = (ba)−1 · a · ab = (ba)−1 · a ·∆a−1 = (ba)−1∆b · a−1 = b · b · a−1 = b2a−1 .
Pour n ∈ N, soit Xn ∈ N[x] le polynoˆme de´fini par : X0 = 0 et, ∀n > 1,
(24) Xn = x+ x
2 + · · ·+ xn .
The´ore`me 3.7. Conside´rons le groupe d’Artin Ak de type die´dral I2(k) et l’ensemble S des
ge´ne´rateurs d’Artin. Les se´ries de croissance ge´ode´siques et sphe´riques sont donne´es par :































(1−XI−1 −XJ−1)(1−XI−1 −XJ)(1−XI −XJ−1)
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En particulier, pour A3 et A4, on a :
G(A3, S) = 1 +
4x
(1− x− x2)(1− 2x− x2)
S(A3, S) = 1 +
2x(2− 2x− x2)
(1− x)(1 − 2x)(1− x− x2)
G(A4, S) = 1 +
4x(1 − x)(1 + x)(1− 6x+ 10x2 − x3 − 3x4 − 5x5 − 2x6 − x7)
(1− 2x)(1 − 2x− x2)(1− 2x− 2x2)(1− x− x2 − x3)(1− 2x− x2 − x3)
S(A4, S) = 1 +
4x(1 − x− x2)(1 − 2x− x3)
(1− x)(1 − x− x2 − x3)(1− 2x− x2)2 .
Par exemple, G(A4, S) = 1 + 4 x+ 12 x
2 + 36 x3 + 108 x4 + 308 x5 + 868 x6 + 2420 x7 +O(x8) et
S(A4, S) = 1+ 4 x+ 12 x
2 + 36 x3 + 100 x4 + 268 x5 + 708 x6 + 1848 x7 +O(x8). Les formules pour
A3 e´taient de´ja` connues [55]. Celles pour Ak, k ≥ 4 sont nouvelles.
La formule (26) permet de calculer le taux de croissance du volume des sphe`res dans le graphe





log #{g ∈ Ak
∣∣ |g|S = n} = log(ρk) ,
ou` ρ3 = 2, et ou`, pour k ≥ 4, ρk est l’inverse du plus petit module des racines de 1 − 2x − x2 −
· · · − xk−2. Par exemple, ρ4 =
√
2 + 1.
Signalons qu’on ignore toujours si la se´rie sphe´rique S(B4, S) est rationnelle ou non.
Pour terminer, je mentionne deux travaux qui utilisent notre description des ge´ode´siques de Ak.
Dans [60], C.Walsh e´tudie la compactification par les horofonctions des groupes Ak. A` l’aide des
algorithmes de´finis dans [46], il obtient une formule pour la me´trique des mots par rapport aux
ge´ne´rateurs d’Artin S, ce qui lui permet de de´crire l’horobord de Ak. Dans [29], S.Hermiller, D.Holt
et S.Rees de´finissent la notion de groupe localement testable (locally testable groups) et montrent
que cette classe de groupes contient les groupes d’Artin Ak.
4. Marches ale´atoires sur certaines extensions du groupe libre
Lorsqu’on dispose d’une notion de bord ou de compactification B associe´e a` un groupe de type
fini G, il est naturel de s’interroger sur la stabilite´ de cet objet B quand on conside`re un sous-groupe
ou une extension de G. Par exemple, si G est un groupe hyperbolique au sens de Gromov et G0 un
sous-groupe de G d’indice fini alors les bords hyperboliques ∂G et ∂G0 sont home´omorphes.
Dans le cas du bord de Poisson, on conside`re non pas des groupes, mais des groupes mesure´s
(G,µ). Une question qui se pose est alors : e´tant donne´ un sous-groupe G0 d’un groupe G et une
probabilite´ µ sur G, existe-t’il une probabilite´ µ0 sur G0 telles que les bords de Poisson de (G,µ)
et (G0, µ0) soient isomorphes ? Furstenberg apporte la re´ponse suivante :
Lemme 4.1. [19, lemme 4.2] Soit G un groupe de type fini, µ une probabilite´ sur G et G0 un sous-
groupe de G re´current pour la marche ale´atoire Xn sur G de loi µ. Soit T = min{n ≥ 1,Xn ∈ G0}
le premier temps de retour de Xn dans G
0, XT la position de la marche ale´atoire lors de son
premier retour dans G0 et µ0 la loi de XT . Alors µ
0 est une probabilite´ sur G0 telle que les espaces
de fonctions harmoniques H∞(G,µ) et H∞(G0, µ0) soient isomorphes, de sorte que les bords de
Poisson de (G,µ) et (G0, µ0) sont isomorphes.
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Par exemple, supposons que G0 soit un sous-groupe normal de G et que µ soit une mesure sur
G telle que la marche ale´atoire sur G se projette en une marche ale´atoire re´currente sur le quotient
G/G0. Alors l’identite´ de G/G0 est un e´tat re´current, de sorte que G0 est un ensemble re´current
dans G. C’est en particulier le cas si G est une extension finie de G0 (i.e. G0 ⊳ G et [G : G0] <∞).
De plus, on a dans ce cas un certain controˆle sur la mesure µ0. En effet, Kaimanovich a montre´ que
si G0 est un sous-groupe d’indice fini de G et si µ a un premier moment
∑
g |g|µ(g) fini, alors µ0 a
e´galement un premier moment fini [33, lemme 2.3].
Supposons par exemple queG soit une extension finie d’un groupe libre de type finiG0. Soit µ une
mesure sur G ayant un premier moment fini. Comme la mesure µ0 sur G0 a e´galement un premier
moment fini, il existe une unique mesure λ sur ∂G0 qui soit µ0-stationnaire et telle que le bord de
Poisson de (G0, µ0) soit (∂G0, λ) [34, 35, 38]. Par ailleurs l’action de G sur G0 par automorphismes
inte´rieurs s’e´tend en une action par home´omorphismes sur ∂G0 qui prolonge l’action usuelle par
multiplication a` gauche de G0. La mesure λ est µ-stationnaire et (∂G0, λ) est le bord de Poisson
de (G,µ) (voir la preuve de [22, the´ore`me 2.5]).
Conside´rons a` pre´sent le cas d’une extension cyclique : G0 est un sous-groupe normal dans G
tel que G/G0 ∼ Z. Si la mesure image de µ sur Z de´finit une marche ale´atoire re´currente sur Z et
si µ0 est la mesure de premier retour sur G0 alors les bords de Poisson de (G,µ) et (G0, µ0) sont
isomorphes. Par exemple, si G0 est abe´lien, alors le bord de Poisson de (G0, µ0) est trivial [10],
donc le bord de Poisson de (G,µ) e´galement. En revanche, si G0 est un groupe libre de type fini
alors on ne peut rien dire au premier abord sur le bord de Poisson de (G0, µ0) car la mesure µ0
est potentiellement tre`s e´tale´e et ne posse`de a priori pas de moment, meˆme logarithmique, et ce y
compris lorsque µ est a` support fini sur G.
4.1. Extensions cycliques du groupe libre. Soit F un groupe libre de type fini et G un groupe
de type fini contenant F comme sous-groupe normal. Rappelons que l’action de G sur F par
automorphismes inte´rieurs s’e´tend en une action par home´omorphismes sur le bord ge´ome´trique
∂F de F , et que pour toute mesure non de´ge´ne´re´e µ sur G, il existe une unique mesure µ-stationnaire
λ sur ∂F et (∂F, λ) est une µ-frontie`re de (G,µ) [59]. La question est donc de trouver des conditions
sur G et µ garantissant que (∂F, λ) est le bord de Poisson tout entier. Le cas des extensions finies
e´tant re´gle´, l’e´tape suivante consiste a` e´tudier le cas des extensions cycliques. Dans l’article [22],
Franc¸ois Gautero et moi de´montrons le
The´ore`me 4.2. Soit G une extension cyclique d’un groupe libre de type fini F , et µ une mesure
de probabilite´ non de´ge´ne´re´e sur G ayant un premier moment
∑
g |g|µ(g) fini. Alors il existe une
unique probabilite´ µ-stationnaire λ sur ∂F et le G-espace (∂F, λ) est le bord de Poisson de (G,µ).
Notons qu’il re´sulte de ce the´ore`me que (∂F, λ) est aussi le bord de Poisson de (F, µ0).
Ce the´ore`me fournit donc une re´ponse lorsque G est une extension cyclique du groupe libre F .
Dans ce cas, il existe une suite exacte courte {1} → F → G → Z → {0}. Une telle extension
est bien entendu scinde´e : il existe un automorphisme α de F tel que G est isomorphe au produit
semi-direct F ⋊αZ. Bien suˆr, le bord de Poisson est de´ja` connu si α est un automorphisme inte´rieur
de F . En effet, dans ce cas, G est isomorphe au produit direct F × Z. Par conse´quent, puisque Z
est central, il agit trivialement sur le bord de Poisson de G qui s’identifie au bord de Poisson de
G/Z ∼ F [31].
Il y a deux types de croissance pour un automorphisme d’un groupe de type fini : croissance
polynoˆmiale et croissance exponentielle. Ceci fait re´fe´rence a` la croissance des ite´re´s d’un e´le´ment
donne´ sous l’action de l’automorphisme. Dans le cas d’un automorphisme α d’un groupe libre de
type fini F , il y a une dichotomie [7, 42] :
• ou bien α est a` croissance polynoˆmiale, i.e. |αn(g)| croˆıt polynomialement pour tout g ∈ F ,
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• ou bien α est a` croissance exponentielle, i.e. il existe g ∈ F tel que |αn(g)| croisse exponentiel-
lement.
Si l’automorphisme α est a` croissance exponentielle, alors le groupe G = F ⋊αZ est hyperbolique
relativement a` la famille H des sous-groupes a` croissance polynoˆmiale [23], de sorte que son bord
de Poisson peut eˆtre identifie´ avec son bord relativement hyperbolique ∂RH(G,H) (voir [22, Prop.
10.1]). Ne´anmoins, cette re´ponse n’est pas totalement satisfaisante pour nous car elle ne dit rien de
∂F par rapport au bord de Poisson de G.
Dans [22], nous proposons plusieurs ge´ne´ralisations du the´ore`me 4.2. Partant de G = F ⋊α Z,
on peut aller dans deux directions : remplacer le groupe libre F par un groupe hyperbolique plus
ge´ne´ral ou bien remplacer le groupe qui ope`re, ici Z, par un groupe de type fini d’automorphismes
de F .
4.2. Extensions non cycliques du groupe libre. Le fait est que nous savons traiter le cas de
certaines extensions non cycliques, mais avec une restriction sur la croissance des automorphismes.
Dans l’e´nonce´ qui suit, on note Out(F ) = Aut(F )/Inn(F ) le groupe des automorphismes exte´rieurs
de F , Inn(F ) de´signant le groupe des automorphismes inte´rieurs.
The´ore`me 4.3. Soit G un produit semi-direct G = F ⋊θ P d’un groupe libre de type fini F par
un groupe de type fini P via un morphisme injectif θ : P → Aut(F ) tel que θ(P) s’injecte dans
Out(F ) et soit constitue´ d’automorphismes tous a` croissance polynoˆmiale. Soit µ une mesure de
probabilite´ non de´ge´ne´re´e sur G ayant un premier moment fini. Alors il existe une unique probabilite´
µ-stationnaire λ sur ∂F et le G-espace (∂F, λ) est le bord de Poisson de (G,µ).
Si θ(P) est trivial dans Out(F ) alors G est isomorphe a` un produit direct F × F ′ ou` F ′ est un
groupe libre de type fini. En modifiant la preuve du the´ore`me 4.3 on obtient :
The´ore`me 4.4. Soit G = F × F ′ le produit direct de deux groupes libres de type fini. Conside´rons
l’action a` gauche de G sur ∂F donne´e par un morphisme injectif fixe´ F ′ →֒ Inn(F ). Soit µ une
mesure de probabilite´ non de´ge´ne´re´e sur G ayant un premier moment fini. Alors il existe une unique
probabilite´ µ-stationnaire λ sur ∂F et le G-espace (∂F, λ) est le bord de Poisson de (G,µ).
Les the´ore`mes 4.3 et 4.4 de´crivent le bord de Poisson de tous les groupes G = F ⋊θ P tels que
θ(P) soit constitue´ d’automorphismes tous a` croissance polynoˆmiale. Nous ne savons pas traiter le
cas ou` θ(P) contient des automorphismes a` croissance exponentielle.
Donnons deux exemples d’extensions G = F⋊θP telles que θ(P) soit constitue´ d’automorphismes
tous a` croissance polynoˆmiale. On note Fd le groupe libre de rang d. Dans le premier exemple, θ(P)
est isomorphe a` F2. Dans le deuxie`me exemple, il est isomorphe a` Z
2.
Tout d’abord, soit F3 = 〈a, b, c〉 et U := F2 = 〈t1, t2〉. On conside`re les deux automorphismes
θ(t1) := α ∈ Aut(F3) et θ(t2) := β ∈ Aut(F3) de´finis par :
(1) α(a) = a, α(b) = b and α(c) = ca.
(2) β(a) = a, β(b) = b and β(c) = cb.
Le morphisme θ : U → Aut(F3) est injectif, i.e. 〈α, β〉 est un sous-groupe libre de rang 2 de
Aut(F3). En effet, pour tout mot re´duit non trivial u en α
±1, β±1, le mot u(c) est non-trivial. Il n’y
a donc pas de relation non triviale entre α±1 et β±1.
Le sous-groupe 〈α, β〉 est constitue´ d’automorphismes tous a` croissance polynoˆmiale, car a et b
ont une croissance nulle sous l’action de α et β, donc sous l’action de n’importe quel u ∈ U, tandis
que c a une croissance line´aire. En conse´quence, pour tout e´le´ment w ∈ F3 la longueur de u(w)
croˆıt au plus line´airement par rapport a` |u|〈a,b,c〉.
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Le deuxie`me exemple est e´galement tre`s simple a` construire. Soit α l’automorphisme de F2 =
〈a, b〉 de´fini par α(a) = a, α(b) = ab. Cet automorphisme est a` croissance polynoˆmiale. On conside`re
alors le groupe libre F4 = 〈a1, b1, a2, b2〉 et les automorphismes α1, α2 de F4 de´finis par
αi(ai) = ai pour i = 1 et 2
αi(bi) = biai
αi(bj) = bj si i 6= j.
Le groupe 〈α1, α2〉 ∼ Z2 est un sous-groupe d’automorphismes a` croissance polynoˆmiale de F4.
Remarque 4.5. Dans le groupe G = F4 ⋊ Z
2, conside´rons la mesure uniforme µ sur l’ensemble
{a1, b1, a2, b2, α1, α2}±1. Alors µ est une probabilite´ non de´ge´ne´re´e sur G = F4 ⋊ Z2 et la marche
ale´atoire sur G de loi µ se projette sur la marche ale´atoire simple sur Z2 qui est re´currente. La
mesure de premier retour µ0 est potentiellement encore plus e´tale´e que dans le cas de F4 ⋊ Z. Il
re´sulte du the´ore`me 4.3 (et du lemme 4.1) que le bord de Poisson de (F4, µ
0) est (∂F4, λ) ou` λ est
l’unique mesure µ0-stationnaire sur ∂F4.
4.3. Extensions cycliques de certains groupes hyperboliques sans torsion. Il s’agit d’une
autre ge´ne´ralisation du the´ore`me 4.2. Soit G une extension cyclique d’un groupe hyperbolique Γ. Il
existe un automorphisme α de Γ tel que le groupe G soit isomorphe au produit semi-direct Γ⋊α Z.
Comme dans le cas du groupe libre, l’action de G sur Γ par automorphismes inte´rieurs s’e´tend en
une action par home´omorphismes sur sur le bord ge´ome´trique ∂Γ de Γ. On a :
The´ore`me 4.6. Soit Γ un groupe hyperbolique sans torsion ayant une infinite´ de bouts. Soit G =
Γ⋊αZ une extension cyclique de Γ. Soit µ une mesure de probabilite´ non de´ge´ne´re´e sur G ayant un
premier moment fini. Alors il existe une unique probabilite´ µ-stationnaire λ sur ∂Γ et le G-espace
(∂Γ, λ) est le bord de Poisson de (G,µ).
On a la meˆme conclusion si Γ est le groupe fondamental π1(S) d’une surface compacte sans bord
S de genre ≥ 2 et si α est un automorphisme a` croissance exponentielle de Γ.
Il est bien connu qu’un automorphisme du groupe fondamental d’une surface compacte sans
bord S de genre ≥ 2 posse`de une croissance ou bien line´aire, ou bien exponentielle. Nous ne savons
malheureusement pas traiter le cas ou` G = π1(S)⋊α Z si α a une croissance line´aire non nulle.
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