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Abstract—Multi-label learning studies the problem where an
instance is associated with a set of labels. By treating single-label
learning problem as one task, the multi-label learning problem
can be casted as solving multiple related tasks simultaneously.
In this paper, we propose a novel Multi-task Gradient Descent
(MGD) algorithm to solve a group of related tasks simultaneously.
In the proposed algorithm, each task minimizes its individual cost
function using reformative gradient descent, where the relations
among the tasks are facilitated through effectively transferring
model parameter values across multiple tasks. Theoretical analy-
sis shows that the proposed algorithm is convergent with a proper
transfer mechanism. Compared with the existing approaches,
MGD is easy to implement, has less requirement on the training
model, can achieve seamless asymmetric transformation such
that negative transfer is mitigated, and can benefit from parallel
computing when the number of tasks is large. The competitive
experimental results on multi-label learning datasets validate the
effectiveness of the proposed algorithm.
I. INTRODUCTION
Multi-label learning deals with the problem that one in-
stance is associated with multiple labels, such as a news
document can be labeled as sports, Olympics, and ticket sales
[1]. Formally, let X ∈ Rp denote the p-dimensional feature
space and Y ∈ RT denote the label space with T class labels.
Given the multi-label training set D = {(xj ,yj)|1 ≤ j ≤ n},
where n is number of instances, xj ∈ X is the feature
vector for the j-th instance and yj ∈ {0, 1}
T is the set of
labels associated with the j-th instance. The task of multi-
label learning is to learn a function h : X → Y from D which
can assign a set of proper labels to an instance.
One straightforward method to solve the multi-label learning
problem is to decompose the problem into a set of independent
binary classification problems [2]. This strategy is easy to
implement and existing single-label classification approaches,
e.g., logistic regression and SVM, can be utilized directly.
However, as can be seen by the news document example, an
instance with the Olympics label has a high probability to
have the label of sports. The correlations among the labels
may provide useful information for one another and help to
improve the performance of multi-label learning [1], [3].
Over the past years, a lot of methods have been proposed to
improve the performance of multi-label learning by exploring
the label correlations. Methods such as classifier chains [4],
calibrated label ranking [5], and random k-labelsets [6] usually
have high complexity with a large number of class labels. [7],
[8], [9] considered taking the label correlations as prior knowl-
edge and incorporating it into the model training to utilize
the label correlations. [10], [11] exploited label correlations
through learning a latent label representation and optimizing
label manifolds. [12] explored the correlations by solving an
optimization problem which models the contribution of related
labels, and then incorporating the learned correlations into the
model training. In the existing approaches, a well-designed
training model is required to achieve notable performances.
Inspired by the merits of first-order methods and taking
into account the importance of correlations among the la-
bels, a novel Multi-task Gradient Descent (MGD) algorithm
is proposed in this paper to solve the multi-label learning
problem. Treating a single-label learning problem as single
task, the multi-label learning can be casted as solving multiple
related tasks simultaneously. In MGD, each task minimizes its
individual cost function using the gradient descent algorithm
and the similarities among the tasks are then facilitated through
transferring model parameter values during the optimization
process of each task. We prove the convergence of MGD
when the transfer mechanism and the step size of gradient
descent satisfy certain easily achievable conditions. Compared
with the existing approaches, MGD is easy to implement,
has less requirement on the training model, and can achieve
seamless asymmetric transformation such that negative trans-
fer is mitigated [13]. In addition, MGD can also benefit
from parallel computing with small amount of information
processed centrally when the number of tasks is large.
The rest of the paper is organized as the follows. Previous
works related to multi-label learning are firstly reviewed.
Secondly, we introduce the proposed MGD and provide the
theoretical analysis, including model convergence and com-
putational complexity. Thirdly, we present how the proposed
MGD is extensively tested on real multi-label learning datasets
and compared with strong baselines. At last, we summarize the
proposed approach and the contributions of the paper.
II. RELATED WORK
Based on the order of information being considered, existing
multi-label learning approaches can be roughly categorized
into three major types [1]. For first-order methods, the label
correlations are ignored and the multi-label learning problem
is handled in a label by label manner, such as BR [2] and
LIFT [14]. Second-order methods consider pairwise relations
between labels, such as LLSF [8] and JFSC [9]. High-order
methods, where high-order relations among label subsets or
all the labels are considered, such as RAkEL [6], ECC [4],
2LLSF-DL [8], and CAMEL [12]. Generally, the higher the
order of correlations being considered, the stronger is the
correlation-modeling capabilities, while on the other hand,
the more computationally demanding and less scalable the
approach becomes.
Treating a single-label learning problem as one task, the
multi-label learning problem can be seen as a special case
of multi-task learning problem, where the feature vectors xj
for j = 1, ..., n are the same for different tasks. In majority
of multi-task learning method, the relations among the tasks
are promoted through regularization in the overall objective
function that composed of all the tasks’ parameters, such
as feature based approaches [15], [16], [17], [18], [19] and
task relation based approaches [20], [21], [22]. Specifically,
for the second-order multi-label learning approaches in [7],
[8], [9], the label correlation matrix, which is taken as a
prior knowledge obtained based on the similarity between
label vectors, is often incorporated as a structured norm
regularization term that regulates the learning hypotheses or
perform label-specific feature selection and model training.
In contrast to the existing multi-label and multi-task learning
approaches which incorporate correlation information into the
model training process in the form of regularization, MGD
serves as the first attempt to incorporate the correlations by
transferring model parameter values during the optimization
process of each task, i.e., when minimizing its individual cost
function.
III. THE MGD APPROACH
In this section, we elaborate the proposed MGD algorithm
for multi-label learning. We firstly introduce the mathematical
notations used in the manuscript. We then generically formu-
late the multi-label learning problem and introduce how MGD
can effectively solve multi-label learning problem via the
reformative gradient descent where the correlated parameters
are transferred across multiple tasks. At last, we perform the
theoretical analysis of MGD, including convergence proof and
computational complexity.
Throughout this paper, normal font small letters denote
scalars, boldface small letters denote column vectors, and
capital letters denote matrices. 0 denotes zero column vector
with proper dimension, In denotes identity matrix of size n×n.
A′ denotes the transpose of matrix A and ⊗ denotes the Kro-
necker product. [zi]vec denotes a concatenated column vector
formed by stacking zi on top of each other, and diag{zi}
denotes a diagonal matrix with the i-th diagonal element being
zi. The norm ‖ · ‖ without specifying the subscript represents
the Euclidean norm by default. Following the notations used
in Introduction, we alternatively represent the training set as
D = {(X,Y )} where X = [x1, ...,xn]
′ ∈ Rn×d denotes the
instance matrix and Y = [y1, ...,yn]
′ ∈ Rn×T denotes the
label matrix. In addition, we denote the training set for label
i ∈ {1, ..., T } as Di = {(X,y
i)} where yi ∈ Rn is the i-th
column vector of the label matrix Y .
A. Problem Formulation
Treating each single-label learning problem as one task,
we have T tasks to be solved simultaneously. Each task
i ∈ {1, ..., T } aims to minimize its own cost function
min
wi
fi(wi), (1)
where wi ∈ R
d is the model parameter and fi : R
d → R
is the cost function of the i-th task with training dataset Di.
In this paper, we do not restrict the specific form of the cost
functions. In particular, the cost functions fi(wi) is assumed
to be strongly convex, twice differentiable, and the gradient
of fi is Lipschitz continuous with constant Lfi , i.e.,
‖∇fi(u)−∇fi(v)‖ ≤ Lfi‖u− v‖, ∀u,v ∈ R
d.
Cost functions such as mean squared error with norm 2
regularization and cross-entropy with norm 2 regularization
apply. Non-differentiable cost functions where norm 1 regu-
larization is used can also be approximated considered [23].
Since fi(wi) is strongly convex and twice differentiable, there
exists positive constant ξi such that ∇
2fi(u) ≥ ξiId. As a
result, we have
ξiId ≤ ∇
2fi(u) ≤ LfiId, ∀u ∈ R
d.
B. The Proposed Framework
Equation (1) is solved using the gradient descent iteration,
w
t+1
i = w
t
i − α∇fi(w
t
i), (2)
where t is the iteration index, α is the step size, and
∇fi(w
t
i) ∈ R
d is the gradient of fi at w
t
i . As there are
relations among tasks, we are able to improve the learning
performance by considering the correlation of parameters
belonging to different tasks. Based on this idea, we propose a
reformative gradient descent iteration, which allows the values
of the model parameters during each iteration to be transferred
across similar tasks. The MGD is designed as follows,
w
t+1
i =
T∑
j=1
mtijw
t
j − α∇fi(w
t
i), i = 1, ..., T, (3)
where mtij is the transfer coefficient describes the information
flow from task j to task i, which satisfies the following
conditions,
mtij ≥ 0, (4a)
T∑
j=1
mtij = 1. (4b)
From (4b), we have mtii = 1 −
∑
j 6=im
t
ij . Rewriting
iteration (3) as follows
w
t+1
i =m
t
iiw
t
i +
∑
j 6=i
mtijw
t
j − α∇fi(w
t
i)
=(1−
∑
j 6=i
mtij)w
t
i +
∑
j 6=i
mtijw
t
j − α∇fi(w
t
i).
mtij can be rescaled as
m¯tij =
{
1
ασ
mtij , j 6= i,
1− 1
ασ
∑
j 6=im
t
ij , j = i,
(5)
3where σ is a positive constant and satisfies the condition
1−
1
ασ
∑
j 6=i
mtij > 0. (6)
Given (5), mtij is parameterized by σ. With the rescaling, the
iteration in (3) can be alternatively expressed as
w
t+1
i =(1−ασ
∑
j 6=i
m¯tij)w
t
i + ασ
∑
j 6=i
m¯tijw
t
j − α∇fi(w
t
i)
=wti − ασ(1 − m¯
t
ii)w
t
i + ασ
∑
j 6=i
m¯tijw
t
j − α∇fi(w
t
i)
=(1− ασ)wti + ασ
T∑
j=1
m¯tijw
t
j − α∇fi(w
t
i). (7)
C. Convergence Analysis
In this section, we give the convergence property of the
proposed MGD iteration based on the expression in (7).
Denote w∗i as the best coefficient of label predictor for task
i, w˜i
t = wti − w
∗
i , and L¯fi = maxi{Lfi}. The following
theorem gives the convergence property of the iteration (7)
under certain conditions on the step-size parameter α.
Theorem 1. Under the iteration in (7) with the transfer
coefficient m¯tij satisfies
T∑
j=1
m¯tij = 1, ∀i,
m¯tij ≥ 0, ∀i, j,
w
t
i is convergent if the step size α is chosen to satisfy
0 < α <
2
2σ + L¯fi
. (8)
Specifically,
lim
t→∞
max
i
‖w˜i
t‖ ≤
2ασmaxi ‖w
∗
i ‖+ αmaxi ‖∇fi(w
∗
i )‖
1− (γ¯ + ασ)
,
(9)
where γ¯ = maxi{|1− ασ − αξi|, |1− ασ − αLfi |}.
Proof. Let the i, j-th element of M¯ t ∈ RT×T at iter-
ation time t being m¯tij , denote M¯
t = M¯ t ⊗ Id ∈
R
dT×dT , w = [w
′
1, ...,w
′
T ]
′ ∈ RdT , and ∇f(wt) =
[∇f1(w
t
1)
′, ...,∇fT (w
t
T )
′]′ ∈ RdT . Note that we are using the
typeface w to distinguish this from the single vector-valued
variable wi. Write (7) into a concatenated form gives
w
t+1 = (1 − ασ)wt + ασM¯twt − α∇f(wt). (10)
Denote w∗ = [w∗
′
1 , ...,w
∗′
T ]
′ and w˜t = wt −w∗. Subtract-
ing w∗ from both sides of (10) gives
w˜
t+1 =((1 − ασ)IdT + ασM¯
t)wt −w∗ − α∇f(wt)
=((1 − ασ)IdT + ασM¯
t)w˜t − α(∇f(wt)−∇f(w∗))
+ α(σ(M¯t − IdT )w
∗ −∇f(w∗))
=((1 − ασ)IdT + ασM¯
t)w˜t
− α
∫ 1
0
∇2f(w∗ + µ(wt −w∗))dµw˜
+ α(σ(M¯t − IdT )w
∗ −∇f(w∗))
=((1 − ασ)IdT + ασM¯
t − αHt)w˜t
+ α(σ(M¯t − IdT )w
∗ −∇f(w∗)), (11)
where Ht =
∫ 1
0
∇2f(w∗+µ(wt−w∗))dµ ∈ RdT×dT . It can
be verified that Ht is a block diagonal matrix and the block
diagonal elements Hti =
∫ 1
0
∇2fi(w
∗
i + µ(w
t
i − w
∗
i ))dµ ∈
R
d×d for i = 1, ..., T are Hermitian. We use the block
maximum norm defined in [24] to show the convergence of
the above iteration. The block maximum norm of a vector
x = [xi]vec ∈ R
dT with xi ∈ R
d is defined as [24]
‖x‖b,∞ = max
i
‖xi‖.
The induced matrix block maximum norm is therefore defined
as [24]
‖A‖b,∞ = max
x 6=0
‖Ax‖b,∞
‖x‖b,∞
.
From the iteration in (11) we have
‖w˜t+1‖b,∞ ≤ ‖((1− ασ)IdT + ασM¯
t − αHt)w˜t‖b,∞
+ α‖σ(M¯t − IdT )w
∗ −∇f(w∗)‖b,∞
≤‖(1− ασ)IdT + ασM¯
t − αHt‖b,∞‖w˜
t‖b,∞
+ α‖σ(M¯t − IdT )w
∗ −∇f(w∗)‖b,∞
≤(‖(1− ασ)IdT − αH
t‖b,∞ + ασ‖M¯
t‖b,∞)‖w˜
t‖b,∞
+ α‖σ(M¯t − IdT )w
∗ −∇f(w∗)‖b,∞.
From Lemma D.3 in [24], we have
‖M¯t‖b,∞ = ‖M¯
t‖∞ = 1,
where the last equality comes from the fact that m¯tij ≥ 0 and
the row summation of M¯ t is one. Since ξiId ≤ ∇
2fi(wi) ≤
LfiId, ξiId ≤
∫ 1
0
∇2fi(w
∗
i + µ(wi −w
∗
i )dµ ≤ LfiId. Thus,
‖(1 − ασ)Id − αH
t
i ‖ ≤ γi where γi = max{|1 − ασ −
αξi|, |1 − ασ − αLfi |}. By the definition of induced matrix
block maximum norm, we have
‖(1− ασ)IdT − αH
t‖b,∞
=max
x 6=0
‖((1− ασ)IdT − αH
t)x‖b,∞
‖x‖b,∞
≤max
x 6=0
maxi ‖((1− ασ)Id − αH
t
i )‖‖x‖b,∞
‖x‖b,∞
=max
i
‖(1− ασ)Id − αH
t
i ‖
≤γ¯,
4where γ¯ = max{γi}. Thus,
‖w˜t+1‖b,∞ ≤(γ¯ + ασ)‖w˜
t‖b,∞
+ α‖σ(M¯t − IdT )w
∗ −∇f(w∗)‖b,∞
≤(γ¯ + ασ)‖w˜t‖b,∞
+ 2ασ‖w∗‖b,∞ + α‖∇f(w
∗)‖b,∞. (12)
By choosing the step size α to satisfy γ¯+ασ < 1, the iteration
asymptotically converges. To ensure γ¯+ασ < 1, it is sufficient
to ensure
|1− ασ − αξi|+ ασ < 1 and
|1− ασ − αLfi |+ ασ < 1, ∀i,
which leads to
0 < α <
2
2σ + L¯fi
.
From the iteration in (12), we have
‖w˜t+1‖b,∞ ≤ (γ¯ + ασ)
t+1‖w˜0‖b,∞
+ (2ασ‖w∗‖b,∞ + α‖∇f(w
∗)‖b,∞)
t∑
k=0
(γ¯ + ασ)k.
Under the condition that γ¯ + ασ < 1,
lim
t→∞
‖w˜t‖b,∞ ≤
2ασ‖w∗‖b,∞ + α‖∇f(w
∗)‖b,∞
1− (γ¯ + ασ)
.
From the definition of block maximum norm, (9) is obtained.
In iteration (3), the transfer coefficient mtij between task
i and task j is a scaler. In the following, we consider the
element-wise feature similarities between task i and task j.
The transfer coefficient between task i and task j is assumed
to be a diagonal matrix Pij ∈ R
d×d with its k-th diagonal
element Pij,k being the transfer coefficient from the k-th
element of wj to the k-th element of wi. The MGD iteration
in (3) is then becomes
w
t+1
i =
T∑
j=1
P tijw
t
j − α∇fi(w
t
i), (13)
where
T∑
j=1
P tij = Id,
P tij,k ≥ 0, ∀i, j = 1, ..., T, k = 1, ..., d. (14)
Following the same rescaling,
P¯ tij =
{
1
ασ
P tij , j 6= i,
Id −
1
ασ
∑
j 6=i P
t
ij , j = i,
(15)
(13) becomes
w
t+1
i = (1− ασ)w
t
i + ασ
T∑
j=1
P¯ tijw
t
j − α∇fi(w
t
i). (16)
Corollary 1. Under (16) with the transfer coefficient P¯ tij
satisfies
T∑
j=1
P¯ tij = Id,
P¯ tij,k ≥ 0, ∀i, j = 1, ..., T, k = 1, ..., d,
w
t
i is convergent if the following conditions are satisfied:
σ <
L¯fi
T − 1
, for T > 1,
0 < α <
2
(T + 1)σ + L¯fi
.
Proof. Let the i, j-th block element of P¯t ∈ RdT×dT being
P¯ tij ∈ R
d×d. Following the similar procedure of the proof of
Theorem 1, we obtain
‖w˜t+1‖b,∞
≤(‖(1− ασ)IdT − αH
t‖b,∞ + ασ‖P¯
t‖b,∞)‖w˜
t‖b,∞
+ α‖σ(P¯t − IdT )w
∗ −∇f(w∗)‖b,∞. (17)
Let x = [xi]vec ∈ R
dT being a block column vector with
xi ∈ R
d.
‖P¯tx‖b,∞ =max
i
‖
T∑
j=1
P¯ tijxj‖
≤max
i
T∑
j=1
‖P¯ tij‖‖xj‖
≤(max
i
T∑
j=1
‖P¯ tij‖)max
j
‖xj‖.
Recall that P¯ tij is a diagonal matrix and the elements therein
are all no greater than 1, thus,
∑T
j=1 ‖P¯
t
ij‖ ≤ T . As a result
‖P¯tx‖b,∞ ≤ T max
j
‖xj‖.
By the definition of matrix block maximum norm, we have
‖P¯t‖b,∞ ≤ T.
The condition to ensure convergence of the iteration in (17)
becomes
γ¯ + ασT < 1,
which gives
σ <
L¯fi
T − 1
, for T 6= 1,
0 < α <
2
(T + 1)σ + L¯fi
.
5D. Relation with Multi-Task Learning
From the iteration in (7), we have
w
t+1
i = (1− ασ)w
t
i + ασ
T∑
j=1
m¯tijw
t
j − α∇fi(w
t
i)
= wti − α(σ
T∑
j=1
m¯tij(w
t
i −w
t
j) +∇fi(w
t
i)). (18)
If fix m¯tij = m¯ij for all t, then, the last term in the brackets
can be seen as the gradient of the following function
f¯i(wi,w−i) = fi(wi) +
1
2
σ
T∑
j=1
m¯ij‖wi −wj‖
2,
where w−i denotes the collection of other tasks’ variables,
i.e., w−i = [w
′
1, ...,w
′
i−1,w
′
i+1, ...,w
′
T ]
′. Thus, the iteration
in (18) with fixed m¯ij can be seen as the gradient descent al-
gorithm which solves the following Nash equilibrium problem
min
wi
f¯i(wi,w−i), i = 1, ..., T. (19)
In (19), each task’s objective function is influenced by
other tasks’ decision variables. Since the objective function
f¯i(wi,w−i) is continuous in all its arguments, strongly convex
with respect to wi for fixed w−i, and satisfies f¯i(wi,w−i)→
∞ as ‖wi‖ → ∞ for fixed w−i, an Nash equilibrium
exists [25]. Furthermore, as a result of strongly convexity,
the gradient of f¯i(wi,w−i) with respect to wi for fixed w−i
is strongly monotone. Thus, the Nash equilibrium for (19)
is unique [26]. Denote the Nash equilibrium of (19) as woi ,
i = {1, ..., T }. It is known that the Nash equilibrium satisfies
the following condition [25]:
w
o
i = argminwi f¯i(wi,w
o
−i), i = 1, ..., T,
which implies
∇fi(w
o
i ) + σ
T∑
j=1
m¯ij(w
o
i −w
o
j ) = 0, i = 1, ..., T.
Write the conditions in (20) in a concatenated form gives
∇f(wo) + σ(IT − M¯)⊗ Idw
o = 0. (20)
It has been pointed out in [27] that the regularized multi-
task learning algorithms which learn with task relations can
be expressed as
min
wi,Σ
T∑
i=1
Li(wi) +
1
2
λwT (Σ−1 ⊗ Id)w + g(Σ), (21)
where Li is the training loss of task i, λ is a positive regular-
ization parameter, Σ ∈ RT×T models the task relations, and
g(Σ) denotes constraints on Σ. For comparison, we eliminate
the constraints on Σ, consider the case that Σ is fixed, and
let f(w) =
∑T
i=1 Li(wi). Denote the optimal solutions of
problem (21) as wg . The optimal solution satisfy the following
condition,
∇f(wg) +
1
2
λ(Σ−1 + (Σ−1)T )⊗ Idw
g = 0. (22)
Comparing the optimality conditions (20) and (22) for the
Nash equilibrium problem (19) and the multi-task learning
problem (21), we find that if M¯ can be set as
σ(IT − M¯) =
1
2
λ(Σ−1 + (Σ−1)T ), (23)
the optimal solution wo will be the same as wg. The only
limitation is that m¯ij > 0, which can not cover the situation
where there exists non-negative non-diagonal values in Σ−1.
Overall, the regularized multi-tasking learning problem with
task relation learning can be solved by the MGD algorithm
by setting the coefficients m¯ij between task i and task j
properly. In addition, using MGD, we can consider feature-
feature relations between different tasks since we can use
P¯ij ∈ R
d×d as the transfer coefficient. Furthermore, in MGD,
m¯ij is not required to be equal to m¯ji. This relaxation allows
asymmetric task relations in multi-task learning [13], which
is hard to achieve by most multi-task learning methods since
Σ−1 + (Σ−1)T is always symmetric in (22).
Another category of regularized multi-task learning method
is learning with feature relations [27]. The objective function
of this kind of method is
min
wi,Θ
T∑
i=1
Li(wi) +
1
2
λwT (IT ⊗Θ
−1)w + g(Θ), (24)
where Θ ∈ Rd×d models the covariance between the fea-
tures. The term wT (IT ⊗ Θ
−1)w can be decoupled as∑T
i=1w
T
i Θ
−1
wi, which can be incorporated into fi(wi) for
task i, and Θ can be learned using all the tasks’ parameters
during the optimization process using MGD.
E. Incorporating Second-Order Label Correlations
The transfer coefficients can be designed or learned by
many different methods. In multi-label learning problems, the
similarity between task i and task j can be modeled by the
correlation between labels yi and yj . In this paper, we use
the cosine similarity to calculate the correlation matrix. The
proposed MGD is summarized in Algorithm 1. After learning
the model parameter w∗i , we can predict the label y
i
t for
a test instance xt by the corresponding prediction function
associated with the cost function, and the final predicted label
vector is [y1t , ..., y
T
t ].
F. Complexity Analysis
We mainly analyze the complexity of the iteration parts
listed in Algorithm 1. In each iteration, the gradient calculation
leads to a complexity of O(g(d)nT ), where g(d) is the
complexity of calculating the gradient w.r.t. the dimension
d, which is determined by the actual cost function, and the
update of the model parameter according to (3) needsO(dT 2).
Therefore, the overall complexity of the MGD algorithms is
of order O(t(ng(d)T + dT 2)), where t is the iteration times.
IV. EXPERIMENTS
In this section, we extensively compared the proposed MGD
algorithm with related approaches on real-world datasets. For
6Algorithm 1 The MGD Algorithm
Require:
The multi-label training set Di = {(X,y
i)}, i = 1, ..., T
Hyperparameters in cost function fi for i = 1, ..., T and
σ
Step size α, random initial values w1i for i = 1, ..., T
Ensure:
Model parameter w∗i for i = 1, ..., T
1: Compute correlation matrix C by cosine similarity on Y =
[y1, ...,yT ];
2: Normalize each row of C to be row sum-to-one and set
m¯ij equal the i, j-th element of C;
3: Compute mij by rescaling m¯ij according to (5);
4: repeat
5: Calculate the gradient ∇fi(w
t
i), i = 1, ..., T ;
6: Update wi according to (3);
7: until Stop criterion reached;
8: return w∗i = w
t+1
i , i = 1, ..., T .
the proposed MGD algorithm, we reformulate the multi-label
learning problem, which can be decomposed into a set of
binary classification tasks. For each of the classification tasks,
we use the function of 2-norm regularized logistic regression.
Thus, for any task i, the following objective function is
optimized by the proposed algorithm,
min
wi
fi(wi) =−
1
n
n∑
j=1
(yij log h(z
i
j)
+ (1− yij) log(1− h(z
i
j))) +
1
2
ρ‖wi,−1‖
2,
where h(zij) = P (y
i
j = 1|xj) =
1
1+e
−zi
j
, zij = [1 x
T
j ]wi,
wi ∈ R
p+1 is the model parameter, wi,−1 ∈ R
p is the
remaining elements in wi except the first element, and ρ is
the regularization parameter. The gradient of fi(wi) over wi
is
∇fi =
1
n
n∑
j=1
(h(zij)− y
i
j)[1 x
T
j ]
T + ρ
[
0
wi,−1
]
.
Let
X =


1 xT1
...
...
1 xTn

 ,yi =


yi1
...
yin

 .
The MGD iteration is
w
t+1
i =
T∑
j
mtijw
t
j −
α
n
XT (g(Xwti)− y
i)− αρ
[
0
wi,−1
]
,
where g(Xwti) = [
1
1+e
−[1 xT1 ]w
t
i
, ..., 1
1+e
−[1 xTn ]w
t
i
]′.
The i-th label prediction for an instant xt is predicted 1 if
h(zit) ≥ η and 0 otherwise, where η is the threshold. In the
experiment, η is chosen from {0.1, 0.2, 0.3}.
A. Experimental Setup
1) Datasets: We conduct the multi-label classification on
six benchmark multi-label datasets, including regular-scale
datasets: emotions, genbase, cal500, and enron; and large-scale
datasets: corel5k and bibtex. The details of the datasets are
summarized in Table I, where |S|, dim(S), L(S), Card(S),
and Dom(S) represent the number of examples, the number
of features, the number of class labels, the average number of
labels per example, and feature type of dataset S, respectively.
The datasets are downloaded from the website of Mulan 1 [28].
TABLE I: Characteristics of the tested multi-label datasets.
|S| represents the number of examples, dim(S) represents the
number of features, L(S) represents the number of class labels,
Card(S) represents the average number of labels per example,
and Dom(S) represents feature type of dataset S.
Dataset |S| dim(S) L(S) Card(S) Dom(S)
emotions 593 72 6 1.869 music
genbase 662 1186 27 1.252 biology
cal500 502 68 174 26.044 music
enron 1702 1001 53 3.378 text
corel5k 5000 499 374 3.522 images
bibtex 7395 1836 159 2.402 text
2) Evaluation Metrics: Five widely used evaluation metrics
are employed to evaluate the performance, including Average
precision, Macro-averaging F1, Micro-averaging F1, Coverage
score, and Ranking loss. Concrete metric definitions can be
found in [1]. Note that for the comparison purpose, the
coverage score is normalized by the number of labels. For
Average precision, Macro averaging F1, and Micro averaging
F1, the larger the values the better the performance. For
the other two metrics, the smaller the values the better the
performance.
3) Comparing Algorithms: We compare our proposed
method MGD with three classical algorithms including BR
[2], RAkEL [6], ECC [4], and two state-of-the-art multi-label
learning algorithms LIFT [14] and LLSF-DL [8].
In the experiments, we used the source codes provided by
the authors for implementation. BR, ECC, and RAkEL are
implemented under the Mulan multi-label learning package
[28] using the logistic regression model as the base classifier.
Parameters suggested in the corresponding literatures are used,
i.e., RAkEL: ensemble size 2T with k = 3; ECC: ensemble
size 30; LIFT: the ratio parameter r is tuned in {0.1,0.2,...,0.5};
LLSF-DL: α, β, γ are searched in {4−5, 4−4, ..., 45}, and ρ
is searched in {0.1, 1, 10}. For the proposed approach MGD,
α is set to 0.02, ρ is chosen from {0.1, 0.2, ..., 1}, and σ is
chosen from {0, 0.05, 0.1, 0.15, ..., 0.3}.
B. Experimental Results
We run the algorithms 5 times on five sets of randomly
partitioned training (80 percent) and testing (20 percent) data,
1http://mulan.sourceforge.net/datasets-mlc.html
7the mean metric values with standard deviations are recorded
in Table II. The best performance is shown in boldface, ↑
indicates the larger the better, and ↓ indicates the smaller
the better. From the results, we can see that MGD outper-
forms other comparing algorithms in most cases. Specifically,
MGD ranks first in 86.7% cases. Compared with the existing
algorithms, MGD introduced a new approach to incorporate
label correlations, which is easy to implement and has low
complexity. The results demonstrate the effectiveness of the
proposed approach in improving the learning performance.
1) Convergence Analysis: Compared to single gradient
descent, the transfer in MGD also helps to accelerate the
convergence. To see this, the iterations of the total loss, i.e.,∑T
i=1 fi(wi), are plotted in the first row of Figure 1 for
three datasets. It can be seen that the MGD converges faster
than single gradient descent, especially at early iterations. The
iterations of the average precision score are also plotted in
the second row of Figure 1. It can be seen that for limited
iteration times, the score under MGD is much better than
single gradient descent.
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Fig. 1: Convergence test.
2) Sensitivity Analysis: We investigate the sensitivity of
MGD with respect to the two hyperparameters ρ and σ,
which control the norm 2 regularization strength in the logistic
regression and the transfer strength. Due to space limit, we
only report the results on the emotions dataset using the
average precision score. Figure 2 shows how the average
precision score varies with respect to ρ and σ. Figure 2(b)
and (c) are obtained by keeping the other parameter fixed at
its best setting. It can be seen that both ρ and σ influence
the performance. While, under a relatively wide range of
parameters combinations, the score does not vary too much.
V. CONCLUSION
In this paper, we propose the MGD algorithm for multi-
label learning. Different from the state-of-the-art, MGD treats
multi-label learning as multiple independent learning tasks,
and multi-label learning can be significantly improved only
via transferring correlated model parameter values during the
learning of the independent labels. The convergence property
of the learning mechanism has been theoretically proven.
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Fig. 2: Sensitivity analysis on the emotions dataset.
MGD is easy to implement, has less requirement on the train-
ing model, can achieve seamless asymmetric transformation
such that negative transfer is mitigated, and can benefit from
parallel computing when the number of tasks is large. The
proposed algorithm has been tested on multi-label learning
datasets and has been compared with both classical and
the state-of-the-art approaches. The competitive experimental
results validate the effectiveness of MGD.
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