Abstract. We consider conditions which allow the embedding of linear hypergraphs of fixed size. In particular, we prove that any k-uniform hypergraph H of positive uniform density contains all linear k-uniform hypergraphs of a given size. More precisely, we show that for all integers ≥ k ≥ 2 and every d > 0 there exists > 0 for which the following holds: if H is a sufficiently large kuniform hypergraph with the property that the density of H induced on every vertex subset of size n is at least d, then H contains every linear k-uniform hypergraph F with vertices.
Introduction and results

A graph G = (V, E) is said to be ( , d)-quasirandom if any subset U ⊆ V of size |U | ≥ |V | induces (d ± )
|U | 2 edges. Such graphs, first systematically studied by Thomason [22, 23] and Chung, Graham, and Wilson [2] , share several properties with genuine random graphs of the same edge density. For example, it was shown that if = (d, ) is sufficiently small, then any ( , d)-quasirandom graph G is -universal, meaning that G contains approximately the same number of copies of any -vertex graph F as the random graph of the same density.
Theorem 1. For every graph F , every d > 0 and every γ > 0, there exist > 0 and n 0 so that any ( , d)-quasirandom graph G on n ≥ n 0 vertices contains (1±γ)d e F n v F labeled copies of F .
As usual, in the result above we write e F for the number of edges in F and we write v F for the number of vertices in F . In this note, we address the extent to which Theorem 1 can be generalized to hypergraphs. It is known that Theorem 1 does not generally extend to k-uniform hypergraphs, for k ≥ 3. Indeed, let F 0 be the 3-uniform hypergraph consisting of two triples intersecting in two vertices, and consider the following two ( , d)-quasirandom n-vertex The second author was supported by NSF grant DMS 0639839. The third author was supported by NSF grants DMS 0300529 and DMS 0800070.
hypergraphs H 1 and H 2 . Let H 1 = G (3) (n, 1/8) be the random 3-uniform hypergraph on n vertices whose triples appear independently with probability 1/8. Let H 2 = K 3 (G(n, 1/2)) be the 3-uniform hypergraph whose triples correspond to triangles of the random graph G(n, 1/2) on n vertices, where the edges of G(n, 1/2) appear independently with probability 1/2. It is easy to check that, w.h.p., both H 1 and H 2 are ( , 1/8)-quasirandom for any > 0. However, w.h.p., H 1 contains (1 ± o(1))n 4 /64 copies of F 0 , while H 2 contains (1 ± o(1))n 4 /32 such copies, approximately twice as many.
The hypergraph F 0 , while very elementary, has one property which causes the extension of Theorem 1 to fail: it contains two vertices belonging to more than one edge. We will show that removing this "obstacle" allows an extension of Theorem 1.
Definition 3. We say a k-uniform hypergraph F is linear if |e ∩ f | ≤ 1 for all distinct edges e and f of F . We denote by L (k) the family of all k-uniform, linear hypergraphs and set
Theorem 4. For every integer k ≥ 2, d > 0 and γ > 0, and every F ∈ L (k) , there exist > 0 and n 0 so that any
We will also consider some other related results that extend known graph results to hypergraphs in a similar way to how Theorem 4 extends Theorem 1.
For graphs, a simple induction on ≥ 2 shows that every ( , d)-dense graph on sufficiently many vertices contains a copy of K , as long as ≤ d −2 . However, the analogous statement for k ≥ 3 fails. Indeed, the following simple construction was considered by several researchers and can be traced back to Erdős and Hajnal [4] . Let T n be a tournament on n vertices chosen uniformly at random, and let H = H(T n ) be the 3-uniform hypergraph whose triples correspond to cyclically oriented triangles of T n . Then, w.h.p., H is ( , d)-dense for any > 0 and 0 < d < 1/4. (In fact, H is ( , 1/4)-quasirandom.) However, since every tournament on four vertices contains at most two cyclically oriented triangles, H is K (3) 4 -free. (In fact, H does not even contain three triples on any four vertices.) In this note, we prove that, on the other hand, a ( , d)-dense hypergraph H will contain (many) copies of linear hypergraphs of fixed size.
Definition 6. For integers ≥ k and ξ > 0, we say a k-uniform hypergraph
We shall also prove an easy corollary of Theorem 7 (upcoming Corollary 8), which roughly asserts the following. Suppose H = (V, E) is a 'non-universal' hypergraph of density d. We prove that V may be partitioned into nearly equal-sized classes V 1 , . . . , V t so that the number of edges of H crossing at least two such classes is slightly larger than it would be expected if V = V 1∪ . . .∪V t were a random partition.
More precisely, for t ∈ N, let τ t (H) be the maximal t-cut-density of H, defined by
Corollary 8 is somewhat related to a result from [13] and its strengthening due to Nikiforov [12] .
Tools
A key tool we use in this paper is the so-called weak hypergraph regularity lemma. This result is a straightforward extension of Szemerédi's regularity lemma [20] for graphs. Let H = (V, E) be a k-uniform hypergraph and let W 1 , . . . , W k be mutually disjoint non-empty subsets of V . We denote by
We say the k-tuple
The weak regularity lemma then states the following.
Theorem 9. For all integers k ≥ 2 and t 0 ≥ 1, and every ε > 0, there exist T 0 = T 0 (k, t 0 , ε) and n 0 = n 0 (k, t 0 , ε) so that for every k-uniform hypergraph H = (V, E) on n ≥ n 0 vertices, there exists a partition V = V 0∪ V 1∪ . . .∪V t so that the following hold:
The proof of Theorem 9 follows the lines of the original proof of Szemerédi [20] (for details see e.g. [1, 5, 19] ).
A key feature of the partition provided by Szemerédi's regularity lemma is the socalled counting lemma. This lemma provides good estimates on the number of subgraphs of a fixed isomorphism type in an appropriate collection of ε-regular pairs.
To be precise, let F be a graph (hypergraph) on the vertex set [ ] = {1, . . . , } and let G be an -partite graph (hypergraph) with vertex partition V (G) = V 1∪ . . .∪V . A copy F 0 of F in G, on the vertices v 1 ∈ V 1 , . . . , v ∈ V , is said to be partiteisomorphic to F if i → v i defines a homomorphism. The counting lemma for graphs asserts that if
It is known that this fact does not extend to k-uniform hypergraphs (k ≥ 3), and that stronger regularity lemmas are needed in that case (see, e.g., [8, 11, 14, 15, 21] ). However, weak regularity is sufficient for estimating the number of linear subhypergraphs in an appropriately ε-regular environment.
Lemma 10 (Counting lemma for linear hypergraphs). For all integers
Then the number of partite-isomorphic copies of F in H is within the interval
Proof. Let integers ≥ k ≥ 2 and γ, d 0 > 0 be fixed. We shall prove, by induction on |E(F )|, the number of edges of F , that ε = γ(d 0 /2) |E(F )| will suffice to count copies of F (with 'precision' γ), provided m 0 is large enough. (In this way,
It is also easy to see that the result holds whenever F consists of pairwise disjoint edges, since then the number of partite-isomorphic copies of F in H is within
Now, generally, take m 0 large enough so that we can apply the induction assumption on |E(F )| − 1 edges with precision γ/2 and d 0 (and note that
. All copies of various subhypergraphs disussed below are tacitly assumed to be partite-isomorphic.
Let
uniform hypergraph satisfying the assumptions of Lemma 10. Fix an edge e ∈ E(F ) and set F − = ([ ], E(F ) \ {e}) to be the hypergraph obtained from F by removing the edge e. Moreover, for a copy T − of F − in H, we denote by e T− the unique k-tuple of vertices which together with T − forms a copy of F in H. Furthermore, let 1 E : V k → {0, 1} be the indicator function of the edge set E of H. In this notation, a copy T − of F − in H extends to a copy of F if, and only if, 1 E (e T− ) = 1. Consequently, summing over all copies T − of F − in H, we can count the number #{F ⊆ H} of copies of F in H by
where we used the induction assumption for F − for the last estimate.
It is left to bound the error term T−⊆H 1 E (e T− ) − d e in (2) . For that, we will appeal to the regularity of (V i ) i∈e . Let F * = F [[ ]\e] be the induced subhypergraph of F obtained by removing the vertices of e and all edges of F intersecting e. For a copy T * of F * in H, let ext(T * ) be the set of k-tuples K ∈ i∈e V i such that V (T *
Indeed, for every i ∈ e, the set W T * i consists of those vertices v ∈ V i with the property that V (T * )∪{v} spans a copy of F induced on V (F * )∪{i} in H. With this notation, we can bound the error term in (2) as follows:
where the ε-regularity was used for the last estimate. Indeed, for a fixed copy T * ⊆ H, we have
, so that we may appeal to (1) . Now, because of the choice of ε we have
and Lemma 10 follows from (2).
Quasirandom hypergraphs
In this section, we prove Theorem 4 according to the following outline. We first observe that a ( , d)-quasirandom (k-uniform) hypergraph H is (ε, d)-regular w.r.t. any disjoint family U 1 , . . . , U k ⊂ V (H) of large and equal-sized sets. As such, any partition U 1∪ . . .∪U within V (H) of ≥ k large equal-sized sets will satisfy the hypothesis of the counting lemma (Lemma 10), and will therefore contain the "right" number of copies of any hypergraph F ∈ L (k) . Applying this argument to a partition chosen at random then yields the "right" number of copies of F in H.
Proof of Theorem 4. Let k ≥ 2, d, γ > 0 and F ∈ L (k) on the vertex set {1, . . . , } be given. We set
and let n ≥ m 0 ( , k, γ/2, d)/ be sufficiently large, where the constants ε( , k, γ/2, d) and m 0 ( , k, γ/2, d) are given by Lemma 10. Let H be a ( , d)-quasirandom kuniform hypergraph on n vertices. Following the outline (above), let
To finish the proof of Theorem 4, consider an -tuple of mutually disjoint sets U 1 , . . . , U with |U 1 | = · · · = |U | = m, where m is a fixed integer satisfying n/ ≥ m ≥ n/ε. Then every k-tuple I ∈ [ ] k satisfies that (U i ) i∈I is (ε, d)-regular (as shown above), and so by the choice of ε in (3), we can apply the counting lemma for linear hypergraphs (Lemma 10) to U 1∪ . . .∪U . Consequently,
. Now, on the one hand, we note that there are . . .
where for the last step we use that n is sufficiently large.
Universal hypergraphs
In this section, we prove Theorem 7. The proof relies on the weak hypergraph regularity lemma, which allows us to locate a sufficiently dense and ε-regularpartite subhypergraph in any ( Moreover, let T 0 = T 0 (k, s, ε) be given by Theorem 9 applied with k, t 0 = s, and ε. We now define the promised constants as
and let n 0 be sufficiently large. Let H = (V, E) be a ( , d)-dense k-uniform hypergraph. The weak hypergraph regularity lemma yields a partition V 0∪ V 1∪ . . .∪V t , s ≤ t ≤ T 0 (s and T 0 defined above) which satisfies properties (ii ) and (iii ) of Theorem 9 (with ε defined above). We consider the following auxiliary, so-called reduced hypergraph,
is an edge in E R if, and only if, (V i ) i∈e is an ε-regular k-tuple. Hence,
where ex(t, K s -free k-uniform hypergraphs on t vertices (the inequality we used above is well-known). Consequently, R contains a copy of K (k) s , and we denote this copy by R s ⊆ R. Now, we 2-color the edges of R s according to the density of the corresponding k-tuple. More precisely, we color the edge e = {i 1 , . . . , i k } "sparse" if d(V i1 , . . . , V i k ) ≤ d 0 , and we color it "dense" otherwise. We now argue that R s does not contain a "sparse" copy of
q . Let i 1 , . . . , i q be the vertices of this clique, and set U =˙ q j=1 V ij . Since i 1 , . . . , i q spanned a "sparse" clique in R s , the number of edges e H (U ) can be bounded from above by
where we used the choice of d 0 and q and the fact that n is sufficiently large. Clearly, (4) violates the ( , d)-denseness of H, and so R s contains no "sparse" clique K
q . By the choice of s = r k (q, ), R s must contain a "dense" clique K (s) . Let i 1 , . . . , i be the vertex set of that clique. From the preparation above, H[V i1 , . . . , V is ] satisfies the hypothesis of the counting lemma for linear hypergraphs (Lemma 10), and therefore,
Non-universal hypergraphs
In this section, we deduce Corollary 8 from Theorem 7, according to the following outline. Since the given hypergraph H is not universal (for linear hypergraphs), Theorem 7 implies that there must be a subset U ⊆ V , of linear size, containing only "few" edges. We apply this observation repeatedly, obtaining a partition V 1∪ . . .∪V t of nearly the entire vertex set, where H[V i ] is "sparse" for every i ∈ [t]. This, however, implies that the number of edges of H intersecting at least two classes from the partition must be slightly larger than expected. Finally, this "extra" density will "survive" when we distribute the remaining vertices of H into V 1 , . . . , V t .
Proof of Corollary 8. Let integers ≥ k ≥ 2 and d > 0 be fixed. To define the promised constants t, β and ξ, we first consider a few auxiliary constants. Set c = d/4. Theorem 7 yields constants = ( , k, c), ξ = ξ ( , k, c), and n 0 = n 0 ( , k, c). Set
We now define the promised constants as
and let n 0 ≥ max{n 0 / √ ς, t/ς, 2kt} be sufficiently large.
Note that it suffices to prove Corollary 8 for hypergraphs H for which n is a multiple of t. Indeed, otherwise we could first remove constantly many (x = n (mod t)) vertices from H. For the resulting hypergraph H , we would obtain (1), and so distributing the removed x vertices appropriately into the corresponding cut of H implies τ t (H) ≥ d + β − o(1), where o(1) tends to 0 as n → ∞.
So, let H = (V, E) be a k-uniform hypergraph on n = mt ≥ n 0 vertices (for some m ∈ N) with at least d . In fact, a simple averaging argument shows that there must be such a set W with |W | = ςn . Repeatedly selecting disjoint such W yields a vertex partition V = V 0∪ V 1∪ . . .∪V t such that for all i ∈ [t],
Indeed such a partition exists, since (t − 1) ςn < (1 − √ ς)n (owing to the choice of t) and t ςn ≥ tςn − t ≥ (1 − √ ς)n − ςn (owing to the choices of t and n 0 ).
We now redistribute the vertices of V 0 among the classes V 1 , . . . , V t and obtain a partition U 1∪ . . .∪U t = V such that, for each i ∈ [t], |U i | = m = n/t and
Because of (5), we have ( √ ς + ς)k ≤ c/2, and so
where we also used that m = n/t ≥ 2k. Consequently, the number of edges which are not completely contained in any one of the sets U i is at least d n k − 2ct m k , and so
where we used the choice of c = d/4 and β = d/(4t k−1 ) and the fact that n is sufficiently large for the last inequality.
Concluding remarks
Subgraphs of locally dense graphs. The following question seems interesting already for graphs. Recall from Theorem 1 that a ( , d)-quasirandom n-vertex graph One may check that the answer to Question 1 is positive when F is a clique or more generally, a complete -partite graph for some fixed . If F is the line graph of a Boolean cube, then a result in [3] shows that the same follows.
Sidorenko [17, 18] made a related conjecture stating that any graph G with at least d n 2 edges contains at least (1 − o(1))d e F n v F labeled copies of any given bipartite graph F . Sidorenko's conjecture is known to be true for even cycles, complete bipartite graphs and was recently proved for a certain family of graphs including Boolean cubes [9] . Since our assumption in Question 1 is stronger than that made in Sidorenko's conjecture, the positive answer to Sidorenko's conjecture would also validate Question 1 for all bipartite graphs. To our knowledge, the smallest non-bipartite graph for which Question 1 is open is the 5-cycle.
Regularity and partial Steiner systems. In this note, we established that a fairly weak concept of regularity provides a counting lemma for linear hypergraphs. In order to extend this result to partial Steiner (r, k)-systems (k-uniform hypergraphs in which every r-set is covered at most once), a stronger concept of regularity will be needed. For example, when r = 3 ≤ k, one will need a concept of regularity for k-uniform hypergraphs H which relates the edges of H to certain subgraphs of K (2) |V (H)| (rather than to subsets of V (H)). Such concepts of regularity for k = 3 were considered in [6, 7] . For arbitrary r ≤ k, one will need that H should be regular w.r.t. certain subhypergraphs G (r) of K |V (H)| , and so on. This stronger concept of regularity is related to the hypergraph regularity lemmas from [8, 16, 21] .
Remark on Theorem 4. Note that the parameter in the concept of ( , d)-quasirandomness plays two roles. On the one hand, it "governs the locality", i.e., the size of the subsets to which the condition of uniform edge distribution applies. On the other hand, it "governs the precision" of that condition. The following result shows that, in fact, one can (formally) relax the condition on the locality, if the precision remains high enough (for graphs, a result similar in nature was proved in [13, Theorem 2] ).
Theorem 11. For all integers k ≥ 2, γ, d > 0, 1/k > ε > 0 and every F ∈ L (k) , there exist δ > 0 and n 0 so that any k-uniform hypergraph H = (V, E) on n ≥ n 0 vertices with the property that e H (U ) = (d±δ) |U | k for every U ⊆ V with |U | ≥ ε|V | contains (1 ± γ)d e F n v F labeled copies of F .
Theorem 11 can be proved in a similar way to Theorem 4, and so we omit the details. The main idea, however, is to show first that a hypergraph satisfying the assumptions of Theorem 11 is, in fact, ( , d)-quasirandom for some = (δ) with (δ) → 0 as δ → 0.
Non-universality and large cuts. For graphs, Corollary 8 has the consequence that if one selects, uniformly at random, a set I ∈
[t] t/2 (say, w.l.o.g., that t is even), then the set U = i∈I V i induces a cut larger than (d + β)(n/2) 2 = (d + β − o(1))(1/2) n 2 , for some small β > 0 independent of n (see [10, 12] 
