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Abstract
This paper studies the problem of routing and wave-
length assignment (RWA) in the wavelength division
multiplexing (WDM) all-optical networks without
wavelength conversion. A new multi-objective in-
teger linear program (MOILP) is proposed for the
RWA which seeks to maximize the carried tra±c,
minimize the cost, and minimize the required num-
ber of wavelengths. The MOILP is solved by a
multi-objectibve genetic algorithm (MOGA) which
combines gentic algorithms with the concept of
Pareto optimality. MOGA treats design criteria as
equally important objectives and uses no weighting
during optimization. This make it possible to pro-
vide network designer with a number of near optimal
trade-o® solutions. The simulation results for the
case study, a six-node ring network, are presented.
1 Introduction
All-optical networks based on wavelength division
multiplexing (WDM) have emerged as a promis-
ing technology for network operators to response to
an increased demand for broadband service. All-
optical networks consist of optical ¯ber connect-
ing and nodes. Each node has a dynamically con-
¯gurable optical switch or router, which supports
wavelength based switching or routing. Since there
are no electro-optic or opto-electronic conversion,
all-optical networks greatly increase the thought-
put capacity and are transparent to bit rate, proto-
col, modulation formats[1]. This enables the optical
layer to support a variety of higher layers concur-
rently, like SONET and ATM.
In contrast to the time division multiplexing
(TDM) technology, WDM networks transmit data
simultaneously at multiple carrier wavelengths over
a ¯ber. These wavelengths are spatially separated
so they do not interfere with each other. The Inter-
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national Telecommunications Union(ITU) has stan-
dardize a set of wavelengths for use in WDM net-
works [1]. The channels are to be placed in a
100GHz grid with a nominal center frequency of
193.1THz ( 1552.52nm ) in the middle of the 1.55
¹m ¯ber and Erbium-doped ¯ber ampli¯ers (EDFA)
passband. The usable EDFA band is form 1530
nm to 1564 nm, which allows us to place a maxi-
mum of 43 channels in the 100 GHz grid. Although
the number of wavelengths available may be limited,
the network can still provide enormous capacities by
reusing wavelengths in the networks as long as there
is no two channels using the same wavelength in the
same ¯ber link. Moreover, to overcome the wave-
length continuity constraint, which requires the same
wavelength being used along a lightpath between
the source and destination, and to further reduce
the blocking probability, wavelength converters may
be adopted at the intermediate nodes. The wave-
length converter is a device that takes in data at one
wavelength and outputs it on a di®erent wavelength.
However, the wavelength converters are costly and
will introduce distortion on signals. It is desirable
to use minimum possible number of converters. In
this paper, we only consider the networks without
wavelength converters.
The routing and wavelength assignment (RWA)
is an important issue in WDM optical networks. It
can be describe as follows [5]: Given a set of re-
quests for all-optical connections or lightpaths be-
tween access node pairs, (1) ¯nd routes from the
source nodes to their destination nodes and, (2) as-
sign wavelengths to these routes. Normally, we con-
sider two types of RWA: the static RWA problem
which assumes that all the lightpaths to be estab-
lished in networks are know initially and the dy-
namic RAW problem in which lightpath requests are
Poisson process. Solving RWA is equivalent to se-
lecting a virtual lightpath topology over the a phys-
ical topology of ¯ber link such that the network per-
formance is optimized.
This paper is organized as follows. In Section 2,
1a survey of RWA problem is presents. In Section 3, a
new optimization formulation with multiple design
criteria is proposed for the dynamic RWA problem.
In Section 4, the multi-objective genetic algorithms
for solving this problem are discussed in details. Fi-
nally, the simulation results for a ring network are
shown in section 5.
2 RWA Problem
RWA and its variants have attracted great atten-
tion, with a variety of solution approaches includ-
ing heuristics, genetic algorithms and mathematical
programming. It is well known that the RAW can
be formulated as an integer linear program (ILP)
[12]. The ILP problem is non-convex in nature.
By relaxing the integrality, ILP can be converted to
a linear program (LP) which can solved by widely
available LP software. Ramaswami and Sivarajan
[2] proposed an integer linear program (ILP), which
seeks to minimize the maximize carried tra±c in
the optical network. Lee et al. [9] presented a new
ILP formulation to minimize the number of used
wavelengths. The LP relaxation of this ILP gave
tight lower bounds on the optimal wavelength re-
quirements both theoretically and computationally.
However, RWA problem is known to be NP-hard
[1]. The number of variables and equations of ILPs
grows exponentially with the increasing size of the
network. Therefore ILP is practically solvable only
for small networks. For larger networks, heuristic
and genetic solutions are more e±cient.
Heuristic methods solve RWA problem by evalu-
ating past experience and moving by trial and error
to a solution. There are numerous variations for
heuristic methods. Given the ¯xed number of wave-
lengths, Zhang and Acampora [3] shown a greedy
allocation algorithm which iteratively attempts to
assign each wavelength to as many connections as
possible without violating the physical constraints.
The performance index they used is the blocking
probability which is obtained through extensive sim-
ulation by generating calls randomly. Based on the
ILP model of [2], Wuttisittikulkij and O'Mahony
[14] developed two heuristic algorithms to allocate
wavelengths in ring networks. One is simple, fast
yet less consistent. Another which adopts an itera-
tive improvement scheme was proved to be e®ective
and robust for various tra±c conditions. Rodriguez-
Dagnino et al. [11] studied the performance of two
heuristic optimization techniques, simulated anneal-
ing and stochastic ruler, aiming for minimizing the
packet average delay.
Genetic algorithms (GAs) are biologically in-
spired, non-gradient based, global searching meth-
ods [16]. As a robust (quasi)optimization solution,
GAs work in encoded problem space and have no
guarantee of optimality. GAs can therefore be con-
sidered as heuristic methods. The loss of optimality
is compensated by signi¯cant reduction in compu-
tational cost, which makes GAs very attractive for
optimization of NP-complete problems like RWA. In
[6], Sinclair described a genetic algorithm/ heuris-
tic hybrid method with operator-probability adap-
tation for minimum cost routing and wavelength al-
location of WDM all-optical networks. In [5], Vi-
jayanand et al. applied the GA to achieve near op-
timal placement of wavelength converters resulting
in reduced blocking probability.
All studies as described above solve RWA based
on only one objective. On the other hand, the de-
sign of real networks usually involve multiple, even
competing objectives and constraints. For exam-
ple, reducing the number of wavelengths used will
decrease the carried tra±c of networks. Although
some do solve RWA based on multiple criteria, those
objectives are always combined into a single cost
function by weightings before optimization. Like in
[8], the total ¯ber cost and the network utilization
factor of wavelengths are combined by weighting to
form a single goal function, which was then mini-
mized by genetic algorithm and simulated annealing
respectively. Apparently, the ¯nal solution heav-
ily depends on the selection of weightings. When
there exist many competing objectives in RWA, this
dependence will become problematic in practice be-
cause the best set of weightings is not priorly known!
The whole design iteration will become ine±cient
due to tremendoustrial-and-error. Furthermore, the
method of using weighting only gives a single solu-
tion each iteration which will not clearly uncover the
interaction among competing objectives. While in
designing routing scheme and wavelength allocation
for a given optical network, it is desired to provide
the decision maker with a number of \trade-o®"
solutions which are the optimal hyperplane before a
¯nal solution is chosen.
The Pareto optimality de¯nes the optimal so-
lution as a trade-o® hyperplane in the multi-
dimensional objective space. It eliminates the
weightings during the optimization. Combined with
concept of Pareto optimality, an advanced version
of GAs called multi-objective genetic algorithms
(MOGA) is very e®ective in solving the optimiza-
tion problem with multiple objectives [16].
23 A Multiobjective Formula-
tion
Based on the study by [2] [14], a new RWA formu-
lation with multiple objectives is proposed in this
section. Consider a undirected network N with a set
of links L. The number of ¯bers on links is an jLj-
dimension column vector F = (fi) 2 ZjLj£1 whose
element fi is the number of ¯bers on link i. Let
D denote the set of source-destination (s-d) pairs in
the network. The o®ered tra±c is a jDj-dimensional
vector R = (rd) where rd is the required connec-
tions for each s-d pair d 2 D: Let P denote the
set of possible paths can be routed. Let W be the
set of available wavelengths that is large enough to
support all the required connections, for example
jWj =
P
d2D rd [9]. Since there is no wavelength
converter is used, wavelength continuity constraint
is applied.
Let A = (aij) 2 ZjPj£jDj be the path s-d pair
incidence matrix, i.e.,
aij =
½
1; if path i is between s-d pair j
0; otherwise :
For large networks, the number of possible routes for
each s-d pair may become very large. To make the
routing tables small in this situation, the number of
candidate routes is limited to K shortest routes by
applying Dijkstra's algorithm.
let B = (bij) 2 ZjPj£jLj be the path-link inci-
dence matrix, i.e.,
bij =
½
1; if link j is on path i
0; otherwise :
The outcomes of route and wavelength assign-
ment can be expressed as a path-wavelength matrix
X = (xij) 2 ZjPj£jWj where
xij =
8
<
:
k; if k light connections are set up
along path i and on wavelength j
0; otherwise.
Then let Y = (yi) 2 ZjPj be the path connection
vector where yi is the actual number of connections
set up along path i, i.e.,
yi =
jWj X
j=1
xij:
Let U = (ui) 2 ZjWj be the wavelength usage index
vector where
ui =
½
1; if wavelength i is used;
0; otherwise.
Let C = (ci) 2 ZjLj be the cost index vector where
ci is the cost associated with link i. The cost can be
the ¯ber cost, ¯ber length or transmission delay.
The overall RWA problem can be expressed as:
objectives maximize the carried tra±c
max (ªcf =
jPj X
i=1
yi),
minimize the required number of wavelengths
min (ªw =
jWj X
i=1
ui),
and minimize the overall cost
min (ªc =
jLj X
i=1
ci)
subject to capacity constraint
BTX ¹ F11£jWj
tra±c demands constraint
ATY º R
non-negative integer constraints
T º 0 integer vector
U º 0 integer vector
This is a multi-objective integer linear programming
(MOILP) problem, which is hard to solve even by
LP approximation due to the large number of vari-
ables and constraints, especially for a large network.
4 Multiobjective Genetic Al-
gorithm
GA is a biologically inspired global searching
method. The basic concepts were developed by
Holland[15], Goldberg [16] and Michalewicz [18]. A
simple GA is an iterative procedure starting with
a randomly generated population of candidate solu-
tions. For the current generation, each candidate is
¯rst evaluated via the ¯tness which is a real num-
ber quantifying its quality with respect to the tar-
geting problem. The Roulette-wheel-like selection is
more likely to pick up candidates with higher ¯tness
values into a parents pool. The selected solutions
(parents) are then processed by applying crossover
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Figure 1: A six-node ring all-optical network
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Figure 2: The °ow chart of MOGA with elitism and
random imigrants
which pairs up the parents and exchanges some of
their parts pairwisely. Finally, Mutation performs
a slight perturbation to the resulting solutions. On
the basis of these genetic operators and the evalu-
ations, the better new generation of candidate so-
lutions are formed. The convergence of GA can be
proved by Schema Theorem [16]. To deal with mul-
tiple non-commensurable objectives, several multi-
objective genetic algorithms (MOGA), which are
GAs combined with the concept of Pareto optimal-
ity, have been proposed. A good review on MOGA
can be found in [20].
The °ow chart of the MOGA used in this paper
is shown in Figure 2. The details are described in
below. A summary of this MOGA is given at the
end of this section. For illustration, a simple six-
node ring is used as an example.
Encoding mechanism Binary coding is used in
this paper. For the ring example as shown in Figure
1, the routing is quite easy because there are only six
links and each s-d pair only has two possible routes.
Table 1: Routing table
# [s-d pair] path link coding
1 [1-2] P1 l1 100000
P2 l2l3l4l5l6 011111
... ... .... ....
15 [5-6] P29 l5 000010
P30 l1l2l3l4l6 111101
Table 2: Encoding table: a chromosome in matrix
form
wavelength s-d pair i.d.
layer 1 2 ... 15
W1 10 11 ... 00
W2 01 10 ... 01
W3 11 00 ... 10
::: ... ... ... ...
W6 00 01 ... 00
Thus, there are 30 possible paths for total 15 s-d
node pairs. A routing table is constructed as shown
in Table 1. The bit associated with a physical link
is one if that link is used in a path. In the other
word, each path is represented by a six-bit vector.
Thus path s-d pair matrix A is a 30-by-15 matrix
and the path link matrix B is a 30-by-6 matrix.
Assume there are 6 possible wavelengths. To
fully use the computation capability of MATLAB, in
stead of using the conventional 1-dimensional vector
form, the chromosome is naturally in matrix form.
Each row corresponds to a wavelength layer and
each column represents a lightpath scheme for a s-d
pair. Since there are two possible path, each s-d pair
uses two bits to encode the lightpath connection for
every wavelength layer. For the chromosome shown
in Table 2, s-d pair 1 uses path P1 on wavelength
W1, path P2 on wavelength W2, and both P1 and
P2 on wavelength W3. Note that P1 and P2 have
no overlap on physical links so they can use the
same wavelength. The overall chromosome is just
the transpose of path-wavelength matrix X 2 Z30£4
which represents a candidate solution for the RWA.
Before
crossover
After
crossover
2 parents 2 children
Figure 3: A 2-dimensional crossover operator
4Crossover To handle the crossover for these ma-
trix chromosomes, a 2-dimensional crossover opera-
tor is proposed (Figure 3). That is, a vertical line is
chosen uniformly between 1 and 29 to split matrix
into two parts. Similarly, a horizontal line is cho-
sen independently. After exchanging two diagonal
parts, every two parents generate two children.
Cost functions Since GA is a population-based
probabilistic optimization method and does not re-
quire the convexity of search space, so the cost func-
tion can be freely chosen, for the convenience of de-
signer. The cost functions associated design objec-
tives and constraints are de¯ned as
J1 = 1=ªcf
J2 = ªw ¡ wmin =
jWj X
i=1
ui ¡ wmin
J3 = ªc =
jLj X
i=1
ci
J4 =
X
ij
Q[(BTX)ij ¡Fi]; i = 1;:::;jLj
i = 1;:::;jWj
J5 =
X
i
Q[Ri ¡(ATY )i] ; i = 1;:::;jDj
where function
Q[a] =
½
a a > 0
0 a 0 0 (1)
where wmin is a reasonable lower limit of the re-
quired number of wavelengths. J4 deals with the
capacity constraint for a given F and J5(K) han-
dles the tra±c demand constraint with a given R.
J4(K) and J5(K) are called constraint cost func-
tions which will be zero if the candidate solution K
satis¯es all constraints. This is proved to be a better
scheme [19] to handle constraints than the check-
kick scheme which turns down solutions violating
constraints and then regenerates a new one. The
original constrained MOP is converted to a uncon-
strained MOP whose target is to minimize the cost
vector J(K) = fJ1(K);:::;Ji(K);:::;J6(K)g over K.
J(K) is also called the vectorial performance index.
Pareto optimality and Pareto Ranking The
concept of Pareto optimality eliminates the use of
weightings and makes it possible to provide mul-
tiple optimal solutions to decision maker. The vec-
tor J(K1)=fJ1(K1);:::;Jn(K1)g is said to dominate
vector J(K2)=fJ1(K2);:::;Jn(K2)g if and only if
J(K1) is partially less than J(K2), denoted as
J(K1) <p J(K2), more precisely
(8i)Ji(K1) 0 Ji(K2) ^ (9i)Ji(K2) < Ji(K1): (2)
A solution K1 is Pareto optimal if and only if there
is no K2 such that J(K1) <p J(K2). Pareto opti-
mal solutions are also called non-dominated or non-
inferior set, which are a set of Kj such that
(J(Ki) ¥p J(Kj)) ^ (J(Kj) ¥p J(Ki)); 8i 6= j:
(3)
All Kj in the Pareto optimal set have the similar
vectorial performance and thus are so-called \the
equally best solutions" among the current genera-
tion K = [K1;:::;Knpop]. Therefore they are as-
signed the same rank of 1. The ¯nal solution of
a MOP depends only on the vectorial performance
and on the preferences of the decision maker, and
not on any subsequent optimization. Based on (2)
(3), a Pareto ranking [19] is performed as follows
1. Sort K = [K1;:::;Kj;:::;Knpop] from the
least to the largest according to jjJ(Kj)jj1 = Pn
i=1 Ji(Kj): The sorted vector is denoted as
Ks. Let RNK=1.
2. Use the ¯rst entry of Ks, K1
s, as criterion.
Take out any Kj
s from Ks and put it into
a dominated vector ©d if J(K1
s) <p J(Kj
s),
j = 2;:::;length(Ks).
3. Move out K1
s from Ks and put it into a Pareto
optimal set ªp.
4. Let the remaining candidate solutions in Ks to
form a new Ks, then repeat 2 to 4 until all
dominated solutions are removed.
5. Assign all entries in ªp with the same rank,
RNK. Empty ªp.
6. Replace Ks with ©d, i.e. Ks = ©d.
7. RNK = RNK + 1 and repeat 2 to 7 until the
entire population is ranked,
Rank-based ¯tness assignment Every candi-
date solution K is assigned a ¯tness value f(K)
which is the measurement of solution quality. For a
candidate solution in MOGA, the smaller the rank
number, the better the vectorial performance. By
selection, the MOGA is biased to the solution with
higher ¯tness value. Therefore the ¯tness assign-
ment is such a mapping that maximizing the ¯tness
f(K) is equivalent to minimizing the cost vector
J(K);i.e. maximizing the vectorial perform of K.
In this paper, a simple exponential mapping is used
f(K) =
1
rank(K(t))
(4)
5Fitness sharing Although all \equal good" so-
lutions are assigned the same ¯tness, their actual
choice to be selected as parents may di®er due to
the random nature of selection. This imbalance can
be accumulated with the evolutions and result in
the population drifting towards an arbitrary region
of the trade-o® surface, a phenomenon known as ge-
netic drift [17]. Fitness sharing is a mechanism to
counteract the genetic drift by re-distributing the
¯tness among the candidate solutions with the same
rank. In this paper, the sharing function is de¯ned
as
f(Kj) =
D(Kj)
P
j D(Kj)
f(Kj) (5)
where D(Kj(t)) is the total mutual geometric dis-
tance in search space from Kj(t) to all other indi-
viduals with the same rank. This function penalizes
the ¯tness of individuals in popular neighborhoods
and is in favor of more remote individuals. Note that
the geometric distance is only a way to measure the
likeness of those individuals, so other indexes that
¯t in this category will have a similar e®ect.
Elitism and random migrants To increase the
converging rate of MOGA, the elite (individuals
with the Rank 1) of current generation are directly
copied to the new generation, which will be e% of
total population. (95 ¡ e)% individuals are gener-
ated from selection/crossover/mutation process. As
a complementary mechanism of mutation, the re-
maining 5% are generated randomly to preserve the
population diversity.
The MOGA used in this paper is summarized as
following
1. Generate routing table (Table 1 ): ¯nd the K
shortest paths for each s-d pair by Dijkstra's
algorithm,
2. The MOGA randomly, uniformly generate the
¯rst generation with npop individuals (candi-
date solutions), [K1(1);:::;Kj(1);:::;Knpop(1)]
3. For each individual Kj(t) in the current (t)th
generation, decode according to routing table
then calculate the cost function vector J(Kj(t))
= fJ1(Kj(t));:::;Ji(Kj(t));:::;Jn(Kj(t))g.
4. Pareto ranking of [K1(t);:::;Kj(t);:::;Knpop(t)]
according to J(Kj(t)).
5. Assign ¯tness to Kj(t) based on its ranking ,
f0(Kj(t)) = 1
rank(Kj(t)), and apply ¯tness shar-
ing, f(Kj(t)) =
D(K
j) P
j D(Kj)f0(Kj(t)).
Table 3: MOGA con¯gerations
population size npop 300
crossover probability 1
# of crossover points 2
mutation probability 0.02
# tournament selection 3
Elitism (up to) % e% 40%
random migrants % 5%
number of generations ngen 200
6. Directly migrant theelite, individuals with rank
1, to the (t + 1)th generation. This makes up
e% of total population npop, where e% is up to
40%.
7. Apply the tournament selection [16] to generate
npop ¢ (95 ¡ e)% parents from the (t)th gener-
ation. Two-point crossover is used to produce
npop¢(95¡e)% new individuals from these par-
ents. Apply mutation to these new individuals.
8. Randomly generate 5% of total npop individ-
uals in the search space -K for the (t + 1)th
generation.
9. Set [K1(t+1);:::;Kj(t+1);:::;Knpop(t+1)] as
the current generation. Should this new gen-
eration achieve the optimization goal, stop the
MOGA; otherwise go to step 3.
5 simulation
Simulation was performed on the previous six-node
ring example. Consider a deterministic tra±c, i.e.,
rd = 1, d = 1;:::;15. Assume maximum number of
available wavelengths jWj = 6 and wmin = 2. Each
link has only one ¯ber, Fi = 1, and an associated
cost ci = 1, i = 1;:::;6. All proposed algorithms
were implemented in MATLAB and C. The param-
eters of MOGA is listed in Table 3. One MOGA
simulation took a PIII 550 PC 13 minutes to turn
out a ¯nal Pareto set which contains 13 solutions.
One of the optimal solutions Kopt is shown in Table
4 with a cost vector J(Kopt) = f0:0667;5;27;0;0g.
Five wavelengths were used and total 1
0:0667 = 15
connections were established. Figure 5 shows the
average ¯tness value versus the evolution process.
It should be point out that although heuristic oper-
ators were not used in this paper, they will be com-
bined with MOGA as a future work because they
have been proven to be e®ective to enhance the per-
formance of GAs [7].
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Table 4: One of the optimal solutions
paths (1,2,...30)
W1 000000000100001000000000000000
W2 001000010000000000100000100000
W3 000000000010000001001000000010
W4 100001000000100000000000000000
W5 000000000000000000000001001000
W6 000000000000000000000000000000
6 conclusion
A review of RWA algorithms was presented. A
new multi-objective integer linear programming
(MOILP) formulation of RWA was proposed. The
use of a multi-objective genetic algorithm(MOGA)
for solving this MOILP has been described. A case
study of ring network shown the e®ectiveness of pro-
posed methods. Although proposed MOGA was
only applied on a very simple network, it is gen-
eral algorithm and can be applied to any RWA in
optical networks.
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