Abstract. An inverse polynomial has a Chebyshev series expansion 1/ k j=0
Introduction and Scope
The Chebyshev polynomials T n (x) are even or odd functions of x defined as [1, (22. where the Gauss bracket [.] denotes the largest integer not greater than the number it embraces. The reverse formula is [7, p. 412] (1.2)
where the prime at the sum symbol means the first term (at j = 0 and even n) is to be halved. i.e., computation of the coefficients (1.10) a n = 2 π
given the sets {b j } or {d j } that define the original function. Both sets are related via [24, (3) f n T n (x) and (1.14)
are related as (1.15) f 0 = g 1 , 2f n−1 = g n−2 + g n , n ≥ 2.
Chapter 2 explains how the a n of (1.10) could be computed supposed the inverse polynomial has been decomposed into partial fractions. Chapter 3 provides a recursive algorithm to derive high-indexed a n (n ≥ k) supposed the low-indexed a n are given by other means. Chapter 4 touches on a (standard) integral-free method to compute approximate low-indexed a n , and Chapter 5 deals with a specific inverse problem -which is finding the b j from partially known a n -related to polynomial approximants with minimum relative error.
The Case of Known Partial Fractions
The straight way of computing the Chebyshev series uses the decomposition of 1/ d j x j into partial fractions [11, 2.102 ], which reduces (1.9) to the calculation of the a n,s in
where z is a root of the polynomial,
Sign flips of z and x in (2.1) show that (2.3) a n,s (−z) = (−) n+s a n,s (z).
The case of s = 1 has been evaluated earlier [13, (A.6) 
The branch cuts of (z 2 − 1) 1/2 must be chosen such that |w| > 1.
Example 2.1.
consists of two terms, (2.6) a n,1 (i) = − √ 2i
which recombine with the two factors i/2 and −i/2 to [22, (3.4 
and (1.5) becomes
Higher second indices s of the a n,s are obtained from (2.1) by repeated derivation w.r.t. z,
with Pochhammer's Symbol defined as [1, (6.1.22 
The formula
in conjunction with the method quoted by Cody [7, (4.8) ] [17, (25) ] yields
One needs (2.13) and (2.16) to start the recurrence (2.15) and to obtain all coefficients in (2.1) for a particular z.
Remark 2.4. (2.16) may be generalized to
and with (1.2) and (1.4) to
Example 2.5. An example of degree k = 3 is
The root at z = 4 yields
from (2.4) and
from (2.13). The root at z = −5 yields 
The roots at z = ±i(2m − 1) yield
and the combined total is (2.27)
so the (linear) propagation of the absolute relative error in the root z to the error in the coefficient a n,1 is
sm , with l different roots of multiplicities s m , decomposes the square root of the polynomial into a l-fold product of series of the prototypical forms
is related to Complete Elliptic Integrals of the Second Kind E in the notation of [1, (17.3.4) ]. The q n (z) with n ≥ 1 follow recursively using [1, (17.1.4) ]. In particular, one may expand T n (x) in terms of P
for the Chebyshev coefficients of √ 1 − x. See [23] for an application.
Recurrence of Expansion Coefficients
The T n in (1.10) may be decomposed into a unique product of a polynomial by the denominator plus a remainder of polynomial degree less than k. [The dependence on x is omitted at all T n (x) for brevity.]
Expansion with (1.4) yields a system of linear equations for the vector of the unknowns d
The (n + 1) × (n + 1) coefficient matrix A r,c (row index r and column index c from 0 to n) is an upper triangular matrix. It hosts a k × k unit matrix in the upper left corner, and is symmetric w.r.t. the minor diagonal that stretches from A 0,k to A n−k,n :
This works with the auxiliary definition (3.5)
Insertion of (3.1) into (1.10) yields (3.6) a n = 2d
which means that entire sequence a n can be generated recursively from its first k terms, if the d
are generated at the same time via (3.2) or an equivalent method. Iterated full solution of (3.2) can be avoided through recursive generation of the set {d
where the auxiliary definitions
are made to condense the notation.
Proof. Multiply (3.1) by 2T 1 and use (1.4) as
Rewrite the last term in the previous equation
and subtract T n−1 for identification of the d 
2 = 1. in (3.1). The formulas (3.7)-(3.11) predict at n = 2 (3.19)
With these, (3.6) gives at n = 3 (3.20)
which is correct since
The next step of the recursion is (3.22)
0
which is also correct with (3.24) a 4 ≈ 0.00002159.
Approximation by the Truncated Chebyshev Series
Approximationsâ n to the a n of (1.9) may be calculated assuming that the a n are negligible beyond some index N :
If this equation is multiplied by 2 b j T j , and we stay with (3.5) to keep the notation simple,
If the coefficients in front of T 0 to T N are set equal on both sides, a system of linear equations for theâ n ensues:
where the coefficient matrix B r,c is symmetric and has a band width of 2k + 1:
This gives access to a set of approximate, low-indexed a n with no need to evaluate integrals nor reference to the roots of b j T j . The algorithm may be extended to the division problem of finding theâ n from given f n in
with the right hand side in (4.3) replaced as follows:
B r,câc = f r , r = 0, 2f r , r = 1, 2, 3, . . . n/2 ∞ s=n/2 J 2s+1 (π/2), n even, 0 , n odd.
(Schonfelder [24] lists 2f 2n for n ≤ 16.) If we approximate f (x) by the polynomial
via (4.9) at N = 8 predicts the relative error 
Chebyshev Approximation for the Relative Error
The previous example of a truncated Chebyshev series had a maximum absolute error estimated at As an inversion of the problem of Sec. 4, the matrix B in (4.9) is presumed unknown (up to some symmetry), and the first k+1 elements of the vectorâ c and all elements of f r are known. The rationale is that removal of the ripples of T 1 (x) to T k (x) from the quotient expansion leaves a quotient with an appropriate number of "critical" points required by the alternating maximum theorem [7, 19, 28] . 
Finding the constituents b j of B that solve the bi-linear equation (4.9) may proceed with a vectorized first-order Newton method as follows:
• Chose a start solution b j , for example the obvious
• Compute theâ n (n = 0, . . . , N ) from b j by solving the linear system of equations (4.9).
• Compute an approximate (N + 1) × k Jacobi matrix
. . . 
for the first-order differences ∆ j . This equation is the first-order Taylor expansion ofâ l as a function of the b j set to the target (5.1) for this update. The k × k coefficient matrix ∂â l /∂b j is a square submatrix of the Jacobi matrix calculated in the previous step.
• Return to the second bullet for the next cycle until theâ 0 toâ k are sufficiently close to (5.1).
Remark 5.2. This algorithm involves only f 0 to f N , but no higher order approximants to f (x). It therefore adapts a polynomial of degree k to a polynomial of degree N .
Example 5.3. The error terms (4.17) for the polynomial
after one Newton iteration, reducing the relative error to ′ 8 n=0 |â n |−1 ≈ 0.000119. During further iteration cycles the relative error stays about the same because it is dominated byâ 6 T 6 (x) which is out of reach of the polynomial base with k = 4. Example 5.5. g(x) = cos( π 2 x) has the expansion coefficients [5, 18, 24] (5.8)
The approximation g(x) ≈ ′ k n=0 g n T n (x) has an estimated maximum absolute error of N n=k+1 |g n | ≈ 4.7 · 10 −8 for the polynomial of degree k = 8 evaluated at N = 16. Because g(x) is zero at both ends of the interval [−1, 1], the algorithm does not find polynomials k j=0 b j T j (x) with a uniformly convergent Chebyshev expansion of the relative error-anyâ n obtained depend strongly on N . We therefore "lift" both zeros by looking at f (x) = cos(
2 ) instead, which has the expansion coefficients (5.14)
Truncation after T 16 (x) yields an estimated maximum absolute error of A set of b j in
found that way is also a starting point to calculate the solution with the minimax property of the relative error: This locates the local minima and maxima of R(x), computes the mean of their absolute values, and iteratively adjusts the b j such that the absolute values of the new alternating extrema equal that mean. The corrections ∆ j to the b j can be computed by expansion of (5.15) to first order in ∆ j keeping the abscissa of the extrema fixed, which ends up in a linear system of equations for the ∆ j .
Example 5.9. An IEEE "double" precision accuracy of f (x) = sin( 0.5871793257572873247522307·10
The actual relative error of this approximation is shown in Fig. 1 
Summary
Besides some generic algorithms to compute the Chebyshev series of inverse polynomials, there are two specific aspects that facilitate this task: (i) the expansion coefficients can be derived from the partial fractions of the inverse polynomial. (ii) Expansion coefficients with indices larger than the polynomial degree are recursively linked to those of lower order. (iii) An algorithm has been presented which derives a polynomial of a given degree such that the first terms of the Chebyshev expansion of the relative error of a given function represented by this polynomial vanish. The four coefficients α i that span (D.12) 
