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Abstract 
In this paper, we develop a special framework on a number of networks that exhibit some spe- 
cific characteristics and belong to a subclass of the Cayley-graph-based networks. Subsequently, 
we show how this framework can be used to construct on all the applicable networks a spanning 
subgraph, denoted by BSG, that possesses several special properties. This spanning subgraph con- 
stitutes the basic tool for the development of algorithms for three fundamental communication 
problems on interconnection networks, namely, the multinode hroadccusting, and the single-node 
and multinode scattering. The algorithms are developed in the store-and-jorwrd, u&port, and 
bidirectional communication model and are analyzed according to the constunt cost model. 
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1. Introduction 
One method to develop communication algorithms on interconnection networks is by 
the embedding of directed spanning trees or subgraphs with special properties. The root 
of the spanning tree or subgraph is the origin of the messages while its edges are used 
to direct the flow of the messages in the network. In this paper, we develop a special 
framework on a number of networks that form a subclass of the Cayley graph based 
networks. This framework is used to construct on all the applicable networks a spanning 
subgraph, denoted by BSG, that possesses several special properties. The importance 
of the BSG subgraph is demonstrated with the development of algorithms for three 
fundamental communication problems on interconnection networks, namely the multi- 
node broadcasting, and the single-node and multinode scattering. A major contribution 
of this work is to show that networks which exhibit diversity with respect to properties 
that are considered to be important, such as, number of nodes, connectivity, diameter, 
average diameter, etc., can often be treated similarly. 
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In the multinode broadcasting (also called gossiping [8], or all-to-all broad- 
casting [9]) problem each node holds a group of messages that needs to be trans- 
mitted to all the other nodes in the network. Single-node scattering (or one-to-all 
personalized communication [9]) is the problem of a single source node transmit- 
ting distinct groups of messages to each other node in the network. Finally, we 
consider the single-node scattering problem, simultaneously executed from all nodes 
of the network, i.e., multinode scattering (or all-to-all personalized communication 
[9]). We study these problems in the store-and-forward model, meaning that a node 
must receive an entire message before it can process it and retransmit it. Further- 
more, we assume that each node can exchange messages with all of its neighbors 
simultaneously, i.e., the all-port model. Finally, the communication is bidirectional, 
i.e., an edge can be used for message transmission in both directions at each time 
step. All the algorithms are analyzed with respect to the constant cost model. In this 
model, messages have unit length and it takes one time step to transmit a message on 
an edge. 
The BSG spanning subgraph is constructed so that it possesses several special prop- 
erties that are essential for the development of algorithms for the aforementioned com- 
munication problems. For the single-node scattering problem, where there is a single 
source node and the edges incident to it constitute a bottleneck for the transmission of 
its messages, the BSG subgraph offers the capability to transmit an equal number of 
messages over each edge incident to the source node. For the multinode broadcasting 
and scattering problems, where all nodes of the network are sources of messages, BSG 
allows messages originating at individual nodes to be perfectly interleaved, so that no 
two messages contend for the same edge at any time step during the execution of 
the algorithm. Furthermore, it is guaranteed that all edges of the network participate 
in message transmission at each time step of the algorithm, and as a consequence, 
full utilization of the network edges is achieved. These properties, combined with the 
fact that each message follows a shortest path to its destination, guarantee that the 
algorithms terminate in the minimum number of time steps. 
The communication problems considered in this paper have been studied under a 
variety of communication models. For a collective survey of results on these prob- 
lems the reader is referred to [8]. A survey of more recent results can be found 
in [6]. The method of constructing spanning trees or subgraphs for the development 
of communication algorithms has been used in the past by a number of researchers 
[l-5,9,13]. Spanning subgraphs with properties similar to BSG have been constructed 
on specific networks, such as the binary hypercube [l, 91, the star [2], the gener- 
alized hypercube [5], and the multidimensional torus [4]. It is the first time in this 
paper that the problem of constructing a spanning subgraph with the properties of 
BSG is treated in a general group theoretic context. As a result, a general frame- 
work is developed that allows the characterization of a subclass of the Cayley graph 
based networks on which BSG can be constructed, based on the definition of the 
rotation automorphism. A representative list of eight networks on which the frame- 
work is applicable is presented and the rotation automorphism, which is the key to 
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the construction of BSG, is defined on these networks. A general algorithm is given 
which constructs the BSG spanning subgraph on any network that admits the de& 
nition of a rotation automorphism. Furthermore, algorithms that operate using BSG 
are described for the communication problems under consideration. A method for the 
splitting of messages, that guarantees the optimality of the algorithms and the equal 
exploitation of all network edges for the transmission of messages, is also presented 
for the first time. The generalization presented in this paper is important because it 
shows that a variety of networks with different topological characteristics can often be 
treated uniformly. 
The remainder of this paper is organized as follows: following the introduction to 
the subject, in Section 1, Section 2 presents the generalized framework. In Section 3, 
we list eight representative networks on which this framework is applicable. The BSG 
spanning subgraph is constructed in Section 4, and the communication algorithms are 
presented in Section 5. Finally, we conclude in Section 6 with a summary of the results. 
2. The generalized framework 
In this paper, a communication network is modeled by a symmetric graph G = ( V, E), 
where V is its node set and E = {(v, u): v,u E V} is its edge set. Furthermore, we use 
the following notation: 
~ N denotes the number of nodes in a network. 
~ ij denotes the degree of a network, that is the number of edges incident to each node. 
This notation is sufficient since we only consider regular networks, i.e., networks 
with the same number of edges incident to each node. 
_ D denotes the diameter of a network, that is the length of the shortest path between 
its most distant nodes. 
~ D,, denotes the average distance of a network which is produced if we sum the 
distance between all pairs of nodes and divide by N(N - 1). 
_ the ordered pair (c, u) denotes the directed edge from node L’ to node U. 
All of the networks we consider belong to the class of symmetric Cayley digraphs 
and can be defined on permutation groups. 
Definition 1. Given a permutation group Y -, produced by a set of n distinct symbols 
.Y, and a set of permutations 9 = {gl,gl,. , gj} that does not contain the identity 
and for which 9?= ‘9-l (i.e., if g E 9 then g-’ E 9), a symmetric Cayley digraph is 
defined so that its node set V’ 1s the subgroup generated by 9 and its edges are the 
couples (c, (J o 1’) for 2’ E Y^’ and y E ?f (by o we denote the operation of permutation 
composition). A symmetric Cayley digraph is denoted by 9 = (1 ., Y “, 9). 
In what follows, we refer to the class of symmetric Cayley digraphs simply as Cayley 
graphs. These graphs are node symmetric, meaning that there is an automorphism 
that maps each node to any other node of the graph. Without loss of generality, we 
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henceforth use the set of integers { 1,2,. . . , n} to be the set Y of IZ distinct symbols 
that produce the permutation group of a Cayley graph. The identity node of a network 
is denoted by E = 12 . . .n. Each directed edge of a Cayley graph is labeled by the 
generator g that creates it, which is also called the dimension of this edge. A node 
denoted by v is labeled by permutation v = vi 212 . . . v,. As an alternative, we often use 
the cycle notation of a permutation, i.e., v = (vi,, viz,. . . , Uik). . (vi,, vi,+, , . . . , Vi,,). In the 
cycle notation of a permutation each symbol’s position is that occupied by the next 
symbol in the cycle [lo]. For example, the cycle notation of permutation 345216 is 
(1,3,5) (2,4) (cycles with one symbol are excluded). 
The development of the generalized framework is based on the definition of two 
automorphisms, namely, the translation and the rotation. The translation automorphism 
can be defined on any node symmetric network and allows the network to be viewed 
identically from all nodes. 
Definition 2. A translation with respect to permutation s of a Cayley graph 
G = (V, V’, 9) is defined to be the automorphism Tr,(v) = v o s for s, v E V’. 
Lemma 3. The translation automorphism has the following properties: 
(i) By the application of Tr, the identity node is mapped to node s, i.e., Tr8(E) =s. 
(ii) It preserves the dimension of each edge. 
Proof. (i) Clearly, TrS(E) = E o s = s. 
(ii) If edge (v, u) is in dimension g then u = g o u. Hence, 
u=gov + uos=go(vos) + Tr,(u)=goTr,(u) 
and edge (Tr,(v), Tr,(u)) is also in dimension g. 0 
We now define the rotation automorphism on a Cayley graph. As we will see sub- 
sequently, the existence of this automorphism limits the Cayley graphs on which the 
generalized framework can be applied. 
Definition 4. A rotation of a Cayley graph G = (‘V, V’, 9) is defined to be the auto- 
morphismRo(v)=p-‘ouopforv~~‘andp~~,sothatforsomeorderingg~,g~,..., 
96 of the generators Ro(gi) = gi mod a+ 1, for 1 < i < 6. 
Notice that right permutation composition by p maps the symbols of node v = 
vi v2 . . v, through p and left permutation composition by p-’ maps the position of 
each symbol through p. In other words, for p = plp2 . . . p,, the definition of rotation is 
equivalent to Ro(v) = u so that up, = pv, . Furthermore, if v is described in cycle notation, 
i.e., V=(Vi,,Ui*,...,Vir)...(Vi,,Vi,+l,...,Vi,,), then Ro(z~)=(P~~,,P~,~,...,P~,~)...(P~~,, 
PO,,,, 7.. . ) pu,,,). From this last observation we easily derive that if the generators of a 
Cayley graph do not have the same cycle structure it is not possible to define on it 
a rotation automorphism. 
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Lemma 5. The rotation automorphism of a Cayley graph G = (Y”, Y’, 3) has the 
following properties: 
(i) It is a stabilizer of the identity node, i.e., Ro(E)=E. 
(ii) If (v, u) is an edge in dimension gi then (Ro(ti), Ro(u)) is an edge in dimension 
gimod +l. As a result, 6 edges, each obtained as a rotation of its preceding one, 
are all in direrent dimensions. 
(iii) It is un uutomorphism of order 6, meaning that 6 is the smallest integer so thut 
Ro”(c) = v jbr every v E -Y-l. 
Proof. (i) Ro(E) = p-’ o E o p = p-’ op=E. 
(ii) We have to prove that if (c’, u) is an edge in dimension yi, meaning that yior = u. 
then (Ro(v), Ro(u)) is an edge in dimension Ro(gi) = gL mod 6+1 or Ro(u) = gi mod 6+ 1 o 
Ro(v). This can be easily shown as follows: u = gi o v + Ro(u) = RO(gi o v) = o-’ o g, o 
Z’Op=(p- OgiO~)O(~-’ ovoP)=Ro(gi)oRo(v) + Ro(a)=gi,,d6+1 OV. Thus, edge 
(Ro(v), Ro(u)) is in dimension gimod a+). As a result of this property, we conclude that 
6 edges, each obtained as a rotation of its preceding one, are all in different dimensions. 
(iii) By definition we know that rotation maps each generator to its next one cycli- 
cally, i.e., RO(yi) = ,lJimoda+i, 1 <i < 6. As a consequence, after 6 applications of rotation 
each generator is mapped to itself, Ro”(gi)=qi and Rok(gi) # gL, for k <6. For any 
other node c = yi, o . o g;, o E in V’, it is evident that Ro6(v) = Ro6(gi, o o q,, o 
~)=Ro~(g,,)O...oRo”(gi,)~R~~(&)=g,, 0. . o gi, o E = 2’. Thus, 6 is the smallest integer 
so that Ro”(c) = v for every v E Y’. n 
The translation and rotation automorphisms will be used extensively in the construc- 
tion of BSG and the development of the communication algorithms. In a multinode 
broadcasting or scattering algorithm, all nodes of a network are sources of messages. 
These algorithms proceed symmetrically from all nodes, which implies that the mes- 
sages originating at each node of the network are transmitted through the same number 
of edges at each time step. Under the all-port model there are N6 edges available for 
message transmission on a network with N nodes and degree 6. As a consequence, 
messages originating at each one of the N nodes should be transmitted through at 
most 6 edges at each time step. Let us denote by E,(s) the set of 6 edges on which 
messages originating at node s are transmitted at time step i. Since the algorithm 
proceeds symmetrically from all nodes of the network, at each time step i, E;(s) is 
obtained from Ei(E) under a translation with respect to s, i.e., if (v, u) E E,(E) then 
( Ds(v), Tr,(u)) e Ei(s). The following lemma gives a condition that guarantees perfect 
interleaving of the messages during the execution of the algorithm. The following is 
inspired by a lemma was presented in [l] for the binary hypercube network. 
Lemma 6. At each time step i, if the 6 edges in E,(E) are all in different dimensions, 
then the N sets of 6 edges Ei(s), where s ranges over all nodes of the network, ure 
disjoint. Furthermore, at each time step i, the union of the N disjoint edge sets E,(s) 
,for s E V, forms the full set of the network edges. 
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Proof. Assume two different edges (v, U) # (u’, u’) of Ei(e) for some i, and take 
edges (Tr,(v), Tr,(u)) E Ei(s) and (Tr,~(u’), Tr,f(u’)) E &(s’), obtained from (v, U) and 
(v’,~‘), respectively, under a translation with respect to two different nodes s and s’. 
Also assume that (Tvs( v), Tr,(u)) = (Tr,/(v’), Tr,j(u’)). From the property of preserva- 
tion of the dimension of each edge under translation, we conclude that edges (v, u), 
(Tr,(v), Tr,(u)), (Tr,~(v’), Tr,f (a’)), and (v’, u’) are all in the same dimension, which 
contradicts our assumption that (v, U) and (u’, u’) are two different edges of Ei(E), since 
this set contains 6 edges that are all in different dimensions. Since, for each i, the N 
sets Ei(.s) for s E V, are disjoint and each one contains 6 edges, their union is the full 
set of N6 network edges [I]. 0 
The property of rotation that 6 edges, each of which is obtained as a rotation of its 
preceding one, are all in different dimensions will give to the BSG spanning subgraph 
the special properties required for the development of the multinode broadcasting and 
scattering algorithms. These algorithms will be developed so that messages originating 
at the identity node of a network are transmitted at each time step through 6 edges that 
are rotations of each other, and as a consequence in different dimensions. Hence, the 
requirement of Lemma 6 will be satisfied. This will guarantee that messages originating 
at different nodes will be transmitted through disjoint sets of edges (perfect message 
interleaving) at each time step and that all edges of the network will participate in 
message transmission. 
3. Representative networks 
In this section, we give a representative list of networks on which a rotation auto- 
morphism can be defined. We define the networks using permutation groups and gen- 
erator sets for compatibility with the framework described in the previous section [ 111. 
For each one of these networks we define the rotation automorphism. 
Definition 7. The binary hypercube network of dimension pz, denoted by BH,, has 
N =2” nodes, labeled by 2n out of the (2n)! permutation of 2n distinct symbols. 
The degree of the network is n, and two nodes are connected with an edge if in 
their permutations one pair of adjacent symbols in positions 2i - 1 and 2i, 1 < i < n, is 
transposed. The n generators that define the edges of the binary hypercube using cycle 
notation are gi = (2i - 1,2i) for 1 <i <n. The BH3 network is depicted in Fig. 1. 
Lemma 8. For p = (1,3,5,. . . ,2i - 1 ,..., 2n - 1) (2,4,6 ,..., 2i ,..., 2n), the automou- 
phism Ro(v) = p-’ o v o p is a rotation on the BH,, network. Equivalently, p is defined 
as p=pIp2...~2~ so that pi=(i+l)mod(2n)+l, l<i,<2n. 
Proof. We have to prove that this automorphism maps each generator of the BH, 
network to its next one cyclically, Ro(g() = gimodn+l. From the definition of BH,, we 
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Fig. 1. The BH3 and the MT2.4 networks 
know that gi = (2i - 1,2i), 1 <i <n. As a consequence, Ro(y,) = /I-’ o (2i - 1: 2i) o p = 
(b-I,p2;)=(2i+ 132i+2)=%modn+l. 0 
Definition 9. The multidimensional torus network, denoted by MT,,k, has N = k” 
nodes, which are labeled by k” out of the (nk)! permutations of nk distinct sym- 
bols. The degree of this network is 2n. If the symbols in the permutation of each 
node are separated into n groups of k symbols each, starting from the first symbol 
in the permutation, an edge is created by performing a single left or a single right 
cyclic shift on the symbols of one group. The 2n generators that define the edges 
of MT,,k using cycle notation are gi=((i - l)k+ I,(i - l)k+2,...,ik - 1,ik) and 
gn+i=(ik,ik - l,...,(i - l)k+2,(i - l)k+l) for l,<i<n. The MT2,4 network is 
depicted in Fig. 1. 
Lemma 10. For p = (k + l)(k + 2). (nk - l)(nk)k(k - 1). 1, the automorphism 
Ro(v) = p-’ o v o p is a rotation on the MT,,k network. Equivalently, p is d+zrd 
as p=p1p2...p~,4 so that 
i + k, 
Pi = 
if 1 <i<(n - l)k, 
nk + 1 - i, otherwise. 
Proof. In order to prove that each generator is mapped to its next one cyclically with 
the application of a rotation, we have to distinguish among the following cases: 
(i) For 1 didn - 1, 
MCI,) = P-’ ~((i- l)k+l,(i- l)k+2,...,ik - l,ik)op 
=(P(~-l)k+l~P(i--l)k+2~...~Pik~l~P~k) 
=(ik+l,ik+2,..., (i+ 1)k - l,(i+ I)k) 
= !&+I, 
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RO(g,+i) = p-’ O (ilk7 ik - 1 ,...,(i- l)k+2,(i- l)k$l)op 
= (P&7 Pi&l, . . ..P(i-l)k+2.P(i-l)k+I) 
=((i+l)k,(i+l)Ll,...,ik+2,ik+l) 
= gn+i+1. 
(ii) For i=n, 
Ro(g,) = p-‘o((n- l)k+l,(n- l)k+&...,nk- l,nk)o@ 
= (P~n-l)k+l,P(n-l)k+2,...,Pnk-I,Pnk) 
= (k,(k- 1) )...) 2,l) 
= Sn+l, 
Ro(gz,) = p-’ 0 (nk,nk - 1 ,...,(n- l)k+2,(n- l)k+l)op 
= (PhPnk-I ,...,P(n-l)k+2,P(n-i))k+l) 
= (1,2 )..., k- 1,k) 
= .41. 
From the above it is apparent that Ro(gi) = gimod (2n) + 1. 0 
In Table 1, we give definitions for six networks, namely, the ring RN,,, the star S,, 
the bubble sort BS,, the bisectional B,, and two networks introduced as extensions to 
the binary hypercube, denoted by EC,, and FC,, using permutation groups and their 
corresponding generator sets [ 111. In Table 2, the rotation automorphism is defined on 
each one of these networks. 
4. The BSG spanning suhgraph 
Using the generalized framework presented in Section 2, we construct a spanning 
subgraph, denoted by BSG, on the Cayley graph based networks for which a rota- 
tion automorphism can be defined. The BSG subgraph has several special properties, 
desirable for the design of algorithms for the three communication problems under con- 
sideration. Before we proceed to the construction of BSG we need some definitions. 
Definition 11. Given a Cayley graph 9 = (V, V’, 3) on which a rotation automor- 
phism can be defined, a necklace is an ordered group of nodes, each one obtained as 
a rotation of its preceding one, cyclically. 
Lemma 12. Necklaces have the following properties: 
(i) All nodes of a necklace are at the same distance from the identity node. 
(ii) The necklaces of a Cayley graph are all disjoint. Thus, they form a partition 
of “V. 
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Table 1 
Definition of six Cayley graphs using permutation groups and generator sets 
Net /.‘/‘I N 6 Y 
RN,, 
S,! 
5s” 
B, 
EC, 
FG 
n 
n 
n 
217 
3n 
3n 
n 
n! 
n! 
2” 
6” 
6” 
2 
n-1 
n 
n 
2n 
3n 
91 =(I,L...,n) 
g2=(n,n- I,..., 2.1) 
g,=(l.l+l)for l<i<n-I 
g,=(i.imodn+I) for I<i<n 
q,=(l,2)...(2i-3,2i-2) 
(2i+ 1,2;+2)...(2n - 1,2n) for I <i</l 
y, = (3i - 2,3i - I ) 
(/n+l = (3i - 2,3i) for 1 <i<n 
qi = (3i -~ 2,3i ~ I ) 
q,z+i =(3i - I, 3i) 
yz,,~+, =(3i - 2.3i) for I <i<n 
Table 2 
Definition of the rotation automorphism for six Cayley graphs 
Net Pl P 
RN, n+l-i for I <i<n (l.n)(2,n- I)...([ll.n- 141) 
1, ifi=l 
(2,3....,n) 
(i - I ) mod (n - I ) + 2, otherwise 
imodn+ 1, for I <i$n (1.2,3 ,..., n) 
5” (i+ l)mod(2n)+ 1, for 1 <i<2n (1,3.5 ,..., 2n- l)(2,4,6 ,,.,. 2n) 
EC,, 
i + 3, if I <i<3n - 3 
(3n - i + 1) mod 3 + I, otherwise 
i + 3, if 1 <i<3n - 3 
FC, 
i mod 3 + I, otherwise 
456...(3n - 1)(3n)l32 
456.. (3n - I )(3n)23 I 
(iii) The number of nodes that belong to u necklace alwuys divides 6, the deiegree qf’ 
the network. 
Proof. (i) Assume node z! at distance d from node E and a shortest path E, U’ ,e2,. , 
I:~-‘, 2: between them. If Ro(v) = u and given that rotation is a stabilizer of E, there is 
also the path &,Ro(v’ ),Ro(v~), . , Ro(ud-' ), Ro(u) of length d from E to U. If there was 
a path E,u’,u~, . . ,ud’-’ , u from the identity node E to u of length d’ cd, then there 
would also exist the path E, Ro-‘(u’), Ro-‘(u2), . . , Ro-‘(u”‘-‘), Ro-‘(u), of length 
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d’ <d from E to v, thus a contradiction. This property is a simple corollary of the fact 
that rotation is a stabilizer of the identity node. 
(ii) Assume two different necklaces nci and nc2 that have a common node v. Then 
for any node u in ncl there is a k so that Rok(u)= v. Also for any node u’ in nc2 
there is a k’ so that Rok’(u’) = u. From these we conclude that Rokek’(u) = u’, thus 
a contradiction that ncl and nc2 are two different necklaces. 
(iii) Assume a necklace which contains k nodes. Thus, k is the smallest integer so 
that Rok(v) = v for each node v of this necklace. Furthermore, assume that k does not 
divide 6, hence, 6 = kq + Y, 0 <Y < k. By Lemma 5, part 3, Ro”(v) = v, which implies 
Ro’(Rokq(v)) = v. It follows that Roy(v) = v, r<k, a contradiction. 
In general, rotation is an automorphism of order 6 and a necklace is an orbit under 
the action of Ro. Orbits are disjoint and the size of an orbit always divides the order 
of the automorphism [7, 121. 0 
Definition 13. The period of a node, denoted by p, is defined to be the number of 
nodes contained in the necklace to which it belongs. If the period of node v is p, then 
p is the smallest integer so that RoP(v) = v. 
We are now ready to proceed to the construction of the BSG spanning subgraph. 
The BSG subgraph rooted at node s of the network is denoted by BSG,. BSG, is 
composed of 6 subtrees rooted at node s. The ith, 1 d i f6, subtree of BSG,, denoted 
by Ti, is defined to be the subtree that includes the neighbor of node s over the edge in 
dimension gi. Each spanning subgraph BSG,, rooted at node s of the network, is derived 
from BSG, with the application of a translation with respect to s. As a consequence, 
we will show how to construct BSG,. 
We describe an algorithm that constructs the first subtree TI of BSG,. Any other 
subtree Ti+l, 1 <i<6, of BSG, is derived from its predecessor, subtree Ti, with the 
application of a rotation, thus, the subtrees are isomorphic. Subtree T1 contains a single 
node from each necklace of the network. The following algorithm builds subtree TI 
of BSG, from top to bottom, starting from the identity node of the network. Initially, 
all the necklaces of the network are marked as unused. When a node is inserted in 
subtree Tl, the state of the necklace to which this node belongs is changed to used. 
As soon as, one node from each necklace at distance i from E is included in T,, nodes 
at distance i + 1 are considered. By Li we denote the list of nodes at distance i from 
the identity node that belong to T,. 
Algorithm T1 
Lo = {&I 
mark all necklaces as unused 
for i = 0 to D-l begin 
v := first node of Li 
9:=91 
while (there is an unused necklace at distance i + 1) begin 
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if (g o u belongs to an unused necklace) then begin 
insert node y o u in Li+l 
insert edge (II, g o c) in subtree T1 
mark the necklace to which g o 1: belongs as uses? 
end if 
if (y=ga) then 
c := next node of L; 
else 
g := next generator of the network (Ro(y)) 
end while 
end for 
end T, 
Lemma 14. Ahgorithm T, constructs a shortest puth s&tree, rooted at the identity 
node E, thut includes one node from each necklace of the network. 
Proof. The result is proven by induction on i, the distance from the identity node. 
For i = 0, there is only the necklace that includes node E which is the root of TI. 
Assume that at distance i from E, one node from each necklace has been inserted 
in TI. We have to show that it is possible to connect at least one node from each 
necklace at distance i + 1 to a node at distance i that already belongs to TI. Assume 
node u at distance i + 1 which belongs to necklace nc1 . Since the network is connected, 
u has an edge to a node v at distance i which belongs to a necklace nc2. Since at 
distance i, one node from each necklace belong to TI, there is a k so that Ro”(c) is 
the node of necklace 12~2 which belongs to TI. However, node Rok(u) in necklace ncl 
has an edge to node Rok(v), and we conclude that it is possible to include one node 
from each necklace at distance i + 1 in Tt Thus, Tl is a shortest path subtree rooted 
at node E and includes one node from each necklace of the network. 0 
Lemma 15. The BSG, spanning subgraph has the ji,llowing properties: 
(i) Nodes with period p have b/p paths to the identity node through BSG,. 
(ii) All the s&trees of BSG, contain the same number of nodes. 
(iii) 6 edges that are in the same position in the b isomorphic subtrees of BSG, ctre 
all in d@erent dimensions. We rejkr to such ~1 set of 6 edges us corresponding 
edges of the BSG, subgraph. 
Proof. (i) The first subtree of BSGE includes one node from each necklace of the 
network. Since each subtree, T;, 2 <id&, of BSG, is obtained as a rotation of its 
predecessor, subtree F-1, a node that belongs to a necklace with period p, and is 
included in the first subtree of BSGE is also included in subtrees TQ,+I , 0 < i d 6/p - 1, 
of BSG, (this is true because RoP(v) = c + Ro@(v) = v). 
(ii) Since each subtree is obtained as a rotation of its predecessor and rotation is 
an automorphism, all the subtrees of BSGt are isomorphic, thus the same number of 
nodes is included in each one of them. 
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Table 3 
The necklaces of MT2,4 at each distance d from its identity node 12345678 
d =0: (12345678) 
d = I : (23415678,12346785,4123567X, 12348567) 
d =2: (23416785,41236785,41238567,23418567) 
(34125678,12347856) 
d=3: (34126785,41237856,34128567,23417856) 
d = 4: (34127856) 
12345678 
Fig. 2. The BSG12345678 spanning subgraph on the MT2,4 network. 
(iii) Since each subtree is obtained as a rotation of its predecessor, 6 corresponding 
edges of the subtrees are rotations of each other. From Section 2, 6 edges, each obtained 
as a rotation of its predecessor are all in different dimensions. 0 
We now give an example for the construction of the BSG spanning subgraph rooted 
on the identity node of the MT2,4 multidimensional torus network. Recall that the nodes 
of this network are labeled from the permutations of 8 unique symbols. The generators 
that define the edges of this network are gi = 23415678, g2 = 12346785, gs = 41235678, 
and g4 = 12348567. From Section 3, we know that the rotation automorphism on the 
MTz,4 network is defined as Ro(o)=p-‘ovop for p=pip2...ps so that 
1 
i+4 if l<i<4, 
Pi = 
9 - i otherwise. 
In Table 3, the necklaces of MT2.4 at each distance d from its identity node are given 
enclosed in parentheses. The BSG, spanning subgraph is shown in Fig. 2. From this 
figure, we can easily verify that BSG, has all the properties listed in Lemmas 14 and 
15. All its subtrees are isomorphic and the paths from the root to any other node are 
of shortest length. Furthermore, for nodes that belong to a necklace with period p-c6 
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there are S/p paths from the root through BSG,. For example, for nodes 34125678 and 
12347856 (see gray nodes in Fig. 2) that belong to a necklace with period 2 there 
are two paths from the identity node to each one of these two nodes through BSG,. 
Finally, the four corresponding edges of the spanning subgraph are all in different 
dimensions (i.e., see the bold face edges in Fig. 2). In the next Section, we will see 
how the properties of BSG can be used for the construction of algorithms for the 
communication problems considered in this paper. 
5. Communication algorithms 
We present algorithms for three fundamental communication problems, namely, the 
multinode broadcasting and the single-node and multinode scattering, on the Cayley 
graph based networks for which a rotation automorphism can be defined. All of the 
communication problems are studied under the store-and-forward, all-port, and bidirec- 
tional communication model. The algorithms are analyzed with respect to the constant 
cost model. 
5. I. Lower bounds 
We derive lower bounds for the communication problems considered in this 
section, under the communication model described in the introduction, and assuming 
that a number of A4 messages have to be transmitted from each source node to each 
corresponding destination node. 
Lemma 16. A lower bound for the number of time steps required for the multinode 
broadcasting problem is [M(N - 1 )/Sl. 
Proof. At the end of a multinode broadcasting each node has received a total of 
M(N ~ 1) messages, M messages from each one of the N - 1 other nodes. Since a 
node has degree 6, meaning that at each time step it can receive a total of 6 messages, 
there is a need for [M(N - l)/(sl time steps before a node can receive all the 
messages. C 
Lemma 17. A lower bound jbr the number of time steps required for a simple-node 
scrcttering problem is [M(N - 1 )/Sj. 
Proof. In a single-node scattering problem the source node transmits a total of 
M(N - 1) messages, A4 messages to each one of the N - 1 other nodes. Since there 
are only 6 incident edges available at each node, the minimum number of time steps 
required for this problem is [M(N - 1)/61. 0 
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Lemma 18. A lower bound for the number of time steps required for a multinode 
scattering problem is [M(N - 1 )Dav/S1. 
Proof. In a multinode scattering each pair of nodes exchanges A4 messages. As a con- 
sequence, a total of MN(N - l)Dav message transmissions are performed. Since there 
is a total of N6 edges available in the network, the minimum number of time steps 
required is 
MN(N - l)DaV 1 I M(N - 1% N6 = 6 .I3 1 
5.2. Multinode broadcasting 
In a multinode broadcasting algorithm, each node of the network wishes to transmit 
the same A4 messages to all the other nodes. Node s uses BSG, for the transmission of 
its messages. Since the algorithm proceeds symmetrically from all nodes, we describe 
its execution from the identity node E using BSG,. 
(i) The identity node E transmits the A4 messages it wishes to broadcast to all of its 
neighbors simultaneously. 
(ii) Nodes Ro’(u), 0 <i < 6 - 1, receive the A4 messages that originated at node E at 
the same time step of the algorithm. If node u is the leftmost child of node v in 
subtree T, of BSG,, then the M messages that originated at the identity node have 
to be forwarded from nodes Ro’(v), 0 <i < 6 - 1, to nodes Ro’(u), 0 <i 6 6 - 1, 
respectively, at the same phase of the algorithm. If node u has period p = 6, then 
nodes Ro’(u), 0 <i < 6 - 1, are distinct and for each i, 0 <i < 6 - 1, node Ro’(v) 
transmits the M messages to node Ro’(u). However, if node u has period p<6, 
then nodes Ro’(u), 0 < i < 6 - 1, are not distinct, but they are a group of p distinct 
nodes, repeated 6/p times. In this case, a message splitting technique is employed. 
The group of A4 messages is split into 6/p subgroups, each one containing at most 
[Mp/Sl messages. The ith, 0 <i<S/p - 1, subgroup of messages is transmitted 
from node Ro’p+j(v) to node Ro’P+j (u), for each j, 0 <j < p- 1. As soon as, a node 
receives the 6/p subgroups of messages from its parents in BSG,, it combines them 
to form the initial group of M messages that originated at node s. 
(iii) When a leaf node of BSG, receives a group of messages broadcast by the identity 
node, it transmits an acknowledgment to its parent node(s) in BSG,. 
(iv) When an intermediate node u receives an acknowledgment from one of its children 
nodes in BSG,, it forwards the messages it received in the past from the identity 
node to its next child in BSG, following the message splitting technique described 
in (ii). When an acknowledgment is received from the last child node of v in 
BSG,, node v transmits acknowledgments to its parent node(s) in BSG,. 
The algorithm terminates when each source node s receives acknowledgments from 
all of its children in BSG,. The transmission of messages in each BSG, corresponds to 
a simultaneous depth first traversal of its subtrees. At each time step of the algorithm, 
6 corresponding edges of the subtrees of BSG, are used for message transmission 
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8567 
M. 
Ml4 , 
Fig. 3. Multinode broadcasting on the MT?,4 network using the BSG1234~h7~. 
simultaneously. These edges are rotations of each other and according to Lemma 5 in 
different dimensions. As a consequence, the requirement of Lemma 6 is satisfied and 
messages originating at individual nodes are interleaved in such a manner that no two 
messages contend for the same edge at any time during the execution of the algorithm. 
The multinode broadcasting on the MT*,4 network using the &SC12345678 spanning 
subgraph is demonstrated in Fig. 3. The labels in italics on the edges show the num- 
ber of messages transmitted through that edge, while the bold face numbers show 
the phase of the algorithm during which these messages are transmitted. Notice that 
node 34127856 (marked black in Fig. 3) that belongs to a necklace that includes one 
node and as a consequence it has four paths from the identity node to itself through 
BSGi2345678, receives at most [M/41 of its messages through each one of its four parent 
nodes in BSG12345678. 
5.3. Single-node scattering 
In a single-node scattering algorithm, a source node s transmits distinct groups of .iM 
messages to each other node in the network. Node s uses BSG,s for the transmission 
of its messages. Furthermore, each node keeps a table whose entries correspond to the 
nodes in the first subtree of BSGE, sorted in reverse ordering of their distance from 
the identity node. Each node in this table is accompanied by a number to indicate its 
period p. The single-node scattering algorithm from the identity node E proceeds as 
follows: 
For each node zi in the table do the following: 
(i) The source node s transmits messages to nodes R’(U), 0 d i d 6 - 1, simultaneously. 
If node 1: has period p = 6 then nodes R’(v), 0 < i < ii - 1, are distinct and the M 
messages to node R’(v) are transmitted through subtree T,+l of BSG,, for each i, 
0 < i < 6 - 1. However, if node u has period p < (5 then these nodes are not distinct, 
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and the message splitting technique described in Section 5.2 is employed. In this 
case, each of the p nodes receives at most [Mp/Sl of the M messages through 
each one of the 6/p paths that exist between the identity node and itself through 
BSG, . 
(ii) As soon as a source node has transmitted the messages to nodes Ro’(v), 0 <i < 
6 - 1, through its incident edges, it starts transmitting messages to nodes Ro’(u), 
0 < i < 6 - 1, for the next entry u in the table. 
5.4. Multinode scattering 
In a multinode scattering algorithm each node of the network transmits distinct 
groups of M messages to each one of the other nodes. Node s uses BSG, for the 
transmission of is messages. Each source node keeps a table whose entries correspond 
to the nodes in the first subtree of BSG,. Each node in this table is accompanied 
by a number to indicate its period p. The single-node scattering algorithm from the 
identity node of the network proceeds as follows: 
For each node v in the table do the following: 
(i) The identity node transmits messages to nodes Ro’(v), 0 d i < 6 - 1, simultaneously. 
If node v has period p = 6, then nodes Ro’(v), 0 6 i < 6 - 1, are distinct and the M 
messages to node Ro’(v) are transmitted through subtree Ti+l of BSG,, for each i, 
0 < i < 6 - 1. However, if node v has period p < 6, then these nodes are not distinct 
and the message splitting technique described in Section 5.2 is employed. 
(ii) When the messages transmitted from the identity node have reached their destina- 
tion nodes, Ro’(v), 0 < i < 6 - 1, then the identity node starts transmitting messages 
to nodes Ro’(u), 0 <id6 - 1, for the next entry u in the table. 
From the properties of BSG,, we know that the 6 paths that lead to nodes Rot(v), 
0 d i d 6 - 1, through subtrees q+ I, 0 <i d 6 - 1, respectively, of BSG, are rotations 
of each other, and as a consequence, the 6 edges at each level of these paths are in 
different dimensions (Lemma 5). As a consequence, at each time step, 6 edges of BSG, 
that are all in different dimensions are used for message transmission simultaneously, 
and according to Lemma 6 perfect interleaving of the messages is achieved. 
5.5. Algorithm analysis 
All of the algorithms are optimal in terms of the number of message transmissions 
required because BSG is a shortest paths subgraph and each message follows a shortest 
path to its destination. The number of time steps required for the algorithms to complete 
is optimal only when the number of messages A4 is a multiple of the degree of the 
network 6. In this case, the group of A4 messages is equally split into subgroups 
of A4p/6 messages each for any possible value of p, and as a consequence, all edges 
of the network contribute equally to the transmission of messages at each time step of 
the algorithm. In any other case, the algorithms are only near optimal. However, they 
are indeed very close to being optimal because when the message splitting technique 
P. Fruyopoulou, S.G. Akll Discrete Applied Marhematics 83 (1998) 79-96 95 
is employed some of the network edges transmit only one message more than some 
others, i.e., [Mp/& instead of [Mp/6]. In other words, the message splitting technique 
is employed to guarantee the optimality or near optimal@ of the algorithms and the 
equal exploitation of all network edges for the transmission of the messages. 
6. Summary 
In this paper, we generalize and extend results for the construction of the BSG span- 
ning subgraph. We treat this construction in a general group theoretic context and we 
succeed in developing a generalized framework which is applicable to a subclass of 
the Cayley graph based networks. Representative networks of this subclass were pre- 
sented. The generalized framework was used to develop the BSG spanning subgraph 
which was the basic tool for the design of algorithms for three fundamental communi- 
cation problems on interconnection networks, namely, the multinode broadcasting, and 
the single-node and multinode scattering problems. The algorithms were developed for 
the store-and-forward, all-port, and bidirectional communication model and all of them 
were either optimal or near optimal with respect to the number of time steps and the 
number of message transmissions they require. It is significant that the description of 
algorithms on networks that have different topological characteristics can be uniformly 
treated. It would be interesting to further investigate whether this framework can be 
applied to a wider class of interconnection networks or whether it could be used for 
the solution of other types of problems on these networks. Finally, we believe that if 
a network belongs to this subclass of the Cayley graphs on which this framework is 
applicable, then all the networks derived as direct products of this network also belong 
to the same subclass. 
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