Abstract. Let W be the wreath product of a symmetric group with a cyclic group of order l. The corresponding restricted rational Cherednik algebra is a finite dimensional algebra whose block structure has a combinatorial description in terms of J-hearts. We show that this description is equivalent to one given in terms of residues of multipartitions. This establishes links with Rouquier families for the associated cyclotomic Hecke algebra and deformed higher level Fock spaces.
1. Introduction 1.1. The aim of this note is to establish a connection between restricted rational Cherednik algebras and both cyclotomic Hecke algebras for complex reflection groups and higher level Fock spaces. The former are quotients of rational Cherednik algebras which were introduced in [4] , and have interesting connections to representation theory and geometry. The Hecke algebras we consider are generalisations of the more classical Hecke algebras for Coxeter groups and have received attention as tools in the study of representations of reductive groups over finite fields and in the study of spetses, see [11] for example. Higher level Fock spaces are interesting representations of the quantum group U v (sl ∞ ) -they have appeared in the calculation of decomposition numbers of Hecke algebras and of q-Schur algebras, [1] and [13] .
1.2. Rational Cherednik algebras. We briefly explain our results, further details can be found in section 2. We begin with the definition of rational Cherednik algebras for wreath products; one can extend the definition to any complex reflection group, see [4, § 4] .
Let l and n be positive integers. Let W be the complex reflection group
We write s ij for the transposition (i, j) in S n and let t be a generator of Z l . We write t i for the element (1, . . . , t, . . . , 1) ∈ Z l × · · · × Z l with t in the ith place and 1s elsewhere. The reflection representation of W is h = C n : S n acts by its permutation representation and t i acts via diag(1, . . . , η, . . . , 1) where η = e 2π √ −1 l . Let x 1 , . . . , x n by the standard basis of C n and let y 1 , . . . , y n be the dual basis.
Let T (h⊕h * )⋊W be the smash product of the tensor algebra on h⊕h * with W . Let h = (h, H 0 , . . . , H l−1 ) ∈ C l+1 be such that H 0 + · · · + H l−1 = 0. The rational Cherednik algebra associated to h, H h , is the quotient of T (h ⊕ h * ) ⋊ W by the relations:
x i x j = x j x i , y i y j = y j y i for 1 i, j n We remark that this is the definition for the rational Cherednik algebra at t = 0 -for the more general definition and a discussion of the importance of the parameter t on the behaviour of these algebras see, for example, [8] . We note that it is an easy consequence of the definition that
for all λ ∈ C * .
There is an algebra monomorphism
H h is finitely generated as an A-module, [4, Proposition 4.15]. The restricted rational Cherednik algebra is the quotient H h := H h / < m > where m ⊳ A is the ideal of all polynomials without constant term.
1.4. For the rest of the paper we shall assume that the parameter h has rational entries; we further assume that h = 0 and therefore, without loss of generality (see (1) ), that the parameter h = −1. The simple H h -modules are naturally labeled by the set of irreducible modules of CW , [6, Proposition 4.3] . It is well known that this set is bijection with the set of l-multipartitions of n, P(l, n), see 2.4 for the definition of multipartitions. The CM -partition (or CM h -partition if we wish to emphasise the parameter) of the set P(l, n) is given by the equivalence relation λ ∼ CM µ if and only if the corresponding H h -modules lie in the same block of H h . This partition has been calculated combinatorially in [7] (but see also [9, Theorem 2.5]) using the related geometry of quiver varieties, namely λ ∼ CM µ if and only if λ and µ have the same J − heart.
This theorem is stated precisely in Section 2, see Theorem 2.6.
1.5. Hecke algebras. We now consider the Hecke algebras which are of interest to us and define Rouquier families. Let
. We introduce the variables x 0 , x 1 , u 0 , . . . , u l−1 and set
The generic Hecke algebra associated to W is the Z K [u, u −1 ]-algebra generated by σ 1 , . . . , σ n−1 , τ subject to the relations
]-algebra obtained from the generic Hecke algebra by a specialisation of the form
Remark. Our definition is slightly simpler than the one given in [12] 
is split semisimple and then Tits' deformation theorem (see [5, Theorem 7.4.6] for example) implies that its irreducible modules are indexed by irreducible modules for CW , and therefore also by P(l, n). We define an equivalence relation on P(l, n) via λ ∼ Rou µ if and only if the corresponding Q K (q)H W (k, m)-modules, when restricted to the subalgebra RH W (k, m), lie in the same block of RH W (k, m). We call the corresponding partition of P(l, n) the partition into Rouquier families. A careful study of Schur elements for Hecke algebras which was begun by Broué and Kim, [2] and refined by [3, Theorem 3 .18], show that
where Res m λ (x) is the shifted residue of the multipartition λ, see 2.4. Furthermore, if l is a power of a prime number then the converse of (3) is also true, [3, Theorem 3.11].
1.7. Fock space. Another appearance of residues of multipartitions is in the study of higher level Fock spaces. We refer the reader to [10] for further details. Let U v (sl ∞ ) be the quantum group over Q(v) associated to the doubly infinite Dynkin diagram of type A. Denote the simple roots of sl ∞ by α i for i ∈ Z, and the fundamental weights by 
1.8. Suppose that h has rational entries and let d be any integer such that dh has integer entries. Let k = −dh and m = (0,
. The main result of our paper, Theorem 2.14, is
Theorem. Then λ, µ ∈ P(l, n) have the same J-heart if and only if Res
Combining this result with (2), (3) and (4) above give the following.
Corollary. Let h, k and m be defined as above. Let λ, µ ∈ P(l, n). Then (i) λ ∼ Rou µ implies λ ∼ CM µ, and if l is a power of a prime number then the reverse implication is also true; (ii) if h has integer entries then λ ∼ CM µ if and only if s λ , s µ ∈ F (Λ m ) lie in the same weight space.
Remark.
(i) When l is not a power of a prime then the reverse implication of (i) is true generically since both partitions are generically trivial. In fact slightly more is true: the values of h for which the CMpartition are not trivial are given in [7, 4.3(5) ], these are given by a finite union of hyperplanes. These hyperplanes correspond to the essential hyperplanes of [3, Proposition 3.15] and for generic values of h on each such hyperplane the CM -partition and partition into families agree. When they do agree, these partitions are very close to being trivial, cf. [3, Proposition 3.16]. (ii) One can generalise part (ii) of the corollary to cover all h with rational entries. Then one has λ ∼ CM µ if and only if s λ , s µ lie in the same weight space of k∈Ij V (Λ m k ) for all j (see 2.8 for the definition of the I j ). This follows from Theorem 2.14 and its proof.
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Multipartitions and J-hearts
We introduce the concept of multipartitions and study in more detail the J-heart algorithm. This will lead us to our main result, Theorem 2.14.
2.1. Partitions. Let n ∈ N. A partition of n is a sequence of natural numbers λ = (λ 1 λ 2 . . . λ k ) such that |λ| := k i=1 λ i = n. We use the convention that λ i = 0 for i > k, and we denote the set of partitions of n by P(n).
The elements of the Young diagram are called nodes and we define the content of a node to be cont(i, j) = j − i. For example, the Young diagram of the partition (5, 3, 2) with nodes labeled with their content is:
We define the shifted β-number of λ to be the set of decreasing integers
We define β s (λ) i = λ i + s + 1 − i. We note that β s (λ) i = s + 1 − i for i > k, and that any decreasing set of integers which eventually stabilises corresponds to a unique partition. When s = 0 we shall simply write β(λ) instead of β s (λ). It will sometimes be useful to represent a β-number (or indeed any decreasing set of integers) by its power series, that is, π(β
The residue of a partition λ, Res λ (x), is the element of Z[x ±1 ] given by
For s ∈ Z we define the shifted residue of λ to be Res s λ (x) := x s Res λ (x). It will be useful to extend this definition slightly by allowing s to be a rational number, in which case Res s λ (x) is defined as above but lies in the group algebra of Q over the ground ring Z. We have the following relationship between residues and β-numbers:
for any l k.
2.3. J-hearts. Let l be a positive integer. Given j ∈ {0, 1, . . . , l − 1} we say a node (a, b) is j-removable if cont(a, b) is equal to j modulo l and if λ \ (a, b) is the Young diagram of some partition. Given a subset J ⊆ {0, . . . , l − 1} we define the J-heart of λ to be the partition obtained by removing as often as possible j-removable boxes, where j ∈ J. Denote this partition λ J . We remark that the notion of j-removability is encoded in β(λ) as follows. For a node (a, b) to be removable it must certainly lie at the right hand edge of row a. Thus b = λ a and it is j-removable for some j ∈ J if and only if its content is congruent to j modulo l and (a + 1, λ a ) does not lie in the Young diagram of λ. It is easy to see that this is equivalent to β(λ) a − 1 ≡ j mod l and β(λ) a+1 < β(λ) a − 1. Furthermore, the β-number of λ \ (a, λ a ) is the same as β(λ) but with β(λ) a replaced by β(λ) a − 1.
2.4.
Multipartitons. An l-multipartition of n is an l-tuple (λ (1) , . . . , λ (l) ) of partitions such that
We denote the set of l-multipartitons of n by P(l, n). Given s = (s 1 , . . . s l ) ∈ Z l we define the shifted residue of λ to be
We obtain a partition from λ and s as follows. Set s = l i=1 s i . We define a set of distinct integers
Alternatively, we can represent this set via the power series (see 2.2)
The elements of (7) eventually stabilise to s + 1 − j so this equals β s (τ s (λ)) for some partition τ s (λ). We thus obtain a map
2.5. We describe in detail the combinatorial algorithm from (2) which yields the CM h -partition of P(l, n). This is based on [7] . Let
By (1) we assume without loss of generality that h = −1. The stability parameter associated to h is
We consider the affine symmetric group
where the subscripts are considered modulo l. This group acts on Θ 1 via:
The alcoves for this action are
where p i ∈ Z for all i. The fundamental alcove, A 0 , is the alcove defined by p 0 = · · · = p l−1 = 0. A 0 is a fundamental domain for the action, that is, for every θ ∈ Θ 1 there is a w ∈S l such that w · θ ∈ A 0 (where A 0 denotes the closure of A 0 with respect to the subspace topology induced from the usual topology on R l ).
We define the type, J, of θ to be the set of j ∈ {0, . . . , l − 1} such that s j fixes w · θ ∈ A 0 . For convenience we will sometimes identify the set {0, . . . , l − 1} with Z/lZ in the obvious way.
2.6. Let R denote the root lattice of typeÃ l . We identify the standard basis vectors, e 0 , . . . , e l−1 , of Z l with the fundamental weights forÃ l . We can write the simple roots α i as −e i−1 + 2e i − e i+1 for all 0 i l − 1 (as usual subscripts are taken modulo l). The groupS l acts on Z l as in (10) and this induces the standard action on R. We shall identify the symmetric group S l with the subgroup ofS l generated by s 1 , . . . , s l−1 .
There is an isomorphismS l ∼ = R ⋊ S l via
We shall use the isomorphism of lattices
There is an action of S l on P(l, n): the reflection s i acts on P(l, n) by permuting the ith and (i + 1)th entries.
Theorem. [7]
Suppose that w · θ ∈ A o and that θ has type J. Write w = φ(s)σ with σ ∈ S l and s ∈ Z l 0 . Let λ, µ ∈ P(l, n). Then
2.7. We now examine more closely the algorithm for calculating the CM -partition from Theorem 2.6. Let λ = (λ (1) , . . . , λ (l) ) ∈ P(l, n) and let θ be a stability parameter with φ(s)σ · θ ∈ A 0 such that θ has type J.
More specifically, we can write φ(s)σ · θ = (ε 0 , . . . , ε l−1 ) where 0 ε i 1 for all i and ε 0 + · · · + ε l−1 = 1 and we have ε i = 0 if and only if i ∈ J. In order to calculate τ −s (σ · λ) one first considers the β-numbers
To ease notation we set Definition. An interval of {1, . . . , l} is a subset of the form
where 1 p q l.
We define intervals of {1, . . . , l} depending on (ε 0 , . . . , ε l−1 ). For each j ∈ {1, . . . , l} we define I j to be the largest interval of {1, . . . , l} such that j ∈ I j and for all k ∈ I j either ε k−1 = 0 or if
∈ J while q, . . . , l − 1, 0, . . . , p − 1 mod l ∈ J. Put more simply, the intervals I j are the largest intervals of {1, . . . , l} containing j such that the set {ε k−1 : k ∈ I j } contains precisely one nonzero element, and the nonzero element lies as far to the left as possible in the l-tuple (ε 0 , . . . , ε l−1 ). Thus, for example, if l = 6 and
2.9. Let j ∈ {1, . . . , l}. We define new sets of decreasing integers,S i , based on the S i , which will determine the J-heart of τ −s (σ · λ). There are two cases to consider.
(i) Suppose first that I j = [p, q] with 1 p q l. We define the formal power series π λ (I j ) = p i q π(S i ) and we denote by a i the coefficient of x i in π λ (I j ). Now set π(S p ) = i∈Z,ai =0 x i .
Associated to this power series we have a decreasing set of integers
We define π
and we denote by a
Then we set π(S p+1 ) = i∈Z,a ′ i =0 x i and obtain as above a decreasing sequence of integersS p+1 . We continue this process and obtain decreasing sets of integersS p , . . . ,S q .
(ii) Now suppose that
Then we construct theS i in a similar way to before but need to include additional information in our algorithm. We set π λ (I j ) = x −1 1 i p π(S i ) + q i l π(S i ) and formS q , . . . ,S l exactly as in (i). Then we set π
and let π(S 1 ) = i∈Z,ai =0 x i and formS 1 from this power series as in (11) . We now continue by defining (π
and continue the procedure as in (i) until we obtain setsS 1 , . . . ,S p ,S q , . . . ,S l .
We remark that if an interval I j is a singleton {i} thenS i = S i . Thus we obtain setsS i for all 1 i l.
2.10. We can describe the construction of theS i pictorially as follows. Consider an interval I j = [p, q] and consider each S i as a column of black beads on a thread. The thread has positions labeled by the integers and one places a bead at position S i j for each j 1. We then place the column of beads for S p , . . . , S q next to each other. For example: 2.11. We can now use theS i to describe the J-heart of τ −s (σ · λ).
Now theS
Theorem. The J-heart of τ −s (σ · λ) is the partition with β-number equal to
Let Y be the Young diagram of τ −s (σ · λ), and suppose that y ∈ Y is a J-removable node. Thus y has content i − 1 for some i − 1 ∈ J, y corresponds to lS i j + i − l for some j and the J-removability of y is equivalent to lS Thus removing all J-removeable nodes is the same as replacing the S i withS i followed by performing (7).
2.12. Using Theorem 2.11 we reformulate the algorithm which describes the CM h -partition in terms of residues of multipartitions. Recall the definition of h and the stability parameter θ from 2.5. Let d be the smallest positive integer such that dθ has integer entries. We write k = (k 0 , k 1 , . . . , k l−1 ) = dθ so that, in particular,
There is an action of S l on Z l as described in (10) . It is clear that
for all 0 i l − 1 and w ∈ S l . Note that here we are using the action of S l ⊂S l on {0, 1, . . . , l − 1} in which s i acts via the transposition (i − 1, i) for all 1 i l − 1.
2.13. As in 2.7 we choose s ∈ Z l 0 and σ ∈ S l so that φ(s)σ · θ = (ε 0 , . . . , ε l−1 ) with 0 ε i 1 for all i and
Lemma. Recall the integer d from subsection 2.12. Proof.
(i) By the definition of d, d = 1 implies that θ has integer entries, and therefore so does φ(s)σ·θ = (ε 0 , . . . , ε l−1 ). Since ε 0 +· · ·+ε l−1 = 1 this implies that precisely one ε i equals one and the remaining ε i equal zero. It follows that I j = {1, . . . l} for all j.
(ii) Since d = 1 at least one entry in θ, and therefore also of (ε 0 , . . . , ε l−1 ), is not an integer. Therefore 0 dε i < d for all i. By definition θ has type J if and only if ε j = 0 precisely for j ∈ J. This happens if and only if (dφ(s))σ · k = (dε 0 , . . . , dε m−1 ) has zero entries exactly in the jth positions for j ∈ J. This is equivalent to m j−1 ((dφ(s))σ · k) ≡ m j ((dφ(s))σ · k) mod d for j ∈ J (the subscripts are, as always, taken modulo l). But
by the linearity of m j and (12).
2.14. Let k ∈ Z l be as above and let m(k) = (m 0 (k), . . . , m l−1 (k)).
Theorem. The multipartitions λ, µ ∈ P(l, n) have the same J-heart if and only if Res
Before proving the theorem we explain how it is related to Theorem 1.8. In the notation of 1.8 we have k = −dh = d (recall that we have assumed that h = −1) and m = (0, dH 1 , dH 1 +dH 2 , . . . , dH 1 +· · ·+dH l−1 ). On the other hand m(
for all λ ∈ P(l, n). It follows that the theorem is equivalent to Theorem 1.8.
Proof of the theorem. Recall from 2.9 the definition of the intervals I j for each j ∈ {1, . . . , l}. It is clear from Theorem 2.11 that the J-heart of a multipartition, λ, depends only on the partitions I j and the power series π λ (I j ) for j ∈ {1, . . . , l}. We choose a sufficiently large r > 0, independently of λ, such that all of the 1 − x .
(ii) Now suppose that I j is an interval of the form [1, p] ∪ [q, l] with 1 p < q l. Then we have the polynomial
which, following an analogous argument to (i), is equal to 1 − x .
(The factor of x −1 in the first summand of (14) corresponds to fact that l−1 i=0 ε i = 1.) Now λ and µ have the same J-heart if and only if π λ (I j ) r = π µ (I j ) r for all j. Since r, s and m(k) are independent of λ and µ this happens if and only if 
