We consider the problem of allocating samples to a finite set of discrete distributions in order to learn them uniformly well in terms of four common distance measures: 2 2 , 1, fdivergence, and separation distance. To present a unified treatment of these distances, we first propose a general optimistic tracking algorithm and analyze its sample allocation performance w.r.t. an oracle. We then instantiate this algorithm for the four distance measures and derive bounds on the regret of their resulting allocation schemes. We verify our theoretical findings through some experiments. Finally, we show that the techniques developed in the paper can be easily extended to the related setting of minimizing the average error (in terms of the four distances) in learning a set of distributions.
Introduction
Consider the problem in which a learner must allocate n samples among K discrete distributions to construct uniformly good estimates of these distributions in terms of a distance measure D. Depending on D, certain distributions may require much fewer samples than the others to be estimated with the same precision. The optimal sampling strategy for a given n requires knowledge of the true distributions. The goal of this paper is to design adaptive allocation strategies that converge to the optimal strategy, without relying on the knowledge of the true distributions. The problem described above models several practical applications. Here we present two examples.
(1) Learning MDP model: In many sequential decision-making problems, the agent's interaction with the environment is modelled as a Markov decision process (MDP). In these problems, it is often quite important to accurately estimate the dynamics (i.e., the transition structure of the MDP), given a finite exploration budget. Learning MDP model is equivalent to estimating S × A distributions, where S and A are the number of states and actions of the (finite) MDP. Therefore, if we assume the existence of a known policy that can efficiently transition the MDP between any two states, then the problem of learning MDP model given a fixed budget of exploration reduces to finding the optimal allocation of samples to these S × A distributions. Thus, the framework studied in this paper provides the first step towards solving the general problem of constructing accurate models for MDPs. The requirement of a known policy to transition between states can be relaxed by employing the techniques that have been recently developed for efficient exploration in MDPs (e.g., Tarbouriech and Lazaric (2019) ; Hazan et al. (2019) ), which we leave for future work.
(2) Compression of text files: Given a sampling budget of n bytes, consider the problem of designing codes with minimum average length for text files in K different languages. Since different languages may have different symbol frequencies, this can be formulated as learning K distributions uniformly well in terms of certain f -divergences. The problem considered in this paper lies in the general area of active learning with bandit feedback. Prior work in this area include Antos Antos et al. (2008) studied the problem of learning the mean of K distributions uniformly well, and proposed and analyzed an algorithm based on forced exploration strategy. proposed and analyzed an alternative approach for the same problem, based on the UCB algorithm (Auer et al., 2002) . analyzed an optimistic policy for the related problem of stratified-sampling, where the goal is to learn K distributions in terms of a weighted average distance (instead of max). Soare et al. (2013) extended the optimistic strategy to the case of uniformly estimating K linearly correlated distributions. Riquelme et al. (2017) applied the optimistic strategy to the problem of allocating covariates (drawn in an i.i.d. manner from some distribution) for uniform estimation of K linear models. The prior work mentioned above have focused on estimating the means of distributions in squared error sense, and those techniques do not extend to learning entire distributions in terms of other distance measures. We fill this gap in the literature, and provide a unified and comprehensive treatment of the problem of uniformly estimating K distributions in terms of various distance measures.
Contributions. In Sec. 3, we first identify an appropriate function class F within which the objective functions for various distance measures should lie. We then propose a generic optimistic tracking strategy (Alg. 1) for objective functions in F, and obtain a bound on its deviation from an (approx-) oracle allocation (defined in Sec. 3). Then in Sec. 4, we apply the general approach outlined in Sec. 3 to the case of four widely-used distance measures: 2 2 , 1 , f -divergence, and separation distance. We do so by deriving the objective functions (either exact or approximate) in F for these distances, and then instantiating Alg. 1 for the derived objective functions. For each distance measure, we obtain bounds on the regret of the proposed sampling scheme w.r.t. an oracle strategy. Experiments with synthetic examples in Sec. 6 validate our theoretical results. Finally, while we focus on minimizing the maximum error in learning a set of distributions in this paper, our techniques can easily deal with the related setting of minimizing the average error, which we discuss in Sec. 7. Technical tools. The results of this paper require generalizing existing techniques, as well as introducing new methods. More specifically, the proof of Lemma 1 abstracts out the arguments of (Carpentier et al., 2011, Thm. 1) to deal with a much larger class of objective functions. Prior work with mean-squared error (Antos et al., 2008; required bounding the first and second moments of random sums that could be achieved by a direct application of Wald's equations (Durrett, 2019, Thm. 4.8.6) . Our results on f -divergence (Thm. 3 and Lemma 6) require analyzing higher moments of random sums for which Wald's equations are not applicable. Deriving the approximate objective function for separation distance involves estimating the expectation of the maximum of some correlated random variables. We obtain upper and lower bounds on this expectation in Lemma 8 by first approximating the maximum with certain sums, and then bounding the sums using a normal approximation result (Ross, 2011, Thm. 3.2) .
Problem Setup
Consider K discrete distributions, (P i ) K i=1 , that belong to the (l − 1)-dimensional probability simplex ∆ l , and take values in the set X = {x 1 , . . . , x l }. Each distribution P i is equivalently represented by a vector P i = (p i1 , . . . , p il ) with p ij ≥ 0, ∀j ∈ [l], and l j=1 p ij = 1. For any integer b > 0, we denote by [b] , the set {1, . . . , b}. Given a budget of n ≥ K samples, we consider the problem of allocating samples to each of the K distributions in such a way that the maximum (over the K distributions) discrepancy between the empirical distributions (estimated from the samples) and the true distributions is minimized. 1 To formally define this problem, suppose an allocation scheme assigns (T i ) K i=1 samples to the K distributions, such that T i ≥ 0, ∀i ∈ [K], and K i=1 T i = n. Also suppose thatP i is the empirical distribution witĥ p ij = T ij /T i , where T ij denotes the number of times the output x j was observed in the T i draws from P i , and D : ∆ l × ∆ l → [0, ∞) is a distribution distance measure. Then, our problem of interest can be defined as finding an allocation scheme (T i ) K i=1 that solves the following constrained optimization problem: min T1,...,T K max i∈ [K] E D(P i , P i ) , s.t.
(1)
We refer to the (non-integer) solution of (1) with full knowledge of (P
are not known. In this case, we refer to (1) as a tracking problem in which the goal is to design adaptive sampling strategies that approximate the oracle allocation using running estimates of (P i ) K i=1 . Choice of the Distance Measure. It is expected that the optimal allocation will be strongly dependent on the distance measure D. We study four distances: 2 2 , 1 or total variation (TV), f -divergence, and separation distance in this paper. These distances include all those in Gibbs and Su (2002) that do not require a metric structure on X . The f -divergence family generalizes the well-known KL-divergence (D KL ) and includes a number of other common distances, such as total variation (D TV ), Hellinger (D H ), and χ 2 (D χ 2 ). Applications of f -divergence include source and channel coding problems (Csiszár, 1967 (Csiszár, , 1995 , testing goodness-of-fit (Gyorfi et al., 2000) , and distribution estimation (Barron et al., 1992) . The common f -divergences mentioned above satisfy the following chain of inequalities:
that define a hierarchy of convergence among these measures (Tsybakov, 2009, Eq. 2.27) . The separation distance D s (P, Q) (defined formally in Sec. 4.4) is the smallest a ≥ 0, such that P = (1−a)Q+aV , for some distribution V (Aldous and Diaconis, 1987, Sec. 2) . This distance arises naturally in the study of the convergence of symmetric finite Markov chains to their stationary distribution. More specifically, if Q is the stationary distribution of the Markov chain and (P t ) t≥1 is its state distribution at time t, such that Q = P T at a random time T , then D s (P t , Q) ≤ P(T > t) (Aldous and Diaconis, 1987, Sec. 3) . Allocation Scheme and Regret. An adaptive allocation scheme A consists of a sequence of mappings (π t ) t≥1 , where each mapping π t : N × (X × [K]) t−1 → [K] selects an arm to pull 2 at time t, based on the budget n and the history of pulls and observations up to time t. For an allocation scheme A, a sampling budget n, and a distance measure D, we define the risk incurred by A as L n (A, D) = max
We denote by A * , the oracle allocation rule. The performance of an allocation scheme A is measured by its suboptimality or regret w.r.t. A * , i.e.,
Notations. 3 For 0 < η < 1/2, we define the η-interior of (l − 1)-dimensional simplex ∆ l , as ∆
ij to represent the indicator that the s th draw from arm i is equal to x j ∈ X . Note that for any draw
is a centered Bernoulli variable. We also note that several terms such as ϕ, A, B, andẽ n (to be introduced in Sec. 3) are overloaded for different distance measures. For instance, we use ϕ for both 1 and KL-divergence, instead of writing ϕ ( 1) and ϕ (KL) . The meaning should be clear from the local context.
General Tracking Problem
Before proceeding to the analysis of specific distance measures, we first study an abstract class of problems similar to (1), in which the objective functions satisfy certain regularity conditions that we define next.
Definition 1. We say a function ϕ : R × R → R is regular, if it has the following properties: 1) ϕ(·, T ) is concave and non-decreasing for all T ∈ R, 2) ϕ(c, ·) is convex and non-increasing for all c ∈ R, and 3) ϕ(c, ·) and ϕ(·, T ) are differentiable for all c, T ∈ R. We denote by F, the class of such functions.
An analog of the optimization problem (1) when its objective function belongs to F can be stated as
where the parameters (c i ) K i=1 depend on the distance D and distributions (P i ) K i=1 . We refer to the solution of (4) with full knowledge of (c
, and to the corresponding allocation scheme as A * . Similar to (1), when parameters (c i ) K i=1 are unknown, we refer to (4) as a general tracking problem. Optimistic Tracking Algorithm. We now propose and analyze an adaptive sampling scheme, motivated by the upper-confidence bound (UCB) algorithm (Auer et al., 2002) in multi-armed bandits, for solving the general tracking problem (4). The proposed scheme, whose pseudo-code is shown in Algorithm 1, samples optimistically by plugging in high probability upper-bounds of c i in the objective function ϕ. Formally, for each arm i ∈ [K] and time t ∈ [n], we denote by T i,t , the number of times that arm i has been pulled prior to time t. We define the (1 − δ)-probability (high probability) event E := t∈[n] i∈ [K] |ĉ i,t − c i | ≤ e i,t ) , whereĉ i,t is the empirical estimate of c i and e i,t is the radius (half of the length) of its confidence interval at time t computed using T i,t samples. We define the upper-bound of c i at time t as u i,t :=ĉ i,t + e i,t with the convention that u i,1 = +∞. In the rest of the paper, we useP i,t andp ij,t to represent the estimates of P i and p ij at time t, computed by T i,t i.i.d. samples.
Algorithm 1 Optimistic Tracking Algorithm 1: Input: K, n, δ 2: Initialize t ← 1; 3: while t ≤ n do 4:
if t ≤ K then 5:
else 7:
Observe X ∼ P It ; t ← t + 1;
10:
Update u i,t , ∀i ∈ [K]; 11: end while
We now state a lemma that bounds the deviation of the allocation obtained by Algorithm 1 (our optimistic tracking algorithm), (T i ) K i=1 , from the allocation ( T * i ) K i=1 , i.e., the solution to (4) when the parameters (c i ) K i=1 are known. Before stating the lemma, we define g * i := ∂ϕ(c,T * i ) ∂c c=ci and h * i := ∂ϕ(ci,T )
where e * i is the radius of the confidence interval of arm i after T * i pulls. Then, under the event E, and assuming that B > 0 and
The proof of Lemma 1, given in Appendix D.1, generalizes the arguments used in (Carpentier et al., 2011, Thm. 1) to handle any regular objective function ϕ.
The above algorithm and lemma provide us with a road-map to design adaptive sampling algorithms for the tracking problem (1) for different choices of distribution distance D. The first step is to convert (1) to the corresponding general tracking problem (4) by selecting the appropriate regular objective function ϕ. When the objective functions (γ i ) K i=1 in (1) can be computed in closed-form and belong to F, which is the case for the 2 2 -distance, we set ϕ(c i , T i ) = γ i (T i ). When the objective functions (γ i ) K i=1 can be computed in closed-form, but do not belong to F, which is the case for 1 -distance, or when they cannot be computed in closed-form, which is the case for the f -divergence and the separation distance, we set ϕ(c i , T i ) to a good approximation of γ i (T i ). In case ϕ is an approximate objective function, we shall refer to the solution of (4), ( T * i ) K i=1 , as the approx-oracle allocation, and to A * as the approx-oracle allocation rule. Once an appropriate ϕ(c i , T i ) for a distance D has been derived, the next step is to construct a high probability upper-bound u i,t for the parameter c i . We can then instantiate Alg. 1 for distance D with the selected ϕ and constructed upper-bound u i,t . Finally, Lemma 1 plays a key role in the regret analysis of the allocation scheme resulted from each instantiation of Alg. 1.
Lemma 2, proved in Appendix D, follows from an application of the relative Chernoff bound (Hagerup and Rüb, 1990 ). Next, we use Lemma 2 to obtain the required confidence intervals for the parameter c
( 2 ) i . Lemma 3. With probability at least 1 − δ, for all t ∈ [n] and i ∈ [K], we have |c
Lemma 3 allows us to define high probability upper-bounds on the parameters c
i,t . These upper-bounds can then be plugged into Algorithm 1 to obtain an adaptive sampling scheme for the 2 -distance, which we shall refer to it as A 2 . We can now state the bound on the regret incurred by the allocation scheme A 2 (proof in Appendix D).
( 2 ) i with δ n from Lemma 2. If we implement the algorithm A 2 with a budget n and δ = n −5/2 , then for n ≥ 4M 2 2 /(λ
The proof (details in Appendix E.1) relies on an application of a concentration inequality of the standard deviation of random variables derived in Maurer and Pontil (2009, Thm. 10) , followed by two union bounds. Lemma 4 allows us to define high probability upper-bounds on the parameters c
ij,t = 2l 2 log(2/δ t )/T i,t . We now state the regret bound for the adaptive allocation scheme A 1 (proof in Appendix E.2).
( 1 ) min with δ n from Lemma 4. If we implement the algorithm A 1 with budget n and δ = 1/n, then for n ≥ 6(K − 1)M 2 1 /(λ
The exact expressions for the higher order terms are given in (23) in Appendix E.2.
Since here, as well as in Sections 4.3 and 4.4, the objective function ϕ used in (4) is an approximation of the objective function in (1), the regret of the resulting allocation scheme, R n (A 1 , D 1 ), can be decomposed into the regret w.r.t. the approx-oracle allocation rule (regret in tracking the approximate objective), L n (A 1 , D 1 ) − L n (Ã * 1 , D 1 ), plus a term that depends on the accuracy of the approximation, γ i (T i ) − ϕ(T i ), (see Proposition 1 in Appendix B for a formal statement and proof).
Adaptive Allocation for f -Divergence
For a convex function f : R → R satisfying f (1) = 0, the f -divergence between two distributions P and Q is defined as D f (P, Q) := l j=1 q j f (p j /q j ). Since we cannot obtain a closed-form expression for the objective function γ i of f -divergence, we proceed by writing
and R i,r+1 = l j=1 R ij,r+1 is its remainder term (approximation error), i.e.,
Note that in (7) and (8), f (m) (·) is the m th derivative of f . We now define the approximate objective function for an f -divergence as
Here, we use ϕ i (T i ), instead of the usual ϕ(c i , T i ), to denote the regular objective function, since deriving the exact parameters characterizing E[D (r) f (P i , P i )] requires knowledge of f (m) (1). We present an instance of this derivation for KL-divergence in Section 4.3.1. Also recall from Section 2 that the term in the expectation in (9) can be written as W ij,Ti = Ti s=1Z (s) ij . Next, in Lemma 5 (proof in Appendix F.1), we show that the error between the true and approximate objective functions, i.e.,
). For stating Lemma 5, we assume that the function f satisfies two properties: (f1) it is bounded on any compact subset of its domain, and (f2) f (m) (1)/m! ≤ C 1 < ∞, ∀m ∈ N. These assumptions hold for most commonly used f -divergences, namely KL-divergence with f (x) = x log x, χ 2 -divergence with f (x) = (x−1) 2 , and Hellinger distance with f (x) = 2(1 − √ x).
Lemma 5. Assume that f satisfies (f1) and (f2). Then, there exists a constant C f,r+1 < ∞, whose exact definition is given by Eqs. 25, 26, and 30 in Appendix F.1, such that the following holds:
To retrace the approach employed in Sections 4.1 and 4.2, and apply the general adaptive algorithm (Alg. 1), we first need to make sure that the approximate objective function ϕ i lies in F, and then construct the requisite upper-bound. This step involves computations tailored to specific choices of f -divergence. Instead, we take an alternative approach and study the regret bound for any adaptive scheme for which we can define a particular high-probability event E δ (introduced below). This framework allows us to obtain a general decomposition of the regret into several components in Thm. 3. We study the particular case of KL-divergence in Sec. 4.3.1, for which we first show that ϕ i ∈ F (see Eq. 11) and then construct the appropriate upper-bound necessary to implement Alg. 1 (see Lemma 7) . We show that for this adaptive scheme, we can obtain the required high probability event, and thus, employing the general regret decomposition of Thm. 3, we derive explicit regret bound in Thm. 4. Similar results can be obtained for other commonly used f -divergences such as Hellinger distance. We consider a general adaptive allocation scheme that is applied with the approximate objective function ϕ i and satisfies the condition: (a1) for any δ > 0, we can define a (1 − δ)-probability
Here τ 0,i and τ 1,i are non-negative constants that depend on n and δ, and T i is the (random) number of times A f pulls arm i. We now prove a lemma that bounds the moments of W ij,Ti = Ti s=1Z
(s) ij in the definition of ϕ i (Eq. 9) for an adaptive allocation scheme A f satisfying (a1). Lemma 6. Let A f be an allocation scheme that satisfies (a1) and E δ be the corresponding high probability event. Then, for m ≥ 1 and i ∈ [K], we have
Lemma 6, proved in Appendix F.2, provides the bounds on the moments of W ij,Ti that will be used to upper-bound the term
in the regret analysis of the adaptive scheme A f in Theorem 3, which we now state.
Theorem 3. Suppose f satisfies (f1) and (f2), and A f satisfies (a1). Then, we have
where
and upper-bound them with (ϕ i (τ 0,i ) + ψ 2,i ), ψ 3,i and ψ 1,i respectively. The details of these steps are given in Appendix F.3.
Adaptive Allocation for KL-Divergence
The KL-divergence between two distributions P and Q is defined as D KL (P, Q) := l j=1 p j log(p j /q j ). Since D KL is not symmetric w.r.t. its arguments, we can obtain two objective functions depending on the position of the estimated distributionP i . We will focus on D KL (P i , P i ) in this section, the derivations for the other form can be obtained similarly. We begin by deriving the r-term approximate objective function with r = 5, i.e.,
where (a) follows from the fact that E [p ij ] = p ij , ∀j ∈ [l], and (b) is obtained by calculating the Taylor's approximation of the mapping x → x log(x) up to the 5 th order. The calculations involved in this derivation are described in Harris (1975, Sec. 2) . The choice of r = 5 is sufficient as it is the smallest r for which the approximation error, which is of O(n −3 ), is smaller than the tracking regret, which is of O(n −5/2 ) (see Proposition 1 in Appendix B).
Eq. 11 gives us the approximate objective function ϕ(c
Note that this ϕ belongs to the class of regular functions F. Deriving the approx-oracle allocation ( T * i ) K i=1 requires solving a cubic equation. Instead of computing the exact form of T * i , we show in Lemma 11 in Appendix G that the deviation of T * i from the uniform allocation is bounded by a problem-dependent constant, implying that the uniform allocation is near-optimal. This is not surprising as the first order approximation of ϕ in (11) does not change with P i . Having obtained the approximate objective function ϕ(c (KL) i , T i ) for the tracking problem (4), we now need to construct high probability confidence intervals for the parameters c (KL) i . We present the required concentration result under the assumption that the distributions lie in the η-interior of the (l − 1)-dimensional simplex, ∆ (η) l , defined in Section 2.
Lemma 7. For a given δ ∈ (0, 1), define e ij,t = 2 log(2/δ t )/T i,t where δ t was introduced in Lemma 2. Assume thatp ij,t ≥ 7e ij,t /2. Then, the following inequalities hold for P i ∈ ∆ (η) l :
Lemma 7 allows us to define high probability upper bounds on the parameters c
= +∞, otherwise. These upper-bounds can then be plugged into Algorithm 1 to obtain an adaptive allocation scheme for KL-divergence, which we shall refer to as A KL . Finally, we state the regret bound for A KL in the following theorem (proof in Appendix G.3).
Remark 2. The deviation of T * i from the uniform allocation is due to the second term in (11), i.e., c (KL) i /T 2 i , and as mentioned earlier, is bounded by a constant (see Lemma 11). If we ignore this term and consider ϕ(c i , T i ) = (l − 1)/2T i as the approximate objective, then the uniform allocation emerges as the approx-oracle allocation. However, with (l − 1)/2T i as the objective, we can only achieve a regret bound of O(n −2 ). Thus, in order to obtain tighter theoretical guarantee in Thm. 4, it is necessary to consider the higher order approximate objective, even though in practice, the resulting allocations are close. This is also observed in our experiments in Sec. 6, where the uniform and adaptive allocations perform equally well.
Adaptive Allocation for Separation Distance
The separation distance (Gibbs and Su, 2002) between two distributions P and Q is defined as D s (P, Q) := max j∈ [l] (1 − p j /q j ). We start by introducing new notation. Given a probability distribution P i ∈ ∆ l and a non-empty set S ⊂ [l], we define p i,S := j∈S p ij . We also define the functions ρ 1 (p) := (1 − p)/p and ρ 2 (p) := ρ 1 (p) + ρ 1 (1 − p), and introduce the terms c
Because of the max operation in the definition of D s , in general, we cannot obtain a closed-form expression for the objective function γ i (T i ) = E[D s (P i , P i )]. We now state a key lemma (proof in Appendix H) that provides an approximation of E[D s (P i , P i )]. (47) and (50) in Appendix H.
Lemma 8 gives us an interval that contains the true objective function we aim to track. To implement the adaptive scheme, we employ the approximate objective function ϕ(c
In order to instantiate Algorithm 1 for the separation distance, we require to derive high probability confidence intervals for the terms (
. We use the event E 1 defined in Lemma 2 and prove the following result:
and the event E 1 , and the terms δ t and e ij,t defined as in Lemma 2.
Define the terms a i,t := 32 log(2/δ t )/T i,t 1/4 and b i,t := l ai,t η max 1,
Using the concentration result of Lemma 9, we can now implement Algorithm 1 with the upperbound u (s)
i,t = +∞, otherwise. This will give us an adaptive allocation scheme for the separation distance, which we shall refer to it as A s . Finally, We prove a regret bound for A s (proof in Appendix H.3).
Theorem 5. Let P i ∈ ∆ (η) l and the adaptive scheme A s is implemented with δ = η/n. Then, for large enough n (the exact condition is given by Eq. 60 in Appendix H.3), we have
where E := Aẽ n /B for the terms A, B, andẽ n introduced in Lemma 1. The exact expressions for E and the higher-order term ε are given by Eq. 53 and Eqs. 62 and 64 in Appendix H.3, respectively.
As shown in (53), the term E in (13) is ofÕ(n 1/2 ) orÕ(n 3/4 ) depending on whether n ≥ or < N 0 , where N 0 is defined by (53).
Remark 3. The first term on the RHS of (13) is the approximation error and the second one is the regret w.r.t. the approx-oracle allocation (see Proposition 1 in Appendix B for precise decomposition). For l ≥ 3, the approximation error term dominates and we have R n (A s , D s ) =Õ(n −1/2 ). For l = 2, however, the first term is zero, sincec
Lower Bound
Lemma 1 provided a general high probability bound on the deviation of the adaptive allocation
In Sec. 4, we observed that when specialized to the objective functions corresponding to D 2 , D 1 and D s , we have
A natural question to ask is whether there exists any other adaptive scheme which can achieve smaller deviation from the approx-oracle allocation than this. Our next result shows that this is not the case by deriving a lower bound on the expected deviation of any allocation scheme A.
To derive the lower bound, we consider a specific class of problems with two arms (K = 2) and Bernoulli distributions (l = 2), and objective functions of the form ϕ(c i , T i ) = c i /T α i for some α > 0. For some p 0 ∈ (1/2, 1) and > 0, we define two Bernoulli distributions P 1 ∼ Ber (p 0 ) and P 2 ∼ Ber (p 0 − ). We consider two problem instances P 1 and P 2 with K = 2 and distributions P 1 and P 2 , but with their orders swapped: that is, P 1 = (P 1 , P 2 ) and P 2 = (P 2 , P 1 ). Finally, we introduce the notation c (p) to represent the distribution dependent constant in the objective function ϕ corresponding to a Ber (p) distribution. We now state the lower bound result.
Theorem 6. For some p 0 ∈ (1/2, 3/4] and 0 < > p 0 − 1/2, consider two tracking problems P 1 = (P 1 , P 2 ) and P 2 = (P 2 , P 1 ), with P 1 ∼ Ber (p 0 ) and P 2 ∼ Ber (p 0 − ) and objective function ϕ(c, T ) = c/T α for α > 0 where the constant c = c (p) for Ber (p) distributions. Finally, introduce the notation τ = (n/2)(|c
As an immediate corollary of Theorem 6, we can observe that the deviation of the optimistic tracking scheme from the approx-oracle for D 2 , D 1 and D s cannot be improved upon by any adaptive scheme.
Corollary 1. For p 0 = 3/4, = 1/(2 √ n) and the c arising in the study of D 2 , D 1 and D s , we have Γ (c, p 0 ) = Ω( √ n).
The details of the proof of Theorem 6 are provided in Appendix I. The proof proceeds by studying the event E = {T 1 < n/2} under the two probability measures corresponding to P 1 and P 2 , which we denote by P 1 and P 2 respectively. By a usual change of measure argument (Kaufmann and Garivier, 2017, Lemma 1) and an application of Pinsker's inequality, we obtain an upper bound on the quantity |P 1 (E) − P 2 (E) |. This allows us to conclude that for any allocation scheme A, the probability that max i=1,2 |T i − T * i | is greater than | T * i − n/2|, is strictly bounded away from 0, which implies the result of Theorem 6. Finally, the result stated in Corollary 1 follows by setting = O (1/ √ n) and some loss specific calculations.
Experiments
Setup. We study the performance of the proposed adaptive schemes on a problem with K = 2, and l ∈ {5, 10}. We set P 1 as the uniform distribution in ∆ l and
To compare the performance of the adaptive schemes, we used the uniform allocation (denoted by A u ) as the benchmark. Note that the uniform allocation is the oracle scheme for D χ 2 (see Appendix G.4). For every (l, ) pair, we ran 500 trials of both the allocation schemes with n varying from 100 to 3000, and used the maximum of the average D(P i , P i ) values as an estimated risk L n . Observations. Figure 1 shows the variation of estimated L n values with n for = 0.5 and 0.9 (Additional figures and tables are in Appendix J We can make the following observations: (1) For KL-divergence the empirical performance of the adaptive scheme is very close to the uniform baseline, as suggested in Lemma 11 in Appendix G.
(2) For the other distances, we observed that the adaptive scheme was able to accurately track the approx-oracle allocations as varied from 0.1 to 0.9 (see Fig. 2 in Appendix J). Furthermore, as we see in Fig. 1 , for n fixed the gap in performance between the two schemes increases as is increased (also see Table 2 in Appendix J).
Minimizing Average Discrepancy
In this paper, our focus has been on minimizing the maximum distance between the estimate and true distributions (optimization problems (1) and (4)). An important alternative formulation that has been studied in the bandit literature involves minimizing the average discrepancy Riquelme et al., 2017) . Our results, in particular our general tracking scheme, can be extended to this case and we are able to provide adaptive allocation strategies to minimize the average distance between distributions, for all distances studied in this paper. Consider the following tracking/optimization problem, which is the equivalent of (4) for the average case:
If ϕ i 's are convex in T i , then the optimal solution must satisfy 1 K ∂ϕi(ci,Ti) ∂Ti − λ = 0, ∀i ∈ [K] and for some λ ∈ R. Thus, if the T i -derivatives of ϕ i are regular (Definition 1), then (14) can be solved using the tools developed in Section 3. It is easy to show that the distances studied in this paper (i.e., 2 , 1 , KL, and separation) satisfy this condition.
Conclusion
We considered the problem of allocating samples to learn K discrete distributions uniformly well in terms of four distance measures: 2 2 , 1 , f -divergence, and separation. We proposed a general optimistic tracking strategy for problems with regular objective functions and then showed that the class of regular functions is rich enough to either contain or well approximate the true objective functions of all the considered distances. We then derived regret bounds for the proposed algorithm for all four distances. We also empirically verified our theoretical findings through numerical experiments. Finally, we ended with a discussion on extending our results to the related setting of minimizing the average error in learning a set of distributions. There are several directions in which our work can be extended: 1) improving the performance of the adaptive algorithms and the hidden constants in the regret bounds by employing stronger concentration results, 2) deriving lower-bounds on the regret to demonstrate optimality/suboptimality of the proposed scheme, and 3) extending the results of the paper to the general problem of learning the dynamics (model) of a finite MDP, as discussed in Section 1.
A Table of Symbols

Symbols Description
Preliminaries K number of probability distributions.
The oracle allocation scheme and the oracle allocation. Solution to (1) assuming full knowledge of (
T i,t Number of times distribution i has been sampled by an algorithm A before time t. T i Total number of times distribution i is sampled by an algorithm till the budget is exhausted. Note that
Indicator that the s th sample from arm i is
. p ij The empirical estimate of p ij constructed by an algorithm after the sampling budget is exhausted. Note thatp ij =p ij,n+1 . L n (A, D) Risk incurred by algorithm A, for distance D and sampling budget n. (Defined in (2)
F the class of all regular functions. 
Solution to (4) assuming full knowledge of parameters (c i ) K i=1 . When the objective function ϕ of (4) is an approximation of the objective (1), then we shall refer to A * and ( T * i ) K i=1 as the approx-oracle allocation rule and the approx-oracle allocation respectively. A, B, and C Terms defined in Lemma 1 for a general adaptive algorithm described in Alg. 1.
Adaptive scheme for 2 E 1 , δ t event defined in Lemma 2, and δ t = (6δ)/(Klπ 2 t 2 ) e ( 2) ij,t , and e
( 2) i,t 3p ij log(2/δ t )/T i,t , and 27 log(1/δ t )/T i,t resp. c
k ), min and max of λ
Adaptive scheme for 1 E 2 , δ t event defined in Lemma 4, and δ t = (3δ)/(Klπ 2 t 2 ) e ( 1) ij,t , and e ( 1) i,t 2 log(2/δ t )/T i,t , and 2l 2 log(2/δ t )/T i,t resp. c
The r-term Taylor's approximation of D f (P i , P i ), and the remainder term. Furthermore, we have (1/12)( l j=1 1/p ij − 1) e ij,t and e i,t 2 log(2/δ t )/T i,t and (32l 2 log(2 
B Regret with approximate objective function
In this section, we present the formal proof of the statement about the regret decomposition when using an approximate objective function ϕ i (T i ) in place of E[D(P i , P i )], whereP i is the empirical estimate of P i constructed using T i i.i.d. samples. Note: In this section, we use the term ϕ i to represent any approximation ,and not just the regular approximations ϕ(c i , ·) introduced in Sec. 3, of the true objective function γ i in (1). This is because the stated result does not require the regularity assumptions to be satisfied by the approximation.
Proposition 1. Suppose A is any allocation scheme for a loss function D and sampling budget n.
. LetÃ * and A * represent the oracle and the approx-oracle allocation schemes, and let (T
denote their allocations respectively. Then, assuming that (γ i (·)) K i=1 are decreasing functions, we have the following:
In the above display, (a) follows from an application of triangle inequality, (b) uses the fact that by definition of the approx-oracle rule, we must have ϕ i ( T * i ) = ϕ j (T * j ) for all i, j ∈ [K]. (c) follows from another application of triangle inequality.
To complete the proof, it suffices to show that the term max 1≤i≤K ϕ i ( T * i ) − γ i (T * i ) is less than 2 max 1≤i≤K |R i ( T * i )|. Note that since A * is the approx-oracle sampling scheme, there must exist a λ ∈ [0, ∞) such that ϕ i ( T * i ) = λ for all i ∈ [K]. Introduce the notation ∆T * i =T * i − T * i . Then we consider two cases. Case 1: ∆T * i = 0 for all i. In this case, we have T * i = T * i for all i, which implies that |ϕ
Thus there must exist i, j ∈ [K] such that ∆T * i > 0 and ∆T * j < 0. Define i 0 = arg min i∈[K] γ i ( T * i ) and i 1 = arg max i∈[K] γ i ( T * i ). By monotonicity assumption on the functions γ i , we must have the following γ i0 (T * i0 ) < λ < γ i1 (T * i1 ). We claim that this implies that
If (17) is true, then the result of the proposition immediately follows from the observation that
Finally, it remains to show that (17) is true. We prove this by contradiction. Introduce the notation µ = γ i (T * i ) for all i ∈ [K] (by the definition of the oracle allocation rule). Next, suppose
Without loss of generality, assume that µ < λ − max k |R k (T * k )| (the other case can be argued similarly). This means that µ = γ i (T * i ) < γ i ( T * i ) for all i. By the monotonicity of γ i this implies that all the ∆T * i =T * i − T * i have the same sign. However, since i ∆T * i = 0, this can only happen if ∆T * i = 0 for all i. This contradicts the defining assumption of Case 2 above.
C Proof of General Tracking Lemma (Lemma 1)
Assume that arm k was played at least once during the period K ≤ t ≤ n − 1. Let t k be the time at which arm k was played for the last time. Recall that for any t ≥ 1, we use T i,t to denote the number of times the arm i is played before the start of round t, and T i denotes the total number of times arm i is played until the total sampling budget is exhausted, i.e., T i = T i,n+1 Then we have the following for any 1 ≤ j ≤ K:
In the above display, (a) follows from the arm selection rule for t ≥ K and (b) follows from the fact that u k,t k − c k ≤ 2e k,t k and that ϕ is non-decreasing in its first argument. Next, we define i = arg min 1≤k≤K ϕ(c k , T k ). Using the fact that ϕ is non-increasing in its second argument, we have T i ≥ T * i . We now consider two cases:
Case 1: T i = T * i . In this case, we must have T j = T * j for all 1 ≤ j ≤ K. This is because if min k ϕ(c k , T k ) = ϕ(c k , T * k ), then ϕ(c k , T k ) = ϕ(c k , T * k ) for all 1 ≤ k ≤ K, and thus T k = T * k for all 1 ≤ k ≤ K. In this case the result of Lemma 1 holds trivially.
Case 2: T i > T * i . In this case, the arm i must have been played at least once during the time interval K ≤ t ≤ n − 1. Denote that time by t i . Defining g * i := ∂ϕ(ci,T ) ∂T T = T * i , we have the following sequence of inequalities for any 1 ≤ j ≤ K:
In the above display, (a) follows from the fact that since arm i was played at time t i we must have ϕ(u j,ti , T j,ti ) ≤ ϕ(u i,ti , T i,ti ). Furthermore, since u j,ti ≥ c j under the event E by definition, and the fact that ϕ is non-decreasing in its first argument implies that ϕ(c j , T j,ti ) ≤ ϕ(u j,ti , T j,ti ), (b) follows from the fact that T i −1 ≥ T * i (defining assumption of Case 2), that ϕ is non-increasing in its second argument, and that e i (·) is a non-increasing in its argument and ϕ is non-decreasing in its first argument, (c) follows from the fact that ϕ is a concave function in its first argument and thus is majorized by its linear approximation, (d) follows from the fact that A = max 1≤j≤K g * j ≥ g * i by definition, and (e) uses the fact that by definition of T * j we have ϕ(c j , T * j ) = ϕ(c i , T * i ) and that e * i ≤ max 1≤k≤K e * k := e n .
Next, by defining h * j = ∂ϕ(c, T * j ) ∂c c=cj and from the relation between the first and last terms of (19) we observe the following:
In the above display, (a) follows from the assumption that ϕ is a convex function in its second argument. (20) implies that
In the above display, (a) follows from the assumption that ϕ is non-increasing function of its second argument, and (b) follows from the definition of B = | max 1≤j≤K h * j | and the assumption that B > 0. This completes the proof for the lower bound on T j for 1 ≤ j ≤ K. Next, we obtain the upper bound on T j as follows:
where the events E (t,i,j) 1 are defined implicitly from the definition of E 1 . Then by union bound we have that P r
To complete the proof, it suffices to show that P r E
Klt 2 π 2 which implies the result. We proceed by using the multiplicative form of Chernoff's inequality.
In the above display, the inequality (a) follows from applying the multiplicative form of Chernoff's inequality as derived in (Hagerup and Rüb, 1990, Eq. (6) and (7)).
D.2 Proof of Lemma 3
With the above result, we can construct a confidence interval for the parameter c 
where (a) follows from the fact that l j=1 p 3/2 ij ≤ l j=1 p ij = 1. Similarly, we can obtain the following:
Combining the inequalities from the previous two displays, we get the required confidence interval for the term c
( 2) i around its empirical counterpartĉ
2 ij,t , as follows:
D.3 Proof of Theorem 1
Proof. We begin by obtaining the constants A,ẽ n and B from Lemma 1. We introduce the notation
The above calculations imply that we have
Before proceeding, recall that we drop the n + 1 from the subscript when referring to the final probability mass estimates, i.e., we usep ij instead ofp ij,n+1 to refer to the estimate of p ij after the end of n rounds. Next, consider any arm i, and decompose the expected 2 2 distance as follows:
We now consider each term of the summation above separately.
In the above display, the inequality (a) follows from the statement of Lemma 2.
Next, we proceed as follows:
In the above display, (a) follows from the result of Lemma 1, (b) follows from an application of Wald's Lemma, (c) follows from the facts that P r(E c 1 ) ≤ δ , T i ≤ n a.s., and the bounds on T i under the event E 1 given by Lemma 1, (d) follows from the fact that the function x → 1/x 2 is convex, and thus for the function lies below the chord joining the points (1, 1/1 2 ) and 1/2, 1/(1/2) 2 , and the assumption that n is large enough to ensure that Aẽn BT * i < 1/2. A sufficient condition for this is that n > 4(M 2 ) 2 λ ( 2 ) min 2 . Next, we have the following:
Finally, summing up over the values of j in the range {1, 2, . . . , l}, we get
We can select δ small enough to ensure that the regret is of the orderÕ n −3/2 . A suitable choice for this is δ = n −5/2 .
E Analysis for 1 loss E.1 Proof of Lemma 4
Proof. We can again write the event E 2 :
. It suffices to show that P r E (t,i,j) 2 ≥ 1−δ t , and the result follows from an application of the union bound and the fact that t,i,j δ t = δ.
To show that P r E (t,i,j) 2 ≥ 1 − δ t , we employ (Maurer and Pontil, 2009, Theorem 10) = p ij (1 − p ij ), and we obtain the required result by applying (Maurer and Pontil, 2009, Eq. (3) and (4)):
E.2 Proof of Theorem 2
Value of the constants A, B andẽ n . We begin by obtain the values of the constants A, B andẽ n from Lemma 1 corresponding to the 1 loss function.
Recall the notation λ
. Then we have the following:
In the above display, the inequality (a) follows from the assumption that n is large enough to ensure that T * i ≥ 3 for all 1 ≤ i ≤ K, which is implied by the assumption n ≥ 3/λ
( 1) min .
Regret Derivation. Since we use the approximate objective function for 1 loss, we note that the regret can be written as follows:
We first bound the term in (22), L n (A 1 , D 1 ) − ϕ c
( 1 ) i , T * i . Recall that in the final estimates of the probability mass function, we drop the n + 1 from the subscript, i.e., we writep ij andP i instead ofp ij,n+1 andP i,n+1 . We next proceed as follows:
where the inequality follows from the fact that P i − P i 1 ≤ l almost surely, and that P r (E c 2 ) ≤ δ. Next, we expand the remaining term:
The inequality (a) in the above display follows from the from an approximation relation between the mean absolute deviation and the standard deviation of Binomial distributions, as proved in (Blyth, 1980, Eq.(2.4) ), while the inequality (b) follows from the definition of the optimal static allocation values T * i = λ
( 1 ) i n and the values of A, B andẽ n derived above along with the assumption that n is large enough to ensure that Aẽn
Finally, we analyze the terms α ij :
where E ij represents all the higher order terms. Thus, we get the following:
where (a) follows from the fact that √ x + y ≤ √ x + √ y for x, y > 0. Thus to complete the proof we need to analyze the term E ij . First, we note that for the choice of the terms A, B andẽ n , we have
We now rewrite E ij as follows:
. By setting δ = 1/n, we get the following:
where (a) follows from the assumption that n is large enough to ensure that the first term dominates the remaining O (1/n) terms (a sufficient condition for this is that n ≥ 24λ
( 1) min M 1 , and (b) uses the fact that p(1−p) ≤ 1/4 for all p ∈ [0, 1]. Thus we have obtained the regret in tracking the approx-oracle solution, i.e.,
Finally, to obtain the approximation error in (22), we again apply (Blyth, 1980, Eq. (2.4) ) to note that the approximation error, max i∈[K] |ϕ(c
. This concludes the proof that the excess regret for the 1 loss function is of the order ofÕ n −3/4 . F Regret bound for f -divergence F.1 Proof of Lemma 5
Note that for any fixed value ofp ij , the remainder term R ij,r+1 can be written in two ways as follows:
The equality (b) is the Lagrange form of remainder, where the value z is a function ofp ij /p ij . Introduce the definition Q := {q : |q − p ij |/p ij ≥ } for a fixed 0 < < 1. In order to upper bound the expected value of R ij,r+1 , we consider two cases, (1) first when the random variablê p ij lies in Q c , and (2) second, whenp ij ∈ Q . Whenp ij ∈ Q , we use the equality (a) in (25) to note that
Next we consider the second case. Here we note that for any q ∈ Q , the remainder can be written as (with dependence on q made explicit):
In the second equality, the term z q varies with q. Now, since the set Q is compact, and by the local boundedness of the function f (assumption (f1) in § 4.3), we have sup q∈Q R ij,r+1 := γ < ∞. This implies the following:
Using this inequality, we can proceed as follows:
Combining (26) and (28), we get
In the inequality (a) above, we used the fact that the random variablep ij − p ij is subgaussian with parameter σ = 3/(2T i ), and then used the upper bound on the (r + 1) th moment of a subgaussian random variable (Rivasplata, 2012, Prop. 3 .2).
F.2 Proof of Lemma 6
Since W ij,Ti = Ti s=1Z
for all s ≥ 1, we can upper bound W ij,Ti by upper bounding the first term and lower bounding the second term in its definition. This is achieved by exploiting the non-negativity of Z (s) ij and the bounds on the random variable T i under the event E δ . The rest of the proof then proceeds by using the binomial expansion of the expression obtained (i.e., the term bounding W ij,Ti ).
In the above display, (a) follows from the fact that Z (s) ij ≥ 0 a.s. and that under the event E δ , we have τ 0,i ≤ T i ≤ τ 1,i . This implies that 
F.3 Proof of Theorem 3
Note that from (16) 
The risk term can be further decomposed as follows:
We first obtain an upper bound on the term term L n (A f , D f ). SupposeP i is the empirical estimate of P i constructed from the samples collected through the adaptive scheme A (f ) after n rounds. Then we have the following:
We consider the two terms above separately.
The inequality (a) in the above display uses the following facts: (iii) Under the event E c δ , we can upper bound the required moment by its worst case value of 1 multiplied by the bound on the probability of E c δ , i.e., δ. Next, we need to get the upper bound on the second term in (33). For any t ≥ 1, we recall the notation W ij,Ti = Ti s=1Z
Since term2 is the expectation of the remainder of the r-term approximation of D f P i , P i with P i as constructed by the adaptive scheme, we can write the following:
In the above display, (a) employs the upper bound on the remainder term derived in (29) in the proof of Lemma 6, (b) uses the fact that T i ≥ τ 0,i 1 {E δ } + 1 {E c δ } . It remains to obtain an appropriate upper bound on the term E (W ij,Ti ) r+1 . We first observe the following:
where the inequality holds in an almost sure sense, and it follows from the fact that by definition T i ≤ n almost surely for all 1 ≤ i ≤ K. Next, using the fact that (W ij,s ) s≥1 is a martingale sequence, we obtain by an application of Doob's L p maximal inequality (Durrett, 2019, Theorem 4.4.6) , the following inequality:
The inequality (a) in the above display follows from the observation that W ij,n is a subgaussian random variable with σ = 3n/2, and that the r + 1 moment of a σ-subgaussian random variable is upper bounded by σe 1/e √ r + 1 r+1 (Rivasplata, 2012, Prop. 3.2) . Thus we finally obtain
To summarize, we have shown that the risk L n (A f , D f ), i.e., the expected f -divergence between the empirical estimateP i constructed using the adaptive sampling scheme A with a budget of n samples can be upper bounded as
We can now apply the regret decomposition bound given in (16) in Proposition 1 in Appendix B to get the following:
In the last inequality which follows from an application of (34), we used the fact that ϕ i T * i and ψ 4 do not depend on i. This completes the proof.
G Analysis for KL divergence
We begin with a simple concentration result on the estimatesp ij,t of p ij , which is needed for the analysis of the adaptive scheme for KL-divergence and the separation distance (Appendix H). This result is similar to Lemma 2, with the difference that here we use the Hoeffding inequality instead of the relative Chernoff bound employed in Lemma 2. This is because the confidence interval constructed in Lemma 2 depends on the unknown parameter p ij , and hence this confidence interval is not observable. This was not an issue in designing the adaptive scheme for 2 distance, since we only needed the term j e
ij,t p ij in which we used the fact that l j=1 p 3/2 ij ≤ 1. We now state the concentration lemma.
Lemma 10. Define δt := 6δ/(Klπ 2 t 2 ), eij,t := 2 log(2/δt)/Ti,t, and the event E3 := t∈[n] i∈[K] j∈ [l] {|pij,t− pij| ≤ eij,t}. Then, we have P(E3) ≥ 1 − δ.
where the events E (t,i,j) 3 are defined implicitly from the definition of E 3 . Then by union bound we have that P r
Klt 2 π 2 which implies the result. We proceed by using the additive form of Chernoff's inequality.
This completes the proof.
G.1 Proof of Lemma 7
The first inequality of (12) follows directly from the definition of the event E 3 , under which p ij ≥p ij,t − e ij,t . We next claim that under the conditions of the lemma, we must havep ij,t − e ij,t > η/2. We prove this statement by contradiction. Assume that η/2 ≥p ij,t − e ij,t ≥ 7/2e ij,t − e ij,t = 5/2e ij,t , or equivalently 5e ij,t ≤ η. Sincep ij,t + e ij,t ≥ p ij under the event E 1 , we also have the following chain of inequalities:
which implies that e ij,t > η/4 or equivalently 4e ij,t > η. This gives us the required contradiction. We now invoke the convexity of the mapping x → 1/x to claim the following:
The result in (7) follows by taking the summation over 1 ≤ j ≤ l.
G.2 Deviation of T * i from the uniform allocation Before proceeding to the proof of Theorem 4, we first present a result that shows that the optimal static allocation for the approximate tracking objective does not deviate much from the uniform allocation (i.e., the first order approximation).
for 1 ≤ i ≤ K. Define T 0 = n/K, and let T * i for 1 ≤ i ≤ K be the optimal static allocation according to the first two terms of (12). For 1 ≤ i ≤ K, define as i varies from 1 to K. Then we have the following:
T 2 . Then we note that for 1 ≤ i ≤ K, we have ϕ c
max , T 0 . Furthermore, we know that by definition of T * i , we must have ϕ(c
Together, these inequalities imply that ϕ(c , ·), a necessary condition for this
. This implies that
The result then follows from the fact that |g i (T 0 )| = l−1
Remark 4. We can show that by using the uniform allocation, the regret incurred in learning distribution in terms of KL-divergence is O n −2 . This regret is asymptotically slower than the O n −5/2 rate presented in Theorem 4. However, under some parameter regimes, this rate may actually be faster than the one presented in Theorem 4 due to the larger hidden constants in front of the O n −5/2 regret bound of Theorem 4.
G.3 Proof of Theorem 4
We assume that n is large enough to ensure that T * i ≥ n/(2K) for 1 ≤ i ≤ K. A sufficient condition for this is n ≥ K(l−η) 6(l−1) .
Value of Constants
A, B andẽ n . We have the following:
96K log(δ n ) n .
Thus we have
We next proceed to analyze the regret of the adaptive scheme when compared to the oracle static allocation scheme. As suggested by Theorem 3, we separately obtain upper bounds on the three terms ψ 1,i (), ψ 4 and E D
We proceed as follows:
In the above display, C KL,r+1 is the instance of the constant C f,r+1 for the case of KL-divergence. Since r = 5, we see that an appropriate choice of δ above is δ = (3K/n) 6 , which gives us
H.3 Proof of Theorem 5
Calculate the values A,ẽ n and B. As before, we have T * i = λ i . We proceed as follows:
where b * n is defined in (52). In the rest of this section, we will use the notation E := Aẽn B . Note that by definition we have
Introduce the term N 0 := min{n ≥ 1 : (n/ log(2/δ n )) ≥ 2/(λ
where δ n is defined in Lemma 10. Then for n ≤ N 0 , the term E isÕ n 1/2 , while for larger values of n, E isÕ n 3/4 .
Regret bound derivation. Since we are using an approximate objective function, we employ the decomposition of the regret given in (16) in the statement of Proposition 1 in Appendix B:
We first note that the remainder term can be upper bounded by an application of Lemma 8 as 2 max
First we get an upper bound on L n (A s , D s ). As in the earlier sections, we consider the probability 1 − δ event under which we have τ 0,i ≤ T i ≤ τ 1,i , and τ 1,i − τ 0,1 ≤ 2Aẽ n /B. Then we replace the random sum in the computation of the expectation with a sum of a (deterministic) constant number of terms.
In the above display, (a) follows from the fact that the event E 3 (defined in Lemma 10) occurs with probability at least 1 − δ, that the separation distance is always upper bounded by 1/η for P i ∈ ∆ (η) l , and that under the event E 3 , we have τ 0,i ≤ T i ≤ τ 1,i , (b) follows from Lemma 9 and the definition of the term E in (53). Next, by exploiting the convexity of the mappings x → 1/x and x → 1/ √ x, we can obtain the following relations. The final expression for regret stated in Theorem 5 follows by plugging (61) and (56) in the regret decomposition given in (55). Now we show that the first term in RHS of (55) is eitherÕ n −3/4 orÕ n −5/8 depending on whether n ≥ or < N 0 .
Case 1: n ≥ N 0 . In this case we have E = λ (s) max (a * n ) 2 C λ 
and under the event E c for problem instance P 2 we have |T 2 − T * 1 | ≥ τ . This implies that we have the following:
Finally, the result of the statement follows from the following two observations:
| T * 1 − T * 2 | = 2| T * 1 − n/2| = 2τ and | T * 1 − T * 2 | = n (c (p 0 )) 1/α − (c (p 0 − )) 1/α (c (p 0 )) 1/α + (c (p 0 − )) 1/α .
I.2 Proof of Corollary 1
We first note that with a choice of = 1 4 √ n and p 0 = 3/4, we have δ = 1− √ n/(1−p0) 2 = 1/4, and the RHS of (68) becomes τ /4. To complete the proof, it suffices to show that |c (p 0 ) 1/α − c (p 0 − ) 1/α | = Ω( ), for the c corresponding to the three loss functions D 2 , D 1 and D s . The result then follows from the definition of τ and the choice of . We consider the three cases separately.
2 2 -distance. In this case, we have c (p) = 1 − p 2 − (1 − p) 2 and α = 1. Thus we have |c (p 0 ) − c (p 0 − ) | = − 2 2 ≥ /2, where the last inequality follows from the fact that for = 1/4 √ n, we have 2 ≤ /2.
-distance.
In this case, we have c (p) = 2 p(1 − p) and α = 1/2. Thus, we have for p 0 = 3/4 |c (p 0 ) 1/α − c (p 0 − ) 1/α | = 4( /2 − 2 ) ≥ . In the last inequality we used the fact that for the choice of mentioned earlier, we have 2 ≤ /4. Separation distance. In this case, we have c (p) = 1/p − 1 + 1/(1 − p) + 1 and α = 1/2. Thus, we have for p 0 = 3/4, |c (p 0 ) 1/α − c (p 0 − ) 1/α | = 1−2(1−p0) p0(1−p0) − 1−2(1−p0+ ) (p0− )(1−p0+ ) := ζ(1/4) − ζ(1/4 + ), where we have defined ζ(z) = 1−2x
x(1−x) . Note that for x ∈ [1/4, 1/2] the function ζ is decreasing and convex, with ζ(1/2) = 0. Thus we have ζ(1/4) − ζ(1/4 + ) ≥ 0−ζ(1/4) 1/2−1/4 (1/4 − (1/4 + )) = 2 3 . In the last inequality, we used the fact that ζ(x) is majorized by the straight line joining (1/4, ζ(1/4)) and (1/2, 0) due to the convexity of ζ in this domain.
Thus for all the three distances, we have τ = (n/2) |c(p0) 1/α −c(p0− ) 1/α | |c(p0) 1/α +c(p0− ) 1/α | = Ω ( n) = Ω ( √ n) as required.
J Additional Empirical Results
In Figure 2 we show the variation of the approx-oracle allocation and the allocation of the proposed adaptive schemes for the three distance measures, 2 2 , 1 and separation distance. As we can see, for these three distance measures, the adaptive allocation closely followed the approx-oracle allocation, and the deviation between the two schemes decreased with increasing n. For the case of KL-divergence for this class of problems considered, we computed the approx-oracle allocation numerically by exhaustively searching and selecting the pair ( T * 1 , T * 2 ) which equalized or almost equalized (11). As was varied in the set {0.05, . . . , 0.95} we found that the approx-oracle allocation was within a few samples for all value of n considered in the range (100, 3000). This was also observed in adaptive allocation in the experiments. Approx-Oracle and Adaptive Allocations (n=2000) Figure 2 : The figures plots the number of samples allocated to the second arm (with distribution P ) by the Approx-Oracle allocation (AO) and the Adaptive allocation (Ad) for 1 , 2 and separation distance as the value of was varied from 0.1 to 0.9 for L = 10 for n ∈ {200, 500, 1000, 2000}
We next have a table showing how the difference in the risk of the uniform allocation A u and the adaptive allocation A varied for a fixed value of n and changing values of . From Fig. 2 , we can see that for the 2 , 1 and separation, with increasing value of , the approx-optimal allocation ( T * i ) 2 i=1 deviate further from the uniform allocation. This suggests that the gap in performance, in terms of the difference in risk or equivalently the difference in regret, should increase with . D 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 2 0.0003 0.0004 0.0006 0.0007 0.0031 0.0028 0.0073 0.0125 0.0128 1 -0.0002 0.0032 0.0006 0.0075 0.0092 0.0146 0.0141 0.0234 0.0252 KL 0.0000 0.0006 0.0004 0.0003 0.0003 0.0003 0.0006 0.0002 0.0015 Sep.
0.0008 0.0111 0.0064 0.0267 0.0369 0.0521 0.0712 0.0943 0.1597 Table 2 : Table shows the values of the Difference of the estimated risk (L n ) of uniform and adaptive scheme (i.e., L n (A u , ·) − L n (A, ·)) with n fixed at 500. The general trend for 2 , 1 and separation is that as increases, the difference in performance between uniform and adaptive allocation also widens.
