Abstract. The aim of this paper is to study the value function of a Fully Convex Bolza problem with state constraints and under no coercivity assumptions. This requires that the state trajectories be of bounded variation rather than merely absolutely continuous. Our approach is based on the duality theory of classical convex analysis, and we establish a Fenchel-Young type equality between the value function of the Bolza problem and a suitable value function associated with its dual problem. The main result we present in this paper is a characteristic method that describes the evolution of the subgradients of the associated value functions. A few simple examples are provided to demonstrate the theory.
1. Introduction. This paper is concerned with a duality approach to study problems of Bolza type and the corresponding value functions associated with them. Our emphasis is on Fully Convex Bolza (FCB) problems in which the Lagrangian (running cost) is an extended real-valued function jointly convex in the state and velocity variables, and whose end-point cost is also an extended real-valued convex function.
Rockafellar set the foundations of a duality theory for this type of problems in the 1970s with a series of papers [18, 21, 23, 24, 26] . In this approach, an FCB problem is paired with a dual problem which has the same structure as the primal. A sample result from the theory is that, under reasonable conditions, solutions of the adjoint equation for the primal problem are optimal solutions of the dual problem; see for instance [18, Section 10] . This in particular leads to optimality conditions, which in this case are also sufficient, and can be given in terms of a Hamiltonian system; cf. [18, 26, 28, 17] . Let us also mention that convex problems of Bolza type have been widely investigated in several contexts. For example [31, 32, 29, 8, 7, 10, 9, 12] are concerned with the study of the value function of FCB problems and its relation with the Hamilton-Jacobi equation. Some attention has also been put on Hamiltonian systems associated with FCB problems as for instance in [20, 11, 15] .
It is worth mentioning that extended real-valued Lagrangians allow to implicitly encode in FCB problems dynamical and state constraints, and this in turn leads to formulating optimal control problems as FCB problems; we refer to [18, Section 4] for precise examples. Most notably, Linear Quadratic optimal control problems can be formulated as FCB problems (see [27, 13, 16] ). This duality theory provides a framework to treat Linear Quadratic optimal control problems with state constraints and without coercivity assumptions in the control variable; this was pointed out in [16] . We also mention that this theory provides a framework to study convex optimal control problems with mixed constraints; see [18, Example 2] .
A global characteristic method for FCB problems was introduced by Rockafellar and the second author in [31, Theorem 2.4] . The characteristic method describes the time-evolution of the subgradients of the value functions through following trajectories of a Hamiltonian system. The cited result holds true for FCB problems under standard hypotheses where the Lagrangian is coercive and there are no state constraints implicitly encoded (see [31, Assumption (A) and Section 3] ). This means the minimization in both the primal and dual problems takes places over the space of absolutely continuous arcs. The main purpose of the current work is to extend these results to FCB problems with state constraints and with a lack of coercivity.
The lack of coercivity is equivalent to the dual problem having nontrivial state constraints, and by symmetry, the converse is true as well. Hence (non)coercivity assumptions and (non)trivial state constraints are dual concepts in FCB problems. In optimal control, when state constraints are involved, it is expected that the adjoint arc will have jumps whenever the constraint is active, and so it is natural that adjoint arcs of Bounded Variation (BV) be considered; see for instance [23, 14, 33] .
The works [23, 26, 17, 16] on FCB problems cited earlier are set in an impulsive framework. Notably, [26] provides the foundations of FCB problems for impulsive systems and introduces the fundamental tools (the so-called fundamental kernels presented in subsection 5.1) we use to prove our main results. A less restrictive assumption on the time-dependence was introduced in [17] and proved the lower semicontinuity of the integral functional (see (2. 2)) of the BV-extension of FCB problems.
The fact that no coercivity assumptions are made in the current paper leads to Bolza problems whose trajectories are of bounded variation rather than merely absolutely continuous, and consequently, to a new notion of Hamiltonian system suitable for arcs of bounded variation. The definition of Hamiltonian system considered here closely resembles the one introduced in [26] and revisited in [17] , however, our definition (see Definition 3.7) does not impose conditions on jumps at the initial and terminal times. This feature will be seen inherent to the way an FCB problem and its dual counterpart are extended to minimizing over arcs of bounded variation.
The BV-extension of the value functions of the primal and dual problems follows the ideas introduced in [26] , and requires two different extensions. Namely, one that is finite only in the closure of the state constraint, and a second one that can be finite beyond that set. The latter corresponds to the case when, from an initial state, trajectories are allowed to jump instantaneously at the initial time into the closure of the state constraint, or at the terminal time can jump out of the state constraint.
The duality approach taken in the paper provides an intermediate result that has an interest by itself. We prove (see Theorem 3.6) that, for any of the impulsive extensions of the FCB problem, a Fenchel-Young type equality between the value function of the primal problem and a value function associated with its dual problem holds; this result can be interpreted as a strong duality theorem for FCB problems. A similar result for Linear Quadratic optimal control problems was reported in [16] .
The development in this work will have time-dependent Lagrangians, and as such, this paper extends [31, Theorem 2.4] and [31, Theorem 5 .1] to this context. The assumptions on time-dependence are essentially the same considered in [26] , and it has not been our purpose here to go deeper into that issue. However, extensions to less restrictive hypotheses, such as the ones done in [17] , might be possible.
1.1. Notation and essentials. Throughout this paper, | · | is the Euclidean norm and a · b stands for the Euclidean inner product of a, b ∈ R n . The indicator and support functions of S ⊆ R n are denoted by δ S and σ S , respectively. The normal cone to S at x ∈ S is
Suppose ϕ : X → R ∪ {±∞} is a function with X being a topological vector space. The effective domain of ϕ is the set dom(ϕ) := {x ∈ X | ϕ(x) < +∞}. Then ϕ is called proper if dom(ϕ) = ∅ and ϕ(x) > −∞ for all x ∈ X; convex if epi(ϕ) := {(x, r) ∈ X × R | ϕ(x) ≤ r} is a convex set, and lower semicontinuous (l.s.c. for short) if epi(ϕ) is a closed set.
Suppose X is in duality with another topological vector space Y via a bilinear mapping ·, · : X × Y → R; if X = R n , then it is in duality with itself via the Euclidean inner product. The (Legendre-Fenchel) conjugate of ϕ : X → R ∪ {+∞} is the mapping ϕ * : Y → R ∪ {±∞} defined via ϕ * (y) := sup { x, y − ϕ(x) | x ∈ X} and its subdifferential at x ∈ dom(ϕ) is the set
These mathematical objects are related via the Fenchel-Young equality:
If ϕ is convex proper and l.s.c., so is ϕ * . Moreover ϕ * * = (ϕ * ) * agrees with ϕ and y ∈ ∂ϕ(x) if and only if x ∈ ∂ϕ * (y).
We suppose T > 0 is fixed. In our setting an arc is a function x : [0, T ] → R n . The space of continuous, absolutely continuous and bounded variation arcs are denoted by C, AC and BV, respectively. If x ∈ BV then x(t − ) and x(t + ) stand for the left and right limits of x at t, with the convention that x(0) = x(0 − ) and x(T ) = x(T + ). Furthermore, when t = τ ∈ [0, T ] is understood from the context as the initial time, then we also use the convention x(τ − ) = x(τ ). We write L 1 for the (equivalence class of) Lebesgue integrable real-valued functions defined on [0, T ] endowed with the usual norm
n is denoted by L 1 n and the equivalence class of measurable R n -valued functions that are essentially bounded on [0, T ] is denoted by space L ∞ n , both spaces are endowed with their standard norms.
Given a measure µ on [0, T ], we say that a property holds dµ-a.e. on A ⊆ [0, T ] if there is a Borel-measurable set B ⊆ A such that µ(A \ B) = 0 and the property holds for any t ∈ B. If µ is the Lebesgue measure we denote dµ(t) = dt and we simply say that the property holds a.e. on A.
A set-valued map
A set-valued map is also said to be upper semicontinuous (u.s.c. for short) if for any t 0 ∈ [a, b] and any neighborhood O of S(t 0 ) there is r > 0 such that S(t) ⊆ O for any t ∈ [a, b] such that |t − t 0 | < r.
FCB problems. Given a Lagrangian
n × R n → R ∪ {+∞} and a terminal cost g : R n → R ∪ {+∞}, consider the Bolza problem:
Our task in this paper is to study an extension of the Bolza problem (P) to minimization over arcs of bounded variation and their corresponding associated value functions. We also want to explore duality relationships and pose the discussion in a fully convex context, meaning that we are mainly concerned with the case where (x, v) → L(t, x, v) and a → g(a) are proper convex l.s.c. functions. In order for the integral cost to be well-defined, we also impose conditions so that t → L(t, x(t),ẋ(t)) is measurable for any arc x ∈ AC, and this will be done through the epigraphical mapping associated with the Lagrangian:
To be more precise, the paper will operate under the following hypothesis:
is nonempty convex and closed is equivalent to (x, v) → L(t, x, v) being proper, convex and l.s.c. for any t ∈ [0, T ] fixed. Also, the fact that t → S L (t) is measurable implies that t → L(t, x, v) is measurable for any x, v ∈ R n fixed. Moreover, t → L(t, x(t),ẋ(t)) is measurable for any arc x ∈ AC; see for instance [30, Proposition 14.28] . Furthermore, by Hypothesis 2.1 we have that
Thus, the integral cost is well-defined, although it may be +∞ but never −∞. Let us point out that in the literature, functions satisfying property (ii) in Hypothesis 2.1 are known as (convex) normal integrands. Also, in the autonomous case, that is, when L doesn't depend on the time variable, conditions (ii) and (iii) in Hypothesis 2.1 are equivalent to require L to be proper, convex and l.s.c..
Constraints encoded in FCB formulations.
By allowing L to take infinite values, we are handling implicitly constraints over the state of system x(t) and its velocityẋ(t). Indeed, these constraints are determined by the set-valued maps
In a similar way, the fact that g can take infinite values implies that the set
can be understood as a terminal constraint. In other words, this means that the minimization in (P) occurs and is finite only when the initial state of the system x(0) = ξ 0 is brought to the target D g at time t = T . Explicitly, any feasible arc x of the Bolza problem (P) satisfies the state and velocity constraints, and reaches the terminal constraint set:
The fully convex framework we are concerned with yields naturally to a meaningful duality theory that can be obtained via the standard approach with perturbation functions (cf. [25] or [34, Section 2.6]). Indeed, following the theory developed in [18, 21, 31] , one can define a dual problem to (P) as the FCB problem (D) minimize T 0 K(t, y(t),ẏ(t))dt+f (y(T )) over all y ∈ AC so that y(0) = −η 0 .
Here the Lagrangian
By symmetry, this formulation considers implicitly constraints over the state of the dual system. Indeed, the corresponding dynamics and state constraints are
and the terminal constraint is
Likewise for the primal problem, any feasible arc of the dual Bolza problem (D) respects a state and dynamical constraint, and satisfies the terminal constraint:
The primal and dual state constraints are related to the dual and primal Lagrangian through the following relations (e.g. [19, Theorem 13.3 
The functions r L and r K will play an active role in the sequel. As we will discuss next, the assumptions we are considering in this paper do not ensure the existence of solutions to (P) nor to (D) in the space AC. As a matter of fact, minimizing sequences may converge to discontinuous arcs; see the examples in section 7. This means that the velocities of feasible states need to be understood as measures rather than functions, and so the functionals to be minimized must be extended to a BV setting. An extension has been proposed by Rockafellar in [26] , where the cost associated with the jumps in the state are penalized by the recession functions r L and r K in the primal and dual problem, respectively. Let us point out that the recession functions r L and r K also allow to establish the following principle: if the primal problem has no state constraints, solutions to the dual problem are necessarily absolutely continuous arcs. This in particular allows to recover the usual case studied in [31, 32, 7, 8, 9, 10, 11, 12] where jumps and impulses are not present.
Extended FCB problems.
It has been proven (cf. [18, Example 12] ) that, for FCB problems, a solution of the dual problem is actually the costate trajectory that appears in Pontryagin's maximum principle. In optimal control, when state constraints are involved, it is expected that the adjoint arc will have jumps whenever the constraint is active; see for instance [23, 14, 33] . This fact naturally leads to the dual problem minimizing over BV rather than AC . The philosophy of convex analysis is that symmetry between primal and dual problems should be adhered to, and hence the primal problem should be extended to minimizing over BV arcs as well. For these reasons, and following the ideas outlined in [26, 15, 16] , an extension of the problems (P) and (D) to ones with minimization over BV is made in the following manner. First of all, we fix a singular (regular) measure (w.r.t. the Lebesgue measure) µ on [0, T ]. Any z ∈ BV induces a Borel measure dz(t) and has Lebesgue decomposition of form
whereż(t) and π z (t) are the densities associated with the absolutely continuous and singular part of the measure dz(t) (w.r.t. the Lebesgue measure).
There are two main issues to be taken into account when extending the functional of an FCB problem to a BV setting. The first one is concerned with the restrictions over the end-points of the admissible arcs and the second one with the cost associated with the jumps in the state.
As pointed out in [16] , the first issue will force us to consider two different value functions associated with the same problem. The functionals to be minimized in (2.5) and (2.7) defined below are the same, however in (2.5) the end-points of the admissible arcs are required to satisfy the state constraints (2.3) while in (2.7) they are not.
The second issue has already been addressed by Rockafellar in [26] inspired by the theory developed in [22] for convex integral functionals; see [22, Theorem 5] for more details. In our framework this means that the extended FCB problem is concerned with the minimization of the functional
Note that this functional has a particular structure, it penalizes the absolutely continuous and singular part of the measure dx(t) in a somehow independent way.
The extra integral part associated with the extended problem requires additional assumptions in order to be well defined. In particular, t → r L (t, π x (t)) has to be at least a measurable function. The following assumption alleviates this issue. Note that this condition is trivial for the autonomous case, but in the non-autonomous case it essentially requires the state constraints processes to have bounded images; see for instance [1, Theorem 1.1.2]. Furthermore, since we are concerned with the value functions of the primal Bolza problem, we need to parametrize the FCB problem at hand w.r.t. its initial data. For this reason, for a given Lagrangian Λ :
In the light of (2.1), Hypothesis 2.2 ensures that the mappings t → r L (t, π x (t)) and t → r K (t, π y (t)) are measurable (e.g. [30, Example 14 .51]) and so the functionals J L τ and J K τ are well-defined 2.3. Value functions of extended FCB problems. The first type of value functions we introduce are those that satisfy the state constraints up to the initial and final times. In other words, these value functions don't allow to jump at the initial or final time from outside the state constraints sets into them. For this reason primal and dual trajectories must satisfy respectively
Hence, the value function associated with the extended primal problem is
In a similar way, we consider the extended dual value function given by
Note that in the light of (2.1), these definitions imply that when no state constraints are present in the dual problem (Y(t) = R n for any t ∈ [0, T ]), then the optimal value of the Bolza problem (P) can be recovered through the value function (2.5), and furthermore, a feasible trajectory for (2.5) (if available) is forced to have a null singular part because σ R n = δ {0} , and hence, the minimization is carried out in AC rather than in BV. From an optimization point of view, the fact that the dual problem has no state constraint means that the cost of the primal problem is coercive w.r.t. the velocity; we refer to the discussion in [31, Section 3] . Similar comments apply to the dual problem in the case when the primal has no state constraints (X(t) = R n for any t ∈ [0, T ]). The explicit constraints (2.3) and (2.4) are rather natural for problems over continuous arcs with well-behaved state constraints processes. However, since we are considering discontinuous trajectories we are not forced to impose them and it may be beneficial to disregard them. As a matter of fact, if these additional constraints are not considered, other value functions are obtained, which also play an interesting role in the theory we develop here as we will see shortly. The primal and dual value functions that may violate (2.3) or (2.4) are simply given by
By definition of the value functions in (2.5)-(2.8), the following relations hold:
The importance of these value functions will be clear from the discussion in the next part, where we show that V τ must be paired with W τ whereas V τ must be with W τ ; see Theorem 3.6. This also is demonstrated with the examples in section 7.
3. Main results. In this section we present the main contribution of this paper.
Weak and strong duality.
Under the assumptions we posed so far we have that both value functions V τ and W τ satisfy, thanks to the definition of the Legendre-Fenchel conjugate, a weak duality relation with the value functions W τ and V τ , respectively. 
∀x, y ∈ BV as long as x satisfies (2.3) or y satisfies (2.4). Moreover, we also have
Proof. The first part of the statement comes from [26, Theorem 1] . For the second part, the one regarding the value functions, we note that it is enough to check the inequalities for ξ, η ∈ R n such that V τ (ξ), W τ (η) < +∞, otherwise the conclusion is straightforward (considering the convention +∞ ± ∞ = +∞). Note that we are not assuming a priori that V τ (ξ), W τ (η) > −∞. Let us focus on the first inequality, the other one follows by symmetry.
Let x, y ∈ BV be any feasible arc for the optimization problem defined in (2.5) and (2.8), respectively. In other words, x(τ ) = ξ, y(τ ) = −η, x satisfies (2.3) and
, the definition of the conjugate of g leads to
It follows that
Taking infimum over x, y ∈ BV we get the first inequality. In particular, we must have that V τ (ξ) > −∞ and W τ (η) > −∞, and thus η ∈ dom(W τ ) and ξ ∈ dom(V τ ).
In order to ensure the existence of optimal solutions we might impose the following qualification assumption, which can be interpreted as a Slater condition:
Let us point out that this assumption implies that the primal and dual problems are feasible. Even more, we have that τ → V τ (x(τ )) and τ → W τ (ȳ(τ )) are bounded mappings on [0, T ] with
which means in particular, that for any τ ∈ [0, T ] the value functions V τ , V τ , W τ and W τ are all proper maps (due to Proposition 3.1). Furthermore, Hypothesis 3.2 implies that int(X(τ )) and int(Y(τ )) are nonempty sets for any τ ∈ [0, T ].
Remark 3.3. The assumptions in our case require that the domain of the primal and dual end-points costs have non-empty interior, while in [31, 32] they do not. By applying the perturbation technique, the lack of coercivity on the primal and dual Lagrangians must be compensated in some way on the end-point cost.
On the other hand, in order to have a strong duality between the value functions, further regularity over the data is required. In particular, the state constraint processes need to be continuous multifunctions. For this reason we consider the following:
is the Hamiltonian associated with the primal problem (P), that is 
In order to prove Theorem 3.6, a few more concepts and results need to be presented. For these reasons, we postpone the details of the proof to section 6. Examples that demonstrate this result and the next one (the characteristic method, Theorem 3.8) are available in section 7.
3.2. Generalized Characteristic method. We now turn our attention into the most important result of this paper, a characteristic method for impulsive FCB problems that describes the evolution of the subgradients of the value functions.
We begin by revisiting the notion of Hamiltonian system for impulsive problems. Definition 3.7 has been inspired by the extended Hamiltonian conditions introduced in [26] ; for a general account on Hamiltonian conditions in optimal control we refer to [33, Sections 7.8 and 10.7] . The novelty of Definition 3.7 is that it weakens the conditions at the initial and final times, a fact that is fundamental for being able to deal with the two types of extended value functions we have introduced in section 2. Definition 3.7. A pair of BV arcs (x, y) is said to be a Hamiltonian trajectory
The characteristic method and main result of this paper is the following. 
The details of Theorem 3.8's proof are postponed to section 6.
Remark 3.9. It is worth mentioning that Theorem 3.8 shows that if the value function of an extended FCB is not differentiable (i.e. ∂V τ (ξ) is not a singleton) then the dual problem could have more than one solution (infinitely many actually). This is for instance the case when Items a to e in Theorem 3.8 define a well-posed measure differential inclusion in BV. In the same setting, one could establish a wellknow principle in convex optimization that asserts that uniqueness of minimizers of the dual problem is equivalent to the value function of the primal problem being differentiable. The well-posedness of the dynamical system determined by Items a and b has been studied in [20, 24] in the standard setting (no state constraints). To the best of our knowledge, similar results (as in [20, 24] ) on the well-posedness of the Hamiltonian systems for BV arcs has not been investigated in the literature.
The symmetry between the primal and dual problems leads to a similar result for the value function V τ , which can be obtained by applying Theorem 3.8 to the value function W τ instead of V τ and using the fact that η ∈ ∂V τ (ξ) if and only if ξ ∈ ∂W τ (η) (Thanks to Theorem 3.6).
Theorem 3.10. Under Hypotheses 2.1, 2.2, 3.2, and 3.4, for any τ ∈ [0, T ] and ξ, η ∈ R n we have that η ∈ ∂V τ (ξ) if and only if there are x, y ∈ BV such that a) (x, y) is a Hamiltonian trajectory on
Remark 3.11. As pointed out earlier, Theorem 3.8 and Theorem 3.10 extend [31, Theorem 2,4] in two ways. First of all, it covers problems with non-autonomous Lagrangians. Secondly and most important, it deals with problems with state constraints. In particular, under coercivity assumptions on the primal and dual Lagrangians the statements agree. This is because the coercive case means that no state constraints are present in the primal or dual problems, and so all the normal cones are reduced to the trivial cone that contains only the zero vector.
4. The Linear Quadratic case. Let us now provide some explicit formulas for the Linear Quadratic (LQ) problem, and show how this type of problems fits in our fully convex setting. Along this section we assume that X ⊆ R n and U ⊆ R m are given sets and P T is an n × n matrix. Also, for any t ∈ [0, T ] given we consider that A t , Q t are n × n matrices, B t is an n × m matrix and R t is an m × m matrix. The set U ∞ stands for the recession cone of the set U.
The LQ problem is the following: Given τ ∈ [0, T ] and ξ ∈ X,
To formulate the problem as an FCB problem, the end-point cost g : R n → R is taken as g(a) := 
4.1. Basic Assumptions. In order to ensure that the Lagrangian is l.s.c. we assume the following qualification condition:
Since the recession function of u → 1 2 (R t u) · u + δ U (u) is the indicator function of ker(R t ) ∩ U ∞ , we have that ?? implies the qualification condition on [3, Corollary 3.5.7], and so if R t is positive semi-definite and U nonempty convex and closed, then the infimum in the Lagrangian is attained and it is an l.s.c. function. Therefore, in order to fulfill the standing assumption in this work, we assume that It is not difficult to see that this guarantees that the end-point cost satisfies Hypothesis 2.1(i) and, in the light of the preceding discussion, that the epigraphical mapping t → S L (t) has nonempty convex closed images for any t ∈ [0, T ]. To see that the epigraphical mapping S L is measurable we note that the set-valued map
, and so by definition its indicator function is a normal integrand. Thus, the epigraphical mapping of the function 
This means that extended LQ problem in the BV setting can be written as follows:
The novelty in this extended version of the LQ problem is the singular part, which is determined by a control t → θ(t) via a dynamical constraint. This control also satisfies the given input constraints. The dual Lagrangian is
Since Q t is assumed to be positive definite, the dual state constraint is determined only by the second supremum in the definition above. Moreover, by [3, Theorem 2.5.4], we have that
that is, it is the set of y ∈ R n such that B y belongs to the (negative) polar cone to ker(R t )∩U ∞ . In particular, a sufficient condition for Y(t) to have non empty interior is that ker(R t ) ∩ U ∞ is pointed for any t ∈ [0, T ]. Also, the structure of Y(t) implies that it is either {0} or unbounded. As we have discussed earlier, this could be rather restrictive for Hypothesis 2.2. However, if R t is positive definite for any t ∈ [0, T ] or U is compact, then Y(t) = R n and Hypothesis 2.2 holds immediately. The general non-autonomous case is still an open question.
Hamiltonian system. The Hamiltonian of the problem is given by
here ϕ 1 ϕ 2 stands for the inf-convolution of ϕ 1 and ϕ 2 . We claim that g t (z) = h * t σ U and that the infimum is attained. Indeed, note that by standard results in Convex Analysis (see for instance [3, Theorem 2.5.4]) we have that (h * t ) ∞ = σ dom(ht) = σ R n = δ {0} and (σ U ) ∞ = σ U . Hence, by [3, Corrollary 3.5.8] we have that h * t σ U is proper convex l.s.c. and agrees with g t .
Note that u ∈ ∂g t (z) if and only if z ∈ R t u + N U (u), that is
Moreover, if Y(t) has nonempty interior for any t ∈ [0, T ], we have that
Consequently, a Hamiltonian trajectory on [0, T ] must satisfy a.e. the system of inclusionṡ x(t) ∈ A t x(t) + B t ∂g t B t y(t) andẏ(t) ∈ −A t y(t) + Q t x(t) + N X (x(t)).
Note that in the classical case that X = R n , U = R m and R t is non singular, we recover the well-known system of equationṡ
5. Minimizers and optimality conditions. In this section we discuss about the existence of optimal solutions. To begin with, we state some intermediate lemmas and for sake of the exposition we revisit the notion of fundamental kernel studied by Rockafellar in [26] , and introduced as such in [31] for AC arcs.
Fundamental Kernel. For given τ ∈ [0, T ] and a, b ∈ R
n the fundamental kernel associated with a Lagrangian Λ :
where, we recall that the functional J Λ τ has been defined in (2.2). The fundamental kernel plays a key role in the analysis because it allows us to rewrite a Bolza problem in simple terms. Essentially, it encloses the information associated with the running cost. For example, it follows that
and W τ (η) = inf
Furthermore, it also can be checked that
Lemma 5.1 ([26, Theorem 3 and 3']). Assume Hypotheses 2.1, 2.2, 3.2, and 3.4. I -For any a, b ∈ R n we have that
II -For any a ∈ X(τ ) and b ∈ X(T ) we have that
III -For any a ∈ Y(τ ) and b ∈ Y(T ) we have that
Fundamental kernels are families of optimization problems parametrized by given end-points. As such, solutions to them can be characterized by means of a Hamiltonian system. The following definitions is closely related to our definition of Hamiltonian trajectory. We emphasize that the main difference between Definition 5.2 and Definition 3.7, is that some conditions in Definition 3.7 are not necessarily satisfied at the initial or final times, whereas in the next definition they are.
Definition 5.2. We say that a BV arc x is an extremal for the Lagrangian L if there is another BV arc y, called coextremal, such that a) (−ẏ(t),ẋ(t)) ∈ ∂H t (x(t), y(t)) for a.e. t ∈ [τ, T ], where H t = H(t, ·, ·).
We are now in a position to recall a duality theorem for the optimization problem involved in the definition of the fundamental kernel E 
iii) x satisfies (2.3) and y satisfies (2.4).
Remark 5.4. Note that a pair (x, y) with x ∈ BV being an extremal for L and y ∈ BV being a corresponding coextremal is a Hamiltonian trajectory in terms of Definition 3.7, but the converse is not true. Our definition of a Hamiltonian trajectory can be explained in the light of Lemma 5.3. Note that if we had defined a Hamiltonian trajectory as exactly a pair extremal-coextremal, we would have got that the end-points of the primal and dual trajectory must satisfy the state constraints. Nevertheless, since V τ is conjugate with W τ (not with W τ ), we have to allow to the possible optimal dual arc to violate the state constraints at its end-points.
Existence of minimizers.
We now continue by stating an existence of solution theorem. Let us point out that this result doesn't rely directly on a compactness argument, but instead on the Fermat's rule.
Before continuing let us discuss about the lower semicontinuity of the functional J L τ on the weak-topology of BV. Here we use the identifications BV ∼ = R n × C * and the fact that BV can be put in duality with R n × C via the bilinear mapping
Lemma 5.5. Assume Hypotheses 2.1, 2.2, 3.2, and 3.4. Then, for any τ ∈ [0, T ] fixed, the functional J L τ is l.s.c. on the weak-topology of BV. The proof of this lemma follows essentially the same arguments presented by Pennanen and Perkkiö to prove the last part of [17, Theorem 2.1], so we skip it; the timedependence hypotheses in [17] are weaker than ours. The underlying idea is that the functional J L τ can be seen as the conjugate of a convex integral functional defined on the space C as in [22, Theorem 5] . This in particular, implies that the functional is l.s.c. for the weak-topology of R n × L ∞ n , and a posterior, l.s.c. for the weaktopology of BV.
Thanks to Lemma 5.5 we get the next result about the existence of minimizers.
Proposition 5.6. Assume Hypotheses 2.1, 2.2, 3.2, and 3.4 hold. I -If V τ (ξ) ∈ R for some ξ ∈ R n , then there isx ∈ BV withx(τ ) = ξ such that
Moreover, if in addition ξ ∈ X(τ ) and V τ (ξ) ∈ R, then there is x ∈ BV with x(τ ) = ξ and x(T ) ∈ X(T ) such that
II -If W τ (η) ∈ R for some η ∈ R n , then there isỹ ∈ BV withỹ(τ ) = −η so that
Moreover, if in addition η ∈ Y(τ ) and W τ (η) ∈ R, then there is y ∈ BV with y(τ ) = −η and y(T ) ∈ Y(T ) such that
Proof. By symmetry, we just need to focus on the primal value functions. Note that by (2.7), the value function V τ can be written as a marginal function:
where Ψ : BV ×R n → R ∪ {+∞} is given by
Thanks to Lemma 5.5, it's not difficult to see that, (x, a) → Ψ(x, a) is convex and l.s.c. for the weak-topology on BV. Furthermore, the fact that V τ (ξ) ∈ R implies that Ψ is also proper with (x, ξ) ∈ dom(Ψ) for somex ∈ BV. Hence, to establish that the infimum is attained, it is enough to check the Fermat's rule, that is, 0 ∈ ∂Ψ ξ (x) for somex ∈ BV, where Ψ ξ (·) = Ψ(·, ξ). Let us begin by pointing out that Ψ ξ agrees with the conjugate of the mapping ϕ ξ :
If ϕ ξ given by (5.4) is bounded on a neighborhood of the origin of R n × C, then we have that either ϕ ξ is identically −∞ or it is continuous around the origin; see for instance [34, Theorem 2.2.9] . Nevertheless, as we will see shortly ϕ ξ (0) ≥ −V τ (ξ), and so ϕ ξ must be continuous at the origin and consequently ∂ϕ ξ (0) = ∅; see for example [34, Theorem 2.4.9] . The fact that is equivalent (via the Fenchel-Young equality (1.1)) to the Fermat's rule provides the desired result. We divide the rest of the proof into several steps:
1. Let us first check that ϕ ξ bounded below at the origin. Since, V τ (ξ) ∈ R for any ε > 0 there is x ε ∈ BV with x ε (τ ) = ξ such that
and thus
From where we get that ϕ ξ (0) > ∞, and as a matter of fact
2. For any p ∈ C we set L p (t, x, v) := L(t, x, v) − p(t) · v and the corresponding dual counterpart K p (t, y, w) := K(t, y + p(t), w). Note that
and so it can be verified that
It is rather clear 
whereȳ ∈ AC is the arc given by part (ii) in Hypothesis 3.2. Sinceȳ(t) ∈ int(Y(t)) for any t ∈ [τ, T ], we may assume without loss of generality that B(ȳ(t), ε) ⊆ int(Y(t)) for any t ∈ [τ, T ]. Moreover, due to the fact that F is measurable w.r.t. the variable t and Lipschitz continuous w.r.t. the variable y, the Carathéodory Theorem [6, Theorem 2.1,1] implies that for any p ∈ C there is a unique y p ∈ AC solution of the (backward) Cauchy probleṁ
with y(T ) =ȳ(T ).
Let us point out thatȳ is the (unique) solution for the case p = 0 and also that, thanks to the Gronwall's Lemma [5, Proposition 4.1.4], the operator p → y p is continuous from C into itself, which means that for some δ > 0 we have that
In particular, for any p ∈ C with p ∞ < δ it follows that
Hence J Kp τ (y p ) ∈ R and y p (T ) ∈ D f . Moreover, if we call Y p (t) the state constraints induced by K p at time t, we note that
Therefore, since B(ȳ(t), ε) ⊆ int(Y(t)) for any t ∈ [τ, T ], we have that y p (t) ∈ int(Y p (t)) for any t ∈ [τ, T ]. Thus, part (ii) in Hypothesis 3.2 holds as well when replacing K with K p and if p ∞ is small enough. 4. On the other hand, since g(b) = f * (−b) we obtain
It follows then that
whereȳ ∈ AC is the arc given by Hypothesis 3.2 and y p the one given by the previous step (the trajectory that makes Hypothesis 3.2 to hold for
where the last step is a consequence of Item III in Lemma 5.1 applied with L p and K p ; we have already seen that Hypotheses 2.1, 2.2, 3.2, and 3.4 hold true if one replaces L and K with L p and K p , respectively. Note also that E Kp τ (y p (τ ), y p (T )) ≤ α L 1 and so, ϕ ξ is bounded above on a neighborhood of the origin, which implies that the infimum in the definition of V τ (ξ) is attained at somex ∈ BV. 5. The argument for the case V τ (ξ) ∈ R is similar to the above; the difference is the application of Lemma 5.1(Item III) should be replaced by Lemma 5.1(Item I). We omit these details.
6. Proof of main results. In this section we provide the arguments that prove Theorem 3.6 and Theorem 3.8.
Proof of Theorem 3.6.
Proof. Let τ ∈ [0, T ] be given. Note that the fact that the value functions are proper is a direct consequence of Hypothesis 3.2. Consequently, we only need to prove that the pairs (V τ , W τ ) and (V τ , W τ ) are conjugate to each other. Indeed, the convex and l.s.c. character of the value functions is implied by the fact that they, as being the conjugate of another function, can be written as the supremum of a family of affine continuous functions.
Let us focus on W τ = (V τ ) * . Note that by symmetry, a proof for V τ = (W τ ) * would have the same estructure, hence we skip it to avoid repetition. We begin by pointing out that (5.1) and combined with Item I in Lemma 5.1 lead to the following relation
is convex and l.s.c. for any x ∈ dom(J L τ ) with x(τ ) ∈ X(τ ) and x(T ) ∈ X(T ). Note as well that the lower levels sets of ϕ(b) := f (b)−Ψ η (b,x) are compact subsets of R n , wherex is given by Hypothesis 3.2. Indeed, note that by definition
Sincex(T ) ∈ int(D g ) we have that 0 ∈ int(dom(ϕ * )) and so, by the Moreau's Theorem ([3, Proposition 3.1.3]) we have that ϕ has compact lower level sets.
Furthermore, x → Ψ(b, x) is convex for any b ∈ D f . Note that the subset of dom(J L τ ) that satisfies the additional conditions x(τ ) ∈ X(τ ) and x(T ) ∈ X(T ) is convex and nonempty thanks to Hypotheses 2.1 and 3.2. Hence, in the light of the Lopsided Minimax Theorem [2, Theorem 6.2.7] we have that
This implies that
On the other hand, using similar arguments, (5.3) and Item III in Lemma 5.1, we can show that for any η ∈ Y(τ ), we have W τ (η) = sup
Therefore, W τ is convex l.s.c., and since we know that it is proper, we get
Symmetric arguments (but using Item II in Lemma 5.1) allow to show that V τ is l.s.c. and convex, and since it is also proper , we obtain
This completes the proof.
6.2. Proof of Theorem 3.8. The proof is divided in two parts.
Necessity part.
Proof. Let η ∈ ∂V τ (ξ), then in particular ξ ∈ dom(V τ ) ∩ X(τ ), and so, by Proposition 5.6 there is an optimal trajectory that realizes V τ (ξ), that is, x ∈ BV such that x(τ ) = ξ and
On the other hand, η ∈ ∂V τ (ξ) is equivalent to ξ ∈ ∂W τ (η) because V and W are conjugate to each other. Hence, η ∈ dom(W τ ), and thus Proposition 5.6 implies there is an optimal trajectory that realizes W τ (η), that is, y ∈ BV such that y(τ ) = −η and W τ (η) = J K τ (y) + f (y(T )). Furthermore, by the Fenchel-Young equality (1.1) we have
Rearranging the terms we get
Now, since both terms in parenthesis at the right-hand side are nonnegative, we actually get that
Let us point out that (6.2) is equivalent to −y(T ) ∈ ∂g(x(T )). Let us show now that (x, y) is a Hamiltonian trajectory on [τ, T ]. Note that (6.1) and Lemma 5.1 imply
Letŷ be the BV arc that agrees with y on (τ, T ), and that is right continuous at t = τ and left continuous at t = T . In particular,ŷ(τ ) = y(τ
Furthermore, from (6.1) and the preceding identities we get that
where the inequality comes from the fact that r K (t, d) = σ X(t) (d) for any t ∈ [τ, T ], and because ξ ∈ X(τ ) and x(T ) ∈ X(T ). It turns out then, thanks to Proposition 3.1, that the inequality is actually an equality. Hence, by Lemma 5.3 we have that x is an extremal withŷ being a coextremal. But sinceŷ(t) = y(t) for t ∈ (τ, T ), we obtain that the pair (x, y) is a Hamiltonian trajectory on [τ, T ] . Given that
we must also have that
Hence, for any a ∈ X(T ) we have that
But, since r K (T, d) = σ X(T ) (d), we conclude, by taking a ∈ X(T ) or a ∈ X(τ ) when appropriate, that (6.4) π y (T ) ∈ N X(T ) (x(T )) and π y (τ ) ∈ N X(τ ) (x(τ )) and the conclusion follows.
Sufficiency part.
Proof. This part is rather direct from what we have done before, however, we provide the details for sake of completeness. First of all, the fact that (x, y) is a Hamiltonian trajectory implies that x is an extremal withŷ being a coextremal. Note that there are some conditions that are trivially verified because πŷ(τ ) = πŷ(T ) = 0. Thus, by Lemma 5.3 we have E
On the other hand, is it not difficult to see that (6.4) is actually equivalent to (6.3), which leads to
Using the transversality condition we also have that
From here we get that the inequality holds with equality instead, and so the FenchelYoung equality (1.1) is obtained, which means that η ∈ ∂V τ (ξ).
7. Some examples. In this section we illustrate the results we have provided in the paper with some examples. Simple calculations yield to K(t, y, w) = L(t, y, w),
That is, primal and dual trajectory can only approach to zero from the right, and jumps are only allowed to the left. It follows then that
and
where the infima are attained respectively at
By symmetry, the dual value functions are
if η ≤ 0, +∞ otherwise, with the infima being attained respectively at
We see then that The Hamiltonian of the problem is
In particular, X(t) = Y(t) = [0, +∞) and
Hence, it's not difficult to see that if ξ > 0 Note that y(T ) ∈ Y(T ), but x(τ ) ∈ X(τ ) and x(T ) ∈ X(T ). Moreover, x and y are optimal solutions for the value functions V τ and W τ , respectively.
Example 2.
Let us now consider a non coercive problem on R 2 . We set
The Lagrangian above corresponds to a non coercive LQ problem with dynamical constraints. The related FCB problem is:
Let Γ = R × {0} and Ω be the (Euclidean) open lower half-plane in R 2 . Letx ∈ AC be arbitrary such thatx(τ ) = (ξ 1 , 0) for some ξ 1 ∈ R. Note that if ξ = (ξ 1 , ξ 2 ) ∈ Ω (in particular ξ 2 < 0), then for any positive integer k large enough the arc given by is just the one corresponding to the state (the cost related to the velocity is zero), and it is given by
Notice that x k converges pointwise to the BV arc
This fact, combined with the estimate for the running cost associated with x k on the
In particular, this means that an impulsive trajectory, optimal for the extended FCB problem associated with (7.1), must jump from any point in Ω into Γ instantaneously at time t = τ because the cost of doing so is zero.
On the other hand, note that for anyξ 2 ≥ 0 fixed, any affine subspace of R 2 having the form (x 1 , x 2 ) ∈ R 2 | x 2 ≥ξ 2 is (strongly) invariant w.r.t. the dynamical system associated with (7.1). This implies then, because of the quadratic cost over the state, that the function
is increasing. This in turn implies that for computing V τ on R 2 \ Ω, the state component x 2 can be set as ξ 2 and so, we can reduce the problem to solve the following 1D Linear-Quadratic problem:
over all z ∈ AC such thatz(τ ) = ξ 1 .
If ϑ τ (ξ 1 ) stands for the value function of the problem (7.2), we have the relation
Problem (7.2) is a rather classical one, and it is not difficult to see that it has a unique solution. As a matter of fact, its optimal solution and the associated value function are
Therefore, a suitable optimal trajectory for the extended problem to BV associated with (7.1) that starts at ξ = (ξ 1 , ξ 2 ) at time t = τ has the following form
7.2.1. Dual problem. Let us now take a look at the dual problem. First of all let us note that, after some calculations, the dual Lagrangian and dual endpoint cost have the form
Therefore, the dual problem has a state constraint, namely Y = R × R − . Consequently, the dual problem is given by
over all y ∈ AC so thaty 2 (t) ≤ 0 for any t ∈ [τ, T ] and y(τ ) = −η.
Notice that the problem can be separated into two, one that depends exclusively on the first variable and another on the second. In particular, when no state constraints are present these two problems are:
over all y ∈ AC such that y 1 (τ ) = −η 1 . and (7.5)
over all y ∈ AC such thaty 2 (τ ) = −η 2 .
We have already seen that the minimizer and associated value function to (7.4) is
On the other hand, by the Euler-Lagrange equation and the transversality condition (see [4, Chapter 14] ) we get a twice continuously differentiable solution of the problem (7.5), which satisfyÿ
Therefore, the optimal solution and associated value function to (7.5) is
Then, the optimal solution for (7.3) is given by
and the associated value function is
It is not difficult to see that W * τ = V τ and V * τ = W τ . Moreover, since V τ is continuously differentiable, we also have that 
Thus, according to Definition 3.7, a Hamiltonian trajectory on [τ, T ] is a pair (x, y) of BV arcs that satisfieṡ
for a.e. t ∈ [τ, T ], (7.8) together with y 2 (t) ≤ 0 for any t ∈ [τ, T ) and
The fact that X(t) = R 2 combined with (d) in Theorem 3.8, makes all the other conditions trivial and also leads to claim that y ∈ AC. Furthermore, the transversality condition implies that x(T ) + y(T ) = 0. (7.9) By (7.7) and the initial time t = τ , we have that
Thanks to the transversality condition (7.9), we can actually conclude that we must have ξ 1 = η 1 . On the other hand, suppose that η 2 > 0. Then since y 2 ∈ AC, there is t 0 ∈ (τ, T ] for which y 2 (t) < 0 for any t ∈ [τ, t 0 ). This in turn, combined with (7.8), implies that x 2 (t) = ξ 2 for any t ∈ [τ, t 0 ) and
Suppose that y 2 (t 0 ) = 0. Then, necessarily we must have ξ 2 > 0. But, due to the fact that y 2 ∈ AC and
The equationẏ 2 (t) = x 2 (t) > ξ 2 > 0 for a.e. t ∈ [τ, T ], and so y 2 does not satisfy the state constraint after the time t = t 0 , which yields to a contradiction, so we can assume that t 0 = T . Moreover, if y 2 (T ) = 0, by the transversality condition we must have that x 2 (T ) = 0 as well. This in turn implies that π x2 (T ) = −ξ 2 < 0 which is not possible. So, we must have that if η 2 > 0, then y 2 (t) < 0 and x 2 (t) = ξ 2 for any t ∈ [τ, T ]. In this case, the transversality condition (7.9) implies that η 2 = (T +1−τ )ξ 2 .
Finally, let us consider the case η 2 = 0. Using the same argument as before, we must have that y 2 (t) = η 2 = 0 for any t ∈ [τ, T ]. Furthermore, the transversality condition (7.9) implies that x 2 (T ) = 0 and (7.8) that x 2 (t) = 0 for a.e. t ∈ [τ, T ]. But, since dx 2 (t) ≥ 0 the only option for x 2 to be discontinuous is at time t = τ and this can only happen if ξ 2 ≤ 0.
The analysis we have shown confirms the expressions that have been found in (7.6), which corroborates in turn Theorem 3.8. This also shows how Theorem 3.8 can be used to determine optimal solutions to FCB in the context of BV arcs.
It is worth mentioning that the example we have just studied demonstrates that the uniqueness of minimizers to the dual problem is equivalent to the value function of the primal problem to be differentiable as pointed out in Remark 3.9.
7.3. Example 3. We now study a similar problem as in the previous example, but with a state constraint on the primal problem, that is, we are concerned now with the LQ problem with dynamical and state constraints: over all x ∈ AC such that x(τ ) = ξ, x 2 (t) ≥ −1, for any t ∈ [τ, T ], x 2 (t) ≥ 0, for a.e. t ∈ [τ, T ].
Under these circumstances two value functions arise. One that is finite only on the state constraint, and another that is finite beyond that set. According to our notation and based on the analysis exposed in Example 2, we have for any (ξ 1 , ξ 2 ) ∈ R This is because the optimal solutions have the same form as in Example 2, it only changes the domain where it is defined. and for a.e. t ∈ [τ, T ] y 2 (t) ∈ {x 2 (t)} if x 2 (t) > −1, (−∞, x 2 (t)] if x 2 (t) = −1,ẋ 2 (t) ∈ {0} if y 2 (t) < 0, [0, +∞) if y 2 (t) = 0, (7.11) together with y 2 (t + ) ≤ 0 and x 2 (t + ) ≥ −1 for any t ∈ [τ, T ). Also we have y 2 (t − ) ≤ 0 and x 2 (t − ) ≥ −1 for any t ∈ (τ, T ]. The singular parts must verify dµ-a.e. on (τ, T )
π x2 (t) ∈ {0} if y 2 (t − ) < 0 or y 2 (t + ) < 0,
[0, +∞) if y 2 (t + ) = y 2 (t − ) = 0, (7.12)
The preceding conditions (7.12) and (7.13) imply that, at least on the interval (τ, T ) the optimal trajectories cannot jump at the same time. Furthermore, Theorem 3.8 implies that ξ 2 ≥ −1 as well as the transversality condition (7.9). It in addition imposes the following condition on the singular parts By (7.10) and the initial condition at time t = τ , we have that x 1 (t) = ξ 1 cosh(t − τ ) − η 1 sinh(t − τ ) and y 1 (t) = −η 1 cosh(t − τ ) + ξ 1 sinh(t − τ ).
Thanks to the transversality condition (7.9), we can actually conclude that we must have ξ 1 = η 1 . By (7.11), (7.12) and (7.14) we get that dx 2 ≥ 0. Therefore, if ξ 2 > −1 then x 2 (t) > −1 for any t ∈ [τ, T ]. Consequently, (7.11) implies thatẏ 2 = x 2 for a.e. t ∈ [τ, T ]. But under these circumstances the singular part of y 2 is zero because of (7.13) and (7.15) , and so y 2 ∈ AC, which leads to the same solution as in Example 2.
So, the only interesting case remaining to analyze is when ξ 2 = −1. Note that x 2 (t) cannot be constantly equal to −1 on [τ, T ]. Indeed, if this was the case, the transversality condition would imply that y 2 (T ) = 1. But, since y(T − ) ≤ 0 because of the state constraint, we would get that π y2 (T ) = 1, which contradicts (7.15). So, since dx 2 ≥ 0, for some t 0 ∈ [τ, T ], an optimal solution must have the form x 2 (t) ∈ {−1} if t ∈ [τ, t 0 ) (−1, +∞) otherwise. Now, if t 0 = T , we must have that y 2 (T − ) = 0 because of (7.14). But, since x(T ) > −1 we have by (7.15 ) that y 2 (T ) = 0. Note that by (7.11), (7.13) and (7.15) we have that dy 2 (t) ≤ 0, and so by the state constraint we should have y(t) = 0 for any t ∈ (τ, T ]. However, this is not possible because of (7.13) we haveẏ 2 (t) ≤ −1 a.e. on [τ, T ]. Therefore, we can assume that t 0 < T .
On the other hand, note that dy 2 (t) ≤ 0 on [τ, t 0 ) and so, if η 2 > 0 we get that y 2 (t) ≤ −η 2 < 0 on [τ, t 0 ). But since π y2 (t) ≤ 0 for dµ-a.e. t ∈ [τ, T ] we must have that y 2 (t) < 0 for any t ∈ [τ, T ], and so π x2 (t) = 0 for dµ-a.e. t ∈ [τ, T ], which means that x 2 (T ) = −1. However, the transversality condition (7.9) leads to −1 = ξ 2 = x 2 (T ) = −y 2 (T ) > 0. Therefore, the case η 2 > 0 is not possible.
Suppose now that η 2 ≤ 0 and t 0 < T . Then on (t 0 , T ] the trajectory y 2 is absolutely continuous (because of the analysis above). This means that either (i) y(t) = 0 for any t ∈ (t 0 , T ] or (ii) y(t) < 0 for any t ∈ (t 0 , T ]. In the case (ii), we can conclude that x 2 is constant on [τ, T ], because its singular part is zero on that interval and the Hamiltonian equation (7.11) implies thatẋ 2 = 0 a.e. on [τ, T ]. However, because of the transversality condition (7.9) we get that −1 = ξ 2 = x 2 (T ) = −y 2 (T ) > 0. Therefore, the only possible option is (i). On the other hand, the condition over the singular part implies that x 2 as well as y 2 can only jump at t = t 0 , but we have discussed that this is only possible at t = τ or t = T ; recall that we have already ruled out the case t 0 = T . Thus we can conclude that
and y 2 (t) = −η 2 if t = τ 0 if t ∈ (τ, T ].
Note that ∂V τ (ξ 1 , −1) = {ξ 1 } × (−∞, 0], which confirms what we have found above; the only constraints over η 2 is that it must be non positive.
