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Abstract 
This paper presents a new numerical algorithm for the computation of the greatest common divisor (GCD) of several 
polynomials, based on system-theoretic properties. The specific algorithm, characterizes the GCD as the output 
decoupling zero polynomial of an appropriate linear system associated with the given polynomial set. The computation 
of the GCD is thus reduced to specifying a nonzero entry of a vector forming the compound matrix of a matrix pencil 
directly produced from the associated linear system. A detailed escription of the implementation f the algorithm is 
presented and analytical proofs of its stability are also developed. The MATLAB code of the algorithm is also described 
in the appendix. 
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1. Introduction 
The problem of finding the greatest common divisor (GCD) of a given polynomial set has 
interested mathematicians for a very long time and has widespread applications inseveral branches 
of Control Theory, Matrix Theory, Statistics, Network Theory, etc. Since the existence of a com- 
mon divisor of polynomials i a property that holds for specific sets and is not true generically, 
extra care is needed in the development of efficient numerical algorithms calculating correctly the 
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required GCD. Several numerical methods achieving the computation of the GCD of a set ~m.d, of 
m polynomials of N[s]  of maximal degree d, have been proposed, see [-2, 3, 9, 10, 13]. 
In the present paper, we present an efficient numerical algorithm for the computation of GCD 
of polynomials based on a system theoretic characterization of the GCD. This algorithm 
achieves the calculation of the required GCD directly, after the application of a closed formula. 
The essential numerical tools for this method are those of computing a basis for the right or left 
nullspace of a matrix, which is needed for the construction of the associated to the given 
A 
polynomial set system S(A, C), as well as the computat ion of the determinant of appropriate 
minors of the output restricted pencil [-10], sW - AW, where W is a basis matrix (annihilator) of 
~(C)  = W, dim W -- k. The method has been tested for several types of polynomial sets including 
sets containing a large number of polynomials of high degree, polynomials with real coefficients, 
polynomials having nearly identical factors, polynomials with very large coefficients. For all the 
examples, the method defined the degree of the GCD accurately and was effective in finding 
approximate values of the GCD. 
Throughout the paper we denote by ~m ×, Lrm ×, the set of all real integer ectangular matrices, 
p(A) denotes the rank of a matrix, n~(A) denotes it right nullity and ~r(A), JV~(A) denote its right, 
left nullspace. If A e N"×", then IIAII~ and IIAII2 denote the maximum row sum norm and the 
spectral norm of A, respectively. C~(A) denotes the rth order compound matrix of A [11]. 
2. The matrix pencil (MP) method: theoretical and numerical issues 
2.1. Definitions and notation 
Notation 1. Let ~m,d--{pi(s):pi(s)e~[S], i= l ,  2 , . . . ,m,  di=deg{p,(s)}, d=max{di ,  i= 
1, 2, . . . ,  m}} be the set of m polynomials of N[s] of maximal degree d. For any ~,,,a set we define 
a vector representative Pm (s) and a basis matrix Pm by 
Pro(S) = [p l (S) , . . . ,pm(S)]  t = [P0 ,P l , " "  ,Pd] ed(s) = Pined(s), 
where Pm~ ~m× (a+ 1), ea(s) = [1, s, ..., se] t. By GCD {~m,d} -- ~b(s) we shall denote the GCD of the 
set. {~d} denotes any set of polynomials of N[s]  of maximal degree d' <~ d, d fixed. 
Notation 2. (1) Qp,n denotes the set of strictly increasing sequences of p integers (1 ~< p ~< n) chosen 
from 1, 2, ..., n. If c~, [3 ~ Qp,, we say that ~ precedes [3 (~ < [3), if there exists an integer t (1 ~< t ~< p) 
for which ~1 = [31, ..., c~t- t = [3t- 1, c~t = [3t, where ~ = [3i denote the elements of ~, [3, respectively. 
This describes the lexicographic ordering of the elements of Qp,,,. The set of sequences Qr,, will be 
assumed to be lexicographically ordered. 
(2) Suppose A = [ai,j-I ~ ~m×,, let k, p be positive integers atisfying 1 <~ k <~ m, 1 <~ p <~ n, and 
let a = (it, i2,- . . ,  ik) E Qk.m and [3 = (Jl ,J2, ... ,jp) ~ Qp.n. Then A[ct/[3] ~ ~kxp denotes the submat- 
rix of A which contains the rows (il, i2, - - . ,  ik) and the columns ( j l  , j2 ,  . . - , jp) ,  whereas A~ denotes 
the submatrix of A which contains the rows (it, i2, . . . ,  ik) and all the columns. 
(3) Let A 6 ~"×" and 1 ~< p ~< min(m, n), then the pth compound matrix of A is the (p) x (p) 
matrix whose entries are det {A[ct/[3]}, ~ ~ Qp,m, [3 ~ Qp,, arranged lexicographically in a, [3. This 
matrix will be designated Cp(A). 
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2.2. Connection of  ~m,d with a linear system 
For any set ~m,d we may define an associated linear system such that the GCD of the set is the 
output decoupling zero polynomial 1-10] of the system. 
Theorem 3. Let ~m,d E {~d}, Pm a basis matrix, P(Pm) = r < d + 1, M e ~(d+l )x# ]../ = d - r + 1 
a basis matrix for JV'r(Pm) = ~ and Ma ~ ~a×u the submatrix of M obtained by deletin9 the last 
row of M. I f  p(s) ~ ~,,,a is any monic polynomial of degree d, A ~ ~a×d is the associated companion 
matrix and C ~ ~(r 1)×d, p(~) = r -- 1 is such that CM1 = O, then the unobservable modes of the 
system 
s(A, = Ax,  y = (1) 
with multiplicities included define the roots of the GCD of ~m,d. 
S(A, C) will be called the associated system of ~m,d and the observability matrix 
Q(~, ~) ~-- [~t, ~t~,  ... ,(At)d- 1 ~,]t E ~d(r-1)xd (2) 
will be referred to as a reduced resultant of ~m,d. 
From the above theorem we can conclude the following: 
Remark 4. If JVr {Pm} = {0}, then the set ~m,d is coprime. If P(Pm) = 1, then /t = d and any 
polynomial in ~m,a defines the GCD. 
Remark 5. With any set ~m,a there is no unique, but a whole family of associated systems 
A 
S(A, C). 
A A 
Remark 6. If S(A, C) is observable, then ~,,,d is coprime. 
2.3. Reduction of the original set 
From the last interpretation of the GCD we have some further esults, which provide the basis 
for the numerical algorithm. 
Corollary 7 (Karcanias and Mitrouli [10]). Let ~,,,a ~ {~a}, P(P,,) = r < d + 1, S(A, C) the asso- 
ciated system of ~m,d. Let ~ 1,a" be the set of r - 1 polynomials of degree d' <~ d - 1 defined by 
~- l (S )  = C~ea l(S). Then the sets ~m,a and ~r-l,a' have the same GCO. 
The set ~- l ,d ,  defined above is equivalent o ~m,a as far as the GCD and there are clear 
advantages in deploying ~_ l .a ,  instead of ~m,a for computing the GCD. Successive applica- 
tion of the above result leads to equivalent sets of smaller or equal number of elements and 
degree. 
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2.4. Determination of the associated pencil 
Let ~,,,d e {~d}, P(Pm) = r < d + 1. Let Q(A, (~) be the corresponding reduced resultant. Let 
p{Q(A,C)} <d (when equal to d it can be proved that the set is coprime) and 
= dVr {Q(-A, C)} ¢ {0}, k = d im{~}.  
The pencil T (s) = sW - AW characterizes the set ~m,d and it is called the associated pencil of the 
set. The following result forms a basis for the numerical computation of the GCD. 
Corollary 8 (Karcanias and Mitrouli [10]). Let T(s)= sW - AW ~ ~d×k[s] be the associated 
pencil Of ~m,a. I f  (9(s) is the GCD Of ~m,d, then 
Ck(T(s)) = (a(s)" Ck(W). (3) 
The above result leads to the following procedure for computing the GCD. 
Remark 9. Let T(s) = sW - ,4W = sW - I~ and let sW~ - 1~, ~ ~ Qk,d, be any minor of maximal 
order such that IW~l ~ 0. Then, the GCD of ~m,a is defined by IsW~ - ff',l. 
In order to derive an effective numerical algorithm for the MP method based on the above 
theoretical results we have to resolve the following numerical problems. 
2.5. Numerical problem 1." numerical interpretation of the notion of nullity 
The usual mathematical notion of nullity cannot be used in numerical computations when the 
elements of the introduced matrices may be not known exactly. Thus, in [5] the notion of 
numerical e-nullity (n~(A)) of a matrix is introduced according to the following definition. 
Definition 10. The numerical e-nullity of a matrix A E ~ '×"  is defined by 
n~(A) = max {nullity(B) : IIA - BII2 ~< e}. (4) 
A more simplified condition for the determination of the numerical e-nullity is given next. 
Theorem 11. For a matrix A ~ ~m×, and a specified tolerance  
n~(A) = {number of singular values of A that are ~< e}. (5) 
The above result suggests one method for calculating the numerical e-nullity of a matrix via the 
singular value decomposition. Since this method provides the most stable algorithm for this 
evaluation [7] we shall adopt this technique for the computat ion of n~(A). The specified accuracy 
e will be defined as the nullity accuracy. 
2.6. Numerical problem II: numerical computation of right and left null spaces of  matrices 
Based on the singular value decomposit ion of the given matrix, we can directly compute a 
base for its right null space. When a base for the left null space is required, we compute a base 
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for the right null space of the transposed matrix and the final matrix is equal to the transpose of the 
result. 
2.7. Numerical problem III: computation of compound matrices 
For the numerical implementation f the procedure developed in Remark 9, the following steps 
are required. 
(1) For a given matrix W e Nd×k, k < d specify an appropriate sequence c~ e Qk,d such as 
det {A [e/fl]} ¢ 0, where fl = (1, 2, ..., k). We can start computing the entries of the vector Ck(W). 
When a first nonzero entry appears, we select this specific row combination as the required 
sequence c~ and stop the rest of the calculations. 
(2) Let T~(s)= sW, -  lg', ~ Nk×k[s]. Compute the quantity ]T,(s)l. This is equivalent with 
computing the kth order compound matrix Ck(T~(s)). 
2.8. Computation of the determinant of a matrix pencil 
2.8.1. General formulation 
Let T(s) = [tl (s), ..., tk(S)] ~ ~k ×k IS], p(T(s)) = r <<. k, deg {t i ( s )}  = 1, ti(s) = Tie(s), Ti E ~k × 2 
e(s) = [1, s] t and assume that T(s) is column reduced and ordered according to ascending degrees. 
Then 
T(s) = [T1 . . . . .  Tk] diag {e(s) . . . .  , e(s)} - TM" S(s), (6) 
where TM e ~kx 2k, is the coefficient matrix of T(s) and S(s) e ~2kxk[s] is the structure matrix of 
T(s). 
From relation (6) it is evident hat 
det(T(s)) = Ck(T(s)) = Ck(Tu)" Ck(S(s)), (7) 
where 
Ck(TM) ~ ~l (~k), Ck(S(s)) ~ ~(2k). 
Since the structure of Ck(S(s)) will define which part of Ck(TM) is essential for the structure of 
Ck(T(s)), let us define the structure of Ck(S(s)). 
2.8.2. Properties and evaluation of Ck(S(s)) 
Every entry of 
ck(s (s ) )  = [c ,  (s), . . . ,  
can be parametrized by a sequence co = (o)1, co2, ..., cog) e Qk, zk specifying the selected rows of S(s) 
required for the construction of Ck(S(s)). Thus ci(s) may be denoted as 
c i (s )  = [ . . .  c (s) . . .  ] ' ,  co e (8) 
Due to the form of S(s) many entries of c~(s) are set equal to zero. Thus we are interested in 
specifying directly only the nonzero entries of ci(s). More specifically, on the one hand we want to 
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define the appropriate co e Qk,2k'Co(S) ~--- 0 and on the other hand the form of nonzero co(s) and 
their corresponding location (in terms of co). 
We introduce first some notation. 
Notation 12. The interval of integers [1, ..., 2k] is partitioned into subintervals as shown below: 
Ax =[1 ,2 ] ,  A2=[3 ,4] ,  ... Ak=[2k- l ,  2k]. (9) 
With each integer p e {1, ...,2k} we associate two parameters, its index-= v(p), indicating the 
interval where it belongs and its stathm -- a(p) indicating the relative order in its interval. 
Proposition 13. The coordinates Co(S), co = ( i1 ,  . . . ,  ik) ~ Qk,2k have the following properties: 
(i) co(s) :~ 0 if and only ilia ~ Ax, i2 ~ A2, ... ,ik ~ Ak. 
(ii) Co(S) = 0 if at least two indices in co are taken from the same interval Ai, i = 1 . . . .  ,k. 
(iii) I f  il ~ Ax, i2 ~ A2 . . . .  ,ik ~ Ak, then co(s) = s ~il)+ +~(ik) 
Proof. Matrix S(s) is of the form 
L ":J 
If co = (ix, i2 . . . . .  ik) ~ Qk.2k are the corresponding sequences determining the rows of S(s) required 
for the construction of Ck(S(s)), and So(s) is any k x k submatrix of S(s), the following properties are 
derived by inspection of the structure of S(s). 
(1) Every row of So(s) contains only one nonzero element of the type s ~, fl = 0, 1. 
(2) If a column of So(s) contains more than one nonzero element, then from (10) it follows that 
there is at least one zero column in So(s) and thus det(So(s)) = 0. 
(3) The condition that So(s) has a column with more than one nonzero element is equivalent to 
the one that at least two indices from co are taken from the same interval Aj. 
(4) The condition that So(s) has a zero column is equivalent to that there is another column in 
So(s) with at least two nonzero elements. 
(5) If every column of So(s) contains only one nonzero element hen the submatrix So(s) is 
diagonal and thus has the form 
So(s) =diag  {s ~'), s~i2), . .. , s ~i~)} (11) 
for the following reasons: 
- Since ix < i2 < "" < ik and ix ~ A x (otherwise we have two indices from the same interval and 
thus an entirely zero column) the nonzero element on the first column is on the first row, i.e., in 
(1, 1) position, and, by inspection, has a value s ~til). 
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For the same reasons as before, ij e A j, j = 2, ..., k, and since every row has only one nonzero 
element, it cannot be on the (j - 1)th row. Since ij defines thej  row and all nonzero elements are 
on the jth column, it follows that the jth element associated with ij is in the (j, j) position of So~(s) 
and obviously has value s a(ij). Thus c~,(s) = det(S~,(s)) = ~k= 1 sa(iJ)" [] 
The above proposition leads to the following definition. 
Definition 14. A sequence co=(il,...,ik) eQk,2k for which i l eA l ,  i2GA2,... , ikEA k is 
called non-singular; otherwise, i.e., if more than one index is taken from the same interval A i, 
i=  1, ...,k, it is called singular. The set of nonsingular sequences of Qk,2k is denoted by 
~k,2k(61,  . . . ,  t~k). 
From Proposition 13 it is evident hat the singular sequences of Qk,2k define the zero coordinates 
of ci(s) whereas the nonsingular ones the nonzero elements. 
2.8.3. Evaluation of the compound 
If (2d-  {CO =( i l ,  ...,ik) eQk.zk:a(i l )+ "'" + a(ik)=d}, i.e., (2d is the set of sequences with 
a given stathm d, the following theorem formulates the construction of the determinant of the 
polynomial matrix T(s) ~ Nk × k [S] specified by relation (6). 
Theorem 15. Let £2d be the subset of ~'~k,2k of nonsingular sequences Of Qk,2k with a given stathm d. I f  to~ 
are the elements of Ck(TM) corresponding to the co ~ f2 d sequences, then the determinant of T(s) is 
defined by 
k 
det(T(s)) = ~ tis i, ti = ~ t~,. [] (12) 
i=0  gOe~ i
The proof follows from the above analysis. 
3. The numerical algorithm and its analysis 
3.1. The pseudocode of the algorithm 
Let ~m.d be a given polynomial set with basis matrix Pm ~ ~m×,, n = d + 1, e > 0 the nullity 
accuracy. 
The following algorithm computes a vector g ~ ~q containing the coefficients of q~(s). More 
specifically q~(s):= g.  [1, s, ..., s~] '. 
Algorithm MP 
Step 1: Apply procedure BASE to matrix Pm to compute matrix C e ~tr-1)×d 
Pm := the basis matrix of the set C" ed(s) 
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Step 2: 
Step 3: 
Alg. 3.1 
If r -  1 > 2 then 
Apply procedure BASE to matrix Pm to compute matrix (~ ~ ~(r-2)×(d-1) 
.3:= the companion matrix of any monic polynomial of degree d of ~m,d, A ~ ~d×d 
Construct he reduced resultant matrix Q(A, C) c ~d(r-1)×d 
A 
k:= n~(Q(A, C)) 
If k = 0 then 
~m,d is coprime, quit 
else 
W := a basis matrix for the space ~(Q(A ,  C)), W E ~d×k 
T(s):= sW - , ,~W ~ ~d×k[s], the associated pencil 
c = [1,2,  . . . ,k]  
for r ~ Qk,n 
if det {W[r/c]} ~ 0 
break 
g: - - I sW[=/c ]  - 
Procedure BASE 
For a given basis matrix Pm~ ~m ×(d + 1), P(Pm) = r < d + 1, this procedure computes a left annihila- 
tor of a matrix derived from Pro. 
Find a base M for Yr(Pm) 
M:= Ira1, . . .  ,md+l ]  t ff ~(d+ 1)x~, ]/ = d - r + 1 
ml:= Ira1 .. . .  ,melt ~ Nd×u 
Find a base C for ~/]1(M1) 
C:= [el, . . . ,er- l ]t  E ~(r-1)×d,p(C) = r -- 1. 
Alg. 3.2 
3.2. Computational complexity and storage 
For the computation of basis matrices for the left and right null spaces of specific matrices, 
procedures based on the singular value decomposition can be applied. These procedures generally 
require O(mn 2 -t- n 3) f lops for an m x n matrix. The internal accuracy required for these com- 
putations is set equal to the specified nullity accuracy. For the computation of the reduced 
compounds the only evaluation required is that of the determinant of a matrix which requires 
O(n a) flops if an n x n matrix is given. Extra care is required for the specification of the nullity 
accuracy e. The same example tested with different values of e might produce different results. 
Generally values of e ~< 10- lo gave satisfactory results. As far as about storage is concerned, for 
a given ~m,d only the original basis matrix Pme ~m×, is required. There are no other internally 
used arrays. 
M. Mitrouli et al./Journal of Computational nd Applied Mathematics 76 (1996) 89-112 97 
3.3. Error analysis 
In order to formulate the stability of the introduced algorithm we examine the stability of each 
required process. 
The evaluation of a base for the right null space of a matrix is achieved in a stable way using the 
singular value decomposition [-7]. Also the determination of the numerical e-nullity of a matrix [-5] 
is based on the computation of singular values. 
A process that requires cautious study is the construction of the observability matrix Q(/I, 12). 
Using floating point arithmetic and according to the technique of backward error analysis [-15], we 
will prove that 
(i) fl(Q(A, 12)) = Q(/I, 12) + E, where E is a matrix of small elements which accounts for the 
rounding errors. 
(ii) The size of E is properly bounded. 
In fact, it is observed that 
(i) Due to its definition, for given matrices A ~ N"×", 12 e Nk×m, the required processes for the 
evaluation of the reduced resultant are: 
(1) fl(Ak), (2) fl (12. A k) 
In the sequel, we examine them separately 
(1) The following procedure is adopted: 
ipl =f l (A)=A+E1,  [[El[[ ~u~[[A[[~ 
ipi = f l ( ip i -1 " A) =- ip i - lA  + El, Ei e ~m×,,  i = 2, ... ,k 
Ilgill o~ ~ nul Ilipi- 111 ~ IIA II ~ (ignoring terms of O(u2)) (13) 
whereul  1fll- = tl, tl = logp (1.01), the roundoff unit, fl is the machine's arithmetic base and 
t is the number of machine's word. Combining the above relations it is concluded that 
ipk = fl(A k) -- A k + Ak- IE1  + Ak-aE2 + "'" + Ek = A k + E (14) 
where E = Ak- IE  1 + Ak-2E2 + ... + Ek 
IfEllo~ ~< [IAk-IH~IIEIII~ + IIAk-NII~HENII~ + "'" + [Igktl~ 
<~ IlAll~-lnulHAll~-2nUlllAll~ + "" + nUlllAl[% 
<~ k" nulllAIl~. 
(2) The following procedure is applied: 
a = fl(h k) - Z k + E, IIEll~ ~< k 'nux  IlZll~ 
b=f l (Ca) - - f 'a+E ' ,  I lE' l l~<null l f l l~llal l~ 
Combining the above steps we have 
b = f l (C.  (A k + E)) =- C • (A k + E) + E' = CA k + CE + E' 
=CA k + E', E"=CE + E' (15) 
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IIE"II~IICE + E'II~ <<. [[CIl~lIElI~ + IIE'II~ 
<~ knuxllfll~llZll~ + nuallCl[oollZ k + Elloo 
<~ 2knulllCII ~IIAII~ (if we ignore terms of O(u~)). 
Using (14) and (15) we imply that 
, -  CAo.  
= = + . =Q( -L~2)+E,  
IL dl| | Ciid_l e / i  d-1 + E~_,J C -' LE~_,j 
where E the matrix accounting for the roundoff errors and HEIIoo = IIE~-,II 
2nul II C II oo II A I1%- 1. 
The previous analysis leads us to the formulation of the following result, which establishes the 
stability of the reduced resultant computation. 
Theorem 16. Using floating-point arithmetic with unit roundoff ul, the computed reduced resultant 
satisfies the relation 
fl(a(A, C)) = Q(A, C) + E, IIEII~ ~< 2nut IICIl~ Ilmll% -1. (16) 
Remark 17. The relative error is given by the expression 
Rel = IIQ(4' ~) - fl (Q(A' C)){{~ - IlEll~ ~< 2nual{(~ll~ Ilsil{~ -~ 
[IQ(ii, C)II~ II Q(ii, C)I[~ IICiid-111 
If [r C rl ~ II sill% -t  is not much larger than II Ciid-~ II ~ then the relative rror is always very small and 
the computation can be performed with no important rounding errors. 
4. Comparison with other methods. Numerical results and remarks 
Other important matrix-based methods using direct formulas for the computation of the GCD 
of polynomials, are the Barnett method and the method of Sylvester. Next, we briefly describe the 
algorithms of these methods. 
4.1. The companion matrix method (Barnett's method) 
4.1.1. Theoretical background 
The companion matrix method was developed in [1, 14]. For a ~m+ 1,d polynomial set, it can be 
assumed that, after division if necessary, one polynomial can be denoted by 
a(s) = s d + ad+lS d-1 + "" + als + ao 
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and the remaining members of ~,,,d by 
b i (s )  = bi,_,s ~ 1 ._[_ bi, 2 Sd-2  ~- "'" -~- bio ,  i = 1, 2, . . . ,m. 
If C a  `denotes the companion matrix of a(s), the following results were proved in [1]. 
Theorem 18. The degree of the GCD of the set  ~m+ l,d is k = d - p(Ro), where 
Ro = [B, CTB, (CT)2B, .. . ,(cT)d-IB], B = [bl, b2, ... ,bm]. 
Theorem 19. I f  the rows of Ro are denoted by ra ,  r2, ...,rm, then rk+ l, rk+2, . . .  ,rm are linearly 
independent and if 
r i= Z xijrj, i=  1 ,2 , . . . , k ,  (17) 
j=k+l  
then the unique monic GCD of ~m+l,d is d?(S)=sk + (ok l sk - l  + "'" +q~ls+q~0, where 
dpk-p = Xk+l-p,k+l, P = 1,2, ...,k. 
The above-defined matrix R0 is the well-known controllability matrix for a linear system. In [14] 
a numerical technique is proposed for the solution of (1) based on an appropriate matrix 
decomposition. 
4.1.2. The numerical algorithm 
For a given ~,,+ 1,d satisfying the properties pecified above we have 
Algorithm COMPANGCD 
Form the companion matrix C of a(s) 
B:= [bl, . . . ,b,]  e N? re×d, where 
bi = [bio, bi,, ...,bi., ,]t, i=  1, 2, . . . ,d 
Ro := [B, CTB, (cT)2B,  . . . ,  (cT) m- 'B] 
k := pc(Ro) 
Perform the decomposition Ro = U • L where 
e 0 
e l  
R3 
md-d+ 
R4_]d- k 
d-k 
U = 
I Ul lk , 
0 U2]d_ k 
k d-k 
L = 
° ' 
L1 g2 Jd_ k 
md-d+k d-k 
GCD = the first column of U 1. 
Alg: 4.1 
Comments about the implementation and the computation complexity of algorithm 
COMPANGCD can be found in [14]. During the execution of the algorithm it is required 
the definition of an appropriate accuracy e specifying the numerical-e rank of a matrix. The 
numerical-e rank of a matrix can be defined in a similar way as the notion of numerical-e nullity in 
Section 2. 
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4.1.3. Error analysis 
An error analysis imilar to that used in the matrix pencil method, concerning the computation 
of the observability matrix, can now be performed for the computation ofthe controllability matrix 
Ro. In the UL decomposition, it can be proved U" L = R + E, where matrix E accounts for the 
rounding errors introduced in the decomposition a d can be properly bounded. 
Remark 20. A main characteristic of the matrix pencil and Barnett's method escribed above, was 
the construction of the companion matrix of an appropriately selected polynomial from the given 
~,,,d set. In the sequel, using this companion matrix both methods constructed another specific 
matrix which was used for the determination of the required GCD. Although calculations 
involving companion matrix methods can be generally unstable (see [7]), for the presented 
methods this is not true, since the required companion matrix can always be constructed directly 
from one selected polynomial and we do not have to compute it according to a specific decomposi- 
tion which might introduce numerical problems and inaccuracies. 
4.2. The resultant matrix method (Sylvester's method) 
An analytical description of this method can be found in [2]. This method uses exclusively for the 
computation of the GCD of several polynomials the notion of resultant matrices. 
The numerical algorithm 
For a given '~m+l,d let a(s) = s ~ + a l  Sd-1  --}- . . .  + a, be a maximum degree polynomial and 
hi(s) = bio sd + bild d-1 + ... + bi,, i = 1, 2 .... ,m the remaining members Of~m+l, d.The following 
algorithm computes the GCD of the set. 
Step 2: So = 
Algorithm SYLVESTER 
Step 1: Choose a(s) a highest degree monic polynomial of ~,,+ 1,d 
d := deg{a(s)} 
p := the maximum degree amongst the rest polynomials of ~m+ 1,d. 
1 al a2 "'" al 0 ..- 0 
0 1 al --. a,_l a, ... 0 ~px(d+ p) 
oi_1 
. ° .  
0 0 0 1 
bi,n-p bi,n-p+l "" bin 0 
Si = 0 bi,n- p ... bi,n- 1 bin 
0 0 "" bi,n-p 
S := [So, $1, ... ,Sin] ~ ~ ~d+p)×~d+r) 
Step 3: Sech := The row echelon form of S 
Alg: 4.2 
GCD := The last nonzero row of Seth. 
... 
°.. 
.°° "'" l 
0 ... 
"'" i bi,n-1 b,, 
~d×(d+p) 
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4.2.1. Implementation of the algorithm -er ror  analysis 
The reduction of S to its row echelon form will generally be performed by a stable method such 
as Gaussian elimination with partial pivoting or any other orthogonal method. Thus, the numer- 
ical stability of the method will be gauranteed. The computational complexity will be analogous to 
the numerical method used. During the execution of the algorithm it is required the definition of an 
appropriate accuracy e according to which all the elements of the matrix with values less than e will 
be set equal to zero throughout the computational process. 
4.3. Numerical results 
The above methods for GCD evaluation were programmed in MATLAB environment and 
tested on a 486-IBM compatible machine over several sets of polynomials ~m,a characterized by 
various properties. Next, for each set of data we present he exact GCD and a table summarizing 
the achieved results. In the first column of the table the applied method is mentioned, and in the 
second column the obtained relative error in the final result is written; in the third column the 
required accuracy of the method is mentioned for several intermediate calculations performed by 
each method, and finally in the fifth column the total execution time, estimated using an appropri- 
ate MATLAB function is given. 
Example 21. The following polynomial set contains randomly chosen real polynomials 
~i~3, 3 = {p l (S )  = 2.9s 2 + 14.85s + 15.75, 
p2(s) = 6.1s 3 + 11.65s 2 + 11.85s + 12.15, 
p3(s) = 3.7S 3 + 17.05s 2 + 30.35S + 19.65} 
Initial basis matrix: P3 e ~3×4 (see Table 1). 
Exact GCD = s + 1.5. 
Example 22. The present polynomial set is characterised by a large degree and the coefficients of 
the individual polynomials are very large integers 1-14]. 
~2,16 = {pl(s) = s 16 - 30s 15 + 435s 14 - 4060s a3 + 27 337s 12 - 140790s 11 + 573 105s 1° 
- 1 877 980s 9 + 4 997 798s 8 - 10 819 380s 7 + 18 959 460s 6 - 26 570 960s 5 
+ 29 153 864s 4 - 24 178 800s 3 + 14280000s 2 - 5 360 000s + 960000, 
Table 1 
Method Rel. error Accuracy Time 
MP ~< 10 -16 /; = 10 -15 0.11 
Barn 10 -16 e = 10 -15 0.12 
Sylv 10 -16 e = 10 -15 0.25 
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Table 2 
Method Rel. error Accuracy Time 
MP ~< 10 -16 g = 10 15 0.49 
Barn 10 5 e = 10 -8 0.48 
Sylv 10 1 e = 10-~ 0.62 
p2(s) = S 14-  140s 12 4- 7462S 1° -- 191 620s 8 + 2475473S 6 -- 15291 640s 4 
+ 38 402 064S 2 -- 25 401 600} 
Init ia l  basis  matr ix:  P2 ~ ,,~2 x 17(see Tab le  2). 
Exact  GCD = s 4 - 10s 3 + 35s 2 - 50s + 24. 
Example  23. The  g iven po lynomia l  set conta ins  a large number  of  po lynomia ls  of  rather high 
degree. 
~11,2o = {pl(s) = s 2° + 4s 19 + 7s 18 + 21s 17 + 54S 16 + 82S 15 4- 61S 14 + 29S 13 
+ 36S 12 + 47S 11 + 26S 1° + 7s 9 + 15S 8 4- 20S 7 4- 12S 6 4- 6s 5 
4- 27s 4 4- 131S 3 + 286S 2 4- 318s 4- 140, 
p2(s) = S 20  4- 3S 19 4- 4s is + 2s 17 4- 3s 14 4- 9s 13 4- 12s 12 + 6s 11 4- 5s 10 
4- 15s 9 4- 22s 8 + 16s 7 + 9s 6 4- 7s 5 + 4s 4 + 2s 3, 
p3(s) = s 2° + 3s 19 4- 4s 18 4- 2s 17 4- s 13 4- 3s 12 4- 4s 11 4- 2s 10 
4- s 6 4- 3s 5 4- 15s 4 4- 35s 3 4- 44s 2 + 22s, 
p4(s) = 5S 2° 4- 15S 19 4- 20S 18 4- 10S 17 4- 4S 13 4- 12s la + 16s 11 + 8s 1° 
+ 2s 8 + 6s 7 + 8S 6 4- 4S s 4- 10S 3 + 30S 2 + 40S 4- 20, 
p5(s )  ~-  - -  S 20  __ 3S 19 __ 4s 18 _ 2s 17 _ s 8 _ 3s 7 _ 4s 6 - 2s 5 + 30s 3 + 90S z 
+ 120s + 60 
p6(S) = S 20  4- 3S 19 4- 4S 18 4- 2S 17 - -  2S 16 - -  6S 15 - -  8S  14  - -  4S 13 4- S12 4- 3S 11 
4- 4S 1° - -  S 9 - -  9S 8 - -  12S 7 - -  6S 6 4- l l s  3 + 33s 2 + 44s + 22, 
pT(s) = S 2° 4- 3S 19 4- 4s 18 + 2s 17 4- l l s  1° + 33s 9 4- 44s 8 + 22s 7 
4- 20S 3 4- 60S 2 4- 80S 4- 40, 
p8(s) - -  s 20 4- 3s 19 4- 7s 18 4- 11s 17 4- 12s 16 4- 8s 15 4- 6s 14 4- 8s 13 4- 4s 12 4- 5s 9 
+ 15s 8 4- 20S 7 4- 10S 6 4- 9s 3 + 27s 2 4- 36s + 18, 
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Table 3 
Method Rel. error Accuracy Time 
MP ~< 10 -16 ~ = 10 -15 2.14 
Barn 10 - l l  e = 10 -15 3.12 
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p9(s) = S 20  "-~ 3S 19 -'k 4S 18 -I- 3S 17 + 3S 16 -k- 4S 15 -'k 5S 14 -'k 9S 13 -I- 9S l l  + 9S 1° 
+ 17S 9 + 20S 8 + 10s T -t- S 6 + 3S 5 + 4S 4 + 5S 3 Jr- 9S 2 + 12S + 6, 
Plo(S) = S2°  + 2S 19 -k- S 18 - -  2S 17 --  2S 16 -k- S 12 + 3S 11 q- 4S 1° -k- 2S 9 --  S 8 --  3S 7 
--  4S 6 -t- 2S 5 --  4S 3 --  12S 2 --  16S --  8, 
P l l (S)  = S 20  ~- 3S 19 + 15S 18 + 35S 17 -k- 44S ~6 + 22S 15 + 3S 14 + 9S 13 q- 9S 11 
-k- 4S 1° + 2S 9 -k- 30S 3 + 90S 2 -k- 120S + 60} 
In i t ia l  bas is  mat r ix :  P l i~  L~ellx21 (see Tab le  3). 
Exact  GCD = s 3 + s 2 + 4s + 2. 
The  method of  Sy lvester  is not  ind icated  for the above  po lynomia l  set s ince it wi l l  s ta r t  its 
eva luat ions  w i th  an  in i t ia l  240 x 40 matr ix !  Thus ,  it was not  inc luded in our  test. 
Example  24. The  bas is  matr ix  of  the fo l low ing  po lynomia l  set has  rank  much lower  than  d + 1. 
Thus  many l inear ly  dependent  po lynomia ls  exist  in the g iven set. 
~8,5 = {pi(s) = 2s 3 q- 5s z -q- 2s -t- 5, p2(s) = s 3 -1- s 2 -[- s + I ,  
p3(s) = S 3 -~- 4S 2 -k- S -b 4, p4(s) = 3S 3 q- 5S 2 q- 3S + 5, 
ps(s) = 8S 4 + 6S 3 + 14S z + 6S + 6, p6(S) = 3S 4 -k- 18S 2 + 15, 
pT(s) = 4s 4 + 3s 3 q- 7s 2 + 3s + 3, ps(s) = 8s 5 + 15s 3 -t- 7s}. 
In i t ia l  bas is  mat r ix :  P8 E ~(8 × 6 (see Tab le  4). 
Exact  GCD = s 2 + 1. 
Table 4 
Method Rel. error Accuracy Time 
MP ~<10 16 ~=10 -15 0.16 
Barn 10-16 e = 10- is 0.28 
Sylv 10-1 e = 0.5 0.92 
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Table 5 
Method Rel. error  Accuracy Time 
MP 10 15 e = 10 -16 0.09 
Barn 10 -15 e = 10 -16 0.10 
Sylv 10 -15 e -~ 10 -16  0.12 
Example 25. The companion matrix corresponding to the following polynomial set possess a large 
spread of eigenvalues. 
~Z,2  = {p l (S )  = s 4 - -  59s  3 - -  4560s 2 + 45 500s + 50 000, 
p2(s )  = S 2 + 31S + 30} 
Initial basis matrix: P2 ~ ,,~2 x 5 (see Table 5). 
Exact GCD = s + 1. 
Example 26. The polynomials belonging to the next polynomial set have approximate equal root 
clusters. 
N3.2 = {Pl (s) = s 2 - 3s + 2, (roots: 1, 2) 
p2(s) = s 2 - 2.998s + 1.997001, (roots: 0.999, 1.999) 
p3(s )  = 4S 2 - -  11.996s + 7.994001, (roots: 0.9995, 1.9995)} 
Thus, theoretically the polynomials of the above set are coprime. Although, in several engineering 
computations the ability of defining an approximate GCD of the set within a specified accuracy, is
required. This approximate GCD can be used in several applications uch as the definition of the 
almost zeros of a given polynomial set. 
Initial basis matrix: P3 G ~ t~3 x 3 (see Table 6). 
Exact GCD = 1. 
Approximate GCD = s z - 3s + 2. 
Analytical examples of the method are presented in the appendix. 
Table 6 
Method Rel. error  Accuracy Time 
MP GCD = 1 ~ ~< 10 -5 0.05 
Barn GCD = 1 e ~ 10 -4 0.04 
Sylv GCD = 1 e ~< 10 -4  0.12 
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Table 7 
m d Type of polynomials e Time 
coefficients 
2 16 Large integers 10-16 0.49 
3 3 Real 10 -16 0.11 
8 5 Integers 10-16 0.16 
11 20 Integers 10 -16 2.14 
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4.4. Performance of the MP algorithm 
4.4.1. Low dimension of the original matrix P,, 
The MP algorithm starts its computations with a matrix P,, e N"× (d + 1) of reasonable dimensions 
formed directly from the coefficients of the given polynomial set Nm,d- 
4.4.2. Works efficiently with real data 
The MP algorithm forms generally a stable numerical method working satisfactorily in floating 
point arithmetic. 
4.4.3. High accuracy 
The MP algorithm attains high accuracy in the final GCD approximation due to the application 
of a direct formula achieving the required computation. Generally the values of the nullity accuracy 
were very satisfactory for all the tested examples. Even in specific ase such as polynomials of high 
degree and with large coefficients or polynomial sets with large number of polynomials of high 
degree, the required values were ~< 10-16. Also, in all the tested examples the achieved time for the 
execution of the MP algorithm was very satisfactory. Table 7 compares the accuracy and the time 
(in s) required for the determination of the GCD of various polynomial sets. 
4.4.4. Ability to distinguish between early identical factors 
The MP algorithm can successfully separate nearly identical factors. For example, if the MP 
algorithm is applied to the following two polynomials: 
pa(s) = (s - 1)2(s - 2)(s - 2 - n), pz(s) = p'a(s) 
for values of n = 10 -2 ,  10 -3, 10 -4, 10 .5 and e = 10 -16  the method computes exactly the factor 
s - 1 as GCD of the polynomials. For n = 10 -6, ~; = 10 -16  the method distinguishes the above 
factor with three significant digits. For values of n 1> 10-7 and for e = 10-16 the method computes 
as GCD the polynomial (s - 1)(s - 2). 
4.5. Comparison of the direct matrix-based methods 
A general comparison of the above-mentioned numerical methods according to specific aspects 
is considered next. 
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Table 8 
MP A ~ ~m x (d + 1) 
Barn A E ~dx(m-  1)d 
Sylv A ~ ~[(m--1)d+p]x(d+p) 
p is the maximum degree of the polynomials 
pi(s), deg{pi(s)} <~ d - 1 
4. 5.1. Dimension of the original matrix 
Since each matrix applies a specific process to a basis matrix formed from the original data, we 
have to compare first the dimensions of these matrices. For a given ~'m,d Table 8 shows the precise 
dimensions of the initial matrix A used for the computation of the GCD in the direct matrix-based 
methods. 
From the above table it is evident hat the MP algorithm requires for its execution the basis 
matrix of lowest degree. 
4.5.2. Reduction of the original polynomial set 
The MP method attains a reduction to the number of polynomials used by actually computing 
an orthogonal basis of the original set. The property of reducing the original polynomial set is very 
important because you can also reduce the dimensions of the original matrix required for the 
method. For example, if we are given a ~15,2o set with P(P15) = 5 the MP method will find an 
orthogonal basis for the row space of P15 and will start its evaluations using only five polynomials. 
On the contrary, all the other methods will start their computations with the whole set of fifteen 
polynomials. From Examples 3and 4 it is evident that the MP method is the quickest when linearly 
dependent polynomials exist amongst the elements of the given polynomial set. 
4.5.3. Final accuracy 
Since the MP method and the other mentioned methods are based on analytical formulas 
producing the GCD of given polynomial sets we can expect satisfactory quality in the final 
numerical results. Indeed, the MP method attained the best final accuracy whereas the method of 
Sylvester for large number of polynomials was completely unsatisfactory. 
4.5.4. Estimation of approximate GCD 
From Example 6, it is evident that the described irect matrix-based methods cannot estimate an 
approximate GCD of a given set according to specified accuracies. Thus, other methods (e.g. the 
ERES method [13]) must be employed for such an evaluation. 
5. Conclusions 
Estimating the direct matrix-based methods for the computation of GCD of a given ~i~ra,d it is 
difficult to select a "best" method according to specified criteria and suitable for any given 
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Table 9 
Data Method 
N~,d, r(Pm) = r ~ m, m = min{m, d} MP 
= r <~ d, d = min {m, d} 
~m,d, m Large 
¢~m.d with approximate GCD 
~2,d or other cases 
MP 
Iterative ERES 
MP or Barnett's 
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polynomial  set. Each method combines advantages and disadvantages and the important  hing is 
to select the method combining the most advantages with respect to the given set of data. 
According to the previous analysis Table 9 proposes the recommended direct matr ix-based method 
as a function of the given data. 
Append ix  
A. 1. An analytical example of  the MP algorithm 
Example A.1. F ind the GCD of the set 
N4,4 = {Pl (s) = 2s 3 + 5s 2 + 2s + 5, 
p2(s) = s 4 + s 3 + 12s 2 + s + 11, 
p3(s) = 3s 4 + 7s 3 + 4s 2 -k- 7s + 1, 
p4(s) = - 4s 4 + 5s 3 - s 2 + 5s  -~- 3} 
according to the developed MP algorithm. 
Using 4 decimal digits and by setting the nullity accuracy e = 10-16 the following results are 
obtained: 
The given matr ix is 
5252il 11 1 12 1 
1 7 4 7 
-4  5 -1  5 
Matr ix  
= [ 0.6967 
L - -  0.1211 
0.1211 0.6967 0.12111 
0.6967 --0.1211 0.6967J 
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The companion matrix 
.~= 0 0 1 
o 0 o 
The observability matrix is 
0.6967 0.1211 0.6967 0.1211 
-0 .1211 0.6967 - 0.1211 0.6967 
-1 .3318 0.5756 -1 .3318 -0 .5756 
- 7.6633 - 0.8177 - 7.6633 - 0.8177 
-6 .3315 -1 .9074 -6 .3315 -1 .9074 
8.9951 -6 .8456 8.9951 -6 .8456 
20.9812 -4 .4241 20.9812 -4 .4241 
75.3013 15.8407 75.3013 15.8407 
The matr ixWis  given by 
0.5741 
- 0.4128 
W= 
- 0.5741 
0.4128 
T(s) = sW - ~fW, 
- 0.4128" 
- 0.5741 
0.4128 
0.5741 
c = (1, 2), = (1, 2). 
We find the GCD of the polynomials 
1.0000 0.0000 1.0000. 
Therefore the GCD of ~i~4, 4 is q~(S) = S 2 "~- 1. The required time was 0.2 s. 
A.2. MATLAB implementation fMP algorithm 
Source  code  
function [GCD, Prime] = MP(PM,  accur) 
% 
% Computes the GCD of given polynomials according to MP method 
% 
% Input parameters 
% PM:  The basis matrix of the given ~m,a 
% ACCUR:  The nullity accuracy of MP  method. 
% 
% Output parameters 
% GCD: The coefficient vector of the required GCD 
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% Prime: A logical variable equal to one when we have a coprime set 
% 
[m, n] = size(PM); 
eps = accur; Pr ime = 0; 
% 
% Make some useful checks 
I fm == 1 
GCD = PM;  return 
end 
I f  rank(PM)  = = 1 
GCD = PM(1,  :); return 
end 
I f  rank (PM) > n 
fpr intf( 'Matr ix PM is not accepted'); return 
else 
I f  rank(PM)  = = n 
GCD = 1; Pr ime = 1; 
return 
end 
end 
% Reduce the given set by choosing appropr iate bases and 
% compute  the required matr ix C 
C = ANNIH IL  (PM); 
[rc, cc] = size(C); 
I f  rc > 2 
PM --- C; 
C = ANNIH IL (C) ;  
end 
% Compute  the companion  matr ix 
COMP = COMPM(PM) ;  
% Compute  the observabi l i ty matr ix 
Q = obsv(COMP,  C); 
I f  rank(Q) ~ = n - 1 
W = null(Q); 
[m2, n2] = size(W); 
% Specify a nonzero minor  
re = COMRELE(n2 ,  W); 
% Form the coefficients of the appropr iate pencil matr ix 
CW = - COMP*W;  
COEFMA = []; 
for i = 1 : n2 
COEFMA = [COEFMA,  CW(re, i), W(re, i)]; 
end 
d = ones(l ,  n2); 
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If n2 ~ = 1 
r= 1:2 
c = NONSING(d,  n2); 
[GCD,v] = COMRDRU(r,c,d,n2); 
else 
[rcof, ccof] = size(COEFMA); 
for i = 1 :rcof 
if sum(COEFMA(i,:)  ~ = zeros(l, 2)) 
GCD = COEFMA(i ,  :)/COEFMA(i, 2) 
end 
break; 
end 
end 
else 
GCD = 1; Prime = 1; 
end 
Parameters 
PM - On entry PM must specify the basis matrix of the given polynomial set. Actually, 
the coefficient of each polynomial ordered in ascending powers of s will form a row 
of PM. 
ACCUR - Specifies the nullity accuracy of PM method. 
GCD - On exit GCD is a real vector containing the coefficients of the required GCD. 
Prime - On exit Prime is a logical variable having as its value one, if the polynomials of the set are 
coprime, zero otherwise. 
Auxiliary functions 
(I) C = ANNIHIL(A)  
It computes a left annihilator of a given matrix based on the singular value decomposition of the 
given matrix. On entry, A specifies the given matrix and on exit C contains the base of the left null 
space of A. 
(II) COMP = COMPM(A)  
Forms the associated companion matrix. On entry A contains the given basis matrix, whereas 
COMP on exit, contains the companion matrix. 
(III) s = COMRELE(n,  A) 
For a given matrix A e ~m×,, m ~> n it specifies a sequence s ~ Q,,m such as IAsl ¢ 0. 
(IV) c = NONSING(d,  n) 
Evaluates an array c containing as its rows all the nonsingular sequences of n integers chosen from 
1, 2, ..., ~= 1 di + k, where d = (1, 2, ..., k). 
(V) GCD = COMRDRU(r ,  c, d, n, M) 
It produces the GCD vector by computing the nth compound matrix of a specified matrix 
pencil. 
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Numerical examples 
(1) Let 
73,3 = {pl(s) = 2.9S 2 + 14.85S + 15.75, 
P2(S) = 6.1S 2 + 11.65s 2 + 11.85S + 12.15, 
P3(S) ---- 3.7s 3 + 17.05S 2 + 30.35S + 19.65} 
be a given polynomial  set. 
INPUT:  
PM = [15.75 14.85 2.9 0; 12.15 11.85 11.65 6.1; 19.65 30.35 17.05 3.7] 
accur = 1.0e-16 
[GCD,  Pr ime] = MP(PM,  accur) 
OUTPUT 
GCD = 1.5 1 
Thus, ~b(s) -- s + 1.5. Required time 0.17 sec. 
(2) Let a given 74,2o characterized by the following data: 
INPUT:  
PM = [140 318 286 131 27 6 12 20 15 7 26 47 36 29 61 82 54 21 7 4 1; 
0002479 1622 15 5 6 129 300243 1; 
0224435 15 3 1 000243 1 000243 1; 
204030 10048 6208 16 124000 1020 15 5-] 
accur - -  1.0e-16 
[GCD,  Pr ime] = MP(PM,  accur) 
OUTPUT:  
GCD = 2 4 3 1 
Thus, q~(s) = 2 + 4s + 3s 2 + s 3 
Required time: 3.57 sec. 
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