In this paper we apply the Darboux theory of integrability to the Einstein-Yang-Mills differential equations. Thus, we provide a complete description of the Darboux polynomials, exponential factors, rational first integrals and Darboux first integrals for the Einstein-Yang-Mills differential equations.
Introduction to the problem
The static, spherically symmetric Einstein-Yang-Mills equations [1] [2] [3] 12, 13] with a cosmological constant a ∈ R are given by the differential systeṁ r = rN,
where r, W, N, k, U, T ∈ R 6 and s ∈ {−1; 1}. The sign s = 1 is used when considering the physical time as a temporal variable, while s = −1 is used when considering the physical time as a spatial variable. Let
Then, over the solutions (r(t), W (t), N(t), k(t), U(t), T (t)) of system (1) it holds df (t) dt = −2N(t)f (t).
Therefore, we obtain that f = 0 is an invariant hypersurface under the flow of system (1); i.e., if a solution of system (1) has a point on f = 0 the whole solution is contained in f = 0. From physical reasons (see again [2] ), it is interesting to study the solutions of (1) over the hypersurface f = 0. Hence, from (2), the solutions of system (1) on f = 0 satisfy the equality
Thus, defining the variables x 1 = r, x 2 = W , x 3 = N , x 4 = k, x 5 = U , x 6 = T , and taking into account (3), we obtain that system (1) on f = 0 is equivalent to the homogeneous polynomial differential systeṁ 
of degree 2 in R 6 depending on the real parameter a. Furthermore, taking into account that s is a constant, we can rewrite the hypersurface f = 0 in the new variables as F = s, where 
Clearly, by construction, F is a homogeneous first integral of degree 2 for system (4) . Furthermore, it is easy to obtain that
is another homogeneous first integral of degree 2 for system (4) .
A rational first integral of system (4) is a rational function f which is constant over the trajectories of system (4) , where it is defined.
The aim of this paper is to study the integrability of system (4) by using the Darboux theory of integrability (see [7, 8, 10] ). We recall that in [9] , the authors proved the following result concerning the existence of polynomial first integrals. (4) are polynomials in the variables F and G defined in (5) and (6) , respectively.
Theorem 1. All polynomial first integrals of system
The main results of this paper are the following two theorems. (4) are rational functions in the variables F and G defined in (5) and (6) , respectively.
Theorem 2. All rational first integrals of system
A Darboux polynomial of system (4) 6 ] the ring of all the polynomials in the variables x 1 , . . . , x 6 and coefficients in C. Taking into account the degrees of the polynomials which appear in the previous equation, it follows easily that the degree of the cofactor is at most 1. Note that f = 0 is an invariant algebraic hypersurface for the flow of system (4) . Note that a polynomial first integral of system (4) is a Darboux polynomial with cofactor zero.
An exponential factor F of the polynomial differential system (4) is a function F = exp(f/g) / ∈ C with f, g ∈ C[x 1 , . . . , x 6 ] satisfying that dF dt = We note that for real polynomial differential systems, as system (4), when we look for their Darboux first integrals we use in general complex Darboux polynomials and complex exponential factors. This is due to the fact that these objects appear in pairs (one and its conjugate), and this forces that the Darboux first integral becomes real. For more details see [5] . This paper is organized as follows. In Section 2 we state some preliminary results that will be used through the paper. In Section 3 we reduce the study of the Darboux polynomials of the EYM system to homogeneous Darboux polynomials. In Section 4 we study the homogeneous Darboux polynomials of the EYM system restricted to x 1 = x 2 = x 6 = 0. In Section 5 we study the homogeneous Darboux polynomials of the EYM system restricted to x 1 = x 2 = 0. In Section 6 we study the homogeneous Darboux polynomials of system (4) restricted to x 1 = 0. In Section 7 we study the homogeneous Darboux polynomials of the EYM system, and in Section 8 we prove the main results of this paper: Theorems 2 and 3. Finally, we have included Appendix A that proves some auxiliary results used in Sections 6 and 7.
Preliminaries
We consider a differential system with polynomial right-hand sideṡ
of degree m; i.e., m = max{deg X j : j = 1, . . . , n}, defined in an open subset of R n .
The following proposition provides a basic property of the Darboux polynomials. 
Proof. This result is well known, for a proof see [5] . 2
Proposition 5. The existence of a rational first integral for a polynomial differential system (7) implies either the existence of a polynomial first integral, or the existence of two Darboux polynomials having the same nonzero cofactor.
Proof. This result is well known, for a proof see [9] . 2
For the exponential factors we have the following proposition
) is an exponential factor for the polynomial differential system (4) and g is not a constant polynomial, then g = 0 is an invariant algebraic hypersurface of system (4) with multiplicity higher than 1.
Proof. See [4] and [6] for a proof and for the notion of multiplicity of an invariant algebraic hypersurface. 2 
A first integral H of system (4) is called Darboux if H is of the form
is a first integral of system (4).
Reduction to homogeneous Darboux polynomials
The equation defining a Darboux polynomial f for system (4) iṡ 
Proof. It follows easily from the definition of Darboux polynomial. 2
Let τ : 6 with l 1 + l 5 + l 6 even.
Proof. Since system (4) is invariant under τ , τg is also a Darboux polynomial of system (4) with cofactor τ (K). Then, the first part of the proposition follows from Proposition 4.
Finally, x i is not a factor of f for i = 1, . . . , 6, otherwise some x i would be a factor of g, and g is irreducible of degree > 1.
To prove the last statement, we introduce the notation
where Z + is the set of nonnegative integers, and write f as 
Proof. Clearly x 4 − x 3 = 0 is an invariant straight line of system (9) (9) . Then
with c ∈ R, n 1 , n 2 and n − n 1 − n 2 are nonnegative integers. Moreover, the cofactor of f is
Proof. It follows easily from Proposition 4 and Lemma 13, and taking into account that the cofactors of the Darboux polynomials x 3 , 2x 4 − x 3 and x 4 − x 3 are x 4 − x 3 , x 3 − x 4 and −x 4 , respectively. 2
Homogeneous Darboux polynomials of system (4) restricted to
The objective of this section is to study the homogeneous Darboux polynomials of system (4) restricted to x 1 = x 2 = x 6 = 0 and invariant by the automorphism τ .
We consider the system (4) restricted to x 1 = x 2 = x 6 = 0, that iṡ
2 ,
In order to make the paper more readable, whenever a derivative with respect to t will appear in this section, it must be understood as a derivative evaluated along a solution of system (10) . If this is not the case, it will be explicitely specified. In [9] the authors proved the following statement concerning with the polynomial first integrals (i.e., Darboux polynomials with zero cofactor) of system (10) 
of degree n and cofactor K = a 3 x 3 + a 4 x 4 . Then, a 3 is an even nonnegative integer less than or equal to 2n, a 4 = −n and
Proof. If the degree of f is one, it is immediate to prove that x 3 and 2x 4 − x 3 are the unique homogeneous Darboux polynomials of system (11). Now we assume that f is an irreducible Darboux polynomial of system (11) of degree n 2 and we will reach a contradiction. We consider three different cases.
Case 1: a 4 = −n. We write f as
Since f is irreducible, f 0 = 0. Furthermore, f 0 is a Darboux polynomial of system (11) restricted to x 3 = 0, i.e., f 0 satisfies
Since the degree of f 0 is n and a 4 = −n, we get that f 0 = 0, a contradiction.
Case 2: a 4 = −n and
. Then, since f is irreducible, f = 0 and by analogous arguments to the ones used in the proof of Lemma 17 we get
where the derivative is evaluated along a solution of system (11) . So, we have
n−2a 3 4 with c 1 ∈ C. Since the degree of f is n and a 3 = 0, we get that f = 0, a contradiction.
Case 3: a 4 = −n and a 3 = 0. We proceed as in Case 1 and from (12) and (13) we get f 0 = cx n 4 with c a constant. Thus,
Using that f is a Darboux polynomial of system (11) with cofactor −nx 4 , we obtain that g satisfies, after dividing by x 3 ,
Since
is a homogeneous polynomial of degree n − 1, we write it as
4 . This implies 2cn = 0, that is c = 0. Thus, f = x 3 g a contradiction with the fact that f is irreducible.
Therefore, from Proposition 4 we get that f = cx 4 , we obtain that a 3 = 2n 2 , a 4 = −n and this finishes the proof of the lemma. 2
Proof of Proposition 16. We suppose that system (10) has a homogeneous Darboux polynomial f invariant by τ with nonzero cofactor and coprime with x 5 . By Lemma 8 the cofactor K of f must be a homogeneous polynomial of degree one. Since f must satisfy the equation
and f is even in x 5 (because f is invariant under τ ), it follows that K is also invariant by τ . Therefore, K = a 3 x 3 + a 4 x 4 with a 3 , a 4 ∈ C with (a 3 , a 4 ) = (0, 0). Since f is a Darboux polynomial of degree n even, we can assume that n 2. Now, the proof of the proposition will be completed if we reach a contradiction. We separate the proof into two different cases.
Case 1: a 4 = −n or a 4 = −n and a 3 is not an even nonnegative integer less than or equal to 2n. We consider two different subcases:
In this case we denote by f the substitution in f of x 2 5 by
3 /2, note that f = 0 because f is divisible byF . Then, applying Lemma 17 with f and f instead of g 2 and g 0 we obtain that
Thus, f = 0 is a Darboux polynomial of system (11) . Then, by Lemma 18 we get a contradiction with the assumptions of Case 1. (10) and to f , we get that f j satisfies (15). Now, since f j is not divisible byF the proof follows as in Subcase 1.1.
Case 2: a 3 and a 4 do not satisfy the conditions of Case 1. We denote by f 0 the restriction of f to x 5 = 0. Since x 5 is not a factor of f then f 0 = 0 and thus, f 0 is a Darboux polynomial of system (9) . From Lemma 14, we have that
, where c is a constant.
We will prove that c = 0, so f 0 = 0 and thus, we have a contradiction. Now we prove that c = 0. By the eveness of f in the variable x 5 , f can be written as 5 ) is a polynomial that is even in the variable x 5 and has degree n − 2. Now, since f is a Darboux polynomial of system (10) with cofactor K = a 3 x 3 − nx 4 , we get that f satisfies, after dividing by x 2 5 ,
where
We denote byĝ the polynomial obtained substituting in g, x 2 5 by x 4 x 3 − x 2 3 /2. Now, using Lemma 17 for g andĝ instead of g 2 and g 0 , respectively, we have
Therefore, from (16) it follows thatĝ satisfies
and the degree ofĝ is equal to n − 2. We denoteg =g(x 4 ) =ĝ(0, x 4 ). Restricting (18) to x 3 = 0 and using (17) we get that
with b ∈ C, Eq. (19) becomes, after dividing by x n−1
From system (10) and Proposition 16 if follows immediately the result:
Corollary 19. The unique homogeneous Darboux polynomial of system (10) of degree n is the polynomial cx n 5 with cofactor n(x 3 − x 4 ).
Homogeneous Darboux polynomials of system (4) restricted to x
The objective of this section is to study the homogeneous Darboux polynomials of system (4) restricted to x 1 = x 2 = 0 and invariant by τ .
We consider system (4) restricted to x 1 = x 2 = 0, that iṡ
In [9] the authors proved the following result.
Proposition 20. All homogeneous polynomial first integrals of system (20), invariant by τ and of degree n are of the form aF n/2 with n even, a ∈ C \ {0} and
Proposition 21. System (20) has no homogeneous Darboux polynomials f of degree n even which are coprime with x 5 and x 6 , invariant by τ and with nonzero cofactor.
Proof. The proof will be done by contradiction. We suppose that system (20) has a homogeneous Darboux polynomial f invariant by τ with nonzero cofactor and coprime with x 5 and x 6 . Since the cofactor K of f is invariant under τ , we get that K = a 3 x 3 + a 4 x 4 with a 3 , a 4 ∈ C with (a 3 , a 4 ) = (0, 0). We write f as a polynomial in the variable x 6 , i.e.,
Then, since f is coprime with x 6 , we get that f 0 = 0 and thus, f 0 is a Darboux polynomial of system (10) . From Propositions 4, 15 and 16, we have that
with c a constant and K = m(x 3 − x 4 ). Since K = 0 and m must be even we obtain m 2. Using Lemma 12 with x = F and y = −sx 2 6 , we obtain that f 0 can be written as
for some polynomial
Using that f is a Darboux polynomial of system (20) with cofactor K = m(x 3 − x 4 ) and that F is a polynomial first integral of system (20), we obtain
We claim that g 1 = 0. Indeed we assume g 1 = 0, and we will reach a contradiction. We consider two different cases:
Case 1: g 1 is not divisible by x 6 . We denote by g 1,0 the restriction of g 1 to x 6 = 0. In this case, g 1,0 is different from zero and from (22), g 1,0 is a Darboux polynomial of system (10) with cofactor m(x 3 − x 4 ) + x 3 , a contradiction with Proposition 16.
Case 2: g 1 is divisible by x 6 . In this case we write g 1 = x l 6 g 2 with 1 l n and g 2 = g 2 (x 3 , x 4 , x 5 , x 6 ) is a polynomial which is not divisible by x 6 . Then, proceeding as in (22)
Then, if we denote by g 2,0 the restriction of g 2 to x 6 = 0, then g 2,0 is different from zero and it is a Darboux polynomial of system (10) 6 where c is a constant and n 1 , n 2 , n 3 are nonnegative integers satisfying 2n 1 + n 2 + n 3 = n. The cofactor of f is then
Since we also have K = a 3 x 3 + a 4 x 4 , equating the two expressions for K we get a 4 = −n 2 and a 3 = n 2 − n 3 . Then, also imposing that 2n 1 + n 2 + n 3 = n, we obtain
which clearly implies the statement of the proposition. 2
Homogeneous Darboux polynomials of system (4) restricted to x 1 = 0
The objective of this section is to study the homogeneous Darboux polynomials of system (4) restricted to x 1 = 0 and invariant by the automorphism τ .
We consider the system (4) restricted to x 1 = 0, that iṡ
In order to make the paper more readable, whenever a derivative with respect to t will appear in this section, it must be understood as a derivative evaluated along a solution of system (23). If this is not the case, it will be explicitely specified. In [9] the authors proved the following statement concerning with the polynomial first integrals (i.e., Darboux polynomials with zero cofactor) of system (23) invariant by τ . The main result of this section is the following. 
where n 1 is a nonnegative integer satisfying 2n 1 n. Furthermore, the cofactor K of f is
Proof. Let f be a homogeneous Darboux polynomial of system (23) of degree n even invariant by τ with nonzero cofactor. Since the cofactor K of f is invariant under τ we have that K = a 2 x 2 + a 3 x 3 + a 4 x 4 with a 2 , a 3 , a 4 ∈ C and (a 2 , a 3 , a 4 ) = (0, 0, 0). Moreover since f is a Darboux polynomial, the degree n even of f satisfies that n 2. We consider two different cases.
and a 4 ∈ Z − with a 4 < −n/2. We recall that Z − is the set of nonpositive integers. We write
where the derivative is evaluated along a solution of system (23). Now, we consider two subcases. 
From Proposition 22, a 4 and a 3 + a 4 are nonpositive integers, (n + a 3 + 2a 4 )/2 is a nonnegative integer, and
where c is constant. Now, we consider four different subcases.
Case 1.1.1: a 3 = a 4 = 0. Then, since K = 0, it must hold a 2 = 0. In this case, from (25), f 0 = cF n/2 . Since F and x 2 are first integrals of system (23), the coefficient of x 2 in (24) is equal to
where the derivative is evaluated along a solution of system (20). Now, we evaluate (26) to x 5 = x 6 = 0, x 4 = x 3 . Then, since this is a singular point of system (20), (26) becomes 0 = a 2 cx n 3 , which clearly implies c = 0 and thus, f 0 = 0, a contradiction. 
where the derivative is evaluated along a solution of system (20). From Lemma 31 applied to (27) with
2 , m = n and a 4 = 0, we obtain (note that a 3 + a 4 + j = a 3 + j = 0 for j = 0, . . . , −a 3 − 2)
Clearlyf has degree n + a 3 and satisfies
where the derivative is evaluated along a solution of system (20). From Proposition 11 (restricted to x 1 = 0) we get that f 1 only contains monomials x 
and where the derivative is evaluated along a solution of system (10). Applying Lemma 35 to (30) with m 1 =
h 1 for some polynomial h 1 of degree one satisfying
where the derivative is evaluated along a solution of system (10) . Clearly, h 1 does not depend on x 5 , otherwise h 1 should have at least degree two. Then, h 1 = ax 3 + bx 4 , and from (31), we get 
Clearlyf has degree n − a 3 and satisfies
where the derivative is evaluated along a solution of system (20 6 6 with l 6 even. Then, since f 1,a 3 −1 satisfies (34) restricted to x 5 = 0, we obtain that h satisfies, after dividing by x 6 ,
and where the derivative is evaluated along a solution of system (20) , g 1 = sa 3 cF , g 2 = h, m = n − a 3 + 1, a 3 = 2 and a 4 = −1,
where the derivative is evaluated along a solution of system (20) restricted to x 5 = 0. Clearly, by Proposition 11, h 1 does not depend on x 6 , otherwise h 1 should have at least degree two. Then, h 1 = ax 3 + bx 4 and from (36) we get . Since F and x 2 are first integrals of system (23), the coefficient of x 2 in (24) is equal to 
where the derivative is evaluated along a solution of system (20). From Lemma 31 applied to 
where the derivative is evaluated along a solution of system (20). Now, we restrict (38) to x 6 = 0, and if we denotef 1 the restriction off to x 6 = 0 we get
By Lemma 37 we getf 1 = c(a 4 + a 3 )F n+a 3 +2a 4 2 (x 4 − x 3 ). Now, we restrict (38) to x 5 = 0, and if we denotef 2 the restriction off to x 5 = 0 we get
By Lemma 38 we getf 2 = ca 4F n+a 3 +2a 4 2 (x 4 − x 3 ). Therefore, also using Lemma 12 and that F =F − 2x 2 5 , F =F + sx 2 6 we get thatf can be written in the two following equivalent ways:
5 g 2 (39) for some polynomials g 1 = g 1 (x 3 , x 4 , x 5 , x 6 ) and g 2 = g 2 (x 3 , x 4 , x 5 , x 6 ). We consider two different cases. Case 1.1.4.1: a 3 = 0. In this case imposing that the two expressions forf in (39) must be equal, we obtain c = 0 a contradiction with the fact that f 0 = 0. Case 1.1.4.2: a 3 = 0 and a 2 = 0. In this case imposing that the two expressions forf in (39) must be equal we obtain that g 1 = x 2 5 g 3 , g 2 = x 2 6 g 3 for some polynomial
Thus, imposing thatf satisfies (38) we get that g 3 satisfies, after dividing by x 5 x 6 ,
which clearly implies c = 0, a contradiction with the fact that f 0 = 0.
Case 1.2:
f is divisible by x 2 . In this case we write f = x j 2 g where 1 j n and g is a polynomial which is not divisible by x 2 . Furthermore, since x 2 is a first integral of system (23), we get that g also satisfies (24). Then the same arguments used in Case 1.1 for f yields for g, so we would have a contradiction. 2 , a 3 ) = (0, 0) , a 4 ∈ Z − with a 4 −n/2 and a 4 = 0. In this case f satisfies (24) with a 2 = a 3 = 0 that is
Case 2: (a
where the derivative is evaluated along a solution of system (23). We claim that
Clearly (41) implies the proof of the theorem. We will prove (41) by induction over n, the degree of f . Let n = 2. Then a 4 = −1 and if we write f in power series in the variable x 2 and denote by f 0 the restriction of f to x 2 = 0, from Proposition 22 we get that f 0 = cF n+2a 4
2 (x 5 x 6 ) −a 4 . Now, using Lemma 12 we rewrite it as
for some polynomial g 1 = g 1 (x 2 , x 3 , x 4 , x 5 , x 6 ) of degree one. We write it as
Then, imposing that f satisfies (40) we get that
) and thus, for n = 2, Eq. (41) follows from (42). Now, we assume that (41) holds for degree(f ) = 2, 4, . . . , n − 2 and we will prove it for n. Let again f 0 be the restriction of f to x 2 = 0. Then, from Proposition 22 we get that f 0 = cF n+2a 4 2 (x 5 x 6 ) −a 4 . Now, using Lemma 12 we rewrite it as
for some polynomial g 2 = g 2 (x 2 , x 3 , x 4 , x 5 , x 6 ) of degree n − 1. Now, we denote by g 2 the restriction of g 2 to x 2 = 0. Then, using that f satisfies (40), that F and x 2 are first integrals of system (23), and that x 5 x 6 − x 2 (x 4 − x 3 ) is a Darboux polynomial of system (23) with cofactor a 4 x 4 , we get that, after dividing by x 2 , g 2 satisfies dg 2 /dt = a 4 x 4 g 2 , where the derivative is evaluated along a solution of system (20). Then, either g 2 = 0, or g 2 is a homogeneous Darboux polynomial of system (20). From Proposition 22, in this last case we reach a contradiction with the fact that (n − 1 + 2a 4 )/2 is not an integer. Then, g 2 = 0, and consequently
for some polynomial g 3 = g 3 (x 2 , x 3 , x 4 , x 5 , x 6 ) of degree n − 2. Furthermore, repeating the arguments used for g 2 now for g 3 , we obtain dg 3 dt = a 4 x 4 g 3 , which is the same as (40). Then, by induction hypothesis we get that
Then, inserting this expression of g 3 into (44) we get that
This finishes the proof of the claim (41) and the theorem follows. 2
Theorem 25. System (4) restricted to x 1 = 0 does not have homogeneous Darboux polynomials of degree n with nonzero cofactor K with a 3 = 0.
Proof. It is easy to prove it for n = 1, 2. Now, assume that g is a homogeneous Darboux polynomial of degree n > 2 for system (4) restricted to x 1 = 0 with nonzero cofactor K of the form (8) with a 3 = 0. By Proposition 11, we can assume that f = g · τ (g) is a homogeneous Darboux polynomial invariant by τ , with degree 2n and with a nonzero cofactor of the form 2(a 2 x 2 + a 3 x 3 + a 4 x 4 ), with a 3 = 0. From Theorem 24 we reach a contradiction with the fact that a 3 = 0. 2
Homogeneous Darboux polynomials of system (4)
The main result of this section is the following.
Theorem 26. System (4) has no homogeneous Darboux polynomials which are coprime with x 1 , invariant by τ , of degree n even and with nonzero cofactor.
Proof. Let f be a homogeneous Darboux polynomial coprime with x 1 , invariant by τ of degree n even with nonzero cofactor K. Then, since K is invariant under τ , we have K = a 2 x 2 + a 3 x 3 + a 4 x 4 with a 2 , a 3 , a 4 ∈ C with (a 2 , a 3 , a 4 ) = (0, 0, 0). We write
Since x 1 is not a factor of f , then f 0 = 0. Thus, f 0 is a homogeneous Darboux polynomial of system (23) of degree n even, invariant by τ and with nonzero cofactor. We consider two different cases.
Case 1: K = a 4 x 4 for any a 4 ∈ Z − with 2a 4 −n. In this case, we reach a contradiction with Theorem 24.
Case 2: K = a 4 x 4 for some a 4 ∈ Z − with 2a 4 −n. Then, by Theorem 24 we get that 6 ) of degree n − 1. Note that in the last equality we have used Lemma 12. Thus,
Using that f is a Darboux polynomial with cofactor K and that F and G are first integrals, we get that h satisfies after dividing by x 1
We decompose h as
Then, h 0 satisfies (45) restricted to x 1 = 0 that is,
We write h 0 as
Now, we claim that
where the derivative is evaluated along a solution of system (20). Clearly (47) implies the theorem because we will have f = x 1 h, a contradiction with the fact that f is coprime with x 1 . Now, we prove (47). The proof will be done by induction over k. Clearly, h 0,0 satisfies (46) restricted to x 2 = 0, that is
where the derivative is evaluated along a solution of system (20). Since F is even in the variables x 5 , x 6 , the left-hand side of (48) with l 5 + l 6 even, we get that the right-hand side of (48) Now, we assume (47) is proved for k = 0, . . . , j with j < (n + 2a 4 )/2 and we will prove it for k = j + 1. By induction hypothesis, from (48) after dividing by x 2j +2 2 and after this evaluating in x 2 = 0, we get that
where the derivative is evaluated along a solution of system (20). Now proceeding as for c 0 , h 0,0 and Eq. (46) we get that c j +1 = 0 and
, which proves (47) for k = j + 1. Hence, the theorem is proved. 2
Proof of the main theorems: Theorems 2 and 3
The next result will play a main role in the proof of Theorem 2, our first main result. Proof. By Proposition 10, if g is an irreducible homogeneous Darboux polynomial of degree 1, it must be x 1 . Now, assume that g is an irreducible homogeneous Darboux polynomial of degree n > 1 for system (4) with nonzero cofactor K of the form (8) . If g is a polynomial in the variables F and G then we get a contradiction with the fact that the cofactor of g is not zero. Thus we can consider that g is not a polynomial in the variables F and G. Therefore, from Proposition 11, we can assume that f = g · τ (g) is a homogeneous Darboux polynomial invariant by τ , with degree 2n and with a nonzero cofactor of the form 2(a 2 x 2 + a 3 x 3 + a 4 x 4 ), and such that x 1 is not a factor f . From Theorem 26, we get that a 2 = a 3 = a 4 = 0, otherwise we have a contradiction. Hence, f is a homogeneous polynomial first integral of system (4) invariant by τ . By Theorem 1, f is a polynomial in the variables F and G. By construction f must be reducible. So, there exist two homogeneous polynomials T = T (F, G) and 6 ), and thus
a contradiction with the irreducibility of g. So the theorem is proved. 2
Now we prove Theorem 2.
Proof of Theorem 2. By Proposition 4 and Theorems 1 and 27, it follows that every Darboux polynomial of system (4) is of the form x m 1 P (F, G) with cofactor
where m is a nonnegative integer, and P ∈ C[F, G]. From Proposition 5 and Theorem 1, the existence of a rational first integral which is not a function of F or G, implies the existence of two coprime Darboux polynomials with the same nonzero cofactor. So, the first integral must be of the form R/S = x
where the cofactors of R and S must be equal. That s, m 1 = m 2 = 0. Thus, the only rational first integrals are rational functions in the variables F and G. 2 Now, we do some preliminary results necessary for proving Theorem 3. The equation defining exponential factor E = exp(h/g) of system (4) with cofactor L iṡ
where we have simplified the common factor E, and
According to Proposition 6 and Theorem 27, if system (4) has exponential factors, they must be of the form 
To prove this theorem, we need the following two results.
Proposition 29. The unique exponential factors of system (4) are of the form given in (51) with n = 0.
Proof. The proof of Proposition 29 will be done by contradiction. Assume that exp(h/(x n 1 P (F, G) λ )) is an exponential factor of system (4) where λ ∈ {0, 1}, P ∈ C[F, G], n is a positive integer and h is coprime with x 1 and P (F, G) .
It is clear that h satisfieṡ 6 − nẋ
where we have simplified the common factor exp(h/(x n 1 P (F, G) λ )) and multiplied by x n 1 P (F, G) λ . Sinceẋ 1 / 1 = x 3 , taking x 1 = 0 in (52) and denoting by h the restriction of h to x 1 = 0, we conclude that h satisfieṡ
whereẋ i meansẋ i restricted to x 1 = 0. Since by hypothesis h is coprime with x 1 , we have that h = 0. Then, (53) implies that h is a Darboux polynomial of system (4) 
Taking
where h is the restriction of h to x 1 = x 5 = x 6 = 0. Evaluating this expression to x 3 = x 4 , we get ∂h ∂x 4 =
Since s ∈ {−1, 1} and the right-hand side of (56) 3 . Since f is a polynomial and b ∈ Z + , we get f = 0.
Case 2.2.1: g is not divisible byF . Then, if we denote byg the substitution in g of sx 2 6 by x 2 3 − 2x 3 x 4 , we get thatg = 0 and satisfies
where the derivative is evaluated along a solution of system (60). Sinceg = 0,g is a Darboux polynomial of system (60). By Lemma 32 we get a contradiction. 
. Since f is a polynomial and b ∈ Z + we get f = 0. 2 6 ) be a homogeneous polynomial of degree m − 1 satisfying
where the derivative is evaluated along a solution of system (20), 5f ,f =f (x 3 , x 4 , x 5 , x 6 ). Then, imposing that f satisfies (65) we obtain thatf satisfies 
Now restricting (67) to x 5 = 0 (note that the restriction off to x 5 = 0 is f j +1 ) we get
where the derivative is evaluated along a solution of system (20) restricted to x 5 = 0. Then, by Lemma 33, f j +1 = 0 which proves the claim (66) for k = j + 1. Now, the proof of the lemma follows by the induction hypothesis. 
Proof.
If m 1 = 0 the statement is true taking g 3 = g 2 . Now, we assume m 1 1 and set g 0 = g 2 . We claim that 
We will prove the claim (69) for l = 1. Indeed, we denote byĝ 0 the restriction of g 2 toF = 0, substituting 
Now, since the degree ofĝ 0 is equal to m − 2, and a 4 = −(m − 2), by Lemma 18 we haveĝ 0 = 0. Then, sinceĝ 0 was the restriction of g 0 toF = 0, we get that g 0 =F g 1 , for some polynomial g 1 = g 1 (x 3 , x 4 ). This proves the claim (69) for l = 1. Now, we assume (69) is true for l = 1, . . . , j with j < m 1 and we will prove it for l = j + 1. By induction hypothesis, we can write g 2 = g 0 =F j g j where g j = g j (x 3 , x 4 ) is a polynomial of degree m − 2 − 2j . Then, sinceF is a first integral of system (10), clearly g j satisfieŝ
Now we can repeat the arguments used for obtaining Eq. (70) from (68), and finally for getting g 0 =F g 1 , to Eq. (71) with g j instead of g 2 . In this way we obtain that g j satisfies g j =F g j +1 .
Then, by the induction hypothesis, we get that (69) holds. So, the claim is proved. Using the claim, we obtain that g 2 =F m 1 g 3 for some polynomial g 3 = g 3 (x 3 , x 4 ) of degree m − 2 − 2m 1 . This finishes the proof of the lemma. 
Proof. Equation (79) can be seen as a linear equation in the variable t. Then, the general solution f of (79) is given by f = f 1 + f 2 , where f 1 is the general solution of
and f 2 is a particular solution of (79). From (81) we obtain that either f 1 is zero or f 1 is a Darboux polynomial of system (20) restricted to x 5 = 0 with cofactor K = −x 4 = −(x 4 − x 3 ) − x 3 . From Lemma 33 with b = 1, d = 1 we obtain a contradiction, and thus, f 1 = 0. Then, f = f 2 , where f 2 is a particular solution of (79). It is immediate to prove that f as in (80) satisfies (79). Thus, the lemma is proved. 2
