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Mott physics and spin fluctuations: a functional viewpoint
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We present a formalism for strongly correlated systems with fermions coupled to bosonic modes.
We construct the three-particle irreducible functional K by successive Legendre transformations of
the free energy of the system. We derive a closed set of equations for the fermionic and bosonic
self-energies for a given K. We then introduce a local approximation for K, which extends the
idea of dynamical mean field theory (DMFT) approaches from two- to three-particle irreducibility.
This approximation entails the locality of the three-leg electron-boson vertex Λ(iω, iΩ), which is self-
consistently computed using a quantum impurity model with dynamical charge and spin interactions.
This local vertex is used to construct frequency- and momentum-dependent electronic self-energies
and polarizations. By construction, the method interpolates between the spin-fluctuation or GW
approximations at weak coupling and the atomic limit at strong coupling. We apply it to the
Hubbard model on two-dimensional square and triangular lattices. We complement the results of
Ref. 1 by (i) showing that, at half-filling, as DMFT, the method describes the Fermi-liquid metallic
state and the Mott insulator, separated by a first-order interacting-driven Mott transition at low
temperatures, (ii) investigating the influence of frustration and (iii) discussing the influence of the
bosonic decoupling channel.
I. INTRODUCTION
Systems with strong Coulomb correlations such as
high-temperature superconductors pose a difficult chal-
lenge to condensed-matter theory.
One class of theoretical approaches to this problem
emphasizes long-ranged bosonic fluctuations e.g. close
to a quantum critical point as the main ingredient to
account for the experimental facts. This is the start-
ing point of methods such as spin fluctuation theory2–7,
two-particle self-consistent theory8–12 or the fluctuation-
exchange approximation13. These methods typically rely
on an approximation of the electronic self-energy as a
one-loop diagram with a suitably constructed bosonic
propagator, neglecting vertex corrections.
Another class of approaches focuses instead, follow-
ing Anderson14, on the fact that the parent compounds
of high-temperature superconductors are Mott insulators
and assumes that Mott physics is essential to describe the
doped compounds. In recent years, dynamical mean-field
theory (DMFT)15 and its cluster extensions like cellular
DMFT16,17 or the dynamical cluster approximation18–20
have emerged as powerful tools to capture the physics of
doped Mott insulators. Formally based on a local approx-
imation of the two particle-irreducible (2PI, or Luttinger-
Ward) functional Φ, they consist in self-consistently map-
ping the extended lattice problem onto an impurity prob-
lem describing the coupling of a small number (Nc) of
correlated sites with a noninteracting bath. The coarse-
grained (short-ranged) self-energy obtained by solving
the impurity model is used as an approximation of the
lattice self-energy.
Cluster DMFT methods have given valuable insights
into the physics of cuprate superconductors, in particu-
lar via the study of the Hubbard model: they have al-
lowed to map out the main features of its phase diagram,
to characterize d-wave superconductivity or investigate
its pseudogap phase with realistic values of the interac-
tion strength21–44. Moreover, they come with a natural
control parameter, the size Nc of the impurity cluster,
which can a priori be used to assess quantitatively the
accuracy of a given prediction as it interpolates between
the single-site DMFT solution (Nc = 1) and the exact
solution of the lattice problem (Nc = ∞). Systematic
comparisons with other approaches, in certain parame-
ter regimes, have started to appear.45 Yet, cluster meth-
ods suffer from three major flaws, namely (i) they cannot
describe the effect of long-range bosonic fluctuations be-
yond the size of the cluster, which can be experimentally
relevant (e.g. in neutron scattering46–48) ; (ii) the neg-
ative Monte-Carlo sign problem precludes the solution
of large impurity clusters, (iii) the cluster self-energy is
still quite coarse-grained (typically up to 8 or 16 patches
in regimes of interest30,32,44,49) or relies on uncontrolled
periodization or interpolation schemes (see e.g. Ref. 17).
Recent attempts at incorporating some long-range
correlations in the DMFT framework include the
GW+EDMFT method50–54 (which has been so far re-
stricted to the charge channel only), the dynamical vertex
approximation (DΓA55–58) and the dual fermion59 and
dual boson60,61 methods. DΓA consists in approximat-
ing the fully irreducible two-particle vertex by a local,
four-leg vertex Γfir(iω, iν, iΩ) computed with a DMFT
impurity model. This idea has so far been restricted to
very simple systems58 (“parquet DΓA”) or further sim-
plified so as to avoid the costly solution of the parquet
equations (“ladder DΓA”56). This makes DΓA either (for
parquet DΓA) difficult to implement for realistic calcu-
lations, at least in the near future (the existing “parquet
solvers” have so far been restricted to very small sys-
tems only62,63), or (for the ladder variant) dependent
on the choice of a given channel to solve the Bethe-
Salphether equation. In either case, (i) rigorous and effi-
cient parametrizations of the vertex functions only start
2to appear64, (ii) two-particle observables do not feed back
on the impurity model in the current implementations65,
and (iii) most importantly, achieving control like in clus-
ter DMFT is very arduous: since both DΓA and the dual
fermion method require the manipulation of functions
of three frequencies, their extension to cluster versions66
raises serious practical questions in terms of storage and
speed.
The TRILEX (TRiply-Irreducible Local EXpansion)
method, introduced in Ref. 1, is a simpler approach.
It approximates the three-leg electron-boson vertex by
a local impurity vertex and hence interpolates between
the spin-fluctuation and the atomic limit. This vertex
evolves from a constant in the spin-fluctuation regime
to a strongly frequency-dependent function in the Mott
regime. The method yields frequency and momentum-
dependent self-energies and polarizations which, upon
doping, lead to a momentum-differentiated Fermi surface
similar to the Fermi arcs seen in cuprates.
In this paper, we provide a complete derivation of the
TRILEX method as a local approximation of the three-
particle irreducible functional K, as well as additional
results of its application to the Hubbard model (i) in the
frustrated square lattice case and (ii) on the triangular
lattice.
In section II, we derive the TRILEX formalism and
describe the corresponding algorithm. In section III, we
elaborate on the solution of the impurity model. In sec-
tion IV, we apply the method to the two-dimensional
Hubbard model and discuss the results. We give a few
conclusions and perspectives in section V.
II. FORMALISM
In this section, we derive the TRILEX formalism.
Starting from a generic electron-boson problem, we de-
rive a functional scheme based on a Legendre transforma-
tion with respect to not only the fermionic and bosonic
propagators, but also the fermion-boson coupling ver-
tex (subsection IIA). In subsection II B, we show that
electron-electron interaction problems can be studied in
the three-particle irreducible formalism by introducing an
auxiliary boson. Finally, in subsection II C, we introduce
the main approximation of the TRILEX scheme, which
allows us to write down the complete set of equations
(subsection IID).
Our starting point is a generic mixed electron-boson
action with a Yukawa-type coupling between the bosonic
and the fermionic field:
Seb = c¯u¯
[
−G−10
]
u¯v
cv+
1
2
φα
[
−W−10
]
αβ
φβ+λu¯vαc¯u¯cvφα
(1)
c¯u¯ and cu are Grassmann fields describing fermionic de-
grees of freedom, while φα is a real bosonic field de-
scribing bosonic degrees of freedom. Latin indices gather
space, time, spin and possibly orbital or spinor indices:
u ≡ (Ru, τu, σu, . . . ), where Ru denotes a site of the Bra-
vais lattice,τu denotes imaginary time and σu is a spin
(or orbital) index (σu ∈ {↑, ↓} in a single-orbital con-
text). Barred indices denote outgoing points, while in-
dices without a bar denote ingoing points. Greek indices
denote α ≡ (Rα, τα, Iα), where Iα indexes the bosonic
channels. These are for instance the charge (Iα = 0)
and the spin (Iα = x, y, z) channels. Repeated in-
dices are summed over. Summation
∑
u is shorthand
for
∑
R∈BL
∑
σ
´ β
0 dτ . G0,uv¯ (resp. W0,αβ) is the non-
interacting fermionic (resp. bosonic) propagator.
The action (1) describes a broad spectrum of physical
problems ranging from electron-phonon coupling prob-
lems to spin-fermion models. As will be elaborated on in
subsection II B, it may also stem from an exact rewrit-
ing of a problem with only electron-electron interactions
such as the Hubbard model or an extension thereof via a
Hubbard-Stratonovich transformation.
A. Three-particle irreducible formalism
In this subsection, we construct the three-particle ir-
reducible (3PI) functional K[G,W,Λ]. This construction
has first been described in the pioneering works of de Do-
minicis and Martin.67,68 It consists in successive Legen-
dre transformations of the free energy of the interacting
system.
Let us first define the free energy of the system in the
presence of linear (hα), bilinear (Bαβ , Fu¯v) and trilin-
ear sources (λu¯vα) coupled to the bosonic and fermionic
operators,
Ω[h,B, F, λ] (2)
≡ − log
ˆ
D[c¯, c, φ]e−Seb+hαφα−
1
2
φαBαβφβ−c¯u¯Fu¯vcv
We do not need any additional trilinear source term (sim-
ilar to h, B and F ) since the electron-boson coupling term
already plays this role.
Ω[h,B, F, λ] is the generating functional of correlation
functions, viz.:
ϕα ≡ 〈φα〉 = −
∂Ω
∂hα
∣∣∣∣∣
B,F,λ
(3a)
W ncαβ ≡ −〈φαφβ〉 = −2
∂Ω
∂Bβα
∣∣∣∣∣
h,F,λ
(3b)
Guv¯ ≡ −〈cuc¯v¯〉 =
∂Ω
∂Fv¯u
∣∣∣∣∣
h,B,λ
(3c)
The above correlators contain disconnected terms as de-
noted by the superscript “nc” (non-connected).
31. First Legendre transform: with respect to propagators
Let us now perform a first Legendre transform with
respect to h, B and F :
Γ2[ϕ,G,W
nc, λ] ≡ Ω[h, F,B, λ]− Tr (FG)
+
1
2
Tr (BW nc) + hαϕα (4)
with TrAB ≡ Au¯vBvu¯. By construction of the Legendre
transformation, the sources are related to the derivatives
of Γ through:
∂Γ
∂Gvu¯
∣∣∣∣∣
ϕ,Wnc,λ
= −Fu¯v (5a)
∂Γ
∂W ncβα
∣∣∣∣∣
ϕ,G,λ
=
1
2
Bαβ (5b)
∂Γ
∂ϕα
∣∣∣∣∣
G,Wnc,λ
= hα (5c)
In a fermionic context, Γ2 is often called the Baym-
Kadanoff functional.69,70 We can decompose it in the fol-
lowing way:
Γ2[ϕ,G,W
nc, λ] = Γ2[ϕ,G,W
nc, λ = 0]+Ψ[ϕ,G,W nc, λ]
(6)
The computation of the noninteracting contribution
Γ2[ϕ,G,W, λ = 0] is straightforward since in this case
relations (3a-3b-3c) are easily invertible (as shown in Ap-
pendix C), so that
Γ2[ϕ,G,W, λ] = −Tr log
[
G−1
]
+Tr
[(
G−1 −G−10
)
G
]
+
1
2
Tr log
[
W−1
]
+
1
2
Tr
[(
W − ϕ2
)
W−10
]
+Ψ[ϕ,G,W, λ] (7)
where we have defined the connected correlation function:
Wαβ ≡ −
〈
(φα − ϕ) (φβ − ϕ)
〉
= W ncαβ + ϕ
2 (8)
and ϕ2 denotes the matrix of elements [ϕ2]α,β = ϕαϕβ .
The physical Green’s functions (obtained by setting F =
B = 0 in Eqs(5a-5b)) obey Dyson equations:
Σu¯v =
[
G−10
]
u¯v
−
[
G−1
]
u¯v
(9a)
Pαβ =
[
W−10
]
αβ
−
[
W−1
]
αβ
(9b)
where we have defined the fermionic and bosonic self-
energies Σ and P as functional derivatives with respect
to Ψ:
Σu¯v ≡
∂Ψ
∂Gvu¯
(10a)
Pαβ ≡ −2
∂Ψ
∂Wβα
(10b)
∈ Φ
∈ Ψ
(a)
(b)
G
U
λ
G
W
Figure 1: Simplest contribution to 2PI functionals: (a)
Luttinger-Ward functional Φ (b) Almbladh functional Ψ
The two Dyson equations (9a-9b) and the functional
derivative equations (10a-10b) form a closed set of equa-
tions that can be solved self-consistently once the depen-
dence of Ψ on G and W is specified.
The functional Ψ[ϕ,G,W, λ] is the Almbladh
functional.71 It is the extension of the Luttinger-
Ward functional Φ[G],70,72 which is defined for fermionic
actions, to mixed electron-boson actions. While Φ[G]
contains two-particle irreducible graphs with fermionic
lines G and bare interactions U (see e.g. diagram (a) of
Fig. 1), Ψ[ϕ,G,W, λ] contains two-particle irreducible
graphs with fermionic (G) and bosonic (W ) lines, and
bare electron-boson interactions vertices λ (see e.g.
diagram (b) of Fig. 1).
Both Φ and Ψ can be approximated in various ways,
which in turn leads to an approximate form for the
self-energies, through Eqs (10a-10b). Any such ap-
proximation, if performed self-consistently, will obey
global conservation rules.69 A simple example is the GW
approximation,73 which consists in approximating Ψ by
its most simple diagram (diagram (b) of Fig. 1). The
DMFT (resp. extended DMFT, EDMFT74–76) approx-
imation, on the other hand, consists in approximating
Φ[G] (resp. Ψ[ϕ,G,W, λ]) by the local diagrams of the
exact functional:
ΦDMFT[G] =
∑
R
Φ[GRR] (11a)
ΨEDMFT[ϕ,G,W ] =
∑
R
Ψ[ϕ,GRR,WRR] (11b)
The DMFT approximation becomes exact in the limit
of infinite dimensions.15 Motivated by this link between
irreducibility and reduction to locality in high dimen-
sions, we perform an additional Legendre transform to
go one step further in terms of irreducibilty.
4Guv
Wαβ
u v¯ α β
Λu¯vα
α
u¯ v
χuv¯α
α
u v¯
Figure 2: Graphical representation of the diagrammatic ob-
jects of the electron-boson model (Eq. 1): the fermionic prop-
agator Guv¯ (Eq. (3c)), the bosonic propagatorWαβ (Eq. (8)),
the three-point correlation function χuv¯α (Eq. (13)) and the
three-leg vertex Λu¯vα (Eq. (15)).
2. Second Legendre transform: with respect to the three-leg
vertex
We introduce the Legendre transform of Γ2 with re-
spect to λ:
Γ3[ϕ,G,W, χ
nc] ≡ Γ2[ϕ,G,W, λ] + λv¯uαχ
nc
uv¯α (12)
where χncuv¯α is the three-point correlator:
χncuv¯α ≡ 〈cuc¯v¯φα〉 = −
∂Ω
∂λv¯uα
∣∣∣∣∣
h,F,B
(13)
We also define the connected three-point function χ and
the three-leg vertex Λ as:
χuv¯α ≡ 〈cuc¯v¯ (φα − ϕα)〉 = χ
nc
uv¯α +Guv¯ϕα (14)
Λv¯uα ≡ G
−1
x¯uG
−1
v¯wW
−1
αβ χwx¯β (15)
Λ is the amputated, connected correlation function. It
is the renormalized electron-boson vertex. These objects
are shown graphically in Fig. 2. G−1u¯v is a shorthand
notation for
[
G−1
]
u¯v
.
We now define the three-particle irreducible functional
K as:
K[ϕ,G,W,Λ] ≡ Ψ[ϕ,G,W, λ] + λv¯uαχ
nc
uv¯α
−
1
2
Λx¯uαGwx¯Guv¯WαβΛv¯wβ (16)
Note that in the right-hand site, λ is determined by Λ, G,
W and ϕ (by the Legendre construction). K is the gener-
alization of the functional K 3/2 introduced in Ref. 68 to
mixed fermionic and bosonic fields. We will come back to
its diagrammatic interpretation in the next subsection.
Differentiating K with respect to the three-point vertex
Λ yields K, the generalization of the self-energy at the
three-particle irreducible level, defined as:
Kv¯uα ≡ −G
−1
x¯uG
−1
v¯wW
−1
αβ
∂K
∂Λx¯wβ
(17)
=
Λ λ
+ + + . . .
︸ ︷︷ ︸
K
Figure 3: Graphical representation of the diagrammatic con-
tent of Λ.
Pαβ
λu¯wα Λx¯vβGwx¯
Gvu¯
Σu¯v
λu¯wα Wαβ
Λx¯vβ
Gwx¯w x¯
α
u¯
β
v
α β
w
x¯
u¯ v
=
=
(a)
(b)
Figure 4: Graphical representation of the self-energy (beyond
the Hartree term) (panel (a)) and polarization (panel (b)).
Before proceeding with the derivation, let us first state
the main results: K and Λ are related by the following
relation:
Λv¯uα = λv¯uα +Kv¯uα (18)
This is the equivalent of Dyson’s equations at the 3PI
level. This relation is remarkably simple: it does not
involve any inversion, contrary to the Dyson equations
(9a-9b). This relation is illustrated in Figure 3.
The fermionic and bosonic self-energies Σ and P are
related to Λ by the following exact relations:
Σu¯v = −λu¯wαGwx¯WαβΛx¯vβ + λu¯vαϕα (19a)
Pαβ = λu¯wαGvu¯Gwx¯Λx¯vβ (19b)
The second term in Σ is nothing but the Hartree con-
tribution. These expressions will be derived later. The
graphical representation of these equations is shown in
Figure 4.
3. Discussion
The above equations, Eqs (17-18-19a-19b-9a-9b), form
a closed set of equations for G, W , Λ, Σ, P and K. The
central quantity is the three-particle irreducible func-
tional K[G,W,Λ], obtained from the 2PI functional al-
gebraically by a Legendre transformation with respect to
5∈ K /∈ K
W
G
Λ
(a) (b)
Figure 5: Three-particle irreducibility (a) Simplest contribu-
tion to the 3PI functional K (b) an example of diagram not
contributing to K.
the bare vertex λ, or diagrammatically by a ’boldifica-
tion’ of the bare vertex.
K has been shown to be made up of all three-particle
irreducible (3PI) diagrams by de Dominicis and Martin68
in the bosonic case. A 3PI diagram is defined as follows:
for any set of three lines whose cutting leads to a sepa-
ration of the diagram in two parts, one and only one of
those parts is a simple three-leg vertex Λ. The simplest
3PI diagram is shown in Fig. 5(a). Conversely, neither
diagram (b) of Fig. 1 nor diagram (b) of Fig. 5 are 3PI
diagrams.
Most importantly, the hierarchy is closed once the
functional form of K is specified: there is no a priori
need for a higher-order vertex. This contrasts with e.g.
the functional renormalization group (fRG77) formalism
(which requires the truncation of the flow equations) or
the Hedin formalism73,78,79 which involves the four-leg
vertex δΣ/δG via the following Bethe-Salpether-like ex-
pression for K:
K =
δΣ
δG
GGΛ (20)
Of course, one must devise approximation strategies
for K in order to solve this set of equations. In particular,
any approximation involving the neglect of vertex correc-
tions, like the FLEX approximation13, spin fluctuation
theory2,80,81, the GW approximation73 or the Migdal-
Eliashberg theory of superconductivity82,83 corresponds
to the approximation
K[ϕ,G,W,Λ] ≈ 0 (21)
which yields, in particular, the simple one-loop form for
the self-energy:
Σu¯v = −λu¯wαGwx¯Wαβλx¯vβ + λu¯vαϕα (22a)
Pαβ = λu¯wαGvu¯Gwx¯λx¯vβ (22b)
These approximations only differ in the type of fermionic
and bosonic fields in the initial action, Eq. (1): nor-
mal/superconducting fermions, bosons in the particle-
hole/particle-particle sector, in the spin/charge channel...
The core idea of the DMFT and descendent methods is
to make an approximation of Φ (or Ψ) around the atomic
limit. TRILEX is a similar approximation for K, as will
be discussed in section II C.
4. Derivation of the main equations
In this subsection, we derive Eqs (18-19a-19b). Com-
bining (7), (12) and (16) leads to:
Γ3[ϕ,G,W,Λ] = Γ2 [ϕ,G,W, λ = 0] +K[ϕ,G,W,Λ]
+
1
2
Λx¯uαGwx¯Guv¯WαβΛv¯wβ (23)
By construction of the Legendre transform Γ3 (Eq. (12)),
λv¯uα =
∂Γ3
∂χuv¯α
∣∣∣∣∣
ϕ,G,W
We note that at fixed G and ϕ, this is equivalent to dif-
ferentiating with respect to χncuv¯α. Using the the chain
rule and then (23) and (15) to decompose both factors
yields:
λv¯uα =
∂Γ3
∂Λx¯wβ
∣∣∣∣∣
ϕ,G,W
∂Λx¯wβ
∂χuv¯α
∣∣∣∣∣
ϕ,G,W
=
(
∂K
∂Λx¯wβ
+Gws¯Grx¯WβγΛs¯rγ
)(
G−1v¯wG
−1
x¯uW
−1
βα
)
= G−1v¯wG
−1
x¯uW
−1
βα
∂K
∂Λx¯wβ
+ Λv¯uα
Using the definition of Kuvα (Eq. (17)), this proves Eq
(18).
Let us now derive Eqs (19a-19b). They are well-known
from a diagrammatic point of view, but the point of this
section is to derive them analytically from the properties
of K. In order to obtain the self-energy Σ, we use Eq.
(10a). We first need to reexpress Ψ in terms of K using
(16): thus
Ψ[ϕ,G,W, λ] = Ψ˜[ϕ,G,W, λ,Λ]
≡ K[ϕ,G,W,Λ]
+ λv¯uαχ
nc
uv¯α −
1
2
Λx¯uαGwx¯Guv¯WαβΛv¯wβ
where Λ is a function of ϕ, G, W , λ. Thus, Eq. (10a)
becomes:
Σu¯v =
∂Ψ˜[ϕ,G,W, λ,Λ]
∂Gvu¯
∣∣∣∣∣
ϕ,W,λ
This derivative must be performed with care since the
electron-boson vertex now appears in its interacting form
Λ. This yields:
Σu¯v =
∂Ψ˜
∂Gvu¯
∣∣∣∣∣
ϕ,W,λ,Λ
+
∂Ψ˜
∂Λq¯pγ
∣∣∣∣∣
ϕ,W,G,λ
∂Λq¯pγ
∂Gvu¯
∣∣∣∣∣
ϕ,W,λ
(24)
6The second term vanishes by construction of the Legen-
dre transform. Indeed, using (16), (18) and (14):
∂Ψ˜
∂Λq¯pδ
∣∣∣∣∣
ϕ,W,G,λ
=
∂
∂Λq¯pδ
[
K − λs¯rγ (χrs¯γ −Grs¯ϕγ)
+
1
2
Λx¯uαGwx¯Guv¯WαβΛv¯wβ
]
= −Grq¯Gps¯WγδKs¯rγ −Grq¯Gps¯Wγδλs¯rγ
+Grq¯Gps¯WγδΛs¯rγ
= 0
As a result,
Σu¯v =
∂
∂Gvu¯
[
K − λs¯rγ (χrs¯γ −Grs¯ϕγ)
+
1
2
Λx¯yαGwx¯Gyz¯WαβΛz¯wβ
]∣∣∣∣∣
ϕ,W,λ,Λ
=
∂K
∂Gvu¯
− λu¯yαGyz¯WαβΛz¯vβ − Λu¯yαGyz¯Wβαλz¯vβ
+λu¯vαϕα + Λu¯yαGyz¯WαβΛz¯vβ
Finally, using (18), we obtain:
Σu¯v = −λu¯wαGwx¯WαβΛx¯vβ + λv¯uαϕα (25)
+
[
∂K
∂Gvu¯
+ Λu¯wαGwx¯WαβKx¯vβ
]
Similarly, using (10b), one gets for P :
Pαβ = −2
∂Ψ˜[ϕ,G,W, λ,Λ]
∂Wβα
∣∣∣∣∣
ϕ,G,λ,Λ
= −2
∂
∂Wβα
[
K − λs¯rγ (χrs¯γ −Grs¯ϕγ)
+
1
2
Λx¯yδGwx¯Gyz¯WδγΛz¯wγ
]∣∣∣∣∣
ϕ,G,λ,Λ
= −2
∂K
∂Wβα
+ 2λu¯wαGvu¯Gwx¯Λx¯vβ
−Λu¯wαGvu¯Gwx¯Λx¯vβ
Thus, using (18), we get
Pαβ = λu¯wαGvu¯Gwx¯Λx¯vβ (26)
−
[
2
∂K
∂Wβα
+Ku¯wαGvu¯Gwx¯Λx¯vβ
]
Let now prove that the bracketed terms in Eqs (25-26)
vanish. We first note from the diagrammatic interpreta-
tion of K that K is a homogeneous function of
X
G W
Y
Y
Figure 6: (color online) Homogeneity properties of the sim-
plest diagram of K. Left : dependence on X (red). Right :
dependence on Y (red and green). The lines are defined in
Fig. 2
Yuwα ≡ Gwv¯Λv¯uα (27a)
Xup¯wz¯ ≡ Λp¯uαWαβΛz¯wβ (27b)
i.e. K can be written as:
K = f1(Yuwα,Wαβ) (28a)
K = f2(Xup¯wz¯, Guv¯) (28b)
where f1 and f2 are two functions. This is illustrated in
Fig. 6 for the simplest diagram of K.
From (28a), one gets:
∂K
∂Gxy¯
Gxz¯ = Λy¯uαGwz¯
∂f1
∂Yuwα
(29a)
Λy¯xα
∂K
∂Λz¯xα
= Λy¯uαGwz¯
∂f1
∂Yuwα
(29b)
From (28b), in turn, one gets:
Λx¯vδ
∂K
∂Λx¯vγ
= Λx¯vδ
(
WγβΛz¯wβ
∂f2
∂Xvx¯,wz¯
+Λp¯uαWαγ
∂f2
∂Xup¯,vx¯
)
= 2Λx¯vδWαγΛp¯uα
(
∂f2
∂Xvx¯,up¯
)
(30a)
∂K
∂Wδµ
Wµγ = Λx¯vδWαγΛp¯uα
∂f2
∂Xvx¯,up¯
(30b)
where we have used the property that W is symmetric
twice: first by trivially using Wαβ =Wβα, and second to
prove that
∂f2
∂Xvx¯,up¯
=
∂f2
∂Xup¯,vx¯
This latter property can be proven by noticing that when
W is symmetric, f2 is a homogeneous function of the
symmetrized X : f2(XAB) = f˜2 (X
s
AB), with A = (v, x¯),
7B = (u, p¯), and XsAB ≡
1
2 [XAB +XBA]. Then, one has
∂f2
∂XCD
= 12 (δCAδDB + δCBδDA)
∂f˜2
∂XsAB
= ∂f2∂XDC .
We thus obtain the following relations:
∂K
∂Gvu¯
Gvr¯ = Λu¯wα
∂K
∂Λr¯wα
(31a)
2
∂K
∂Wβα
Wαδ =
∂K
∂Λx¯vδ
Λx¯vβ (31b)
Right-multiplying (31a) by G−1 and (31b) by W−1 and
replacing ∂K/∂Λ using the definition of K (Eq. (17))
shows that the bracketed terms in Eqs (25-26) vanish.
Thus, these expressions simplify to the final expressions
for the self-energy and polarization, Eqs (19a-19b).
Finally, these exact expressions can be derived in al-
ternative fashion using equations of motion, as shown in
Appendix D.
B. Transposition to electron-electron problems
In this section, we show how the formalism described
above can be used to study electron-electron interaction
problems. We shall focus on the two-dimensional Hub-
bard model, which reads:
H =
∑
RR′σ
tRR′c
†
RσcR′σ + U
∑
R
nR↑nR↓ (32)
R denotes a point of the Bravais lattice, σ =↑, ↓, tRR′ is
the tight-binding hopping matrix (its Fourier transform
is ε(k)), U is the local Hubbard repulsion, c†Rσ and cRσ
are creation and annihilation operators, n ≡ n↑ + n↓,
with nσ = c
†
σcσ. In the path-integral formalism, the
corresponding action reads:
See = c¯u¯
[
−G−10
]
u¯v
cv + UnR↑τnR↓τ (33)
Here, G−10,σ(k, iω) = iω + µ − ε(k), where iω de-
notes fermionic Matsubara frequencies, µ the chemi-
cal potential and the bare dispersion reads ε(k) =
2t (cos(kx) + cos(ky)) in the case of nearest-neighbor
hoppings. cu and cu are Grassmann fields. We remind
that u = (R, τ, σ).
The Hubbard interaction in Eq. (33) can be decom-
posed in various ways. Defining sI ≡ c¯uσ
I
uvcv (where
σ0 = 1 and σx/y/z denotes the Pauli matrices), the fol-
lowing expressions hold, up to a density term:
Un↑n↓ =
1
2
U chnn+
1
2
U spszsz (34a)
Un↑n↓ =
1
2
U˜ chnn+
1
2
U˜ sp~s · ~s (34b)
with the respective conditions:
U = U ch − U sp (35a)
U = U˜ ch − 3U˜ sp (35b)
In Eq. (34a), the Hubbard interaction is decomposed
on the charge and longitudinal spin channel (“Ising”, or
“z”-decoupling), while in Eq. (34b) it is decomposed on
the charge and full spin channel (“Heisenberg”, or “xyz”-
decoupling). The Heisenberg decoupling preserves rota-
tional invariance, contrary to the Ising one. In addition
to this freedom of decomposition comes the choice of the
ratio of the charge to the spin channel, which is encoded
in Eqs. (35a-35b).
The two equalities (34a-34b) can be derived by writing
that for any value of the unspecified parameters U ch and
U sp:
1
2
(
U chnn+ U spszsz
)
=
1
2
U ch (n↑ + n↓)
2
+
1
2
U sp (n↑ − n↓)
2
=
(
n↑n↓ +
n
2
)
(U ch − U sp)
where we have used: n2σ = nσ. Similarly, we can write:
1
2
U˜ chnn+
1
2
U˜ sp~s · ~s =
1
2
c¯ucv c¯wclδuvδwlU˜
ch
+
1
2
c¯ucv c¯wcl (2δulδvw − δuvδwl) U˜
sp
=
1
2
c¯ucuc¯vcvU˜
ch
+
1
2
(2c¯ucv c¯vcu − c¯ucuc¯vcv) U˜
sp
=
(
n↑n↓ +
n
2
)
(U˜ ch − 3U˜ sp)
Based on Eq.(35b-35a), the ratio of the bare interac-
tion in the charge and spin channels may be parametrized
by a number α. In the Heisenberg decoupling,
U˜ ch = (3α− 1)U (36a)
U˜ sp = (α− 2/3)U (36b)
In the Ising decoupling,
U ch = αU (37a)
U sp = (α− 1)U (37b)
In the following, we adopt a more compact and general
notation for Eqs (34a-34b), namely we write the interact-
ing part of the action as:
Sint =
1
2
Uαβnαnβ (38)
8with
nα ≡ c¯u¯λu¯vαcv (39)
We remind that u = (R, τ, σ) and α = (R, τ, I). The pa-
rameter I may take the values I = 0, x, y, z (Heisenberg
decoupling) or a subset thereof (e.g I = 0, z for the Ising
decoupling).
In the Hubbard model (Eq.(32)),
λuvα ≡ σ
I
σuσvδRu−RvδRv−Rαδτu−τvδτv−τα (40)
and
Uαβ = U
IαδIαIβ δRα−Rβδτα−τβ (41)
In the paramagnetic phase, one can define U0 ≡ U ch and
Ux = Uy = Uz ≡ U sp, which gives back Eqs. (34a-34b).
We now decouple the interaction (38) with a real113
bosonic Hubbard-Stratonovich field φα:
e−
1
2
Uαβ(c¯u¯λu¯vαcv)(c¯w¯λw¯xβcx)
=
ˆ
D [φ] e
− 1
2
φα[−U−1]
αβ
φα±λu¯vαφαc¯u¯cv (42)
We have thus cast the electron-electron interaction prob-
lem in the form of Eq. (1), namely an electron-boson
coupling problem. We can therefore apply the formalism
developed in the previous section to the Hubbard model
and similar electronic problems. The only caveat resides
with the freedom in choosing the electron-boson problem
for a given electronic problem: we discuss this at greater
length in subsection II C 4.
For later purposes, let us now specify the equations
presented in the previous section for the Hubbard model
in the normal, paramagnetic case.
In the absence of symmetry breaking,
Guv = Giuivδσuσv (43)
Wαβ =W
η(Iα)
iαiβ
δIαIβ (44)
with iu = (Ru, τu), and η(0) ≡ ch, η(x) = η(y) = η(z) ≡
sp. In particular, W 0 ≡ W ch and W x = W y = W z ≡
W sp. The vertex can be parametrized as:
Λu¯vα = Λ
η(Iα)
iuiviα
σIασuσv (45)
Λchijk and Λ
sp
ijk can thus be computed e.g. from
Λchijk = Λi↑,j↑,k0 (46a)
Λspijk = Λi↑,j↑,kz (46b)
Hence, in the Heisenberg decoupling, Eqs (19a-19b) sim-
plify to (as shown in Appendix E 1):
Σij = −GilW
ch
inΛ
ch
ljn − 3GilW
sp
inΛ
sp
ljn + ϕj,chδij (47a)
P ηmn = 2GmlGjmΛ
η
ljn (47b)
We recall that the latin indices i, j . . . stand for space-
time indices: i = (R, τ). The factor of 3 in the self-energy
comes from the rotation invariance, while the factor of 2
in the polarization comes from the spin degree of freedom.
Note that ϕch can be related to 〈n〉 via (see Appendix B,
Eq. (B1a)):
ϕch = U
ch〈n〉 (48)
This is the Hartree term. In the following, we shall omit
this term in the expressions for Σ as it can be absorbed
in the chemical potential term.
C. A local approximation to K
In this subsection, we introduce an approximation to K
for the specific case discussed in the previous subsection
(subsection II B).
1. The TRILEX approximation
The functional derivation discussed in subsection IIA
suggests a natural extension of the local approximations
on the 2PI functionals Φ (DMFT) or Ψ (EDMFT) to the
3PI functional K. Such an approximation reads, in the
case when K is considered as functional of χuvα (instead
of Λuvα):
KTRILEX[G,W,χ] ≈
∑
R
K[GRR,WRR, χRRR] (49)
The TRILEX functional thus contains only local dia-
grams. This approximation is exact in two limits:
• in the atomic limit, all correlators become
local and thus K[GRR′ ,WRR′ , χRR′R′′ ] =
K[GRR,WRR, χRRR] = K
TRILEX[G,W,χ];
• in the weak-interaction limit,W becomes small and
thus K ≈ 0, corresponding to the absence of vertex
corrections and thus to the spin-fluctuation approx-
imation.
The local approximation of the 3PI functional leads to
a local approximation of the 3PI analog of the self-
energy, K (defined in Eq. (17)). Indeed, noticing that
∂K/∂χvuα = Kvuα, Eq. (49) leads to:
K(k,q, iω, iΩ) ≈ K(iω, iΩ) (50)
As in DMFT, we will use an effective impurity model
as an auxiliary problem to sum these local diagrams. Its
fermionic Green’s function, bosonic Green’s function and
three-point function are denoted as Gimp(iω), Wimp(iΩ)
and χimp(iω, iΩ) respectively. The action of the auxiliary
problem is chosen such that Kimp[Gimp,Wimp, χimp] is
9equal (up to a factor equal to the number of sites) to
KTRILEX evaluated for :
χηRRR(iω, iΩ) = χ
η
imp(iω, iΩ) (51a)
GRR(iω) = Gimp(iω) (51b)
W ηRR(iΩ) = W
η
imp(iΩ) (51c)
This prescription, by imposing that the diagrams of the
impurity model have the same topology as the diagrams
corresponding to the lattice action, sets the form of im-
purity action as follows:
Simp =
¨
ττ ′
∑
σ
c¯στ
[
−G−1(τ − τ ′)
]
cστ ′
+
1
2
¨
ττ ′
φIτ
[
−
[
UI
]−1
(τ − τ ′)
]
φIτ ′ (52)
+
˚
ττ ′τ ′′
λIimp,σσ′(τ − τ
′, τ ′ − τ ′′)c¯στ cστ ′φIτ ′′
The three self-consistency equations (51a-51b-51c) com-
pletely determine the dynamical mean fields G(τ), U(τ)
and λimp(τ, τ
′). Note that the bare vertex λimp(τ, τ
′) of
the impurity problem is a priori different from λ, the
lattice’s bare vertex, and is a priori time-dependent. In-
deed, in addition to the two baths G and U present in
(extended) DMFT, one needs a third adjustable quantity
(akin to a Lagrange multiplier84) in the impurity model
to enforce the third constraint, (51a). This third Weiss
field is a time-dependent electron-boson interaction. As
for DMFT, the existence of Weiss fields fulfilling (51a-
51b-51c) is not obvious from a mathematical point of
view. In practice, we will try to construct such a model
by solving iteratively the TRILEX equations.
A direct consequence of Eq. (50) and (51a-51b-51c) is
the locality of the lattice vertex:
Λη(k,q, iω, iΩ) = λη +Kηimp(iω, iΩ) (53)
where the three-particle irreducible vertex Kηimp(iω, iΩ)
is related to Ληimp(iω, iΩ) through (see Eq. (18)),
Ληimp(iω, iΩ) = λ
η
imp(iω, iΩ) +K
η
imp(iω, iΩ) (54)
2. Equation for the impurity bare vertex
In TRILEX, the impurity’s bare vertex ληimp(τ, τ
′) is
a priori different from λη, the bare vertex of the lattice
problem. Like G(iω) and U(iΩ) in EDMFT, it must be
determined self-consistently. This can be contrasted with
DΓA where the bare vertex of the impurity is not renor-
malized and kept equal to the lattice’s bare vertex, U .
Let us now determine the equation for λimp. Using Eq.
(51a) and (15), Λimp is given by
Ληimp(iω, iΩ) =
∑
kq χ
η(k,q, iω, iΩ)
Gimp(iω + iΩ)Gimp(iω)W
η
imp(iΩ)
χη(k,q, iω, iΩ) is given as function of Kηimp(iω, iΩ) (after
using Eqs. (18) and (50)), by
χηk,q,iω,iΩ = Gk+q,iω+iΩGk,iωW
η
q,iΩ
(
λη +Kηimp(iω, iΩ)
)
where we recall that λ is the bare vertex on the lattice.
Thus, ληimp(iω, iΩ) is found to be given, as a function of
Kηimp, as:
ληimp(iω, iΩ) = λ
η + ζη(iω, iΩ)
{
λη +Kηimp(iω, iΩ)
}
(55)
with
ζη(iω, iΩ) ≡
∑
kq G˜k+q,iω+iΩG˜k,iωW˜
η
q,iΩ
Gimp(iω + iΩ)Gimp(iω)W
η
imp(iΩ)
(56)
where for any X ,
X˜(k, iω) ≡ X(k, iω)−Xloc(iω) (57)
Hence, in general, λimp is different from λ: one has to
adjust the interaction of the impurity model to satisfy
Eqs (51a-51b-51c).
3. A further simplification: reduction to density-density
and spin-spin terms
The form (55) of the bare impurity vertex suggests
a further approximation as a preliminary step before
the full-fledged interaction term is taken into account,
namely we take:
ληimp(iω, iΩ) ≈ λ
η (58)
This approximation is justified when ζη(iω, iΩ), defined
in Eq. (56), is small. Let us already notice that ζη van-
ishes in the atomic limit (when t → 0, G˜ = W˜ = 0)
and in the weak-coupling limit (then W η → Uη so that
W˜ η → 0). A corollary of this simplification is that (using
(53)):
Λη(k,q, iω, iΩ) = Ληimp(iω, iΩ) (59)
We will check in subsection IVA that this approximation
is in practice very accurate for the Hubbard model for the
parameters we have considered.
With (58), integrating the bosonic modes leads to a
fermionic impurity model with retarded density-density
and spin-spin interactions:
Simp =
¨
ττ ′
∑
σ
c¯σ(τ)
[
−G−1(τ − τ ′)
]
cσ(τ
′) (60)
+
1
2
¨
ττ ′
∑
I
nI(τ)U
I (τ − τ ′)nI(τ
′)
The sum
∑
I runs on I = 0, z in the Ising decoupling,
and on I = 0, x, y, z in the Heisenberg-decoupling. We
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recall that nx ≡ sx, ny ≡ sy and nz ≡ sz have spin
commutation rules, that is, in the Heisenberg decoupling,
the spin part of the interactions explicitly reads
Sspint =
1
2
¨
ττ ′
U sp(τ − τ ′)~s(τ) · ~s(τ ′)
The TRILEX method is therefore solvable with the same
tools as extended DMFT. The solution of the impurity
action is elaborated on in section III. We will also explain
how to compute Λimp from this purely fermionic action.
4. Choice of the decoupling channels
Due to the freedom in rewriting the interaction term,
as discussed in subsection II B, there are several possible
Hubbard-Stratonovich decoupling fields. While an exact
treatment of the mixed fermion-boson action (1) would
lead to exact results, any approximation to the electron-
boson action will lead to a priori different results de-
pending on the choice of the decoupling. This ambiguity
– called the Fierz ambiguity – has been thoroughly in-
vestigated in the literature in the past85–93 and in more
recent years94–98 in the context of functional renormal-
ization group (fRG) methods.
There is no a priori heuristics to find an optimal de-
coupling without previous knowledge of the physically
relevant instabilities of the system, except when it comes
to symmetries. Optimally, the decoupling should fulfill
the symmetry of the original Hamiltonian, for instance
spin-rotational symmetry. Apart from pure symmetry
reasons, in most cases of physical interest, where sev-
eral degrees of freedom – charge, spin, superconducting
fluctuations... – are competing with one another, many
decoupling channels must be taken into account. This
ambiguity can only be dispelled by an a posteriori con-
trol of the error with respect to the exact solution.
Yet, the TRILEX method can actually take advantage
of this freedom to find the physically most relevant decou-
pling. It can be extended to cluster impurity problems in
the spirit of cluster DMFT methods. By going to larger
and larger cluster sizes and finding the decoupling which
minimizes cluster corrections, one can identify the domi-
nant physical fluctuations. In this perspective, the single-
site TRILEX method presented here should be seen only
as a starting point of a systematic cluster extension.
D. The TRILEX loop
In this section, we summarize the TRILEX set of equa-
tions, show how to solve it self-consistently, and finally
touch on some technical details of the computation.
1. Summary of the equations
We recall the Dyson equations:
Simp[G(iω),U
η(iΩ)]
Σ(k, iω)
P η(q, iΩ)
G
W η
Dyson
equation
Ληimp(iω, iΩ)
η = charge, spin[x, y, z]
impurity
vertex
Slatt[G0(k, iω), U ]
consistency
condition
self-
lattice
model
self-energy
approximation
impurity
model
G(k, iω)[Σ]
W η(q, iΩ)[P η]
Figure 7: (color online) The TRILEX self-consistency loop
G(k, iω) =
1
iω + µ− ε(k)− Σ(k, iω)
(61a)
W η(q, iω) =
Uη
1− UηP η(q, iΩ)
(61b)
They are merely are Fourier transforms of the equations
(9a-9b). The relation between the bare interaction value
Uη on the Hubbard U depends on the choice of decou-
pling. It has been discussed in subsection II B.
The Weiss fields are given by:
G(iω) =
[
G−1loc(iω) + Σloc(iω)
]−1
(62a)
Uη(iΩ) =
[
[W ηloc(iΩ)]
−1
+ P ηloc(iΩ)
]−1
(62b)
The “ loc” suffix denotes summation over the Brillouin
zone.
The momentum-dependent lattice self-energies are
given by (see Eqs (47a-47b)):
Σk,iω = −
∑
η,q,iΩ
mηGk+q,iω+iΩW
η
q,iΩΛ
η
impiω,iΩ(63a)
P ηq,iΩ = 2
∑
k,iω
Gk+q,iω+iΩGk,iωΛ
η
impiω,iΩ (63b)
Λimp is given by the solution of the impurity model,
Eq.(60). The factor mη depends on the decoupling. In
the case of the Heisenberg decoupling, msp = 3 and
mch = 1, while in the Ising decoupling, msp = mch = 1
(see subsection II B).
2. Summary of the self-consistent loop
The equations above can be solved self-consistently.
The self-consistent TRILEX loop consists in the following
steps (as illustrated in Fig 7):
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1. Initialization. The initialization consists in finding
initial guesses for the self-energy and polarization.
Usually, converged EDMFT self-energies provide
suitable starting points for Σ(k, iω) and P η(q, iΩ).
2. Dyson equations. Compute lattice observables
through Dyson equations Eqs (61a-61b).
3. Weiss fields. Update the Weiss fields using Eqs
(62a-62b).
4. Impurity model. Solve the impurity action (60) for
Ληimp(iω, iΩ), Σimp(iω) and Pimp(iΩ)
5. Self-energies. Construct momentum-dependent
lattice self-energies using (63a-63b).
6. Go back to step 2 until convergence
3. Bubble with local vertices
The calculation of the self-energies (63a-63b) has to be
carried out carefully for reasons of accuracy and speed.
In order to avoid the infinite summation of slowly de-
caying summands, we decompose (see Appendix E 2) this
computation in the following way:
Σ(k, iω) = Σnonloc(k, iω) + Σimp(iω) (64a)
P η(q, iΩ) = P η,nonloc(q, iΩ) + P ηimp(iΩ) (64b)
with
Σnonlock,iω ≡ −
∑
η,q,iΩ
mηG˜k+q,iω+iΩW˜
η
q,iΩΛ
η
impiω,iΩ(65a)
P ηnonlocq,iΩ ≡
∑
k,iω
G˜k+q,iω+iΩG˜k,iωΛ
η
impiω,iΩ (65b)
We also perform a further decomposition at the level of
the vertex:
Ληimp(iω, iΩ) = Λ
η,reg
imp (iω, iΩ) + l
η(iΩ) (66)
where lη(iΩ) ≡
1−U˜η(iΩ)χη
imp
(iΩ)
1−Uη(iΩ)χη
imp
(iΩ)
, and U˜η is computed
with Uη given by Eqs. (37a-37b) with α = 1/2. This
choice corresponds to a subtraction from χ˜ηimp(iω, iΩ) of
its asymptotic behavior.
The final expressions are:
Σ(k, iω) = −

 ∑
η,q,iΩ
mηG˜ k+q
iω+iΩ
[
W˜ ηq
iΩ
lηiΩ
]
 (67)
−
∑
η,q,iΩ
mηG˜ k+q
iω+iΩ
W˜ η q
iΩ
[
Λη,regimp
]
iω
iΩ
+Σimp(iω)
P η(q, iΩ) = 2

∑
k,iω
G˜ k+q
iω+iΩ
G˜ k
iω

 lηiΩ (68)
+2
∑
k,iω
G˜ k+q
iω+iΩ
G˜ k
iω
[
Λη,regimp
]
iω
iΩ
+ P ηimp(iΩ)
The first term of each expression (in curly braces) is com-
puted as a simple product in time and space instead of
a convolution in frequency and momentum. The sec-
ond term, which contains factors decaying fast in fre-
quencies (G˜, W˜ , Λregimp), is computed as a product in
space and convolution in frequencies. The spatial Fourier
transforms are performed using Fast Fourier Transforms
(FFT), so that the computational expense of such calcu-
lations scales as N2ωNk logNk, where Nω is the number
of Matsubara frequencies and Nk the number of discrete
points in the Brillouin zone.
The formulae (64a-64b) are reminiscent of the form of
Σ and P in the GW+EDMFT approximation (see e.g.
Ref. 53). The main difference is that in GW+EDMFT,
(a) there is no local vertex correction in (65a-65b), and
(b) so far GW+EDMFT has been formulated for the
charge channel only.
4. Self-consistencies and alternative schemes
At this point, it should be pointed out that this choice
of self-consistency conditions is not unique. In particular,
inspired by the sum rules imposed in the two-particle self-
consistent approximation (TPSC12) or by the “Moriya
corrections” of the ladder version of DΓA56, one may re-
place Eq (51c) by:
χηloc(iΩ) = χ
η
imp(iΩ) (69)
where χη (with one frequency, not to be confused with
the three-point function) denotes the (connected) suscep-
tibility in channel η:
χηij ≡ 〈(n
η
i − 〈n
η
i 〉)
(
nηj − 〈n
η
j 〉
)
〉 (70)
This relation enforces sum rules on the double occupancy
(among others) and has been shown to yield good re-
sults in the TPSC and ladder-DΓA context, namely good
agreement with exact Monte-Carlo results as well as the
fulfillment of the Mermin-Wagner theorem.8,11,57
Even when using Eq (51c), however, we have shown
that the sum rules are not violated for parameters where
stable solutions can be obtained.1
III. SOLUTION OF THE IMPURITY MODEL
The impurity model (60) with dynamical interactions
in the charge and vector spin channel can be solved
exactly with a continuous-time quantum Monte-Carlo
(CTQMC) algorithm60 either in the hybridization expan-
sion or in the interaction expansion.
In this paper, we use the hybridization expansion
algorithm99,100. Retarded vector spin-spin interactions
are implemented as described in Ref. 101. Our imple-
mentation is based on the TRIQS toolbox.102
In this section, we give an alternative derivation of the
algorithm presented in Ref. 101. It uses a path integral
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approach, thereby allowing for a more concise presenta-
tion.
A. Overview of the CTQMC algorithm
Eq. (60) can be decomposed as Simp = Sloc+Shyb+S⊥,
with:
Sloc ≡
ˆ β
0
dτ
∑
σ
c¯σ(τ) (∂τ − µ) cσ(τ)
+
1
2
¨ β
0
dτdτ ′
∑
σσ′
nσ(τ)Uσσ′ (τ − τ
′)nσ′ (τ
′)
Shyb ≡
ˆ β
0
dτ
ˆ β
0
dτ ′
∑
σ
c¯σ(τ)∆σ(τ − τ
′)cσ(τ
′)
S⊥ ≡
1
2
¨ β
0
dtdt′J⊥(t− t
′)s+(t)s−(t
′)
where ∆ is related to G through G−1σ (iω) ≡ iω +
µ − ∆σ(iω), Uσσ′ (τ) ≡ U
ch(τ) + (−)σσ
′
U sp(τ), s± ≡
(nx ± iny) /2, and J⊥(τ) ≡ 4U
sp(τ). Note that S⊥ is
absent in the z-decoupling case.
We expand the partition function Z ≡´
D[c¯c]e−Sloc−Shyb−S⊥ in powers of Shyb and S⊥,
which yields:
Zimp =
∞∑
kσ=0
∞∑
m=0
ˆ
>
dτσ
ˆ
>
dτ ′σ
ˆ
>
dt
ˆ
>
dt′
×
∏
σ
det∆σ
∑
p∈Sm
m∏
i=1
{
−J⊥(tp(i) − t
′
i)
2
}
×Tr

Te−Sloc∏
σ
kσ∏
i=1
cσ(τ
′σ
i )c
†
σ(τ
σ
i )
m∏
j=1
s+(ti)s−(t
′
i)


where kσ (resp. m) denotes the expansion order in
powers of Shyb (resp S⊥),
´
>
denotes integration over
times sorted in decreasing order, τσ ≡ (τσ1 . . . τ
σ
kσ
),
t ≡ (t1 . . . tm). Using permutations of the c and
c† operators in the time-ordered product, we have
grouped the hybridization terms into a determinant
(∆σ is the matrix (∆σ)kl ≡ ∆σ(τ
σ
k − τ
′σ
l )). The
term
∑
p∈Sm
∏m
i=1
{
− 12J⊥(tp(i) − t
′
i)
}
(where Sm is the
group of permutations of order m) is the permanent of
the matrix [J˜ ⊥]ij = −
1
2J⊥(ti− t
′
j), but since there is no
efficient way of computing the permanent103 (contrary to
the determinant), we will sample it. Finally, for any X ,
we define Tr [X ] =
∑
γ
〈γ|X |γ〉, where γ is an eigenstate
of the local action.
We express this multidimensional sum as a sum over
configurations, namely
Zimp =
∑
C
wC (72)
↑
↓
τ
↑′
2 τ
↑
2
τ
↑′
1 τ
↑
1
τ
↓′
1 τ
↓
1
τ = β τ = 0
c†c
s−s+s
+s−
t′2t2t1t
′
1
J⊥
J⊥
Figure 8: (color online) Pictorial representation of a Monte-
Carlo configuration C . Full (empty) circles stand for creation
(annihilation) operators. The occupied portions of the imag-
inary time axis are represented by bold segments. The red
lines represent J⊥ lines. The blue region represent an overlap
between two segments.
with
C ≡ {τσ, τ ′σ,γ, t, t′, p} (73)
This sum is computed using Monte-Carlo sampling in the
space of configurations. The weight wC used to compute
the acceptance probabilities of each Monte-Carlo update
is given by:
wC = w∆(τ
σ , τ ′σ)w⊥(t, t
′, p)wloc(τ
σ, τ ′σ,γ, t, t′) (74)
with
w∆(τ
σ, τ ′σ) ≡
∏
σ
det∆σ (75a)
w⊥(t, t
′, p) ≡
m∏
i=1
{
−J⊥(tp(i) − t
′
i)
2
}
(75b)
wloc(τ
σ , τ ′σ,γ, t, t′) ≡〈γ|e−Sloc
∏
σ
kσ∏
i=1
cσ(τ
′σ
i )c¯σ(τ
σ
i )
m∏
j=1
s+(ti)s−(t
′
i)|γ〉 (75c)
Since the local action Sloc commutes with nσ, the config-
uration can be represented as a collection of time-ordered
“segments”99, as illustrated in Fig. 8. In this segment
picture, the local weight wloc can be simplified to:
wloc(τ
σ, τ ′σ,γ, t, t′)
= e−
∑
σ<σ′ Uσσ′Oσ′σ(γ)+µ¯σlσ(γ)wdyn(τ
σ , τ ′σ, t, t′)
with
Uσσ′ ≡ Uσσ′ − 2∂τKσσ′(0
+)
µ¯σ ≡ µ+ ∂τKσσ(0
+)
The dynamical kernel K(τ) is defined as ∂2τKσσ′(τ) =
Uσσ′(τ) andKσσ′(0
+) = Kσσ′ (β
−) = 0. Oσσ′ (γ) denotes
the total overlap between lines σ and σ′ (blue region in
Fig. 8), and lσ(γ) the added length of the segments of
line σ. Both depend on γ if there are lines devoid of
operators (if we note γ ≡ |n↑, n↓〉 in the number repre-
sentation, with nσ = 0 or 1, whenever a “line” σ has at
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least one operator, only one nσ yields a nonzero contri-
bution, which sets its value: nσ must be specified only
for lines with no operators). Finally, the contribution
to the weight stemming from dynamical interactions is
given by:100
lnwdyn(τ
σ, τ ′σ, t, t′) ≡
∑
ops
a<b
ζaζbKσ1(a)σ2(b)(τ˜a − τ˜b)
where ζa is positive (resp. negative) if a corresponds to
a creation (resp. annihilation) operator, and τ˜ stands
for τ (τ ′) for a creation (annihilation) operator.
∑
ops
a<b
denotes summation over all operator pairs in a configu-
ration (there are
∑
σ 2kσ + 4m such operators in a con-
figuration).
The Monte-Carlo updates required for ergodicity in the
regimes of parameters studied in this paper are (a) the
insertion and removal of segments {c, c†}, (b) the inser-
tion and removal of “spin” segments {s+, s−}, (c) the
permutation of the end points J⊥ lines (p → p
′). They
are described in more detail in Ref. 101. In the insu-
lating phase at low temperatures, an additional update
consisting in moving a segment from one line to another
prevents spurious spin polarizations from appearing.
In the absence of vector spin-spin interactions, the sign
of a configuration is positive, i.e the sign of wlocw∆ is
positive in the absence of s± operators. The introduc-
tion of the latter does not change this statement for
wlocw∆. The sign of wC thus reduces to that of w⊥:
from Eq. (75b), one sees that wC is positive if and only
if J⊥(τ) < 0. In practice, J⊥(τ) is always negative in
the self-consistency introduced in subsection IID 2. By
contrast, it is usually positive for the alternative self-
consistency introduced in subsection IID 4, leading to a
severe Monte-Carlo sign problem.
B. Computation of the vertex
The vertex is defined in Eq. (15) as the amputated,
connected electron-boson correlation function χ(iω, iΩ)
(itself defined in Eq. (13)). Yet, since the impurity
action is written in terms of fermionic variables only,
Λimp(iω, iΩ) is computed from the fermionic three-point
correlation function χ˜imp through the relation (see Eqs
(B1b-B1d) of Appendix B for a general derivation):
Ληimp(iω, iΩ) (76)
=
χ˜ηimp(iω, iΩ)
Gimp(iω)Gimp(iω + iΩ)
(
1− Uη(iΩ)χηimp(iΩ)
)
where:
χ˜ηimp(iω, iΩ) ≡ χ˜
η,nc
imp (iω, iΩ)+βGimp(iω)〈n
η
imp〉δiΩ (77)
where:
χ˜ch,ncimp (iω, iΩ) = χ˜
↑↑,nc
imp (iω, iΩ) + χ˜
↑↓,nc
imp (iω, iΩ)
χ˜sp,ncimp (iω, iΩ) = χ˜
↑↑,nc
imp (iω, iΩ)− χ˜
↑↓,nc
imp (iω, iΩ)
χ˜σσ
′,nc
imp (iω, iΩ) is the Fourier transform of
χ˜σσ
′,nc
imp (τ, τ
′) ≡ 〈Tcσ(τ)c
†
σ(0)nσ′(τ
′)〉 (78)
(see Eq.(A1a) for a definition of the Fourier transform).
The measurement of χ˜σσ
′,nc
imp (iω, iΩ), Gimp(iω) and
χηimp(iΩ) (defined in Eq. (70)) are carried out as de-
scribed in Ref. 104.
C. Computation of the self-energies
Although only the three-leg vertex Λimp(iω, iΩ) is in
principle required to compute the momentum-dependent
self-energies through (63a-63b), the impurity self-energy
and polarization may be needed for numerical stability
reasons, as explained in Section IID 3. Σimp(iω) is com-
puted using improved estimators (see Ref. 104), namely
Σimp(iω) is not computed from Dyson’s equation (local
version of Eq. (9a)) but using equations of motion (see
Eq. (D6a)). Combined with (B1d) and specialized for lo-
cal quantities in the paramagnetic phase, the latter equa-
tion becomes:
Fσ,imp(τ) =
∑
I,σ′
σIσσ′
ˆ β
0
dτ¯UI(τ − τ¯)〈cσ′ (τ)c¯σ(0)n
I(τ¯ )〉
where Fσ,imp(τ) ≡
´
dτ¯Σσ,imp(τ − τ¯ )Gσ,imp(τ¯ ). In the
Ising decoupling case (I = 0, z), this reduces to
Fσ,imp(τ) =
∑
σ′
ˆ β
0
dτ¯Uσσ′ (τ − τ¯)〈cσ(τ)c¯σ(0)nσ′(τ¯ )〉
(79)
while in the Heisenberg decoupling case (I = 0, x, y, z),
one gets:
Fσ,imp(τ) =
ˆ β
0
dτ¯Uch(τ − τ¯ )χ˜ch(τ, τ¯ )
+ 3
ˆ β
0
dτ¯U sp(τ − τ¯)χ˜sp(τ, τ¯ ) (80)
Gσ,imp(τ) and Fσ,imp(τ) are measured in the impurity
solver, and the self-energy is finally computed as
Σσ,imp(iω) =
Fσ,imp(iω)
Gσ,imp(iω)
(81)
The polarization P ηimp(iΩ) is computed from the correla-
tion function χηimp(iΩ) by combining Eq. (B1b) and the
local version of (9b), i.e:
P ηimp(iΩ) =
−χηimp(iΩ)
1− Uη(iΩ)χηimp(iΩ)
(82)
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IV. APPLICATION TO THE SINGLE-BAND
HUBBARD MODEL
In this section, we elaborate on the results presented in
a prior publication (Ref. 1), where we have applied the
TRILEX method in its single-site version to the single-
band Hubbard model on a two-dimensional square lat-
tice.
The main conclusions of Ref. 1 were the following:
• the TRILEX method interpolates between the spin-
fluctuation regime and the Mott regime. In the
intermediate regime, both the polarization and self-
energy have a substantial momentum dependence.
• upon doping, one finds an important variation of
the spectral weight on the Fermi surface, reminis-
cent of the Fermi arcs observed in angle-resolved
photoemission experiments.
• the choice of the ratio of the charge to the spin
channel does not significantly impact the fulfillment
of sum rules on the charge and the spin susceptibil-
ity, and leads to variations only in the intermediate
regime of correlations.
In the following section, we focus on four additional as-
pects of the method: (i) we show that the simplification
of the impurity action introduced in subsection II C 3 is
justified a posteriori ; (ii) we show that TRILEX has, like
DMFT, a first-order Mott transition, (iii) we investigate
the effect of frustration on antiferromagnetic fluctuations
in the method and, (iv) we give further details on the in-
fluence of the decoupling choice.
A. Check of the validity of λimp ≈ λ
The impurity action obtained after making a local ex-
pansion of the 3PI functional K (Eq. 49) contains a bare
electron-boson vertex λimp(iω, iΩ) which is a priori dif-
ferent from λ, the bare electron-boson vertex of the lat-
tice action. For simplicity’s sake, we have introduced
in subsection II C 3 an additional approximation where
these two vertices are regarded as equal: the general case
with a frequency-dependent λimp(iω, iΩ) would require
an impurity solver capable of handling retarded inter-
action terms depending on three times (like the weak-
coupling expansion solver).
The deviation between both vertices is parametrized by
the function ζη(iω, iΩ), defined in Eq. (56). For all the
converged points shown in the various phase diagrams,
we have checked that ζη(iω, iΩ) remains very small, giv-
ing an a posteriori justification of our choice. This is
illustrated by Figures (9) and (10).
We have also implemented an approximation where in-
stead of neglecting the correction to λ altogether, we
replace it with ληimp(iω0, iΩ0) (and hence the interac-
tions become
(
ληimp(iω0, iΩ0)
)2
Uη(iΩ), which one can
Figure 9: (color online) Evolution of ζη(iωn, iΩ0) on the
square lattice at half filling. Left column: charge channel.
Right column: spin channel. From top to bottom: U = 0.5,
U = 2.0, U = 4.0.
still handle with the impurity solver presented above).
This, however, did not lead to any visible modification
of the converged solution with respect to the simplified
scheme presented throughout this paper.
B. A first-order Mott transition
In Ref. 1, several points in the phase diagram
have been studied. Due to very small denominators in
W sp(q, iΩ = 0), no stable solution could be obtained
at low enough temperatures to go below the tempera-
ture of the critical end point of the Mott transition line
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Figure 10: (color online) Dependence of ζη(iωn, iΩ0) on tem-
perature (square lattice, half filling). Top panel: charge chan-
nel. Bottom panel: spin channel.
(TMott/D ≈ 0.045 on the Bethe lattice, see e.g. Ref 105).
In this section, we turn to the triangular lattice in two di-
mensions and at half-filling to characterize the nature of
the Mott transition. On this lattice, geometrical frustra-
tion mitigates the low-temperature instabilities, allowing
to reach lower temperatures.
In Fig. 11, the evolution of −β/π · Gimp(τ = β/2) is
monitored for two temperatures as a function of U/D. At
low enough temperatures, −β/π ·Gimp(τ = β/2) is an ac-
curate estimate of Aimp(ω = 0), and can thus be used to
observe the transition between a Fermi liquid (Aimp(ω =
0) > 0) and a Mott insulator (Aimp(ω = 0) ≈ 0). At
low temperatures (βD = 64), both DMFT and TRILEX
π-
TRILEX
DMFT
Figure 11: (color online) Evolution of −β/piGimp(τ = β/2)
as a function of U/D on the triangular lattice (half-filling).
Solid lines: DMFT. Dashed lines: TRILEX. Red: βD = 32.
Blue: βD = 64. Inset : sketch of the coexistence regions in
DMFT (grey) and TRILEX (green) in the (U, T ) plane.
display a hysteretic behavior, namely there is a coexis-
tence region between a metallic and insulating solution.
At a higher temperature (βD = 32), the hysteretic re-
gion has shrunk. With these two estimates for Uc, one
can draw a rough sketch of the (T, U) phase diagram in
the triangular lattice (see the inset).
From this study of TRILEX on the triangular lat-
tice, two conclusions can be drawn: (i) TRILEX, like
DMFT, features a first-order Mott transition; and (ii) in
TRILEX, the critical interaction strength for the Mott
transition, Uc, is slightly enhanced with respect to the
single-site DMFT value. The latter observation is consis-
tent with the difference that has been observed between
the local component of the TRILEX self-energy and the
single-site DMFT self-energy.1
This observation contrasts with cluster methods106–108
and diagrammatic extensions of DMFT like the DΓA
method57 or the dual fermion method109,110. In all
these methods, Uc is strongly reduced with respect to
single-site DMFT. This discrepancy possibly points to
the partial neglect of short-range physics in single-site
TRILEX, contrary to diagrammatic and cluster exten-
sions of DMFT. In the former class of methods, the re-
summation of ladder diagrams might explain why they
seem to better capture short-range processes. In the lat-
ter class of methods, short-range fluctuations are treated
explicitly and non-perturbatively in the extended impu-
rity model. This motivates the need for exploring clus-
ter extensions of TRILEX and comparing TRILEX with
DΓA results in more detail.
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C. Antiferromagnetic fluctuations: influence of
frustration
In this section, we investigate the effect of frustration,
parametrized by a next-nearest-neighbor hopping term t′,
on antiferromagnetic fluctuations and on the convergence
properties of the method.
The results are gathered in Fig. 12. As shown
in the lowers panels, as the temperature is de-
creased, the strength of the antiferromagnetic fluctua-
tions, parametrized by the static inverse antiferromag-
netic susceptibility χsp(Q, iΩ = 0)−1, grows, namely the
product U spP sp(q, iΩ) approaches the “Stoner” criterion
U spP sp(q, iΩ) = 1. In the frustrated case (lower-right
panel), however, the AF spin susceptibility strongly re-
duced with respect to the unfrustrated case at weak val-
ues of the local interaction U . It is unchanged for larger
interaction values. Consequently, the zone of unstable
solutions (gray area in the upper panel) shrinks in the
weak-interaction regime and remains unchanged in the
Mott regime.
The question of the exact nature of this low-
temperature phase is still open. To decide whether at low
temperatures, the inverse AF susceptibility indeed inter-
cepts the x-axis at a finite TNe´el, as the high-temperature
behavior seems to indicate, or if it displays a bending (as
observed in the correlation length in experiments – see
e.g. Ref. 47 – or in theory – see e.g. Ref. 57), requires
a more refined study which is beyond the scope of this
paper. The issue could e.g. be settled by allowing for
a symmetry breaking with two sublattices. This idea is
straightforward to implement, but requires another im-
purity solver, since in the AF phase the longitudinal (z)
and perpendicular (x, y) spin components are no longer
equivalent. In this phase, one has to measure the perpen-
dicular components Λ
x/y
imp of the vertex instead of Λ
z
imp
only.
D. Ising versus Heisenberg decoupling
In this subsection, we discuss the practical implications
of the way the Hubbard interaction term is decoupled in
terms of Hubbard-Stratonovich terms.
Already at the single-site level, we have investigated
the influence of the ratio of charge to spin channel and
shown that it does not impact the fulfillment of sum
rules1.
Here, we focus on the difference between the “Ising”
and “Heisenberg” decouplings introduced in subsection
II B. We show, in Fig. 13 (upper panel), the phase di-
agram for both choices of decoupling. As before, the
boundary of the region of unstable solutions, shown in
gray, has been obtained by following the evolution of the
inverse static AF susceptibility as a function of temper-
ature for both decouplings. The extrapolated T strongly
depends on the decoupling: it is much larger for the Ising
decoupling than for the Heisenberg decoupling.
Figure 12: (color online) Influence of t′ on T
xyz
(square lat-
tice). Phase diagram in the (T,U) plane at half-filling. The
green squares (resp. diamonds) denote converged TRILEX
calculations for t′ = 0 (resp. t′ = −0.3t). The red dashed line
is the Néel temperature computed in single-site DMFT (from
Ref. 111). In the gray regions (dark gray for t′ = 0, light gray
for t′ = −0.3t) at low temperatures, vanishing denominators
in W sp(q, iΩ = 0) preclude convergence. Bottom panels: in-
verse static AF susceptibility as a function of temperature for
various U/D values. Top: t′ = 0. Bottom: t′ = −0.3t.
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Figure 13: (color online) Top panel : Phase diagram in the
(T,U) plane at half-filling (square lattice, t′ = 0). The
dashed red line is the Néel temperature computed in single-
site DMFT (from111). Left : Heisenberg (T
xyz
) vs. Ising (T
z
)
decoupling (squares: Heisenberg; diamonds: Ising). T is de-
termined by extrapolating the inverse AF static susceptibility.
Bottom panels: Inverse AF static susceptibility as a function
of temperature (square lattice). Top: Ising or “z” decoupling.
Bottom: Heisenberg or “xyz” decoupling
This can be understood in the following intuitive way:
in the Ising decoupling, the spin has fewer degrees of
freedom to fluctuate than in the Heisenberg decoupling.
Thus, correlation lengths are much larger in the Ising
decoupling than in the Heisenberg decoupling. In either
case, T is lower than the Néel temperature computed in
single-site DMFT (except for a few points in the Ising
decoupling at weak coupling, but the difference is within
error bars): TRILEX contains spatial fluctuations be-
yond (dynamical) mean field theory.
V. CONCLUSIONS AND PERSPECTIVES
In this paper, we have presented the TRILEX formal-
ism, which consists in making a local expansion of the 3PI
functional K. This approximation entails the locality of
the three-leg vertex which is self-consistently computed
by solving an impurity model with dynamical charge and
spin interactions.
By construction, this method interpolates between
two major approaches to high-temperature superconduc-
tors, namely, fluctuation-exchange approximations such
as spin fluctuation theory, and dynamical mean-field the-
ory and its cluster extensions. The central quantity of
TRILEX, the impurity three-leg vertex Λimp(iω, iΩ), en-
codes the passage from both limits. It can be used to
construct momentum-dependent self-energies and polar-
izations at a reduced cost compared to cluster DMFT and
diagrammatic extensions of DMFT. More specifically, it
requires the solution of a single-site local impurity model
with dynamical interactions.
Contrary to spin fluctuation theory, the method explic-
itly captures Mott physics via the frequency-dependent
vertex. Contrary to recent diagrammatic extensions
of DMFT attempting to incorporate long-range physics
such as DΓA55,56 and the dual fermion method59, it deals
with functions of two (instead of three) frequencies, which
makes it more easily extendable to a cluster and/or mul-
tiorbital implementation. Indeed, four-leg vertices are
a major computational burden in those methods, owing
to their sheer size in memory and also to the appear-
ance of divergencies in some of these vertices already for
moderate interaction values112, as well as divergencies
when inverting the Bethe-Salpether equations in a given
channel56.
Here, the TRILEX method in its single-site version has
been applied to the single-band Hubbard model, on the
square and on the triangular lattice. As expected from
the construction of the method, TRILEX interpolates be-
tween (a) the fluctuation-exchange limit, where the self-
energy is given by the one-loop diagram computed with
the propagator associated to long-range fluctuations in
channel η, W η(q, iΩ), and (b) the dynamical mean field
limit which approximates the self-energy by a local, but
frequency-dependent impurity self-energy which reduces,
in the strong-coupling regime, to the atomic limit self-
energy. At intermediate coupling, upon doping, strong
18
AF fluctuations cause a sizable momentum differentia-
tion of the Fermi surface, as observed in photoemission
in cuprate materials.
There are many open issues:
1. Low-temperature phase. The issue of the instabili-
ties in the low-temperature regime, which is related
to the fulfillment or not of the Mermin-Wagner the-
orem and the associated Fierz ambiguity, deserve
further studies. This is all the more interesting as
related methods such as TPSC and ladder-DΓA
with the additional Moriya correction fulfill the
Mermin-Wagner theorem; a better understanding
of the minimal ingredients to enforce this property
is needed.
2. Extension to cluster schemes. The accuracy of the
TRILEX method can be assessed quantitatively by
extending it to clusters. Due to the inclusion of
long-range fluctuations, one may anticipate that
cluster TRILEX will converge faster than cluster
DMFT with respect to the cluster size Nc in the
physically relevant channel. Moreover, when con-
vergence with respect to Nc is reached, the results
will be totally independent of the choice of chan-
nels. As a result, the channel dependence for a
given cluster (e.g. a given size) is an indication of
the degree of its convergence which does not ne-
cessitate the computation of larger clusters. This
property has no analog in cluster DMFT methods.
3. Extension to multiorbital systems. Thanks to the
simplicity of solving the single-site impurity model,
single-site TRILEX can be applied to multiorbital
systems to study momentum-dependent self-energy
effects. Such an endeavor is currently out of the
reach of cluster DMFT due to the sheer size of the
corresponding Hilbert space (3 bands times a 2× 2
cluster is effectively a 12-site calculation, already a
large numerical effort). Yet, this extension may be
crucial for multiorbital systems where long-range
spin physics as well as correlations are thought to
play an important role. For instance, the pnictide
superconductors, where bosonic spin-density-wave
fluctuations are sizable but correlations effects are
not so strong, may prove an ideal playing ground
for TRILEX.
4. Extension to “anomalous” phases. TRILEX can
be straightforwardly extended to study charge-
ordered phases (as shown by its relation to
GW+EDMFT). Moreover, its application to su-
perconducting phases is also possible: in this con-
text, it interpolates between generalized Migdal-
Eliashberg theory (or spin-fermion superconductiv-
ity) and the superconducting version of DMFT. As
such, it can capture d-wave superconductivity at
the cost of solving a single-site impurity problem
(which is not possible in single-site DMFT).
5. Nonlocal extensions. One natural route beyond the
local approximation of the vertex is to construct the
lattice vertex as the sum of the impurity vertex with
a nonlocal diagrammatic correction, in the same
way as the GW+EDMFT method extends EDMFT
by adding nonlocal diagrams to the impurity self-
energies.
6. Extension to the three-boson vertex. In the func-
tional construction presented in this paper, we have
only considered a three-point source term with one
bosonic field and two fermionic fields. In principle,
for the sake of 3PI-completeness, one could also in-
troduce an additional three-point source term cou-
pling three bosonic fields. We have not explored
this path here since it requires an impurity solver
handling both fermionic and bosonic fields.
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113 In principle, the interaction kernel
[
−W−10
]
αβ
≡
[
−U−1
]
αβ
should be positive definite for this integral to
be convergent. Should it be negative definite, positive
definiteness can be restored by redefining φ → iφ and
λ → iλ, which leaves the final equations unchanged. Af-
ter this transformation, the electron-electron action (33)
becomes Eq. 1, where we have chosen the minus sign for
the Yukawa coupling in Eq. (42).
Appendix A: Symmetry Properties of the Vertex
and Fourier Conventions
1. Fourier conventions
We follow the following Fourier conventions, depend-
ing on whether we want to work with a fermionic and a
bosonic Matsubara frequency, or two fermionic frequen-
cies:
AR1R2R3(iω, iΩ) ≡
¨ β
0
dτdτ ′eiωτ+iΩτ
′
AR1R2R3(τ, 0, τ
′)(A1a)
AˆR1R2R3(iω1, iω2) ≡
¨ β
0
dτdτ ′eiω1τ+iω2τ
′
AR1R2R3(τ, τ
′, 0)(A1b
for any three-point function A(R1, τ1;R2, τ2;R3, τ3), e.g
AR1R2R3(τ1, τ2, τ3) = 〈TcR1(τ1)c
†
R2
(τ2)φR3(τ3)〉. Both
functions are related:
AR1R2R3(iω, iΩ) = AˆR1R2R3(iω,−iω − iΩ) (A2)
In the main text, we only use the first form
AR1R2R3(iω, iΩ).
2. Lehmann representation of the three-leg vertex
Using the identity
´ β
0
´ β
0
dt1dt2Tf1(t1)f2(t2) =´ β
0
´ t1
0 dt1dt2
∑
p∈S2
σ(p)fp1(t1)fp2(t2), we can write, us-
ing the definition of χ˜ (Eq. B2) and of its Fourier trans-
form (Eq. A1b)
ˆ˜χ123(iω1, iω2)
≡
∑
p∈S2
ˆ β
0
dτ
ˆ τ
0
dτ ′σ(p)〈Op1(τ)Op2(τ
′)n3(0)〉e
iωp1τeiωp2τ
′
=
1
Z
∑
ijk
∑
p∈S2
σ(p)〈i|Op1|j〉〈j|Op2|k〉〈k|n3|i〉fijk(ωp1, ωp2)(A3)
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with O1 = c
†
1 and O2 = c2, and:
fijk(ω1, ω2)
= e−βǫi
ˆ β
0
dτeτ(iω1+ǫi−ǫj)
ˆ τ
0
dτ ′eτ
′(iω2+ǫj−ǫk)
= e−βǫi
ˆ β
0
dτeτ(iω1+ǫi−ǫj)
eτ(iω2+ǫj−ǫk) − 1
iω2 + ǫj − ǫk
=
e−βǫi
iω2 + ǫj − ǫk
ˆ β
0
dτ
(
eτ(iω1+iω2+ǫi−ǫk) − eτ(iω1+ǫi−ǫj)
)
=
e−βǫi
iω2 + ǫj − ǫk
(
eβ(iω1+iω2+ǫi−ǫk) − 1
iω1 + iω2 + ǫi − ǫk
(1− δik)
−
eβ(iω1+ǫi−ǫj) − 1
iω1 + ǫi − ǫj
)
+
e−βǫi
iω2 + ǫj − ǫi
βδiω1+iω2δik
=
1
iω2 + ǫj − ǫk
(
e−βǫk − e−βǫi
iω1 + iω2 + ǫi − ǫk
(1− δik)
+
e−βǫj + e−βǫi
iω1 + ǫi − ǫj
)
+
e−βǫi
iω2 + ǫj − ǫi
βδiω1+iω2δik
We have used the fact that both iω1 and iω2 are fermionic
Matsubara frequencies (eβiω1 = −1).
3. Symmetries of the three-point vertex
In this section, we derive the main symmetries of the
three-point vertex in a simple limit. We consider the
most simple fermionic model, namely a single fermionic
level, O1 = c
†, O2 = c. O
†
1 = O2 (in the notations of
Section A2). The Hilbert space consists in two states:
|0〉 and |1〉 with respective energies 0 and ǫ. Starting
from A3, we have:
ˆ˜χ(iω1, iω2) =
1
Z
∑
ijk
〈i|O1|j〉〈j|O2|k〉〈k|n|i〉f(ω1, ω2)
+
∑
ijk
〈i|O2|j〉〈j|O1|k〉〈k|n|i〉f(ω2, ω1)
︸ ︷︷ ︸
=0
=
1
Z
〈1|c†|0〉〈0|c|1〉〈1|n|1〉f(ω1, ω2)
=
1
Z
f101(ω1, ω2)
=
1
Z
1
iω2 − ǫ
(
1 + e−βǫ
iω1 + ǫ
)
+
1
Z
e−βǫ
iω2 − ǫ
δiω1+iω2
Hence,
χ˜(iω, iΩ) ∝
1
−iω − iΩ− ǫ
1
iω + ǫ
+
1
−iω − ǫ
δiΩ
∝
1
iω + iΩ+ ǫ
1
iω + ǫ
+
1
iω + ǫ
δiΩ
iω
iΩ
Λ∗(−iω − iΩ, iΩ)
Λ(iω, iΩ)
Λ∗(−iω,−iΩ)
O
∆
Figure 14: (color online) Vertex symmetries
One can notice:
χ˜(iω − iΩ, iΩ) ∝
1
iω + ǫ
1
iω − iΩ+ ǫ
+
1
iω − iΩ+ ǫ
δiΩ
= χ(iω,−iΩ)
and:
χ˜∗(iω,−iΩ) ∝
(
1
iω − iΩ+ ǫ
1
iω + ǫ
+
1
iω + ǫ
δiΩ
)∗
=
1
−iω + ǫ
1
iΩ− iω + ǫ
+
1
−iω + ǫ
δiΩ
= χ˜(−iω, iΩ)
Thus, we obtain the following symmetry relations:
χ˜(iω − iΩ, iΩ) = χ˜(iω,−iΩ) (A4a)
χ˜∗(iω,−iΩ) = χ˜(−iω, iΩ) (A4b)
One can check that these symmetry relations hold in the
general case and carry over to the vertex Λ(iω, iΩ). A
pictorial representation of these symmetries is given in
Fig. 14.
Appendix B: Link between bosonic correlation
functions and fermionic correlation functions
In this appendix, we prove the following relations be-
tween observables of the mixed fermion-boson action (1)
and observables of the fermionic action:
ϕηα = U
η
αβ〈n
η
β〉 (B1a)
W η,ncαβ = U
η
αβ − U
η
αγχ
η,nc
γδ U
η
δβ (B1b)
W ηαβ = U
η
αβ − U
η
αγχ
η
γδU
η
δβ (B1c)
χηuv¯α = U
η
αβχ˜
η
uv¯β (B1d)
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W ηαβ , χ
η
αβ and χ
η
uvα have been defined in Eqs (3b), (70)
and (13) respectively, and
χ˜ncuv¯α ≡ 〈cuc¯v¯nα〉 (B2)
Let us recall the definition of the partition function in
the presence of sources
Z[h, F,B] ≡
ˆ
D[c¯, c, φ]e−Seb+hαφα−Fu¯v c¯u¯cv−
1
2
φαBαβφβ
(B3)
Integrating out the bosonic fields yields:
Z[h, F,B] = Det
[
U¯−1
]−1/2
(B4)
×
ˆ
D[c¯, c]e−c¯u¯{−G
−1
0,u¯v+Fu¯v}cv+ 12 U¯αβ(hα−c¯u¯λu¯vαcv)
2
= e
1
2
Tr log[U¯]
×
ˆ
D[c¯, c]e−c¯u¯{−G
−1
0,u¯v+Fu¯v}cv+ 12 U¯αβ(hα−c¯u¯λu¯vαcv)
2
with U¯αβ =
[(
−U−1 +B
)−1]
αβ
. Hence
Ω =
1
2
Tr log
[
−U−1 +B
]
− log
ˆ
D[c¯, c]
[
e−c¯u¯{−G
−1
0,u¯v+Fu¯v}cv
× e
1
2
U¯αβ(hα−c¯u¯λu¯vαcv)(hβ−c¯u¯λu¯vβcv)
]
Relation (B1a) follows from computing ϕα by succes-
sively using (B3) and (B4):
ϕα =
1
Z
∂Z
∂hα
= Uαβ〈c¯u¯λu¯vβcv〉
Similarly, one has:
W ncαβ = −2
∂Ω
∂Bαβ
= −2
[
1
2
(−Uαβ)
]
−2
[
−
1
2
(
∂U¯γδ
∂Bαβ
)
(hγ − c¯u¯λu¯vγcv) (hδ − c¯u¯λu¯vδcv)
]
= Uαβ − Uαδ〈(c¯uλu¯vδcv) (c¯u¯λu¯vγcv)〉Uγβ
= Uαβ − Uαδ〈nδnγ〉Uγβ
which proves (B1b-B1c) and:
χncuvα =
1
Z
∂2Z
∂Fv¯u∂hα
∣∣∣∣
h=0
=
1
Z
∂
∂Fv¯u
ˆ
D[c¯, c] (Uαβ (nβ − hβ)) e
−S
= Uαβ〈cuc¯v¯nβ〉
which proves (B1d).
Appendix C: Non-interacting free energy
The non-interacting free energy in the presence of
sources reads:
Ω[h,B, F, λ = 0]
= − log
ˆ
D[c¯, c, φ]e−Seb−c¯u¯Fu¯vcv+hαφα−
1
2
φαBαβφβ
= − log
{
Det
(
−G−10 + F
)
Det
(
−W−10 +B
)−1/2}
−
1
2
hα
[
−W−10 +B
]−1
αβ
hβ
= −Tr log
(
G−10 − F
)
+
1
2
Tr log
(
W−10 −B
)
+
1
2
hα
[
W−10 −B
]−1
αβ
hβ
Hence, applying Eqs (3a-3c-3b) in the case λ = 0 lead to
ϕα = −hβ
[
W−10 −B
]−1
βα
W ncαβ =
(
W−10 −B
)−1
αβ
− hδ
[
W−10 −B
]−1
δα
[
W−10 −B
]−1
βγ
hγ
Guv¯ =
(
G−10 − F
)−1
uv¯
yielding the following inversion relations:
hα = −ϕβ
(
W−10 −B
)
βα
Fu¯v = G
−1
0,u¯v −G
−1
u¯v
Bαβ = W
−1
0,αβ −W
−1
αβ
and the final expression:
Ω[h,B, F, λ = 0] = −Tr log
[
G−1
]
(C1)
+
1
2
Tr log
[
W−1
]
+
1
2
ϕαW
−1
αβ ϕβ
Appendix D: Alternative derivation using the
Equations of Motions
In this section, we derive Eqs. (19a-19b) using equa-
tions of motions.
1. Prerequisite: Schwinger-Dyson equations
a. Fermionic fields
For any conjugate Grassmann fields ci and c¯i¯, matrix
[G0 ]¯ij and function f , we can define:
A ≡
ˆ
D [c¯c] ec¯k¯[G
−1
0 ]k¯lcl
∂f [c¯c]
∂c¯i¯
Then, by integration by parts:
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A = −
ˆ
D [c¯c]
∂
∂c¯i¯
ec¯k¯[G
−1
0 ]k¯lclf [c¯c]
= −
[
G−10
]¯
il
ˆ
D [c¯c] cle
c¯k¯[G
−1
0 ]k¯lclf [c¯c]
For f [c¯c] ≡ h[c¯c]e−V :
A =
ˆ
D [c¯c] ec¯k¯[G
−1
0 ]k¯lcl
(
∂h[c¯c]
∂c¯i¯
+
∂V
∂c¯i¯
)
e−V
= −
[
G−10
]
i¯l
ˆ
D [c¯c] cle
c¯k¯[G
−1
0 ]k¯lclh[c¯c]e−V
i.e. for any functions h and V :〈
∂h[c¯c]
∂c¯i¯
+ h[c¯c]
∂V
∂c¯i¯
〉
= −
[
G−10
]¯
il
〈clh[c¯c]〉 (D1)
b. Bosonic fields
Similarly to the previous section, for any bosonic field
φα, matrix Uαβ and function f , let us define:
A ≡
ˆ
D [φ] e
1
2
φα[U−1]
αβ
φβ ∂f [φ]
∂φγ
By integration by parts, we have
A = −
ˆ
D [φ]
∂
∂φγ
e
1
2
φα[U−1]
αβ
φβf [φ]
= −
[
U−1
]
γβ
ˆ
D [φ] φβe
1
2
φα[U−1]
αβ
φβf [φ]
and taking f [φ] ≡ h[φ]e−λu¯vδφδ c¯u¯cv , one has:
A =
ˆ
D [φ]
[
e
1
2
φα[U−1]
αβ
φβ
{
∂h[φ]
∂φγ
− λu¯vγ c¯u¯cvh[φ]
}
e−λu¯vδφδ c¯u¯cv
]
= −
[
U−1
]
γβ
ˆ
D [φ] φβe
1
2
φα[U−1]
αβ
φβh[φ]e−λu¯vδφδ c¯u¯cv
i.e, for any function h:〈
∂h[φ]
∂φγ
− λu¯vγ c¯u¯cvh[φ]
〉
= −
[
U−1
]
γβ
〈φβh[φ]〉 (D2)
2. Equations of motion for G and W
a. Fermionic propagator G
Specializing Eq (D1) for h[c¯c] ≡ c¯p¯ and V =
1
2nαUαβnβ =
1
2Uαβ c¯u¯λu¯vαcv c¯w¯λw¯lβcl, and noting that:
∂V
∂c¯i¯
=
1
2
Uαβλi¯vαcv c¯w¯λw¯lβcl +
1
2
Uαβ c¯u¯λu¯vαcvλi¯lβcl
= Uαβλi¯vαλw¯lβcv c¯w¯cl
(we have used Uαβ = Uβα), one has:
−
[
G−10
]
i¯l
〈clc¯p¯〉 = δi¯p¯ + Uαβλi¯vαλw¯lβ〈c¯p¯cv c¯w¯cl〉
i.e., multiplying by [G0]mi¯ and using definitions (3c) and
(B2):
Gmp¯ = [G0]mp¯ − [G0]mi¯ Uαβλi¯vαχ˜vp¯β (D3)
Using (B1d), we can rewrite this as:
Gmp¯ = [G0]mp¯ − [G0]mi¯ λi¯vαχvp¯α (D4)
b. Bosonic propagator W
Specializing Eq. (D2) for h[φ] ≡ φα − ϕα, we find:
〈δγα − λu¯vγ c¯u¯cv (φα − ϕα)〉
= −
[
U−1
]
γβ
〈(φβ − ϕβ) (φα − ϕα)〉
whence:
−〈(φδ − ϕδ) (φα − ϕα)〉 = Uδα−Uδγλu¯vγ〈c¯u¯cv (φα − ϕα)〉
i.e., using definitions (3b-13):
Wδα = Uδα + Uδγλu¯vγχvu¯α (D5)
c. General formulae for the self-energy and polarization
Identifying Σ and P from the Dyson equations (9a-9b)
and (D4-D5) yields:
Σi¯jGjp¯ = −λi¯vαχ
nc
vp¯α (D6a)
PγβWβα = λu¯vγχvu¯α (D6b)
whence:
Σi¯k = −λi¯vαχ
nc
vp¯α
[
G−1
]
p¯k
(D7a)
Pγδ = λu¯vγχvu¯α
[
W−1
]
αδ
(D7b)
Using the definition of the three-leg vertex, Eq. (15), we
find:
Σi¯j = −λi¯kαGkl¯WαβΛl¯jβ + λi¯jαϕα
Pαβ = λi¯kαGji¯Gkl¯Λl¯jβ
which are the formulae (19a-19b) we have derived using
functionals in section IIA.
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Appendix E: Details of some calculations
1. Simplification of Σ and P in the homogeneous
phase
In the normal, paramagnetic phase, Eqs (19a-19b) can
be simplified, namely
Σu¯v = −
(
σIασuσwδiuiαδiuiw
)
(Giwixδσwσx)W
η(Iα)
iαiβ
Λ
η(Iβ)
ixiviβ
σ
Iβ
σxσv
+
(
σIασuσvδiuiαδiuiv
)
ϕ
η(Iα)
iα
= −
(
σIασuσwσ
Iα
σwσv
)
GiwixW
η(Iα)
iαiβ
Λ
η(Iβ)
ixiviβ
+ σIασuσvϕ
η(Iα)
iu
δiuiv
= − (δσuσwδσwσv )GiwixW
η(Iα)
iαiβ
Λ
η(Iβ)
ixiviβ
− (2δσuσvδσwσw − δσuσwδσwσv )GiwixW
η(Iα)
iαiβ
Λ
η(Iβ)
ixiviβ
+σIασuσvϕ
η(Iα)
iu
δiuiv
= Σiuivδσuσv
which yields Eq. (47a). Similarly:
Pαβ = σ
Iα
σuσwδiuiwδiuiαGiviuδσvσuGiwixδσwσxσ
Iβ
σxσvΛ
η(Iβ)
ixiviβ
= tr
[(
σIα
)2]
GiviuGiwixΛ
η(Iβ)
ixiviβ
δIαIβ
= P
η(Iα)
iαiβ
δIαIβ
which yields Eq. (47b).
2. Decomposition of Σ and P
Starting from (63a), one can rewrite:
Σ(k, iω) = −
∑
η
mη
∑
q,iΩ
(
G˜(k+ q, iω + iΩ) +Gloc(iω)
)(
W˜ η(q, iΩ) +W ηloc(iΩ)
)
Ληimp(iω, iΩ)
= −
∑
η
mη
∑
q,iΩ
G˜(k+ q, iω + iΩ)W˜ η(q, iΩ)Ληimp(iω, iΩ)−
∑
η
mη
∑
iΩ
Gloc(iω + iΩ)W
η
loc(iΩ)Λ
η
imp(iω, iΩ)
= −
∑
η
mη
∑
q,iΩ
G˜(k+ q, iω + iΩ)W˜ η(q, iΩ)Ληimp(iω, iΩ) + Σimp(iω)
This yields (64a). An analogous calculation yields (64b).
Appendix F: Atomic Limit
In this section, we derive the expression for the three-
leg vertex in the atomic limit. We proceed in two steps.
First, we use the Lehmann representation of the three-
point correlation function in the case of a single atomic
site to compute the expression for the three-point corre-
lation function in the atomic limit. We then amputate
the legs to find the expression of the vertex function.
1. Three-point correlation function in the atomic limit
a. Full correlator χ
We use Lehmann’s representation (Eq (A3)) to compute the exact three-point correlation function ˆ˜χσ1σ2σ3(iω1, iω2)
in the atomic limit, i.e when the eigenvectors and corresponding eigenenergies are (at half-filling)
|0〉 → ǫ0 = 0
| ↑〉 → ǫ↑ = −U/2
| ↓〉 → ǫ↓ = −U/2
| ↑↓〉 → ǫ↑↓ = 0
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If n3 is a “particle-hole” term (i.e of the form c
†
σcσ), then the matrix element 〈k|n3|i〉 selects states with the same
occupation and same spin, so that:
ˆ˜χσ1σ2σ3(iω1, iω2) =
1
Z
∑
ij
∑
p
σ(p)〈i|Opσ1 |j〉〈j|Opσ2 |i〉〈i|nσ3 |i〉fiji(ωp1, ωp2)
=
1
Z
∑
ij
〈i|cσ1 |j〉〈j|c
†
σ2 |i〉〈i|nσ3 |i〉fiji(ω1, ω2)−
∑
ij
〈i|c†σ2 |j〉〈j|cσ1 |i〉〈i|nσ3 |i〉fiji(ω2, ω1)
Furthermore,
fiji(ω2, ω1) =
1
iω1 + ǫj − ǫi
e−βǫj + e−βǫi
iω2 + ǫi − ǫj
+ β
e−βǫi
iω1 + ǫj − ǫi
δiω1+iω2
fjij(ω1, ω2) =
1
iω2 + ǫi − ǫj
e−βǫj + e−βǫi
iω1 + ǫj − ǫi
+ β
e−βǫj
−iω1 + ǫi − ǫj
δiω1+iω2
whence
fiji(ω2, ω1) = fjij(ω1, ω2) + β
e−βǫi + e−βǫj
iω1 + ǫj − ǫi
δiω1+iω2
Using this identity and swapping the dummy indices in the second term, one gets:
ˆ˜χσ1σ2σ3(iω1, iω2) =
1
Z
∑
ij
〈i|cσ1 |j〉〈j|c
†
σ2 |i〉 {〈i|nσ3 |i〉 − 〈j|nσ3 |j〉} fiji(ω1, ω2)
−β
∑
ij
〈j|c†σ2 |i〉〈i|cσ1 |j〉〈j|nσ3 |j〉
e−βǫi + e−βǫj
iω1 + ǫi − ǫj
δiω1+iω2
Obviously, σ1 = σ2, and i = | ↑↓〉 and j = |0〉 do not contribute, i.e, after defining ˆ˜χσσ′ ≡ ˆ˜χσσσ’ and fij ≡ fiji =
f regij + β
e−βǫi
iω2+ǫj−ǫi
δiω1+iω2 :
ˆ˜χσσ′ (iω1, iω2) = ˆ˜χ
1
σσ′ (iω1, iω2) + ˆ˜χ
2
σσ′ (iω1, iω2)
with
ˆ˜χ1σσ′ (iω1, iω2) ≡
1
Z
∑
i=|0〉,|↑〉,|↓〉
∑
j=|↑〉,|↓〉,|↑↓〉
|〈i|cσ|j〉|
2 {〈i|nσ′ |i〉 − 〈j|nσ′ |j〉} fij(ω1, ω2)
ˆ˜χ1σσ′ (iω1, iω2) ≡ −β
1
Z
∑
ij
|〈i|cσ|j〉|
2〈j|nσ′ |j〉
e−βǫi + e−βǫj
iω1 + ǫi − ǫj
δiω1+iω2
One also sees that: ˆ˜χ↑↓ = ˆ˜χ↓↑ and ˆ˜χ↑↑ = ˆ˜χ↓↓. Out of the nine remaining terms, we can see that only the terms where
i and j are states with a difference of occupation of one electron are nonzero:
Z ˆ˜χ1σσ′(iω1, iω2) = |〈0|cσ| ↑〉|
2 {〈0|nσ′ |0〉 − 〈↑ |nσ′ | ↑〉} f0↑(ω1, ω2)
+ |〈0|cσ| ↓〉|
2 {〈0|nσ′ |0〉 − 〈↓ |nσ′ | ↓〉} f0↓(ω1, ω2)
+ |〈↑ |cσ| ↑↓〉|
2 {〈↑ |nσ′ | ↑〉 − 〈↑↓ |nσ′ | ↑↓〉} f↑,↑↓(ω1, ω2)
+ |〈↓ |cσ| ↑↓〉|
2 {〈↓ |nσ′ | ↓〉 − 〈↑↓ |nσ′ | ↑↓〉} f↓,↑↓(ω1, ω2)
and
Z ˆ˜χ2σσ′(iω1, iω2) = −β|〈0|cσ| ↑〉|
2〈↑ |nσ′ | ↑〉
1 + e−βǫ
iω1 − ǫ
δiω1+iω2
− β|〈0|cσ| ↓〉|
2〈↓ |nσ′ | ↓〉
1 + e−βǫ
iω1 − ǫ
δiω1+iω2
− β|〈↑ |cσ| ↑↓〉|
2〈↑↓ |nσ′ | ↑↓〉
1 + e−βǫ
iω1 + ǫ
δiω1+iω2
− β|〈↓ |cσ| ↑↓〉|
2〈↑↓ |nσ′ | ↑↓〉
1 + e−βǫ
iω1 + ǫ
δiω1+iω2
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Thus, on the one hand:
Z ˆ˜χ1↑↓(iω1, iω2) = 0 (F1)
Z ˆ˜χ2↑↓(iω1, iω2) = −β
(
1 + e−βǫ
)
δiω1+iω2
1
iω1 + ǫ
(F2)
i.e, switching back from ˆ˜χ(iω1, iω2) to χ˜(iω, iΩ):
χ↑↓(iω, iΩ) = −β〈nσ〉
1
iω − U/2
δiΩ (F3)
On the other hand:
Z ˆ˜χ1↑↑(iω1, iω2) = −f0↑(ω1, ω2)− f↓,↑↓(ω1, ω2)
= −
e−βǫ0 + e−βǫ↑
(iω1 + ǫ↑ − ǫ0) (iω2 + ǫ0 − ǫ↑)
− β
1
iω2 + ǫ
δiω1+iω2
−
e−βǫ↓ + e−βǫ↑↓
(iω1 + ǫ↑↓ − ǫ↓) (iω2 + ǫ↓ − ǫ↑↓)
− β
e−βǫ
iω2 − ǫ
δiω1+iω2
= −
1 + eβU/2
(iω1 − U/2) (iω2 + U/2)
−
1 + eβU/2
(iω1 + U/2) (iω2 − U/2)︸ ︷︷ ︸
≡Zχ˜1,reg
↑↑
−
[
1
iω2 + ǫ
+
e−βǫ
iω2 − ǫ
]
βδiω1+iω2
i.e
ˆ˜χ1reg↑↑ (iω1, iω2) = −
1
2
(iω1 + U/2) (iω2 − U/2) + (iω1 − U/2) (iω2 + U/2)(
(iω1)
2
− U2/4
)(
(iω2)
2
− U2/4
)
= −
1
2
iω1iω2 + U/2 (iω2 − iω1)− U
2/4 +
[
iω1iω2 + U/2 (−iω2 + iω1)− U
2/4
](
(iω1)
2
− U2/4
)(
(iω2)
2
− U2/4
)
= −
iω1iω2 − U
2/4(
(iω1)
2
− U2/4
)(
(iω2)
2
− U2/4
)
and
ˆ˜χ2↑↑(iω1, iω2) = −
β
2
(
1
iω1 + U/2
+
1
iω1 − U/2
)
δΩ
Thus,
ˆ˜χ↑↑(iω1, iω2) = −
iω1iω2 − U
2/4(
(iω1)
2
− U2/4
)(
(iω2)
2
− U2/4
) − β
2
(
1
iω1 + U/2
+
1
iω1 − U/2
)
δΩ
+
1
2 (1 + e−βǫ)
[
1
iω1 + U/2
+
e−βǫ
iω1 − U/2
]
βδiΩ
= −
iω1iω2 − U
2/4(
(iω1)
2
− U2/4
)(
(iω2)
2
− U2/4
) − β
2 (1 + e−βǫ)
[
e−βǫ
iω1 + U/2
+
1
iω1 − U/2
]
δiΩ
= −G(iω1)G(iω2) +
U2/4(
(iω1)
2
− U2/4
)(
(iω2)
2
− U2/4
) − β
2 (1 + e−βǫ)
[
e−βǫ
iω1 + U/2
+
1
iω1 − U/2
]
δiΩ(F4)
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b. Connected part χc
The connected part is defined as:
χ˜cσσ′ (τ, τ
′) ≡ χ˜σσ′ (τ, τ
′)− 〈cσ(τ)c
†
σ(τ
′)nσ′〉disc
= χ˜σσ′ (τ, τ
′)− 〈cσ(τ)c
†
σ(τ
′)〉〈nσ′ 〉
= χ˜σσ′ (τ, τ
′) +Gσ(τ − τ
′)〈nσ′ 〉
whence
χ˜cσσ′(ω,Ω) = χ˜σσ′ (ω,Ω) + βGσ(iω)〈nσ′〉δΩ (F5)
This yields:
χ˜c↑↓(iω,Ω) =
β〈n↓〉
2
[
1
iω + U/2
−
1
iω − U/2
]
δΩ (F6a)
ˆ˜χc↑↑(iω1, iω2) = −G(iω1)G(iω2) +
U2/4{
(iω1)
2
− U2/4
}{
(iω2)
2
− U2/4
} +A(ω1)δiΩ (F6b)
with
A(ω1) ≡ β〈nσ〉
{
G↑(iω1)−
1
1 + eβU/2
[
eβU/2
iω1 + U/2
+
1
iω1 − U/2
]}
= β〈nσ〉
{
1
iω1 − U/2
{
1
2
−
1
1 + eβU/2
}
+
1
iω1 + U/2
{
1
2
−
eβU/2
1 + eβU/2
}}
=
β〈nσ〉
2
tanh (βU/4)
[
1
iω1 − U/2
−
1
iω1 + U/2
]
=
β〈nσ〉
2
tanh (βU/4)
U
(iω1)
2 − U2/4
We can check expression (F6a) and get some physical intuition by computing the self-energy from the equation of
motion for G (i.e Eq. (D6a) specialized for the atomic limit). The self-energy Σ can be decomposed into a Hartree
contribution and a contribution beyond Hartree:
Σ(iω) ≡
U
2
+
U2
4iω
= ΣH(iω) + ΣbH(iω)
On the one hand, one can notice that:
Σ(iω)G(iω) = −U
1
β
∑
Ω
χ˜↑↓(ω,Ω) (F7)
On the other hand:
ΣbH(iω) ≡ Σ(iω)− ΣH = −U
1
β
∑
Ω
χ˜↑↓(ω,Ω)
G(iω)
− U〈nσ〉
= −U
1
β
∑
Ω
{
χ˜↑↓(ω,Ω)
G(iω)
+ 〈nσ〉βδΩ
}
= −U
1
β
∑
Ω
{
χ˜↑↓(ω,Ω) +G(iω)〈nσ〉βδΩ
G(iω)
}
= −U
1
β
∑
Ω
χ˜c↑↓(ω,Ω)
G(iω)
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i.e:
G(iω)ΣbH(iω) = −U
1
β
∑
Ω
χ˜c↑↓(ω,Ω) (F8)
which is to be contrasted with (F7).
c. Expressions in charge and spin channels
Let us now transform from the (↑, ↓) space to the (ch,sp) space:
χ˜ch,c(iω1, iω2) ≡ χ˜
c
↑↑ + χ˜
c
↑↓
= −G(iω1)G(iω2) +
U2/4{
(iω1)
2 − U2/4
}{
(iω2)
2 − U2/4
}
+
β〈nσ〉
2
{
tanh (βU/4)
[
1
iω1 − U/2
−
1
iω1 + U/2
]
+
[
1
iω1 + U/2
−
1
iω1 − U/2
]}
δiΩ
χ˜sp,c(iω1, iω2) ≡ χ˜
c
↑↑ − χ˜
c
↑↓
= −G(iω1)G(iω2) +
U2/4{
(iω1)
2 − U2/4
}{
(iω2)
2 − U2/4
}
+
β〈nσ〉
2
{
tanh (βU/4)
[
1
iω1 − U/2
−
1
iω1 + U/2
]
−
[
1
iω1 + U/2
−
1
iω1 − U/2
]}
δiΩ
Simplifying and transposing to iω, iΩ variables, one gets (using Gat(−iω) = −Gat(iω)):
χ˜ch,c(iω, iΩ) = G(iω)G(iΩ) +
U2/4{
(iω)
2
− U2/4
}{
(iω + iΩ)
2
− U2/4
}
+
β〈nσ〉
2
U
(iω)2 − U2/4
{tanh (βU/4)− 1} δiΩ (F10a)
χ˜sp,c(iω, iΩ) = G(iω)G(iΩ) +
U2/4{
(iω)2 − U2/4
}{
(iω + iΩ)2 − U2/4
}
+
β〈nσ〉
2
U
(iω)
2
− U2/4
{tanh (βU/4) + 1} δiΩ (F10b)
2. Vertex Λ
The vertex is defined as the amputated connected correlation function (see Eq. 76). We can easily compute the
“legs” in the atomic limit:
G(iω)G(iω + iΩ)
(
1− U chχch,c(iΩ)
)
=
iω (iω + iΩ)(
(iω)
2
− U2/4
)(
(iω + iΩ)
2
− U2/4
) (1− βU 1
4
e−βU/4
cosh(βU/4)
δΩ
)
G(iω)G(iω + iΩ) (1− U spχsp,c(iΩ)) =
iω (iω + iΩ)(
(iω)2 − U2/4
)(
(iω + iΩ)2 − U2/4
) (1 + βU 1
4
eβU/4
cosh(βU/4)
δΩ
)
Hence:
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Λch(iω, iΩ) =
U2/4
{(iω)2−U2/4}{(iω+iΩ)2−U2/4}
+ β〈nσ〉2
U
(iω)2−U2/4
{tanh (βU/4)− 1} δiΩ
iω(iω+iΩ)
((iω)2−U2/4)((iω+iΩ)2−U2/4)
(
1− βU 14
e−βU/4
cosh(βU/4)δΩ
)
+
1
1− βU 14
e−βU/4
cosh(βU/4)δΩ
=
U2/4
iω (iω + iΩ)
(
1− βU 14
e−βU/4
cosh(βU/4)δΩ
) + β〈nσ〉
2
{
(iω)
2
− U2/4
iω
}2
U
(iω)2 − U2/4
tanh (βU/4)− 1(
1− βU 14
e−βU/4
cosh(βU/4)
)δiΩ
+
1
1− βU 14
e−βU/4
cosh(βU/4)δΩ
Simplifying, one finds the results:
Λch(iω, iΩ) =
U2/4
iω (iω + iΩ)
(
1− βU 14
e−βU/4
cosh(βU/4)δΩ
)
+
Uβ〈nσ〉
2
{
1−
U2
4 (iω)
2
}
tanh (βU/4)− 1(
1− βU 14
e−βU/4
cosh(βU/4)
)δiΩ (F12a)
+
1
1− βU 14
e−βU/4
cosh(βU/4)δΩ
(F12b)
Λsp(iω, iΩ) =
U2/4
iω (iω + iΩ)
(
1 + βU 14
eβU/4
cosh(βU/4)δΩ
)
+
Uβ〈nσ〉
2
{
1−
U2
4 (iω)
2
}
tanh (βU/4) + 1(
1 + βU 14
eβU/4
cosh(βU/4)
)δiΩ (F12c)
+
1
1 + βU 14
eβU/4
cosh(βU/4)δΩ
(F12d)
