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Introduzione 
 
L’attività svolta nel periodo di tesi si inserisce all’interno del progetto BI-Coop 
svolto dal laboratorio KDD-Lab-ISTI-CNR in collaborazione con Unicoop Tirreno. 
Per Business Intelligence (BI) si intende il processo con cui è possibile trasformare 
il patrimonio informativo aziendale in conoscenza utile e di facile comprensione, 
attraverso la quale si possa guidare l’iter decisionale su alcuni aspetti 
dell’organizzazione aziendale.  
La BI ha ormai raggiunto un buon livello di maturità, affiancando alle tecniche 
tradizionali, come basi di dati e analisi statistica, nuove tecnologie sia per l’analisi 
esplorativa dei dati (Data Warehousing ed OLAP) che per l’analisi previsionale 
(Data Mining ed estrazione della conoscenza). La BI può quindi offrire notevoli 
opportunità nel miglioramento del management aziendale ed appare quasi una 
necessità nell’attuale scenario del mercato italiano della grande distribuzione: vi è 
infatti la consapevolezza del bisogno di cambiamento nei processi decisionali per 
questo tipo di imprese. 
In tale contesto Unicoop Tirreno ha considerato strategica la BI, ritenendo che 
fosse importante equipaggiarsi negli anni a venire di un know-how interno capace 
di usare e sviluppare soluzioni di BI con grande reattività alle modifiche del 
mercato. Per questo Unicoop Tirreno ha lanciato il progetto denominato “Business 
Intelligence e Data Warehouse” (BI-Coop). 
Gli obiettivi del progetto BI-Coop si possono riassumere nei seguenti punti: 
 creazione e popolamento di un data warehouse partendo dai dati 
operazionali di Unicoop Tirreno 
 creazione di report statistici interattivi costruiti dai dati contenuti nel data 
warehouse 
 realizzazione di modelli previsionali, attraverso l’utilizzo di tecnologie 
legate al data mining, riguardanti alcuni aspetti rilevanti. In particolare si 
propone di analizzare il fenomeno dell’abbandono e l’andamento delle 
vendite promozionali. 
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Il progetto BI-Coop si può suddividere in due grandi rami: i primi due punti 
possono essere considerati come puramente applicativi in quanto sia per la 
costruzione del data warehouse, sia per la creazione di particolari report statistici, si 
utilizzano tecniche e tecnologie già pienamente consolidate. Il terzo punto si 
inserisce invece in un contesto più vicino alla ricerca dato che, pur esistendo alcune 
metodologie consolidate (soprattutto per quel che concerne il fenomeno 
dell’abbandono), queste richiedono comunque numerose personalizzazioni in 
relazione alla particolare istanza del problema e le specifiche richieste del 
committente. 
Il nostro progetto di tesi si colloca proprio all’interno di questo secondo ramo ed in 
particolare si pone come obiettivo quello di analizzare l’andamento dei volumi di 
vendita degli articoli messi in promozione, al fine di migliorare la qualità dello 
stoccaggio di tali prodotti. 
Il risultato che Coop vuole ottenere è principalmente quello di poter avere uno o 
più modelli previsionali che diano una indicazione del volume di vendita che avrà 
un prodotto messo in promozione. Tale previsione dovrà essere ricavata avendo a 
disposizione unicamente le caratteristiche della futura promozione ed eventuali 
valori di volumi di vendita riguardanti il recente passato.  
Un altro fenomeno legato alle vendite promozionali che Coop intende approfondire 
sia dal punto di vista statistico che da quello previsionale, è quello riguardante le 
rotture di stock, ovvero il fenomeno per cui un negozio si ritrova sprovvisto del 
prodotto prima che la promozione abbia termine, segno di una errata stima di 
stoccaggio. 
Questo fenomeno è molto sentito all’interno dei negozi Coop in quanto, a detta dei 
responsabili, si verifica molto frequentemente e costituisce una fonte rilevante di 
mancati guadagni. Le rotture di stock non vengono però attualmente in alcun modo 
tracciate all’interno dei database operazionali di Coop, rendendo così difficile 
quantificare l’entità del fenomeno. Si dovrà innanzitutto definire in modo formale 
la rottura di stock ed in seguito effettuare alcune analisi statistiche sui dati, quindi 
costruire modelli che prevedano il rischio di rotture di stock per una promozione 
futura. 
I modelli per le vendite promozionali e per le rotture di stock possono essere 
utilizzati da Coop per ottimizzare lo stoccaggio delle merci nei magazzini 
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(minimizzando le rotture di stock e le giacenze) e per pianificare nuove promozioni 
in base a quella che è la probabile risposta in termini di volumi di vendita. 
Struttura della relazione 
La relazione segue nella sua strutturazione le fasi principali del Crisp-Dm [6], la 
metodologia di riferimento all’interno del settore di knowledge discovery. 
 
Figura 1 - Processo Crisp-Dm 
Nel capitolo 1 vengono introdotti i concetti fondamentali del data mining, ponendo 
maggiore attenzione alle tecniche legate alla classificazione e introducendo la 
terminologia usata nel corso della relazione. 
Nel capitolo 2 si descrivono le idee generali utilizzate per ricondurre il problema 
posto da Coop in una ben determinata strategia di knowledge discovery (Business 
Understanding). 
Nel capitolo 3 viene descritta la fase di estrazione dei dati necessari alle successive 
fasi di mining dal data warehouse di Coop (Data understanding & Data 
preparation). 
Nel capitolo 4 viene definita una metodologia per poter valutare e confrontare 
classificatori di tipo multiclasse con classi ordinali. 
Nel capitolo 5 si descrivono  la costruzione e la valutazione di alcuni modelli per la 
previsione dei volumi di vendita promozionali (Modeling & Evaluation). 
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Nel capitolo 6 si da una definizione formale del fenomeno della rottura di stock e si 
descrivono alcuni modelli predittivi per tale fenomeno (Modeling & Evaluation). 
Nel capitolo 7 viene data una panoramica di quella che potrebbe essere la modalità 
di utilizzo dei modelli creati (Deployment). 
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Capitolo 1 - Data Mining 
In questo capitolo introduciamo i concetti fondamentali del data mining mostrando 
le tecniche legate alla classificazione e la terminologia usata nel corso della 
relazione. Il capitolo si conclude con un piccolo paragrafo sulla metodologia del 
Data warehouse. 
Cosa è il Data Mining 
Il data mining, letteralmente estrazione di dati, è un settore dell’informatica il cui 
obiettivo è di scoprire informazioni utili all’interno di grandi collezioni di dati, 
informazioni che altrimenti rimarrebbero sconosciute. In questi ultimi anni il 
settore è in forte ampliamento soprattutto grazie all’aumento delle banche dati 
disponibili e all’interesse delle aziende che stanno scoprendo le potenzialità e i 
risultati che si ottengono con l’utilizzo di tale disciplina. 
Gli impieghi del data mining sono generalmente suddivisi in due grandi categorie: 
 Uso predittivo - l’obiettivo di questa analisi è di predire un particolare 
attributo (funzione obiettivo) a partire da attributi conosciuti (predittori) 
 Uso descrittivo - l’obiettivo è di individuare schemi ricorrenti (pattern 
frequenti), gruppi di dati simili (cluster), anomalie o pattern sequenziali 
che caratterizzino i dati analizzati. In seguito alla fase di mining è 
necessario utilizzare tecniche di post-processing che permettono di validare 
e visualizzare i risultati ottenuti. 
Molti sono gli elementi che hanno contribuito allo sviluppo del data mining. Tra 
questi: 
 Elevata dimensionalità - Negli ultimi anni il numero di attributi che 
caratterizzano un record è decisamente aumentato, infatti è frequente 
trovarne nell’ordine delle migliaia. Le tecniche di analisi dei dati 
tradizionali sono state sviluppate per dati con bassa dimensionalità e gli 
algoritmi hanno generalmente una complessità che cresce rapidamente con 
il crescere della dimensione. Il data mining offre algoritmi studiati 
appositamente per gestire in modo efficiente elevate dimensionalità. 
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 Differenza dalla statistica - L’analisi di tipo statistico è caratterizzata da 
un approccio basato su ipotesi e test, ovvero vengono proposte alcune 
ipotesi sui dati e per ognuna di queste si crea un test per verificarne la 
veridicità. Tale processo ha tempi di sviluppo molto lunghi in quanto non è 
rara la possibilità di dover valutare migliaia di ipotesi. E’ evidente inoltre 
che con questa metodologia non è possibile formulare tutte le possibili 
ipotesi e quindi parte della conoscenza che è nei dati rimane 
inevitabilmente sconosciuta. Il data mining permette di automatizzare il 
processo di generazione delle ipotesi e della loro valutazione. 
 Dati eterogenei e complessi - Le analisi dei dati tradizionali sono spesso 
pensate per operare su insiemi di dati con attributi dello stesso tipo, 
continui o categorici. Per le esigenze del data mining sono state sviluppate 
tecniche capaci di trattare efficientemente dati con attributi eterogenei. 
Discorso analogo vale anche per l’analisi di strutture dati complesse come 
ad esempio testo semi-strutturato e ipertesto (es. pagine web) o dati relativi 
a serie temporali su diverse misure (es. clima).  
 Scalabilità - Molti dei data set da analizzare hanno dimensioni molto 
elevate (nell’ordine dei gigabyte o terabyte). Per questo sono stati studiati 
algoritmi capaci di sfruttare le potenzialità di architetture di tipo parallelo e 
distribuito. 
Tipologie di mining 
Il data mining offre differenti tipologie di analisi. Di seguito ne vengono descritte 
lei principali con alcuni possibili esempi di utilizzo. 
 Analisi predittiva - Questa analisi si pone come obiettivo quello di 
costruire un modello predittivo partendo da un insieme di attributi 
conosciuti. Esistono due differenti tecniche: la classificazione, usata al fine 
di prevedere il valore di variabili discrete e la regressione, usata per 
variabili di tipo continuo. I modelli predittivi possono ad esempio essere 
usati per identificare utenti che stanno per abbandonare una compagnia 
telefonica o predire disordini nell’ecosistema terrestre. 
 Analisi associativa - Questa analisi viene utilizzata per identificare pattern 
frequenti che descrivono particolari caratteristiche dei dati. I pattern 
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individuati sono generalmente espressi sotto forma di regole associative. A 
causa dello spazio di ricerca esponenziale, l’obiettivo è di trovare in modo 
efficiente i pattern potenzialmente più interessanti. Esempi sono l’analisi 
delle transazioni in un supermercato (market basket analysis) o 
l’identificazione delle pagine internet che vengono accedute con alta 
probabilità nella stessa sessione di collegamento. Quando nei record è 
presente una collocazione temporale è possibile utilizzare un’analisi per la 
ricerca di pattern sequenziali. Questi sono generalmente utilizzati per 
prevedere il verificarsi di eventi futuri, conoscendo l’ordine temporale di 
eventi già avvenuti. Esempi di applicazione possono essere lo studio dei 
comportamenti d’acquisto della clientela di una attività commerciale. 
 Analisi basata su cluster - Questa analisi vuole identificare nei dati un 
certo numero di gruppi, chiamati cluster, in cui i dati siano molto simili 
all’interno dello stesso gruppo e significativamente differenti tra cluster 
diversi. Una possibile applicazione è per la segmentazione dei clienti al 
fine della profilazione. 
 Analisi delle anomalie - Questa analisi si occupa di individuare piccoli 
gruppi di dati le cui caratteristiche sono significativamente differenti dagli 
altri. Usi tipici dell’analisi delle anomalie sono il riconoscimento di frodi e 
di intrusioni in reti di calcolatori. 
Le fasi dell’estrazione della conoscenza 
Il data mining è solo una delle componenti (se pur importante) dell’intero processo 
di estrazione della conoscenza dai dati. In questo paragrafo vogliamo dare un’idea 
delle fasi che compongono l’intero processo. 
 
Figura 2 - Processo di estrazione della conoscenza 
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La prima fase del processo di estrazione della conoscenza prevede il 
consolidamento dei dati provenienti dalle diverse fonti esterne, come database 
relazionali, sistemi legacy o file piatti, in un’unica collezione. In questa fase si 
effettua la pulizia dei dati da eventuali rumori e da informazioni non corrette o non 
rilevanti, in modo da poter garantire un’adeguata qualità e affidabilità della 
collezione prodotta. Questo è un aspetto fondamentale in quanto non è possibile 
sperare di ottenere buoni risultati a partire da dati di scarsa qualità. 
La seconda fase ha come obiettivo la produzione di una o più tabelle da usare come 
input per gli algoritmi di mining. In questa fase i dati possono essere campionati 
per ridurre il numero di righe e sono eliminati gli attributi ridondanti o non ritenuti 
significativi. In alcuni casi si applicano trasformazioni per ridurre il range di 
attributi o per normalizzarli. 
Infine, dopo l’utilizzo degli algoritmi di mining, l’ultima fase si occupa 
dell’interpretazione e  valutazione dei risultati prodotti.  
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Classificazione 
Data la natura del problema da affrontare è stata usata un’analisi di tipo 
predittivo. Tra le tecniche disponibili, la classificazione si è rivelata quella che ha 
portato a risultati migliori. Nel paragrafo che segue ne vengono descritte le 
principali caratteristiche. 
L’obiettivo della classificazione è quello di costruire un modello (chiamato 
classificatore) che prevede il valore (o classe) di una variabile target a partire da un 
insieme di attributi conosciuti (predittori). Il modello generato è in grado di fornire 
una previsione del valore della variabile target anche di nuovi dati non analizzati 
precedentemente: la classificazione si propone infatti di costruire modelli con una 
buona capacità di generalizzazione. L’approccio più comune per creare e testare un 
modello è mostrato in figura. 
 
Figura 3 – Procedimento generico di creazione e validazione di un modello 
Il data set viene suddiviso in due insiemi detti training set e test set. Il training set 
(generalmente circa i 2/3 dei record) viene usato come input per l’algoritmo di 
costruzione del modello predittivo.  
In seguito questo viene applicato ai record appartenenti al test set per valutare la 
bontà del modello attraverso il confronto tra il valore predetto e quello reale. Il test 
set è infatti utilizzato per verificare come si comporta il classificatore con record 
che non sono stati usati per la costruzione del modello stesso. 
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Alberi di decisione 
Tra gli algoritmi di classificazione i più diffusi sono quelli che danno come output 
alberi di decisione. 
Un albero di decisione è costituito da tre differenti tipi di nodo: 
 un nodo radice che non ha archi entranti e ha zero o più archi uscenti 
 nodi interni, che hanno esattamente un arco entrante e due o più archi 
uscenti 
 nodi foglia o terminali, ognuno dei quali ha esattamente un arco entrante e 
nessuno uscente 
In un albero di decisione ogni nodo non terminale, compresa la radice, contiene 
una diramazione (split) su un particolare attributo per separare i record aventi 
differenti caratteristiche. Queste diramazioni sono rappresentate dagli archi uscenti 
del nodo (etichettati con un valore). Ad esempio nell’albero mostrato nella figura 4 
la radice contiene uno split di tipo binario sull’attributo Refund. 
Ad ogni foglia è assegnata un’etichetta che identifica la classe predetta dal 
cammino radice-foglia. 
Una volta che l’albero è stato creato è molto semplice ed intuitivo classificare un 
nuovo record. 
 
Figura 4 - Esempio di classificazione di un nuovo record 
Partendo dalla radice applichiamo la condizione definita nel nodo e seguiamo il 
ramo che la verifica. Si prosegue in questo modo fino ad arrivare ad una foglia che 
fornirà il valore della classe predetta. Tale procedimento ha una complessità 
algoritmica lineare alla profondità dell’albero. 
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L’albero di decisione può essere utilizzato per due differenti finalità: 
 Scopo descrittivo - il modello può essere utilizzato per scoprire e 
comprendere la natura dei dati. Ogni percorso radice-foglia dell’albero può 
essere infatti visto come un regola associativa che ha come antecedente le 
condizioni di split eseguite lungo il percorso e come conseguente la classe 
predetta (etichetta della foglia). 
 Scopo predittivo - il modello può essere trattato anche come una scatola 
nera che prevede una classe di un nuovo record partendo dagli attributi 
conosciuti. 
Gli alberi che vengono generati possono presentare alcune criticità: 
 Underfitting - il modello è troppo generale ed ha una bassa accuratezza sia 
sul training set che sul test set. E’ necessario modificare i parametri di 
configurazione dell’algoritmo per generare un albero più dettagliato con un 
maggior numero di nodi. 
 Overfitting - il modello ha poca capacità di generalizzazione, con alta 
accuratezza sul training set e bassa sul test set. Questo significa che il 
modello creato è eccessivamente legato ai record utilizzati per la sua 
creazione. Per ridurre tale fenomeno è necessario diminuire il numero di 
nodi nell’albero di decisione. 
Per avere un buon modello è necessario raggiungere un buon trade-off tra 
underfitting ed overfitting. 
 
Grafico 1 - Relazione tra percentuale di errore e numero dei nodi di un modello 
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Il grafico in figura mostra un tipico andamento degli errori in relazione al numero 
di nodi dell’albero di decisione. Nella parte a sinistra si evidenzia una zona di 
underfitting per poi passare sulla destra a overfitting. Le soluzioni ottimali sono 
nella zona compresa tra le linee tratteggiate. 
Per creare un classificatore è necessario impostare alcuni parametri che vengono 
utilizzati dall’algoritmo per effettuare scelte e ottimizzazioni durante la 
generazione dell’albero. Tra questi i principali sono: 
 severità taglio - determina la portata del taglio che verrà applicato 
all'albero decisionale generato. Con alti valori si ottengono alberi più 
piccoli, mentre con bassi si ottengono alberi più precisi 
 numero minimo record per ramo figlio - viene usato per limitare il numero 
di suddivisioni in un ramo dell'albero. Un ramo dell'albero viene suddiviso 
solo se due o più sottorami figli contengono almeno questo numero di 
record. 
 utilizzo di boosting - consente di generare modelli multipli in sequenza. Il 
primo modello viene generato nel modo tradizionale, mentre i successivi si 
specializzano nelle parti dell’albero dove si sono verificati più errori di 
classificazione. Per la predizione della classe viene utilizzata una 
procedura di votazione pesata per combinare le previsioni separate in 
un'unica previsione complessiva.  
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Valutazione di un classificatore 
Esistono diversi algoritmi per la creazione di alberi di decisione e ognuno ha un 
insieme di parametri di configurazione. E’ necessario dunque avere degli 
strumenti formali che permettano di confrontare alberi creati sullo stesso data set. 
Una prima valutazione del modello può essere ottenuta attraverso l’analisi della 
matrice di confusione. Si riporta in figura un esempio di una matrice di confusione 
per un data set con variabile target binaria. 
 
Figura 5 – Schema di matrice di confusione con classe binaria 
Le righe della matrice indicano la classe reale e le colonne quella predetta dal 
modello. Il numero di record classificato correttamente è dato dalla somma degli 
elementi sulla diagonale principale di tale matrice (in questo caso a+d), mentre il 
numero di record classificati erroneamente è la somma delle altre celle. I record 
che ricadono nella cella b sono i cosiddetti falsi negativi, ovvero quelli che il 
classificatore ha previsto come negativi mentre sono in realtà positivi. Viceversa i 
record nella cella c sono chiamati falsi positivi. 
Esistono inoltre misure che riassumono la bontà di un classificatore in un solo 
valore. Quella usata più frequentemente è l’accuratezza definita come segue: 
 
C’è da sottolineare che l’accuratezza non sempre fornisce una misura significativa 
della bontà di un classificatore: ad esempio in un caso in cui i dati siano molto 
sbilanciati su una classe e venga predetta esclusivamente quella di maggioranza, 
l’accuratezza sarà molto alta ma il classificatore non significativo.  
Per questo motivo sono state studiate altre misure che sono in grado di mettere in 
evidenza situazioni come quella descritta precedentemente.  
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Una di queste è il costo che viene calcolato attraverso la definizione di una matrice, 
chiamata matrice dei costi, che associa un peso ad ogni cella della matrice di 
confusione. 
 
Figura 6 -  Esempio di Matrice dei costi 
 
Nella matrice illustrata in figura si ritiene più grave avere falsi negativi che avere 
falsi positivi e si ha un maggior guadagno nell’individuare i record appartenenti 
alla classe + rispetto a quelli appartenenti alla classe -. 
Il costo di un classificatore è quindi definito come segue: 
 
Mettendo a confronto diversi modelli generati, il migliore sarà quello con costo 
minore. 
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Data Warehouse 
Non esiste una definizione univoca che descriva che cosa sia un data warehouse, 
ma secondo William H. Inmon
1
, la prima persona che ne ha parlato esplicitamente, 
“un data warehouse è una raccolta di dati storici integrati, non volatile e variabile 
nel tempo, organizzata per soggetti e finalizzata al recupero di informazioni di 
supporto ai processi decisionali”. 
Tale definizione mette in evidenza alcuni aspetti fondamentali: 
 Integrazione - I dati memorizzati nel data warehouse non provengono in 
genere da un’unica sorgente (una base di dati dell’organizzazione), ma 
sono il risultato di un lungo e costoso processo di integrazione di dati 
eterogenei. 
 Orientato al soggetto - I data warehouse non includono tutti i dati 
necessari per svolgere i processi (presenti invece nelle basi di dati 
operative), ma sono organizzati attorno ai dati che rappresentano aspetti 
quantitativi (misure) di soggetti di interesse per le analisi, quali l’importo 
delle vendite (per analizzare le abitudini d’acquisto dei clienti), il costo dei 
materiali acquistati (per analizzare il flusso passivo), la quantità di prodotti 
in magazzino (per analizzare la logistica).  
 Divisione in sottoinsiemi - Generalmente il data warehouse viene 
presentato in diversi sottoinsiemi non necessariamente disgiunti, chiamati 
data mart, ognuno dei quali rappresenta un aspetto del data warehouse che 
interessa un particolare tipo di analisi. 
 Variabile nel tempo e non volatile - I dati vengono usati interattivamente 
per operazioni di ricerca e non di modifica. La collezione viene aggiornata 
periodicamente con l’aggiunta di nuovi dati o con la rimozione di quelli 
ritenuti obsoleti. Questa caratteristica rende molto più semplice la gestione 
dei lock sulle transazioni. 
 Supporto alle decisioni - I data warehouse sono progettati in funzione 
dell’analisi dei processi aziendali per valutarne le prestazioni e per 
identificare possibili aree di intervento. 
                                                     
1 Per maggiori informazioni http://en.wikipedia.org/wiki/Bill_Inmon 
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Figura 7 - Schema di costruzione ed utilizzo di un data warehouse 
Da questa definizione si capisce quanto il data warehouse sia un sistema 
profondamente differente dalle basi di dati tradizionali; da  una parte il data 
warehouse è ottimizzato per il supporto alle decisioni e quindi deve poter 
effettuare query complesse, avere record con alta dimensionalitá e poter fornire 
una visione multidimensionale sui dati. Dall’altra le basi di dati tradizionali 
sono pensate per dare un supporto di tipo operativo e questi sistemi sono quindi 
ottimizzati per effettuare frequenti operazioni di lettura e scrittura e per gestire 
in modo opportuno la concorrenza garantendo la consistenza dei dati.  
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Capitolo 2 - Business understanding 
In questo capitolo descriviamo le idee generali utilizzate per ricondurre il 
problema posto da Coop in una ben determinata strategia di knowledge discovery. 
Prima di addentrarci nella realizzazione del progetto si è analizzata la natura del 
problema, delineando le fasi che caratterizzeranno il processo di estrazione della 
conoscenza. 
L’obiettivo posto da Coop è quello di poter disporre di previsioni di volumi di 
vendita dei prodotti messi in promozione, al fine di ottimizzare il rifornimento ai 
magazzini. 
In seguito ad alcuni incontri con un responsabile marketing Coop si è resa 
necessaria la suddivisione del problema in due sottoproblemi strettamente collegati 
tra loro: 
 previsione del volume di vendita di un articolo in promozione 
 previsione che identifichi il rischio che il negozio rimanga sprovvisto 
dell’articolo in promozione (rottura di stock). 
Una volta formulato il problema si è cercato di definire quelle che sarebbero state 
le principali fasi necessarie per la realizzazione del progetto: in primo luogo si è 
resa evidente la necessità della creazione di una tabella contenente tutti i dati che  
descrivono ogni articolo in promozione e che possono essere significativi per le 
successive fasi di mining (i predittori per gli algoritmi previsionali). 
Il punto di partenza di questo lavoro è stato l’utilizzo dei dati contenuti nel data 
warehouse coop, dati relativi ad un anno di vendite nei negozi Unicoop Tirreno 
(circa 100 negozi). Sono state individuate le tabelle di interesse e le opportune 
aggregazioni dei dati e da subito è risultata evidente la necessità di lavorare con la 
tabella dei dati di vendita. Questa tabella è caratterizzata da un numero molto 
elevato di righe (926.774.117), in quanto ogni record rappresenta una battuta di 
cassa. Per questo è stato necessario avere particolari accorgimenti, descritti 
dettagliatamente nel capitolo seguente, come ad esempio la creazione di viste 
materializzate, per poter avere risultati in un tempo adeguato. 
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Per quanto riguarda il mining vero e proprio, si è cercato di definire le linee 
generali che possano portare ad una soluzione soddisfacente del problema posto da 
Coop.  
Per quel che concerne la previsione dei volumi di vendita si sono presentate due 
possibilità di analisi: 
 Classificazione 
 Regressione lineare 
Nessuna delle due metodologie risulta particolarmente adatta al problema. La 
classificazione ha il vantaggio di produrre un output di facile lettura e può essere 
anche utilizzato per estrarre conoscenza utile per il settore marketing. Lo 
svantaggio è che la classificazione lavora bene con un numero basso di classi ed è 
quindi necessario applicare una discretizzazione della variabile target con 
conseguente perdita di precisione nella previsione (si prevederanno infatti intervalli 
di volumi di vendita). 
La regressione lineare, avendo lo scopo di costruire modelli previsionali per 
variabili di tipo continuo, sembrerebbe essere la soluzione ideale per la previsione 
dei volumi di vendita. Tale metodo ha però lo svantaggio di produrre modelli da 
usare sostanzialmente come black box e non è quindi possibile ricavare da questi 
conoscenza aggiuntiva. 
In prima analisi abbiamo deciso di orientarci verso l’utilizzo degli algoritmi di 
classificazione, in quanto possono potenzialmente fornire un maggior numero di 
informazioni.  
Per poter utilizzare la classificazione è però necessario trovare un funzione 
obiettivo di tipo discreto. Successivamente verranno quindi tentate due strade di 
classificazione distinte che differiscono per la variabile da predire: 
 Intervalli di volume di vendita - si utilizza come funzione obiettivo 
un’opportuna discretizzazione della variabile indicante il volume di vendita 
di un articolo. 
 Risposta alla promozione - si prevede la variazione percentuale delle 
vendite rispetto a quelle del periodo immediatamente precedente alla 
promozione. 
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Una volta costruiti i classificatori si potrà scegliere quali di questi utilizzare o 
eventualmente ragionare su un loro possibile uso combinato. 
Per la creazione di questo tipo di classificatori, multiclasse con classi ordinali, sono 
presenti in letteratura numerose metodologie che permettono di ricondurre questo 
tipo di problema in termini di classificazione binaria.  
In [1] viene proposto un approccio in cui si prevede la costruzione di un 
classificatore binario per ogni coppia possibile delle classi tra cui predire (one-
against-one approach); questa metodologia prevede quindi la creazione K(K-1)/2 
classificatori di tipo binario, dove K rappresenta il numero delle classi della 
funzione obiettivo. I record saranno quindi classificati combinando 
opportunamente i risultati di ogni classificatore. 
In [2] si propone invece un metodo sicuramente più leggero ed elegante che 
prevede la realizzazione di K-1 classificatori. In questo metodo i risultati dei 
classificatori vengono trasformati in stime di probabilità e quindi combinate in 
modo opportuno. 
Esistono inoltre metodologie profondamente legate a tecniche matematiche [3] che 
non sono ancora ben consolidate e sono difficilmente implementabili utilizzando 
software tradizionali di data mining. 
Per la nostra tipologia di problema si preferisce però adottare una metodologia più 
classica e rapida utilizzando un unico classificatore (vedi capitolo 5). La scelta è 
quasi obbligata in quanto: 
 il progetto è soggetto a possibili variazioni e specializzazioni sulla base 
delle richieste provenienti da Coop che potranno certamente cambiare 
durante lo sviluppo del modello 
 per sua natura il modello è profondamente legato ai dati di vendita e dovrà 
essere aggiornato periodicamente (almeno una volta l’anno) per riallinearlo 
ai nuovi trend di vendita. 
E’ necessario quindi operare con una metodologia che permetta di effettuare 
modifiche sul modello in tempi ragionevoli. 
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Per ottenere buoni risultati si è dovuto lavorare molto sulla scelta e sulla 
discretizzazione della funzione obiettivo cercando un giusto trade-off tra i seguenti 
punti: 
 basso numero di classi, necessario per far lavorare al meglio gli algoritmi 
di classificazione e rendere più veloce ed intuitiva la valutazione del 
modello 
 significatività del valore predetto rispetto a successive scelte di stoccaggio 
 distribuzione il più possibile uniforme tra le classi. 
Una volta che si saranno creati questi classificatori sarà necessario definire alcuni 
criteri e/o misure che permettano di valutare e confrontare classificatori multiclasse 
con classi ordinate. Nei documenti citati  riguardanti la classificazione multiclasse 
si affrontano infatti tematiche riguardanti la metodologia di costruzione del 
classificatore, mentre per la loro valutazione si fa riferimento all’accuratezza e 
talvolta allo scarto quadratico medio, misure ritenute non sufficientemente 
significative per il nostro tipo di problema (vedi capitolo 4). 
Per quanto riguarda invece il fenomeno della rottura di stock è opportuno dedicare 
molto tempo per fornire una corretta definizione della funzione obiettivo. Nel data 
warehouse Coop non sono presenti informazioni riguardanti la quantità delle merci 
presenti in magazzino e il verificarsi delle rotture di stock dovrà essere  previsto 
partendo dall’analisi dei dati di vendita. Le linee guida forniteci dall’esperto di 
Coop sono state quelle di individuare brusche cadute nei volumi di vendita 
nell’arco di ogni giornata promozionale, in quanto i rifornimenti dal magazzino 
centrale al negozio avvengono con cadenza giornaliera. Un prodotto in promozione 
può essere quindi coinvolto in più rotture di stock all’interno di un singolo periodo 
promozionale. Si dovrà pertanto definire un modello che permetta di individuare 
all’interno dei dati di vendita questo fenomeno e che calcoli per ogni promozione il 
numero di rotture di stock che questa ha causato. 
A questo punto sarà possibile costruire un classificatore che preveda il numero di 
rotture di stock (o una discretizzazione di tale valore) per ogni promozione 
partendo dagli stessi predittori utilizzati per la predizione dei volumi di vendita.  
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Una volta realizzati i modelli si potrà rendere operativo il sistema tramite la 
realizzazione di una semplice interfaccia web: dopo avere introdotto le principali 
caratteristiche di una promozione che si intende attuare sarà possibile ottenere 
previsioni di vendita sul volume di vendita e un fattore di rischio di rottura di 
stock, valori di sicuro interesse per poter ottimizzare lo stoccaggio delle merci 
(vedi capitolo 6). 
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Capitolo 3 - Comprensione e Preparazione dei dati 
In questo capitolo viene descritta la fase di comprensione dei dati e i procedimenti 
che hanno portato alla creazione della tabella base per le operazioni successive di 
mining. 
Strumenti utilizzati 
Per la creazione della tabella per il mining un primo tentativo è stato realizzato con 
Oracle Warehouse Builder [7], ma se da una parte la metafora visuale di tale 
programma aiutava nella costruzione dell’algoritmo di popolamento, dall’altra le 
scarse prestazioni nell’esecuzione ci hanno costretto all’utilizzo di uno strumento 
alternativo. Per questo motivo è stato utilizzato il software Oracle Sql Developer 
[8] e la procedura di popolamento della tabella del mining è stata scritta 
direttamente in PL/SQL. 
Per la parte di data mining è stato utilizzato il software SPSS Clementine [9]. 
Il data warehouse Coop 
Il data warehouse su cui abbiamo lavorato è stato realizzato dal gruppo KddLab 
attraverso un processo di extract transform and load (ETL), che consiste 
nell’estrazione, trasformazione e consolidamento di dati da sorgenti eterogenee in 
un unico deposito di dati. Tale processo è stato realizzato mediante una serie di 
mapping realizzati con Oracle Warehouse Builder. Il data warehouse è accessibile 
attraverso quattro Data Mart (Pagamenti, Venduto, Punti e Classificazione). La 
nostra analisi ha fatto uso del Data Mart Venduto. 
Tabelle di interesse 
A partire dalle specifiche del Data Warehouse  abbiamo determinato le tabelle e i 
campi utili al fine del lavoro di analisi. 
Le tabelle di interesse sono: 
 Articolo  
 Marketing 
 Venduto 
 Promo 
 PromoDettaglio 
 PromoMeccanica 
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La strutturazione della promozione illustrata nel grafico seguente. 
 
Esempio esplorazione dati 
Promo 
SELECT *  
FROM PROMO; 
 
 
Dopo aver scelto una riga della tabella [ Coop Card NoFood con PromoID = 2] si 
possono determinato gli articoli legati alla promozione attraverso la seguente 
query: 
SELECT a.des_art 
FROM PromoDettaglio pd  , Articolo a 
WHERE pd.promo_ID = 2 AND a.articolo_id = pd.articolo_id 
group by des_art; 
 
che da come risultato la seguente tabella. 
Promo 
Identifica una promozione intesa come 
Sezione di un volantino pubblicitario, cioè un 
insieme di articoli in promozione 
PromoDettaglio 
Rappresenta un articolo in promozione 
in un determinato negozio 
PromoMeccanica 
Rappresenta la metodologia di 
promozione applicata all’articolo 
Articolo Negozio 
Marketing 
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Analizziamo il campo Negozio_ID per determinare cosa viene attivato in un 
negozio: 
SELECT negozio_id ,  a.des_art 
FROM PromoDettaglio pd  , Articolo a 
WHERE pd.promo_ID = 2 AND a.articolo_id = pd.articolo_id 
order by negozio_id; 
 
 
 
Possibili livelli di dettaglio  
Per la creazione della tabella di mining è stato necessario definire il livello di 
dettaglio del singolo record.  
Una riga per una promozione di un articolo 
Con questa strategia si prevede di creare una riga della tabella per ogni articolo che 
compare in una determinata promozione. 
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Il vantaggio di questa soluzione sta nell’avere dei dati di stoccaggio a livello 
globale, ma sicuramente soffre del fatto di non poter determinare quanto la 
promozione ha avuto successo nel singolo negozio. 
Ad esempio se un articolo è in promozione in un solo negozio Coop, i dati di 
vendita compressivi di quell’articolo (e anche degli articoli dello stesso segmento) 
non metteranno in luce la vera risposta alla promozione. 
Una riga per ogni promodettaglio 
Un promodettaglio individua un articolo che appartiene a una promozione in un 
determinato negozio. In questo modo possiamo avere il dettaglio della risposta alla 
promozione per ogni articolo in tutti i vari negozi dove è stata attivata la 
promozione stessa. 
La tabella di mining ha come svantaggio la dimensione (240.059 righe contro le 
42.509 della prima soluzione su un sampling del 10%) e la perdita di informazione 
a livello di stoccaggio globale. Ha comunque il vantaggio di avere informazioni più 
dettagliate e soprattutto può essere il punto di partenza per creare nuove tabelle 
aggregate in modo opportuno. 
Ad esempio possiamo pensare di aggregare promodettaglio che si riferiscono ad 
articoli nella stessa promozione nella stessa tipologia di negozio (iper/super) in 
modo da far emergere l’andamento della promozione per categorie di negozi Coop. 
E’ possibile comunque avere informazioni sullo stoccaggio globale dalla somma 
delle previsioni di vendita nei vari negozi. 
Dopo una attenta analisi questo è il livello di dettaglio che è stato scelto per la 
creazione della tabella per il mining. 
Fasi di creazione della tabella di mining 
La tabella venduto ha una granularità troppo fine rispetto alle nostre esigenze, in 
quanto un record della tabella individua una battuta di cassa e ne consegue un 
numero troppo elevato di righe. Dovendo accedervi numerose volte per la 
creazione della tabella per il mining e considerata l’inutilità del livello di dettaglio, 
abbiamo creato una vista materializzata che raggruppa il venduto di un articolo in 
un negozio in un giorno. 
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Creazione vista materializzata 
Analizziamo una stima del fattore di riduzione di record che è possibile ottenere 
attraverso l’uso delle viste materializzate. 
Prendiamo una finestra sul venduto di 50 giorni e valutiamo il miglioramento 
ottenuto. 
select count(*)  
from venduto v , orario o 
where v.orario_id = o.orario_id and negozio_id = 70 and data_id >= 600 and data_id <= 650; 
 
Risultato - 256.115 righe. 
Effettuiamo la seguente group by per simulare la creazione della vista 
materializzata con la seguente query (mantenendo le fasce orarie): 
--Senza le fasce orarie 
select count(*) from 
(select articolo_id, negozio_id, promodettaglio_id, o.fascia_oraria, data_id, count (*), sum(qta_pezzi) as 
pezzi_venduti 
from venduto v , orario o 
where v.orario_id = o.orario_id and negozio_id = 70 and data_id >= 600 and data_id <= 650 
group by articolo_id, negozio_id, promodettaglio_id, o.fascia_oraria, data_id); 
Risultato - 106.150 righe. 
Fattore divisione = 2,41x 
Se andiamo ad ignorare le fasce orarie troviamo 86.959 righe per un fattore di 
divisione pari a 2,95x. 
--Senza le fasce orarie 
select count(*) from 
(select articolo_id, negozio_id, promodettaglio_id, data_id, count (*), sum(qta_pezzi) as pezzi_venduti 
from venduto v , orario o 
where v.orario_id = o.orario_id and negozio_id = 70 and data_id >= 600 and data_id <= 650 
group by articolo_id, negozio_id, promodettaglio_id, data_id); 
 
Questi fattori sono stati calcolati sulla tabella di sampling del 10%. A parità di 
articoli, si presume che questi fattori siano sensibilmente più grandi, portando così 
un reale miglioramento delle prestazioni dei tempi di della creazione della tabella 
per il mining. 
Costruzione della tabella 
Abbiamo analizzato i dati di vendita da Gennaio 2006 a Aprile 2007 negli negozi 
Coop (522.541.764 record). Su questi dati abbiamo creato la vista materializzata 
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Pre_Tabellone_Mining di 141.990.658 record (fattore di guadagno 3,60x). La vista 
materializzata è stata creata a partire dai dati della tabella Venduto attraverso le fasi  
Tab_Step1 e Tab_Step2. 
Il primo step si occupa di aggregare le vendite degli articoli nelle quattro fasce 
orarie della giornata già presenti nel data warehouse (manteniamo questa 
informazione per l’analisi della rottura di stock). Si utilizza successivamente il 
secondo step per produrre l’informazione complessiva sulle vendite di un articolo 
nel giorno e nel determinato negozio in una unica riga della tabella. 
 
Attraverso la procedura Tab_Maker  abbiamo popolato il Tabellone_DM, la tabella 
di base su cui abbiamo effettuato il data mining. 
 
Il codice per la creazione delle viste materializzate e per il popolamento della 
tabella per il mining è riportata nell’appendice del presente lavoro. 
Campi della tabella di mining 
I campi della tabella sono l’unione dei campi presenti nelle tabelle Articolo, 
Negozio, PromoMeccanica, Promo, PromoDettaglio, e Marketing del data 
warehouse con l’aggiunta dei campi calcolati riguardanti le informazioni di vendita 
e le rotture di stock. In questo modo lasciamo al classificatore la possibilità di 
mettere in evidenza i campi più interessanti al fine del mining. Riportiamo nella 
seguente tabella i campi scelti e una loro breve descrizione. 
Pre_Tabellone_Mining 
Tabellone_DM 
 
Tab_Maker 
 
Venduto Tab_Step1 
Tab_Step2 Pre_Tabellone_Mining 
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Nome campo Descrizione 
Articolo_Id Chiave primaria di identificazione univoca di un articolo 
Des_Art Descrizione testuale dell’articolo 
FL_COOP Flag per indicare se l’articolo è a marchio Coop 
FL_BIO Flag per indicare se l’articolo è un prodotto biologico 
FL_CELIACI Flag per indicare se l’articolo è per Celiaci 
FL_DOP Flag per indicare se l’articolo è di Origine protetta 
FL_IGP Flag per indicare se l’articolo è a indicazione geografica protetta 
FL_TIPICO Flag per indicare se l’articolo è un prodotto tipico 
FL_SOLIDALE Flag per indicare se l’articolo appartiene al mercato equo e solidale 
FL_DOCG Flag per indicare se l’articolo è Docg 
FL_CARRELLO Identificazione interna Coop 
Pres_Mkt Descrizione presentazione marketing 
Rilevanza Descrizione rilevanza 
  
Negozio_Id Chiave primaria di identificazione univoca di un negozio 
Nome_Negozio Nome del negozio 
Indirizzo Indirizzo del negozio 
Localita Località del negozio 
Provincia Provincia del negozio 
Regione Regione del negozio 
Cap Cap del negozio 
Canale_Negozio Canale del negozio (iper/super/gestIn) 
Area_GEO Indicazione Area Geografica del negozio 
  
Cod_Mkt_In Codice marketing dell’articolo 
Settore Settore dell’articolo 
Cod_Sett Codice settore dell’articolo 
Reparto Reparto dell’articolo 
Cod_Rep Codice reparto dell’articolo 
Categoria Categoria dell’articolo 
Cod_Cat Codice categoria dell’articolo 
Sottocagoria Sottocategoria dell’articolo 
Cod_SottoCateg Codice sottocategoria dell’articolo 
Segmento Segmento dell’articolo 
Cod_Segmento Codice segmento dell’articolo 
  
PGR_Meccanica_Offerta Meccanica dell’offerta 
PGR_Promo PgrPromo (valore interno) 
Promozione_Nuova Indica se è una nuova promozione 
Descrizione Descrizione della promozione 
Tipo_Sconto tipologia sconto: “Valore”, “Percentuale”, “MxN”, “Erogazione 
punti”, “Taglio prezzo”, “Non disponibile” 
Percentuale_Sconto Percentuale sconto 
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Pezzi_Presi Pezzi presi 
Pezzi_Pagati Pezzi pagati 
Sconto_Valore Sconto effettuato 
Punti_Jolly Punti Jolly bonus 
Punti_Aggiuntivi Punti aggiuntivi bonus 
Soglia_Sdr Soglia SDR (valore interno) 
  
Promo_Dettaglio_ID Id del promo dettaglio 
Promo_Id Id della promozione 
Descrizione_PromoDettaglio Descrizione del promo dettaglio 
Anno Anno della promozione 
Mese  Mese della promozione 
FL_Volantino Indica se il promo dettaglio appare sul volantino pubblicitario 
FL_Distrettuale Indica se è una promozione distrttuale 
Target target promozione: tutti, solo soci, tutti + extra per soci 
Ruolo Ruolo dell’articolo 
Esposizione Tipo esposizione dell’articolo 
Data Inizio Data inizio promozione 
Data Fine Data fine promozione 
  
Canale_Promo “Super”, “GIC”, “Iper”, oppure “Non in promozione” 
Cod_Promo_UT Codice promozione interno 
Cod_Promo_IP Codice promozione interno 
Descrizione_Promo Descrizione promozione 
Tipo_Promo “Non specificata/disponibile”, “Locale”, “Distrettuale”, “Nazionale” 
  
Vend_Art_3_1 Venduto dell’articolo da 3 mesi a 1 mese prima della promozione 
Vend_Seg_3_1 Venduto del segmento da 3 mesi a 1 mese prima della promozione 
Vend_Art_1_0 Venduto dell’articolo nel mese precedente la promozione 
Vend_Seg_1_0 Venduto del segmento nel mese precedente la promozione 
Vend_Art_Promo Venduto dell’articolo in promozione 
Giorni_Promozione Giorni della promozione 
Rottura_Stock Numero rotture di stock avvenute nella promozione (calcolato) 
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Capitolo 4 - Valutazione di un classificatore multiclasse 
In questo capitolo si fornisce una metodologia per valutare e confrontare 
classificatori di tipo multiclasse con classi ordinali. 
Definizione del problema 
Una delle difficoltà incontrate durante la fase di data mining è stata quella di 
valutare la bontà dei classificatori creati. La maggior parte di questi sono infatti 
multiclasse con classi ordinali, ovvero il numero di classi da predire è maggiore di 
due e deriva da discretizzazioni di variabili continue. Questo implica che in caso di 
previsione errata, l’errore commesso è più o meno grave a seconda di quanto la 
classe predetta sia lontana dalla classe effettiva.  
Supponiamo ad esempio che la classe effettiva di un record sia 6 e che il 
classificatore preveda 5 o 7. L’errore che si compie in questo caso è sicuramente 
meno grave rispetto a una previsione di classe 13.  
Come descritto nel primo capitolo, la misura usata più di frequente è l’accuratezza, 
ma tale misura risulta essere troppo semplicistica per i tipi di classificatori che 
dobbiamo analizzare, in quanto non tiene conto in alcun modo che le classi sono 
ordinate. Vengono considerati corretti solo i record in cui la classe predetta 
coincide esattamente con la classe effettiva e sono considerati completamente 
misclassificati anche i record che vengono predetti nelle classi vicine a quella reale, 
mentre questi potrebbero essere considerati in una certa misura corretti. 
Dato che in letteratura non sono presenti particolari misure di accuratezza per tali 
problemi, abbiamo definito alcune metodologie che permettono la valutazione di 
classificatori di tipo multiclasse in modo più completo rispetto a quanto si può fare 
con il solo valore dell’accuratezza. 
Distribuzione della distanza dalla diagonale 
Per ogni record del test set viene calcolato un campo che indica la distanza tra il 
valore della classe predetta e quella reale. Se ne studia poi la distribuzione che 
fornisce un’informazione qualitativa sulla bontà del classificatore, permettendoci di 
analizzare l’entità degli errori commessi nella classificazione. 
Si può vedere tale distribuzione come un modo semplice ed intuitivo per misurare 
la diagonalità della matrice di confusione.  
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Si riportano alcuni esempi. 
Esempio 1 
 
Grafico 2 – Distribuzione della distanza tra classe predetta ed effettiva (Esempio 1) 
Come si può notare un alto numero di record appartiene alle prime classi e 
l’andamento è significativamente decrescente. Questo denota che la maggior parte 
dei record sono stati predetti correttamente o con un errore generalmente 
tollerabile. Al crescere della gravità dell’errore diminuisce il numero di record nei 
quali si è verificato un errore di tale entità. Questa distribuzione appartiene a un 
buon classificatore. 
Esempio 2 
 
Grafico 3 - Distribuzione della distanza tra classe predetta ed effettiva (Esempio 2) 
Secondo la definizione tradizionale di accuratezza questo esempio ha lo stesso 
valore del precedente (indicato dalla percentuale di record nella prima colonna). E’ 
evidente però che siamo di fronte a due situazioni molto differenti: nel primo caso i 
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record misclassificati si concentrano per la maggior parte sulle prime classi, mentre 
in quest’ultimo si distribuiscono equamente su tutte. E’ da ritenersi migliore una 
distribuzione simile a quella del caso precedente, poiché al crescere della gravità 
dell’errore diminuiscono i record nei quali si sia verificato un errore di tale entità.  
Esempio 3 
 
Grafico 4 – Distribuzione della distanza tra classe predetta ed effettiva (Esempio 3) 
In questo esempio non vi è un particolare sbilanciamento dei record e si può notare 
un andamento decrescente soltanto a partire dalla classe 7. Questo tipo di 
distribuzione fa comprendere la scarsa bontà del classificatore, in quanto vi è un 
alto numero di record in cui la classe predetta è significativamente distante dalla 
classe effettiva. 
Misure quantitative  
Oltre ad una semplice analisi qualitativa della distribuzione è spesso utile avere 
misure che diano un valore numerico, permettendo di valutare la bontà del 
classificatore in modo quantitativo. 
La misura che si vuole definire ha il compito di fornire una percentuale di 
correttezza del classificatore che tiene conto anche della distanza tra la classe 
predetta e quella effettiva. 
Tale misura può essere vista come una versione dell’accuratezza pensata per 
problemi di tipo multiclasse con variabile target ordinata. 
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Accuratezza con vettore dei pesi 
Si definisce un vettore Occorrenze di N posizioni, dove N è il numero delle 
differenti classi tra cui predire: in posizione i-esima è contenuto il numero di record 
in cui la classe predetta dista i posizioni dalla classe effettiva. 
Si definisce un vettore Pesi di N posizioni, dove nella posizione i-esima è 
contenuto un valore compreso tra 0 e 1 che identifica in che misura devono essere 
ritenuti corretti i record in cui la classe predetta dista i dalla classe effettiva. Tale 
vettore va definito per ogni problema nel modo che si ritiene più opportuno. E’ 
possibile definire anche dei pesi negativi (tra -1 e 0) qualora si ritenga che alcuni 
tipi di errori degradino fortemente la bontà di un classificatore. 
La misura è quindi definita come segue: 
 
Si riportano nella tabella tre vettori dei pesi. 
Distanza Vettore dei pesi  1 Vettore dei pesi  2 Vettore dei pesi  3 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
 
1 
0,7 
0,5 
0,2 
0 
0 
0 
0 
0 
0 
 
1 
0,7 
0,5 
0,2 
0 
0 
0 
-0,2 
-0,3 
-0,5 
 
Tabella 1 - Esempi di vettori di pesi 
 Il primo vettore considera corretti solo i record esattamente classificati 
(distanza 0 tra classe effettiva e classe predetta). Il valore trovato usando 
questi pesi coincide con quello dell’accuratezza tradizionale. 
 Il secondo vettore considera parzialmente corretti anche i record che 
vengono predetti con una certa vicinanza alla classe reale. 
 Il terzo vettore si differenzia dal secondo per l’utilizzo di pesi negativi sui 
record in cui la classe prevista si discosta molto rispetto a quella effettiva. 
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Si riportano nella tabella seguente i valori che assume la Alternative Accuracy 1 
con le distribuzioni mostrate precedentemente negli esempi e con i vettori dei pesi 
della tabella 1. 
 Esempio  1 Esempio  2 Esempio  3 
Vettore dei pesi  1 37,5% 37,5% 15,0% 
Vettore dei pesi  2 65,7% 47,6% 33,7% 
Vettore dei pesi  3 64,8% 40,9% 31,1% 
Tabella 2 - Valori di Alternative Accuracy 1 
I risultati sono concordi con le valutazioni qualitative date nel paragrafo 
precedente:  
 l’esempio 3 ha valore di Alternative Accuracy 1 minore rispetto agli altri 
casi proposti, indipendentemente dal vettore dei pesi utilizzato.  
 i valori degli esempi 1 e 2 si discostano molto nonostante abbiano lo stesso 
valore di accuratezza tradizionale (dato dal vettore dei pesi 1). 
Limitazioni della accuratezza con vettore dei pesi 
L’accuratezza con vettore dei pesi da un lato offre una semplicità di definizione, 
ma dall’altro presenta alcuni limiti di espressività: 
 non c’è differenza di valutazione per gli errori in eccesso o in difetto. 
Potrebbe essere utile pensare di valutare diversamente i due errori a 
seconda del problema analizzato. Ad esempio nello stoccaggio 
probabilmente è più conveniente immagazzinare un numero superiore di 
prodotti (ed avere quindi eventuali giacenze di magazzino) rispetto a 
stoccare meno del necessario ed andare incontro a rotture di stock 
 non c’è differenza di valutazione in base alla classe in cui avviene l’errore. 
Viene presa in considerazione la distanza tra classe reale e classe predetta e 
si trascura quale sia la classe reale rispetto a cui si è commesso l’errore. In 
alcuni casi potrebbe essere utile discriminare tra i diversi casi in base alla 
discretizzazione scelta per la variabile target. Ad esempio discretizzando 
una variabile continua in bin equipopolati si possono avere bin che 
coprono intervalli di dimensione molto diversa. In una situazione come 
questa sarebbe utile utilizzare una misura che permetta di trattare 
P a g i n a  | 39 
differentemente ogni caso, penalizzando maggiormente gli errori commessi 
nell’intorno di bin che coprono intervalli più ampi. 
L’Altervative Accuracy 1 fornisce un’idea precisa della bontà di un classificatore 
nella maggior parte delle situazioni di utilizzo. Se però le limitazioni sopra 
descritte si rivelano troppo accentuate da non poter essere trascurate, si può 
ricorrere alla generalizzazione presentata nel seguente paragrafo. 
 
Accuratezza con matrice dei pesi 
Si definisce una matrice dei pesi che viene moltiplicata membro a membro con la 
matrice di confusione. 
 
Questa misura è per certi versi simile all’analisi basata sui costi, ma se ne 
differenzia nel suo significato: vuole infatti dare una percentuale di correttezza che 
possa essere una misura sostitutiva all’accuratezza standard. 
Esempio 
Supponiamo che il classificatore creato abbia la seguente matrice di confusione: 
 Classe Predetta 
1 2 3 4 5 6 7 8 9 10 
C
la
ss
e 
R
ea
le
 
1 15 6 3 3 2 2 1 1 0 0 
2 8 14 4 3 1 1 0 0 1 0 
3 7 9 15 5 4 1 2 1 0 0 
4 3 4 6 16 3 4 2 3 2 2 
5 2 4 4 9 15 4 3 2 2 1 
6 4 3 2 5 8 19 3 4 0 1 
7 3 0 2 2 3 7 15 4 2 2 
8 1 0 4 3 3 5 8 18 2 1 
9 0 0 1 2 2 3 6 4 9 4 
10 1 0 1 0 1 2 3 7 6 14 
Tabella 3 - Esempio di matrice di confusione 
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La distribuzione della distanza dalla diagonale è compatibile con quella mostrata 
nel grafico dell’esempio 1 e come si può notare vi è una forte predominanza 
diagonale. Una caratteristica di questa matrice è la maggiore densità di record al di 
sotto della diagonale principale: ciò sta ad indicare che il classificatore tende 
generalmente a prevedere valori più bassi rispetto al valore reale. 
Si definiscono due matrici dei pesi. 
 Classe Predetta 
1 2 3 4 5 6 7 8 9 10 
C
la
ss
e 
R
ea
le
 
1 1,00 0,85 0,70 0,50 0,40 0,00 0,00 -0,50 -0,75 -1,00 
2 0,85 1,00 0,85 0,70 0,50 0,30 0,00 0,00 -0,50 -0,75 
3 0,70 0,85 1,00 0,80 0,65 0,40 0,20 0,00 0,00 -0,50 
4 0,50 0,70 0,80 1,00 0,80 0,65 0,30 0,10 0,00 0,00 
5 0,40 0,50 0,65 0,80 1,00 0,80 0,65 0,20 0,00 0,00 
6 0,00 0,30 0,40 0,65 0,80 1,00 0,75 0,60 0,20 0,00 
7 0,00 0,00 0,20 0,30 0,65 0,75 1,00 0,75 0,60 0,15 
8 -0,50 0,00 0,00 0,10 0,20 0,60 0,75 1,00 0,70 0,55 
9 -0,75 -0,50 0,00 0,00 0,00 0,20 0,60 0,70 1,00 0,70 
10 -1,00 -0,75 -0,50 0,00 0,00 0,00 0,15 0,55 0,70 1,00 
     Tabella 4 - Matrice dei pesi 1 
In questa matrice vengono penalizzati maggiormente gli errori commessi tra classi 
di valore più alto (analizzando le sottodiagonali e sopradiagonali i valori dei pesi 
diminuiscono da sinistra a destra). Se si trattasse di predire volumi di vendita si 
riterrebbero più gravi gli errori relativi ad elevati volumi che porteranno 
sicuramente a giacenze di magazzino o a perdite ben più consistenti, rispetto ad 
eventuali errori commessi sulle classi più basse. Sono inoltre presenti dei pesi 
negativi sugli errori più gravi (distanza 7,8,9), in quanto si ritiene che la loro 
presenza degradi fortemente la bontà del classificatore 
Con tale matrice dei pesi il classificatore ha valore di Alternative Accuracy 2 pari a 
70,38%. 
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 Classe Predetta 
1 2 3 4 5 6 7 8 9 10 
C
la
ss
e
 R
ea
le
 
1 1,00 0,85 0,70 0,50 0,40 0,00 0,00 -0,50 -0,75 -1,00 
2 0,75 1,00 0,85 0,70 0,50 0,30 0,00 0,00 -0,50 -0,75 
3 0,60 0,75 1,00 0,80 0,65 0,40 0,20 0,00 0,00 -0,50 
4 0,40 0,60 0,70 1,00 0,80 0,65 0,30 0,10 0,00 0,00 
5 0,40 0,40 0,55 0,70 1,00 0,80 0,65 0,20 0,00 0,00 
6 0,00 0,20 0,30 0,55 0,70 1,00 0,75 0,60 0,20 0,00 
7 0,00 0,00 0,10 0,20 0,55 0,65 1,00 0,75 0,60 0,15 
8 -0,50 0,00 0,00 0,00 0,10 0,50 0,65 1,00 0,70 0,55 
9 -0,75 -0,50 0,00 0,00 0,00 0,10 0,50 0,60 1,00 0,70 
10 -1,00 -0,75 -0,50 0,00 0,00 0,00 0,05 0,45 0,60 1,00 
Tabella 5 - Matrice dei pesi 2 
In questa seconda matrice sono sempre presenti i principi che caratterizzavano la 
precedente (penalizzazione per gli errori commessi tra le classi alte e pesi negativi), 
ma si aggiunge anche una maggiore penalizzazione per i record in cui il valore 
predetto è minore rispetto a quello reale. Riallacciandoci all’esempio della 
previsione di vendita questo sta ad indicare che si preferisce stoccare una quantità 
maggiore di merci ed andare eventualmente incontro a giacenze di magazzino. 
Con tale matrice dei pesi il classificatore ha valore di Alternative Accuracy 2 pari a 
66,50%. Diminuisce sensibilmente in quanto, come già accennato, in questo 
esempio il classificatore tende a prevedere valori più bassi rispetto a quelli reali. 
Riassumiamo nella tabella i risultati ottenuti. 
Accuratezza 
Tradizionale 
Accuratezza con 
Vettore Pesi 1 
Accuratezza con 
Vettore Pesi 2 
37,50 % 70,38% 66,50% 
Tabella 6 - Riepilogo accuratezza esempio 
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Capitolo 5 - Data Mining sulle vendite promozionali 
Nel seguente capitolo si descrivono la costruzione e la valutazione di alcuni 
modelli per la previsione dei volumi di vendita promozionali. 
Prima esplorazione dei dati 
La prima operazione di esplorazione è stata una distribuzione in base al canale di 
vendita (iper, super, gestIn). 
 
Grafico 5 - Distribuzione delle promozioni in base al canale 
Dopo aver preso visione di questa distribuzione si sono suddivisi i dati in tre tabelle 
distinte, una per ogni canale, per i seguenti motivi: 
 l’interesse di Coop è particolarmente incentrato sui canali iper 
 sono richiesti modelli differenti per ogni canale 
 la suddivisione aiuta gli algoritmi di classificazione che in caso contrario 
sarebbero costretti a lavorare con volumi di vendita profondamente 
differenti e discordanti 
 
Di seguito l’analisi si è concentrata sul venduto promozionale del canale iper 
prendendo solo in considerazione promozioni riguardanti prodotti food. Sono stati 
analizzati i volumi delle vendite attraverso una discretizzazione in bin equidistanti 
di 25 elementi ottenendo la distribuzione seguente. 
27%
49%
24%
GestInCoop Super Iper
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Grafico 6 - Distribuzione volumi di vendita iper con bin equidistanti 
Tale distribuzione va interpretata nel seguente modo: 
 il 20,53% delle promozioni ha venduto in un singolo negozio da 0 a 24 
pezzi 
 il 12,89% delle promozioni ha venduto in un singolo negozio da 25 a 49 
pezzi e così via. 
 
Dalla distribuzione emerge un gran numero di promozioni con basso volume di 
vendita: si nota infatti che oltre il 50% dei prodotti in promozione vende meno di 
125 pezzi. Questo è un risultato del tutto inaspettato se si pensa che tali dati di 
vendita sono relativi a negozi del canale iper e calcolati su un periodo di vendita in 
promozione di 15 giorni. 
Approfondendo l’analisi è emerso che in molti casi l’articolo in promozione ha un 
venduto pari a zero elementi. Indipendentemente dalle motivazioni possibili 
(popolamento incompleto della base di dati, promozioni mai attivate in alcuni 
negozi), ai fini della nostra analisi si è deciso di ritenere non significative tutte le 
promozioni con meno di 5 pezzi venduti. Queste promozioni sono state eliminate 
dalle tabelle ed è stata ottenuta la seguente distribuzione. 
0
5
10
15
20
25
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
P
e
rc
e
n
tu
al
e
 R
e
co
rd
Bin
P a g i n a  | 44 
 
Grafico 7 – Distribuzione volumi di vendita con sbarramento a 5 pezzi 
La distribuzione è sensibilmente migliorata, ma rimane comunque molto 
sbilanciata e, come si vedrà in seguito, tale sbilanciamento è andato a complicare le 
successive fasi di data mining. 
Come primo tentativo abbiamo provato a creare un albero di classificazione 
direttamente con i dati presenti nella tabella iper, ma il software di mining non è 
riuscito a costruire il modello, molto probabilmente a causa dei dati troppo 
contraddittori sui volumi di vendita di promozioni attivate in ipermercati differenti.  
Per validare questa ipotesi abbiamo utilizzato il seguente stream. 
 
Stream 1 - Differenza tra bin di venduto tra negozio 40 e negozio 102 
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Si prendono in esame due negozi iper (nell’esempio il negozio 40 di Viterbo e il 
negozio 102 di Benevento) e per entrambi viene discretizzato il valore dei volumi 
di vendita promozionale in bin da 25 elementi. Si effettua poi la join per unire le 
promozioni uguali (ogni promozione è identificata da cod_promo, Articolo_id, 
data di inzio e data di fine).  
A questo punto viene calcolato un nuovo campo utilizzando la seguente formula: 
abs(VEND_ART_PROMO_NEG_1 - VEND_ART_PROMO_NEG2) 
Tale valore rappresenta la distanza in termini di bin tra le vendite dei due negozi 
presi in considerazione. Si mostra la distribuzione della distanza nel seguente 
grafico. 
 
Grafico 8 - Distanza di bin tra iper di Viterbo e iper di Benevento 
Tale distribuzione va interpretata nel seguente modo: 
 solo il 6,54% delle promozioni ricade all’interno dello stesso bin di vendite 
 il 10,3% delle promozioni si collocano in due bin differenti ma adiacenti 
tra loro   
  l’8,41% delle promozioni si collocano in due bin che distano tra loro di 
uno e così via. 
L’andamento della distribuzione è pressoché lineare per tutte le coppie di iper e 
questo conferma le profonde differenze tra i volumi di vendita promozionali di due 
negozi. 
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Si presentano quindi le seguenti possibilità di mining: 
 aggregare per promozione calcolando le medie sui dati di vendita e sui 
dati relativi alle rotture di stock - soluzione più generale, ma l’albero 
prevede valori medi di vendita e non si ha pertanto un’indicazione precisa 
su quanta merce stoccare nel singolo punto vendita 
 costruire un albero ad hoc per ogni iper - soluzione meno generale  che 
richiede lo sviluppo di un maggior numero di modelli, ma produce 
complessivamente previsioni più vicine alle vendite reali per ogni negozio. 
Tra queste due possibilità è stata scelta la seconda, in quanto tali volumi di vendita 
sono sicuramente di maggiore interesse per Coop ed inoltre i negozi iper 
appartenenti a Unicoop Tirreno sono pochi (9 negozi) e non è quindi 
particolarmente oneroso sviluppare un classificatore per ogni negozio.  
Tutte le analisi, le fasi di mining, e la valutazione dei risultati descritte nei seguenti 
paragrafi sono state eseguite prendendo in considerazione i dati di vendita relativi 
all’iper di Viterbo. Questo negozio è stato scelto come rappresentante significativo 
della categoria per il numero di promozioni attivate e i volumi di vendita in linea 
con gli altri; su di esso sono stati costruiti i classificatori ed effettuate le 
valutazioni. Per gli altri iper è possibile realizzare classificatori e valutarli con 
metodologie analoghe. 
Predizione classe di vendita assoluta 
La scelta della variabile target è stato uno dei passaggi più delicati di tutta la fase 
dei mining. I principali problemi che si sono presentati sono riassunti nei punti 
seguenti: 
 per sua natura la variabile che rappresenta il volume di vendita di un 
articolo è di tipo continuo e per potere applicare algoritmi di 
classificazione è necessario discretizzarla 
 la distribuzione dei volumi di vendita è fortemente sbilanciata su bassi 
valori  
 la distribuzione dei volumi di vendita è molto sparsa: i valori sono 
compresi tra 0 e 105.650 e l’80% delle promozioni ha venduto meno di 
500 pezzi. 
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Discretizzazione con bin di larghezza fissa 
Un primo tentativo è stato quello di discretizzare tale variabile con bin di larghezza 
fissa.Tale tipo di discretizzazione da un lato presenta sicuramente il vantaggio di 
essere molto precisa, ma dall’altro produce un numero troppo elevato di classi. 
Nonostante sia stata progressivamente aumentata l’ampiezza dei bin, il numero 
delle classi rimane grande e aumenta lo sbilanciamento dei dati con conseguente 
diminuzione di precisione nella predizione. 
Si riportano di seguito alcuni esempi di discretizzazione: 
Larghezza Bin Numero Classi Percentuale di record 
nelle prime 3 classi 
10 965 18,38% 
25 572 32,63% 
50 382 47,28% 
100 249 64,28% 
Tabella 7 - Esempi di discretizzazione con bin equidistanti 
Con un numero di classi così elevato gli algoritmi di classificazione non riescono a 
generare modelli con alta accuratezza. 
Discretizzazioni alternative 
Come alternativa si è provato a discretizzare la variabile utilizzando bin 
equipopolati. Impostando 20 bin abbiamo ottenuto la seguente discretizzazione. 
Numero 
Bin 
Limite 
Inferiore 
Limite 
Superiore 
1 >= 6 < 14 
2 >= 14 < 23 
3 >= 23 < 35 
4 >= 35 < 51 
5 >= 51 < 67 
6 >= 67 < 87 
7 >= 87 < 108 
8 >= 108 < 134 
9 >= 134 < 160 
10 >= 160 < 192 
11 >= 192 < 227 
12 >= 227 < 264 
13 >= 264 < 314 
14 >= 314 < 380 
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15 >= 380 < 469 
16 >= 469 < 591 
17 >= 591 < 741 
18 >= 741 < 1014 
19 >= 1014 < 1588 
20 >= 1588 <= 30611 
Tabella 8 - Discretizzazione con bin equipopolati 
Anche questa discretizzazione non è particolarmente adatta: da un lato è poco 
interessante sapere se un prodotto venderà tra 6 e 14 pezzi o da 14 a 23, dall’altro è 
estremamente vago sapere che venderà più di 1600 pezzi. 
Si è quindi raffinata la discretizzazione cercando di soddisfare i punti seguenti: 
 Basso numero di classi (20) 
 Significatività del valore predetto rispetto a successive scelte di stoccaggio 
 Distribuzione il più possibile uniforme tra le classi 
La discretizzazione scelta è mostrata nella seguente tabella. 
Limite 
Inferiore 
Limite 
Superiore 
Numero 
Bin 
>= 6 < 25 1 
>= 25 < 50 2 
>= 50 < 75 3 
>= 75 < 100 4 
>= 100 < 150 5 
>= 150 < 200 6 
>= 200 < 250 7 
>= 250 < 300 8 
>= 300 < 400 9 
>= 400 < 500 10 
>= 500 < 600 11 
>= 600 < 700 12 
>= 700 < 800 13 
>= 800 < 1000 14 
>= 1000 < 1250 15 
>= 1250 < 1500 16 
>= 1500 < 2000 17 
>= 2000 < 3000 18 
>= 3000 < 5000 19 
>= 5000 <= 30611 20 
Tabella 9 - Discretizzazione scelta per il mining 
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La distribuzione dei volumi di vendita promozionale nelle classi è riportata nel 
seguente grafico. 
 
Grafico 9 - Distribuzione dei volumi di vendita discretizzato in 20 bin 
Su questa discretizzazione è stato utilizzato l’algoritmo c5.0 di Clementine per 
costruire un modello previsionale. 
Costruzione dei modello 
Riportiamo lo stream utilizzato per la creazione del modello relativo alla variabile 
volume di vendita. 
 
Stream 2 - Stream per la creazione del modello per Volume di vendita 
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I predittori scelti sono quelli già illustrati nel capitolo precedente, ma non sono stati 
inclusi quelli che identificano l’articolo (articolo_id, nome articolo, descrizione 
articolo): infatti se tali variabili fossero utilizzate dal classificatore porterebbero ad 
un modello troppo specifico e non generalizzabile (si pensi ad esempio a situazioni 
in cui gli articoli non sono mai stati messi in promozione e quindi non presenti al 
momento della creazione del modello). 
Per motivi analoghi non è stato utilizzato l’attributo segmento (il livello più 
dettagliato di segmentazione dei prodotti secondo il marketing), in quanto l’utilizzo 
di tale variabile degrada l’accuratezza del classificatore generando overfitting. Per 
questa ragione nella gerarchia delle categorie di marketing dei prodotti ci siamo 
arrestati alla sottocategoria. 
Prima di passare alla fase di creazione vera e propria del modello, si è suddiviso il 
data set disponibile in due partizioni: Training Set (70% di record), sul quale viene 
costruito il classificatore e Test Set (30% dei record), i cui record sono usati per 
testare la bontà del modello creato e non partecipano in alcun modo alla creazione 
del classificatore. 
La divisione dei record fra due insiemi viene eseguita dal nodo Partizione in 
modalità Random. Come alternativa avremmo potuto dividere i record prendendo 
in considerazione due periodi temporali consecutivi, costruendo il modello sui 
record appartenenti al primo periodo ed effettuando le valutazioni sui record 
appartenenti a quello successivo. Non è stato possibile utilizzare questo approccio 
(che simula in qualche modo quello che è il reale utilizzo del classificatore), in 
quanto i dati promozionali a nostra disposizione coprono un solo anno di vendita e 
per costruire un modello sufficientemente generale in questi termini sarebbe stato  
necessario avere un periodo superiore (si pensi alla differente risposta a promozioni 
a seconda del mese in cui questa viene attuata, ad esempio per prodotti stagionali). 
I parametri usati per costruire il classificatore creato sono mostrati nella seguente 
tabella. 
Severità taglio 80 
Numero minimo figli per ramo 3 
Utilizzo boosting No 
Modello di output Albero di decisione 
Tabella 10 - Parametri per creazione modello su volumi di vendita 
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Analisi del classificatore 
Si mostrano in seguito l’accuratezza e la matrice di confusione sul training set ed in 
seguito sul test set. 
 
Tabella 11 - Matrice di confusione del modello sul Training set 
 
 
Tabella 12 - Matrice di confusione del modello sul Test set 
 
Il valore dell’accuratezza è migliore nell’analisi condotta nel  training set, ma in 
entrambi i casi si apprezza comunque una forte diagonalità nella matrice di 
confusione, a dimostrazione della buona qualità del classificatore. 
Andiamo a condurre un’analisi in accordo alla metodologia introdotta nel capitolo 
precedente, ovvero la valutazione della distribuzione della distanza diagonale e 
dell’accuratezza alternativa. 
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Tabella 13 - Distribuzione distanza tra classe  predetta e classe effettiva 
Nonostante l’accuratezza del classificatore non sia particolarmente alta sul test set 
(22.45%), si ha una forte concentrazione di record la cui classe predetta è molto 
vicina alla classe effettiva. A riprova di questo si sottolinea che più del 50% dei 
record si colloca sulle prime tre classi. Per calcolare l’Alternative Accuracy si 
utilizzano i vettori dei pesi riportati in tabella. 
Distanza Vettore dei Pesi 1 Vettore dei Pesi 2 
0 1 1 
1 0,9 0,85 
2 0,8 0,7 
3 0,7 0,6 
4 0,6 0,5 
5 0,5 0,4 
6 0,3 0,3 
7 0,2 0,2 
8 0 0 
9 0 0 
10 0 0 
11 0 -0,5 
12 0 -0,5 
13 0 -0,5 
14 0 -0,5 
15 0 -1 
16 0 -1 
17 0 -1 
18 0 -1 
19 0 -1 
Tabella 14 - Vettori dei pesi per calcolo Alternative Accuracy 
Di seguito è riportato il confronto tra i valori di accuratezza ottenuti su questo 
modello. 
Accuratezza  
Tradizionale 
Accuratezza con  
Vettore Pesi 1 
Accuratezza con  
Vettore Pesi 2 
22,45% 72,37% 65,83% 
Tabella 15 - Riepilogo accuratezza del modello 
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Predizione variazione percentuale 
Per far fronte ai problemi di sbilanciamento nei dati di vendita si è definita una 
nuova funzione obiettivo, cercando di prevedere non un valore assoluto di vendite, 
ma la variazione percentuale rispetto ai 15 giorni precedenti alla promozione. 
Questa variazione individua infatti quella che è la reale risposta di vendita. 
Nelle analisi seguenti sono state escluse le promozioni il cui il venduto nei mesi 
precedenti è nullo (probabilmente si tratta infatti di promozioni realizzate 
appositamente per lanciare il prodotto sul mercato). Nel grafico è mostrata una 
prima analisi delle variazioni percentuali. 
 
Grafico 10 - Variazioni percentuali di venduto promozionale 
Come è naturale aspettarsi la maggioranza dei prodotti in promozione aumenta le 
vendite rispetto al periodo precedente. 
A seguito di ulteriori analisi si è definita una suddivisione in intervalli di variazioni  
percentuali con le seguenti proprietà: 
 informazione il più possibile precisa sul volume di vendita di un’articolo 
cercando di definire intervalli piccoli 
 basso numero delle classi per agevolare il lavoro degli algoritmi di 
classificazione e rendere più semplice ed intuitiva la valutazione dei 
modelli 
 equi-distribuzione sulle classi (compatibilmente con le altre proprietà) 
4%
5%
91%
Minore (< -20%) Uguale (+ o - 20 %) Maggiore (> +20%)
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La suddivisione scelta per le successive fasi di mining è la seguente: 
Valore Significato 
1 Meno del mese prima (variazione >= -20/%) 
2 Uguale al mese prima (variazione compresa tra +20% e -20%) 
3 Più del mese  prima 1 (variazione compresa tra + 20% e +100%) 
4 Più del mese  prima 2 (variazione compresa tra il +100% e il 200%) 
5 Più del mese  prima 3 (variazione compresa tra il +200% e il 300%) 
6 Molto più del mese prima 1 (variazione compresa tra il +300% e il 500%) 
7 Molto più del mese prima 2 (variazione compresa tra il +500% e il 1000%) 
8 Molto più del mese prima 3 (variazione compresa tra il +1000% e il 1500%) 
9 Veramente di più del mese prima 1 (variazione compresa tra il +1500% e il 2500%) 
10 Veramente di più del mese prima 2 (variazione >= 2500%) 
Tabella 16 - Definizione delle classi per variazione percentuale 
Utilizzando la definizione delle classi di variazione, otteniamo la distribuzione 
delle promozioni.  
 
Grafico 11 - Distribuzione delle promozioni nelle classi di variazione percentuale 
Un alto numero di promozioni ha un forte incremento delle vendite, come si può 
notare della concentrazione di record nella classe 7 e 10. 
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Di seguito è mostrato come si distribuiscono i settori food sulle classi di variazione 
percentuale. 
 
Grafico 12 - Distribuzione dei settori all'interno delle classi di variazione 
Questo grafico mette in evidenza un aspetto significativo sui dati. Si nota che le 
promozioni appartenenti al settore dei freschissimi hanno una risposta 
relativamente bassa: la maggior parte di queste promozioni si concentra sulle prime 
4 classi, ovvero quelle dove il prodotto vende poco di più o addirittura meno 
rispetto al periodo precedente. 
Ottima è la risposta all’acquisto di freschi in promozione che arriva talvolta ad 
eguagliare quella sui grocery (come avviene nella classe 9). 
Costruzione del modello 
La costruzione di questo modello è sostanzialmente analoga a quella effettuata per i 
volumi di vendita. Rimane infatti invariata la suddivisione scelta per training e test 
set, e non cambiano i predittori utilizzati. 
Il primo filtro dello stream elimina tutti i record in cui il venduto nel mese 
precedente è pari a 0 (nuovi articoli immessi nel mercato), in quanto sarebbe 
impossibile per questi definire la variazione percentuale delle vendite. Solo dopo 
l’esecuzione del nodo Variazione Percentuale si crea la variabile contenente i 
valori della variazione percentuale discretizzati come visto in precedenza. 
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Stream 3 – Stream per la creazione del classificatore per Variazione percentuale 
 
I parametri principali utilizzati per la costruzione sono mostrati nella seguente 
tabella. 
Severità taglio 45 
Numero minimo figli per ramo 3 
Utilizzo boosting No 
Modello di output Insieme di regole  
Tabella 17 - Parametri di configurazione per creazione modello 
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Analisi del modello 
Come prima analisi del modello si analizza l’accuratezza e la matrice di confusione 
sul  training e sul test set. 
 
Tabella 18 - Matrice di confusione del modello sul Training set 
 
 
 
Tabella 19 - Matrice di confusione del modello sul Test set 
 
In entrambi i casi vi è un’evidente diagonalità della matrice di confusione. 
Analizziamo la distribuzione della distanza tra classe predetta e classe effettiva sul 
test set. 
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Grafico 13- Distribuzione distanze tra classe predetta e classe effettiva 
Come si può notare tale distribuzione è fortemente decrescente: ben il 76% dei 
record si colloca nelle prime tre classi dove l’errore è nullo o generalmente 
accettabile. 
Come ultima analisi del modello si definiscono due vettori dei pesi e si analizza 
l’accuratezza. 
Distanza Vettore dei Pesi 1 Vettore dei Pesi 2 
0 1 1 
1 0,8 0,8 
2 0,5 0,5 
3 0,3 0,3 
4 0 0 
5 0 0 
6 0 -0,5 
7 0 -0,8 
8 0 -1 
9 0 -1 
Tabella 20 - Vettori dei pesi per calcolo Alternative Accuracy 
Il primo vettore considera parzialmente corretti anche i record con classe predetta 
fino a distanza 3 dalla classe reale. Con il vettore dei pesi 2 si vuole penalizzare 
fortemente i record con una grande distanza tra classe predetta e classe effettiva. 
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Di seguito è riportata il confronto tra i valori di accuratezza ottenuti su questo 
modello: 
Accuratezza 
Tradizionale 
Accuratezza  
Vettore Pesi 1 
Accuratezza  
Vettore Pesi 2 
32,70% 66,10% 62,60% 
Tabella 21 - Riepilogo accuratezza del modello 
Interessante notare quanto siano vicini i risultati di accuratezza con il vettore dei 
pesi 1 e 2. Questo a riprova della bontà del classificatore: questa situazione 
evidenzia infatti il basso numero di record con classificazione totalmente errata. In 
caso contrario la differenza sarebbe stata più marcata.  
Generalizzazione del modello 
Nei paragrafi precedenti si sono evidenziate le forti differenze dei volumi di 
vendita tra un negozio e l’altro e quindi la necessità della creazione di un 
classificatore distinto per ogni negozio in caso di previsione assoluta. 
La variazione percentuale di un prodotto in promozione è (o dovrebbe essere) 
molto più uniforme, in quanto tale valore indica la risposta ad una promozione che 
in teoria dovrebbe essere simile su tutti i negozi. 
Per verificare questo si è provato ad applicare il modello appena presentato (creato 
sul data set promozionale relativo al solo negozio di Viterbo) a tutto il data set iper. 
Oltre a valutare se sia possibile generalizzare il classificatore, si vogliono anche 
individuare comportamenti comuni a tutti gli ipermercati attraverso l’uso delle 
regole associative. 
 
Grafico 14 - Distanza tra classe predetta ed effettiva nel modello generalizzato 
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Il grafico 14 rappresenta la distribuzione della distanza tra classe predetta e classe 
effettiva nel modello applicato a tutto il data set iper. Come si vede la situazione è 
sensibilmente peggiorata. L’andamento è comunque decrescente ed i record in cui 
la classe predetta ha una distanza compresa tra 0 e 2 sono sempre in maggioranza 
(66,8%). 
Per completezza si riporta di seguito anche il confronto tra i valori di accuratezza 
ottenuti su questo modello utilizzando i vettori dei pesi mostrati in precedenza. 
Accuratezza 
Tradizionale 
Accuratezza con 
Vettore Pesi 1 
Accuratezza con 
Vettore Pesi 2 
26,00% 51,90% 47,80% 
Tabella 22 - Riepilogo accuratezza modello generalizzato 
 
Regole associative  
Creando il classificatore come insieme di regole associative è possibile trovare 
fenomeni comuni a tutti gli ipermercati. Per ogni regola si verifica: 
 il supporto – che indica la quantità di record su cui è verificata regola  
 la confidenza – che da un’idea di quanto sia accurata quella regola 
Si riportano in tabella alcuni esempi di regole con i valori di supporto e confidenza 
valutate sul modello generalizzato a tutti gli iper. 
Regola Supporto 
Confidenza 
Precisa 
Confidenza 
Tolleranza 1 
Confidenza 
Tolleranza 2 
se CATEGORIA = ZUCCHERO E 
DOLCIFICANTI 
e FL_VOLANTINO = No 
e VEND_ART_1_0 > 37 
allora 2 
47 23% 82% 93% 
se CATEGORIA = 'ALIMENTI INFANZIA' e 
VEND_ART_1_0 > 275 
allora 3 
138 50% 
82% 
 
97% 
se CATEGORIA = CONSERVE DI FRUTTA 
e MESE = 8 
allora 5 
113 24% 65% 86% 
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se CATEGORIA = YOGURT 
e DESCRIZIONE = TAGLIO PREZZO 
e MESE = 9 
e VEND_ART_1_0 > 54 
e VEND_SEG_1_0 <= 4487 
allora 6 
110 35% 65% 82% 
se CATEGORIA = 'PASTA FRESCA' e 
MESE = 10 e 
VEND_ART_1_0 > 51 
allora 7 
42 38% 57% 78% 
se FL_COOP = Si 
e CATEGORIA = BISCOTTI 
e FL_VOLANTINO = Si 
e VEND_ART_1_0 <= 275 
allora 8 
52 25% 61% 78% 
Tabella 23 - Regole associative per variazione percentuale sul modello generalizzato 
Sono stati riportati tre differenti valori di confidenza: la prima considera corretti 
unicamente i record che sono esattamente della classe predetta, le altre due 
ammettono come corretti anche quelli in cui la previsione si discosta al massimo di 
1 (nella tolleranza 1) o 2 (nella tolleranza 2). Per le regole presentate il calcolo del 
supporto e delle varie forme di confidenza è stato eseguito con uno stream di 
Clementine attraverso la specializzazione su una particolare regola.  
 
Stream 4 - Calcolo supporto e confidenza per le regole associative 
E’ tuttavia auspicabile la creazione di uno stream generico utilizzando uno script 
che calcoli automaticamente questi valori su tutte le regole presenti nel 
classificatore, in modo da facilitare l’individuazione di regole particolarmente 
significative. 
P a g i n a  | 62 
Confronto tra le due variabili target 
Vengono di seguito brevemente schematizzati i vantaggi e gli svantaggi delle due 
variabili target che sono state definite. 
Volume di vendita 
 Vantaggi - Per come è definita la variabile è possibile effettuare un 
opportuno raffinamento venendo incontro alle esigenze specifiche di Coop. 
Se ad esempio lo stoccaggio avviene con una grana dell’ordine del 
centinaio di pezzi non ha senso definire classi con granularità minore 
 Svantaggi - Come già evidenziato questa variabile è soggetta a un forte 
sbilanciamento dei dati e in caso di raffinamenti degli intervalli può essere  
necessario trovare strategie per diminuire tale fenomeno. 
Variazione percentuale 
La variazione percentuale di vendita ha invece caratteristiche per certi versi 
complementari alla variabile dei volumi di vendita. 
 Vantaggi - Ha un migliore bilanciamento ed è più facile mantenerlo anche 
in seguito a richieste di variazione degli intervalli 
 Svantaggi - Gli intervalli di variazione percentuale definiscono un range in 
cui si collocherà il numero di vendite del prodotto in questione. Per la 
natura di questa variabile l’ampiezza del range di vendita cambia a seconda 
del numero di vendite del periodo precedente. Supponiamo di avere un 
prodotto che appartenga alla classe 4 (variazione compresa tra il +100% e 
il 200%) e che nei 15 giorni precedenti abbia venduto 10 pezzi: allora la 
vendita promozionale sarà compresa tra 20 e 30 pezzi. Se appartiene alla 
stessa classe ma che il mese prima abbia venduto 200 pezzi, avrà un 
intervallo di vendite tra i 400 ed i 600 pezzi. Alla luce di ciò è evidente che 
non è possibile fissare una granularità per la previsione dei volumi di 
vendita.  
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Compatibilità tra i due classificatori 
Una volta creati ed analizzati i due classificatori si è voluto verificare quanto le 
previsioni che questi producono siano coerenti tra loro. 
Per valutare la compatibilità si è creato il seguente stream. 
 
Stream 5 - Valutazione compatibilità dei due classificatori 
Come data set si sono utilizzati i dati promozionali del negozio di Viterbo, avendo 
costruito entrambi i modelli a partire da questi. 
I passi eseguiti sono i seguenti: 
 per prima cosa si è applicato il classificatore che prevede l’intervallo di 
variazione percentuale delle vendite a tutto il data set 
 si sono quindi stimati gli estremi superiori ed inferiori dei volumi di 
vendita in relazione agli intervalli di variazione percentuale predetti. 
 da questi estremi espressi in numeri di pezzi si sono ricavati gli estremi in 
termini di bin in accordo con  la discretizzazione mostrata precedentemente 
in tabella 9 
 si è applicato sul data set il classificatore che prevede gli intervalli dei 
volumi di vendita 
 si è verificato se il bin predetto da quest’ultimo fosse compreso tra i due 
bin estremi predetti dall’altro classificatore. Se questo non avviene si 
calcola la differenza rispetto all’estremo più vicino. 
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Nel grafico seguente sono mostrati i risultati di tali analisi. 
 
Grafico 15 - Analisi compatibilità tra i due modelli 
I record che rientrano nella classe 0 sono quelli che hanno ottenuto due previsioni 
compatibili. Come è possibile notare da questa distribuzione quasi la metà dei 
record sono risultati compatibili, inoltre tale distribuzione decade rapidamente e 
questo indica che i classificatori creati sono fortemente compatibili. 
Tale risultato è sicuramente positivo per le seguenti motivazioni: 
 Qualità dei classificatori - La compatibilità tra i due classificatori ci 
fornisce un’ulteriore indicazione sulla buona qualità dei classificatori 
creati. 
 Uso Combinato - In futuro sarà possibile utilizzare i due classificatori in 
modo combinato. Se i due classificatori su una stessa promozione 
prevedono valori tra loro coerenti si avrà in una maggiore sicurezza della 
validità del valore predetto.  
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Capitolo 6 - Data mining sulla rottura di stock 
Nel seguente capitolo viene proposta una definizione formale del fenomeno della 
rottura di stock e si descrivono alcuni modelli predittivi per tale fenomeno. 
Natura del problema e stato dell’arte 
La rottura di stock di un prodotto è il fenomeno per cui il numero di pezzi presenti 
in un negozio è inferiore alla sua richiesta. Questo causa la mancanza di 
disponibilità del prodotto sugli scaffali. Tale fenomeno è generalmente collegato ad 
eventi promozionali che accrescono la richiesta di un articolo e che possono 
determinare il suo esaurimento. 
La rottura di stock è da evitarsi principalmente per le seguenti motivazioni: 
 Scarsa qualità del servizio offerto - la mancanza di merce sugli scaffali 
degrada il servizio che viene fornito dal negozio creando scontento nella 
clientela. Rotture di stock particolarmente frequenti possono essere uno dei 
motivi che portano all’abbandono da parte del cliente.  
 Mancati guadagni - ogni rottura di stock rappresenta per un negozio 
un’occasione di guadagno mancato che, a seconda della risposta ad una 
promozione, può essere particolarmente significativo. Si pensi alle 
promozioni in cui l’incremento delle vendite è superiore al 2.500%: in 
questi casi è possibile vendere in 15 giorni la stessa quantità che il prodotto 
vende nell’arco di un anno. 
 
Differenti sono le cause che possono portare alla mancanza di merci sugli scaffali. 
La più frequente è l’errata stima del volume di vendita e di conseguenza uno 
stoccaggio inferiore di merci rispetto alla richiesta effettiva. Altre cause possono 
essere ritardi, mancata consegna dal magazzino generale al negozio o mancato 
rifornimento sugli scaffali di prodotti presenti nel magazzino locale. 
Esistono due tipologie di rottura di stock: 
 A livello di magazzino, nel caso in cui il magazzino si trovi in difetto di 
merci durante il periodo di promozione ed è quindi impossibilitato a 
rifornire i negozi 
 A livello di negozio, quando il negozio rimane sprovvisto di merci 
nell’arco di una singola giornata di promozione, ad esempio per 
rifornimenti insufficienti 
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Per rilevare le rotture di stock del primo tipo sarebbe necessario avere a 
disposizione i dati relativi allo stoccaggio delle merci nel magazzino, mentre la 
seconda tipologia può essere trattata a partire dai dati di vendita a nostra 
disposizione. 
I pochi modelli esistenti che si occupano di questo fenomeno individuano rotture di 
stock analizzando l’andamento delle vendite su tutto il periodo promozionale. 
Nella catena Coop il rifornimento dal magazzino ai negozi avviene con cadenza 
giornaliera, per cui le rotture di stock si possono verificare all’interno della singola 
giornata di vendita. E’ dunque possibile avere più rotture di stock all’interno di una 
promozione. 
Il nostro tipo di problema si discosta dai modelli esistenti e per questo è stato 
definito un modello ad hoc. 
Definizione del modello per la rottura di stock 
Il modello è stato realizzato in modo costruttivo/incrementale, cercando di 
catturare tutti i possibili scenari di vendita, descrivendo le condizioni nelle quali si 
ha rottura di stock. 
Per modellare questo fenomeno a livello di negozio si è scelto di utilizzare la 
divisione in quattro fasce orarie della giornata presente nel data warehouse. 
 Condizione 1: Brusca decrescita percentuale 
Come già accennato, il modello in prima approssimazione ha come obiettivo la 
rilevazione di brusche cadute nei volumi di vendita tra le fasce orarie. Per questo 
analizziamo la variazione percentuale tra il venduto in fasce orarie consecutive e se 
tale variazione supera una soglia stabilita (default -90%) assumiamo si sia 
verificata una rottura di stock. 
Mattina Pranzo Pomeriggio Sera 
40 30 2 1 
Tabella 24 - Scenario con rottura di stock 
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Nell’esempio si verifica rottura di stock tra le fasce Pranzo e Pomeriggio. 
Considerando unicamente le variazioni percentuali tra le fasce orarie si hanno però 
due possibili anomalie non catturate da questa prima formulazione del modello: 
 Condizione 2: Ripresa delle vendite 
Mattina Pranzo Pomeriggio Sera 
40 2 10 10 
Tabella 25 - Scenario con ripresa delle vendite 
Se si verifica una brusca caduta delle vendite in una fascia interna (tale da 
soddisfare la condizione 1), ma successivamente le vendite riprendono, è evidente 
che questa non è una rottura di stock. Per tener conto di questo aspetto si verifica 
che le vendite nelle fasce orarie successive alla caduta si attestino al di sotto una 
soglia stabilita, in altre parole non vi sia una ripresa significativa delle vendite. 
Al fine di garantire una maggiore flessibilità, tale valore di soglia è calcolato 
dinamicamente con la seguente formula: 
 
Il valoreCritico è il valore di vendita della fascia che ha causato la rottura di stock 
(nello scenario appena illustrato è il valore delle vendite nella fascia pranzo). 
 Condizione 3: Bassi volumi di vendita 
Mattina Pranzo Pomeriggio Sera 
2 1 1 0 
Tabella 26 - Scenario con bassi volumi di vendita 
In questo scenario il modello con le sole variazioni percentuali (condizione 1) 
indicherebbe la presenza di una rottura di stock (vi è infatti una variazione 
percentuale del -100% nella fascia della sera). In realtà si tratta evidentemente di 
un prodotto che ha vendite molto basse e dunque non si tratta di un caso di rottura 
di stock. Per gestire correttamente tali situazioni si introduce una nuova soglia che 
determina il minimo numero di pezzi venduti che deve precedere una rottura di 
stock (valore di default 5). 
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 Condizione 4: Decrescita percentuale graduale  
Questa’ultima ottimizzazione rischia però di mascherare alcuni casi di rottura di 
stock. 
Mattina Pranzo Pomeriggio Sera 
25 4 0 0 
Tabella 27 - Scenario di vendite con decrescita graduale 
In questo scenario vi è una forte decrescita percentuale tra pranzo e pomeriggio che 
soddisfa la condizione 1, ma non verrebbe considerato come rottura di stock in 
quanto non è verificata la condizione 3 (il numero di pezzi venduti prima della 
brusca decrescita percentuale è infatti più basso rispetto alla soglia prevista). In 
casi come questi infatti la decrescita percentuale è graduale e coinvolge più fasce 
orarie. 
Per porre rimedio al problema si introduce nel modello una seconda soglia di 
variazione percentuale che viene impostata con un valore più basso rispetto a 
quello definito nella condizione 1 (default -70%). 
A questo punto nel caso in cui si verifichi una forte variazione percentuale tale da 
verificare la condizione 1, ma non la condizione 3, si utilizza la soglia percentuale 
più bassa nelle fasce orarie precedenti, per individuare anche i casi in cui la 
diminuzione delle vendite sia a cavallo di più fasce orarie. 
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Considerazioni sul modello 
Per validare il modello creato ed effettuare il tuning dei parametri relativi alle 
soglie abbiamo scelto un set di scenari significativi e abbiamo chiesto a un 
responsabile di Coop di indicarci, secondo la sua esperienza, in quali situazioni si 
verificava la rottura di stock.  
Una volta che il modello è stato validato è stata creata una procedura PL/SQL che 
lo implementa; per ogni promozione si analizza l’andamento delle vendite di ogni 
giornata promozionale, informazione presente nella vista materializzata 
Pre_Tabellone_Mining, calcolando così il numero totale di rotture di stock; tale 
valore viene quindi aggiunto ad ogni record della tabella di mining 
In seguito all’esecuzione della procedura sui dati riguardanti le promozioni nei 
settori food del canale iper si ottiene la seguente distribuzione. 
 
Grafico 16- Rotture di stock in percentuale per le promozioni nei canali iper 
Come si può notare la maggior parte delle delle promozioni non va in rottura di 
stock (65,9%). Il 20% ha una rottura, il 10% due. Promozioni con più di 4 rotture 
sono in percentuale molto bassa. 
Una volta creata la procedura e applicata alle promozioni, l’obiettivo è quello di 
creare un classificatore per predire il numero di rotture di stock per una 
promozione. Tale numero è da utilizzare congiuntamente a dati di vendita di tipo 
statistico o previsionali come un valore aggiunto per raffinare lo stoccaggio dei 
prodotti. 
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Considerando promozioni di 15 giorni ed essendo la rottura di stock un evento 
giornaliero, il numero delle classi tra cui predire è basso. Non è comunque 
pensabile di costruire un classificatore utilizzando come funzione obiettivo il 
numero di rotture di stock nell’arco della promozione, a causa del forte 
sbilanciamento della distribuzione. E’ necessario quindi utilizzare una sua 
discretizzazione per permettere al classificatore di ottenere buoni risultati. Di 
seguito sono mostrati due possibili discretizzazioni della variabile che indica il 
numero delle rotture di stock. 
 
Grafico 17 - Discretizzazione a tre classi per rottura di stock 
 
Grafico 18 - Discretizzazione a due classi per rottura di stock 
La scelta della prima soluzione è sicuramente più conveniente per la significatività 
della previsione: si hanno infatti tre differenti valori che identificano in qualche 
modo il grado di rischio di rottura di stock. La seconda d’altra parte possiede una 
distribuzione più equilibrata e quindi più adatta alla classificazione. 
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Costruzione del modello  previsionale 
Si riportano nei successivi paragrafi la costruzione e valutazione dei classificatori 
per la rottura di stock nei negozi del canale iper e super. 
Modello sui negozi del canale Iper 
Per la costruzione di questo modello è preferibile prendere in considerazione un 
ipermercato alla volta in quanto da un’analisi degli alberi di classificazione 
prodotti, le variabili di split più usate sono quelle sui volumi di vendita e sono 
profondamente dipendenti dal negozio. 
Riportiamo il procedimento per la creazione dei modelli per l’ipermercato di 
Viterbo. 
Lo stream con cui è stato costruito il modello è il seguente. 
 
Stream 6 - Per la creazione del modello per rottura di stock si iper Viterbo 
Sia per quanto riguarda la suddivisione dei record tra test set e training set, sia per 
la scelta dei predittori utilizzati,valgono le medesime considerazioni esposte nel 
capitolo precedente in relazione alla costruzione dei modelli previsionali per i 
volumi di vendita.  
Dopo una attenta analisi abbiamo eliminato il campo della sottocategoria tra 
l’insieme dei predittori, dato che questo attributo causava overfitting con una 
conseguente diminuzione dell’accuratezza. 
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Sono stati costruiti modelli per entrambe le discretizzazioni proposte. I parametri 
per la creazione degli alberi sono i seguenti. 
Severità taglio 75 
Numero minimo figli per ramo 3 
Utilizzo boosting No 
Modello di output Insieme di regole 
Tabella 28 - Parametri di creazione modelli per rotture di stock 
Nelle tabelle che seguono riportiamo le analisi dei due modelli creati, mettendo a 
confronto i valori di accuratezza e le matrici di confusione. 
 
Modello con discretizzazione binaria 
 
Tabella 29 - Matrice di confusione su Training set con discretizzazione binaria 
 
 
 
Tabella 30 - Matrice di confusione su Test set con discretizzazione binaria 
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Modello con discretizzazione ternaria 
 
Tabella 31 - Matrice di confusione su Training set con discretizzazione ternaria 
 
 
Tabella 32 - Matrice di confusione su Training set con discretizzazione binaria 
 
Tra i modelli creati è preferibile quello in cui la variabile rottura di stock viene 
discretizzata in modo binario. 
Anche se non si sono trovati modelli particolarmente soddisfacenti, creando il 
classificatore come insieme di regole associative è possibile verificare l’esistenza 
di alcuni fenomeni significativi. 
Nella tabella seguente si riportano alcune regole che si generalizzano bene, con i 
valori di supporto e confidenza calcolati sui dati di tutti i negozi iper. Queste regole 
sono state selezionate a partire dalle regole del modello in cui la variabile di stock è 
discretizzata in modo binario; è comunque possibile trovare regole significative 
anche tra quelle appartenenti al modello della rottura di stock con discretizzazione 
ternaria. 
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Regola Supporto Confidenza 
se CATEGORIA = GUSCIAME 
allora 1 
171 70% 
se FL_VOLANTINO = Si 
e CATEGORIA = ACQUE 
e VEND_SEG_1_0 <= 78583 
allora 1 
219 58% 
se FL_VOLANTINO = Si 
e CATEGORIA = ALIMENTI INFANZIA 
e VEND_ART_3_1 > 142 
e VEND_ART_1_0 > 96 
allora 1 
677 65% 
se FL_VOLANTINO = Si 
e CATEGORIA = ALIMENTI PER GATTI 
e VEND_SEG_1_0 > 4369 
allora 1 
121 76% 
se MESE = 12 
e FL_VOLANTINO = Si 
allora 1 
3671 64% 
se CATEGORIA = ZUCCHERO E DOLCIFICANTI 
allora 0 
127 86% 
se RILEVANZA = IGIENE 
e CATEGORIA = ALIMENTI INFANZIA 
e VEND_ART_1_0 <= 45 
allora 0 
1509 73% 
Tabella 33 - Regole associative per rottura di stock su canale iper 
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Modello sui negozi del canale Super 
Dall’analisi dei dati è risultato che il fenomeno della rottura di stock avviene con 
maggiore frequenza all’interno dei negozi appartenenti al canale Super. 
Questo ci ha spinto a costruire un modello per i negozi super considerando inoltre 
che sono presenti un maggior numero di promozioni su cui costruire il modello. 
Nel grafico seguente è mostrata la distribuzione del numero di rotture di stock sulle 
promozioni appartenenti a settori di tipo food. 
 
Grafico 19 -  Rotture di stock in percentuale per le promozioni nei canali super 
La distribuzione, pur essendo fortemente sbilanciata su bassi valori, presenta circa 
un 10% in più di rotture di stock rispetto agli iper. Questo valore è importante se si 
considera che con la discretizzazione binaria mostrata in precedenza si ottiene un 
miglior bilanciamento tra le due classi (56%-44%). 
Si è però presentato un problema nella fase di costruzione del modello in quanto 
Clementine non è riuscito a portare a termine l’esecuzione dell’algoritmo, forse a 
causa dell’eccessivo numero di record su cui costruire il modello. 
Per questo motivo si è provato a costruire il modello su di un insieme di record più 
ristretto; in particolare si è scelto come sottoinsieme quello dei dati promozionali 
relativi ai soli super di Livorno ritenendoli sufficientemente significativi. 
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I parametri principali scelti per la costruzione di questo modello sono i seguenti: 
Severità taglio 45 
Numero minimo figli per ramo 3 
Utilizzo boosting No 
Modello di output Insieme di regole 
Tabella 34 - Parametri per creazione modello rotture di stock 
 
L’accuratezza e la matrice di confusione sul training set sono i seguenti: 
 
Tabella 35 - Matrice di confusione per Training set 
 
L’accuratezza e la matrice di confusione sul test set sono i seguenti: 
 
Tabella 36 - Matrice di confusione per Test set 
 
Questo modello predittivo risulta sicuramente più valido rispetto a quello creato 
sugli iper: infatti oltre ad un valore più alto di accuratezza su entrambi i set, si nota 
come i record erroneamente classificati siano equidistribuiti tra falsi positivi e falsi 
negativi. Nel modello sugli iper si ha invece un’elevata presenza di falsi negativi, 
perdendo così la possibilità di identificare molte rotture di stock. 
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Generalizzazione del modello 
Una volta costruito e analizzato il modello si è tentato di generalizzarlo a tutti i 
negozi del canale super ottenendo i seguenti risultati: 
 
Tabella 37 - Matrice di confusione del modello applicato a tutti i super 
Questo risultato stupisce positivamente: indica infatti che il modello creato 
utilizzando i dati relativi ad un piccolo sottoinsieme di dati sia ragionevolmente 
significativo. Si nota che l’accuratezza diminuisce di pochissimo (neppure un 
punto percentuale). Questo indica che il modello creato ha una buona capacità di 
generalizzazione.  
Per completare l’analisi si sono analizzate le regole create dal classificatore per 
scoprire eventuali fenomeni interessanti riguardanti tutti i negozi appartenenti al 
canale super. Riportiamo alcuni esempi nella tabella. 
Regola Supporto Confidenza 
se PRES_MKT = LEADER 
e VendSeg_1_0 > 479 
e CATEGORIA = CAFFE' 
allora 1 
560 86 % 
TIPO_PROMO = Nazionale 
 e CATEGORIA = ACQUE 
allora 1 
1731 87% 
se TIPO_PROMO = Nazionale 
e VendArt_1_0> 59 
e CATEGORIA = VINI DA TAVOLA 
allora 1 
798 87% 
se TIPO_PROMO = Nazionale 
e FL_VOLANTINO = Si 
e CATEGORIA = BIRRA 
allora 1 
724 75% 
se VendArt_1_0> 61 
allora 1 
38826 79% 
se MESE = 12 
e CATEGORIA = GELATI allora 0 
379 95% 
se PRES_MKT = COLEADER 
e CATEGORIA = YOGURT  allora 0 
359 88% 
Tabella 38 - Regole associative per rottura di stock su canale super 
P a g i n a  | 78 
Capitolo 7 - Scenario di utilizzo 
In questo capitolo si presenta una possibile messa in opera del sistema attraverso 
la realizzazione di una applicazione web. In tale modo si offre la possibilità di 
sfruttare le potenzialità e i risultati ottenuti attraverso il data mining in modo 
semplice ed intuitivo. 
L’applicazione offre all’utente finale un’area dedicata alla previsione di volumi di 
vendita e una per la consultazione dello storico delle promozioni. 
Previsione di vendita promozionale 
L’utente inserisce i seguenti dati relativi alla nuova promozione: 
 Articolo 
 Negozio 
 Data di inizio della promozione 
 Durata della promozione 
 Meccanica della promozione 
 
 
Figura 8 - Interfaccia Web - Previsione volume di vendita 1 
I risultati mostrano il grafico con l’andamento delle vendite nei mesi antecedenti 
all’attivazione e la previsione di vendita in termini di intervallo numerico e di 
variazione percentuale rispetto al periodo precedente. Viene data anche 
l’indicazione di possibili rotture di stock nel periodo promozionale. 
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Figura 9 - Interfaccia Web – Risultato previsione volumi di vendita 
 
Statistiche storico promozioni 
L’utente ha la possibilità di navigare tra le promozioni in archivio per analizzare 
l’andamento delle vendite e la reale risposta. 
 
Figura 10 - Interfaccia Web - Statistiche promozioni 
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Confronto del venduto promozionale con articolo del segmento 
Analizzando una promozione in archivio, è possibile confrontare le vendite con un 
articolo dello stesso segmento, per verificare l’impatto che la promozione ha avuto 
sulle vendite di prodotti simili. 
 
 
Figura 11 - Interfaccia Web - Confronto tra volumi di vendita promozionale e settore 
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Conclusioni 
All’interno delle problematiche legate alla grande distribuzione, l’obiettivo della 
nostra tesi è stato quello di analizzare l’andamento dei volumi di vendita degli 
articoli messi in promozione per migliorare la qualità dello stoccaggio di tali 
prodotti. Si inserisce all’interno del progetto Bi-Coop svolto dal laboratorio KDD-
Lab-ISTI-CNR in collaborazione con Unicoop Tirreno. 
Dal presente lavoro emergono due contributi distinti. Dal lato 
progettuale/applicativo per quanto riguarda la previsione di volumi di vendita (sia 
assoluta che in variazione percentuale) e per la definizione, l’analisi e la previsione 
di rotture di stock abbiamo tracciato una metodologia che permette di passare 
dall’ambito di business intelligence a quello del data mining. Dal lato della ricerca 
abbiamo definito una metodologia per l’analisi qualitativa e quantitativa dei 
classificatori multiclasse con classi ordinali, dato che in letteratura non sembra 
esistere una soluzione consolidata, nonostante classificatori di questo tipo siano 
frequenti soprattutto in analisi di fenomeni di tipo sociale, nei quali si ricorre 
spesso a discretizzazioni di valori continui.   
Nonostante la difficoltà del problema in termini di quantità e qualità dei dati, sono 
stati raggiunti gli obiettivi prefissati con ottimi risultati, sia per quanto riguarda la 
previsione di volumi di vendita promozionale, sia per l’analisi del fenomeno della 
rottura di stock. 
Per quanto riguarda gli sviluppi futuri è possibile raffinare il lavoro svolto 
attraverso un confronto diretto con i responsabili Coop, per rivedere le scelte 
effettuate durante le analisi con persone esperte del settore. E’ possibile 
implementare l’applicazione web introdotta nell’ultimo capitolo per rendere 
fruibile il servizio di previsione in modo semplice e diretto, senza dover far uso di 
sofisticati strumenti di data mining. Infine, oltre all’analisi del singolo articolo in 
promozione, si può pensare di effettuare studi avanzati che considerino le 
correlazioni che possono intercorrere tra diversi prodotti messi in promozione e le 
variazioni di vendita per quelli non inseriti in essa. 
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Appendice 
Codice e procedure 
prompt 
prompt Creating procedure TAB_MAKER 
prompt ================================ 
prompt 
CREATE OR REPLACE PROCEDURE PROMO.TAB_MAKER AS 
 
 
V_A_31 Number; 
V_S_31 Number; 
V_A_1 Number; 
V_S_1 Number; 
V_A_P Number; 
V_S_P Number; 
V_A_D Number; 
V_S_D Number; 
 
 
ArtID  Number; 
cDes_Art Varchar2(255); 
cFl_Coop char(2); 
cFl_Bio char(2); 
cFl_Celiaci char(2); 
cFl_Dop char(2); 
cFl_IGP char(2); 
cFl_Tipico char(2); 
cFl_Solidale char(2); 
cFl_Docg char(2); 
cFl_Carrello char(2); 
cPres_Mkt Varchar2(40); 
cRilevanza Varchar2(50); 
 
 
CodMkt Number; 
NegID Number; 
DIDate Date; 
DFDate Date; 
DI Number; 
DF Number; 
cPromoDettaglio_Id Number; 
cMeccanica_Id Number; 
cPromo_Id Number; 
cDescrizione_Promo_Dettaglio Varchar2(255); 
cAnno Number; 
cMese Number; 
cfl_Volantino char(2); 
cfl_Distrettuale char(2); 
cTarget varchar2(30); 
cRuolo varchar2(20); 
cEsposizione varchar2(20); 
 
 
cNome varchar2(255); 
cIndirizzo varchar2(30); 
cLocalita varchar2(200); 
cProvincia char(2); 
cRegione varchar2(25); 
cCap char(5); 
cCanale_Negozio varchar2(25); 
cArea_Geo varchar2(30); 
 
 
 
cSettore varchar2(50); 
cCod_Sett varchar2(2); 
cReparto varchar2(50); 
cCod_Rep varchar2(20); 
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cCategoria varchar2(50); 
cCod_Categ varchar2(3); 
cSottoCategoria varchar2(50); 
cCod_SubCateg varchar2(2); 
cSegmento varchar2(50); 
cCod_Segmento  varchar2(2); 
 
cPGR_Meccanica_Offerta number; 
cPGR_Promo number; 
cPromozione_Nuova VARCHAR2(1); 
cDescrizione varchar2(50); 
cTipo_Sconto varchar2(20); 
cPercentuale_Sconto number(5 , 2); 
cPezzi_Presi number; 
cPezzi_Pagati number; 
cSconto_Valore number(7 , 2); 
cPunti_Jolly number; 
cPunti_Aggiuntivi number; 
cSoglia_SDR number; 
 
cCanale_Promo varchar2(20); 
cCod_Promo_Ut varchar2(6); 
cCod_Promo_Ip varchar2(4); 
cDescrizione_Promo varchar2(50); 
cTipo_Promo varchar2(30); 
 
--totRow  Number; 
currRow Number; 
 
--Cursore su Promo_Dettaglio 
CURSOR cursore_PromoDettaglio IS 
    select Articolo_Id, p.Negozio_id, Data_Inizio, Data_Fine, 
PromoDettaglio_Id,Meccanica_Id, Promo_Id, Descrizione, Anno, Mese, 
fl_Volantino, fl_Distrettuale, target, ruolo, esposizione 
    from lvl0.PROMODETTAGLIO p, lvl0.Negozio n 
    where n.Canale = 'Iper' and n.Negozio_Id = p.Negozio_Id and  
p.data_inizio >= to_date('2006/04/01' , 'yyyy/mm/dd') and p.data_Fine <= 
to_date('2007/04/30' , 'yyyy/mm/dd') and p.PROMODETTAGLIO_ID is not in (select 
distinct promodettaglio_id from tabella_dm); 
 
BEGIN 
 
--Reset dello stato 
currRow := 0; 
 
--Aggiorno le variabili del Dati_Process_Flow 
--update Dati_Process_Flow set CurrentRow = 0, RowCount = totRow; 
 
 
-- Effettuaimo l'analisi del venduto per ogni riga da processare 
open cursore_PromoDettaglio; 
 
LOOP 
fetch cursore_PromoDettaglio into ArtID, NegId, DIDate, 
DFDate,cPromoDettaglio_Id, cMeccanica_ID, cPromo_Id, 
cDescrizione_Promo_Dettaglio, cAnno, cMese, cfl_Volantino, cfl_Distrettuale, 
cTarget, cRuolo, cEsposizione; 
exit when cursore_PromoDettaglio%NOTFOUND; 
--exit when currRow > 200; Debug Options 
 
--Inizializzo a 0 le variabili 
V_A_31 := 0; 
V_S_31 := 0; 
V_A_1 := 0; 
V_S_1 := 0; 
V_A_P := 0; 
V_S_P := 0; 
V_A_D := 0; 
V_S_D := 0; 
 
--Aggiorniamo il numero di riga 
currRow:=currRow + 1; 
 
 
if(ArtId != 0 ) then 
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--Dati Tabella Negozio 
select Nome , Indirizzo , Localita , Provincia , Regione , Cap , Canale , 
Area_Geo 
into cNome , cIndirizzo , cLocalita , cProvincia , cRegione , cCap , 
cCanale_Negozio , cArea_Geo 
from lvl0_mini.Negozio n 
where n.negozio_id= NegId; 
 
--Dati da Promomeccanica 
select PGR_Meccanica_Offerta, PGR_Promo, Promozione_Nuova, Descrizione, 
Tipo_Sconto, Percentuale_Sconto, Pezzi_Presi, Pezzi_Pagati, Sconto_Valore, 
Punti_Jolly, Punti_Aggiuntivi, Soglia_SDR into cPGR_Meccanica_Offerta, 
cPGR_Promo, cPromozione_Nuova, cDescrizione, cTipo_Sconto, 
cPercentuale_Sconto, cPezzi_Presi, cPezzi_Pagati, cSconto_Valore, 
cPunti_Jolly, cPunti_Aggiuntivi, cSoglia_SDR 
from lvl0_mini.PromoMeccanica pm 
where pm.meccanica_id = cMeccanica_Id; 
 
--Dati da Promo 
select Canale, Cod_Promo_Ut , Cod_Promo_Ip, Descrizione, Tipo_Promo into 
cCanale_Promo, cCod_Promo_Ut, cCod_Promo_Ip, cDescrizione_Promo, cTipo_Promo 
from lvl0_mini.Promo pr 
where pr.promo_id = cPromo_id; 
 
-- LookUp per determinare Cod_Mdt, DataInizioId e DataFineId 
-- Dati tabella articolo 
select Des_art, Fl_Coop, Fl_bio, fl_celiaci, fl_Dop, fl_Igp, fl_Tipico, 
fl_solidale, fl_Docg, fl_Carrello, Pres_Mkt, Rilevanza, cod_mkt_id 
into cDes_Art,cFl_Coop, cFl_Bio, cFl_celiaci, cfl_Dop, cfl_Igp, cfl_Tipico, 
cfl_solidale, cfl_Docg, cfl_Carrello, cPres_Mkt, cRilevanza, CodMkt 
from lvl0_mini.Articolo a 
where a.articolo_id = ArtId; 
 
--Dati Tabella Negozio 
select Nome , Indirizzo , Localita , Provincia , Regione , Cap , Canale , 
Area_Geo 
into cNome , cIndirizzo , cLocalita , cProvincia , cRegione , cCap , 
cCanale_Negozio , cArea_Geo 
from lvl0_mini.Negozio n 
where n.negozio_id= NegId; 
 
--Dati tabella Marketing 
select Settore, Cod_Sett, Reparto, Cod_Rep, Categoria, Cod_Categ, 
SottoCategoria, Cod_SubCateg, Segmento, Cod_Segmento 
into cSettore, cCod_Sett, cReparto, cCod_Rep, cCategoria, cCod_Categ, 
cSottoCategoria, cCod_SubCateg, cSegmento, cCod_Segmento 
from lvl0_mini.Marketing m 
where m.cod_mkt_id= CodMkt; 
 
 
--Lookup sulle date 
select data_id into DI 
From lvl0_mini.Data 
Where data.data = trunc(DIDate); 
 
select data_id into DF 
From lvl0_mini.Data 
Where data.data = trunc(DFDate); 
 
 
 
-- Calcolo del venduto -- 
 
--Calcolo numeri articoli da 3 a 1 mese 
select SUM(pezzi_totale) into V_A_31 
from Pre_Tab_Mining_New v 
where v.articolo_id = ArtID AND DI - 90 <= data_id AND data_id < DI - 30 AND 
negozio_id = NegID; 
 
--Calcolo numeri articoli dello stesso segmento 
select SUM(pezzi_totale) into V_S_31 
from Pre_Tab_Mining_New v , lvl0_mini.Articolo a 
where a.articolo_id = v.articolo_id AND DI - 90 <= data_id AND data_id < DI 
-30 AND a.cod_mkt_id=CodMkt AND negozio_id= NegID; 
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V_S_31 := NVL(V_S_31,0)  - NVL(V_A_31,0); 
 
--Calcolo numeri articoli nel mese precedente alla promozione 
select SUM(pezzi_totale) into V_A_1 
from Pre_Tab_Mining_New v 
where v.articolo_id = ArtID AND DI - 30 <= data_id AND data_id < DI AND 
negozio_id = NegID; 
 
select SUM(pezzi_totale) into V_S_1 
from Pre_Tab_Mining_New v , lvl0_mini.Articolo a 
where a.articolo_id = v.articolo_id AND DI - 30 <= data_id AND data_id < DI 
AND a.cod_mkt_id=CodMkt AND negozio_id= NegID; 
 
V_S_1 := NVL(V_S_1,0) - NVL(V_A_1, 0); 
 
 
--Vendite nella promozione 
select SUM(pezzi_totale) into V_A_P 
from Pre_Tab_Mining_New v 
where v.articolo_id = ArtID AND data_id<= DF AND data_id>=DI AND negozio_id 
= NegID; 
 
 
--Valido i risultati mettendo 0 al posto di null 
V_A_31 := NVL(V_A_31 , 0); 
V_S_31 := NVL(V_S_31 , 0); 
V_A_1 := NVL(V_A_1 , 0); 
V_S_1 := NVL(V_S_1 , 0); 
V_A_P := NVL(V_A_P , 0); 
 
 
 
--Scrivo nella tabella di output 
insert into Promo.Tabella_DM (Articolo_Id, DES_ART, FL_Coop, FL_Bio, 
FL_Celiaci, FL_DOP, FL_IGP, FL_Tipico, FL_Solidale, FL_Docg, FL_Carrello, 
Pres_Mkt, Rilevanza, 
                                Negozio_Id, Nome_Negozio, Indirizzo, 
Localita, Provincia, Regione, Cap, Canale_Negozio, Area_Geo, 
                                Cod_Mkt_in, Settore, Cod_Sett, Reparto, 
Cod_Rep, Categoria, Cod_Categ, SottoCategoria, Cod_SubCateg, Segmento, 
Cod_Segmento, 
                                PGR_Meccanica_Offerta, PGR_Promo, 
Promozione_Nuova, Descrizione, Tipo_Sconto, Percentuale_Sconto, Pezzi_Presi, 
Pezzi_Pagati, Sconto_Valore, Punti_Jolly, Punti_Aggiuntivi, Soglia_SDR, 
                                PromoDettaglio_ID, Promo_Id, 
Descrizione_Promo_Dettaglio, Anno, Mese, FL_volantino, Fl_Distrettuale, 
Target, Ruolo, Esposizione, Data_Inizio, Data_Fine, 
                                Canale_Promo, Cod_Promo_Ut, Cod_Promo_Ip, 
Descrizione_Promo, Tipo_Promo, 
                                Vend_Art_3_1, Vend_Seg_3_1, Vend_Art_1_0, 
Vend_Seg_1_0, Vend_Art_Promo, Vend_Seg_Promo, Vend_Art_Mese_Dopo, 
Vend_Seg_Mese_Dopo, Giorni_Promozione, Rottura_Stock) 
 
values (ArtID,cDes_Art,cFl_Coop, cFl_Bio, cFl_celiaci, cfl_Dop, cfl_Igp, 
cfl_Tipico,cfl_Solidale, cfl_Docg, cfl_Carrello, cPres_Mkt, cRilevanza, 
NegId , cNome , cIndirizzo , cLocalita , cProvincia , cRegione , cCap , 
cCanale_Negozio , cArea_Geo , 
CodMkt, cSettore, cCod_Sett, cReparto, cCod_Rep, cCategoria, cCod_Categ, 
cSottoCategoria, cCod_SubCateg, cSegmento, cCod_Segmento, 
cPGR_Meccanica_Offerta, cPGR_Promo, cPromozione_Nuova, cDescrizione, 
cTipo_Sconto, cPercentuale_Sconto, cPezzi_Presi, cPezzi_Pagati, 
cSconto_Valore, cPunti_Jolly, cPunti_Aggiuntivi, cSoglia_SDR, 
cPromoDettaglio_Id, cPromo_Id, cDescrizione_Promo_Dettaglio, cAnno, cMese, 
cfl_Volantino, cfl_Distrettuale, cTarget, cRuolo, cEsposizione, Di, DF, 
cCanale_Promo, cCod_Promo_Ut, cCod_Promo_Ip, cDescrizione_Promo, 
cTipo_Promo, 
 
V_A_31, V_S_31, V_A_1, V_S_1, V_A_P, V_S_P, V_A_D, V_S_D, DF-DI +1,0); 
 
end if; --if artId !=0 
 
/* 
if(mod(currRow, 20) = 0) then 
  --Debug 
  update DebugTable 
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  set currenrRow = currRow; 
  commit; 
end if; 
*/ 
END LOOP; 
 
close cursore_PromoDettaglio; 
 
commit; 
 
 
end TAB_MAKER; 
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prompt 
prompt Creating procedure VISTE 
prompt ======================== 
prompt 
CREATE OR REPLACE PROCEDURE PROMO.VISTE AS 
BEGIN 
 
create materialized view Tab_Step_1 as  
select v.data_id , o.fascia_oraria , v.negozio_id , v.articolo_id , 
v.promodettaglio_id ,sum(qta_pezzi) as pezzi 
from  lvl0.Venduto v , lvl0.Orario o , Negozio n 
where o.orario_id = v.orario_id and n.canale = "Iper" and v.negozio_id = 
n.negozio_id 
group by v.negozio_id , v.data_id , v.articolo_id , o.fascia_oraria , 
v.promodettaglio_id; 
 
 
create materialized view Tab_Step_2 as select 
negozio_id,data_id,promodettaglio_id,articolo_id,  
sum(decode(t.fascia_oraria,'MATTINA',1,0)*(t.pezzi)) pezzi_mattina, 
sum(decode(t.fascia_oraria,'PRANZO',1,0)*(t.pezzi)) pezzi_pranzo, 
sum(decode(t.fascia_oraria,'POMERIGGIO',1,0)*(t.pezzi)) pezzi_pomeriggio, 
sum(decode(t.fascia_oraria,'SERA',1,0)*(t.pezzi)) pezzi_sera 
from Tab_Step_1 t 
group by negozio_id,data_id,articolo_id , promodettaglio_id; 
 
 
create materialized view Pre_Tabellone_Mining as select data_id,articolo_id, 
negozio_id, 
sum(t.pezzi_mattina) pezzi_mattina, 
sum(t.pezzi_pranzo) pezzi_pranzo, 
sum(t.pezzi_pomeriggio) pezzi_pomeriggio, 
sum(t.pezzi_sera) pezzi_sera,  
sum(t.pezzi_mattina)+sum(t.pezzi_Pranzo)+sum(t.pezzi_pomeriggio)+sum(t.pezzi
_sera) pezzi_totale 
from Table_Rottura_Stock t  
group by negozio_id,data_id,articolo_id; 
END VISTE; 
 
prompt 
prompt Creating function MINIMO 
prompt ======================== 
prompt 
CREATE OR REPLACE FUNCTION PROMO.MINIMO 
( Val1 IN NUMBER 
, Val2 IN NUMBER 
) RETURN NUMBER AS 
BEGIN 
  if(Val1 > Val2)then 
    return val2; 
  else 
    return val1; 
  end if; 
END MINIMO; 
/ 
 
prompt 
prompt Creating procedure CALCOLA_ROTTURA 
prompt ================================== 
prompt 
CREATE OR REPLACE PROCEDURE PROMO.CALCOLA_ROTTURA 
( V_F1 IN NUMBER 
, V_F2 IN NUMBER 
, V_F3 IN NUMBER 
, V_F4 IN NUMBER 
, rottura OUT NUMBER 
) AS 
 
--Soglia di decrescita percentuale 
sogliaDecr Number (2 , 2); 
 
--Soglia di decrescita percentuale di grana fine.(Seconda chance) 
sogliaDecrFine Number (2 , 2); 
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possibileRottura Boolean; 
 
--Soglia numero minimo pezzi. 
sogliaMinPezzi Number; 
 
--Soglia di tolleranza massimo numero pezzi in seguito ad ipotetica rottura 
di stok 
sogliaMaxPezzi Number (2); 
sogliaMaxPezziFissa Number (2); 
 
--Variazione percentuali 
variazioneF1_F2 Number (6 , 4); 
variazioneF2_F3 Number (6 , 4); 
variazioneF3_F4 Number (6 , 4); 
    
BEGIN 
   
  --Inizializzazzione soglie 
  sogliaDecr := -0.90; 
  sogliaDecrFine := -0.70; 
   
  sogliaMinPezzi := 5; 
   
  sogliaMaxPezzi := 1; 
  sogliaMaxPezziFissa := 10; 
   
   
  rottura := 0; 
   
  variazioneF1_F2 := 0; 
  variazioneF2_F3 := 0; 
  variazioneF3_F4 := 0; 
    
  --Definizione di variazione percentuale : (Dopo -Prima) / Prima 
   
  --Calcolo la variazione percentuale tra F1-F2  
  if(V_F1 <> 0 and V_F2<V_F1) then 
    variazioneF1_F2 := (V_F2 - V_F1) / V_F1;  
  end if; 
   
  --Calcolo la variazione percentuale tra F2-F3 
  if(V_F2 <> 0 and V_F3<V_F2) then 
    variazioneF2_F3 := (V_F3 - V_F2) / V_F2;  
  end if; 
   
  --Calcolo la variazione percentuale tra F3-F4 
  if(V_F3 <> 0 and V_F4<V_F3) then 
    variazioneF3_F4 := (V_F4 - V_F3) / V_F3;  
  end if; 
   
  --Strategia da Destra a Sinistra 
   
  --Verifico Rottura di stock tra F3 e F4 
  if(variazioneF3_F4 < sogliaDecr) then 
    possibileRottura:=true; 
    if(V_F3 > sogliaMinPezzi) then  
      rottura := 1; 
    End if; 
  End if;   
   
  --Verifico Rottura di stock tra F2 e F3 
  if(variazioneF2_F3 < sogliaDecr OR (variazioneF2_F3 < sogliaDecrFine AND 
possibileRottura)) then 
    possibileRottura:=true; 
    if(V_F2 > sogliaMinPezzi) then  
      --Verifico che non venga "piu venduto" quel prodotto, a meno di una 
soglia di tolleranza, nelle fasce orarie successive 
       
      --RAFFINAMENTO: La soglia Max pezzi assume un valore parametrico 
rispetto al valore che ha causato una rottura di stock 
      if(V_F3 <=2) then 
        sogliaMaxPezzi := MINIMO (sogliaMaxPezziFissa , V_F3); 
      else 
        sogliaMaxPezzi :=3; 
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      end if; 
       
      if(V_F4 < sogliaMaxPezzi) then 
        rottura := 1; 
      end if;   
    End if; 
  End if;   
   
  --Verifico Rottura di stock tra F1 e F2 
  if(variazioneF1_F2 < sogliaDecr OR (variazioneF1_F2 < sogliaDecrFine AND 
possibileRottura)) then 
    if(V_F1 > sogliaMinPezzi) then  
      --Verifico che non venga "piu venduto" quel prodotto, a meno di una 
soglia di tolleranza, nelle fasce orarie successive 
       
      --RAFFINAMENTO: La soglia Max pezzi assume un valore parametrico 
rispetto al valore che ha causato una rottura di stock 
      if(V_F3 <=2) then 
        sogliaMaxPezzi := MINIMO (sogliaMaxPezziFissa , V_F2); 
      else 
        sogliaMaxPezzi :=3; 
      end if; 
       
      if(V_F3 < sogliaMaxPezzi and V_F4 < sogliaMaxPezzi) then 
        rottura := 1; 
      end if;   
    End if; 
  End if; 
   
  --DBMS_OUTPUT.PUT_LINE('[' || V_F1 ||' '  || V_F2 ||' ' || V_F3 || ' ' || 
V_F4 || '] Var [ ' || variazioneF1_F2 || ' ' || variazioneF2_F3 || ' ' || 
variazioneF3_F4 ||' ]  FlagRottura -> ' || rottura); 
 
END CALCOLA_ROTTURA; 
/ 
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prompt 
prompt Creating procedure CALCOLA_ROTTURA_PROMOZIONE 
prompt ============================================= 
prompt 
CREATE OR REPLACE PROCEDURE PROMO.CALCOLA_ROTTURA_PROMOZIONE( 
dataInizio Number, 
dataFine Number, 
negozioId Number, 
articoloId Number, 
totaleRotture out Number 
) 
AS 
 
flagRottura Number; 
 
CURSOR cursore_Promozione IS 
        SELECT Pezzi_Mattina , Pezzi_Pranzo , Pezzi_Pomeriggio , Pezzi_Sera 
        --FROM Pre_Tabellone_Mining p 
        FROM pre_tab_mining_new p 
        WHERE p.negozio_id = negozioId and p.articolo_id = articoloId and 
data_id <= dataFine and data_id >= dataInizio; 
 
 
BEGIN 
 
   totaleRotture:= 0; 
 
    
    FOR myRec IN cursore_Promozione LOOP 
        Calcola_Rottura(myRec.Pezzi_Mattina , myRec.Pezzi_Pranzo , 
myRec.Pezzi_Pomeriggio , myRec.Pezzi_Sera , flagRottura); 
        totaleRotture := totaleRotture + flagRottura; 
   
    END LOOP; 
 
   --DBMS_OUTPUT.PUT_LINE('Totale rotture di stock: ' || totaleRotture); 
 
END CALCOLA_ROTTURA_PROMOZIONE; 
/ 
 
prompt 
prompt Creating procedure FILL_ROTTURA_STOCK_TAB_DM 
prompt ============================================ 
prompt 
CREATE OR REPLACE PROCEDURE PROMO.FILL_ROTTURA_STOCK_TAB_DM AS 
CURSOR cursore_tabellone_DM IS 
        SELECT negozio_id , articolo_id , data_inizio , data_fine 
        FROM Tabella_DM 
        for update; 
       
dataInizio Number; 
dataFine Number; 
articoloId Number; 
negozioId Number; 
 
totaleRotture Number;         
BEGIN 
 open cursore_tabellone_DM; 
  loop 
    fetch cursore_tabellone_DM into negozioId , articoloId , dataInizio , 
dataFine; 
    exit when cursore_tabellone_DM%notfound; 
    CALCOLA_ROTTURA_PROMOZIONE(dataInizio , dataFine , negozioId , 
articoloId , totaleRotture); 
    update Tabella_Dm set Rottura_Stock = totaleRotture where current of 
cursore_tabellone_DM; 
 
     
  end loop; 
    commit; 
  close cursore_tabellone_DM; 
   
END FILL_ROTTURA_STOCK_TAB_DM; 
/ 
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