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The observed best predictor (OBP) has been recently offered as a more robust alternative
to the remarkable empirical best linear unbiased predictor (EBLUP). Although the latter has be-
come a pervasive tool among applied statisticians, there are critical reasons why the OBP should
almost always be used in conjunction with the EBLUP. In particular, mathematical models are often
oversimplified or misspecified, lacking key predictors within the available set of data. For more
complex models such as time-series applications, model robustness becomes even more imperative.
We will provide some results related to the OBP theory and introduce a generalized, or weighted
version of the OBP for different loss functions. This will first be defined on the Fay-Herriot model
and then extended to the General Linear Mixed model. Finally, we will apply the best predictive
estimator (BPE) to both parameter coefficients and variance parameters within the Fay-Herriot and
cross-sectional time series models.
Model building strategies abound, and have continued to evolve. These are instrumental for
applied statisticians and analysts passing judgement on whether statistical models are suitable for
drawing conclusions or producing official estimates. A number of methodologies and approaches
have been developed to consider this critical question of model selection and diagnostics. We
endeavor to view this problem from the perspective of empirical Bayes (EB) - in a similar fashion
as the EBLUP. As such, we define and develop an EB parametric bootstrap approach not only
to estimate mean squared error, but also for finding the best model from a set of candidates
(e.g., variable selection). This could be done for general criteria by considering leave-one-out
predictive distributions. Once a viable model is selected, we can continue the model-building
process by performing appropriate validation. Thus, the method is not only versatile, but has some
computational advantages over other model building strategies.
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1.1 Small Area Estimation
Historically, national statistical institutes and the broader survey industry have been reluctant
to adopt modeling solutions over traditional design-based methods. Nevertheless, the techniques
known collectively as Small Area Estimation have burgeoned in the past 20 years. There is growing
popularity and acceptance for these methods within both official statistics and the private sector
due to their effectiveness and utility. This is particularly true under the advent of greater amounts
of auxiliary data becoming available. Small area methods encompass a wide variety of techniques
for estimating population parameters. They have expanded to cover a variety of circumstances that
arise in practice, yet there is always a common thread: limited information from the primary source
containing the outcome variable(s).
What exactly constitutes a small area? Firstly, it need not be based on a strictly geographical
designation, the small area may represent any domain in which the direct estimate is unreliable.
Secondly, onemay also ask: What determines an adequate sample size for an estimate to be reliable?
Professional opinion pollsters for the 2020 election will sample about 1,000 people for estimates to
attain a margin of error of 3% for dichotomous responses under a 95% confidence level. In some
applications, the effective sample size can be diminished from the effects of clustering, underlying
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probabilities of selection, and other design effects. When such a high level of precision is untenable
or unwarranted, some authors recommend a sample size of fifty as a general lower bound to maintain
quality estimates from a sample (Lohr (2010)). Others advocate thirty (the so-called thirty rule) as
the minimum practical sample size (the "thirty" is derived from the notion that the t-distribution
with 30 degrees of freedom begins to approximate the standard normal distribution). In practice, the
necessary amount of sample is a function of the variance in the underlying population: the greater
the variation, the larger the samples required for stable estimates. Conversely. when a population
parameter is relatively stable, fewer samples will suffice.
Direct Estimates and Design-Based Estimation
In general, we are striving to obtain the most precise estimates which are within our resources
to acquire. Thus, the most desirable solution is to obtain more sample points and proceed to use
a direct domain estimator, or direct estimate. This is a survey estimator based solely on sample
points collected within the domain and is the most traditional form of survey estimation. This is
also referred to as design-based, where the only randomness is derived from the selection of one




possible samples of size n from a population of size N. Various meth-
ods, some of which could be argued to be a model, have been developed to improve design-based
estimation. Different sampling approaches (e.g., systematic, probability proportional to size) and
sampling stages can bemore efficient and advantageous than simple random sampling. Stratification
permits the survey administrator to exercise more control over the areas where the sample is to be
located - and stratification generally can only improve sample inference. The use of sample weights
can ensure estimators remain unbiased and can incorporate known population covariate informa-
2
tion (e.g., race/ethnicity, age group, gender) to provide additional power when projecting survey
estimates onto the population. Moreover, sample weighting can also adjust the survey estimates




a model which can admit a good deal of information within its weights, although the variability
of the weights (especially zero weights or very large weights) can be a concern when too much
information is attempted to be placed within the weights. There is a trade-off between bias and
variance, therefore, when adding more control total constraints to the weights | 9 . When | 9 = 1/c 9 ,
the inverse of the probability of selection c 9 of the 9 Cℎ sample point, the expansion estimator is
called the Horvitz-Thompson estimator and its properties have been well-studied in design-based
literature (see Särndal et al. (1992) or Cochran (1977) for details).
These accommodations with direct domain estimation have really become standard profes-
sional practice amongst survey administrators and analysts. Those who are able obtain viable survey
estimates of acceptable quality using available resources do not require further recourse. When
circumstances are not so, there are some limitations in how far purely design-based methods can
further reduce design effects beyond the precision from a simple random sample, which is a function
only of sample size. The classical texts on design-based estimation include Hansen et al. (1953),
Kish (1965), and Cochran (1977). More recent treatments can be found in Särndal et al. (1992),
Lohr (2010), and Fuller (2009).
Another direct estimator which takes advantage of domain-specific auxiliary information is
that of the generalized regression estimator, or GREG. This is a regression based estimator that
3
updates the sample weights |8 of the basic expansion estimator from .̂ =
=∑
8=1
|8H8 to obtain new
weights |∗
8





H8 = .̂'(y). This can be done under the
presence of known population totals - = (-1, -2, . . . , -?)′which are available for ? characteristics,
and when this information is also observed during data collection from each respondent 9 , taking
the form G 9 . The GREG estimator is rather versatile, as the weights |∗9 are independent of H and
can be applied to any response variable. The expansion estimator is linear in the sense that for any
two survey variables H and {, .̂'(y+v) = .̂'(y) + .̂'(v). In fact, GREG estimation (sometimes
called the calibration estimator) satisfies two properties related to iterative proportional fitting (IPF,
or raking based on Deming & Stephen (1940)). Weighted marginal totals for the observed x8’s are
summable to the population and the GREG minimizes a distance function between the original
weights | 9 and the updated weights |∗9 (in the sense of chi-squared distances
=∑
8=1
2 9 (| 9 − |∗9 )2/| 9
for some 2 9 ).
First Steps: Synthetic Estimation
When sample increases are impractical or cost prohibitive, alternative methods may achieve
greater reliability than that of direct estimators. If we are able to demonstrate that some auxil-
iary information is strongly correlated with our outcome of interest, we may be willing to accept
the model bias incurred from assuming a mathematical relationship between characteristics in the
underlying population. In this way, the small area estimate can "borrow strength" to improve the
precision of the estimate at the expense of some accuracy (i.e., bias) deemed to be negligible.
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The first modern example given in the survey methods literature regarding the use of these
techniques is the 1945 Radio Listening Survey conducted by the Census Bureau at the behest of the
Federal Communications Commission (Hansen et al. (1953)). A large mail survey was sent out to
about a thousand households in each of 500 county areas. They were asked for voluntary responses
regarding their radio listening habits. A much smaller subsample was taken from among 85 county
areas. These households were visited by a personal interviewer to measure their radio listening. A
model was fit within the 85 counties between the interview responses and the mail survey. Once a
viable mathematical formula was determined (in the form of a ratio estimator), it was leveraged to
obtain interviewer estimates within the non-sampled 500 - 85 = 415 county areas, even though no
interviews were actually conducted there. The correlation between the mail survey estimates and
the in-person survey estimates was measured at 0.70. Such a high correlation is a good indication of
the potential effectiveness of the ratio estimator. This was applied to the results of the mail survey
in the remaining 415 county areas, to obtain survey responseswithout additional personal interviews.
The ratio estimator in the Radio Listening Survey is an example of a synthetic estimator. This
is an indirect domain estimator derived from reliable direct survey estimates collected over a broader
domain. It relies upon the assumption that the characteristics in the larger area are consistent with
those of the smaller area, permitting the extrapolation to the smaller domain. In fact, synthetic
estimation can even be applied to non-sampled areas given the availability of accurate area-specific
auxiliary data (Rao & Molina (2015)). The GREG estimator described above has been modified
to be used as a synthetic estimator. When only a single population characteristic is observed, the
synthetic GREG estimator reverts to a ratio estimator. The National Center for Health Statistics
5
(NCHS) helped pioneer these methods in 1968 by deriving a special case of the synthetic GREG
estimator to obtain state-level measurements for disability and other health outcomes using the
National Health Interview Survey (NHIS).
Another important synthetic estimator is the structure-preserving estimator, or SPREE. This
is described as below in Rao & Molina (2015). Purcell & Kish (1980) investigated the One- and
Two-Step variations of the SPREE. Suppose that Decennial Census counts #801 were available for
a sub-population in the 8Cℎ area for category 0 (e.g., citizenship status) of an outcome variable
of interest, and category 1 from a closely related characteristic (e.g., age group). Suppose these
two variables have A and B total such categories, respectively. The unknown current counts are
"801, but we are really only interested in estimating "80· =
∑
1=1
"801. For the One-Step SPREE,
reliable estimates over large areas are available for the interaction between the outcome and auxiliary
variable at all levels: "̂·01. Similar to the GREG, the SPREE will minimize a set of chi-square






"·01. In this case, the SPREE is the sum of census-derived ratios applied to current
year interaction totals.
When reliable small area totals "̂8·· are also available, then the Two-Way SPREE is essentially
iterative proportional fitting with the "̂8·· as the initial "weights". The SPREE estimator in both
cases preserves the marginal totals from the more reliable direct survey estimators taken across
broader areas of the population. Moreover, the one-way, two-way, and even three-way interactions
between the variables and areas in the Census year and the analysis year are preserved, thus giving
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Composite Estimators and James-Stein
Small area estimators basically comprise averages between unstable, yet unbiased, direct
estimators and possibly very biased synthetic estimators with lower design variance. Once the
specific versions of the direct and synthetic estimators have been established, then all that remains
is to determine the composite weight. Although it may seem there is a good deal of subjectivity
involved, composite estimators apparently arise very naturally within many intuitive model designs.
For a direct estimate of small area i, Ĥ8, and a synthetic estimator H̃8, the composite estimate is given
by:
H8 = q8 Ĥ8 + (1 − q8) H̃8,
where 0 < q8 < 1 ∀8 = 1, 2, . . . <. Various methods have been attempted to find the optimal
value for the q8’s in the sense of minimizing the mean-squared error in each area. Despite sound
origins, a number of such algorithms have been somewhat unstable and therefore less desirable.
Conversely, sample size based derivations for q8 are less volatile but lack the optimality consider-
ations. Purcell & Kish (1979) found a constant value for q8 ≡ q which was fixed across all areas
that was stable and optimal across areas. That is, it minimized the MSE across all areas, rather
than individually being optimal for any particular area. This leads us to the celebrated James-Stein
(JS) estimator (James & Stein (1961)), which astonished the scientific community by producing an
7
example in which the maximum likelihood estimator was inadmissible. Efron & Morris (1973)
later showed JS was equivalent to an empirical Bayes solution. This will be discussed in greater
detail in Chapter 2.
The Fay-Herriot Model and its Extensions
The landmark paper by Fay & Herriot (1979) is really the cornerstone and the beginning of
small area estimation as a separate discipline. This is now referred to as the Area Level Model
to be used when direct estimates for small domains are readily available and with design variance
assumed to be known. Its power and simplicity has had a remarkable impact on applied statistics,
fostering Bayesian methods into prominence within survey applications.
The Fay-Herriot model spurred an enormous amount of research branches as it was extended
in different directionsso it could be utilized in a variety of scenarios. For example, the model could
be generalized from scalar estimation to vector estimation. It is commonplace for investigators to
measure multiple outcomes within each domain - surveys tend to have multiple questions for an
acquired respondent. When these independent variables within the domain are correlated, there can
be efficiency gains in joint estimation as opposed to separate individual models. Amultivariate Fay-
Herriot model was introduced by Fay (1987) and further developed by Datta, Fay, & Ghosh (1991).
The same survey estimate could be correlated across domains, as well. Area-level estimates
in geographically proximal areas tend to exhibit spatial correlation, which if exploited could be
advantageous to improving the reliability of estimates. Cressie (1991) used a spatial small area
8
model to adjust for undercounts in the Decennial Census. Similar spatial models have been used
to measure soil erosion in Iowa lakes (Petrucci & Salvati (2006)) and measure per capita income in
“local economic regions" in the Tuscany region in central Italy (Pratesi, M., Salvati (2008)).
Battese et al. (1988) constructed a model related to the Fay-Herriot area level model which
could instead be applied directly to respondent-level data. This is now referred to as the Unit Level
model within the SAE literature. Indeed, this was also an important breakthrough in the evolution
of the SAE theory because it permitted the methods to be used on more granular source data when it
is available. Datta & Ghosh (1991) extended the unit level model to the general linear mixed model
case.
SAE researchers began to handle practical issues arising in real-world applications. Methods
were created for both area and unit level models to address typical problems in linear models:
non-normal error terms, count and binary data with different linking functions, and problems of
model selection diagnostics. Prasad & Rao (1990) developed a formula for mean-squared error that
deconstructed the total MSE into three components, that coming from the first level sampling vari-
ance, error introduced from estimating unknown parameter coefficients, and finally error coming
from estimating the unknown variance components.
The process of "benchmarking" was taken up to force the small area estimates to be consistent
with reliable direct estimates. That is to say, the modeled small area totals should be equivalent to
the direct estimate of the total measured on the aggregated areas. Benchmarking techniques remain
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an active area of research, given their complexity in trying to retain the optimality aspects of the
small area estimates. Pfefferman & Barnard, C. (1991) demonstrated the impossibility in obtaining
linear unbiased predictors for each small area that satisfy the benchmarking property.
1.2 Linear Mixed Model Theory
The foundations of small area estimation are based upon the theory of mixed linear models.
This was developed in the context of animal breeding applications in rural Iowa in the early 1950s.
In a series of papers between 1950 and 1975, Henderson stated and solved the mixed model equa-
tions and provided a technique to handle unbalanced data. Furthermore, he expressed his solutions
in a matrix format that avoided difficult matrix inversions and were more easily computable before
the dawn of computers. We also mention that he introduced three different methods to estimate
unknown variance components (called methods I, II, and III). Finally, Henderson derived the best
linear unbiased predictor (BLUP) by assuming normality and maximizing a pseudo-likelihood
function to obtain the BLUP. See Henderson (1950), Henderson (1953), and Henderson (1975) for
details. Robinson (1991) provides an excellent exposition of the evolution of mixed models and the
BLUP.An account ofHenderson’s biography and contributions to statistics is given by Searle (1990).
Searle et al. (2006) laments the problems being encountered by the late 1960’s in using
ANOVA to estimate variance components. This included negative estimates, lack of distributional
properties, and no clear manner to compare ANOVA between models. Henderson’s Method I was
manageable, but the advent of computers made maximum likelihood an attractive concept. The
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seminal paper byHartley and J.N.K. Rao (1967) provided ameans to calculate variance components
for a wide class of mixed effects models, with or without covariates, both balanced and unbalanced.
It was Thompson (1962) who first suggested maximizing the portion of the likelihood invariant to
the location parameters - and this came to be known as the restricted maximum likelihood estimator,
or REML. These remain the most popular methods of variance component estimation, although
they are quite similar and both susceptible to the same computational challenges. Indeed, they both
still permit zero and negative estimates. Other methods of have been proffered, including minimum
norm quadratic unbiased estimates (MINQUE) and Bayesian approaches. Although MINQUE is
attractive since there are no iterations or distributional assumptions (just need to solve a system of
equations), Searle et al. (2006) faults the subjective nature of the a priori values needed to provide
estimates. As for pure Bayes methods, Monte Carlo Markov Chain procedures (MCMC) can be
used to obtain variance parameter estimates comparable to those obtained with REML and ML.
1.3 Repeated Surveys over Time
National surveys measuring important economic and health behaviors are often repeated on
an annual basis in order to monitor trends and changes in the population. Sample designs will
ensure that survey estimates for the current year have adequate precision at the national level.
On the other hand, there will always be smaller domains without sufficient sample size for viable
measurement within a single year. Small area researchers have found ways for analysts to address
low sample sizes and improve the measurement within the current year. However, each method will
have advantages and trade-offs, so the selection of the most desirable will remain dependent upon
11
individual scenarios and the objectives of a given study.
The most straightforward way to accomplish improved inference for smaller areas is to simply
append data sets from multiple years into a single dataset. Obviously, this requires a willingness
to dilute the "currency" of the present year with information from prior years. The NHIS produces
state-level health outcome estimates by pooling together three survey years (see NCHS (2018)).
This procedure assumes the survey questions remain unchanged from year to year and that no
individuals were present in multiple sample years.
In the Current Population Survey (CPS), participants are invited to report their status in mul-
tiple time iterations of the survey (thus saving some costs associated with data collection). From the
standpoint of variance estimation, it is easier to compute the standard errors when each survey has
the same sample design, and this is usually the case. Korn & Graubard (1999) provide instruction
for appropriate adjustments under various scenarios under the Taylor series variance estimation ap-
proach (e.g., same strata, different primary sampling units). Rizzo et al. (2008) provided guidance
on how to combine yearly datasets using jackknife replicate variance estimation using different
statistical software packages. The National Survey of Drug Use and Health (NSDUH) will pool to-
gether two years of data, but will also utilize information from other surveys and any administrative
sources. This is sometimes referred to as data integration, and represents a closely related area of
specialized survey research. The focus of this chapter, however, will be borrowing strength across
both time and other sample areas, from the same survey.
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Pooling together datasets from multiple years does have certain challenges. The procedure
may be likened to moving averages: where estimates from individual years are averaged together.
Even when the mean average (equal weights for all years) is not taken, and more recent time es-
timates are given greater weight in the average, the meaning and interpretation is clouded. The
impact of the most current estimate is dampened. Even if the samples themselves are independent,
there should be some information contained in the estimates from prior years. Measurements taken
in the remote past will have less bearing on the current year, but more recent estimates do shed
light on what is happening currently. How to harness that information is the question posed in time
series applications.
The U.S. Bureau of Labor Statistics and Statistics Netherlands were two national statistical in-
stitutes to begin using time seriesmethodology for computing official statistics, seeTiller & Evans (2018)
and Van der Brakel & Roels (2010). Small area time series were considered under specific auto-
regressive conditions by Pfefferman & Burck (1990). More general small area models were devel-
oped by Rao & Yu (1994), Datta, Lahiri, Maiti (2002), andYou (2008). Comparisons between such
combined time series cross-sectionalmodels against state-spacemodelsweremade byBalabay (2016)
using the Dutch Travel Survey.
One not uncommon sampling strategy for repeated cross-sectional surveys involves retaining
respondents for multiple measurements over time. These panels can significantly reduce data col-
lection costs when purely independent samples are not necessary with every survey iteration. For
example, Nielsen Television and Radio panels will keep individuals in the survey for periods of up
13
to two years. The CPS, administered by the U.S. Census Bureau for the Bureau of Labor Statistics
(BLS), follows a design where a person’s employment status is first measured for four consecutive
months. They then exit the panel for eight months, and finally reenter for four more months. The
Canadian Labor Force Survey maintains respondents for a continuous six-month period. Because
the same individuals are in successive surveys, there would be a degree of autocorrelation present
in the sample. Pooling datasets together achieves less of a benefit because of diminished effective
sample size.
Depending on the amount of turnover, panel data can have even more dependence between
successive samples than may be present in the underlying population. This property can improve
estimates of change, however, as there will be less variation in the sample due to the selection of new
respondents. Panel methods are also advantageous because they permit spatial correlations. Incor-
porating the correlation structures in both space and time can improve the reliability of small area
estimates by utilizing more information. Indeed, under positive correlations, the covariance matri-
ces of the space and time components can scale down terms in the mean squared error. The PANEL
Procedure in SAS Software (SAS V9 (2020)) contains many variations on Two-Way Random effects
models, including models where the random errors have some additional autocorrelation structure
presumed. There is extensive literature in econometrics on this subject (e.g., Judge et al. (1985) or
Hsiao (2014)), In contrast to small area models, the corresponding economical time series models
will typically not account for sampling variances.
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1.4 Model Selection and Diagnostics
The uncertainty involved with regard to model assumptions is often overlooked when inter-
preting statistical models. Decision makers should be fully aware of the subjective choices made
during the model development process. There is the question of whether to assume normality versus
some other non-normal distribution. The dependent variable could be transformed to make the dis-
tributional assumptions more reasonable. Should the model incorporate covariates as fixed effects
vs. random effects? There is the question as to whether heteroskedasticity should be considered
versus homoskedasticity. Have we selected the best linking function? Do we have an appropriate
regression equation (linear, quadratic, etc.)? Finally, there is the issue of variable selection. These
are all aspects which a comprehensive model selection process should address.
Once the appropriate model has been selected, it is incumbent to ensure that the model has
a satisfactory goodness-of-it. This notion is different from selecting the best model out of a class
of models: conceivably all the candidate models could fit the data poorly. Model diagnostics will
include a variety of plots and tests to indicated a sound model fit. QQ-plots can verify distributional
assumptions, while residual plots can help detect outliers, verify constant variation, and observe
the independence of residual terms. Standard regression texts include sections on such diagnostics.
See for instance Stapleton (1995), Rencher (1999), or Hosmer & Lemeshow (2000).
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1.5 The Bootstrap Technique
The original bootstrap proposed by Efron (1979) was non-parametric in nature and consisted
of resampling from the original dataset, although similar ideas had been presented in the statistical
literature; see Hall (2003) for a review on the pre-history of bootstrap. It has since been widely
adopted as an alternative to asymptotic procedures, especially with the availability of high-speed
computing. It is often used to calculate variances and mean-squared errors. There is even the
concept of the double bootstrap, where the procedure is repeated for bias reduction. The non-
parametric bootstrap consists of taking M sub-samples from the dataset, with replacement, and
recomputing all the statistics of interest in each of the M sub-samples, which are then combined.
Many different variations of the bootstrap have since been produced. See the monograph by
Efron and Tibshirani (1993) for more information.
The parametric bootstrap (e.g., see Li Lahiri (2010)), on the other hand, is moreMonte Carlo
in its application. An explicit probability model is assumed, and new data are generated on the
basis of the parameter estimates from the original dataset. Once the data are completely regener-
ated, new parameter estimates are recalculated from the generated data. The process is repeated
under different randomization seeds many times, and a distribution is built from these results. The
bootstrap has been indispensable in estimating mean-squared errors, but we will see that it can have
even greater utility for model building.
With regard to small area modeling, estimation of mean-squared estimates continued to be
problematic. The foundations for applying the parametric bootstrap for small area applications were
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outlined in Butar (1997). Butar & Lahiri (2003) proposed bootstrap samples to examine the accu-
racy of empirical Bayes for small area characteristics. Hall & Maiti (2006) introduced additional
parametric bootstrap methodology that could be applied generally to more small area problems.
Chatterjee, Lahiri, & Li (2008) proposed a parametric bootstrap to model a centered and scaled
EBLUP, and noted the high degree of accuracy with simulation results demonstrating its bene-
fits over competing analytical-based expressions. Saegusa et al. (2020) considered the parametric
bootstrap to create confidence intervals for the multivariate Fay-Herriot model.
1.6 Outline of Thesis
In Chap. 2, we explore the relationship between the James-Stein estimator, the observed
best predictor, and the empirical best predictor. We prove some results relating to the Bayes’
risk (i.e., mean squared error) and frequentist risk. We define the generalized observed best pre-
dictive estimator, and compute several examples of best predictive estimators using data from the
Small Area Income and Poverty Estimate (SAIPE) program administered by theU.S. Census Bureau.
In Chap. 3, we develop an empirical Bayes parametric bootstrap (EBPB) procedure for use
in model selection and diagnostics. We describe the predictive distributions and leave-one-out
Bayesian cross-validation approach. Some closed-form expressions for the predictive EBPB distri-
bution for the Fay-Herriot model are calculated. These bootstrap predictive distributions are then
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computed on the SAIPE data and used for variable selection. Finally, we define empirical Bayes
residuals and compute them on the SAIPE data, as well.
In Chap. 4, we describe the Rao-Yu (RY) model, and develop expressions for the best predic-
tive estimators for the model regression coefficients, along with numerical procedures for estimating
the variance components and the autocorrelation parameter. We apply the model to unemployment
estimates from the CPS and detail the OBP version of the RY model. We obtain a closed-form
expression for d̂ and build a simulation study to observed its performance. Finally, we posit the use
of the empirical Bayes parametric bootstrap predictive distributions for determining between the
Rao-Yu and Random Walk models.
In Chap. 5, we outline the areas for future research.
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Chapter 2
Generalization of the Observed Best Predictor
2.1 Introduction
The best predictive estimator (BPE) was introduced by Jiang, Nguyen, & Rao (2011) as an
alternative to maximum likelihood estimation for parameter coefficients V in linear regressions for
area-level models. While V̂"! was plugged into the best predictor (BP) to obtain the best linear
unbiased predictor (BLUP), the BPE of V (that is, Ṽ% ) could instead be plugged into the best
predictor to obtain the observed best predictor (OBP). Under the correctly specified model, the
BLUP is an optimal estimator. However, under misspecified regression models, the OBP could
potentially outperform the BLUP. The derivation of the BPE is indeed independent of model as-
sumptions. It attempts to define an estimator for V that can reduce the mean-squared prediction
error (MSPE) under the expectation of the true underlying model. Therefore, for regression models
that may be misspecified, the BPE and OBP could be used as a more robust alternative to standard
small area estimation methods - in particular, it could be used in the Fay-Herriot model. Finally, the
adjective observed derives from the fact that the optimization involved in obtaining the BPE does
not minimize the actualMSPE, but the integrand within the expectation under the true model - this
is the observed MSPE.
Observed best prediction is a general methodology that could be applied to variance com-
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ponents, as well. Jiang, Nguyen, & Rao (2011) developed machinery for estimating the variance
components in the Fay-Herriot model, and extended their results to the General Linear Mixed
Model. In the former model, their estimator for the model variance did not have a closed-form
solution, and relied upon numerical approximation, instead. In this case, the empirical best linear
unbiased predictor (EBLUP) is also replaced by the OBP. Jiang, Nguyen, & Rao (2011) gave im-
portant theoretical results for the general linear mixed model, showing the MSPE of any empirical
best predictor (EBP) is comprised of three components: a constant term followed by two variable
terms. One term is minimized when the OBP is used, while the other term is minimized by the
BLUP. They also showed their estimator was asymptotically equivalent to the EBLUP and under
certain regularity conditions, is
√
<-consistent, where < is the number of domains.
Jiang, Nguyen, Rao (2015) developed the OBP for unit-level small area models originally
defined in Battese et al. (1988). Chen, Jiang, & Nguyen (2015) defined an observed best pre-
dictor for count data. Benchmarking techniques for use with the OBP were investigated by
Bandyopadhyay (2017). A more recent review of the OBP approach was given by Rao (2018).
Chapter Outline
(2.1) Introduction.
(2.2) Review of the Observed Best Predictor for the Fay-HerriotModel. Technical background
is provided on the Fay-Herriot model and the observed best predictor.
(2.3) Relationship between the Observed Best Predictor and the James-Stein Estimator.
20
(2.4) Generalized Observed Best Predictor for the Fay-Herriot Model. We introduce the
weighted best predictive estimator, leading to the generalized observed best predictor.
(2.5) Small Area Income and Poverty Estimates Data Analysis. The weighted best predictor
and generalized observed best predictor are applied to the Small Area Income and Poverty
Estimates (SAIPE) state-level data.
(2.6) Simulation Study. A simulation study is conducted using the SAIPE data, where the
true area population means are known.
(2.7) Concluding Remarks.
2.2 Review of the Observed Best Predictor for the Fay-Herriot Model
Fay and Herriot (1979) considered the following model which serves as the basis for small
area area-level modeling. Jiang, Rao, and Nguyen (2011) proposed a competing model, which did
not assume an explicit relationship between the covariates and the expected value of the small area
means. We shall refer to this model as the Robust Fay-Herriot, and we follow a similar notation for
expectation between competing models.
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Definition 2.1. Fay-Herriot Model.
Suppose H1, H2, . . . , H< were assumed to be generated according to the following hierarchical
model. For 8 = 1, 2, . . . ,<,
Level 1. H8 |\8 8=3∼ # (\8,k8),
Level 2. \8
883∼ # (G8V, ),
(2.1)
where G8 = (G81, G82, . . . , G8?)′ is a vector of known area-specific covariates, V is a vector of parameter
coefficients, k8 is the known sampling variance for the 8Cℎ area, and A is of positive value.
Definition 2.2. Robust Fay-Herriot Model.
Now suppose H1, H2, . . . , H< were actually generated according to this hierarchical model. For
8 = 1, 2, . . . ,<,
Level 1. H8 |\8 8=3∼ # (\8,k8),
Level 2. \8
8=3∼ # (`8, ),
(2.2)
where `8 ≠ G′8V is the true mean value of \. Following Jiang, Nguyen, & Rao (2011), we differ-
entiate between the expectation from the assumed model and the true model by using the notation
" (·) and  (·), respectively.
When V and  are known, the well-known solution to the Fay-Herriot model to estimate
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the small area means \8 is the best predictor of \8 expressed as
\̂%
8
= 8H8 + (1 − 8)G′8V,
where 8 = 8 () = /( + k8). When the hyperparameters are known, this is the best estimator
in the sense of having the lowest variance and is obtained through \̂%
8
=  (\8 |H).
When V is unknown and A is known with the errors 48 and a8 normal, identically dis-
tributed, and mutually independent, then the best predictor  (\8 |H) replaces the unknown V with
V̂!* = (X′V −1X)−1X′V H, the best linear unbiased estimator of V. This next estimator for \8
is referred to as the BLUP, the best linear unbiased predictor, and remains optimal:
\̂!*%
8
= 8H8 + (1 − 8)G′8 V̂!* .
Finally, when the linking variance parameter A is unknown, a plug-in estimator can be used
for A and the resulting predictor is referred to as the empirical best linear unbiased predictor, denoted
by \̂!*%
8
. Under this substitution, optimality properties are diminished. However, under REML
estimation for A, the EBLUP was shown to be asymptotically optimal, as< →∞, see Jiang (2007).
Whether likelihood-based estimates, MOM, or some other technique is used to estimate the variance
components, the resulting formula can be expressed as:
\̂!*%
8
= ̂8H8 + (1 − ̂8)G′8 V̂!* ,
this time with ̂8 = 8 ( ̂) = ̂/( ̂ + k8).
The optimality considerations for the BP, BLUP, and the EBLUP presume the model H8 =
G8V, where the unqualified expectation  (·) is taken to be with respect to the true underlying
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population distribution. In most cases this is not known with certainty, as there may exist other
latent variables in the model which have not been observed. When the objective is to predict
the small area means \8 = G8V + a8, a reasonable approach is to consider another estimator that
performs better when there is uncertainty with regards to full availability of prescient variables to
the model. Another desirable property of such an estimator would be to have little loss in predictive
power compared to the EBLUP when the model was actually correct. As discussed in the chapter





= (1 − ̃8)H8 + ̃8G′8 Ṽ% ,
now with ̃8 = ( ̃% ) = ̃%/( ̃% + k8). The hyperparameters V and  are estimated ac-
cording to the so-called best predictive estimator and are computed to minimize the mean-squared












denotes a set of unknown variable information and U corresponds to
the latent parameter coefficients which cannot be estimated. Note that this derivation presumes that
the covariates G81, G82, . . . , G8? are indeed correct, while in general some of the covariates may be
extraneous.
In contrast to the likelihood-based approaches, the joint estimation vector ( ̃, Ṽ)% and
the two stand-alone estimators Ṽ% and ̃% satisfy:
( ̃, Ṽ)% = arg min
V,
&(, V),
̃% = arg min

&(),




where &(.) = &(, V) is defined in Definition 2.5 such that MSPE(\̂) =  (\̂%
8
− \8)2 = &(, V).
The functionQ is the observedmean square prediction error, andminimizing its value can reduce the
actualMSPE. When either A or V are fixed we relax notation and use &(V), or &(), respectively.
It can be expedient to replace the joint minimum (, V)% by fixing A first and obtaining the
best predictor for V as a function of A. Finally, A is replaced with an estimator independent of V,
resulting in the usage of ̃% and Ṽ% = Ṽ% ( ̃% ).
2.3 Relationship between the Observed Best Predictor and the James-Stein Esti-
mator
The following classical example was considered by James & Stein (1961), where they show-
cased an estimator that everywhere dominates the maximum likelihood estimator (MLE) in terms
of overall mean-squared error across all observations, when the number of observations is greater
than or equal to 3. This finding was rather counterintuitive to mainstream thinking, and the result
is sometimes called Stein’s Phenomenon. The problem was revisited by Efron & Morris (1973),
where the astonishing outcome was shown to be an empirical Bayes solution, giving the estimator of
James and Stein greater theoretical justification and understanding. We now consider this problem
again in the context of the best predictive estimator to find a surprising new connection.
Example 2.3. Let H1, H2, . . . , H< be generated according to the following hierarchical model.
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For 8 = 1, 2, . . . ,<,
Level 1. H8 |\8 8=3∼ # (\8, 1),
Level 2. \8
883∼ # (0, ).
(2.3)
We are interested in finding estimators for each of the \8’s. This problem can be viewed in
the context of the Fay-Herriot model (Definition 2.1), with G8V = 0 and k8 = 1, for i=1, . . . , m.
Case 1. A is known (BP solution). Letting g= 11+ , the theory of mixed linear models gives
the best predictor as the posterior mean, \̂%
8
= " (\8 |H), where the expectation " is with respect
to the random variable \8 conditional on H = (H1, H2, . . . , H<)′ based on the model (2.3).
Proposition 2.4. Best Predictor for \ when A is known and g = 11+ ,
\̂%8 = (1 − g)H8.
Proof. Since \8 and H8 |\8 are both normal random variables, the normal theory asserts that H8 is
also unconditionally normal. Note that the expectation of y with respect to model (??) is " H8 =
"{" (H8 |\8)} = "\8 = 0. Using the law of total variance, the variance of H8, also with respect
to model (2.3), is +" (H8) = " {+" (H8 |\8)} ++" {" (H8 |\8)} =  (1) ++" (\8) = 1 + . Thus,
H8 ∼ # (0, 1 + ). Now let f(·) be a generic function denoting the probability density function of
its argument (strictly speaking, this might be denoted by 5" (·), but we relax this notation and use
5 (·), instead). From the Bayes’ theorem, the conditional density function of \8 given H8, denoted as
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5 (\8 |H8), can be expressed as
5 (\8 |H8) =
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We recognize this distribution as that of a normal random variable with conditional mean

+1 H8 and variance









. Moreover, note that " (\8 |H8) = ( +1 )H8 =
(1 − 11+ )H8 = (1 − g)H8. Therefore, the best predictor when A is known is \̂
%
8
= (1 − g)H8 =
(1 − 1
+1 )H8. 
Let us consider the extreme cases for values of A. When A=0, then \8 has zero variance and
is considered a constant identically equal to zero, \8 ≡ 0. Consequently, the best predictor also
becomes just zero, \̂%
8
= 0 and is no longer a function of the data when A=0. Conversely, when A
is very large, then there is less auxiliary information about \8 being equivalent to zero. If our prior
information about \8 being close to zero is unreliable, then it’s not sensible to deviate much from
the original data H8, and so it turns out that \̂%8 ≈ H8 when A is large. Otherwise, moderate values
of A induce the shrinkage effect on H8 that pushes the best predictor closer to to the presumed mean
G8V (zero in this example).
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Example 2.3 (continued). Case 2. A is unknown (EBP solution). The basic approach in
small area estimation is to obtain an estimator for any nuisance parameters and to plug them into
the best predictor, \̂%
8
. It is helpful to emphasize the dependency of the best predictor as a function




(y, A) = \̂%
8
(A). Now let ̂"! denote the maxi-
mum likelihood estimator for A. We proceed to utilize \̂%
8
( ̂"! ) = \̂%8 = \̂%8 (H, ̂"! ) as
the most viable plug-in estimator. Let 5 (H8; ) denote the marginal probability density of H8 with
parameter A, and ! (H; ) = ! () is the likelihood function of Awith respect to the distribution of y.
Lemma 2.5. Calculation of ̂"! .
̂"! =




;>6(! ()) = ;>6(
<∏
8=1














;>6(! ()) = −<
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1
1 +  +
1
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| |H | |2
( + 1)2





















( ̂"! ) = (1 − g( ̂"! ))H8 = (1 − 11+̂"! )H8 = (1 −
<
| |H | |2 )H8. 
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Remark on Notation. When the variance parameter is unknown, the plug-in estimator based on the
best predictor is known as the empirical best predictor, and BP becomes EBP. The estimator is no
longer best, but under normality and ̂'"! as the plug-in, the EBP is asymptotically optimal (e.g.,
see Jiang (2007)). When the parameter coefficient vector V is also unknown, the EBP is known
as the EBLUP, or empirical best linear unbiased predictor. The adjectives "linear" and "unbiased"
refer to the estimator for V, which usually takes the form of the least squares estimator, and satisfies
both conditions.
Example 2.3 (continued). Case 2. A is unknown (OBP solution). Now suppose that the
model specified in (1) was not correct, and that -8V = `8 ≠ 0. Then the true underlying model
could be given by:
Level 1. H8 |\8 8=3∼ # (\8, 1),
Level 2. \8
8=3∼ # (`8, ).
(2.6)
We denote expectation under the true distribution (2.6) as the unqualified operator  (·). We
will see that the same solution to Corollary 2.6 can be obtained through consideration of the mean
squared prediction error, or MSPE. This is not the case, in general. Note that the MSPE takes
expectation with respect to (2.6) under all random variables in the random vectors \ and y.
Definition 2.7. (Observed MSPE). Any function &( | |H | |, g) of the data y and the unknown pa-
29




 ( |\̂8 − \8 |2) =  (&( | |H | |, g)]
Finding the nuisance parameters under the true expectation which minimize such functions Q is the
key to OBP theory. The expectation above and what follows are with respect to the true underlying
distribution (2.2). First, we can observe that  (H8 − \8)2 = 
{
 (H8 − \8)2 |\)
}









+ 1) = `2
8





+ . Following Jiang, Rao, and Nguyen (2011), we compute the observed MSPE for \̂%
8
yielding
"(% (\̂%8 ) =
<∑
8=1


























It should be noted that we are free to simplify the function Q as much as possible, so long as
it remains equal in expectation to the MSPE. With A and thus g = g() unknown, we can derive
a suitable estimator of  (or equivalently of g = 1/(1 + )). The function Q=&( | |H | |; g) may be
simplified:
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Proposition 2.8. &( | |H | |; g) is minimized by g = <| |H | |2 .
Proof.




g2H28 − 2g + 1
]
= g2 | |H | |2 − 2<g +<
= g2 | |H | |2 − 2g | |H | | <| |H | | +
(
<



















| |H | |2
)
.
We see that minimum of &( | |H | |; g), (with respect to g), is attained at g̃% = <| |H | |2 . 
The variance parameter whichminimizes the mean-square prediction error is depicted as g̃%
(it is also convenient to use the notation ̃% , whence g̃% = 11+̃% ). We also use the following




(g̃% ). The consequence of Proposition 2.6
is that
 [&( | |H | |, g)] ≥  [&( | |H | |, g̃% )], ∀g ∈ (0, 1).
Ideally, we would like to verify that  (ĝ% ) is the g that minimizes "(% (\̂$%). Instead,
we show show that g̃% %−→ g∗.
Proposition 2.9. The best predictive estimator of g, g̃% , converges in probability to the minimizer
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{g̃% − g∗ > n} = %A { <| |H | |2 − <∑<









8=1(`28 +  + 1)
 > n}
= %A
{ 1< | |H | |2 − 1< ∑<8=1(`28 +  + 1)( 1
<
| |H | |2) ( 1
<
∑<
8=1(`28 +  + 1))
 > n} .
(2.8)
%A
{g̃% − g∗ > n} = %A { 1< | |H | |2 − 1< ∑<8=1(`28 +  + 1)( 1
<
| |H | |2) ( 1
<
∑<
8=1(`28 +  + 1))
 > n}
≤ %AΩ
{ 1< | |H | |2 − 1< ∑<8=1(`28 +  + 1)<
 > n}
+ %AΩ
{ 1< | |H | |2 − 1< ∑<8=1(`28 +  + 1)( 1
<
| |H | |2) ( 1
<
∑<
8=1(`28 +  + 1))
 > n}
= %AΩ
{ 1< | |H | |2 − 1< <∑
8=1
(`28 +  + 1)
 > <n}
+ %AΩ
{ 1< | |H | |2 − 1< ∑<8=1(`28 +  + 1)( 1
<
| |H | |2) ( 1
<
∑<
8=1(`28 +  + 1))
 > n}
≤ 
{ 1< | |H | |2 − 1< <∑
8=1
(`28 +  + 1)
} + X
= 0 + X.
(2.9)
Where we have used Markov’s Inequality in the last inequality of (2.8) and because under the true





+  + 1). Since X was arbitrary we have shown the result. 
32




| |H | |2
)
H8.
These compare very closely with the solution given by James and Stein in 1961:
\̂(8 =
(
1 − < − 2
| |H | |2
)
H8.
It is instructive to examine the frequentist risk of the OBP and compare it with that of the
James-Stein estimator. We will need the following lemma and corollary, a proof of which can be
found in Rao and Molina (2013) and is due to Stein (1961).
Lemma 2.10 (Stein’s Lemma). Let / ∼ # (`, 1). Then E[h(Z)(Z-`)] =  [ mℎ(/)
m/
] = E[h’(Z)],





−12 (I − `)
2} = 0.
Corollary 2.11. Now let Z = (/1, /2, . . . , /<)′, with /8 8=3∼ # (`8, 1). Under the same conditions as
Lemma 2.1, then E[h(Z)(/8 − `8)] =  [ mℎ(/)m/8 ].
Letting ℎ(H) = H1| |H | |2 , it is evident that the conditions of Lemma 2.10 hold since h is bounded




−12 (I − `)
2} = 0. The conditional frequentist risk
given \ for the small area means for \ = (\1, \2, . . . , \<)′ is denoted by '(\̃$%, \) and given by
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| |H | |2 − 2H2
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| |H | |2
= < − 2<(< − 2)\
1
| |H | |2
+<2\
1
| |H | |2
= < −<(< − 4)\
1
| |H | |2
.
(2.10)
We have therefore found the frequentist risk for the observed best predictor. A similar calcu-
lation is followed to obtain the freuqentist risk of the James-Stein estimator. We summarize these
results as:
Proposition 2.12. The frequentist risk of the OBP(EBP), \̃$%, and the James-Stein estimator,
\̂(, are given by:
'(\̃$%, \) = < −<(< − 4)\
1
| |H | |2
,
'(\̂(, \) = < −<(< − 2)\
1




Under the conditional expectation of the frequentist risk given \ we have the following
distribution for the squared norm of y given \, | |H | |2 |\,
| |H | |2 |\ ∼ j2(<, | |\ | |2).
which is the non-central chi-squared distributionwithmdegrees of freedom and non-centrality





* ∼ j2(<) does not generally hold. However, since the function 5 (C) = 1
C
is convex on the interval
(0,∞), Jensen’s inequality shows, \ 1| |H | |2 ≥
1
\ ( | |H | |2)
= 1
:
≥ 0 and so is strictly positive. The fre-
quentist risk from \̂"! = y (just the data itself) is '(H, \) = ∑<8=1 \ (H8 − \)2 = m. Then the OBP
dominates the direct estimates (i.e., has a lower risk for all possible values of \ ∈ '<) whenever
< ≥ 5. In contrast, the celebrated James-Stein estimator has risk '(\̂(, \) = < −<(< − 2)\ 1| |H | |2 ,
and so it dominates H for < ≥ 3.
Despite the James-Stein estimator \̂( having a lower overall risk than either \̃$% or \̃%,
it is not widely used in computing official statistics. Ignoring the fact that no additional informa-
tion comes from the auxiliary variables (i.e., G8V = 0), we have to acknowledge that the sampling
variance is equal across all areas. In practice, sample sizes will vary across areas, leaving some
with reliability issues while others will maintain precision direct estimates. This is the fundamental
situation which small area estimation addresses.
While having a uniform value for g across all areas may be optimal for reducing overall risk
across all areas, the value g may fail to produce minimal risk in any individual small area. When
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all sampling variances are not equal, there will be some domains which do not necessitate much
modeling by virtue of higher sample sizes and greater sample dispersion. Conversely, some domains
will have lower reliability, requiring a greater dependency on the modeled value (which is zero in
the James-Stein case, and G8V in the general case). This is a bit problematic, because it is important
to obtain the best possible prediction for every geographical area or domain. In some applications,
there will be important decisions regarding allocation of resources as a direct consequence of the
modeling approach. Thus, the James-Stein estimator is not a practical tool for real-world situations
where it is preferable to have area-specific modeling in which g′
8
B are not all equal to ensure each
area has a reasonably accurate estimate.
Proposition 2.13. The frequentist risk of the James-Stein estimator is lower than that of the
Observed Best Predictor when < ≥ 5:
'(\̂(, \) < '(\̃$%, \).
Proof. '(\̂(, \) = < −<(< − 2) 1| |H | |2 < < −<(< − 4)
1
| |H | |2 = '(\̃
$%, \) 
Corollary 2.14. The mean squared prediction error of the James-Stein estimator is lower than that
of the Observed Best Predictor when < ≥ 5:
"(% (\̂() < "(% (\̃$%).










= "(% (\̃$%, \). 
Historical Notes.
The estimator \̂( is remarkable because it was shown that for m ≥ 3 that \̂(
8
has a lower
risk under umfer squared error loss than the MLE (just H8, in this case) for all possible values of





1 − 0| |H | |2
)
H8 for some constant a.
The term \ 1| |H | |< is cumbersome because it is not necessarily the reciprocal of the expectation




does hold for standard chi-
squared random variables *2). Stein (1966) proposed the following second-order approximation












where the conditional expectation \ is taken under the presumed model _ = | |H | |2 and with re-
spect to the distribution of the data H = (H1, H2, . . . , H<)’. Bhattacharya (1966) explored the risk
under general weights: (\̂8 − \8)′W (\̂8 − \8), where W may not necessarily be a diagonal ma-
trix. Egerton and Laycock (1982) found closed form solutions for the frequentist risk under various
specific conditions.
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2.4 Generalized Observed Best Prediction for the Fay-Herriot Model
We will now investigate a new generalized version of the observed best predictor, which we
have seen to be closely related to the James-Stein estimator. Having control over the importance
weights will provide practitioners with greater flexibility when working with their unknown data
than is permitted under the standard observed best predictor. Instead of minimizing the sum of
mean squared errors
∑<
8=1  (\̂%8 − \8)2 we investigate a weighted mean squared error (WMSE) of
some predictor of \̄ of \, given by,




|8 (\̄8 − \8)2,
where |8 ≥ 0 ∀8 = 1, 2, . . . <. The expectation  denotes expectation under the true underly-
ing population distribution, which may differ from the assumed distribution. We will assume the
importance weights |8 may possibly be a function of A, |8 = |8 () but not of V. There will be
compelling reasons for different choices of weights for the original MSE. The WMSE is associated
with a function Q, , whose inputs correspond to the unknown nuisance parameters: V and A.
Definition 2.16. Observed Weighted Mean Squared Prediction Error.
Given an estimator \̂ and a weighting matrix W, the observed weighted mean squared error,
&, (V, ), is any measurable function whose expectation is equivalent to the weighted mean
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squared error WMSE
&, (, V) = ,"( (\̂).
Note that Q, is also dependent on the choice of estimator for \, \̄. The basic form of the estimator
should be developed up to this point, with the only unknowns corresponding to estimation of nui-
sance parameters. In small area estimation, the best predictor \̂% is used as the baseline estimator
for \.
Definition 2.17. Weighted Best Predictive Estimator.
Given a vector q of unknown parameters, and a weighted observedMSPE&, (q), then theweighted
best predictive estimator of q, denoted by q̃,% is defined as
q̃,% = arg min
q
&, (q).
For the Fay-Herriot model, there are three choices for q: q = , q = V, or q = (V, ). We are now
in a position to define the generalized observed best predictor, \̃%, as,
Definition 2.18. Generalized Observed Best Predictor,
\̃% = \̂% (q̃,% ).
Fay-Herriot Model Case when A is known.
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8V(1 − 8) (8H8 − \8) +
<∑
8=1
|8 (G′8V)2(1 − 8)2.
(2.12)
The first term in the last identity does not depend on V, and for the second term we have that
 (8H8 − \8) = (1 − 8) (H8). So that,
,"( (θ̂%) = 
{ <∑
8=1





8V(1 − 8)2 +
<∑
8=1
|8 (G′8V)2(1 − 8)2
}
. (2.13)
It is enough to consider the expression above since its expectation will still be equivalent to the
WMSE. Rather than minimizing the expected value  , which is unknown, minimizing under the













(1 − 8 ())2G′8VH8
]
(∗)




)1≤8≤<, y = (H8)1≤8≤<,   = 3806(1− 8) andW = 3806(|8)1≤8≤<. Then it is easy to
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see using calculus that V is maximized by:
3
3V
&(V) = 2V′X′ W X − 2H′ W X = 0 =⇒ V′ = H′ W X (X′ W X)−1.
This leads to the following definition of the weighted best predictive estimator for V:
Ṽ%, = (X′ W X)−1X′ W H (2.15)








|8 () (1 − 8 ())2G8G′8
]−1 <∑
8=1
|8 () (1 − 8 ())2G8H8. (2.16)
We are thus able to produce custom BPEs of V by choosing the |8 differently. If one chooses
|8 = 1, or the weighting matrix W is just the identity, W = <, we obtain the standard BPE, V̂%<
= V̂% . But there are other reasonable estimators, as well. It should be pointed out that the
optimality properties of the BPE will be based on what areas are deemed by the practitioner to
be more important, and that subjectivity should be considered under direct comparisons to other
estimators. The ability to adjust the importance weights gives some flexibility - essentially we are
looking at the % under a more general loss function. It’s prudent to compare the weights applied
to the small areas in each of the estimators of V.
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Example 2.20: Weighted BPE of V (Inverse Variance Weights)




8\8 + (1 − 8)G′8V, 28 k8
)
.
We take the time to verify this. We can derive the covariance between \̂%
8
and \8 by noting that




V+ a8) (8H8 + (1−8)G′8V)
]
= 8 (G8V)2 +8+0+ (1−8) (G′8V)2 = (G8V)2 +8










Now we can express the joint distribution of \̂8 and \8 as,
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Recalling the distribution of \̂%
8








{ (\8−G ′8 V)2

}
, we compute the
conditional distribution as the ratio of the density function of \8 divided by joint density of \8 and
\̂8,

































































































(\̂%8 − 8\8 − (1 − 8)G′8V)2
}
=⇒ \̂%8 |\8 ∼ # (8\8 − (1 − 8)G′8V, 28 k8).
(2.18)
We can then choose the inverse of the+ (\̂
8
|\) as an intuitive weight. i.e., |8 = −28 k−18 . which
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is free of \. Inverse-variance weights are often used when combining multiple random variables so















k8G8H8, [ = 3806(−28 k−18 )1≤8≤<,
free of . We can see this differs from the best predictive estimator of V under the balanced













2G8H8 = ( k0k0+ )








Example 2.21. Weighted BPE of V (Balanced Case). Under the balanced case, 1 = 2 =





|8 () (1 − 8 ())2G8G′8
]−1 <∑
8=1






















Compare this to the standard BPE and the MLE of V, in the balanced case they are equal:











Fay-Herriot Model Case when A and V are unknown.
Wenowconsider the general casewhen bothAand V are unknown. Aswith Jiang, Nguyen, & Rao (2011),




) for V. To that
end, let the vector of unknown parameters by denoted by q8 = (, V). Then \̃8 may be considered
a function of q, \̃8 = \̃8 (q) = \̃8 (V, ). Following our approach from when A was known, the
expression for MSPE is still the same, except that we are no longer able to drop the first term, since
8 is a function of A. Observe that \28 =  (\8H8) = H28 − k8, and that H8 ≠ G′8V in what follows.
As shown in Jiang, Nguyen, & Rao (2011), we have  (8H−\8) = (8 − 1)H8. Then,










|8 (8H8 − \8)2 + 2
<∑
8=1
|8 (8H8 − \8)G′8V(1 − 8) +
<∑
8=1










8V(1 − 8) (8H8 − \8) +
<∑
8=1










8VH8 (1 − 8)2 +
<∑
8=1
















8VH8 (1 − 8)2 +
<∑
8=1


















This is different than the derivation in finding Ṽ% , we are unable to drop the first term as it
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(1 − 8 ())2(H8 − G′8 Ṽ% ())2 + 28 ()k8 − k8
]
,
with respect to . This can be minimized numerically using any number of iterative scoring algo-
rithms.
The best predictor \̂% =  (\ |H) is given in matrix form by \̃ = H −  (H −XV), where Γ =
3806(1 − 8)1≤8≤< so that,
,"( = 
[
(\̂% − \)′W (\̂% − \)
]
=  [(H −  (H −XV) − \)′W (H −  (H −XV) − \)]
=  [(H − \ − Γ(H −XV))′W (H − \ −  (H −XV)]
=  [(H − \)′W (H − \)] − 2 [(H − \)′W (H −XV)] +  [(H −XV)′ W (H −XV)]
= CA (Wψ) − 2 [(H − \)′W H] +  [(H −XV)′ W (H −XV)]
= CA (Wψ) − 2CA (W (< + k)) + 2{\′W \} +  [(H −XV)′ W (H −XV)]
=  {−CA (Wψ) + 2CA (W ) + (H −XV)′ W (H −XV)} .
(2.22)
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This is equivalent to minimizing the integrand within the expectation, where we plug in
&() = −CA (Wψ) + 2CA (W ) + (H −X Ṽ%, )′ W (H −X Ṽ%, )
= −CA (Wψ) + 2CA (W ) + H′W 1/2 
{




The solution to this minimizer would be arrived out numerically to obtain the best predictive

















last term does not depend on A, and so therefore we can only consider the first two terms: Q(A)
= −∑<8=1( (+k8)2k8 ) + 2∑<8=1 +k8k8 =⇒ 33&() = −2 ∑<8=1( +k8k8 ) + 2 ∑<8=1 +k8k8 + 2∑<8=1 1k8 = 0
=⇒ ̃%
Γ−2
= 0. This means that there may exist weighting matrices W such that weighted best
predictive estimator is zero.
2.5 Small Area Income and Poverty Estimates Data Analysis
It is instructive to demonstrate the proposed tools in this chapter using a well-known dataset
in the small area literature. The U.S. Census Bureau’s Small Area Income and Poverty Esti-
mates program (SAIPE) produces estimates at the county and state level to measure the total
number of people (and children) in poverty along with median household income. In order to
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produce this information, the Census Bureau will leverage survey estimates from the American
Community Survey, which samples approximately three million addresses per year. These direct
estimates are then augmented with administrative data obtained from the Food and Drug Ad-
ministration, Internal Revenue Service, and other governmental sources as part of the bureau’s
interagency agreements to acquire such records solely for statistical purposes. Prior to 2005, the
SAIPE program relied upon the Current Population Survey (CPS) to monitor poverty in small
geographical areas. This is a survey which sampled approximately 100,000 addresses in 2005,
and only about 60,000 addresses in 1993. The SAIPE has been widely discussed in the litera-
ture on small area estimation, more information can be gleaned from Bell et al. (2016) or directly
from the bureau website at https://www.census.gov/programs-surveys/saipe.html. The data used in
the analysis below was also analyzed independently by Bell & Franco (2017) and are available at
https://www.census.gov/srd/csrmreports/byyear.html.
The following variables were included in a SAIPE date from 1993 comprising poverty estimates for
children between 5 and 17 for fifty states and the District of Columbia.
1. CPS - direct estimate from the Current Population Survey for the state poverty rate of children
ages 5-17
2. IRSPR - Poverty rate based on IRS tax data, defined as # Child tax exemptions from impov-
erished households / # Total child tax exemptions from all households.
3. IRSNF - The tax non-filer rate based on IRS tax data, defined as [Population - # Tax
Exemptions under Age 65] / Estimated Population of Persons 65+.
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4. FS - Food Stamp participation rate as measured by the Supplemental Nutritional Assistance
Program (SNAP).
5. GVFSE - GVF estimates of sampling standard errors from the CPS. These are based on
iterative procedures developed by Bell and Otto (1995). The method switches between ML
estimates of model parameters vs. the estimation of sampling standard errors.
6. CENRES - Residuals from the 1990 census where the full model (with the same covariates)
was fit to the same outcome of the poverty rate for children between ages 5 and 17.
The computed statistics in the data analysis included the EBLUP w/ REML(A) and the MLE(V); the
OBP w/ BPE for both V and A; and finally, the GBP w/ WBPE for both V and A. Also included in
the analysis are comparisons of these three different V’s and values for A. The values of the weights
in the GBP are of the form |8 = q82
8
2
. Table 2.23 depicts the various estimators to be used in the
analysis. We stress that ̂8 is not estimated separately from ̂, so that ̂8 = 8 ( ̂).
Table 2.23. Estimators for Nuisance Parameters for Small Area Prediction (and weights, where
applicable)
Estimators and Weights
θ̂i EBLUP OBP GBP
V MLE BPE WBPE
A, 8 REML BPE WBPE




Parametric Bootstrap for Mean Squared Error Estimation of Small Area Predictions
Wewish to evaluate the precision of the small area predictors. In general, computing estimates
of mean-squared error can be difficult. In order draw suitable comparisons, we will resort to using
a parametric bootstrap approach. The bootstrap is a well-known resampling method which is really
indispensable for modern analysts, especially with regard to its utility in estimating variance and
because of its non-parametric nature. For our purposes, it is intuitive to use a more Monte-Carlo
version of the approach, since our estimators are based on an inherently assumed model. We











). The parametric bootstrap MSE estimator is given by:


















where ∗ is expectation with respect to the parametric bootstrap distribution and \̂8 can






. In practice, we


















is the A Cℎ draw from Level 2 of the FH model with estimated V and ; \̂$%(A)
8
is the
OBP computed from the A Cℎ bootstrap sample; ' is the number of bootstrap samples.
Now the bootstrap samples are still based on estimators from the data, and will have equivalent
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hyperparameters as the underlying mean. We outline the procedure explicitly:
Steps in Parametric Bootstrap MSE Estimation
1. Generate \∗
8
by sampling from a # (G8 V̂, ̂) distribution.
2. Generate H8 by sampling from a # (\∗8 , k8) distribution.
3. Compute \̂∗
8










. Repeat steps 1-3 R-1 times and relabel.



























Theoretical properties of the parametric bootstrap are not known for general parameters
q8 = ℎ(\8), see Rao and Molina (2015). The motivation behind it is that the bootstrap distri-
butions will converge to the true distribution with large R. Moreover, the law of large numbers
gives credence to the notation that the MSPE averaged over all R iterations converges to the true
MSPE. While straightforward to implement, the parametric bootstrap is not second order unbiased.
Jiang, Nguyen, & Rao (2011) proposed an area-specific MSPE bootstrap having the property of
second-order unbiasedness.
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Data analysis results with SAIPE 1993, R=200
Table 2.24. Competing Estimators of Parameter Coefficients (SAIPE 1993)
Covariate β̂SRK β̂HVK β̂HVK
W
Intercept -3.84 -3.56 -4.29
CENRES 1.21 2.14 3.02
FS 1.26 1.94 2.25
IRSNF 0.52 0.28 0.24
IRSPR 0.23 0.06 -0.01
From Table 2.24 above we can see there are non-trivial differences in the parameter coefficients
across the three classes of parameter estimates. Table 2.25 follows with a display of the visible
differences across states in the original CPS Poverty Rates and the three classes of poverty rate
prediction: EBLUP, OBP, and GBP.
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AL 20.3 22.5 24.3 23.9 0.13 0.22 0.47
AK 9.4 12.2 9.9 9.2 0.18 0.30 0.56
AZ 22.3 23.9 23.3 23.1 0.11 0.19 0.42
AR 24.6 22.3 23.7 24.7 0.11 0.19 0.42
CA 23.8 22.8 21.8 22.8 0.48 0.63 0.84
CO 11.0 13.2 11.8 11.2 0.21 0.33 0.60
CT 14.8 14.5 16.2 16.8 0.13 0.21 0.45
DE 12.8 13.4 13.7 13.4 0.11 0.18 0.41
DC 49.0 30.8 36.7 41.8 0.04 0.08 0.21
FL 25.9 22.2 22.9 24.4 0.29 0.44 0.70
GA 16.8 21.0 21.4 20.5 0.13 0.22 0.47
HI 13.0 12.7 12.1 11.7 0.13 0.21 0.45
ID 13.6 12.5 11.1 11.4 0.19 0.31 0.58
IL 17.5 17.6 18.3 18.1 0.35 0.50 0.75
IN 10.3 14.0 14.5 13.2 0.20 0.31 0.58
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We also show the differences in the shrinkage parameters, 8, as well as the discrepancies in
the estimators of the variance components, A. Finally, we showcase the mean-square prediction
errors for the three class of small area means prediction of poverty rates in SAIPE 1993. We also
consider the weights |8 = k8 and |8 = 1/k8.
Table 2.26. Competing Estimators of Variance Components (SAIPE 1993)
Values of ̂





(|8 = −28 /k8). 11.76 0%
̃%
,
(|8 = 1/k8). 1.07 NA
̃%
,
(|8 = k8). 7.99 0%





\̃% (|8 = −28 /k8) 7.2
\̃% (|8 = k8) 5.1
Discussion. There were noticeable differences in the estimated parameter coefficients, not
only between the LSE and BPE, but also between the BPE and WBPE. Estimates of the model
variance A were also different, resulting in different amounts in the shrinkage parameter 8. These
values were higher for the GBP, which thus borrowed less strength from the synthetic estimate but
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resulted in similar estimatedMSPE from the EBLUP. The bootstrap MSPE from the OBP was lower
than that of the EBLUP, a possible indication of model misspecification. We did observe some zero
estimates from the REML, a phenomenon occurring in many such estimators of variance compo-
nents, resulting in overshrinkage (i.e., too much weight being placed on the synthetic estimator).
The weighted best predictor of A was much higher than that of the BPE and REML. Our ob-
jective is not necessarily getting precision estimates of the model variance. We are willing to permit
some overestimation of the model variance to obtain improved small area means. The OBP seems
to be an improvement over the EBLUP, while the weighted estimator based on weights |8 = −28 /k8
had a similar bootstrap MSE without succumbing to over-shrinkage in any of the iterations.
Additional computational runs were made for the alternative weights, |8 = k8 and |8 = 1/k8.
The latter resulted in an estimator for A even lower than REML, causing a large amount of zero
estimates when attempting to compute the parametric bootstrap. On the other hand, the choice of
weight based on the variance (|8 = k8) generated an estimator with a lower bootstrap MSPE than
that of the OBP.
Figure 2.28. Bootstrap Histograms of ̂ (SAIPE 1993, |8 = −28 /k8).
Allowing the weight |8 to be a function of A can have some ramifications when trying to
find the value of A that optimizes (\̃ − \)′W () (\̃ − \). An arbitrary weighting function of A
could have an adverse effect on the objective function. Caution should be exercised when selecting
suitable importance weights. We close this section with Figure 2.28, which depicts the bootstrap
histograms of the estimators of the model variance A. The weighted best predictor is the furthest
from zero, while REML estimates of A have about 14% of its bootstrap samples being zero.
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2.6 Simulation Study
We now undertake a simulation study, still somewhat based on the SAIPE dataset. We will
continue to use the same covariates (CENRES, FS, IRSNF, and IRSPR) and sampling variances
k8 for each state i=1, 2, . . . , m=51. However, we will create arbitrary parameter coefficients, and
reconstruct the mean response variable according to those coefficients.
Simulation Regression Function:
`8 =  (\8) = 5 + 3.16 ×#'( + 7 × ( + 3.2 × '(# + 5.6 × '(%' .
Moreover, we generate random effects according to incremental values of A which loosely
range between ̃% and k̄ = 1
<
∑<
8=1 k8. In this fashion, we get a "true" value of the small area
means in our simulated population, which we will denote as \∗. We proceed to generate \∗ =
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XV∗ + a, where a ∼ #< (0, <).





Finally, we generate new y values, denoted by H∗ according to H∗ ∼ #< (\∗,k). Now that
we have a known population \∗, we can compare the results on the full model, and also under
reduced models to observe and compare the robustness of the different estimators computed only
from H∗ and X . Two hundred iterations were taken for Table 29, which includes Monte Carlo








, respectively. The simulation



























. Subsequent tables had fifty iterations, as that was deemed sufficient
earlier runs. Moreover, we also wish to compute the Monte Carlo error, MCE, associated with








denote the squared difference between the bootstrap estimator
of \A
8
for the 8Cℎ domain under the A Cℎ bootstrap iteration. Then the Monte Carlo error for the 8Cℎ























. Finally, the Monte Carlo errors for each domain i are averaged to obtain a
single error values to represent the dataset. This is the Monte Carlo error, which can be associated
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with the MSPE (·) for any of the competing estimators.





Finally, we define the weighted simulation MSPE as below. To differentiate between possibly
different weights used for the GBP and WBPE, we will use the notation |8 to represent the WBPE
weights, and |∗
8




























Simulation Case 1. A known, w∗
i
= ψi. We first consider the case when the model variance A is
known to be 16 and let V be unknown. For the generalized OBP, we elect to have the weight defined
as a function of the sampling variance as the weight: either |8 = k8 or |8 = 1/k8, and consider
corresponding weighted loss functions: |∗
8
= k8 and |∗8 = 1/k8. These loss functions are applied to
both, the small area means and the norm of the estimated parameter coefficient vector.
Results. In Table 2.29, it is clear the that mean square prediction error increases with the model
variance A. We also observe the EBLUP has the lowest MSPEs across all variance values, and that
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the EBLUP also outperforms in the context of the weighted loss functions.
Table 2.29a. (A known). Simulation results under correctly specified regression model (CENRES,
FS, IRSNPR, and IRSNF), ' = 200 iterations.
Simulation MSPE by Model Variance and Loss Type
Full Model: CENRES, FS, IRSNF, IRSPR









"(% (·) A=4 A=8 A=16 A=4 A=8 A=16 A=4 A=8 A=16
\̂!*% 3.5 5.1 6.9 48.0 70.1 99.5 0.35 0.50 0.65
\̃$% 4.0 5.5 7.3 55.2 79.1 108.2 0.40 0.53 0.68
\̃% (|8 = k8) 5.0 6.4 8.0 74.3 96.6 122.9 0.50 0.60 0.72
\̃% (|8 = 1/k8) 3.6 5.1 7.0 48.3 71.6 100.5 0.36 0.50 0.66
| |V | |!( 2.2 2.6 3.1 25.9 29.8 36.0 0.27 0.32 0.38
| |V | |% 2.7 3.4 4.1 33.5 39.4 48.5 0.36 0.42 0.51
| |V | |,% (|8 = k8) 3.6 4.2 5.0 42.6 48.5 58.1 0.45 0.52 0.62
| |V | |,% (|8 = 1/k8) 2.3 2.7 3.3 26.6 31.5 28.9 0.28 0.33 0.41
Table 2.29b. (A known). Monte Carlo Errors associated with MSPE for the correctly specified
model (CENRES, FS, IRSNPR, and IRSNF) for MSPE estimates, ' = 200 iterations.
Monte Carlo Error by Model Variance and Loss Type
Full Model: CENRES, FS, IRSNF, IRSPR









" (·) A=4 A=8 A=16 A=4 A=8 A=16 A=4 A=8 A=16
\̂!*% 0.69 1.07 1.49 13.0 19.9 28.9 0.07 0.10 0.13
\̃$% 0.81 1.17 1.60 15.5 23.2 33.2 0.08 0.11 0.13
\̃% (|8 = k8) 1.04 1.38 1.78 23.9 31.2 41.3 0.10 0.12 0.14
\̃% (|8 = 1/k8) 0.72 1.07 1.51 13.0 20.0 29.2 0.08 0.10 0.13
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Table 2.29c. (A known). Monte Carlo Errors associated with MSPE for the correctly specified
model (CENRES, FS, IRSNPR, and IRSNF) for parameter coefficients, ' = 200 iterations.
Monte Carlo Error by Model Variance
Full Model: CENRES, FS, IRSNF, IRSPR




"(% (·) A=4 A=8 A=16
| |V | |!( 2.2 2.5 3.1
| |V | |% 2.9 3.4 4.1
| |V | |,% (|8 = k8) 3.6 4.1 4.9
| |V | |,% (|8 = 1/k8) 2.3 2.7 3.3
This result is somewhat expected, as under the correctly specified model, the EBLUP will
provide the lowest mean squared error. It is only under the misspecified model will the best
predictive models exhibit advantages over the EBLUP. We are also able to see that under the weight
|8 = 1/k8, both MSPE values for \ and V approach the same levels as the optimal EBLUP. This is a
remarkable result, and parallels might be drawn between weighted least squares and weighted best
prediction. Under weighted least squares, the value of the weight would be 1
k8+ rather than just
1
k8
, but A will always be unknown in practice and is therefore unsuitable as an importance weight.
Even if known, it would only serve as an identical translation applied to areas, and is thus of less
value under importance weighting. Finally, a closer inspection reveals that the GBP remains very
close to the EBLUP, but is always slightly higher in line with theoretical result of the EBLUP being
an optimal estimator under correctly specified models.
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Misspecification Models. We now assess simulation under misspecified models, an exami-
nation of the robustness of the best prediction algorithms. We will consider the two combinations,
(CENRES, FS) as one covariate model, and (IRSNPR, IRSNF) as another model. The simulated
population will remain identical, but the prediction models will lack half the underlying variable
information.
Table 2.30. (A known). Simulation results with known model variance on misspecified regression
model # 1 (Only using IRSNPR and IRSNF), ' = 50 iterations.
Simulation MSPE by Model Variance and Loss Type
Misspecified Model: Only IRSNF, IRSPR Used









"(% (·) A=4 A=8 A=16 A=4 A=8 A=16 A=4 A=8 A=16
\̂!*% 87.7 61.2 38.4 1470 1108 745 8.1 5.0 2.9
\̃$% 84.8 57.6 35.1 1288 914 572 8.6 5.2 3.0
\̃% (|8 = k8) 91.0 61.9 37.6 1195 861 536 10.1 6.1 3.4
\̃% (|8 = 1/k8) 91.2 61.3 37.1 1597 1118 697 8.0 5.0 2.8
| |V | |!( 9.1 9.2 9.5 106 108 111 1.1 1.1 1.2
| |V | |% 14.8 16.8 19.0 173 196 222 1.8 2.1 2.4
| |V | |,% (|8 = k8) 22.1 23.6 25.2 259 276 298 2.7 2.9 3.2
| |V | |,% (|8 = 1/k8) 8.6 9.7 11.7 101 113 137 1.1 1.2 1.5
It will be interesting to observe whether the generalized observed best predictor will retain its
robustness properties as the OBP. We caution that these results will not be consistent with earlier
sections of this chapter, as we have redefined the relationship among variables, and their predictive
power is also changed. We expect the OBP and GBP to have lower MSPE than the EBLUP, and we
61
also expect to so the WBPE’s to produce lower MSPE’s than other estimators whenever the same
weights are used in the loss function (i.e., |8 ≡ |∗8 ).
Table 2.31. (A known). Simulation results with known model variance on misspecified regression
model # 2 (Only using CENRES and FS), ' = 50 iterations.
Simulation MSPE by Model Variance and Loss Type
Misspecified Model: Only CENRES, FS Used









"(% (·) A=4 A=8 A=16 A=4 A=8 A=16 A=4 A=8 A=16
\̂!*% 189.8 122.9 68.3 2405 1641 951 20.5 11.7 6.0
\̃$% 187.2 120.2 68.5 2320 1574 914 21.0 12.0 6.0
\̃% (|8 = k8) 189.4 121.6 67.3 2493 1633 927 21.7 12.2 6.1
\̃% (|8 = 1/k8) 193.3 122.5 66.9 2318 1579 920 20.4 11.7 5.9
| |V | |!( 55.2 55.2 55.1 645 645 645 6.9 6.9 6.9
| |V | |% 56.4 56.8 57.0 659 664 667 7.0 7.1 7.1
| |V | |,% (|8 = k8) 57.4 57.3 57.1 635 643 651 7.1 7.1 7.1
| |V | |,% (|8 = 1/k8) 54.3 55.0 55.6 671 670 667 6.7 6.8 6.9
Results. In contrast to the correctly specified model, we note the observed MSPE’s are anti-
correlated to the model variances. With the higher model variances, more weight is taken from
direct estimate as opposed to the biased synthetic estimator. When the synthetic estimator is poorly
specified, too much bias may be introduced through the composite estimator. The MSPE values
for the estimates were much larger for the model specification based only on the Census residuals
and food stamp usage (CENRES and FS), an indication that this model was less prescient than the
model containing the IRS non-filer and poverty rate estimates (IRSNF and IRSPR). With respect to
the standard loss functions, the generalized best predictors displayed some MSPEs lower than that
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of the EBLUP, and lower than the OBP in some cases, as well. While the GBP based on |8 = 1/k8
had the lowest weighted MSPE under the corresponding weight |∗
8
, the GBP based on |8 = k8,
however, did not have the lowest weighted MSPE with respect to its corresponding loss functions
weighted by |∗
8
= k8. In this case our results are somewhat mixed. Finally, We observe that the
estimated parameter coefficients were not greatly affected by the increased model variances. Under
the standard loss, theMSPE of theweighted best predictor|8 = 1/k8 was lower than that of theMLE.
Discussion. Generally, the selection of the weights |8 should be tailored toward a specific weighted
loss function. There is some evidence that the weights |8 = 1/k8 could be effective as a weighted
best predictive estimator in the sense of weighted least squares. This estimator displayed some
MSPE scenarios lower than the EBLUP.
Simulation Case 2. V known. We now consider the case when the parameter coefficients A
is known to be 16 and let V be unknown. For the generalized OBP, we elect to have the weight
defined as a function of the sampling variance as the weight: either |8 = k8 or |8 = 1/k8, and
consider corresponding weighted loss functions: |∗
8
= k8 and |∗8 = 1/k8. These loss functions are
applied to both, the small area means and the norm of the estimated parameter coefficient vector.
Results. Under the appropriately specified model, the MSPE values for all models were very
close across all loss functions, except for that of GBP(|8 = k8) weighted by the variance, which
uniformly higher. We also note the weighted BPE for A based on the inverse weights 1/k8 has the
lowest MSPE across all loss functions. Under the misspecified model, that version of the WBPE
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and GBP had the lowest (or equivalent) MSPE values.
Table 2.32. (V known). Simulation results with correct specification for model variance, ' = 50
iterations.
Simulation MSPE by Model Variance and Loss Type
Correct Model Variance









"(% (·) A=4 A=8 A=16 A=4 A=8 A=16 A=4 A=8 A=16
\̂!*% 3.1 4.7 6.6 39.1 63.6 93.7 0.33 0.48 0.63
\̃$% 3.1 4.7 6.6 39.5 64.0 94.3 0.33 0.48 0.64
\̃% (|8 = k8) 3.4 5.0 6.9 43.0 67.5 96.9 0.37 0.51 0.66
\̃% (|8 = 1/k8) 3.1 4.7 6.6 39.3 63.5 93.5 0.33 0.48 0.63
!( 5.8 11.6 27.7 68.4 136.2 323.4 0.73 1.45 3.44
% 6.4 12.2 30.0 75.0 142.2 350.9 0.80 1.51 3.73
,% (|8 = k8) 25.1 49.4 119.0 293.1 578.2 1392 3.11 6.14 14.79
,% (|8 = 1/k8) 4.3 8.4 19.1 50.4 98.6 222.7 0.54 1.05 2.37
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Table 2.33. (V known). Simulation results with incorrect specification for model variance, ' = 50
iterations.











\̂!*% 5.77 78.0 0.57
\̃$% 5.79 78.1 0.57
\̃% (|8 = k8) 6.05 81.5 0.60
\̃% (|8 = 1/k8) 5.74 77.3 0.57
!( 35.8 436 4.4
% 36.0 419 4.5
,% (|8 = k8) 79.7 929 9.9
,% (|8 = 1/k8) 28.8 336 3.6
2.7 Concluding Remarks
We reviewed the observed best predictor as applied to the Fay-Herriot model. We also re-
visited the celebrated James-Stein estimator in the context of the OBP and EBP, and investigated
some related properties. The concepts of the weighted best predictor and the generalized observed
best predictor were introduced. In particular, the selection of appropriate importance weights was
considered. To summarize, these could reflect subjective criteria placed on each specific domain,
or they could be a function of the sampling variance and model variance to produce new estimators
with desirable properties. A number of different GBP’s with varying weights were compared to
both the EBLUP and OBP using the SAIPE dataset from the U.S. Census Bureau. A simulation
study was also conducted, where the true population parameters were known. This was conducted
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for both the parameter coefficients V and the model variance.
The simulation studies showed some mixed results. As expected, the EBLUP performed well
under properly specified models, as did the OBP to a lesser extent. Under misspecified models, the
OBP outperformed the EBLUP. The results of the GBP were dependent on the choice of weights.
The GBP inverse variance weights performed well, very close to the optimal EBLUP and OBP in
different scenarios, raising the possibility of finding optimal weights in future studies. While the
GBP associated with the different risk functions fared well, results were sometimes sensitive to the
level of model variance.
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Chapter 3
Empirical Bayes Parametric Bootstrap Model Selection and Diagnostics in the
Fay-Herriot Model
3.1 Introduction
There are a multitude of possibilities for modeling data sets, and the analyst must confront
decisions between competing models. Once a model type is selected, we need to evaluate which
dependent variables should be included into the model. This is a problem that goes back to linear
regression modeling, and a number of solutions have propagated, including stepwise methods and
lasso regression. In machine learning approaches, it is commonplace to build models on a portion
of the data (the so-called training dataset) and then assess model suitability on the remaining portion
of data, coined as the analysis dataset. In a similar validation context, the [posterior] predictive
criterion has been developed to perform cross-validation. We first review the more traditional model
validation approaches and then develop a cross-validation approach for the Fay-Herriot model. In
general, this methodology could be used to investigate the normality assumption, assess the sound-
ness of homoskedasticity, diagnostics, for variable selection or even deciding between fixed and
random effects.
We will first survey a plethora of available metrics still currently used for model selec-
tion: including the coefficient of determination, log-likelihood, AIC, BIC, DIC, and WAIC. These
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metrics permit analysts to draw comparisons between different models, but they appear to have
various drawbacks which have been brought to light by both applied scientists and theoreticians.
For the last metric, the Watanabe-Akaike Information Criterion has the drawback of requiring
greater amounts of processing time. On the contrary, with the advent of high-speed computing and
analytics, we are more willing to pay this price for greater accuracy and precision in our model
building approach. In particular, the parametric bootstrap affords us an opportunity to rely on
machine computing in the presence of complicated distributionals. We specifically develop the
Empirical Bayes Parametric Bootstrap (EBPB) approach for model selection and diagnostics, and
apply the methods to the SAIPE Census Bureau data.
Outline of the Chapter
(3.1) Introduction.
(3.2) Standard Metrics for Model Building. A review of mainstream methods currently in use
for model assessment.
(3.3) Empirical Bayes Parametric Bootstrap Cross-Validation. Using the ideas proposed in
Lahiri (2020), we develop and evaluate the empirical Bayes leave-one-out cross-validation
approach using the parametric bootstrap.
(3.4) Empirical Bayes LOO-CV Model Selection with Application to SAIPE data.
(3.5) Empirical Bayes Parametric Bootstrap Model Diagnostics. We develop a residual
analysis based on an empirical Bayes approach.
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(3.6) Concluding Remarks.
3.2 Standard Metrics for Model Building
Coefficient of Determination
Suppose that we were only interested in a national estimate and that all of the area-level random
effects were null. Then under such a standard linear regression, the coefficient of determination,
denoted by '2, is equivalent to








A typical interpretation '2 (pronounced ’r-squared’) is that it represents the amount of variation
explained by the model. It is related to the Pearson correlation coefficient d under simple linear
regression as '2 = d2. Opinions on the acceptable values of '2, differ, but they should also be
considered in the context of significance tests for the covariates and the global omnibus F-tests.
Partial coefficients of determination have been developed for reduced models, which can be used as
the basis for stepwise variable selection procedures. Since '2 is sensitive to the number of covariates,
an adjusted version is used for such purposes, too. The coefficient of determination has been
extended for random effects models and time-series models where the independence assumption is
violated (e.g. see Buse (1973)). The following generalized coefficient of determination is used by
default in the SAS Software Panel procedure (SAS V9 (2020)),
'2
64=4A0;8I43
= 1 − ê
′V −1ê
(Y − .̄ )V −1(Y − .̄ )
,
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and 9< is the column vector of dimension (m× 1) of all ones.
Mean Squared Error
The mean squared error (MSE) is computed as 1
<
∑<
8=1(H8 −  (H8 |\8)2). Sometimes it is conve-





H8 −  (H8 |\8)2/{0A (H8 |\8)
)
.
These can be difficult to estimate, however, and they have the disadvantage of being less suitable
for non-normal models, see Gelman, Hwang, and Vehtari (2013).
Log predictive density (log-likelihood)
The log predictive density, or log-likelihood, log(p(H8 |\8)) is somewhat more general than the mean-
squared error and plays an important role in statistics due its prominence in the Kullback-Liebler
information. This value is concordant with the posterior probability and is therefore sensible as
a goodness of fit statistic. The prior distribution is typically ignored when attempting to find a
model that matches with the existing data. In fact, the limiting distribution of the posterior normal,
and the likelihood approaches the same asymptotic distribution, see DeGroot (1970). A convenient
goodness of fit statistic is the log-predictive density of new sample points H0. The out-of-sample
prediction is,
log ??>BC (H0) = ;>6?>BC (?(H0 |\)) = ;>6
∫
?(H0 |\)??>BC (\)3\,
where ??>BC (H0) denotes the predictive density for H0 from the posterior distribution ??>BC . Similarly,
?>BC (H0) will define the expectation of \ averaged over the posterior distribution. Since we will use
all available data in the estimation, the new data point H0 is unknown and we proceed to condition
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upon all possible new values of H8. We use the acronym elpd to denote the expected log predictive
density,
elpd =  5 (;>6??>BC (H0)) =
∫
(;>6??>BC (H0) 5 (H0)3H0.
Akaike Information Criterion (AIC)
Despite recent inroads in the prominence of Bayesian methods and the use of posterior distributions
to describe unknown parameters, frequentist methods have dominated the statistical literature. Most
notably, the MLE is typically taken for \̂, and log?(H8 |\̂8). For a model estimating : parameters,
the AIC was developed by Aikake (1973) and take the following form based on the elpd:
AIC = -2log?(H8 |\̂8) + 2k.
The Bayesian information criterion was suggested by Schwartz (1978) is closely related to AIC and
is defined by -2log?(H8 |\̂8) + k log(n). Note the sensitivity of the measure on the overall sample size.
While the coefficient of determination and the mean squared error can objectively inform on the
overall model fit, the AIC and elpd are more useful when comparing competing models. Gelman et
al. (2013) describes the deviance information criteria as a function of log?(H8 |\̃8), where \̃8 is the
posterior mean and using the effective number of parameters instead of : .
Watanabe-Akaike Information Criterion (WAIC)
Gelman, Hwang, and Vehtari (2013) describe a couple variations of the WAIC, first introduced by


















where S draws are taken from the posterior distribution resulting in \B
8
for s=1, 2, . . . , S.
Bayesian Cross Validation.
Cross-validation is the procedure of splitting the dataset into two portions: the training dataset
and the analysis dataset. The training data are used for fitting the model, and the goodness of that
model fit is evaluated on the remaining data. Our evaluation shall rely upon the use of the posterior
predictive distribution. If H>1B denotes observed samples H1, H2, . . . , H<, then let H=4| correspond to
k new samples beyond what has already been observed: H=4| = H<+1, H<+2, . . . , H<+: . Letting 5 (·)
denote the probability density function of its argument, then the posterior predictive distribution is
given by:





5 (H=4| |\)?(\ |H>1B)3\,
where ?(·|·) is the posterior distribution of the first argument conditional on the sec-
ond. This can be compared with the prior predictive distribution (or marginal distribution),
5 (H=4|) =
∫
5 (H=4| |\)c(\)3\, where c(·) is the prior distribution. Unlike the marginal dis-
tribution, 5 (H=4| |H>1B) is based on the data at hand. Note that this metric does not suffer any bias
from performing model evaluation on any portion of the training data (for example as with 5 (H8 |H)).
The predictive distribution can tell us how well we are able to predict new observations.
Leave One Out Cross Validation.
In practice, we are unwilling to sacrifice any such data points to be consigned purely for validation
72
purposes. One computationally intensive variation of cross-validation is to leave out a single ob-
servation, fit the model on the remaining data, and apply that model to the data point left out. This
form of cross-validation is referred to as "Leave One Out", LOO, or even LOO-CV. The goodness
of the fit metric is averaged over all m evaluations. Let H (−8) denote the vector of y values without
the 8Cℎ value H8, that is, H (−8) = (H1, H2, . . . , H8−1, H8+1, . . . , H<)′. Then the predictive distribution is
given by





5 (H8 |\)?(\ |y(−8))3\.
Carlin & Louis (2009) refer to the specific values of 5 (H8 |H (−8)) as the CPO’s, or conditional
predictive ordinates. It should be pointed out that this is a very data-driven technique, that requires
knowledge of the posterior distribution. This versatile model diagnostic is built into the Stan plat-
form (https://mc-stan.org/), which is a collection of statistical modeling and calculation libraries
that can be used with a variety of statistical software packages.
For dealing with samples with joint probability, it is customary to consider the log transfor-









5 (H8 |\)?(\ |y(−8))3\,
where 5 (·|·) is the conditional probability density function of its arguments, and ?(\8 |y8) is
the posterior density function of \8 conditional on the data y(−8) . While computationally expensive,
LOO-CV is more flexible than other information criteria. Under the maximum likelihood estima-
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tion, it has been shown that it is asymptotically equivalent to AIC (Stone (1977)). Both DIC and
WAIC have also been shown to be asymptotically equal to the LOO-CV under certain conditions
(see Shibata (1989) and Watanabe (2010)). We will now discuss the LOO-CV more in depth and
apply it to the Fay-Herriot model.
Bayesian Residual Analysis and Diagnostics.
Once a model has been decided upon, we are interested in evaluating the suitability of model
fit to the data, without any abstract concepts. To this end, Carlin & Louis (2009) define a Bayesian
residual in the context of LOO-CV as
A8 = H8 −  (.8 |H (−8)).
Plotting these residuals against fitted values can be used to verify the plausibility of normality
and homoskedasticity. Time plots will reveal non-constant variation in time or other time dependen-
cies. As with the CPO’s defined above, these residuals can be plotted and used to identify outliers
which the model does not predict well. The summed absolute values or squares might be used to
develop a competing goodness of fit measure. For these latter two diagnostics, it is customary to
follow standard linear regression diagnostics and consider a standardized residual:
38 =
H8 −  (.8 |y(−8))√
+0A (.8 |y(−8))
.
In the presence of a covariate vector G8, Gelman et al. (2004) define Bayesian residuals as A8
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= H8 -  (H8 |G8, \8). These are sometimes called "realized" residuals because they are based on a
random draw of \. In contrast, traditional design-based residuals can be thought of as being based
on point estimates \̂8, resulting in residuals defined by H8 -  (H8 |G8, \̂8).
3.3 Empirical Bayes Parametric Bootstrap Cross-Validation Model Selection
Recently, Lahiri (2020) proposed a small area model selection methodology, which may be
viewed as an empirical Bayes cross-validation implemented through a parametric bootstrap. We
develop and evaluate these ideas for the well-known Fay-Herriot model.
Let H8 given \8, 8 = 1, · · · ,<, be independent where both H8’s and \8 are scalars. This is a
general model that could cover both the Fay-Herriot model and Rao-Yu model as special cases.
Let H (−8) be a vector of H except the 8th area, 8 = 1, · · · ,<. We propose the following parametric
bootstrap LOO:










log 51>>C (H8 |H (−8)), (3.1)
where
51>>C (H8 |H (−8)) =
∫
5 (H8 |\∗)?(\∗ |H (−8))3\∗, (3.2)
is the leave-one-out predictive parametric bootstrap density given the data without the 8Cℎ data
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point. In the above expression, ?(\∗ |H (−8)) is the parametric bootstrap distribution of \∗ based on
H (−8) . We can compute (3.1) for a set of competing models and select the one for which LOOboot
is the maximum. Model selection can address normality, homoskedasticity in Level 2, variable
selection, and more. To produce some formulas for the LOO method, let us assume normality
and homoskedasticity and focus on variable selection. First consider the easy case when all the
hyperparameters, i.e., V and  are known. Since under the FH model all H8’s are unconditionally
independent, 51>>C (H8 |H (−8)) is the # (G′8V,k8 + ) density, 8 = 1, · · · ,<. That is,













Thus, when the parameters are known there is no additional information housed in H (−8) . Now let’s
consider the case when hyperparameters are unknown and estimated using some classical method
like ML or REML or adjusted ML. Suppose that  is known but V is unknown. For this case,




























)−1. For completeness, we will obtain some closed form results. Our computations
will require the following lemmas:
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Lemma 3.2. Sherman-Morrison Formula.
Let M be an invertible matrix of size n, and v is a column vector of dimension n. Then,




Theorem 3.3. Fay-Herriot Bootstrap Distribution, A known and V unknown.
When A is known but V is not known, then the bootstrap distribution (3.3) of H8, conditional upon
the data excluding H8, is given by:






























































( V̂∗(−8) − V̂(−8))






































































































































where we recognize the integral in the last line of (3.5) as that of the moment generating function of a






















































































. Note that this will represent a covariance matrix of higher
magnitude than (∑<9≠8 1k 9+G 9G′9 )−1) which is the original variance of H8 given all of the remaining
data: H8 |y(−8) , with y(−8) = {H1, H2, . . . , H8−1, H8+1, . . . , H<}′. This makes sense, since there is slightly
less data available for prediction when the 8Cℎ observation is not used. By the Sherman-Morrison
























































































= Σ−1 − G8G
′
8
k8+ , and observing that ΣΣ
−1
8
= Σ(Σ−1 − G8G
′
8


















































































































































































































G8 V̂(−8)} = G8V,
which is consistent with the Fay-Herriot model. We also have that +0A (H8) = 
{




































G8 = k8 + , where
we have used Lemma 3.2 again.
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Example 3.4. Fay-Herriot Parametric Bootstrap Distribution, A unknown and V unknown.
For the balanced case k8 = k, 8 = 1, · · · ,<, we can proceed to obtain the exact distribution of
( V̂∗(−8) , ̂
∗
(−8)). Now suppose that ̂
∗
(−8) corresponded to the maximum likelihood estimator obtained
from the dataset missing the iCℎ data point. The asymptotic variance +̄ for the Fay-Herriot model as
< →∞ for the ML and REML are equal, and is given in Rao and Molina (2015) by:































When both V and  are unknown, we have using Theorem 3.3,














































(H8 − G′8 V̂(−8))2
} )
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k 9 + ̂(−8)
)












. Unfortunately, the integral in equation (3.11) is somewhat
intractable. Because of the non-negativity of variance parameters, many analysts will use a non-
normal distribution for when placing prior distributions on variance components in fully Bayesian
models. In fact, the inverted gamma distribution IG(U, X) with parameters U and X is a popular prior
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distribution. We will now consider this distribution as an alternative to the Gaussian distribution
for the parametric bootstrap. Recall that the probability density function for a IG(U, X) random








respectively, for U > 2. Hence, if we wanted to select the parameters U and X so that a generated
IG(U, X) random variable had a distribution matching the mean and variance of ̂(−8) , then we find


















We now consider the following bootstrap distribution for ̂∗(−8):















Example 3.5. Fay-Herriot Parametric Bootstrap Distribution, A unknown and V unknown.
Under the inverse-gamma bootstrap distribution for ̂(−8) , and the bootstrap distribution for
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V̂∗(−8) displayed in (4.1), then Example 3.4 asserts:


































































. and U and X are defined as in (4.8). Again, the integral in (4.2)







We now appeal to the balance assumption, and so that k0 = k 9 ≡ k8∀ 9 ≠ 8. In this case, f2 =
















. This assumption lets us proceed to get a closed
form expression for the leave-one-out parametric bootstrap distribution,
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(H8 − G′8 V̂(−8))2
) 3 ̂∗(−8) .
(3.15)
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(H8 − G′8 V̂(−8))2
)
. Then,





















Under the assumption of the balanced model, U = <̂(−8)
k0+̂(−8)






. Let us use the









G8. Plugging in all relevant values yields:
51>>C (H8 |H (−8)) =
√
28


















+ 1) + 28 (H8 − G′8V)2/2
)−3/2
.
3.4 Empirical Bayes Leave-One-out Cross-Validation Model Selection with Ap-
plication to Small Area Income and Poverty Estimates
The parametric bootstrap can be used to assess the goodness of fit between competing models.
As with other goodness of fit statistics (e.g., coefficient of determination, BIC), the LOO1>>C could
be used in stepwise variable selection (backward or forward) strategies, or best subsets approaches
where the number of candidate variables is not extensive.
It is often the case that standard metrics used for variable selection will give fairly similar re-
sults. Although computationally expensive, the LOO-CV provides the highest amount of predictive
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power. We propose the following methodology for variable selection:
Variable Selection Procedure using Leave One Out Cross Validation for Small Area Mod-
els
Consider the Fay-Herriot Area-Level Model for 8 = 1, · · · ,<,
1. Remove the 8Cℎ area from the dataset.
2. Compute V̂(−8) and ̂(−8) , the estimates for the unknownmodel parameters based on the dataset
without the 8Cℎ observation. The SAE package in R utilizes a default residual maximum
likelihood estimator, but the standard maximum likelihood or any other favored estimator will
suffice.
3. Generate H∗(−8) = (H
∗




8+1(−8) , · · · , H
∗
<(−8))
′, a copy of the dataset by sampling
from a normal distribution for each state 9 ≠ 8, with mean G′
9
V̂(−8) and variance k 9 + ̂(−8) .





4. For each parametric bootstrap replicate : for the fifty remaining states, re-estimate the V and
 to obtain V̂∗(:)(−8) and ̂
∗:
(−8) for : = 1, · · · , .. This should be the same estimator used in step
2 to obtain V̂(−8) and ̂(−8) . Essentially, this requires using the SAE package repeatedly for
different bootstrap replicates.
5. Plug V̂∗(−8) and ̂
∗
(−8) in to the likelihood function for H8, which is calculated also using H8, G8,
and k8,
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2(k8 + ̂∗(:)(−8) )
(

















log 51>>C (H8 |H (−8)), (3.17)
Application to SAIPE Dataset
The U.S. Census Bureau’s Small Area Income and Poverty Estimates program (SAIPE) produces
estimates at the county and state level to measure the total number of people (and children) in
poverty along with median household income. The reader is asked to refer to Chapter 2 of this
dissertation for details on the dataset. We briefly review the variable information, nevertheless.
The following variables were included from SAIPE 1993 comprising poverty estimates for children
between 5 and 17 for fifty states and the District of Columbia.
1. CPS - direct estimate from the Current Population for the state poverty rate of children ages
5-17
2. IRSPR - Poverty rate based on IRS tax data, defined as # Child tax exemptions from impov-
erished households / Total child tax exemptions from all households.
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3. IRSNF - The tax non-filer rate based on IRS tax data, defined as [Population - # Tax
Exemptions under Age 65] / Estimated Population of Persons 65+.
4. FS - Food Stamp participation rate as measured by the Supplemental Nutritional Assistance
Program.
5. GVFSE - GVF estimates of sampling standard errors from the CPS. These are based on an
iterative procedures developed by Otto and Bell (1995) that switches between ML estimates
of model parameters vs. the estimation of sampling standard errors.
6. CENRES - Residuals from the 1990 census where the full model (with the same covariates)
was fit to the same outcome of the poverty rate for children between ages 5 and 17.
The concept follows the approach to themodel building described inBell et al. (2016) andErciulescu
et al. (2020). For the parametric bootstrap, each state we left out and estimated using 200 bootstrap
samples.
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Table 3.6. Variable Selection Using EBPB LOO-CV.
Results. The posterior predictive distribution based on the leave-one-out cross validation, rep-
resented by LOO1>>C is mostly consistent with the model variance and AIC metrics in the table.
Variable groups with lower predictive power have higher scores across all three metrics, and vice
versa, better models have lower scores. This shows the approach is both reasonable and viable.
There are some differences, however. The best model selected by LOO1>>C was very close to that of
AIC and the model variance. The comparison is somewhat clouded by possible multicollinearity.
Nevertheless, there is evidence that the LOO1>>C would produce distinct results from other methods.
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3.5 Empirical Bayes Parametric Bootstrap Model Diagnostics
Once the best model is selected from among the class of viable models, we wish to further
evaluate the model’s suitability against the data. This is necessary because the model selection
process really only compares viable models and procures the best one, but all of those models
may still fit the underlying data rather poorly. As part of the diagnostic process, it is customary
to perform a residual analysis to visually detect outliers and departures from model assumptions.
The parametric bootstrap we have developed has a natural application to residual analysis. building
on the concepts proposed in Lahiri (2020), we further examine empirical Bayes parametric model
diagnostics for the Fay-Herriot model.
Definition 3.7. Empirical Bayes Parametric Bootstrap LOO Cross-Validatory Residual.
We define the EBPB LOO-CV cross-validatory residuals as:
A8 = H8 − ∗ [H∗8 |H (−8)], (3.18)
where H8 is the observed value of the outcome variable for area 8 and the parametric bootstrap
expectation ∗ can be approximated as



















Note that for the simple FH model, one may analytically obtain ∗ [H∗8 |H (−8)] as G′8 V̂(−8) .
But the real advantage of the proposed parametric bootstrap will be for complex models such as





V̂(−8) , ̂(−8) + k8
)
. For the Rao-Yu model, it would be difficult to obtain this bootstrap expec-
tation. But independent samples can be drawn in different levels and could be approximated using
bootstrap samples.















,k8) The same comments apply to the
computation of 51>>C (H8 |H (−8)) for complex models – samples can be drawn in a hierarchical fashion.
Definition 3.8. Standardized Empirical Bayes Parametric Bootstrap LOOCross-Validatory residual:
Ã8 =



















∗ [H∗8 |H (−8)]
)2 (3.21)
We now proceed to illustrate these residuals to produce a visual inspection of the adequacy of the
assigned FH model in the previous section. In particular, we will plot 51>>C (H8 |H (−8)) against 8 for
outlier diagnostics. We shall do this for the SAIPE model which uses all four available covariates
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from the parametric bootstrap model.
Example 3.9. Empirical Bayes Parametric Bootstrap Residual Analysis SAIPE.
Figure 3.1: Empirical Bayes Parametric Bootstrap Residual Analysis (SAIPE 1993)
93
Figure 3.2: Empirical Bayes Bootstrap Residuals, Standardized. (SAIPE 1993)
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3.6 Concluding Remarks
We reviewed some of the common likelihood-based, Bayesian, and other approaches to
model evaluation. Following the concepts in Lahiri (2020) and the “leave one out approach" in
Gelfand, Day, & Chang (1992), we constructed an empirical Bayes alternative to the Bayesian ex-
pected log predictive density (elpd) which is known to provide unstable results. This is especially
true in the context of improper prior distributions. Moreover, this may require intense calcula-
tions using Markov Chain Monte Carlo (MCMC) monitoring, while bootstrap procedures are a lot
easier to implement. Some closed form expressions were even provided for empirical Bayes boot-
strap distributions under certain conditions. The LOO1>>C has some profound potential for many
aspects of model building, and can also be appliedmore readily to complex probability distributions.
The LOO1>>C was applied to the SAIPE data and was found to be consistent with a mainstream
variable selection method using AIC. Yet there was some distinction between scores, possibly due to
differences in the way multi-collinearity influences each metric. Finally, EBPB LOO-CV residuals
were defined and implemented with respect to one of the recommended models in the variable
selection procedure. While there seemed to evidence of outliers in the non-standardized residual
plot, the standardized plot seemed to indicated the goodness of fit of the full model. The points of
that plot seemed to be evenly distributed across states within the range (-2 to 2).
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Chapter 4
Generalized Observed Best Prediction for General Linear Mixed Models
4.1 Introduction
We now extend the usage of weighted best predictive estimators and empirical Bayes para-
metric bootstrap leave-one-out cross-validation to the estimation and validation of general linear
mixed models, which consider the Fay-Herriot model as a special case. In particular, the gen-
eral linear mixed model can be used to effectively address small area estimation problems in the
context of time series applications. We will now consider the data H8C , whence H8 now represents
the area-specific data data vector over time C=1 to) : H8 = (H81, H82, . . . , H8) )’ and y = (H1, H2, . . . , H<)’.
Chapter Outline
(4.1) Introduction
(4.2) Review of General Linear Mixed Models and Cross-Sectional Time Series Models. We
will introduce some important time series from the small area literature and express them as
special cases of the general linear mixed model.
(4.3) Best Predictive Estimation applied to the Rao-Yu Model. We apply the BPE to the
Rao-Yu model as precursor to defining the GBP for general linear mixed model.
(4.4) Best Predictive Estimation for Variance Components. We continue the usage of observed
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best prediction, now in the context of variance components and an autoregressive parameter.
(4.5) An Analytical Method for Estimating the Autogressive Parameter in the Rao-Yu Model.
We derive a closed-form expression as part of our focus on model building.
(4.6) Generalized Observed Best Prediction for the General Linear Mixed Model. We extend
the GBP to the general linear mixed model.
(4.7) Empirical Bayes Parametric Bootstrap Stationarity Model Selection. We demonstrate
how the EBPB methodology can be applied to more sophisticated models, which in turn have
greater complexity with regard to model building and diagnostics.
(4.8) Concluding Remarks.
4.2 Review of General Linear Mixed Models and Cross-Sectional Time Series
Models
The General Linear Mixed Model
The general linear mixed model corresponds to the data obeying the following relationship:
H =Xβ +Z{ + 4, (4.1)
• H is the = × 1 vector of the response data.
• X is a = × ? full rank matrix composed of p known characteristics for each sample point.
97
• V is a vector of ? parameter coefficients.
• Z is an arbitrary = × ℎ full rank matrix.
• v is a vector of random effects, distributed as #ℎ (0,G), for some covariance matrixG.
• e denotes the vector of error terms, distributed as #= (0,), for some covariance matrix .
• 4 and { are independent.
The objective is to estimate a linear combination of the V and { vectors.
\ = ;′V +<′{,
where ; and < are known vectors. Henderson (1950) showed that when the variance components
, andG are known, then the best linear unbiased predictor (BLUP) of \ is expressed by:
\̂!*% = ;′V̂ +<′{̂ = ;′V̂ +<′GZ′V −1(H − V̂X), (4.2)
where V = + (H) =  +ZGZ′ and V̂ = V̂!* = (X′V −1X)−1X′V −1H.
Time Series Models
Cross-sectional time-series models for application to small area estimation problems may be
examined using the general linear mixed model (4.1). We will first present the Rao-Yu model in
more intuitive terms, and then describe how it may be expressed under as a general linear mixed
model. It is generally the goal to predict the area means from the most recent time point T, but we
will merely write the predictor as H8C instead of H8) .
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Rao-Yu Model (Rao & Yu (1994))
For 8 = 1, 2, . . . ,< and C = 1, 2, . . . ,) ,
Level 1: H8C = \8C + 48C
Level 2: \8C = z′8CV + a8 + D8C
Level 3: D8C = dD8,C−1 + n8C
(4.3)
• H8C - direct survey estimate in area i at time t
• \8C - true area mean in area i at time t, unknown
• 48C - Normally distributed error term, with e = [411, . . . , 4<) ]′ ∼ # (0,Ψ) where Ψ is a block
diagonal matrix consisting of m square matrix blocks Ψ8 of dimension ) ×) .
• z8C - a vector of time-varying covariates. Not all entries are necessarily time-varying.
• V - vector of parameter coefficients, note the constancy across time and space.
• n8C are independent and identically distributed as # (0,f2).
• The autoregressive parameter, d satisfies |d | < 1.
• a8 - independent and identically distributedNormal randomvariableswithmean 0 and variance
A.
• n8C , D8C , and a8 are pairwise and mutually independent across all areas and all times
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2(C−1)+0A (nC) = f
2
1−d2 Putting this together yields







The model on \8C may also be expressed as a distributed lag model:
\8C = d\8,C−1 + (z8C − dz8,C−1)′V + (1 − d)a8 + n8C . (4.4)
The above formulation is useful in that it removes dependency on the area-level random
effects. These no longer need to be estimated, and focus may be placed on the estimation of the
other variance parameters f2 and d. Note that the removal of one of the parameters is purchased at
the cost of one time sample point per area (that is, there are only ) − 1 data elements instead of )).
Besides the intuitive approach above, the Rao-Yu model can be shown to be equivalent to the
general linear mixed model using the same notation as follows:
y8 = [H81, H82, . . . , H8) ]’,
X8 = [z81, z82, . . . , z8) ]’,
Z8 = [1) , I) ],
v8’ = [ν8, u8’],
e8 = [481, 482, . . . , 48) ]’,
where 1) denotes the column vector of all ones with length T, and I) is the T × T identity matrix.
We also have thatG and  are block diagonal matrices with  = diag(Ψ1,Ψ2, . . . ,Ψ<) and similarly
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with 8 = ) = (_)C,B as the covariance matrix of the vector u8 = [D81, D82, . . . , D8) ]’. For the version
of the Rao-Yu model with autoregressive errors, which is the subject of the current treatise, the
entries for 8 are given by (_)C,B = d |C−B |/(1− d2). The covariance matrix of y8 = [H81, H82, . . . , H8) ]’
is given by
V8 = Ψ8 + f28 + J) ,
where J) = 1)1′) is the T × T matrix consisting of all ones. Finally, the small area parameter of
interest, the most recent time period estimate in area i, \8) is given by \8) = ;′V + A′{8 where ; = z8)
and A = [1,0,. . . ,0,1]’.
Best Linear Unbiased Predictor
The BLUP estimator (with each A, f2, and d known) for the 8Cℎ area mean during the most
recent time period T is given by:
\̃!*%8) = z8) V̂ + (1) + f
2λ) )′V −1(θ̂ −X8 V̂) , (4.5)
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The BLUP estimator minimizes the mean-squared error among the class of unbiased linear
estimators for \. When the variance parameters are unknown, they must be first estimated using
some method and then plugged into the BLUP to obtain the empirical best linear unbiased predictor,
or EBLUP.
The EBLUP estimator (A, f2, and d all unknown) for the 8Cℎ area mean during the most
recent time period T is given by:
\̃!*%8) = z8) V̂ + ( ̂1) + f̂
2λ) )′V −1(θ̂ −X8 V̂) (4.6)
Estimation of Covariance Parameters
The empirical best linear unbiased predictor in the Rao–Yumodel requires the following parameters,
which must be estimated: f2, A, and d. Rao and Yu (1992) provided estimators for  and f2 for
when the auto-regressive parameter d was both known and unknown. When d is known we can
obtain somewhat simpler consistent (albeit biased) estimators for f2 and A. Rao and Yu (1994)
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where k (8)C,C denotes +0A (48C), and k
(8)
C,C+1 represents Cov(48C , 48,C+1), and 0̂8,C is the (8C)
Cℎ least squares
residual: H8C − G)8C (X)X)−1X) H8C . This estimator for d is consistent, and its use as a plug in
estimator does not affect the unbiasedness of \̂8) = \̂8) ( d̂). However, simulations performed by Rao
and Yu observed some instability in the estimates of d, as values appeared to be outside of the
domain [−1, 1] of d. Recall that the condition that |d | < 1 guarantees the stationarity of the series
D8C and leads to the following variance expression:
+ (D8C) = f
2
1−d2
With this formula, the variance of D8C diverges as d → 1 from the left.
RandomWalk Model (Datta, Lahiri, Maiti (2002))
For i=1,2,. . . ,m and t=1,2,. . . ,T,
Level 1: H8C = \8C + 48C
Level 2: \8C = z′8CV + a8 + D8C
Level 3: D8C = D8,C−1 + n8C
(4.8)
The random walk model shares the same representation under the general linear mixed model
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as the Rao-Yu model, with the important caveat that with 8 = ) = (_)C,B = min(C, B). Rao and
Yu (1994) observed some instability with regards to the method of moment estimators when d was
close to zero. Datta et al. (2002) also encountered this same phenomenon of d ≈ 1, and they reacted
by simply forcing the value of d to be equal to one, instead. This leads to the random walk model.
While conveniently avoiding the issue of estimating d, the random walk model is non-stationary,
and results in a non-finite variance for the D8C . From a practical standpoint, the random walk model
is best applied to finite series (which is the realistically the only type of problem in applied statistics).
Diallo (2014) explored maximum likelihood estimators for d. In particular, these estimators may
still perform poorly when d is close to 1. It seems sensible to perform a preliminary test to determine
if d is significantly different from unity. If the null hypothesis d = 1 is not rejected, then we assume
the Random Walk model. The Dicky-Fuller test provides econometricians (who typically ignore
the uncertainty in the first level of the hierarchy) with a means of deducing whether the parameter
d is equal to one in autoregressive models. Levin, Lin, and Chu (2002) developed a unit root test
for panel data under very general conditions, but as with most econometric models, they did not
incorporate uncertainty with regard to sampling errors.
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4.3 Best Predictive Estimation applied to the Rao-Yu Model
We now provide an explicit calculation of the best predictive estimator for the Rao-Yu model.
For the parameter of interest, the vector of mixed effects is defined as \ = F ′` +R′{, where F and
R are known matrices, and ` is the true mean of y, H = ` ≠ XV. Then the best linear predictor
of \ is given by
" (\ |H) = F ′` +R′" ({ |H) = F ′` +R′GZ′V −1(H −XV)
= F ′H −  (H −XV),
(4.9)
where Γ =F ′−B, withB =R′GZ′V −1. The best predictive estimator for the general linear mixed
model (4.1) is given by BPE(V) = Ṽ% = (X′ ′ X)−1X′ ′ y. Recall that V =  +ZGZ′ and
that F = R = I<) for the Rao-Yu model. Because of the block diagonal structure associated with
this model, it is sufficient to consider F8 = R8 = I) , Γ8 = I) −B8, and 8 =′ G8Z′8V −18 . Plugging
in the appropriate values forG8,Z8, and V8 corresponding to the Rao-Yu model yields the following
105







 [1) , I) ] [	8 + f









 [1) , I) ] [	8 + f























 [1) , I) ] [	8 + f
28 + J) ]−1

(4.10)










 [1) , I) ] [	8 + f






 [1) , I) ] [	8 + f
28 + J) ]−1










 [1) , I) ]V
−1











= I) +V ′8 ZiG′8GZ′V −18 − 2V ′8 Z8G′8.
(4.11)
Finally, we have that  ′  = 3806( ′1 1, . . . ,  
′
m ) . Equivalently, we can express the best predictive




X′(I<) +V ′ZG′GZ′V −1 − 2V ′ZG′)X
}−1
X′(I<) +V ′ZG′GZ′V −1 − 2V ′ZG′)H .



















The Current Population Survey (CPS) collects unemployment data on a monthly basis. There are
60,000 respondents each month drawn among the non-institutionalized civilian population, persons
15 and older. The data were obtained from the Bureau of Labor Statistics, see Tiller (2001) or
Tiller (2005) for more information. The data contained 56 geographical domains (mostly states)
that spanned the years 1990 through 2013.
We now proceed to compare the standard Rao-Yu model, which utilizes V as the weighted
















, versus the Rao-Yu model with
utilizes the BPE. We again run the same model as before, now utilizing the R package SAE2
(Fay & Diallo (2015)) which calculates the Rao-Yu model given the number of areas (D=m), the
number of time periods (T), a list of variance-covariance matrices corresponding to each area. We
consider T=10 annual time points corresponding to April months from 2004 through 2013 for 10
state domains: AK, AL, VA, MD, MI, SD, SC, ID, MA, and NJ. The 1-year, 2-year, and 3-year
correlations between unemployment estimates within the same domain were 0.11, 0.04, and 0.2,
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Figure 4.1: Direct Estimates of Monthly Unemployment Rate 1990-2015
Source: Current Population Survey
respectively. Estimates between 4 and 10 years were deemed to be uncorrelated. The response
variable was the unemployment rate, with monthly covariates of CPS employment rate, state payroll
records, and the number of state unemployment insurance claims.
Model: CPSUnemployment =CPSEmployment + Payroll + Unemployment Insurance Claims
resultT < − eblupRY(CPSun CPSem + Cntwoer + CesEm, D, T, vardir = vc, data=state,
ids=state$ST)
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Results: The model parameter estimates converge after 26 iterations, and uses Residual Maxi-
mum Likelihood in order to estimate the covariance parameters. All four of the covariates are found
to be significant to the model, including that of the intercept. A sizable estimate of the correlation
coefficient, d is given by the model (0.48).
Figure 4.2: Results for Rao-Yu Model
Discussion: We can observe that both sets of parameter estimates were intuitive and followed the
same sign: larger values for the CPS employment estimate or larger state payroll records have a
negative effect on the unemployment rate, while the number of employment claims had a positive
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Comparison of Parameter Estimates: BPE vs. Weighted LSE
Covariate WLS BPE
Intercept 23.246 6.552
CPS Emp. -0.102 -0.016
Unemp. Ins 1.107 1.174
Payroll -0.246 -0.056
Comparison of MSE Estimates: WLS vs BPE
Estimator for V Estimated MSE(θ).
WLS V̂ 40.5
BPE Ṽ 26.6
effect. Interestingly, the intercept from theBPEparameter estimates is around 612%,which is near the
average unemployment rate. On the other hand, the intercept for theWLS is at 26% - astronomically
higher than typical unemployment rates observed during the time period. This seems to indicate
a greater stability in the rate prediction. Indeed, the Rao-Yu model infused with the BPE Ṽ%
is shown to have a much lower MSE approximation (facilitated under the presumed model) than
that of the Rao-Yu model using the standard WLS estimator for the parameter coefficients, V,!(.
This is somewhat surprising, as the BPE is not supposed to be as efficient than the EBLUP when
the model is correctly specified. The predictors are all highly prescient, and exhibited very high
correlations with the response variable CPS Unemployment estimates. This could be an indication
of misspecification. In most applications, there are many unknown and immeasurable factors that
may have undue influence on the dependent variable in the model. The robustness provided by the
usage of the BPE should always be compared to the of the EBLUP. Any disparity between the two
measures should be investigated prior the final reporting of small area estimates. Additional metrics
may be introduced, however, including the MSE approximation given by Datta for correlated data,
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for examples see Rao and Molina (2015).
4.4 Best Predictive Estimation for Variance Components applied to the Rao-Yu
Model
We now proceed to the interesting case when the variance parameters ,f2, d are all un-
known. As with the model variance A in the Fay-Herriot model, estimators for f2 can often be
zero or negative, and estimators for d can be negative or even greater than 1. The best predictive
estimator affords a new approach to obtaining good approximations for the variance components,
in both the Rao-Yu and RandomWalk models. For the RandomWalk model, note that the BPE can
be obtained in a similar fashion by changing 8 = (_C,B) = d |C−B |/(1− d2) to the random walk matrix
8 = (_C,B) = <8=(C, B).
Now suppose that the true underlying distribution of y was not (4.1) but was instead given by
the following:
y = µ +Z{ + e, (4.12)
where µ =  (y). Now reverting to estimation of a vector θ = F ′µ +R′v of unknown
parameters (fixed effects + variance parameters). Jiang, Nguyen, & Rao (2011) noted the mean-
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square prediction error of some generic estimator θ̂, MSPE(θ̂), may be expressed as:
"(% (θ̂) = CA [R′(G −GZ+−1ZG)A] +µ′[I −X (X′
X)−1X′
]′
×  ′ [I −X (X′
X)−1X′
] + CA [(L −B)V (L −B)′],
(4.13)
where L = [F ′ −  (I −X (X′
X)−1X′
). The weighting matrix 
 determines whether the
estimator utilizes theMLE (
 = V −1), BPE (
 =  ′ ), or some other estimator. Note that there are
three terms in the MSPE expression above, the first term does not include Ω and so is independent
of the choice of estimator for V. This, therefore, pertains to the general MSE when all parameters
are known. The second term corresponds to the additional uncertainty incurred from not knowing
V, and the final term is due to uncertainty from estimating the variance parameters. Under this
general expression for the mean squared prediction error for general linear mixed model models,
we are able to obtain an estimate for the variance component vector:
% : ( ̃, f̃2, d̃) = arg max
,f2,d
"(% (\̃),
where  ∈ (0,∞),f2 ∈ (0,∞), and d ∈ (−1, 1). As before with the Fay-Herriot Model, we
consider a vector optimization where the objective function is that of the MSE, and the parameters
to be optimized are thef2{ , f, and d. Unfortunately, the surface generated by theMSPE as a function
of (,f2, d) was not suitable for optimization. Convergence could not be achieved using different
starting points, or using multiple SAS software non-linear programming optimization algorithms
(i.e., Newton Raphson, conjugate gradient, Nelder-Mead simplex, Trust region, etc.).
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Figure 4.3: Numerical Results for Rao-Yu Model Optimization
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4.5 An Analytical Method for Estimating the Autogressive Parameter in the Rao-
Yu Model
We briefly investigate an alternative method for the estimation of the autoregressive parameter
d. Recall that the distributed lag model becomes:
H8C − H8,C−1 = (z8C − z8,C−1)′V + 48C − 48,C−1 + (d − 1)D8,C−1 + n8C
When V and f2 are known, it is straightforward to obtain the MLE of d:







































C=1(H8C − H8,C−1 − I8CV + I8,C−1V)2 = 0





























. We can see directly that d̂"! is con-
sistent as m, T→∞, but it also applies to all MLE estimators.
Observe that the distributed lag function only depends on d through the function f(d) = 11+d .
The estimator S is in fact an unbiased predictor for 11+d . It may be more advantageous to use the dis-
tributed lag model in order to first estimate the d and f2 before attempting to predict the small area
means in the general model. Although d is consistent, it is possible that adequate sample sizes may
not exist to obtain a precise estimator for d, but simulations showed that estimates for 11+d were viable.
Simulation Study
We considered the balanced case and generated a population of 500 time series observations H8C , so
t=1, . . . , 500. Since the random effects are lost in these successive differences within a single area
i, there is no loss of information. N=50 iterations were executed for variances from 1, 5, and 10 for
both the sampling error, Ψ, and the time series errors f2. Statistical Analysis Software (SAS) was
used to generate random samples from a normal distribution using the RANNOR sampling function












( d̂ − d)2
The simulation results for the examined MLE estimator of d are provided in the following tables,
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followed by comments.
Simulation Results: N=50, m=1, T=500, D=1, f2=1




We can see in the first table that the estimator can perform well under different extreme val-
Simulation Results: N=50, m=1, T=500, d = 0.5
Sample Variance Ψ Value of f2 Bias∗ MSE∗
1 1 -0.055 0.108
1 5 -0.010 0.020
1 10 -0.008 0.015
5 1 -0.919 308.603
5 5 -0.055 0.108
5 10 -0.021 0.042
10 1 -0.050 21.853
10 5 -0.210 0.604
10 10 -0.055 0.108
ues for d. It is also noteworthy, and perhaps expected, that the bias and mean-squared error are
constant whenever D=f2. The result for when D=5 and f2=1 appears curious, but the phenomenon
does not seem to persist. Within the final table, we see that the estimator for d requires a larger sam-
ple when the sampling variances are larger than the time series variance component, f2. However,
the simulation rate of convergence was significantly lower for the estimation of 11+d . There does
seem to some issue with the fact that all bias estimates are negative, although we do notice that this
bias is anti-correlated with sample size and approaches zero as datasets are mage larger.
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Simulation Results: N=50, m=1, D=1, f2=1, d = 0.5





4.6 Generalized Observed Best Prediction for the General Linear Mixed Model




(\̂ − \)′W (\̂ − \)
]
with respect to the hyperparameters, where  is expectation with respect to the true underlying
model; \ is a < × 1 vector of small area means, \̂ is a < × 1 vector of BP of small area means,
and, is a positive semi-definite matrix, which may not necessarily be a diagonal matrix. This may
be useful for practitioners when the conditional distribution of \̂
8
’s are correlated. We follow the
approach in Jiang, Nguyen, & Rao (2011) to obtain a general formula.
The assumed linear mixed model is . = XV + Z{ + e, where 4 ∼ # (0,R), { ∼ # (0,G) are
independent vectors with covariance matrices which are non-singular and symmetric positive-
definite. It is also helpful to use the following representation, which may or may not be equivalent
to the true model: . = ` +Z{ + e. In general, we are interested in the prediction of: \ = F ′µ
+ R′v, where F and R are known matrices. The Fay-Herriot model, the Rao-Yu model and the
Random-Walkmay each fit into this paradigmwithout any information loss. The Fay-Herriot model,
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in particular, corresponds to the case where F ≡ R ≡ I<, the < ×< identity matrix.
Case when  and G are known. When  and G are known, then the best predictor (i.e.,
again the one that minimizes the mean squared error), is given by the following expectation under
the assumed model:
" (\ |H) = F ′` +R′" ({ |H)
= F ′XV +R′GZ′( +ZGZ′)−1(H −XV)
= F ′XV +B′V −1(H −XV)
= F ′H −  (H −XV),
(4.14)
where we have made the substitutions B = R′GZ′, V =  +ZGZ′, and   = F ′ −B. It could
be argued that the appropriate starting point for considering different loss functions would be to
start with obtaining a new version of the best predictor which is a function main EBLUP theory to
the extent in which the estimation of the variance parameters. Under the weighted mean squared
prediction error, "(% (\̂%) = 
[
(\̂ − \)′, (\̂ − \)
]
, we first examine the expression inside of
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the integral.
(\̂ − \)′W (\̂ − \) =
{





F ′XV +R′GZ′V −1(H −XV) −F ′µ +R′v
}
= {F ′H −  (H −XV) −F ′µ +R′v}′W
× {F ′H −  (H −XV) −F ′µ +R′v}′
= {H′{ +F ′4 −  (H −XV)}′WH′{ +F ′4 −  (H −XV)
= (4′F + {′H)W (H′{ +F ′4) − 2 (4′F + {′H)W (H −XV)
+ (V′X′ − H′)  ′W (H −XV),
(4.15)
where H = Z′F −R. We can readily observe that the first term of the last identify above is
independent of V. As for the second term, we can see that
 {(4′F + {′H)W (H −XV)} =  {(4′F + {′H)W (H − `) + (4′F + {′H)W (` −XV)}
=  {(4′F + {′H)W (Z{ + 4)} ,
(4.16)
and therefore, the second term is also independent of V. Denoting the first and second terms as 1
and 2, respectively. We conclude that "(% (\̂%) = 
[
(\̂ − \)′, (\̂ − \)
]
= &(V), where,
&(V) = 1 − 22 + (V′X′ − H′)  ′W (H −XV).
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Since only the third term is a function of V, this is the only one that must be minimized. From the
theory of generalized least squares we can observe that that the minimizer of V is given by:
Ṽ%, = (X′ ′W X)−1X ′W H, (4.17)
provided that X is of full rank and  ′  is non-singular. Plugging in Ṽ% for V into the best









The unweighted best predictive estimator for the Rao-Yu model when the variance components are





X′(I<) +V ′ZG′GZ′V −1 − 2V ′ZG′)X
}−1
×X′(I<) +V ′ZG′GZ′V −1 − 2V ′ZG′)H,





Z = 3806(Z1, . . . ,Z<), with Z8 = [1) , I) ],
V = 3806(V1, . . . ,V<), with,
V8 = [	8 + f28 + J) ]−1, with 8 = (_C,B), where _C,B = d |C−B |/(1 − d2).





X′(W +V ′ZG′WGZ′V −1 − 2V ′ZG′W )X
}−1
× X′(W +V ′ZG′WGZ′V −1 − 2V ′ZG′W )H.
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The expression of the best predictive estimator for the Random-Walkmodel is identical, except
with 8 = (_)B,C = <8=(C, B) for 1 ≤ B, C ≤ ) .
4.7 Empirical Bayes Parametric Bootstrap Stationarity Model Selection
When fitting cross-sectional time series models to real applications, there is no widely-
accepted way to choose between the Rao-Yu and Random Walk models. The specification of the
auto-regressive component (d = 1, |d | < 1) in less complex time series models may apply the
Dickey Fuller Unit Root test (Dickey & Fuller (1979)) to evaluate the better model fitness between
the unit root model (i.e., random walk) or whether there should be a drift component (i.e., Rao-Yu).
Widely used in econometrics, these models are lacking the variance component from the sampling
stage (i.e., cross-sectional) in Level 1 of the hierarchical Bayesian models considered in this treatise.
We will again use the concept of the EB parametric bootstrap.
What makes this approach novel is that we are able to use the power of the bootstrap for
model selection and obtain good approximations to the predictive density for very complex distri-
butions quite easily. Naturally, the covariates should remain fixed between comparisons. We point
out that the same technique could be used again for variable selection, either before or after the
autoregressive aspect is decided. Once again, the log predictive distribution avoids confounding
differences in likelihood functions and produces comparisons between different classes of model
which are more viable.
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We now present a parametric bootstrap approach for model selection and diagnostics for
cross-sectional time series model applied to small area estimation. Two important models in this
regard are the Rao-Yu model and the Random Walk model. Let 8 = 1, 2, . . . ,< denote the m areas
within a survey, and let C = 1, 2, . . . ) denote the time periods in which the data H8C are collected.
For the FH model, it is straightforward to compute 51>>C (H8 |H (−8)). For a complex time series
cross-sectional models, direct computation of 51>>C (H8 |H (−8)) could be quite cumbersome.
There are multiple ways to partition the areas and time periods for cross-validation. For
example, we could delete data from one entire time point for all areas, or remove data from one area
for all time points, or just omit a single data point. The latter would be the most time-consuming
with the heaviest amount of computation. It would be more reasonable and informative to first run
the predictive distributions based on area and time omissions only. We summarize these choices
below:
Predictive Datasets for Cross-Sectional Time Series
• Area-Based - H (−8) . Remove data from all T time points from the 8Cℎ area, thus delete H81, H82,
. . . , H8) .
• Time-Based - H (−C) . For all m areas, remove data from time point t, so delete points from the
8Cℎ area, thus delete H1C , H2C , . . . , H<C .
• Singleton - H (−8C) . In the 8Cℎ area, remove the entry with time point t, thus delete H8C only.
Let H (−3) generically denote the data excluding arbitrary 3 data points and H3 denote the rest of the
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data. Note that
5 (H3 |H (−3)) =
∫
5 (H3 |\) 5 (\ |H (−3))3\,
where \ (could be vector) is an appropriately chosen random effects of the model.
Area Based Predictive Dataset
We now proceed to construct an algorithm for computing the bootstrap distribution of H8C to
approximate the [posterior] predictive distribution from using data partitions omitting observations
from domain i. We define the vector y8 as the dataset omitting all observations from the 8Cℎ area.
So all time points H81, H82, . . . , H8) corresponding to area i are excluded. The component estimators
V̂(−8) , ̂(−8) , f̂(−8) , and d̂(−8) correspond to those estimates computed on the reduced dataset that
lacks all time observations from the 8Cℎ area.
Our approach mimics elpd loo hyperprior Bayesian calculations as follows, but the method is
parametric bootstrap, which is empirical Bayes. If we delete data from an entire area for time series
cross-sectional model, i.e., if 3 = 8 then !$$1>>C would follow
5 (H8C |H (−8)) =
∫
5 (H8C |H (−8) , \8C) 5 (\8C |H (−8) , q) 5 (q |H (−8))3\8C3q
=
∫
5 (H8C |\8C) 5 (\8C |q) 5 (q |H (−8))3\8C3q
(4.18)
In the above, we have used the independence assumptions from the time series cross-sectional
model. The hyperparameters q are all unknown model parameters such as regression coefficients,
variance components or autocorrelation. This motivates us to the following delete-d parametric
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bootstrap model selection criterion, the leave one area out:
∗
[













The above measures the strength of auxiliary variables in model selection, particularly if the
covariates I8C are mostly area-dependent rather than time-dependent.
Time Based Predictive Dataset
In the time series cross-sectional case, we are also interested in the strength of the time
component. In that case, we delete a time point entirely from all areas, i.e., 3 = C. Note that in this
case the Bayesian calculation is given by
5 (HC |H (−C)) =
∫
5 (HC |H (−C) , \C) 5 (\C |H (−C) , \ (−C) , q) 5 (\ (−C) |H (−C) , q) 5 (q|H (−C))3\3q
=
∫
5 (HC |\C) 5 (\C |\ (−C) , q) 5 (\ (−C) |H (−C) , q) 5 (q |H (−C))3\3q
Here again we have used independence assumptions from the model. Note that 5 (HC |\C)
can be directly obtained from Level 1 and is a multivariate normal. Since \=(\11, \12, . . . , \<) )’
is multivariate normal with parameters (V,q), where q contains all variance components, we can
obtain 5 (\C |\ (−C) , q) using multivariate normal properties (the conditional distribution is another
multivariate normal). Hence, 5 (\ (−C) |H (−C) , q) is the probability density function used to obtain the
best predictor (the full sample version of it). Indeed, the mean of this distribution for the full sam-






























Let us first consider the case when the underlying distribution of the observed data behave ac-
cording to the Rao-Yu model (4.7).
Example. Rao-Yu Model.
We exemplify the area-based cross-validation procedure using the Rao-Yu model.
51>>C (H8C |H (−8)) = ∗
[












where V8 (·) = Ψ8 + f28 + J) , with the following definitions for 8
• (_)C,B = d |C−B |/(1 − d2) for the Rao-Yu model (|d | < 1),
• (_)C,B = min(t,s) for the Random Walk model (d = 1).
Model Selection for Stationarity
Now that we have expressions for the posterior predictive bootstrap distributions, we are now in a
positional to calculate LOO1>>C . We restate Definition 3.1 from chapter 3.
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log 51>>C (H8 |H (−8)), (4.20)
1. Select a group of covariates which will be fixed for both the RY and RW models.
2. Compute LOO>>C(RW) and LOO>>C(RY), the empirical Bayes parametric bootstrap leave-
one-out predictive distributions.
3. Select RW vs. RY based on the higher value of LOO>>C
Empirical Bayes Parametric Bootstrap for Cross-sectional Time Series
1. Remove the 8Cℎ area from the dataset. This includes all T time measures from that area,
leaving (< − 1) ×) observations in the reduced dataset.
2. Compute V̂(−8) and the unknown nuisance parameters ̂(−8) , f̂2(−8) , and d̂(−8) based on the
dataset without the 8Cℎ observation.
3. Generate H∗(−8) = (H
∗




8+1(−8) , . . . , H
∗
<(−8))
′, a copy of the dataset by sampling
from a multivariate normal distribution for each state 9 ≠ 8, with mean G′
9
V̂(−8) and co-
variance matrix V8 = Ψ8 + f̂2(−8)8 + ̂(−8)J) . Repeat this process  times to obtain y
∗(1)
(−8) ,
y∗(2)(−8) ,. . . ,y
∗( )
(−8) .
4. For each parametric bootstrap replicate : for the fifty remaining states, re-estimate all pa-




(−8) , and d̂
∗
(−8) for : = 1, . . . , .. This should be the same
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estimator used in step 2 to obtain V̂(−8) , ̂(−8) , f̂2(−8) , and d̂(−8) . This requires using the SAE2
package repeatedly for different bootstrap replicates.




(−8) , and d̂
∗(:)
(−8) in to the likelihood function for H8, which is calculated also
using H8, G8, and k8. This is the predictive distribution for the : Cℎ iteration: 5 (:)1>>C (H8 |H (−8)).
Approximate the predictive distribution for H8 |y(−8) as









6. Using all of the m predictive distributions in (5), calculate LPP1>>C as Definition 3.1 and
(4.20).
4.8 Concluding Remarks
We reviewed the general linear mixed models, with a couple of time series models that have
been investigated as part of the small area literature. We illustrated the usage of the BPE using
unemployment estimates and correlates obtained from BLS. We attempted to find the BPE of the
variance components and autoregressive parameter in the Rao-Yu model, but were unable to obtain
viable estimates due to lack of convergence. Therefore, there is evidence that that the REML/ML
methods can provide a more convex surface for vector optimization when multiple parameters are
under consideration. We explored an alternative method for deriving the autoregressive parameter
using the distributed lag function. We defined the GBP and WBPE for the general linear mixed
model scenario, thus extending the results in Chapter 2. Finally, we defined multiple strategies
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for time-series leave-one-out cross-validation (Area-based, Time-based, Singleton). A procedure
was detailed for using the EBPB LOO-CV methodology for time-series model building, including
deciding whether time series data are better fit by the Rao-Yu model (Rao & Yu (1994)) vs. the




5.1 Future Research by Chapter
Chap. 2 Investigate constraints on the weighting matrixW that will improve optimization procedures
in the Fay-Herriot model. Identity aspects that could impede convergence of best predictive
estimators for variance components. Determine whether the GBP could be leveraged to
reduce the propensity of zero estimates for the model variance in the Fay-Herriot model.
Find an asymptotic approximation to the variance of the best predictive estimator ̃% of
the variance component  in the FH model. Obtain more insight into the performance of the
GBP against the EBLUP under general loss functions.
Chap. 3 Conduct a simulation study to observe the performance of the EBPB LOO1>>C for variable
selection, compared to a wider array of model comparison metrics (e.g., AIC, '2, BIC, etc.).
Compare the empirical Bayes predictive distribution LOO1>>C to the pure Bayesian scenario
using Markov Chain Monte Carlo methods.
Chap. 4 Conceive of a methodology to obtain the best predictive estimators for the variance compo-
nents and autoregressive parameters in for the Rao-Yu model, and demonstrate this approach
using the BLS data on unemployment. Use the LOO1>>C to determine whether the BLS data
is better suited for the Rao-Yu or Random Walk cross-sectional time series models. Conduct
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simulations to assess the type I and type II errors of the approach. Define an expression for
the weighted G matrix within the general linear mixed model. Find properties of weighting
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