Abstract-There are many Web-based platforms where people could share user-generated content such as reviews, posts, blogs, and tweets. However, online communities and social networks are expanding so rapidly that it is impossible for people to digest all the information. To help users obtain information more efficiently, both the interface for data access and the information representation need to be improved. An intuitive and personalized interface, such as a dialogue system, could be an ideal assistant, which engages a user in a continuous dialogue to garner the user's interest, assists the user via speech-navigated interactions, harvests and summarizes the Web data as well as presenting it in a natural way. This work, therefore, aims to conduct research on a universal framework for developing a speech-based interface that can aggregate user-generated content and present the summarized information via speech-based human-computer interactions. The challenge is two-fold. Firstly, how to interpret the semantics and sentiment of user-generated data and aggregate them into structured yet concise summaries? Secondly, how to develop a dialogue modeling mechanism to present the highlighted information via natural language? This work explores plausible approaches to tackling these challenges. We will investigate a parse-and-paraphrase paradigm and a sentiment scoring mechanism for information extraction from unstructured user-generated content. We will also explore sentiment-involved opinion summarization and dialogue modeling approaches for aggregated information representation. A restaurant-domain prototype system has been implemented for demonstration.
I. INTRODUCTION
T HE Web has been exploding dramatically over the past decade, especially with user-generated-content (UGC). Social networks and community-contributed sites have become pervasive in people's daily life, such as wikis (e.g., Wikipedia), review sites (e.g., Yelp, TripAdvisor), video/photo sharing platforms (e.g., YouTube, Flicker), social networks (e.g., Facebook) and blogs (e.g., Twitter). At the same time, there is a rapidly increasing usage of mobile devices such as smart phones and tablets along with the rapid development of application software (Apps). For example, as of June 2012, there are over 1,250,000 Apps available on various "App Stores 1 ". More and more people rely on mobile devices to access the Web, especially for updating social networks and visiting online communities.
Helpful as these mobile applications are, the data available on the Web are growing exponentially and it is impossible for people to digest all the information even with instant Web access. To help users obtain information more efficiently, both the information representation and the interface for content access need to be improved. Text-formed representation is not efficient enough because of the limited screen real estate. The current search paradigm of typing in a search string and obtaining hundreds of relevant hits is also primitive when compared to how humans collaborate to gather information. For example, in a restaurant search iPhone App, dozens of restaurants could show up on the screen, along with many customer reviews. Given that there are hundreds of thousands reviews, it is a rather time-consuming task, not to mention the issue of reading them on the small screen.
Therefore, there is a great demand for a condensed information representation, i.e., information aggregation or summarization. It would be ideal if one can have a virtual assistant that can summarize the information on the Web in a concise manner, and present it to the user in a natural way, such as a direct spoken dialogue.
Thus, an intuitive and personalized interface in a more timely informative way could be a human-like assistant system, which can engage a user in a continuous spoken dialogue to learn the user's interests and capture the user's intent proactively, subsequently providing the relevant information in a summarized representation in both spoken and textual forms. For example, Fig. 1(a) shows an example conversation between a user and a prototype spoken assistant system. The system not only understood the user's questions and found the target restaurants accordingly, but also summarized multiple retrieved entries in a natural sentence. The system also summarized the reviews on each restaurant automatically and made recommendations based on the user's interest precisely. Fig. 1(b) shows a possible graphical interface of the prototype system, locating the target restaurants on a map and showing the condensed review summary as well as the detailed information on each entry. 1 Approximately 650,000 on Apple App store, 500,000 on Android Market, and 100,000 on Windows Phone Marketplace. This work, therefore, aims to conduct research on a universal framework for developing such conversational systems that can harvest user-generated content and present the summarized information with natural dialogue interaction [14] . The goal is to investigate a platform that marries UGC harvesting and dialogue system development in an effective and portable way. A platform supporting multimodal interfaces for efficient usergenerated data access could promisingly benefit human computer interaction (HCI) experience, as well as potentially advance the technology frontier in industries of consumer electronics and mobile applications.
II. PROBLEM FORMULATION
User-generated content (e.g., public reviews/posts on forums, blogs, and tweets) provide an extensive collection of free-style comments published by general users, which in return provide grassroots-contributions to users interested in a particular topic or service as assistance. But, valuable as they are, user-generated contents are unstructured and contain very noisy data, as they were freely edited by general users; not to mention that there are hundreds of thousands of community-edited documents available on the Web. Therefore, to filter out context-irrelevant information and to present these unstructured data in a concise dialogue, a summarization mechanism is needed to extract the essence from the large number of reviews/posts/tweets and aggregate them into a condensed yet informative summary.
Summarization and opinion mining from user-generated content have been well studied for years, with many interesting derived topics [1] , [2] , [4] , [6] , [9] , [10] , [13] , [20] , [21] , [26] , [27] , [28] , [31] , [32] . Summarization techniques, when applied to spoken dialogue systems, however, are much more complicated than those in pure-text systems. In a text-based system, users can browse through multiple reviews and obtain information very quickly by scanning the text. In contrast, when interacting with spoken dialogue systems, the information space (i.e., the number of words) in a dialogue turn is often very limited. As speech is inherently serial and cannot be skipped and scanned easily, the information feedback from the system is only a couple of utterances spoken by the system. A dialogue system which speaks long diatribes in each single conversation turn would likely not be well received. Thus, the generally used review summarization techniques, although very effective in text-based systems, are not quite suitable for interactive dialogue systems. The missing piece is a dialogue oriented, fine-grained, informative yet condensed summarization mechanism.
Spoken dialogue systems are presently available both in laboratories and commercially for many purposes, such as train timetable inquiry [5] , weather inquiry [33] , flight reservations [25] , and bus schedule guidance [23] . There are also some groups who have developed interesting multimodal applications on mobile platforms or backed by a geographical database, such as "AdApt" [8] , "MATCH" [12] , "SmartWeb" [29] , and "CHAT" [30] .
Most of these systems are mainly for factoid question-answering tasks and have pre-programmed dialogue templates to perform restricted dialogue routines in a specific domain. For more complicated tasks such as aggregated data access, however, the syntax and semantics are very complex, not to mention the ambiguity of discourse in multiple-turn conversation. Thus, we have to go beyond simple question-answering routines or manually designed templates, and employ a more sophisticated dialogue modeling mechanism in order to present the highlighted information of summarized UGC in natural and interactive dialogue, as exemplified in Fig. 1 . Naturally, the task boils down to two challenges: 1) how to equip a standard dialogue system with capabilities of extracting context-relevant information from rich yet unstructured data like user-generated content and summarizing it into an aggregated form; and 2) how to present the condensed information to users in sophisticated dialogues with natural responses.
III. DIALOGUE-ORIENTED UNSTRUCTURED DATA PROCESSING
An example of user-generated content is shown in Fig. 2 . An information aggregation system should be able to obtain and summarize user-generated content into a condensed information representation and utilize it as a knowledge base for multimodal data access services. A possible representation format is shown in Table I , which summarizes the example reviews into Fig. 2 . User-generated reviews on a restaurant called "Cuchi Cuchi" published on www.citysearch.com. Each review mainly contains a "title," an "overall rating," "Pros," "Cons" and a free-style comment. representative aspects and calculates an average rating for each aspect.
To achieve this goal, there are a few problems to tackle. Firstly, the representative phrases (e.g., opinion-related expressions) have to be identified and extracted from the original unstructured data. Secondly, we need to estimate the sentiment in these extracted opinion-related phrases, ideally on a numerical scale, in order to calculate aspect ratings. Thirdly, to generate a condensed summary of the original unstructured data, we have to filter out irrelevant or low quality phrases and catalogue the high-quality and relevant phrases into representative aspects. Furthermore, an advanced dialogue modeling mechanism is required to represent the catalogued information in natural sentences.
In this work, we will explore an unstructured data aggregation process, with a combination of linguistic and statistical approaches to analyzing the semantics and the sentiment of data as well as generating a summarized database. Fig. 3 (the bottom layer) shows the pipeline of the process. Briefly speaking, usergenerated documents will be subjected to a linguistic parser for context-relevant phrase extraction (Section III.A), and a cumulative offset model can estimate the sentiment degrees of the extracted expressions (Section III.B). A classification model can be used to select high-quality phrases for further topic clustering and aspect rating (Section III.C), in order to create a summary database that can be accessed by the dialogue system (the upper layer of Fig. 3) . A sentiment-support dialogue modeling mechanism is also explored to generate recommendation-like conversations (Section III.D).
A. Parse-and-Paraphrase Paradigm for Phrase Extraction
Firstly, we investigate an approach to extracting opinion-relevant phrases from user-generated content. There have been many studies on utilizing statistical methods such as topic models for user-generated text analysis. Latent topics and underlying semantic concepts can be revealed by these methods [9] , [26] , [27] . For the application of dialogue systems, however, the focus is not only learning the general concepts, but also extracting representative topics from each user-generated document (e.g., "chicken tikka masala," "spaghetti carbonara").
Thus, we propose a parse-and-paraphrase paradigm to extract adverb-adjective-noun phrases from unstructured documents based on clause structure obtained by parsing sentences into a hierarchical representation [15] . Instead of the flat structure of a surface string, the parser provides a hierarchical representation, which we call a linguistic frame. It preserves linguistic structure by encoding different layers of semantic dependencies. The grammar captures syntactic structure through a set of carefully constructed context free grammar rules, and employs a feature-passing mechanism to enforce long distance constraints.
An example linguistic frame is shown in Fig. 4 , which encodes the parsing results of the sentence "The caesar with salmon or chicken is really quite good." In this example, for the adjective "good," the nearby noun "chicken" would be associated with it if only proximity is considered. From the linguistic frame, however, we can easily associate "caesar" with "good" by extracting the head of the topic sub-frame and the head of the predicate sub-frame, which are encoded in the same layer (root layer) of the linguistic frame. In this way, long-distance dependencies are taken into consideration based on the semantic structure of sentences.
To produce the opinion-relevant phrases, a set of generation rules is carefully constructed to only extract sets of related adverbs, adjectives and nouns. For example, the adjective-noun relationships for opinion-relevant phrases can be captured from the following linguistic patterns: (1) all adjectives attached directly to a noun in a noun phrase, (2) adjectives embedded in a relative clause modifying a noun, and (3) adjectives related to Fig. 4 . An example of the hierarchical linguistic frame generated for the sentence, "the caesar with salmon or chicken is really quite good". nouns in a subject-predicate relationship in a clause. These patterns are compatible, i.e., if a clause contains both a modifying adjective and a predicate adjective related to the same noun, two adjective-noun pairs are generated by different patterns. As in, "The efficient waitress was nonetheless very courteous." It is a "parse-and-paraphrase-like" paradigm: the paraphrase tries to preserve the original words intact, while reordering them and/or duplicating them into multiple noun phrase units. Since they are based on syntactic structure, the generation rules can also be applied in any other domain.
Generation rules can also be constructed to extract adverbials that are associated with descriptive adjectives. For example, in Fig. 4 , there is an adverb "quite" modifying the head word "good" in the predicate sub-frame. The linguistic frame also encodes an adverb "really" in the layer immediately above. A set of well-constructed generation grammar rules can create customized adverb-adjective-noun phrases such as "really quite good caesar".
The linguistic parsing approach relies on linguistic features that are independent of word frequencies. Therefore, it can retrieve very rare phrases, which are very hard to derive from correlated topic models or frequency statistics (e.g., "very greasy chicken tikka masala").
B. Linear Additive Model for Sentiment Degree Scoring
After extracting context-relevant phrases, the next task is to explore a robust general solution for assessing the sentiment values of the extracted phrases. Our goal is to estimate a numerical sentiment degree for each expression on the phrase level. Given a user's spoken input query, the dialogue system needs to understand the sentiment expressed in the user's utterance in order to provide appropriate responses. A unified numerical sentiment scale would be easier for the system to interpret and handle rather than various textual expressions.
Our primary approach to sentiment scoring is to make use of community-generated data such as users' ratings. We assume that the rating by a user is normally consistent with the tone of the text published by the same user. By associating the rating with review texts (pros/cons and free-style comment) from each user, we can easily associate numerical scores with textual sentiment.
When calculating the sentiment score, we consider adverbs and adjectives separately, treating each modifying adverb as a universal quantifier, which consistently scales up/down the strength of sentiment for the adjectives it modifies. This allows us to pool all instances of a given adverb regardless of which adjective it is associated with, in order to compute the absolute value of the perturbation score for that adverb. A novelty of our system is the consistent treatment of negations, which are handled in the same way as modifying adverbs.
Thus, for each adjective, we collect all the occurrences of this adjective in the corpus, and average all the ratings from each user who published a comment that contains this adjective: (1) where represents the set of appearances of adjective , represents the associated user rating in each appearance of , represents the number of entities (e.g., restaurants, hotels) in the entire data set, and represents the number of entities with rating . The score is averaged over all the appearances, weighted by the frequency count of each category of rating to remove bias towards any category. Fig. 5 illustrates the process of generating averaged sentiment scores for adjectives from user-generated comments and ratings. From each user, the adjectives in the "Pros" and "Cons" are associated with the "Overall rating" given by the same user. The ratings on each adjective are then averaged among all the data within the corpus.
As for adverbs, using a slightly modified version of (1), we can get an average rating for each adverb-adjective pair ( ). For each adverb , we get a list of all its possible combinations with adjectives. Then, for each adjective in the list, we calculate the distance between the rating of pair and the rating of the alone. We then aggregate the distances among all the pairs of and in the list, weighted by the frequency count of each pair:
where represents the count of the combination , represents the set of adjectives that co-occur with , represents the sentiment rating of the combination , and represents the sentiment rating of the adjective alone.
represents the polarity of , which is assigned a value 1 if is positive (if the sentiment score of is higher than the pivot of the sentiment scale), and if negative (if the sentiment score of is lower than the pivot of the sentiment scale).
Specifically, negations are well handled by the same scoring strategy, treated exactly the same way as modifying adverbs, except that they get such strong negative scores that the sentiment of the associated adjectives is pushed to the other side of the polarity scale.
After obtaining the averaged sentiment rating for adjectives and adverbs, we could assign a linearly combined score as the measurement of sentiment degree to each phrase (negation-adverb-adjective-noun) extracted by linguistic analysis, as given by: (3) where represents the rating of adjective , represents the rating of adverb , and represents the rating of negation . represents the polarity of , which is assigned a value 1 if is positive, and if negative. Thus, if is positive, we assign a combined rating to this phrase. If it is negative, we assign . Specifically, if it is a negation case, we further assign a linear offset if is positive or if is negative. Fig. 6 shows an illustration of the cumulative offset model for phrase sentiment scoring.
C. Phrase Classification and Opinion Summary Generation
Given the set of opinion phrases extracted from user-generated data and a sentiment value assigned to each phrase, the next step is to choose the most representative (i.e., informative and relevant) phrases to generate an opinion summary database [16] . The task of phrase selection can be defined as a classification problem: (4) where is the label of a phrase, which is assigned a value '1' if the phrase is highly informative and relevant, and ' ' if the phrase is uninformative. is the feature vector extracted from the phrase, and is the coefficient vector.
Classification models such as SVMs [11] and decision trees [22] can be trained to automatically classify high/low informative phrases. From each phrase, we extract a set of features for model training. These features are treated as in (4) and a classification model can be learned from the training data. Phrases in the test set labeled with "1" by the classification model are considered as highly informative phrases and can be further pruned as well as catalogued to create UGC summaries.
We take the sentiment score of each phrase generated by the cumulative offset model (as aforementioned) as a sentiment feature, which shows not only the polarity of sentiment but also the degree of orientation level. We also employ a set of standard statistical features for model training, such as the unigram probability of the adjective or noun in a phrase, the unigram probability of the phrase and the bigram probability of the adjective-noun pair in a phrase.
Statistical features, however, fail to reveal the underlying semantic meaning of phrases. To capture the semantic importance of each phrase, we first cluster the topics of phrases into generic semantic categories. There are often multiple topics mentioned in each review and even in each review sentence, so standard document-level or sentence-level topic clustering methods would bring in a lot of noise. Thus, for this particular task, to take only adjacent words into account, we use a language-model-based phrase-level topic-clustering algorithm: (5) where represents the set of all the adjectives in the corpus. We first select a small set of initial topics with the highest frequency counts (e.g., "food," "service" and "atmosphere" in the restaurant domain). Then, for each of the other topics (e.g., "chicken," "waitress" and "décor"), we calculate its similarity with each initial topic based on the adjective-noun bigram statistics. For those topics with conditional probability higher than a threshold for an initial topic , we assign them to the cluster of , assuming intuitively that these topics have high semantic similarity with the cluster topic , given that they co-occur most frequently with the same set of adjectives. We then use this as a semantic feature, e.g., whether the topic of a phrase belongs to a generic semantic category. Table II gives some topic clustering  examples. This language-model-based method relies on bigram probability statistics and can well cluster highly frequent topics to generic topic categories. Domain-specific categories, however, may contain a very large vocabulary. For example, in the restaurant domain, the category of "food" contains various topics from generic sub-categories (such as "sushi," "dessert" and "sandwich") to specific courses (such as "bosc pear bread pudding" and "herb roasted vermont pheasant wine cap mushrooms"). These domain-specific topics normally have very low frequencies in a UGC corpus, yet they are highly context-relevant and valuable. But many of them are discarded by the frequencybased topic clustering.
To recover these context-relevant yet low-frequency topics, we employ external context resources such as a context-related ontology (e.g., a restaurant-domain ontology), which can be constructed from web resources such as online menus of restaurants. Based on such a context-relevant ontology, another set of semantic features covering low-frequency topics can be extracted (e.g., whether a phrase contains the name of a specialty) for the classification model training.
After the classification, phrases identified with positive labels (highly informative and relevant ones) are further clustered into different aspects according to the semantic categories and the hierarchical ontology. An average sentiment score for each aspect is calculated by: (6) where represents the aspect of entry ( can be a restaurant, a movie, or a consumer product), represents the set of phrases in the cluster of aspect , and represents the sentiment score of phrase within the cluster.
The opinion-related phrases are extracted from a large number of documents, and many of them may include the same topic (e.g., "good fish," "not bad fish" and "above-average fish" from different reviews for one restaurant). Thus, redundancy elimination is required. In each category, among those phrases with the same topic, we select the phrase whose sentiment score is closest to the average score of this aspect as the most representative phrase: (7) where represents the average sentiment score of aspect , represents the set of phrases on the same topic , and represents the sentiment score of phrase within . The goal is to find the phrase for each topic , the sentiment score of which has the smallest distance to the average aspect rating.
This sequence of phrase classification, topic categorization, phrase pruning and redundancy elimination results in a summary database. An example database entry is exemplified in Table III , which contains lists of descriptive phrases in major aspects ("Atmosphere," "Food," "Service," "Specialty," and "General") as well as ratings (e.g., "Atmosphere_rating," "Food_rating," "Service_rating," and "General_rating").
D. Dialogue Modeling
To make the system present the highlighted information to users via interactive conversations, an adaptive dialogue modeling mechanism [25] driven by the UGC summary database is required to handle discourse and dialogue. To be consistent, we will continue using the restaurant domain for demonstration.
Users' feature-specific queries can be handled well with keyword search (e.g., search by "martinis," "sushi," or "fish"). For high-level qualitative questions (e.g., "show me some American restaurants with nice ambience"), however, the keyword search method is problematic, as there are normally multiple variants of expressions with the same qualitative meaning. For example, given the query "nice ambience," entities with "friendly vibes" or "excellent atmosphere" also satisfy the query and should be retrieved, but they would have been missed by keyword search methods due to different expressions from the query words.
As aforementioned, we proposed a method for calculating a sentiment score for each opinion-expressing adjective and adverb (e.g., "bad: 1.5," "good: 3.5," "great: 4.0," on a scale of 1 to 5). Here, we make use of these sentiment scores to convert the qualitative queries into measurable values. The numerical sentiment values can be used to search the database on aspect ratings. In this way, opinion expressions can be interpreted by a measurable scale and database entries with descriptive words different from the user's query, but with similar sentiment values, can be recovered. Fig. 7 shows an exemplified procedure of handling qualitative queries. When a user's utterance is submitted to the system and passed through speech recognition, a linguistic parser parses the sentence into a linguistic frame, from which a set of key-value pairs is extracted as a meaning representation of the utterance (the second step in the Figure) .
As shown in the third step of Fig. 7 , by mapping the descriptive word "great" into its sentiment score "4.0" (the sentiment scores for descriptive words are learned automatically by the sentiment scoring method as aforementioned), the key-value pairs "property: food, quality: great" are converted to "food_rating: 4.0." An algorithm can be defined as filtering the database for entities that have scores higher than the inquired value (e.g., "
"). In this way, the qualitative query can be easily converted to measurable values; and the entities that are in the same range of sentiment degree as the user's query can be retrieved from the database.
IV. EXPERIMENTS AND EVALUATION
In this section, we present a systematic evaluation of the proposed approaches with real user-generated data. We took the restaurant domain as an example and harvested a collection of 137,569 user-published reviews on 24,043 restaurants in 9 cities in the U.S. from an online restaurant evaluation website 2 . 99,147 reviews containing pros/cons were taken as the experimental set (72.7% of the original set), and 857,466 review sentences remained after a noise filtering process. This set was then subjected to parse analysis [24] , and 78.6% of them were parsable. Given the parsing results in the format of a linguistic frame, we used a set of generation rules to extract context-relevant adverb-adjective-noun phrases (as explained in Section III).
A. Linguistic Parsing for Phrase Extraction
To evaluate the performance of the proposed approach (LING) to phrase extraction, we compared it with a baseline method similar to [10] . We performed part-of-speech tagging on both parsable and unparsable sentences, extracted each pair of noun and adjective that has the smallest proximity, and filtered out those with low frequency counts. Adverbs and negation words that are adjacent to the identified adjectives were also extracted along with the adjective-noun pairs. We call this the "neighbor baseline" (NB).
The proposed method is unable to make use of the non-parsable sentences, which make up over 20% of the data. Hence, it seems promising to utilize a back-off mechanism for these sentences via a combined system (COMB) incorporating NB for the sentences that fail to parse.
The phrases in the pros/cons of each review are considered as the ground truth. Performance was evaluated in terms of recall (percentage of phrases in the ground truth that are also identified from the review body) and precision (percentage of phrases extracted by the system that are also in the ground truth).
As shown in Table IV , the LING approach gets both higher recall and higher precision than the NB baseline. The COMB approach gets the highest recall, with a 4.9% and 17.5% increase from the LING approach and the NB baseline, respectively. The precision is quite close to that of the LING approach (60.8% vs. 61.1%). This shows that the linguistic parsing approach can retrieve more context-relevant phrases by preserving the hierarchical semantic structure of a sentence; and, by combining a keyword matching method for unparsable sentences, the approach can get even higher coverage, without sacrificing much precision.
As shown in the results, the best-preforming system could achieve a precision up to 60%. We suspected that the over-generated phrases (the 40% of phrases that find no mappings in the pros/cons) might not really be a problem. To test this hypothesis, we selected 100 reviews for their high density of extracted phrases, and manually evaluated all the over-generated phrases. We found that over 80% were well formed, correct, and informative. Therefore, a lower precision here does not necessarily mean poor performance, but instead shows that the pros/cons provided by users are often incomplete. By extracting phrases from free-style review texts we can recover additional valuable information at the expense of additional processing.
B. Sentiment Analysis
We evaluate the sentiment scoring approach with the same restaurant-review corpus. The pros/cons in a review entry often have clear sentiment orientations. Thus, we use pros/cons to estimate the sentiment values of adjectives, which requires strong polarity association. On the other hand, the frequencies of adverbs in free-style texts are much higher than those in pros/cons, as pros/cons mostly contain adjective-noun patterns. Thus, we used free-style texts instead of pros/cons to calculate the sentiment strength of adverbs.
To obtain reliable ratings, we arbitrarily associated the adjectives in the "pros" of review entries that have a user rating of 4 or 5, and associated the adjectives in the "cons" of review entries with user ratings of 1 or 2 (on a scale of user rating from 1 to 5). Reviews with rating 3 express neutral sentiment, so we associated both "pros" and "cons" with the overall rating in these cases. Using the algorithms for sentiment scoring ( (1) and (2)), we calculated sentiment scores for each adjective and common adverb that appeared in the review corpus [15] .
To evaluate the performance of sentiment scoring, we randomly selected a subset of 1,000 adjective-noun phrases from the set extracted by our linguistic analysis and asked two annotators to independently rate the sentiment of each phrase on a scale of 1 to 5. We compared the sentiment scoring between our system and the annotations in a measurement of mean distance: (8) where represents the set of phrases, represents each phrase in the set , represents the rating on phrase from our sentiment scoring system, and represents the annotated rating on phrase .
The kappa agreement [3] between the two annotation sets is 0.68, indicating high consistency between the annotators. The obtained mean distance between the scoring from our approach and that from each annotation set is 0.46 and 0.43, respectively, based on the absolute rating scale from 1 to 5. This shows that the scoring of sentiment from our system is relatively close to human annotation. This is easy to understand as the sentiment score of each adjective/adverb is averaged on the ratings over a large user base. The reliability of these results gives us sufficient confidence to make use of these scores as indications of sentiment values.
To examine the prediction accuracy of sentiment polarity, for each annotation set, we pooled the phrases with rating 4-5 into "positive," rating 1-2 into "negative," and rating 3 into "neutral." Then we rounded up the sentiment scores from our system to integers and pooled the scores into three polarity sets ("positive," "negative" and "neutral") in the same way. The obtained kappa agreement between the result from our system and that from each annotation set is 0.55 and 0.60 respectively. This shows reasonably high agreement on the polarity of sentiment between our system and human evaluation.
C. Phrase Classification
To evaluate the phrase classification approach, we randomly selected 3,000 phrases as training data, extracted from the pros/cons of reviews by the linguistic parsing method (the phrases in pros/cons are considered as well-formatted). To generate a human-judgment-consistent training set, we manually labeled the training samples with " " and " " labels, based on whether a phrase contains opinion-relevant information (e.g., "delicious pasta:
"; "red wine: "). We then randomly selected a subset of 3,000 phrases extracted from free-style review texts as the test set, and labeled the phrases with the same " " and " " labels as the ground truth. The kappa agreement between the two sets of annotations is 0.73, indicating substantial consistency.
We employed the three types of features (statistical, sentiment and semantic features) as aforementioned to train the SVMs and the decision tree models for phrase classification. We extracted the unigrams/bigrams from the phrases as statistical features, and employed the sentiment scores calculated for the phrases as the sentiment features.
To extract context-related semantic features, we collected a large pool of well-formatted menus from an online resource 3 , which contains 16,141 restaurant menus. Based on the hierarchical structure of these collected menus, we built up a context-related ontology and extracted a set of semantic features from the ontology. To extract topic-categorization semantic features, we selected 6 topics that had the highest frequencies in the corpus and represented appropriate dimensions for the restaurant domain ("place," "food," "service," "price," "atmosphere" and "portion") as the initial set, and clustered the topics of extracted phrases into different aspect categories with the bigrambased topic clustering method. We used these features to train the SVMs and the decision trees as the classification models. To select the most valuable features for model training, we conducted a set of leaving-one-feature-out experiments for both models. We found that all the features except the adjective unigram probability contribute positively to model learning. From further data analysis we observed that many phrases with popular adjectives have context-unrelated nouns (e.g., "good friends" "nice weather"), which means that, although the adjective unigram probability might be high, the phrase is still context irrelevant and is a negative sample. Thus, adjective unigram probability is not a good indicator for phrase relevance. Using the adjective unigram probability as a learning feature will mislead the system into trusting an adjective that is common but has a poor bigram affinity to the context-relevant noun in the phrase. Therefore, we eliminated this feature for both the SVMs and the decision tree learning.
To evaluate the performance of the classification models, we took a set of intuitively motivated heuristic rules as the baseline, which uses variations of all the features except the unigram probability of adjectives. The performance of classification by different models is shown in Table V . Although the heuristic rule algorithm is complicated and involves human knowledge, both of the statistical models trained by SVMs and the decision tree algorithms outperform the baseline. The SVM model outperforms the baseline by 10.5% and 11.9% on the two annotation sets, respectively. The decision tree model outperforms the baseline by 16.4% and 23.2% (average relative improvement of 36%), and it also outperforms the SVM model by 5.9% and 11.3% (average relative improvement of 13%).
The classification model using the decision tree algorithm can achieve a precision of 77.9% and 74.5% compared with the ground truth. These values indicate the results are quite comparable to human judgment, considering that the precision of one annotation set based on the other is 74% (using one annotation set as the reference and the other as the comparison set). This shows that the decision tree model can predict phrase labels as reliably as human judgment. Part of the reason is that the decision tree algorithm can make better use of a combination of Boolean value features (e.g., whether a topic belongs to a context-related ontology) and continuous value features. Also, as the phrase classification task is very subjective, it is very similar to a 'hierarchical if-else decision problem' in human cognition, where decision tree algorithms can fit well.
D. Dialogue and Response
To evaluate our proposed framework of developing speech-based interfaces for UGC data access, we applied it to a restaurant-domain dialogue system. The web-based multimodal spoken dialogue system, CityBrowser [7] , developed in our group, can provide users with information about various landmarks such as the address of a museum, or the opening hours of a restaurant. To evaluate our approaches, we selected the phrases identified as "
" by the classification model as the candidate pool. These phrases are further catalogued and pruned to create a structured aspect-based summary database.
We applied the summary database to the CityBrowser system and implemented the sentiment-involved dialogue modeling algorithms to the system [17] .
To collect data from real users, we utilized the platform of Amazon Mechanical Turk (AMT) 4 . We conducted a first AMT task by collecting restaurant inquiries from general users, and extracted a set of generic templates encoding the language patterns of all the sentences. We used these templates to automatically create 10,000 sentences for language model training for the speech recognizer.
To evaluate the quality of dialogue, we conducted another user study on AMT. We presented the system to real users and gave each subject a set of assignments to fulfill. Each assignment is a scenario involving finding a particular restaurant. There are ten HITs (Human Intelligence Tasks) available for each subject. A scenario is randomly assigned in each HIT, and the subject can decide to work on the HIT or skip it. An exemplary scenario is shown in Table VI .
An example of a HIT in this AMT task is shown in Fig. 8(a) . The instructions on the left-hand side (titled "The scenario for this HIT") give a randomly selected scenario. The user can talk to the system via a microphone and ask for recommendations for restaurants. The map on the right-hand side of the picture locates the recommended restaurants.
To obtain a subjective evaluation from general users, we also gave each user a questionnaire and asked them to rate the system on different aspects. Fig. 8(b) shows the interface of an AMT HIT after the user has finished the scenario task, showing the questionnaire (on the left-hand) and the dialogue between the user and the system (above the map). The recommended restaurant is also shown on the map, providing detailed information such as the phone number and the address.
We collected 58 sessions and 34 surveys within 9 days through this AMT task. There are in total 270 utterances collected from the 58 sessions, with an average of 4.6 utterances per session. The length of the utterances varies significantly, from "Thank you" to "Restaurants along Brattle Street in Cambridge with nice cocktails." The average number of words per utterance is 5.3.
We examined the playback of each session. Among all the 58 sessions, 51 of them were successfully fulfilled, i.e., in 87.9% of the cases the system provided helpful recommendations upon the user's request and the user was satisfied with the system response. Among those seven failed cases, one was due to loud background noise, two were due to users' operation errors (e.g., clicking "DONE" before finishing the scenario), and four were due to recognition errors.
We also examined the feedback from the questionnaire and analyzed the results. On a scale of 1 to 5, the average rating on the ease of use of the system is 3.6. The average rating on the helpfulness of the system is 4.4. And the naturalness of the response from the system gets an average rating of 4.1. These numbers indicate that the system is helpful at providing recommendation upon users' inquiries, and the response from the system is presented in a natural way that people could easily understand.
The lower rating of ease of using the system is partially due to recognition errors. For example, a user asked for "pancakes," and the system recommended "pizza places" to him. In some audio clips recorded, the background noise is relatively high. This is unavoidable because many workers on AMT work from home. There were also some utterances that never occurred in our training sentences for the recognizer, such as "OK, I will take my date to that restaurant tonight," which our system had not yet been trained to handle.
V. PORTABILITY
In this section, we briefly describe our experiments in porting to novel domains and languages. Details can be found in the published literature.
To assess the portability of the proposed framework of unstructured data processing and speech interface implementation, we explored the effort required to port to a totally different domain -medical study and health care. Patient-provided drug reviews served as the unstructured user-generated content.
We implemented a spoken dialogue system [18] that allows consumers of prescription drugs to inquire about possible side effects that other patients have experienced. Summaries were extracted from a large number of patient-provided drug reviews on various health discussion sites. The construction of the spoken dialogue system inherited most of the components of the previously explored restaurant-domain system. Templates were created to generate synthetic training data for the speech recognizer language model training. In addition, the context-free grammar was expanded to handle domain-specific information, and the dialogue model was expanded to customize new commands for domain-specific queries. Details of the system implementation can be found in related work [14] .
For language portability, we investigate the extension of the restaurant-guide system to a tone and character-based language -Mandarin Chinese. We derived a Mandarin dialogue system, CityBrower II [19] , from its English predecessor, by focusing on the speech interface implementation regarding language differences, without handling Chinese reviews.
The system inherited most of the components of the predecessor English system and required only relatively minor changes to account for the differences between English and Mandarin Chinese. The major effort required is the translation of templates used to generate sentences for recognizer training, as well as the translation of language generation templates from the original language to the target one. For language understanding, we were able to leverage a pre-existing generic Mandarin grammar that had been developed in our lab, augmenting it with domain-specific content. The strategy is to maintain the meaning representation concepts in English, with only the values of database contents represented in the target language (Mandarin). We acquired restaurant-database content for two cities: Taipei and Beijing. The details of the Mandarin system implementation can be found in the related work [14] .
VI. CONCLUSIONS AND FUTURE WORK
In this work, we have explored a universal framework that supports multimodal access to user-generated content, with a speech-navigated web-based interface and a generalized platform for unstructured data processing. The contribution of this work lies in that it advances the integration of unstructured data summarization and speech-based human-computer interaction. With the help of such dialogue systems, users can access the online community-edited information more effectively and more efficiently.
To summarize large amounts of Web data into a condensed and structured database, we presented a framework for preprocessing unstructured UGC data. We proposed a parse-and-paraphrase approach to extracting representative phrases from sentences, as well as introducing an algorithm for assessing the degree of sentiment in opinion expressions based on user-provided ratings. We also used a phrase classification model to select context-relevant phrases automatically for creating succinct, descriptive and catalogued UGC summaries. To present the summarized information in natural responses, a dialogue-modeling framework was also introduced, which supports the generation of opinion-sharing conversations based on an aggregated UGC database.
To evaluate the framework, we collected a user-generated review corpus in the restaurant domain from the Web, which was processed through the proposed pipeline of unstructured data processing. A restaurant-domain recommendation system enhanced by this framework was implemented as a demonstration. Users can interact with the system via speech to inquire about restaurants and ask for recommendations on various dimensions such as service, food or ambiance. The interactions between real users and the prototype system were monitored for system evaluation. To demonstrate the portability of the approaches, we also applied the proposed framework in a different domain as well as in another language.
For future work, we will continue to improve the performance of the system through larger-scale data collections from general users. Another direction is to develop a speech interface for harvesting spoken UGC data (e.g., spoken reviews), which can allow users to add their own experience on restaurants, movies, drugs, etc., through natural speech and text. We will also explore crowd-sourcing methods to aid in the transcription of these recordings, such as relying on general users via Amazon Mechanical Turk. A more ambitious future goal is to develop a speech-based platform for general domains, an integrated system, which can interact with users in continuous conversations across multiple domains.
