Multivariate stress–strength reliability model and its evaluation for coherent structures  by Eryilmaz, Serkan
Journal of Multivariate Analysis 99 (2008) 1878–1887
www.elsevier.com/locate/jmva
Multivariate stress–strength reliability model and its
evaluation for coherent structures
Serkan Eryilmaz
Izmir University of Economics, Department of Mathematics, 35330 Balcova Izmir, Turkey
Received 19 February 2007
Available online 8 February 2008
Abstract
Consider a system which has n independent components (or subsystems) each consisting ofm dependent
elements. Let Xi =
(
X1i , X
2
i , . . . , X
m
i
)
, i = 1, 2, . . . , n denote the random strength vector of the i th
component, where X ji denotes the random strength of the j th element of the i th component. The elements
of the components are subjected to a common random stress Y = (Y1, Y2, . . . , Ym) over time. In this paper,
we setup a multivariate stress–strength model based on the conditional ordering between Xi s and Y and
evaluate the reliability of coherent structures in this setup.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Stress–strength models are of special importance in reliability literature. In the simplest
stress–strength model, a system (or component) is subjected to a random stress over time. Let X
and Y represent the random strength of a system, and the random stress which it is subject to,
respectively. The system fails if at any time the stress exceeds strength. Thus the reliability of a
system is given by R = P {Y < X}. There have been many attempts to compute and estimate
the reliability R in the literature. The topic is well documented in [8] with its details.
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Stress–strength reliability can also be defined in a more general multicomponent form (see,
e.g. [3,4,6,5]). Suppose that a system consists of n components whose random strengths are
denoted by X1, X2, . . . , Xn . In this case the reliability of a system can be represented in various
forms depending on the structure of a system. If, for example the system has a series structure
then the reliability corresponds to R = P {Y < X(1)}, where X(r) denotes the r th smallest
(1 ≤ r ≤ n) in X1, X2, . . . , Xn . This reliability can also be defined for a more general coherent
structure. A coherent system with binary states can be simply described as follows. Consider that
a system consists of n components and define
xi =
{
1 if component i is in the function state
0 if component i is in the failure state,
i = 1, 2, . . . , n,
and
φ(x) =
{
1 if the system is in the function state
0 if the system is in the failure state,
where x = (x1, x2, . . . , xn). Binary indicators xi and φ(x) indicate the state of component i and
the state of the system, respectively. The function φ(x) is referred to as the structure function of
the system. Define
(0i , x) = (x1, . . . , xi−1, 0, xi+1, . . . , xn)
(1i , x) = (x1, . . . , xi−1, 1, xi+1, . . . , xn).
A system is said to be coherent if
(i) the structure function φ is nondecreasing in each argument, and
(ii) each component is relevant, i.e. there exists at least one vector x such that φ (1i , x) = 1 and
φ (0i , x) = 0.
For more details on the structure function of the coherent system we refer to [2].
The reliability of a system in a multicomponent stress–strength model can be generally defined
as
R = P{Y < φ(X1, X2, . . . , Xn)}.
In this paper, we consider a system which has n independent components (or subsystems)
each consisting of m dependent elements. Let Xi =
(
X1i , X
2
i , . . . , X
m
i
)
, i = 1, 2, . . . , n, denote
the random strength vector of the i th component, where X ji denotes the random strength of the
j th element of the i th component. The elements of the components are subjected to a common
random stress Y = (Y1, Y2, . . . , Ym) over time, where Xi s and Y are independent. We establish
a multivariate stress–strength model based on the conditional ordering between Xi s and Y. This
multivariate model is the generalization of the simplest (n = m = 1) and multicomponent
(n > 1,m = 1) stress–strength models and it allows us to examine the relationship between the
components of Xi s and Ys simultaneously.
Bairamov [1] introduced the conditionally ordered order statistics for multivariate
observations. Let X1,X2, . . . ,Xn ∈ S ⊆ Rm be i.i.d. random vectors with m-variate c.d.f. F(x)
and p.d.f. f (x), where x = (x1, x2, . . . , xm) and S is the support of X. Consider the real-valued
function N(x) : Rm → R, x = (x1, x2, . . . , xm), which is continuous in its arguments satisfying
N(x) ≥ 0 for all x ∈ Rm with N(x) = 0 if and only if x = 0, where 0 = (0, 0, . . . , 0).
N(X1),N(X2), . . . ,N(Xn) are i.i.d. random variables with c.d.f. P {N(Xi ) ≤ x} , x ∈ R. The
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function N(x) introduces partial ordering among the random vectors X1,X2, . . . ,Xn and X1 is
said to be conditionally less than X2 (or X1 precedes X2) if N(X1) ≤ N(X2). This ordering is
denoted by X1≺ X2. If X(r) denotes the r th smallest among X1,X2, . . . ,Xn w.r.t. N(x) then
X(1),X(2), . . . ,X(n) are called conditionally N-ordered statistics.
Theorem 1 ([1]). Let X1,X2, . . . ,Xn ∈ S ⊆ Rm be i.i.d. continuous random vectors with p.d.f.
f (x), and X(1),X(2), . . . ,X(n) be the conditionally N-ordered statistics. Then for 1 ≤ r ≤ n the
p.d.f. of X(r) is
f (r)(x) = n!
(r − 1)!(n − r)! [h(x)]
r−1 [1− h(x)]n−r f (x),
where the function h(x) = P {N(X) ≤ N(x)} is called the structural function.
Now, let X1,X2, . . . ,Xn be independent but nonidentical random vectors with m-variate
c.d.f.s F1(x), F2(x), . . . , Fn(x), and p.d.f.s f1(x), f2(x), . . . , fn(x), respectively. The following
theorem generalizes Theorem 1 of [1]. The proofs of the results are presented in the Appendix.
Theorem 2. Let X1,X2, . . . ,Xn ∈ S ⊆Rm be independent nonidentical continuous random
vectors with c.d.f.s F1(x), F2(x), . . . , Fn(x), and p.d.f.s f1(x), f2(x), . . . , fn(x), respectively.
Then for 1 < r < n the p.d.f. of X(r) is
f (r)(x) =
n∑
i=1
∑
Pi
r−1∏
l=1
h jl (x)
n∏
l=r+1
(
1− h jl (x)
)
fi (x),
where hk(x) = P {N(Xk) ≤ N(x)} , k = 1, 2, . . . , n denotes the structural function associated
withXk and Pi shows all the permutations of 1, . . . , i−1, i+1, . . . , n for which j1 < · · · < jr−1
and jr+1 < · · · < jn, jl 6= i.
In particular the p.d.f.s of the extremes X(1) and X(n) are
f (1)(x) =
n∑
i=1
n∏
j=1
j 6=i
(
1− h j (x)
)
fi (x), f (n)(x) =
n∑
i=1
n∏
j=1
j 6=i
h j (x) fi (x).
2. Reliability evaluation
Suppose that a system has n independent components C1,C2, . . . ,Cn each consisting of m
dependent elements. Let Xi =
(
X1i , X
2
i , . . . , X
m
i
)
, i = 1, 2, . . . , n represent the random strength
vector of the i th component whose m-variate c.d.f. and p.d.f. are Fi (x) and fi (x), where X
j
i
denotes the random strength of the j th element of the i th component. Assume that the elements
of C1,C2, . . . ,Cn are subjected to a common random stress Y = (Y1, Y2, . . . , Ym) whose m-
variate c.d.f. and p.d.f. are G(x) and g(x). The j th element of the i th component is subjected to a
stress Y j ( j = 1, 2, . . . ,m) and the componentCi functions if and only ifY ≺ Xi , or equivalently
N(Y) ≤ N(Xi ), and fails otherwise. Then the reliability of the i th component is given by
RCi = P {Y ≺ Xi } = P {N(Y) ≤ N(Xi )}
=
∫
· · ·
∫
(1− hi (y)) g(y)dy, (1)
where hi (y) = P {N(Xi ) ≤ N(y)} .
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Selection of the function N(x) is independent of the structure of the system and it can
be chosen in various ways depending on the conditions available in the process/system. The
following selections for N(x) may be of special interest.
(a) N(x1, x2, . . . , xm) =∑mi=1 ai xi ,
(b) N(x1, x2, . . . , xm) = min(x1, x2, . . . , xm),
(c) N(x1, x2, . . . , xm) = max(x1, x2, . . . , xm).
While the first function reflects the combined effects with the weights ai , the last two functions
consider the extreme values.
The following examples illustrate the computation of component reliability.
Example 1. Let Xi =
(
X1i , X
2
i
)
follow a bivariate normal distribution with mean vector
µtx = (µ1, µ2), and covariance matrix Σx . We write this as Xi ∼ N2(µx ,Σx ). Let Y ∼
N2(µy,Σy) independently of Xi . Consider the function defined by (a), i.e. N(x) = atx, where
at = (a1, . . . , am). Then
RCi = P {N(Xi ) ≥ N(Y)} = P
{
atXi ≥ atY
}
= Φ
 at (µx − µy)√
at
(
Σx + Σy
)
a
 ,
where Φ is the standard normal c.d.f.
Example 2. Letm = 2 and random strength of the i th componentXi =
(
X1i , X
2
i
)
has a bivariate
Pareto distribution with survival function and p.d.f. given respectively, by
F¯λ(x1, x2) = (x1 + x2 − 1)−λ ,
fλ(x1, x2) = λ (λ+ 1) (x1 + x2 − 1)−(λ+2) , x1 > 1, x2 > 1.
Assume that the stress vector Y = (Y1, Y2) has a bivariate Pareto distribution with parameter
θ , i.e. G¯(x1, x2) = F¯θ (x1, x2) and g(x1, x2) = fθ (x1, x2). Consider the function N(x1, x2) =
min(x1, x2). In this case the structural function is found to be
hi (y1, y2) = P {N(Xi ) ≤ N(y)} = P
{
min
(
X1i , X
2
i
)
≤ min (y1, y2)
}
= 1− F¯λ(min(y1, y2),min(y1, y2)).
Then the reliability of the i th component for λ, θ > 1 may be computed as follows:
RCi = 1−
∫ ∞
1
∫ ∞
1
(
1− F¯λ(min(y1, y2),min(y1, y2))
)
g(y1, y2)dy1dy2
= 1−
∫ ∞
1
∫ ∞
y1
(
1− (2y1 − 1)−λ
)
θ (θ + 1) (y1 + y2 − 1)−(θ+2) dy2dy1
−
∫ ∞
1
∫ ∞
y2
(
1− (2y2 − 1)−λ
)
θ (θ + 1) (y1 + y2 − 1)−(θ+2) dy1dy2 = θ
λ+ θ .
In this context, it will be convenient to compare the reliabilities of the components Ci and C j .
X1 is said to be smaller than X2 in the usual multivariate stochastic order (X1
st≤X2) if and only
if E [ψ (X1)] ≤ E [ψ (X2)] holds for all increasing functions ψ for which the expectations exist
(see, e.g. [12]). We now state the following result using multivariate stochastic order.
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Lemma 1. If Xi
st≤X j and N-increasing (decreasing) then RCi ≤ (≥) RC j .
Example 3. Let m = 2 and random strengths of the i th and j th components Xi =
(
X1i , X
2
i
)
and
X j =
(
X1j , X
2
j
)
have a bivariate Pareto distribution with parameters λ1 and λ2, respectively. The
joint p.d.f. is given in Example 2. X j is associated for all λ2 > 0 and fλ1(x)/ fλ2(x) is increasing
in x when λ1 ≤ λ2. Thus by Theorem 4.B.6 of [12] X j st≤Xi whenever λ1 ≤ λ2. If for example
N(x1, x2) = x1 + x2 then RCi ≥ RC j .
Now, consider the reliability of a system when C1,C2, . . . ,Cn are connected in series or
parallel. The reliabilities for series and parallel structures are represented respectively as
RS = P
{
Y ≺ X(1)
}
= P
{
N(Y) ≤ N(X(1))
}
=
∫
· · ·
∫ n∏
j=1
(
1− h j (y)
)
g(y)dy
and
RP = P
{
Y ≺ X(n)
}
= P
{
N(Y) ≤ N(X(n))
}
= 1−
∫
· · ·
∫ n∏
j=1
h j (y)g(y)dy.
A k-out-of-n system, as a generalization of series and parallel systems, functions if and only if
at least k components function. The reliability of k-out-of-n system in a setup of aforementioned
multivariate stress–strength model is defined by
Rn,k = P
{
Y ≺ X(n−k+1)
}
= P
{
N(Y) ≤ N(X(n−k+1))
}
.
Conditioning on X(n−k+1) and using Theorem 2, we have
Rn,k =
∫
· · ·
∫
P {N(Y) ≤ N(x)} f (n−k+1)(x)dx
=
∫
· · ·
∫
u(x)
n∑
i=1
∑
Pi
n−k∏
l=1
h jl (x)
n∏
l=n−k+2
(
1− h jl (x)
)
fi (x)dx,
where u(x) = P {N(Y) ≤ N(x)} is the structural function associated with Y. As a special case
when the random strengths are i.i.d., i.e. F1(x) = F2(x) = · · · = Fn(x) = F(x) then
Rn,k = n!
(n − k)!(k − 1)!
∫
· · ·
∫
u(x) [h(x)]n−k [1− h(x)]k−1 f (x)dx. (2)
We now investigate the multivariate stress–strength reliability for general coherent structure
when Fi (x) = F(x) for 1 ≤ i ≤ n using the “signature” of a coherent system. Let T1, T2, . . . , Tn
denote the i.i.d. lifetime random variables with continuous distribution. [11] introduced the
signature of a coherent system T = φ (T1, T2, . . . , Tn) as the vector p = (p1, p2, . . . , pn),
where
pi = P
{
φ (T1, T2, . . . , Tn) = T(i)
}
, i = 1, . . . , n, (3)
showing that
pi = # of orderings for which the i th failure causes system failuren! .
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[11] (see also [7]) showed that the distribution of a coherent system T = φ (T1, T2, . . . , Tn) can
be represented as
P {T ≤ t} =
n∑
i=1
pi P
{
T(i) ≤ t
}
.
We prove the following result using the similar arguments used in Theorem 1 of [7].
Theorem 3. Let X1,X2, . . . ,Xn be i.i.d. component strengths with m-variate c.d.f. F(x) and
p.d.f. f (x), and X(1),X(2), . . . ,X(n) be the conditionally N-ordered statistics. If φ(.) represents
the structure function of a coherent system then
Rφ =
n∑
i=1
pi P
{
Y ≺ X(i)
}
,
where pi is the i th component of signature vector p = (p1, p2, . . . , pn) of a coherent system.
Corollary 1. Let X1, X2, . . . , Xn be i.i.d. component strengths with univariate (m = 1)
c.d.f. F(x) and p.d.f. f (x), and X(1), X(2), . . . , X(n) be the order statistics corresponding to
X1, X2, . . . , Xn . Then
Rφ =
n∑
i=1
pi P
{
Y < X(i)
}
.
According to Theorem 3, the reliability of any coherent structure is represented as a linear
combination of the reliabilities of (n − i + 1)-out-of-n systems, i.e.,
Rφ =
n∑
i=1
pi Rn,n−i+1. (4)
Most of the stress–strength reliability studies are concerned with the estimation of reliability
for various stress and strength distributions. There are many papers in this direction. Although
it is not the aim of this paper, we should point out that it may be enough to estimate the
stress–strength reliability of (n− i + 1)-out-of-n system, 1 ≤ i ≤ n, to estimate the reliability of
any coherent structure because of Eq. (4).
For an illustration we compute Rφ for consecutive k-out-of-n structure which is of special
importance in reliability literature (see, e.g. [9]). A consecutive k-out-of-n system consists of
n components such that the system functions if and only if at least k consecutive components
function. The structure function for this system is given by
φ(x1, x2, . . . , xn) = 1−
n−k+1∏
j=1
{
1−
j+k−1∏
i= j
xi
}
,
where
∏n
i=1 xi ≡ min(x1, x2, . . . , xn).
Signatures of consecutive k-out-of-n systems are listed in [10] for various values of n and k.
Let for example k = 2 and n = 3. In this case we have
φ(x1, x2, x3) = max(min(x1, x2),min(x2, x3)),
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and p =
(
2
6 ,
4
6 , 0
)
. Therefore the reliability of consecutive 2-out-of-3 system is
Rφ = 26 R3,3 +
4
6
R3,2.
Example 4. Let m = 2 and let the random strength of the i th component Xi =
(
X1i , X
2
i
)
, i =
1, . . . , n has a bivariate Farlie–Gumbel–Morgenstern (FGM) distribution with exponential
marginals, whose c.d.f. is given by
F(x1, x2) =
(
1− e−x1) (1− e−x2) {1+ αe−x1e−x2} , x1, x2 ≥ 0,−1 ≤ α ≤ 1.
Suppose that the stress vector Y = (Y1, Y2) has also a bivariate FGM distribution with c.d.f.
G(x1, x2) =
(
1− e−x1) (1− e−x2) {1+ βe−x1e−x2} , x1, x2 ≥ 0,−1 ≤ β ≤ 1.
Consider the function N(x1, x2) = max(x1, x2). In this case
h(x1, x2) = P
{
max
(
X1i , X
2
i
)
≤ max (x1, x2)
}
=
(
1− e−max(x1,x2)
)2 {
1+ αe−2max(x1,x2)
}
,
and
u(x1, x2) =
(
1− e−max(x1,x2)
)2 {
1+ βe−2max(x1,x2)
}
.
Using (2) we have
R3,2 = 3!
∫∫
u(x1, x2)h(x1, x2) [1− h(x1, x2)] f (x1, x2)dx1dx2
= 6
∫ ∞
0
∫ x2
0
[(
1− e−x2)2 {1+ βe−2x2} (1− e−x2)2 {1+ αe−2x2}
×
(
1− (1− e−x2)2 {1+ αe−2x2}) e−(x1+x2)
× {1+ α (2e−x1 − 1) (2e−x2 − 1)}] dx1dx2
+ 6
∫ ∞
0
∫ x1
0
[(
1− e−x1)2 {1+ βe−2x1} (1− e−x1)2 {1+ αe−2x1}
×
(
1− (1− e−x1)2 {1+ αe−2x1}) e−(x1+x2)
× {1+ α (2e−x1 − 1) (2e−x2 − 1)} ] dx2dx1,
and R3,3 can be computed similarly using
R3,3 = 3
∫∫
u(x1, x2) [1− h(x1, x2)]2 f (x1, x2)dx1dx2.
In Table 1, we provide some numerical computations for the reliability of 2-out-of-3, 3-out-of-
3 (series), and consecutive 2-out-of-3 system for various values of association parameters α and
β. Obviously R3,2 ≥ Rφ ≥ R3,3. In the light of these computations, maximum reliability is ob-
tained whenever there is a nearly maximum allowable negative correlation between the strengths
of the elements and a nearly maximum allowable positive correlation between the stresses.
Although the stress–strength concept is frequently considered in the reliability context it
can also be effectively used in various applications including medicine and psychology. Two
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Table 1
Reliability of 2-out-of-3, 3-out-of-3 (series), and consecutive 2-out-of-3 systems
α β R3,2 R3,3 Rφ α β R3,2 R3,3 Rφ
0.1 0.3 0.5077 0.2590 0.4248 0.5 0.25 0.4903 0.2391 0.4065
0.1 −0.3 0.4847 0.2320 0.4005 0.5 0.5 0.5000 0.2500 0.4167
0.3 0.1 0.4923 0.2411 0.4086 0.75 0.5 0.4902 0.2393 0.4065
0.3 −0.1 0.4846 0.2323 0.4005 0.85 0.75 0.4961 0.2457 0.4126
−0.1 −0.3 0.4924 0.2409 0.4086 −0.95 0.95 0.5690 0.3420 0.4933
0.5 0.1 0.4844 0.2325 0.4005 0.95 −0.95 0.4248 0.1698 0.3398
treatment comparisons are widely used in medicine. Let us consider two types of drugs (drug A
and drug B) to treat high cholesterol. Total cholesterol (TC) has three main components: Low-
density lipoprotein (LDL), High-density lipoprotein, and Triglyceride (TG). According to the
Friedewald formula we have TC = LDL + TG5 + HDL. Suppose that drug A is assigned to
one group of objects and drug B to the other. Let X = (X1, X2, X3) =
(
LDL, TG5 ,HDL
)
and Y = (Y1, Y2, Y3) =
(
LDL, TG5 ,HDL
)
represent the values of the components of total
cholesterol for drug A and drug B, respectively. Having an information about the probability
R = P {Y ≺ X} = P {N(Y) ≤ N(X)}, where N(x) = x1 + x2 + x3, will be useful to compare
these two treatments. Large values of R supports the use of drug B. The problem of estimating
R can also be considered using data sets X1,X2, . . . ,Xn1 and Y1,Y2, . . . ,Yn2 .
3. Summary and conclusions
One of the main problem in reliability analysis is to calculate the exact system reliability
under a given setup. In this paper, we studied the calculation of system reliability for a general
coherent structure under stress–strength setup. The problem was discussed in a very general
(multivariate, multicomponent) setup where n independent components have their m dependent
subcomponents. For the cases n = m = 1 and n > 1,m = 1 the problem reduces to the simplest
and multicomponent stress–strength models respectively.
The multivariate setup considered in the paper offers more realistic applications to real-life
reliability studies than univariate models, because components of Xi s and Ys are now considered
individually, and also collectively through their dependence on each other.
Reliabilities of series, parallel and k-out-of-n systems were computed, giving examples for
some specific distributions. These distributions take the dependency among the subcomponents
into consideration. As it was seen from Examples 1–4 (see also Table 1) association parameters
of stress–strength distributions are quite effective on the reliability of a system.
Using the concept of “signature” of a system, we represented the reliability of any coherent
system as a linear combination of the reliabilities of all (n−i+1)-out-of-n systems for 1 ≤ i ≤ n.
Theorem 3 (multivariate, multicomponent setup) and Corollary 1 (multicomponent setup) enable
us to calculate the stress–strength reliability for any coherent system. Along with the introduced
multivariate stress–strength setup, Theorem 3 and Corollary 1 were the main contributions of
this study.
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Appendix
Proof of Theorem 2. Let Rm,m ≥ 1 be the Borel σ− algebra of subsets of Rm and B ∈ Rm .
P
{
X(r) ∈ B
}
=
n∑
i=1
P
{
X(r) ∈ B,X(r) = Xi
}
=
n∑
i=1
P {Xi ∈ B, r − 1 of N(X1),N(X2), . . . ,N(Xn) ≤ N(Xi ) and
n − r of N(X1),N(X2), . . . ,N(Xn) > N(Xi )}
=
n∑
i=1
∫
· · ·
∫
B
P {r − 1 of N(X1),N(X2), . . . ,N(Xn) ≤ N(x) and
n − r of N(X1),N(X2), . . . ,N(Xn) > N(x)} fi (x)dx.
Using the independence of X1,X2, . . . ,Xn and the definition of structural function one obtains
P
{
X(r) ∈ B
}
=
∫
· · ·
∫
B
n∑
i=1
∑
Pi
r−1∏
l=1
h jl (x)
n∏
l=r+1
(
1− h jl (x)
)
fi (x)dx.
Thus the proof is completed. 
Proof of Lemma 1. If Xi
st≤X j then by Theorem 4.B.10 of [12] N(Xi ) st≤(st≥)N(X j ) when N-
increasing (decreasing). This implies that P {N(Xi ) > x} ≤ (≥)P
{
N(X j ) > x
}
for all x
whenever N-increasing (decreasing). Now, the result follows using (1). 
Proof of Theorem 3. For any coherent system with structure function φ(.),
Rφ = P {N(Y) ≤ φ (N(X1),N(X2), . . . ,N(Xn))}
=
∫
· · ·
∫
P {φ (N(X1),N(X2), . . . ,N(Xn)) ≥ N(y)} g(y)dy
=
∫
· · ·
∫ n∑
i=1
P
{
φ (N(X1), . . . ,N(Xn)) ≥ N(y) | φ (N(X1), . . . ,
N(Xn)) = N(X(i))
}
× P
{
φ (N(X1), . . . ,N(Xn)) = N(X(i))
}
g(y)dy
=
∫
· · ·
∫ n∑
i=1
P
{
φ (N(X1), . . . ,N(Xn)) = N(X(i))
}
P
{
N(X(i)) ≥ N(y)
}
g(y)dy,
where N(X(i)) is the i th smallest in N(X1), . . . ,N(Xn) and P{φ (N(X1), . . . ,N(Xn))
= N(X(i))} coincides with pi because of Eq. (3). Thus
Rφ =
∫
· · ·
∫ n∑
i=1
pi P
{
N(X(i)) ≥ N(y)
}
g(y)dy
=
n∑
i=1
pi P
{
N(X(i)) ≥ N(Y)
}
and the proof is completed. 
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