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We demonstrate the possibility to systematically steer the most probable escape paths (MPEPs)
by adjusting relative noise intensities in dynamical systems that exhibit noise-induced escape from
a metastable point via a saddle point. Using a geometric minimum action approach, an asymptotic
theory is developed which is broadly applicable to fast-slow systems and shows the important role
played by the nullcline associated with the fast variable in locating the MPEPs. A two-dimensional
quadratic system is presented which permits analytical determination of both the MPEPs and asso-
ciated action values. Analytical predictions agree with computed MPEPs, and both are numerically
confirmed by constructing prehistory distributions directly from the underlying stochastic differen-
tial equation.
PACS numbers: 05.40.-a,05.10.Gg, 05.70.Ln
The phenomenon of noise-induced escape from a
metastable state occurs in a wide range of dynamical
systems including chemical reactions [1], micromechani-
cal oscillators [2, 3], genetic regulatory networks [4], non-
linear electronic transport in semiconductor superlattices
[5], population dynamics [6], epidemiological models [7],
and models of cancer cell proliferation [8]. The noise
amplitude for many such systems is small, so that the
system remains in the vicinity of an initial metastable
point xs for a long time. However, rarely occuring con-
figurations of the noise can drive the system out of the
basin of attraction of xs. Two central questions concern-
ing noisy escape are: 1) by which paths in phase space
is the system most likely to escape, and 2) what is the
mean time for escape to occur? As the noise amplitude
diminishes, the paths through phase space by which es-
cape proceeds become increasingly predictable, so that
nearly all realizations of the escape path lie in a narrow
tube connecting the metastable point xs to a point on the
boundary of its basin of attraction [3]. In such cases, one
defines the most probable escape path (MPEP) as the
curve that is approached by this tube as the noise ampli-
tude tends to zero. For near-equilibrium systems such as
chemical reactions, the MPEPs generally coincide with
the time-reversed saddle-node trajectories of the related
deterministic system, a manifestation of detailed balance
[1, 9].
Noise-induced escape dynamics in far-from-equilibrium
systems do not generally satisfy detailed balance, so the
MPEPs may differ substantially from the deterministic
saddle-node trajectories [9, 10]. In this paper, we obtain
new and general predictions concerning noise-induced es-
cape processes in far-from-equilibrium systems that take
the form of two-dimensional fast-slow systems. Systems
of this type occur throughout the natural sciences, in-
cluding, for example, models of neuron function [11, 12],
population dynamics [6], and models of climate change
[13, 14]; thus, the results presented here are expected to
be broadly applicable. In far-from-equilibrium systems,
it is well-known that the MPEP can be found in principle
by minimizing a stochastic action functional; addition-
ally, the mean escape time is exponential in the corre-
sponding minimum action value normalized by the noise
intensity [15]. Over the past several years, MPEPs and
their associated action values have been numerically com-
puted for a variety of far-from-equilibrium systems. Ad-
ditionally, the generic structure of MPEPs has been ana-
lytically studied in the neighborhood of the fixed points
[16]. However, due to the complexity of the associated
Euler-Lagrange equations for even the simplest systems,
global analytic expressions for the MPEPs – which are
solutions to these equations – are generally not avail-
able. Furthermore, there has been little work that sys-
tematically examines how escape dynamics are affected
by varying relative noise amplitudes associated with the
different dynamical variables. This is an important prob-
lem to consider since it is often possible to independently
control one or more sources of intrinsic noise or to inject
sources of external noise [2, 3].
In this Letter, we use a recently developed geomet-
ric minimum action approach [17] to analytically and
numerically determine MPEPs and associated actions
for noise-induced escape in two-dimensional fast-slow
systems. Use of the geometric approach allows us to
carry out an asymptotic analysis of the obtained Euler-
Lagrange equation that yields new insights into the global
structure of the MPEPs. For a specific quadratic model,
we are able to analytically determine both the complete
MPEP as well as the corresponding minimum action
value, which provides an estimate of the mean escape
time.
We begin by considering a two-dimensional fast-slow
dynamical system for which the state vector x(t) =
(x(t), y(t)) evolves according to the stochastic differen-
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2tial equation
x˙ =
(
u(x, y)
µ v(x, y)
)
+
√

(
σ1 0
0 σ2
)(
ξ1(t)
ξ2(t)
)
. (1)
Here u and v give the deterministic flow in the x and y
directions, respectively, and 0 < µ  1 implies slow dy-
namics in the y-direction. We include a Gaussian noise
source ξ(t) = (ξ1(t), ξ2(t)) whose components each have
zero mean and unit standard deviation, and are delta-
correlated, i.e., 〈ξi(t) ξj(t′)〉 = δijδ(t − t′); the overall
scale of noise is set by the small parameter   1. Ad-
ditionally, the noise amplitude tensor σij = σiδij is di-
agonal and state-independent, but with diagonal com-
ponents that can be varied relative to one another, as
characterized by a noise amplitude ratio r := σ2/σ1.
It is illuminating to consider a specific realization of
the above fast-slow system for analysis and numerical
simulation. Here we use a quadratic flow,
u(x, y) = x+ x2 + y (2a)
v(x, y) = −y, (2b)
a phase portrait of which is shown in Fig. 1 for µ =
0.01. We focus on the MPEP that emanates from the
metastable point at xs = (−1, 0) and terminates at the
saddle point xu = (0, 0). The basin boundary of xs is
the separatrix, . We also note that this system is non-
gradient and hence does not generally satisfy detailed
balance, since σ2∂u/∂y 6= σ1∂v/∂x, except when σ2 = 0.
FIG. 1. (color online) The phase portrait x˙ = (u(x), µ v(x))ᵀ
with u and v given in (2). Here, xs, xu, N and correspond,
respectively, to the metastable point, the saddle point, the
vertical nullcline (the curve along which x˙ = 0), and the sep-
aratrix.
To determine the MPEPs, we utilize a geometric min-
imum action method (gMAM), recently developed by
Heymann and Vanden-Eijnden [17, 18]. Generally, this
method can be used to treat escape from a metastable
point via a saddle point in the small noise limit for
n-dimensional systems with dynamical variables x =
(x0, . . . , xn) that evolve according to a stochastic differ-
ential equation of the form
x˙(t) = F(x(t)) +
√
 σ(x(t)) ξ(t), (3)
where F(x) is the deterministic drift field and σ(x) is the
noise amplitude tensor which may be state-dependent.
One considers parametric curves of the form X(s) =
(X0(s), . . . , Xn(s)), with s ∈ [0, T ], such that X(0) = xs
and X(T ) lies on the basin boundary associated with xs;
here s denotes an arclength-like parametrization. For
systems with a metastable state xs, the basin boundary
of which contains a saddle point xu, the MPEP generally
terminates at xu, so that X(T ) = xu. Then, the MPEP
is the particular X(s) that, in addition to fulfilling the
two endpoint requirements, minimizes the following geo-
metric stochastic action functional [17, 18]:
S [X(s)] =
1
2
∫
C
{√
(A−1F) · Fds− (A−1F) · dX} ,
(4)
where C is the curve traced by X(s) joining xs to xu,
ds :=
(
dX ·A−1dX)1/2, and we have introduced the
noise intensity tensor A (X) := σ(X)ᵀσ(X). Further-
more, the minimizing value of this geometric action, Smin,
provides an estimation of the time for the system to es-
cape the attractor, xs, due to noise; specifically, the mean
escape time is proportional to exp [Smin/] [15]. From the
structure of the integrand in (4), one generally expects
that the MPEP and associated action value will change
as the elements of noise intensity A are adjusted relative
to one another.
Returning to the problem of determing the MPEPs for
the two-dimensional system (1), we first examine the case
r ↘ 0 with µ fixed, i.e., the y component of noise σ2 is
insignificant. In this limit, the MPEP must follow the x
axis since neither the deterministic flow nor the noise can
perturb it away from this path. In the opposite limiting
case, where the noise acts only in the y direction, we
expect the vertical nullcline – i.e., the curve given by
setting u(x, y) = 0 in (2a), and denoted by N in Fig. 1
– to play a central role. For escape to occur, noise must
drive the system against the deterministic flow. In the
vicinity of the vertical nullcline, this flow’s x component
is small. Therefore, a trajectory that escapes by closely
following the vertical nullcline need only overcome the
deterministic flow in the y direction which, due to µ 1,
is likewise small. In fact, when µ = 0, we can see from (4)
that the action, S, will be zero for a trajectory along the
vertical nullcline. Since the action is always non-negative,
this must be the action minimizing path.
The results obtained by gMAM for several different
values of relative noise strength r are shown in Fig. 2.
The two limiting cases of r agree with qualitative expec-
tations, namely, as r becomes smaller the MPEP moves
3closer to the x axis, while for large r it closely follows the
vertical nullcline (e.g., see the MPEP for r = 1 which is
indistinguishable from the vertical nullcline on the scale
shown in Fig. 2(a)). However, for intermediate values of
r, rather than smoothly interpolating between the two
limiting cases, the MPEP displays a segmented struc-
ture, such that it leaves the metastable point along the
vertical nullcline until reaching a critical value of y when
it abruptly turns and follows a trajectory segment that is
almost parallel to the x axis, e.g., see computed MPEPs
for r = 0.01, 0.03, 0.05, 0.07. It should be noted that this
segmented structure persists in the limit µ↘ 0, but does
not coincide with the µ = 0 MPEP which follows the ver-
tical nullcline over its entire length; similar behavior has
been found in a population dynamics model [6].
FIG. 2. (color online) (a) Sample gMAM computed MPEPs
for various values of r (thick solid curves). The analytically
predicted MPEP (see (10) below) for large r is shown as the
dashed black line. (b) Blowup of the boxed region in figure
(a) including the vertical nullcline (cyan).
We now explain our numerical results analytically and
obtain results valid for the general class of systems de-
scribed by (1). We start by representing the family of
candidate MPEP trajectories by Y (x). Next, we recast
(4) as an integral over x yielding
S =
∫
C
L(Y, Y ′, x) dx, (5)
where L is an effective Lagrangian given by
L =
1
σ21
{√
u2 +
µ2v2
r2
√
1 +
Y ′2
r2
− u− µvY
′
r2
}
. (6)
Solving the Euler-Lagrange equation associated with this
effective Lagrangian gives the particular curve that min-
imizes the action, S. From (6), we see explicitly that
varying r will alter the trajectory of the MPEP. By con-
trast, scaling both σ1 and σ2 by identical multiplicative
factors has no effect.
Firstly, we consider the case of relatively large y noise
component, i.e., r large. To proceed, we asymptotically
approximate (6) in the limit of large r and small µ. Ne-
glecting higher order µ terms, we have
L ∼ u
2σ22
(
Y ′ − µv
u
)2
. (7)
As discussed above, we expect the structure of the MPEP
to lie close to the vertical nullcline. Furthermore, the
two should coincide exactly when µ = 0. We therefore
conjecture that, in the limit of small µ, the first portion
of the MPEP has asymptotic structure
Y (x) ∼ n(x) + µY1(x), (8)
where Y1(x) is a perturbation from the vertical nullcline,
n(x). Inserting (8) into (7) and approximating the flow
in the vicinity of the nullcline using a Taylor expansion,
we obtain
L ∼ µ
2σ22
uy(x, n)
(
n′ +
( |v|
uy
)
(x, n)
1
Y1
)2
Y1. (9)
Now, we can find the particular perturbation Y1(x) which
minimizes L by solving the Euler-Lagrange equation as-
sociated with (9). Inserting the obtained solution for
Y1(x) back into (8), we arrive at the following general
expression for the asymptotic MPEP,
Y (x) = n(x) + µ
1
|n′(x)|
( |v|
uy
)
(x, n(x)). (10)
This curve provides an accurate approximation of the
MPEP for systems with a sufficiently large noise am-
plitude ratio r, and is shown as the dashed curve in
Figs. 2(a) and (b). Notice that there is close agree-
ment between (10) and the numerical results obtained
by gMAM except in the vicinity of x ≈ −0.5, where the
nullcline obtains a local maximum and n′(x)→ 0.
We can also use the general Lagrangian (6) to ex-
plain the behavior of the MPEP in the case of relatively
4FIG. 3. (color online) (a) Comparison of the analytical
MPEP (dashed curve) and the numerically computed MPEP
(solid purple curve) for r = 0.03. (b) Comparison of the
predicted MPEP with the prehistory distribution computed
directly from the underlying SDE for 20000 trials, µ = 0.01,
σ1 = 1, σ2 = 0.03 and  = 0.017. The dashed curve (red)
denotes the separatrix, the solid curve (cyan) shows the left
leg of the nullcline and the dotted line (black) is the horizontal
portion of the predicted MPEP.
large x noise, i.e., small r. By discounting higher or-
der µ terms, it is possible to show that Y ′ = 0 solves
the Euler-Lagrange equation corresponding to (6) in the
small µ limit. This explains the approximately horizontal
segments of the MPEPs shown in Fig. 2(a). However, it
remains to determine the point at which the MPEP peels
away from its path just above the nullcline (cf. (10)) to
instead follow its horizontal segment. To determine this
point, we define (x , y∗) and (x+, y∗) with x < x+ as the
two points where the horizontal segment of the MPEP
intersects the vertical nullcline, cf. Fig. 2(a). Consider
now an MPEP that leaves xs = (xs, ys). First, it traces
the path close to the nullcline given by (10). Then, at
the point (x , y∗), it peels away from the nullcline, and
approximately follows a horizontal path before reaching
(x+, y∗). Finally, it falls into the saddle point, closely
following the separatrix, which gives a negligible con-
tribution to the total action, since the separatrix is a
flowline of the deterministic system. Thus, to compute
the total action, only contributions from the first two
sections need be included. These are the integrals of the
Lagrangian along their respective paths, the first of which
is described by (10) and the second by the line segment
Y (x) = y∗ with x ∈ [x , x+]. The total action for this
piecewise differentiable curve is given by
S =
2µ
σ22
∫ y∗
ys
|v(x, y)|dy + 2
σ21
∫ x+
x
|u(x, y∗)|dx. (11)
The MPEP and corresponding minimum action are then
obtained by a one-parameter minimization of (11) with
respect to y∗. A straightforward calculation shows that
this point is dependent on the noise ratio r such that
r =
√
µv(x , y∗)∫ x+
x
uy(x, y∗)dx
. (12)
Now, given a particular value of r, we can use this equa-
tion together with (11) to compute both the overall shape
of the MPEP and the minimizing action. As an exam-
ple, for the quadratic system (2) and µ small, we find
that y∗ and the minimizing action can be analytically
determined and are given, respectively, by
y∗ =
(
r
µ
)2 [√
4r4 + µ2 − 2r2
]
(13a)
Smin ∼ 2(1 + 4y∗)
3
2
3σ21
+
2y2∗
σ22
µ. (13b)
It is interesting to note that (13a) has the correct limit as
r ↘ 0. Also, as can be seen from Fig. 3(a), the value ob-
tained for the peeling point is consistent with the gMAM
computation for r . O(√µ). However, in the limit of
large r, there is an O(µ2/3) discrepancy between (13a)
and the computed MPEP near the top of the trajectory
at x = −0.5.
Analytical predictions and gMAM-computed MPEPs
are confirmed by comparing them with direct simulations
of the stochastic differential equation (2) using a standard
Euler-Maruyama method [19]. The prehistory distribu-
tion [20] for escaping trajectories at a particular noise
amplitude ratio r = 0.03 is shown in Fig. 3(b). This
data was collected by simulating the system at low noise
strength and waiting for its state to first cross the sepa-
ratrix. We then traced the escape trajectory backwards
in time to the instant when it last crossed the nullcline
in the neighborhood of (x , y∗), adding the intervening
positions of the system to the density plot. The distri-
bution of escaping trajectories is clearly centered on the
horizontal segment of the MPEP at the predicted height
y∗, with a slight downward dip evident as it approaches
the separatrix.
In conclusion, we have demonstrated the possibility
to systematically steer the most probable escape paths
by adjusting relative noise intensities in dynamical sys-
tems that feature noise-induced escape from a metastable
point via a saddle point. Starting from a geometric for-
mulation of the stochastic action, we have developed an
asymptotic theory, applicable to two dimensional fast-
slow systems for a range of relative noise intensities, that
shows the important role played by the nullcline asso-
ciated with the fast variable. In particular, the MPEP
is observed to exhibit a segmented structure in which it
follows close to this nullcline for at least part of its tra-
jectory.
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