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ABSTRACT
In this paper a new model for porous electrodes in molten-carbonate fuel cells (MCFC) is presented. The model is
based on an averaging technique commonly used in porous-media problems. Important disadvantages of the existing
agglomerate model caused by geometric assumptions and restrictions are eliminated in this new model. Unlike the
agglomerate model, the new model is suitable for studying three-dimensional and anisotropic problems and incorporat-
ing the degree of electrolyte fill. Different reaction mechanisms can easily be incorporated. The validity of the new model
is checked and compared with the agglomerate model by fitting the two models to ac-impedance spectra recorded from
porous MCFC cathodes.
Infroduction
This paper presents a new, three-phase, homogenized
model for the porous electrodes of molten-carbonate fuel
cells (MCFC). The model is based on the basic mass and
current balances that describe on a small scale the elec-
trochemical processes which produce current. The equa-
tions which describe these balances are then averaged
(homogenized) across all three phases of the electrode to
yield the new model.
For many years, the standard model for porous elec-
trodes in MCFC has been the agglomerate model.'2 This
model assumes an idealized electrode in which the pores
are divided into two classes. The smaller of these pores
(the micropores) are assumed to be entirely flooded with
electrolyte, while the larger pores (the macropores) are
assumed to contain only gas. The nickel-oxide particles of
the electrode and the micropores form an agglomerate and
give the model its name. The flooded agglomerate is
assumed to be essentially cylindrical, or sometimes to
form planar slabs. Also the agglomerate may be coated
with a thin electrolyte film.2'3 The model has been reason-
ably successful in predicting the performance of fuel cells.
In a previous study, Prins-Jansen et al.4 confirmed that
the agglomerate model has the correct qualitative behav-
ior. Also Lee et al.' find fairly good fits to polarization
measurements. They indicate, however; that the resulting
values of the fit parameters depend strongly on the choice
of the agglomerate radius (or slab width), the film thick-
ness, and the electrolyte conductivity. Because the physi-
cal electrodes are not in fact cylindrical or planar agglom-
erates, but rather have a continuum of pores sizes with
varying degrees of fill, this radius and film thickness are
very difficult to determine meaningfully. Furthermore, Lee
et al.5 point out the need to incorporate into the model the
electrolyte-filling degree. This is also difficult using
the agglomerate model because of its geometric restric-
tions. Fontes et al.6 have shown that the agglomerate
model does not accurately predict the optimal degree of
filling.
The agglomerate model was developed using classical
continuum mathematical modeling. It considers the
microporous regions to be homogeneous; disregarding the
actual microscale details, the model considers these
regions to be a continuum with both phases present at any
point in space. The reaction rates at the interfaces are
incorporated as source or sink terms in the differential
equations that model the agglomerate. The diffusion and
conductivity coefficients are considered as overall effec-
tive quantities, including the structural details of the elec-
trode. This approach to modeling has also been applied
and reviewed for other porous electrodes by Newman,
(e.g., Ref. 7-9). His work, however; deals with flooded two-
phase electrodes and includes fluid flow in the electrolyte
* Electrochemical Society Active Member.
phase. Such a consideration is not needed for moderate
lengths of time in MCFC modeling.
That the averaging in the agglomerate model is restrict-
ed to the microporous regions makes it difficult to justify
the model rigorously. According to porous-media theory, it
must be possible to define representative elementary vol-
umes (unit cells) for the homogenization (averaging)
process to be meaningful. The size of a unit cell must be
chosen so that a change in the size or position of the cell
has a negligible effect on the porosity of the cell. This
means that it must be considerably larger than the length
scale of microporosity, but much smaller than the scale on
which significant changes in macroscopic quantities occur.
Upon examining electrode cross sections, however; it does
not seem possible to define unit cells of such a size in only
the microporous regions. The values given in the literature
for the agglomerate radius together with the specific sur-
face area and the microporosity imply that an agglomerate
cross section consists of only a few particles (see Prins-
Jansen et al., Ref. 10). This observation indicates a weak-
ness in the theoretical foundation of this model as applied
to MCFC.
In order to overcome the problems of the agglomerate
model without losing its useful properties, we have devel-
oped a new "agglomerate-like" model. In this model, we
drop the idea of splitting the electrode into a number of
micro- and macroporous regions. Then no assumptions
concerning pore structure are needed, and one avoids the
problem present in the agglomerate model of having to
determine an agglomerate radius and electrolyte film
thickness. Also instead of averaging only the two phases of
the microporous regions, all three phases are taken into
account. By doing so, a larger unit cell can be defined than
in the original agglomerate model, and this makes it possi-
ble for a unit cell to fulfill the requirements for averaging.
As stated above, present models on porous electrodes are
based on a continuum approach to modeling, while for the
derivation of our new model, we choose to use a more fun-
damental approach based on the averaging of equations
that describe the processes on the microscale. Therefore in
the next section, we give a description of the microstruc-
ture of the electrode and the physical derivation of a sys-
tem of microscale equations. The third section then dis-
cusses in detail the averaging of these microscale
equations to derive homogenized macroscale equations.
The macroscale equations are similar to those that might
be derived from a continuum approach, but the connection
to the microscale is now much clearer. We use a volume
averaging method based on the work of Slattery,"12
Whitaker;13 Gray,'4 and Bear and Bachmat," and common-
ly used in problems dealing with porous media (e.g., oil
recovery and ground pollution).15-'7 This approach is some-
what lengthy and requires a fair amount of mathematical
sophistication. But it yields a clear; fundamental connec-
tion between morphology and assumptions on the
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microscale, and results on the macroscale. It gives a good
starting point for more complex problems to be considered
in the future that cannot easily be tackled by a continuum
approach. In addition our approach explains the need for
scale separation in defining a unit cell, it shows that the
macroscale may be anisotropic even when all microscale
parameters are assumed constant, and it allows us to
effectively combine two phases (the gas and the elec-
trolyte) and deal only with average concentrations defined
across both phases.
The last major section compares the predictions of the
homogenized model to those of the agglomerate model by
fitting both models to ac impedance measurements of
porous electrodes. For the agglomerate model, equations
presented by Yuh and Selman'8 are used. We corrected
their description of the capacitive current, however, and
solved for two species instead of one.
Microstructure and Microscale Equations
A representative cross section of a fuel cell cathode is
shown in Fig. 1. In this section we develop a time-depen-
dent, coordinate-free, three-dimensional system of equa-
tions which describes the consumption of oxidant and the
production of current on the scale of Fig. 1, i.e., the
microscale. By coordinate-free, we mean that on this scale
there is no preferred direction for diffusion or current flow,
and no assumptions about symmetry are made. Also, no
assumptions are made here regarding the distribution of
pore sizes. The original concept of the agglomerate model
as proposed by Giner and Hunter' makes use of the obser-
vation that their Teflon-bonded gas-diffusion electrode
has a bimodal pore distribution. Based on this observa-
tion, the agglomerate model assumes that the micropores
are flooded with electrolyte, while the macropores contain
only gas. In 1984 Yuh and Selman modified the agglomer-
ate model of Giner and Hunter in order to apply it to the
porous electrodes in molten-carbonate fuel cells, assuming
that these electrodes also have a bimodal pore distribution
(see Ref. 2). Instead of assuming this bimodal distribution,
we allow pores of any size to be filled partially with gas,
partially with electrolyte. This is more consistent with
observations of electrode cross sections (e.g., Fig. 1).
Mass transport in both the electrolyte and gas phases is
assumed to follow Fick's law, implying that migration and
convection effects are neglected. Since the electrolyte
(molten carbonate) is well-supported, migration is consid-
ered unimportant (see, e.g., Yuh et at., Ref. 18). The activ-
ity of carbonate (C0) is taken to be unity. The transport
of current is described by Ohm's law. On the microscale, all
parameters are assumed to be scalar constants. The system
is considered isobaric and isothermal, and we assume the
gases to be ideal; hence the gas phase is incompressible.
Variations in electrode geometry due to degeneration of
the electrode and evaporation or creep of the electrolyte
occur on a much larger time scale than the typical fuel-cell
processes. The electrode structure is therefore assumed to
be time invariant.
Microscale equations.—Now let us consider in detail the
equations which describe the mass and current balances in
a porous electrode on the microscale. Define U5, 11e' and U,
as, respectively, the gas, electrolyte, and solid phases of the
electrode. Under the assumptions given above, the general
mass balance of a given species with concentration c1.1 in
phase U. is given by
dc
= V Vcl(.)) + Vu.) in . [1]
In the above equation, and in what follows, the symbol .
is used as a place saver for the phase (gas, electrolyte, or
solid) when the expression in question is valid for all phas-
es. The diffusion coefficient is represented by D,, and v.1
denotes the reaction rate for the jth species inside U.. In
this work, either j = 02 or j = CO2.
To write down a specific model and to find the proper
boundary conditions, we need to make an assumption con-
cerning the reaction mechanism. In recent years, much
attention has focused on the reactions which occur inside
fuel cell cathodes, and much has been said about which of
these reactions are slow (rate-determining) and which are
fast, and where in the electrode the various steps occur. It
remains unclear which mechanism should be preferred,
and the truth is probably a combination of several mecha-
nisms. The object of this paper, however, is to present a
method to derive a macroscopic model; it is less important
which mechanism we choose. Once the method is clear, the
model can be derived in an analogous manner for any
other reasonable mechanism. Therefore, from the list of
reasonable candidates, we more or less arbitrarily choose
to consider the peroxide mechanism.
The peroxide mechanism consists of the following four
reactions
(a) 02 + 2C0 20; + 2C0,
(b) 0;+eTh0+O(c) 0+e0
(d) 0 + CO2 C0
Following Yuh and Selman2 and Kunz,'° we will further
assume that step 2b is rate-determining, while all other
steps are fast and therefore approximately in equilibrium.
Also we assume that all reaction steps occur at the elec-
trolyte-solid interface, i.e., there are no reactions inside
any phase that influence the overall process: = 0 for all
j. Under this assumption, the microscale equations in both
the electrolyte and the gas phases are
dcCO,()
at
= V (D0, VcCO,(.))
dcco,()
[3]
_________ = V . (D,,(_) Vc0,1.1)at
The recombination reaction 2d is often (but not always)
considered to be slow and/or to occur in the electrolyte. We
avoid this assumption here in order to keep our discussion
of the averaging as simple as possible. That is, we choose
to consider the simplest version of the peroxide mecha-
nism. It should be kept in mind, however, that alternate
assumptions concerning the mechanism can be incorpo-
rated into the volume averaging.
The mechanism described above implies that molecular
oxygen and carbon dioxide are the diffusing species. They
dissolve physically at the gas-electrolyte interface and dif-
fuse toward the electrolyte-solid interface where they
react. The presence of molecular oxygen in the electrolyte
may seem surprising in view of studies on half cells where
it is widely believed that no molecular oxygen is present in
the bulk electrolyte. For porous electrodes, however, the
length scales for the electrolyte are very different.
Barendrecht" has suggested that the dissociation of oxy-
[2]
Electrolyte Phase
Solid Electrode
(las Phase
Fig. 1. Representative cross section of a fuel cell electrode (black-
and-white representation of a color electron probe microanalysis
(EPMA) photograph.19
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gen in porous electrodes is catalyzed by the electrolyte-
solid interface. Also Makkus et al.22 have considered the
diffusion of molecular oxygen across the electrolyte, but
assume the superoxide mechanism rather than the perox-
ide mechanism.
Denote the interface between phases a and b by aflb, and
choose n as the unit normal vector on the interface IIb
pointing from phase a into b. The relationship between n
and the surface with respect to which it is defined is shown
schematically in Fig. 2. As is explained below, the bound-
ary conditions at the interfaces become
D02) VcO2) n = DO2(e) VCO,(,) fl
c02> = HO2CO2(e)
Vcco,) fl = 0
Because the dissolution of the gases is assumed to be rela-
tively fast and thus in quasi equilibrium, Henry's law can
be used to relate the concentrations of the dissolved
species at the gas-electrolyte interface to the concentra-
tion of the corresponding species in the gas phase. The
Henry's constants H3 depend on the composition of the
molten carbonate and the partial pressure of carbon diox-
ide when the oxygen solubility is considered and vice
versa. Values of H3 are tabulated by Tomkins.23 The other
two conditions at the gas-electrolyte interface express flux
conservation at this interface. Again, as was the case
regarding the recombination reaction above, other assump-
tions for the gas-electrolyte interface boundary conditions
are possible, but such assumptions would correspond to
different versions of the reaction mechanism.
At the electrolyte-solid interface, by Faraday's law the
reaction rate is proportional to the transfer current per
unit electroactive surface area inside the electrode: An
expression for F can be found by assuming that all of the
reaction steps other than the rate-determining step 2b are
in quasi equilibrium. In this case (see, e.g., Ref. 2, 24)
The overpotential i is defined as
sI/2 , s—I 1
1 ( cco2(e) 1
—,F,,/RT IIe
J t5CCO))
[6]
where E is the potential difference between the elec-
trolyte and the solid in equilibrium, i.e., when no current
is produced. The equilibrium potential corresponds to the
equilibrium electrolyte concentrations c2 and c02 which
in turn are related to the partial pressures of the supplied
gases through the Henry's constants. The exchange current
density i0 is for the present mechanism given by
— Oj \O.3?51 \—1.252oPo,) '.J-'co2i
with i0° being the standard exchange current density.
There is no reaction whatsoever at the solid-gas inter-
[4] face. Hence the normal derivatives associated with thisinterface are zero.
To describe the potentials 4e in the electrolyte phase and
4', in the solid, a charge balance is used. In MCFC cath-
odes, both the electrolyte and solid are good conductors;
hence no charge accumulates in either phase, and the time
variation in the volume density of charge can be neglected
(see, e.g., Newman, Ref. 25). The transport of current is
assumed to follow Ohm's law. As no charge is generated or
removed within either phase, charge balance yields
V (K V4',) = 0 x1 e
V (K, V4',) = 0 in (iS
The corresponding interface boundary conditions are
• fl = iF + C1
V4'e fl = 0
V4', . n = 0
[8]
The boundary condition at the electrolyte-solid interface
is a balance for the current across the interface. This cur-
rent consists of a faradaic part, caused by the electron
transfer in the electrochemical reaction, and a capacitive
part, caused by the double-layer capacitance, C,.
In summary, on the microscale the porous-electrode
problem is described by Eq. 3 and 8 with interface bound-
ary conditions given in Eq. 4 and 9.
Homogenization by Volume Averaging
The equations derived in the previous section describe a
fuel-cell electrode on the scale of the microstructure of the
electrode. Because of the very complex and to a great
extent unknown nature of this structure, it is impossible to
solve the equations on this microscale. However, since the
physically observable quantities of interest (cell potential,
current, etc.) occur on a much larger macroscale, there is
no need to solve the microscale equations. Rather, these
microscale equations can be averaged using, for example,
theorems from porous-media theory as developed by
Slattery"12 and Bear and Bachmat,1' and applied and
extended by, e.g., Nozad et al.'7 and Kaviany.'6 This section
gives an outline of this averaging technique and the
derivation of the macroscale equations.
I(______= 0
Co2> FeT —
CO,(e)
C02(,)
[5]
ge
an,,
on sg
DcoO) VCc0O(g) n = DCO,(,) VCc02(,) fl
Ccg) = HC0ZCc0O(,)
DcOZ(,) Vc02(,) fl = iF/4F
Dc02(,J VCC(,) n =iF/2F
Vc023 = 0
on es
= + Cd,a, ,)
on ange and an,1,
[9]
Fig. 2. Schematic drawing of fi. The vector n is drawn with
respect to an and hence points into the electrolyte phase.
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Fig. 3. Definition of REV and
choice of coordinates: x = X +
'C,.
can be found to be
= V (DVu.) infi
_____ — V. [DV(€. <uS>)]
at
—
y
The introduction of a representative elementary volume
(REV) or unit cell is the first step in passing from the
microscopic level to the macroscopic level. In the latter we
associate averaged quantities with each point X in space.
Within an REV we have a local coordinate x'. Averaging
takes place by integration over an REV with respect to this
local coordinate. The averaged value obtained is assigned
to the centroid X of the REV. This is illustrated in Fig. 3.
The selection of the size of an REV for a given porous
medium domain is based on certain requirements which
are given in detail by Bear and Bachmat." The require-
ments ensure that the size selected for the REV will
remove the effect of microscopic inhomogeneity without
eliminating significant changes in the macroscopic quan-
tities. To be precise
Ec<p<<L [10]
with t the characteristic microscopic length scale of a
phase, p the radius of the averaging volume (REV), and L
the scale on which significant variations in average quan-
tities occur. In the present case, estimates based on cross-
sectional diagrams such as Fig. 1 and the thickness of the
electrode imply that 1 p.m, p 20 p.m L 100 p.m.
In this section, let ft denote the REV, and let fi5, fi, and
fi, denote, respectively, the gas, electrolyte, and solid phas-
es in the REV Notice that this is a slight change in nota-
tion from the previous section where ft. was not restricted
to the REV. The volume average of a quantity a. restricted
to a given phase is defined as
j'u..civ [11]
Here, and in what follows, we use ":="to indicate that the
quantity on the left is being defined equal to the quantity
on the right. If u is present in two phases, say gas and elec-
trolyte, then
<U> <Ug> + <Ue> [12]
In dealing with quantities that are nonzero in more than
one phase, the phase average, defined by
:= ii:i Ju.civ [13]
is often more meaningful. The relation between the two
averages is, of course
=
€. <u> [14]
with c. the volume fraction of phase ft. in the REV In gen-
eral, e. = c. (X), i.e., it may vary spacially on the macroscale,
but as was discussed above, it is independent of time.
Averaging rules.—A differential equation generally con-
sists of a number of gradients, divergences, and time
derivatives of the involved quantities. Kaviany, Ref. 16,
pp. 51-54, and Bear and Bachmat, Ref. 15, pp. 117-122,
show how to express averages of gradients and diver-
gences in terms of gradients and divergences of the aver-
aged quantities defined above
Gradient
<Vu> = V(€cu>) +
—J undAft ao.
Divergence [151
<V. u> = V (ecu>) + 2_f u adA
nj 412.
where a is the unit normal vector pointing outward from
3ft.. To obtain the average of a time derivative, note that
the averaging volumes are independent of time. Therefore
16\at/ at
Applying the above rules given in Eq. 15 and 16, the phase
average of an equation of the form
[17]
+11 DVu .ndA+V.IPf undA [18]
jcij Jut. L VI )
As there is no detailed geometric information about the
integration surfaces, we must rewrite the boundary inte-
grals in Eq. 18. The first integral is handled using only the
interface flux conditions. For the second, following
Whitaker't and Gray,'4 we define Il. = u. — cu.> to be the
deviation of u. from its phase average. The phase average
<u.> is a macroscale quantity and can therefore be con-
sidered constant when evaluating the microscale boundary
integral. Applying the averaging theorem for a gradient
given in Eq. 15 for the special case with u 1, we obtain
the result
ndA=Ve
.ao.
The second integral in Eq. 18 then becomes
u.ndA = -U — (Vç)cu/ [20]
nj o. nj 412.
For ii. we use the closure approximation derived by Nozad
et al.'7
11. = b.(x) . V <u.> [21]
where the validity of this approximation is based on the
length scales satisfying Eq. 10. The vector b. is a transfor-
mation vector depending on the electrode microscopic
structure. In some simple cases it can be determined
Macroscale Electrode
REV
'C
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explicitly,but in most practical cases this is a very difficult
task and often not necessary as is clear shortly.
Substituting the closure equation, Eq. 21 into Eq. 20,
then in turn Eq. 20 into Eq. 18, and noting that V<u.> is
independent of x' and V(e.<u.>) = (V€.) <u.> + E. V<u.>,
one finds the general macroscale differential equation for
u. in a given phase
a
= V (ç.V<u.>) + ndA [22]
where the two divergences are combined to one, yielding
an effective diffusive flux. The effective diffusivity in a
given phase, ., is consequently defined as
nbdA
€.Ic1I
with I the identity matrix, and superscript T denotes the
transpose of the vector b.. The product nb is a matrix.
Notice that the structure vector b. is incorporated into this
effective diffusivity, and therefore b. need not be explicit-
ly determined if one continues to work with 9. as a
macroscale parameter.
Averaging of the concentration equations.—Now let us
return to our original system of microscale equations, Eq. 3,
and boundary conditions, Eq. 4. The method outlined above
is first applied to the microscale equations for the concen-
tration of CO2 in the electrolyte and gas phases. Using
Eq. 22, splitting the boundary integrals of each phase into
______two parts (one for each interface), and using the boundary
conditions, one finds that
a<c0C,(e) = V . (€e 9co (e) V< cco(e) >e)
>CO,(g) = v (€gco,(g) V< cco,(g) >)
—
i[ Jange Dco2(g) VCc02(g) ndA [25]
The minus sign in the latter equation is caused by the
choice of the normal vector. The averaging is performed
using a unit normal vector pointing outward from the
averaging domain, whereas here n is again chosen to point
outward from the gas phase into the electrolyte phase.
To complete the homogenization process for C02, the
phase-averaged equations, Eq. 24 and 25, are combined to
yield a single concentration equation which accounts for
both phases. This is accomplished, of course, by adding the
two equations and using the definition in Eq. 12, but there
is a significant difficulty concerning the addition of the
diffusive flux terms. In certain heat conduction problems
as discussed by Kaviany16 and Nozad et al.,'7 two phases
are connected using the assumption of local thermal equi-
librium. The analogous assumption for the current prob-
lem is <c02(5)> = HCO,<CCO2(,)>e. But this assumption would
__________
imply that on average there was no flux between the two
phases; hence it is inappropriate here since a continuous
supply of oxidants must cross from the gas through the
electrolyte to keep the electrochemical process going.
Instead of this assumption, define
V< cCO(.)>
— CO,(.) V< Cco(.)> [26]CO,(.)
<J,> , V <c,>
to be the ratio of a single-phase flux to the overall average
flux. Here vector division yields a matrix and is defined
for arbitrary vectors a and b + 0 as
[23]
+ 1$ dA + if DcoeVcCO2(,) ndA [24]an 2F liii ge
:= [27]
where again T indicates transposition and I IbI I is the norm
of b. Note that is the overall effective diffusivity for
the combined gas-electrolyte phases. It is defined by the
equation <J02> = V<c02>, and represents a complicat-
ed matrix function which contains the effects of the elec-
trode microstructure. Also note that the ratios co,(.) can
be characterized in terms of the volume fractions e.(X)
g1COz(g) + EeCO,(e) 1 [28]
One can obtain this result by substituting Eq. 26 into the
left side of Eq. 28 and noting that
<Jco2> = <D02(g)Vc02(g,> + <Dcoz(e)Vcco,(e)>e
—
€g2Ij02(g)V<c02(g)> + €e2co,(,)V<cco,(e)>e [29]
The approximation in Eq. 29 is derived in the same man-
ner as Eq. 22 was derived using Eq. 15, the Gray decom-
position, and the closure approximation, Eq. 21.
Adding Eq. 24 and 25 and using the above definitions,
one obtains the macroscale equation for CO,
______ = V(,V<c02>) jiii5an,,jA [30]
The concentration equations for oxygen are treated analo-
gously, yielding
_ = V (9lV<c02>) +
i 1d1,, 4F [31]
It is worth noting that if the volume fractions €. are
independent of the macroscale spatial coordinates X
V< c,02> = V(€g <cco,(g) >) + V(e< cCO,(,) >e)
= €gV <ccoz(g)> g + EeV <cco,(e)>
= (Eg co,g) CO,(g) + EeCOz(e)t CO,(e))CO, V
[32]
which upon canceling V<c02> implies that
CO, = (€g,(g)coz(g) + €e2liCO,(eCO,(e)) [33]
This expression reflects the serial character of the diffu-
sion processes: the species have to diffuse successively
through the gas and electrolyte phases in order to react at
the electrolyte-solid interface. This characterization is
important because, as we shall see, it helps us understand
the values of the effective diffusivities found in the ac-
impedance fits in the next section.
Averaging of the potential equations.—Finally, the
equations for the electrical potentials, Eq. 8, are averaged.
Again, using Eq. 22 together with the boundary conditions
in Eq. 9, we obtain
V ( V <4k>) = —JjiF + Cdl JdA [34]
V. (C,V<4,>) = MfZF + CdIaJdA [35]
with and the effective electrical conductivity matri-
ces of the electrolyte and solid, respectively. Their defini-
tions are the same as the definitions of the effective diffu-
sivities, Eq. 23. Again, the minus sign on the right side of
the electrolyte potential equation is due to the orientation
of the surface ane Usually the potential problem is
described by one equation expressed in terms of only the
overpotential . In the general case, this would require a
derivation along the lines of the one used for
However, assuming that the conductivities are indepen-
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Here i0, is the overall ionic current density. The initial con-
ditions depend on the problem under consideration. For
the ac impedance study in the next section, they are not
relevant since the impedance is determined by applying
potentials that are harmonic in time, and initial effects are
excluded.
AC Impedance
The ac impedance measurement technique is a powerful
tool to distinguish between the several processes occur-
ring in the melt and at the interfaces. The homogenized
model is therefore evaluated by fitting to ac impedance
measurements.
In this study we use ac impedance measurements per-
formed on porous LiCoO2 cathodes by Makkus.24 The lab-
oratory cell was symmetric, which means that both elec-
trodes were made of porous LiCoO2 and were fed with the
same oxidant gas. Several gas compositions were used.
One of the cathodes was used as both reference electrode
and counterelectrode. This was done because using a sep-
arate reference electrode gave rise to deviations at high
frequencies. The electrolyte (62 Li/38 K) was contained in
a LiAlO2 matrix. During the measurements, the cell was
kept at a temperature of 923 K. Using the Zahner IM5d
equipment, a small potential sine wave was applied to the
cathode at equilibrium.
Three-phase homogeneous model for ac impedance.—Let
us tailor the new model to these ac impedance measure-
ments. The current source terms in Eq. 40 are proportional
to i given in Eq. 5 which implies that the system of equa-
tions is nonlinear. However, because of the linearity
requirement for ac impedance measurements, the source
terms can be linearized around the dc overpotential with
corresponding steady-state concentration profiles. As the
_______
measurements are performed around an open-circuit equi-
librium, the dc overpotential is zero, and the concentra-
tions can be linearized around the equilibrium concentra-
tions of the combined electrolyte-gas phase, cc'>, and the
[40] overpotential around zero.
_______
Next, for simplicity, the surface averages in Eq. 40 are
evaluated using the average overpotential ci> and average
concentrations <cco2> and cc02> rather than the surface
quantities. In this respect we follow the treatment of het-
erogeneous reactions as discussed by Kaviany,16 p. 352.
This simplification requires that the concentrations do not
vary too dramatically on the microscale, i.e, the electrode
must not be too far from equilibrium. Note that a similar
assumption is made implicitly when deriving the agglom-
erate model. In the present study of ac impedance meas-
urements, only small deviations from equilibrium are
involved; therefore the assumption is plausible here. As we
shall see, this approximation is sufficient to produce high-
ly accurate fits. It should be noted, though, that a different
treatment of the surface averages is needed when studying
the electrode at larger overpotentials. In that case, very
steep concentration profiles may occur with surface con-
centrations approaching zero (e.g., in thin films of elec-
trolyte covering the catalytic particles).
The electrode structure is further assumed to be homo-
geneous so that the effective diffusivities and conductivi-
ties become constants. This means that the derivations of
Eq. 33 and 36 are valid for this case. In a laboratory cell,
gradients in gas supply along the top of the electrode are
negligible. Thus the problem is symmetrical with respect
to the a-axis and can be reduced to one dimension, the a
component. This is the direction in which the average cur-
rent flows (from the current collector toward the matrix)
and in which the main concentration variations take
place. Figure 4 shows the system and the choice of coordi-
nates. In addition, we assume in this section that the medi-
um is isotropic with respect to diffusion and current trans-
port, yielding scalar overall effective diffusivities ih2 and
Ql1ij and conductivity 5(eff The electrode is further assumed
[42] to be a much better conductor than the electrolyte. Thus
eff R2, the last parameter being the effective scalar elec-
trolyte conductivity. Let a/h, and note that since there
dent of X, i.e., assuming that the medium is electrically
homogeneous, one can cancel the conductivity matrices
from the left side by multiplying by the inverse of and
5(, respectively. Defining the overall effective conductivi-
ty by
(eff := (5(;' + 5(2)1 [36]
and using the definition of the overpotential , one obtains
V . (V < 11 >) = TkSao,[ + C, iJdA [37]
System of macros cale equations.—-The remaining
boundary integrals in Eq. 30, 31, and 37 represent the
average production of current at the electrolyte-solid in-
terface inside the unit cell. The specific wetted surface in
the electrode Ce is defined to be
J
:= = [38]
In addition, define the surface average for a quantity u
which exists on solid-electrolyte surfaces to be
cu2,>es:= jj-_1JuesdV [39]
Using these definitions, one can write the macroscale
equations as
3cc0> C2 = V (2?°Vcc0>) + —-ci >
at 02 2 4FF
3ccco> C
at
2 = (2bVccco>) + ciF>
CeCai
<11> = V . (5(e V ci>) — Ce <
To make the system of equations complete, we need a set
of macroscale boundary and initial conditions. There are
several ways to define the boundary conditions. The most
common, and also the simplest, is to neglect the effects of
roughness of the electrode at the edges. As the specific sur-
face within the electrode is much larger than the surface at
the edges of the electrode, this assumption is plausible. On
the macroscale, let the porous cathode be bounded on the
bottom (a = h) by a microporous matrix containing elec-
trolyte and bounded above (a = 0) by a current collector,
Fig. 3. Consequently, the current will flow in the positive a-
direction. Also let the vector m be the unit normal pointing
away from the electrode. The concentration macroscale
boundary conditions are chosen to be
cc1> = eec;cej + €gc5gj = €eH1P1 + Eg -
at the current collector
(2brV cc >) in = C
at the remaining borders. [41]
Since the gases are assumed to be ideal, the concentrations
in the gas phase can be expressed in terms of partial pres-
sures p1 using the equation of state for an ideal gas. For the
electrolyte phase, Henry's law is used. The macroscale
boundary conditions for the overpotential are
(C2Vq) m = i02 at the matrix side
(C,V1) m = j20 at the current collector
Vq m = 0 at the remaining borders
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are two electrons involved in the overall reaction, a2 +
= 2. With these assumptions and notation, Eq. 40, 41,
and 42 lead to the following system of ordinary differen-
tial equations and boundary conditions
h2 au a2u. v]aeh2io (1 2F= .__L — I
—U0 + U0 —t a2 2F21 <c'> l 2 2 2 RT
tJeC4ih2 — a2.q + ffh2i0 (i + 2F______ e —u0, u,02 [ I
u.(t 0)
u(t,1) = 0 = 0
q.(tl)
r1(t,0) = Vet = 0
where u1 are dimensionless concentrations defined relative
to the overall equilibrium concentrations of the combined
electrolyte-gas phase
—
u3:= •
<C1>
and for convenience <'q> is denoted by 'r
The solution of the system of coupled differential equa-
tions is found by the eigenvalue method. The overall com-
plex current is then calculated as
1= [46] .h 2.0.95
The complex impedance Zmodelk follows immediately from
the quotient of the applied potential and the overall cur-
rent. The expression that is used in the fits is
4 = + Rex + 265k
with Zm,,,jelk being the impedance as predicted by the
model, and Rex, the external resistances. The last term
accounts for the inductance of the wires. Apart from Rex
and l, the set of independent fit parameters is
— VjtYeh2Zo h2 O'eh2Zo
a12 2F1 , a34 = - a5 =
_____
matrix
ç=l( z=h)
çO( z=O)
current collector
Fig. 4. Schematic diagram of the system and coordinates used in
the Fits with the three-phase homogeneous model.
1% 02,30% C02
a
5Hz
2261-Ic
%O2. 10%C02
a
50 mHZ
Fig. 5. Nyquist representation of the fits with the three-phase
homogeneous model to the impedance measured on an LiCoO2
cathode for two different gas compositions.
106 for both gas atmospheres. It is clear that the model
describes both measurements very well, even though the
shapes of the measured curves differ significantly for the
two gas atmospheres.
Agglomerate Model for AC Impedance
To compare the three-phase homogeneous model with
the agglomerate model, the same two experimental spectra
have also been fitted to this older model. The time-depen-
dent equations for the agglomerate model for planar
agglomerates are given by Yuh and Selman.'6 They choose
the capacitive current to be proportional to the time varia-
tion of the macroscale "surface overpotential" . Strictly
speaking, however, as was seen in the derivation of the
three-phase homogeneous model, the capacitive current is
related to the electric potential difference 4 - 4, (or i)
across the double layer (see e.g., Vetter, Ref. 26). Recall that
= + 'q, = —
ln[J1[f!L]] [50]j(e)
11
[44]
* measurement
o fit
• II
wa • S
. S *
a S•a Saa/[47] 5
DcZn
m
a(0
100
2 4°
10 10
f lHzl
50% 02/10% CO2
E
2.1.
N
[48]
a Aia6= e
a7=——
To indicate the goodness of the fits, the relative fit error is
defined as
-
= k=1 N [49]
with k the measured impedance at frequency ok.
To illustrate the fits, two examples are given in Fig. 5
and 6. We picked two measurements that were performed
for two rather different gas compositions: a 50% 03/10%
CO2 and a 1% 02/30% CO2 gas atmosphere. The fits are
very satisfactory: the relative errors are on the order of
22
a)12
0a(0
40
10
1% 03/30% CO2
Fig. 6. Bode representation of the fits with the three-phase homo-
geneous model to impedance measured for two different gas com-
positions.
io_2 i0 i02
f FHzl
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50% 02/10% Co2
1% 02/30% CO2
— €4
Thus, using ii, instead of i implicitly implies neglecting
_____
the effect of concentration polarization on the capacitive [541
current. This is justified only if (on the microscale) the
concentrations adjacent to the electrode surface remain A similar relation holds for the agglomerate microporosi-
constant (see also Newman, Ref. 9, p. 179). We show in ty, ç,, which is the electrolyte volume per unit volume of
Ref. 27 that in most cases the results of the two approach- the agglomerate
es are equivalent. However, for low partial pressures of 4, [55]
one or both supplied gases, using i, instead of i yields
" 1 —
weaker results. In those cases the microscale concentra-
tion polarization is apparently not negligible. Therefore, The overall current is calculated from
to facilitate our comparison of the two models, we cor-
rected the potential equation as given by Yuh and Selman, = (1 €4)Ai, e9 [56]
making it consistent with our new three-phase homoge- It
neous model. Using the coordinate system as shown in with A the geometric electrode surface area. Thus for the
Fig. 7, the agglomerate model equations and boundary agglomerate model the fit parameters are
conditions applied in the fits are
vAri6 = b
= 2FD(,)c;(,) °j(,)
=
D1(,) at
—
v1Ari5 ( 2F '\ b, = ACdlh b (1—_________ [57]+ UCO2(,) — = It2FDj(,)ce) 2
The fits with this model are depicted in Fig. 8.
AC51h2 = + Ah2i3 Comparison of the two models.—For the two measure-
, at — ments under consideration, the fit errors obtained for both
models are comparable. They are shown in Table I, togeth-
t1 (1 2F [51]
er with the Kramers-Kronig errors. The Kramers-Kronig
J (_Uoe + UCO2(,)
—
—_.ii errors
are obtained by applying the formula for the rela-
tive fit error, Eq. 49, with 4 replaced by the Kramers-
(1 0)
Kronig transform of the measurements. These errors give
U)(,)(t,1) = 0 ' ' = an indication of the systematic errors in the measurementsthemselves. Since the fit errors are of the same order as the
[52] Kramers-Kronig errors, little would be gained by reducing
,, a1(t,1) = the fit error further, one would he fitting "beyond the theory."1(t,0) = Va'
There is another important consideration regarding
In this case U(,) are dimensionless concentrations defined quality of the fits: including the unknown inductance of
relative to the equilibrium concentrations of the elec- the wires and the external resistances, there are nine fit
trolyte phase only parameters for both models, and this is quite a lot. Givenenough fit parameters, one may find low fit errors fitting
—
c(,) to almost any data set. Indeed in the present case, there are
Ure) . [53] a number of combinations of the fit parameters yielding
acceptably low fit errors. While the fits presented here
In addition to the dimensionless constants defined earlier, have the lowest errors obtained thus far, it is very impor-
here we introduced = x/r0, where r2 denotes the agglom- tant to use criteria other than minimal error to validate
erate hay-width. The agglomerate specific surface area A the fits. This will be done in three ways: first we look for
is, of course, related to the total electroactive surface area systematic errors in relative error plots, then we study the
in the electrode a, significance of the fit parameters, and finally we investi-gate whether the values of the resulting physical parame-
ters are in agreement with expectations.
A relative error plot is obtained by plotting the relative
residuals vs. the log of the frequency. Following Bou-
kamp,2° we define the relative residuals as
matrix re,k = Z,e(Wk) — Zre(O)k) . 100%
I jZ(wt)I
I and A,rnk =
ZIfl(wk) — Zim. 100% [58]
I If all measured processes are described accurately by the
I model, the error plot only shows random noise. On the
I other hand, the presence of any systematic (nonrandom)
I Table I. Relative fit errors for the fits using the three-phase
homogeneous model and the agglomerate model to the
I
experiments performed at 50% 03/10% CO3 and 1% 03/30% CO2
gas atmospheres. An indication of the errors in the measurements
current collector ________ is obtained from the Kramers-Kronig transforms.0
Fig. 7. Schemotic diagram of the system and coordinates used in
the fits with the agglomerate model.
Gas
composition
Three-phase
model
Agglomerate
model
Kramers-
Kronig
3.100 410° S10°107 . 10-6 2
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rHzl
50% 0j10% CO2
f FHzl
1% 02/30% CO2
Fig. 8. Bode representation of the fit results for the agglomerate
model for Iwo different gas compositions.
errorwould imply some theoretical deficit in the model. In
our case a systematic error could, for instance, be caused
by erroneous or oversimplified geometric assumptions or
by the choice of the reaction mechanism and rate-deter-
mining steps. The relative errors for the three-phase
homogeneous model are shown in Fig. 9; for the agglomer-
ate model, the error plots are given in Fig. 10. In all plots
a very small systematic error may be observed. The fact
that both models show the same tendency in the error plot
suggests that this small systematic error is caused by the
choice of reaction mechanism rather than geometric
assumptions. The three-phase homogeneous model shows
a somewhat more pronounced error in the middle-fre-
quency range for the 1% 02/30% CO2 gas atmosphere. This
is probably due to the neglect of diffusion in directions
other than the z direction in the simplified version that
was used in the fits. Still, the residuals are all less than 1%
and therefore negligibly small.
The next step in the validation of the fits concerns the
resulting fit parameters depicted in Table II. Together with
the best fit values, an indication of the "relative parame-
ter errors" €(X1) for each parameter X1 is given. Such an
error in a parameter is estimated using a Taylor expansion
about the real minimum. Per definition, the first deriva-
tive at the minimum is zero. Assuming that the series con-
verges, the second derivative (Hessian matrix) evaluated
at an intermediate point gives the remainder term of the
Taylor expansion. The fit is terminated when the variation
of the function is less than the fit termination tolerance
Ac201. Thus Ac102 indicates the deviation of the function
value at the true minimum from the one obtained in the
fits. Rearranging and using the obtained minimum as the
intermediate point, one finds an estimate of the relative
parameter error in terms of percentage
EHzl
1% 02/30% CO2
Fig. 9. Relative residuals for the fits using the three-phase homo-
geneous model.
= _L J2A€202H:' 100% [59]
with Hj' the ith diagonal element of the inverse Hessian.
It is important to note that the relative error of a parame-
ter is in fact not a real error but rather a measure of its
significance. If a parameter has a very large relative error,
even a large change in its value has little effect on the
goodness of the fit. In other words, the process related to
the parameter may not be significant.
The relative errors of the parameters are comparable for
the two models under consideration. None of the parame-
ters appears to be systematically insignificant. The some-
what lower significance of the parameters describing the
diffusion in the three-phase model for the 1%/30% gas
atmosphere is in agreement with the somewhat more pro-
nounced error in the relative error plot. Apparently in this
one-dimensional version of the three-phase model, diffu-
sion is somewhat less effectively described for very low
oxygen partial pressures.
Finally, the values of the physical parameters can be
obtained from the fit parameters. Because the number of
physical parameters is higher than the number of inde-
pendent fit parameters, some data have to be obtained by
different means. For instance, several geometric data of
the electrode (like geometric and specific surface area,
electrode thickness, porosity, and electrolyte fill) can often
be measured directly. The remaining parameters can then
be obtained by back substitution. A major advantage of
the three-phase homogeneous model becomes evident
here: only specific data of the electrode that can be direct-
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1% 02/30% Co2
Fig. 10. Relative residuals for the fits using the agglomerate
model.
ly measured are needed. For the agglomerate model, the
agglomerate half-width, r5 is needed, and this half-width
is not very well defined for a real electrode. From the third
and fourth fit parameter of the agglomerate model, b3 and
b4, it can be seen that the diffusion coefficients depend on
the square of r6. Thus a poor estimation of r6can introduce
a large error in the estimated values of D(,).
The geometric data of the porous LiCoO2 electrode
under consideration are given in Table III. For the specif-
ic surface area and the volume fractions of gas and elec-
trolyte, data ranges are given. These ranges account for the
evaporation and creep of electrolyte and the sintering of
the electrode which occur both after start-up of the labo-
ratory cell and in between the two impedance spectra
measurements presented here. The range for the agglomer-
ate half-width was based on literature.5 It is worth noting
here that if indeed all parameters given in Table III were
Table Ill. Geometric data of the porous LiCoO2 electrode used to
obtain the values in Table IV from the fit parameters.
Parameter Unit Value range
known accurately, the number of unknowns in the three-
phase homogeneous model would be reduced to five. In
this case there would be only seven independent fit para-
meters (including the inductance of the wires and the
10 external resistances).
Using these geometric data, the remaining physical
parameters are estimated from the fit parameters. Table IV
shows the results, together with the expected values of the
parameters. The table shows another main advantage of
the new model: the measured values of the overall effective
diffusivities agree with what one would expect from the
averaging theory. Recall that typical effective gas diffu-
sivities are approximately 10_i cm2/s, while effective
electrolyte diffusivities are much slower, approximately
10-6 cm2/s. Considering the electrode geometry and the
typical length scales in the gas and electrolyte phases, one
would predict that the effective overall diffusivity would
be approximately 10 to 100 times slower than the gas dif-
fusivity, and this is indeed what the fit results indicate.
For the agglomerate model, however, the measured diff u-
sivities are one to two orders of magnitude smaller than
expected. This is contrary to the results of Fontes6 who
finds unacceptably large values [as large as O(10) cm2/s
for oxygen] when fitting the steady-state agglomerate
model to polarization curves. As mentioned, this might be
due to a poor estimate of r2. Also note that the diffusivities
appear to increase with increasing partial pressure of the
matching gas component.
Since the three-phase model requires only geometric
data that can be determined fairly accurately, one would
expect a smaller spread in the ranges of the physical para-
meters for this model, and that is indeed what Table IV
indicates. The double-layer capacitances are somewhat
large, especially for the agglomerate model. This could be
(partially) caused by an underestimated specific surface
area. However, using a larger value for the specific surface
area would yield lower values of i, and these are already
rather small. Still, these ig depend strongly on the reaction
orders and consequently on the choice of the oxygen
reduction path. This might indicate that our choice of the
peroxide mechanism is not the best one. In linearized
form, the expressions for the reaction rates of the super-
oxide and peroxycarbonate reduction path are the same
(or proportional to) the expression for the peroxide path.
Consequently, the resulting values of i6 will be the same,
but the different reaction orders will give rise to different
i. For example, if one would assume the peroxycarbonate
mechanism having reaction orders 0.375 for oxygen and
0.6
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Table II. Relevant fit parameters and their significance. Note that all fit parameters are dimensionless except for parameters 5 and 6 which
have units volts and seconds, respectively.
50% 0/10%
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CO3
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CO5
c(a7) (%)
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CO2 1%
c(b,) (%) Value
CO3
€(b) (%)ValueValue
€(a1) (%)
a1
a2
a3
a6
a3
a6
a7
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3
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3
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4.83
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ke, (fl cm)2
Cd!, F/cm2
ig, A/cm2
D02(,), cm2/s
Dc02(,), cm/s
O(102)
0(10-)
0(10-2)0(10) — 0(1O-)
0(10-6) — 0(10)
(2.3 to 2.9) 102
(6.8 to 12.1) . 10-i
(1.0 to 1.7) . 10
(0.3 to 3.5) . iO
(0.1 to 1.9) . 10
(1.6 to 2.0) 102
(6.4 to 11.4) iO
(6.4 to 11.3) . 10—
(0.1 to 2.0) . 10-v
(0.2 to 2.7) 10_6
—0.25 for carbon dioxide, the standard exchange current
density for the 1% 02, 30% CO2 gas composition would
increase by a factor three and for 50% °2, 10% CO2 even
by a factor 10.
Conclusions
A homogenization technique commonly used in a wide
range of porous media problems has been successfully
applied to the balance equations on the microscale for the
processes in the porous electrodes in MCFC. The homoge-
nization is applied to all three phases in the electrode. The
resulting model, the three-phase homogeneous model,
eliminates several disadvantages of the state-of-the-art
model, the agglomerate model.
1. The three-phase model is based on a more realistic
description of the geometry; realistic (geometric) incorpo-
ration of electrolyte-fill degree has now become possible
through electrolyte and gas volume fractions and specific
surface areas. Also the model involves only measurable
geometric data for the electrode. On the other hand, the
agglomerate model requires hard-to-determine fictive
data, such as an agglomerate half-width, and these have a
great influence on the solution.
2. The three-phase model is derived starting from the
microscale problem and using fundamental mathematical
techniques. Therefore it is relatively straightforward to
incorporate different reaction mechanisms and electrode
processes. The averaging volumes (REVs) are larger than
in the agglomerate model, giving a better theoretical foun-
dation for averaging.
3. The model gives a three-dimensional description of
the electrode, which implies the possibility of studyiiig,
e.g., nonhomogeneous pore structures and larger scale
problems such as fuel-cell stacks where changes in gas uti-
lization between inlet and outlet are important.
For a first validation of the model, a simplified one-
dimensional version has been fitted to ac impedance spec-
tra recorded from a porous LiCoO2 cathode under two gas
atmospheres and compared to fit results using the agglom-
erate model. The results illustrate that the three-phase
homogeneous model is very successful in describing
porous electrode processes. The fits performed with the
agglomerate model are equally accurate, but the three-
phase homogeneous model yields more reasonable physi-
cal parameters, in particular for the effective diffusivities.
A wide range of experimental data and reaction mechan-
isms should be studied to come to reliable conclusions
concerning the actual mechanism. In addition, the model
is now ready to be used to find and quantify the most
important sources of polarization loss, which can indicate
in what way the electrode performance can be optimized.
Our future studies will concentrate on these issues.
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LIST SYIVIBOLS
A geometric electrode surface area, rn2
A agglomerate specific surface area, m1
h. transformation vector for closure approxima-
tion, rn
cj concentration of species j in the combined elec-
trolyte-gas phase, mol/m
c2(.) concentration of species j in a phase, mol/m2
c' equilibrium concentration of species j ir the com-bined electrolyte-gas phase, mol/m3
c)(e) equilibrium electrolyte concentration of speciesj, mol/m
C double-layer capacitance, F/rn2
Dy.) diffusion coefficient of species j in a phase, m2/s
Dj(e) effective scalar electrolyte diffusivity (agglomerate
model), m2/s
9](.) effective diffusivity in phase IL, m2/s
overall effective diffusivity of species j,m2/s
Eeq equilibrium potential, Ee = (4s — 4e)eq, VF Faraday's constant,h electrode thickness, m
R Henry's constant for the Li2CO2/K2CO2(62/38 mb) eutectic
F transfer current density, A/rn2
z0 exchange current density, A/rn2i standard exchange current density, A/rn2
i60 overall current density, A/rn2I overall complex current, A
?JC. effective conductivity in a phase, fl' m'
overall effective conductivity, 11' m
characteristic microscopic length scale in a
phase, m
L characteristic macroscopic length scale, ml inductance of wires, H
n, m unit normal vectors pointing outward
p2 partial pressure, Pa
r0 agglomerate half-width, m
R gas constant, J/(mol K)
Rex external resistances,
ratio of a single flux to the overall average flux in
a phase
t time, 5
T temperature, K
u. arbitrary quantity used in averaging rules in a
phase
u, u(,) dimensionless concentrations in the combined
electrolyte-gas phase and the electrolyte phase,
Table IV. Values and value ranges of physical parameters calculated from the fit parameters obtained by
fitting the solution for the three-phase homogeneous model and the agglomerate model to
AC-impedance measurements, using geomefric data (ranges) as given in Table Ill.
Parameter Expected value/range
(a) Three-phase model
50% 02/10% CO2 1% 02/30% CO2
,, (Cl cm)1 0(10-2) 1.2 . 10-2 8.4 . 10-2
Cd!, F/cm2 0(10) (8.2 to 9.4) . 10 (8.8 to 10.0) . 10
i, A/cm2 O(10) (1.2 to 1.4) . i0 (1.7 to 2.0) iO
cm2/s 0(10) — 0(10-2) 5 6 10 2 5 . 10
02 cm2/s 0(10) — 0(10-2) 43 10-2 2.2 . 10'
(b) Agglomerate model
Parameter Expected value/range 50% 02/10% CO2 1% 02/30% CO2
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Greek
respectively, defined relative to equilibrium
concentration
reaction rate in a phase, mol/(m3 s)
amplitude of applied potential, V
x' + X
microscale spatial coordinate
macroscale spatial coordinate
macroscale coordinate (in the direction of current
flow)
calculated impedance for frequency Wk, including
external impedances, 11
impedance predicted by model for frequency Wk,
measured impedance for frequency Wk,
anodic and cathodic transfer coefficients
volume fraction of phase fi.
microporosity
relative fit error
relative "error" in a fit parameter
dimensionless z-coordinate
overpotential, V
concentration polarization, V
reaction polarization, V
electrolyte conductivity, fY1 m1
solid electrode conductivity, fl m'
effective scalar electrolyte conductivity, fl m1
arbitrary fit parameter
stoichiometric coefficient, > 0
dimensionless x-coordinate
radius of the averaging volume çREV), m
specific wetted surface area, m
electrolyte potential, V
solid electrode potential, V
angular frequency, 0) = 2irf, radians/s
phase within electrode/REV
phase boundary
5. G. L. Lee, J. B. Selman, and L. Plomp, This Journal,
140, 390 (1993).6. E. Fontes, C. Lagergren, and D. Simonsson,
Elect rochim. Acta, 38, 2669 (1993).
7. 5. Newman and C. W. Tobias, This Journal, 109, 1183
(1962).
8. J. S. Newman and W. Tiedemann, Adv. Electrochem.
Electrochem. Eng., 11, 353 (1978).
9. J. S. Newman, Electrochemical Systems, 2nd ed.,
Prentice Hall, Englewood Cliffs, NJ, (1991).
10. J. A. Prins-Jansen, E. Fontes, J. D. Fehribach, B. W
Bosch, P. L. M. Theunissen, K. Hemmes, J. H. W. de
Wit, and C. J. van Duijn, Report to the Commission
of the European Communities, JOUE-0058-I(A),
Technical Report, Delft University of Technology
(1994).
11. J. C. Slattery, AIChE J., 15, 866 (1969).
12. J. C. Slattery, Momentum, Energy and Mass Transfer
in Continua, McGraw-Hill, New York (1972).
13. 5. Whitaker, Chem. Eng. Sci., 28, 139 (1973).
14. W. G. Gray, ibid., 30, 229 (1975).
15. J. Bear and Y. Bachmat, Introduction to Modeling of
Transport Phenomena in Porous Media, Kluwer,
Dordrecht, The Netherlands (1991).
16. M. Kaviany, Principles of Heat Transfer in Porous
Media, Springer-Verlag, Berlin (1991).
17. I. Nozad, R. G. Carbonell, and S. Whitaker, Chem.
Eng. Sci., 40, 843 (1985).
18. C. Y. Yuh and J. R. Selman, AIChE J., 34, 1949, (1988).
19. 5. Takashima, K. Ohtsuka, N. Kobayashi, and H.
Fujimura, in Proceedings of the 2nd Symposium on
Molten Carbonate Fuel Cell Technology, J. R. Selman,
D. A. Shores, H. C. Maru, and I. Uchida, PV 90-16,
pp. 378-394, The Electrochemical Society Proceed-
ings Series, Pennington, NJ (1990).
20. H. B. Kunz, L. J. Bregoli, and S. T. Szymanski, This
Journal, 132, 2815 (1984).
21. E. Barendrecht, Paper presented at workshop on
MCFC, Delft, 1992.
22. R. C. Makkus, K. Hemmes, and J. H. W. de Wit, This
Journal, 141, 3429 (1994).
23. R. P T Tomkins and N. P. Bansal, Gases in Molten
Salts, Pergamon Press, Ltd., Oxford (1991).
24. R. C. Makkus, Ph.D. Thesis, Delft University of
Technology, The Netherlands (1991).25. J. Newman, in Proceedings of the Symposia on
Fundamentals of Electrochemical Process Design: A
Tutorial; and Anodic Processes: Fundamental and
Applied Aspects, J. B. Talbot, J. M. Fenton, B. E.
Conway, and B. V Tilak, Editors, PV 95-11, pp. 141-
154, The Electrochemical Society Proceedings
Series, Pennington, NJ (1995).
26. K. J. Vetter, Electrochemical Kinetics, Academic Press,
Inc., New York (1967).
27. J. A. Prins-Jansen, K. Hemmes, and J. H. W. de Wit, In
preparation, (1996),
28. B. A. Boukamp, This Journal, 142, 1885 (1995).
?model,k4
cia, a,
C.
CR
Etot
€(X)
11
1i,
11,
K,
K,
K,it
Vt
p
0,
4e
4;
0)
a.
an.
Subscripts/superscripts
e electrolyte phase
g gas phase
s solid phase (solid electrode)
- deviation from average
species indicator (j = 02, j = C02)
• place saver for phase
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