The objective of the INTEGRATE project (http://www.fp7-integrate.eu/) that has recently concluded successfully was the development of innovative biomedical applications focused on streamlining the execution of clinical research, on enabling multidisciplinary collaboration, on management and large-scale sharing of multi-level heterogeneous datasets, and on the development of new methodologies and of predictive multi-scale models in cancer.
Introduction
There is a strong need in medical research, especially in complex, heterogeneous diseases such as cancer, to achieve an allcomprising harmonization of efforts across disciplines, organizations and industries. Wide-scale utilization of clinical data for research is often hindered by fragmentation of methodologies [1] , by limited interoperability and adoption of standards [2] , and by lack of efficient and easy to use solutions to support collaboration [3] . This results in high financial burden for health consumers and slow transfer of new knowledge and technology into care.
The INTEGRATE project focused on overcoming several key obstacles in oncology research by delivering an environment and solutions to facilitate efficient clinical research and clinical trials in particular in a multi-centric setting, building on experiences of prior efforts and research results in the domain [4] . The project was guided during the development by scenarios and requirements stemming from breast cancer research, provided by the clinical partners in the project. We developed innovative infrastructures to enable data and knowledge sharing, to foster large-scale collaboration, to bring together heterogeneous multiscale biomedical data generated through standard and novel technologies within post-genomic clinical trials and seamlessly link to existing research and clinical infrastructures (clinical trial systems, eCRFs, hospital EHRs) to enable a range of innovative applications with high added-value. Essential to the INTEGRATE environment, our semantic interoperability solution leverages existing and widely-adopted standards. The semantic interoperability layer has been implemented based on the HL7 v3 standard and on existing medical ontologies/terminologies: SNOMED-CT, MedDRA and LOINC. The BRIDG standard has been used to represent the clinical trial information in our environment. To be able to reuse previous efforts in data sharing, modeling and knowledge generation and to access relevant external sources of data and knowledge it is beneficial to adhere whenever possible to existing standards. The use of standards will also support the adoption of our solutions.
To facilitate efficient execution of post-genomic multi-centric clinical trials, we focused on the study of issues related to the automatic identification of eligible patients for inclusion into a clinical study, which, based on available scientific evidence [5] remains a key problem in contemporary clinical trials. We proposed a tool, named DECIMA, to support recruitment through the automatic evaluation of the eligibility of patients for trials based on matching the characteristics of the patient population required by the trial to the patient data available for instance in the hospital EHR.
We also developed a tool, named Central Review for Pathology (CRP), focusing on efficient central review of pathology images in order to enhance the collaboration among expert pathologists and enable high-quality decision making.
In addition, to facilitate the use of the datasets available in the environment for future research, we have built NONA, an expressive and intuitive cohort selection application that enables users to define, select, share and collaborate on cohorts of patient datasets that suit their research questions.
Finally, to enable both statistical and prediction analysis within the INTEGRATE environment the Analysis Platform (AP) was implemented supporting multiple project analysis scenarios.
The INTEGRATE technologies can be used by a large and multidisciplinary biomedical community, ranging from basic, translational and clinical researchers to the pharmaceutical industry, to share data and knowledge, and to collaborate on creating new knowledge with the end goal of improving patient outcome. This paper initially describes our methods in Section 2. Then Section 3, presents the key solutions delivered by the INTEGRATE project: Reconfigurable infrastructure components; applications supporting collaboration and the efficient execution of clinical research; a semantic interoperability solution and a standards-based data model focused addressing the needs of breast cancer research and care. We also detail, in Section 4 the technical validation of our technologies and the clinical evaluation of the solutions carried out with the clinical organizations in the project who are vanguards in research and care in oncology. In Section 5 we present related work and finally Section 6 concludes this paper and presents directions for future research.
Methods

Legal requirements
The first objective that needs to be supported by the INTEGRATE computational platform is to enable efficient and effective data sharing across institutional boundaries. Both health and genetic data are collected and stored by the INTEGRATE platform and as such distributed collaboration and research should be enabled and promoted. Such secondary use of health data has a vital role in improving and advancing medical knowledge [6] , but it remains essential that steps are taken to respect wishes of the patient regarding secondary usage, and to ensure the privacy of the patient during such use scenarios. Informed consent [7] , together with depersonalization and its related concepts of anonymization, pseudonymization, and data minimization are key methods used to provide this protection [8] .
However, in principle, the processing of health and genetic data is prohibited, except if the data subject (the patient) has given his/ her explicit consent to such processing (Data Protection Directive [9], Article 8, §2, lit. a) or if one of the exemptions provided for in article 8, § §2-5 is met (not applicable to our case). The consent to the processing of sensitive personal data shall be given in writing and in addition, the data controller cannot legitimately allow the processing of sensitive personal data in the absence of explicit written consent of the patient.
The easiest way to run such a platform from a legal perspective would be to use only anonymous data, as the processing of anonymous data does not need a legal basis or an informed consent of the patient, as anonymous data is not personal data and would therefore not fall under the scope of the Data Protection Directive. Unfortunately, most of the data cannot be processed anonymously. In addition, as the identification of each patient has to be guaranteed in order to give the best therapy, most of the data needed for such a platform has to be processed in a pseudonymous way (meaning replacing a person's name and other identifying characteristics with a label, in order to preclude identification of the data subject or to render such identification substantially difficult). The INTEGRATE platform should carefully conform to the aforementioned requirements and as such an ethical framework should be constructed.
High-level architecture
The rationale for the technological developments of the INTE-GRATE project lie in the actual IT needs of multicenter clinical trials. Setting up, managing and implementing such trials is an arduous and costly process [10] . There is a strong need to integrate the available data and knowledge in comprehensive models supported by interoperable infrastructures and tools, to standardize methodologies, and to achieve wide-scale data sharing and reuse, and multidisciplinary collaboration. It is therefore becoming critical that several IT solutions need to be in place, while novel concepts are also necessary for facilitating security, recruitment and execution of such trials including quality control [11] . The INTE-GRATE project proposed and implemented a technological environment based on the following methodological principles:
A security central authentication framework with Single-SignOn (SSO) functionality allowing the user to log in once to all the services of INTEGRATE. Advanced tools and services for ensuring privacy protection of patients. A semantic interoperability solution for the homogenous representation and assessment of clinical data in order to reduce manual operations and render trial data seamlessly interoperable with the specialized tools of INTEGRATE. Advanced, specialized tools for automating patient screening processes, enhancing trial recruitment, facilitating the selection of patient cohorts, allowing the remote collaboration of pathologists for reviewing digital pathology data, perform quality control between participating pathology centers and analyzing data securely on the same platform for performing statistical analyses and predictive modeling. Architectural components have been designed according to the principles of a loosely coupled, open and scalable Service Oriented Architecture (SOA) [13] , focusing on the interoperability and interfacing between the different components. Architectural components have adopted international standards as much as possible.
According to those principles a reference architecture was designed and implemented. The INTEGRATE reference architecture is result of an iterative interaction process between the clinical end-users, legal representatives and software architects. The architecture is designed as a multi-layered architecture, with responsibilities assigned to the various architectural layers. Every component designed within INTEGRATE can be mapped to/or spanned over one of the following layers:
The presentation layer is the top layer. The components situated in this layer can be seen as endpoints to the end users of the system, presenting the underlying back-end functionality in an intuitive and user-friendly way. The business layer provides the core functionality of the INTE-GRATE services as it houses a variety of application services. The components contain the functional algorithms that handle information exchange between the semantic integration layer and the presentation layer. The semantic interoperability layer utilizes an ontology based information model and translates or maps the underlying data and information sources to this model, as we shall see in the sequel. The semantic integration layer abstracts the underlying data sources for the upper application layers. The data layer contains the various data repositories (e.g. clinical trial protocol information, predictive models information, etc.) and their corresponding metadata (e.g. databases provide their own schema/metadata). Components on this layer are responsible for the actual data access. The security layer is typically a vertical layer as security impacts the architecture at all levels.
In Fig. 1 the main components identified in the INTEGRATE architecture are mapped to these layers. In addition the figure gives an overview of how these main components interact.
To help improve the execution of clinical research, the INTE-GRATE environment facilitates the collection, preservation, management and reuse of data collected within multi-centric clinical trials by providing an advanced and flexible semantic interoperability solution that leverages widely-adopted standards in healthcare [14] . The datasets are exposed through uniform interfaces to enable efficient information sharing and collaborative knowledge generation. The semantically-interoperable data layer is leveraged by tools that support researchers across domains, institutions and industries to carry out clinical research and jointly contribute to research objectives, develop common methodologies and complex analyses, and efficiently make use of each other's expertise and results.
In the following subsections, a detailed description of the key layers and components of technical infrastructure developed and validated is provided.
Results
The ethical framework overview
In conformity with the legal considerations, within INTEGRATE a Data Protection scheme is created, as shown in Fig. 2 Using this scheme participating researchers could do their research and analyses in full compliance with data protection laws.
The INTEGRATE security framework
Trust and security remains a key factor influencing adoption of innovative solutions in the domain of eHealth and biomedicine [16] . Several efforts to respond to this challenge have been reported, ranging from situation-based access control [17] to adopting privacy-by-design principles [18] . The INTEGRATE security framework provides a technological solution that covers the identified INTEGRATE security requirements (for example a contextual attributes [19] requirement) and guarantees compliance of the complete INTEGRATE platform to the legal framework governing the project. It is not shown in the high level architecture since it spans across all layers ensuring the secure access to relevant information.
It consists of modular components, respectively dealing with authentication, authorization, audit and privacy enhancing techniques. It focuses on creating generic, re-useable components that are developed according to the design principles defined in the reference architecture. The developed central security framework (see Fig. 3 ) contains following main components:
Identity Manager: provides a front-end for user and service identity management and incorporates the modules for identity provision on a technical level, i.e. Identity Providers (IdPs) supporting Web Single Sign-On (SSO) and WS Security Token Service (STS) capabilities. Access Manager: is a management front-end that enables Access Control (AC) policy authoring (maintained in the Policy Access Point (PAP)) and facilitates the definition of extended attributes (managed by the Policy Information Point (PIP)). Both PAP and PIP can be queried by the central authorization service for evaluating access requests.
Authorization Service: evaluates access request from all over the INTEGRATE infrastructure based on the security policies defined in the PAP and PIPs. The Policy Decision Point (PDP) is the central engine who finally generates the access decision for each incoming access request and is compliant with the eXtensible Access Control Markup Language (XACML). The architecture and standards used allow this service to be easily implemented as a distributed service (scalability).
Audit Service: provides auditing mechanisms and visualization and is integrated with the authorization and authentication services.
The INTEGRATE Semantic Interoperability Layer
The purpose of the INTEGRATE Semantic Interoperability Layer (SIL) is to provide a homogeneous access to diverse clinical trial The Query Normalization Service includes a Query Template Library, defined by a set of SPARQL query templates based on the CDM. There are five types of possible queries identified: Observation, Procedure, Substance Administration, Entities (devices, products, genes) and Demographic information. The Query Execution Service provides an endpoint to retrieve data from the CDM and through an SPARQL wrapper [20] . Queries can be expanded to include the semantics from the Core Dataset. Once the query is executed, the Query Execution Service returns the results to a SPARQL result set format. The Core Dataset includes a set of standards, vocabularies and relationships among concepts used to populate the INTEGRATE CDM. It is mainly based on SNOMED CT, LOINC and the database of Human Gene Names (HGNC) that covers general clinical terms, laboratory observations and unique names for every known human gene. While the Autocomplete and Metadata Services provide Core Dataset concepts matching strings in GUIs from end-user tools. The Normalization Pipeline is a process to transform clinical data into a common standard to avoid different representations of the same information. Such normalization exploits the SNOMED Normal Form [21] normalization mechanism. Finally, the CDM is the relational scheme of the SIL based on the HL7 Reference Information Model (RIM). HL7 RIM was selected due to the extended representation capabilities for clinical data and to the large number of legacy systems allowing HL7-based exports [22] . Such a large flexibility to represent clinical data is one of the main advantages of HL7 RIM, but it requires normalization mechanisms to reduce representation ambiguities. This issue was solved in INTEGRATE with the Query Normalization Service [23] .
End-user applications
The application layer includes four individual components: DECIMA, CPR, NONA and the Analysis Platform Tool. Bellow we present more details on each one of the aforementioned components.
DECIMA -patient screening for clinical trials
Enhancing the participation of patients in clinical trials is an important prerequisite for streamlining the execution of clinical research [24] . The successful completion of a trial is dependent on achieving a significant sample size of patients enrolled into the trial within a limited time period. However, the process of eligibility determination is extremely challenging and timeconsuming, often mandating manual chart review [25, 26] . Such reviews can involve repeated readings of the patients' Electronic Health Record (EHR) for multiple trials, across every visit. Although institutions participating in clinical trials spend significant resources in conducting eligibility screening, the cost of screening is generally not fully compensated through the contracts supporting the trials [27] . To facilitate recruitment, we developed an application that supports efficient identification of eligible patients for clinical trials through the automatic evaluation of eligibility based on matching the characteristics of the patient population required by the trial to the patient data available for instance in the hospital EHR.
The characteristics of the patients that are considered eligible to be enrolled in a particular trial are described by a set of free-text eligibility criteria. These criteria are both syntactically and semantically complex, which makes their automatic evaluation with the patient data in order to assess the eligibility of the patient for a trial a challenging task. Although there exists a considerable amount of work in the area trying to formalize and represent criteria such as ERGO [28] , OCRe [29] or ElixR [30] , focusing on focusing on temporal constraints such as [31] , clustering trials based on detected in criteria UMLS concepts [32] , detecting disease relatedness [33] and analyzing trends [34] still there is no complete solution [36] the automatic formalization of free text of criteria. To automate the evaluation of eligibility of patients for trials it is necessary to (1) extract and represent the semantics of the eligibility criteria in a machine-processable way, (2) define a semanticallyenhanced patient data model, and (3) develop an application that automatically matches each criterion with the relevant data available for each patient [35] . We address all these aspects and propose a scalable, efficient and pragmatic application enabling automatic evaluation of eligibility of patients for a relevant set of clinical trials.
The extraction and representation of the semantics of the trial criteria can be made more efficient by detecting structure and patterns in criteria, and by formalization of the criteria as described in [36] . Our solution covers the flexible formalization of criteria and of other relevant trial metadata and the efficient management of these representations [37] . For instance, ''No prior chemotherapy", No prior cardiovascular disease", and ''No history of cancer" consist of the same pattern -''No prior/No history of"-combined with different concepts. Other examples of frequently occurring patterns are: ''Diagnosis of ()", ''At least () since ()", ''() confirmed by ()", ''Planned/scheduled for ()", etc. Each criterion is linked to the relevant patterns (used as templates) and concepts, and to one or more formal representations that will enable the evaluation of the criterion with the patient data. In the current implementation each template corresponds to a script that is instantiated with the relevant concepts (leveraging widely-adopted ontologies such as SNOMED-CT and LOINC) and carries out the evaluation of the criterion on the patient data.
The approach to structuring eligibility criteria by identifying and extracting contextual patterns and ontology concepts is described and evaluated in [38] . We started from the criteria of several hundreds of breast cancer trials and classified them based on subject and structure, manually extracting relevant contextual patterns. The set of patterns was iteratively extended following evaluation of coverage (based on regular expressions) in larger sets of cancer trials, yielding 130 distinct core patterns (that can be combined into more complex patterns). We detected a large overlap in criteria and patterns across trials, which was leveraged by our solution. The evaluations have shown a good coverage for the selected set of patterns and that adding new trials to the Trial Metadata Repository requires little effort, enabling the application to efficiently handle updates.
The approach is generic, integrating loosely coupled components with well-defined standard interfaces and making use of prominent standards in the healthcare domain, such as BRIDG for the Trial Metadata Repository [39] in which we preserve trial descriptions (e.g. eligibility criteria, associated formalisms and other relevant metadata). We combine the use of formal representations of eligibility criteria with a pragmatic implementation in which templates are defined, linked to execution logic, and extensively reused. The solution can integrate different formalisms, data representations and models to fit the needs of each new healthcare environment.
The matching of criteria to patient data requires shared semantics between criteria and patient data, so underlying mappings need to be developed. We rely on the INTEGRATE standardsbased semantic interoperability solution to provide shared semantics between formalized trial information and patient data, in order to support automatic linkage and matching of trial criteria to patient data. Other existing representations of eligibility criteria like ERGO [28] , OCRe [29] or ElixR [30] , are using the same ontologies used in our solution in their annotation phase. It maintains among others the trial acronym, the trial description, the target accrual range, the number of enrolled subjects, and the eligibility criteria including all the defined formalisms. In the implementation described in [37] the Trial Metadata Repository stores for each criterion the applicable contextual pattern and the matching Groovy script including the queries corresponding to the core dataset concepts present in the criterion. Fig. 6 shows the application screen that depicts for a patient and a selected trial the value of the match for each criterion. In this screen the application also displays a brief description of the trial and a link to the trial description available on clinicaltrials.gov. Criteria that are not matched by the patient data are depicted with red, green indicates a criterion that is matched by the data, and grey is used for criteria that are unresolved (i.e. that could not be automatically evaluated for instance because no data was available in the patient file addressing this criterion, or because the criterion is ''subjective" and requires the assessment of the clinician).
For each criterion the user can inspect in this screen the available patient data based on which the matching was carried out (i.e. evidence), and validate or override the assessment of the tool. The user can also decide on and validate the unresolved criteria, which is a feature needed for instance for criteria that rely on the assessment of the clinician. For more information on DECIMA the interested reader is forwarded to recently published papers for DECIMA [37, 40] .
Central review for pathology (CRP)
Effective and efficient collaboration of clinical trial participants remains an important challenge in the modern multi-centric setting of such, post-genomic trials [15] . The primary use of this Central Review for Pathology tool [41] is to enhance the collaboration among groups of expert pathologists and to enable efficient, highquality decision making for patients participating in a clinical trial.
Traditionally, microscopy slides were exchanged and pathologists were traveling to perform a central review. Grading criteria for pathology images are complex and have changed over time. Uniform, reproducible grading criteria are critical for clinical trials basing randomization and treatment strategy on these findings [42] . While significant efforts have been made to provide tools to pathologists to ensure accurate uniform grading, these appear to be underused and thus a direct benefit for this intervention could not be measured. Strategies for increasing awareness and use of similar tools in future studies are needed [43] .
The advent of digital scanners of microscopy slides, and the ability to exchange the scanned images through digital networks is allowing new modalities for the central review of pathology data. INTEGRATE is leveraging these abilities by the CRP. Using the tool, a panel of expert pathologists is nominated. Then they can annotate the same set of samples together. The CRP provides to the stakeholders all the necessary tools and functionality to support distributed, collaborative image review by multiple experts, to efficient manage the whole procedure and to provide for the required auditing functionality. It enables collaboration and knowledge sharing by providing modules for messaging, scheduling, role and group management, as well as mechanisms for the definition of custom review protocols and expandable business workflows.
By using CRP, the moderator -which is the nominated expert for defining the parameters and conducting the process of a central review -imports digital pathology data into the platform and defines custom review protocol templates [44] ; each such a template corresponds to an image or a study type (e.g. definition of parameters for PgR analysis, HER2 analysis etc.). Finally he can register new review protocols by selecting: (a) the analysis types to be conducted, (b) the patients (digital images) to participate into the process and (c) the experts (reviewers) who are going to review these digital data. All the experts who participate into the review process should score and submit their answers to the platform and the moderator is responsible for monitoring the whole process. In the case where there are conflicts between experts' answers he is initiating a process of resolution.
The most important points that the tool addresses are the following: (a) Multiple specialists participate in the review process, having access remotely to the same set of digital pathology data in real time, (b) The qualitative results are greatly improved 
NONA -cohort selection
Retrospective use of clinical trial data by clinical researchers covers a wide variety of research investigations including data exploration, quality assessment, generation and retrospective validation of research hypotheses, etc.
While clinicians involved in research hold the clinical knowledge and expertise that would enable them to formulate and test hypotheses based on the exploration and analysis of the collected data, they are often limited by the unavailability of user-friendly and intuitive visual tools giving them easy access to the data. The filtering of datasets to select relevant cohorts of patients (sets of patient data with shared desired characteristics) to be used for further analysis is often time-consuming and requires a lot of manual steps and/or advanced informatics skills (e.g. scripting, querying, etc.).
To streamline the process of exploring and filtering retrospective datasets, we developed a flexible solution that enables clinical users to efficiently and intuitively build patient cohorts with desired characteristics, perform basic analyses and counts, and export these cohorts to be further used in advanced analyses. To facilitate collaboration we also provide functionality for sharing both the filter stacks and the corresponding cohorts among teams of end-users. Advanced features allowing for the splitting and merging of defined filter stacks are also implemented.
The application provides two mechanisms of interaction between the clinical researcher and the underlying data repositories. Predefined (visual) templates can be used for building complex cohorts by clinical users without any need for informatics knowledge. For the power-users (e.g. bioinformaticians, biostatisticians) we also provide the possibility to build cohorts by advanced scripting and by directly sending queries to the data repository. By relying on existing widely-used ontologies (e.g. SNOMED-CT, LOINC) the solution incorporates reasoning in the process of building filters and allows the clinical users to explore the concepts available in each dataset and their hierarchies, make use of synonyms, etc. Fig. 8 depicts an example of use of the application. First a dataset is selected, a cohort of ER + breast cancer patients is built, and the age distribution is inspected. Then filters are applied to select metastatic patients per target site (liver, lung, bone and CNS). Finally the four cohorts are merged and the age distribution is again visualized.
AP -Analysis Platform
The Analysis Platform [45] is a web-based, collaborative environment that enables the qualitative analysis of large multi-level clinical datasets and the derivation of predictive models. Its development was based on prior related results [46] .
The tool supports the following types of analysis defined by multiple scenarios within the project:
Descriptive statistics for rapidly assessing the variability, dependency and the distribution of certain clinical characteristics across patient population. Comparison tests and evaluation of the response rate of different examined regimens when applied to a certain patient population. Identification of specific clinical parameters that are surrogate markers for survival, involving the modeling of time to event data in survival analysis. Quality control tests to the genomic data, identifying statistically significant genomic information that discriminates subpopulations (i.e. patients achieved pathological complete response versus patients who didn't), and apply unsupervised learning techniques to the entire genomic information. Assisted predictive analysis model when homogeneous data (i.e. gene expression) is used for building, running and evaluating the predictive efficacy of the model. Heterogeneous integration modeling framework where multimodal data are fused for the development of multi-scale models for predicting drug response, and assessing candidate biomarkers.
The statistical and predictive modeling analysis software scripts are implemented in R language and use publicly available libraries. The platform also integrates an engine for creating dynamically statistical and predictive analysis reports by enabling integration of R code and Latex documentation while it is equipped with an internal database that stores all the metadata information for every executed analysis (e.g. type of the analysis, selected variables used for the analysis, execution time, status of the analysis etc.).
The front-end of the Analysis platform assists users in interacting with the platform's functionality in a user friendly manner. A general pipeline workflow using the platform is as follows:
The platform authenticates the user with the provided credentials and interacts with the Common Information Model (CIM) to retrieve the data. Data are then displayed in tabular format and a filtering functionality allows the user to constrain a request by obtaining subpopulations and build cohorts based on specific ranges of values. For the selected cohort multiple tools or models can be scheduled for execution in a single step. The layout of the platform communicates with the back-end functionality and the required software, and the overall analysis workflow is presented in a functional diagram format. A table with metadata information for each completed or pending analysis is displayed to the user. Additionally the user can view, edit or compare the reports of completed analyses.
The platform supports descriptive statistics for rapidly assessing the variability, dependency and the distribution of certain clinical characteristics across patient population, comparison tests and the evaluation of the response rate of different examined regimens when applied to a certain patient population. In addition, it allows the identification of specific clinical parameters that are surrogate markers for survival, involving the modeling of time to event data in survival analysis. Quality control tests to the genomic data are also supported, identifying statistically significant genomic information that discriminates subpopulations, and unsupervised learning techniques as well for the entire genomic information. Furthermore assisted predictive analysis models are available when homogeneous data (i.e. gene expression) are used for building, running and evaluating the predictive efficacy of the model. Finally it allows the fusion of multi-modal data for the development of multi-scale models for predicting drug response, and assessing candidate biomarkers. Fig. 9 shows (a) some indicative genomic analysis results showing a heat-map on top, a volcano map and a quality assessment plot and (b) descriptive statistics result outputs showing density plots (top), a pie chart (top right), survival analysis plots (bottom left) and boxplots.
The major advantage of the Analysis framework is that brings all the functionality needed for biomarker selection and model testing within a single easy to use framework that doesn't require knowledge of any specific software environment (e.g. Matlab, R) while offering all the functionality needed within a user-friendly interface allowing even non-experts to perform statistical analysis and modeling tasks on their data. To achieve this goal, the programming aspects of the different environments and languages adopted for implementing the framework's facilities, and the connectivity process which allows the interaction between these components are kept at the back-end of the framework, hiding the complexities of the computational infrastructure.
Evaluation
Evaluation and validation of software product is vital to both the acquisition and development of it. The importance of the various characteristics of software quality depends on the intended usage or objectives of the system. INTEGRATE followed standardized software development practices and addressed the quality issues during the whole life cycle of the software in order to reduce the likelihood of defects and the cost incurred by them both to users and to developers. For quality assurance, norms defined from the International Organization for Standardization (ISO) such as the Software Product Quality Requirements and evaluation [12] (SQUARE) has been used as a reference model. For each tool, the applicable functional and non-functional requirements according to ISO/IEC 25023 [47] had been defined in the early stages of the project and monitored by the developers during the whole software life-cycle.
For the evaluation of the tools, the quality characteristics from the product quality model of the ISO/IEC 25000 series along with the System Usability Scale (SUS) for global assessment of systems usability were used. At the evaluation phase different type of users, such as physicians, system developers and statisticians participated. Having such a diverse target group of evaluators, the evaluation questions had to be simple, accurate, easy to understand (especially for non IT experts), non-time consuming and without loss of functionality/quality. For that reason the crucial subcharacteristics of software quality measures from ISO/IEC 25000 series have been translated into simple questions in natural language. The evaluation form of each tool was a list of such questions where the evaluator had to answer with a degree of satisfaction with Likert scale [48] . The generic evaluation form which has been adopted and extended to the needs of each tool developed by the INTEGRATE project can be found in the Supplementary Material Table 1 . We also used the System Usability Scale [49] (SUS) for global assessment of systems usability.
The four tools implemented by the INTEGRATE consortium, aim to support tasks of users in patient care and in clinical research. In the patient care setting, DECIMA supports the screening of patients on eligibility for clinical trials and the Central Review for Pathology (CRP) images tool assists pathologists on structured review and analysis of pathology images, and resolution of conflicting results. In the clinical research setting, NONA supports cohort selection and the analysis platform tool (AP) performs statistical and bioinformatics analysis of clinic-genomic data. The tools underwent two evaluations at different time points and geographic locations. All the evaluations of the four tools were quantitative and qualitative with an exception of NONA which underwent only qualitative evaluation since the current conceptual prototype at this time point was not in the technology readiness level for a first version that would allow live and quantitative evaluation.
The first evaluation workshop held at Heraklion -Greece, in June 2014. A panel of experts coming from around the world and representing potential end-users of these tools were invited to participate to the event. In order to gather opinions coming from different environments and working realities, the proposed end-users were identified in several different European and non-European cancer centres. The panel comprised of 2 oncologists, 1 research nurse, 3 bioinformaticians and 2 pathologists. Specific evaluation scenarios and training sessions conducted before the evaluation process, while all the end users signed consent forms.
The second evaluation took place at workshops at the pilot sites, i.e. the Frankfurt University Hospital (FUH), the Maastro Clinic (Maastro), the German Breast Group premises (GBG) and the Institute Jules Bordet (IJB) during October 2014. GBG and IJB were partners of INTEGRATE while FUH and Maastro were external evaluators of the INTEGRATE tools. These evaluation workshops tested ad-hoc solutions that were implemented from prior users' remarks and opinions. It was also a new possibility to confront the tools to different users, and explore their future deployment and possible exploitation.
The DECIMA tool was evaluated at the Heraklion workshop with external users (not participating at the INTEGRATE consortium) and at Maastro, IJB, and FUH. The setup for the evaluation at the hospitals (Maastro, IJB, and FUH) was similar. DECIMA was installed on a laptop with internet access, while the patient and trial data were stored anonymized in the INTEGRATE distributed testbed. The users had access to the DECIMA tool and to data extracted from the local EHR system in the hospital and exposed through the SIL. In each session, the evaluator was introduced to the INTEGRATE project and given a small tutorial on the DECIMA tool. Then, the evaluator was requested to execute specific tasks in DECIMA and to provide feedback about the workflow, the performance and the usability. At FHU and Maastro the time needed for the decision was also recorded. The start time was the moment when data inspection started, either in DECIMA or the local system. The end time was the moment the decision was taken (i.e. pressing the enroll button, or verbally announcing that the patient is excluded). Timing was measured manually, with the accuracy of 5 s. Switchover to new data requires quite some time; this is excluded from the measured per-patient time.
At Maastro the evaluation was conducted with a trial nurse and consisted of screening a large number of patients and recording the timings and trial assignments. The evaluation was conducted in two 4-h sessions, on two days. Screening performance has been investigated at Maastro before [50] . The historical performance for patients not eligible is 120 s, while eligible patients require on average 480 s.
These numbers are the benchmarks that we will refer to. For the evaluation, 270 patient records were checked against 13 trials with in total 210 criteria. The screening time in our evaluation using DECIMA for the patients not eligible is on average 120 s as well. Out of a total of 64 eligible patients six were assigned to a trial. The screening time for the eligible patients is on average 373 s improving the time required here by 23%. We have to note that (a) the users of the system were inexperienced and we expect that as they will gain experience the time will greatly improve and (b) the time required to retrieve the data for one patient is about 20-60 s which we expect will soon be reduced by future refined implementations. Even though this test does not give evidence for a strong numerical improvement, the potential for improving the screening performance is recognized by the user.
At FHU one trial coordinator and one trial nurse familiar with the details and criteria of trials participated with a cohort of 258 patient records against 5 trials and 60 criteria. The service performance was in line with our expectations from the current system (about 10-30 s to retrieve the data for one patient). The amount of time spent considering each patient for trials is fairly consistent and around approximately 300 s. The evaluation at IJB contained 29 patients and 4 trials for screening with a total of 17 criteria. Evaluators were two research nurses part of the multidisciplinary recruitment/screening team and one administrative assistant having less knowledge of the patient screening domain and the evaluation period was two days. This evaluation did not include timing results due to the lack of trial knowledge of the participants. At IJB evaluation sessions were generally focusing on usability of the tool and work flow discussions.
The patient screening workflows on the three pilot sites show considerable differences. They range from a single user at a single decision point, without the chance to collect extra information on the patient, to a more comprehensive process where multiple users review the patient in multiple steps and information is continuously updated. Despite these differences, DECIMA was seen to have potential to improve the screening process; while some additional work is needed to close the gap between the prototype and a fullydeployable system. Overall the end-users evaluated positively the software quality of DECIMA. One of the evaluators pointed out that DECIMA was not specifically tested to run concurrently with many applications, and suggested that the underlying systems should be tested for this, if that is a desired feature. It was also suggested that more testing might be necessary with respect to fault tolerance. For the evaluation the users answered the SUS score questionnaire and a questionnaire focusing to the main software characteristics from the ISO2500 series. Specifically the ends users had to answer one question for functionality, three questions for efficiency, two for usability, two for reliability, two for security and three for quality in use. Table 1 shows the evaluation results of the DECIMA tool. Each row represents one software quality category while the last row shows the SUS scores. Each column represents the evaluation of an end user and the label indicates the place of the evaluation, e.g. FUH1 is the first evaluator from Frankfurt University Hospital. The values are the average of the answers from one evaluator for the specific category. The evaluator had to answer using a satisfaction degree on the Likert scale with values ranging from 1 (strongly disagree) to 5 (strongly agree). Values over three represent high level of the specific software characteristic and are highlighted in the table with green, values between 2.5 and 3 are in low risk and are highlighted in the table with orange and values below 2.5 are considered high risk and are highlighted in the table with red.
The second tool is the Central Review for Pathology platform and aims to evaluate the process of reviewing digital pathology images from one or more groups of specialists. The first evaluation (workshop at Heraklion) was performed with two pathologists. A Surgical Pathologist and a Cancer researcher from IJB. In general, the participants had no difficulty in understanding on how to use the platform for accomplishing their tasks. The users confirmed that the tool can be useful in processes where multiple users are located in different parts of the globe and have to work together on reviewing the same set of digital pathology images. However the evaluators expressed some concerns in respect of platform's usage in routine practice where it is particularly important that patient data (and their images) are stored and managed in a central, secured and isolated infrastructure (of a research center or a hospital), and integrated with the Lab Information System, especially regarding the sample traceability. The qualitative evaluation results for the Central Review for Pathology platform are shown in Table 2 . Similarly to Table 1 in Table 2 we have the average scores for specific software characteristic categories per evaluator and we use the same color coding. The last row shows the SUS scores of each evaluator.
The third tool, the Analysis Platform is designed to be used by oncologists with at least some experience in clinical trial data analysis and by other researchers such as bioinformaticians and biostatisticians. The first evaluation was performed with one oncologist and one bioinformatician. The second evaluation was performed with three clinicians at the IJB. In general the comments from the users and the overall scoring indicate that the platform provides a fast and easy to-use solution for performing specific statistical and predictive analysis, as addressed from the user needs of INTEGRATE, under a consistent and secure framework. The experts made also some very useful remarks regarding the functionality of the platform such as the scale of the survival curves should be between 0 and 100 irrespective of the data, to allow comparison between curves, and easier publication. Also, the distinction between direct and scheduled data retrieval did not seem to be clear enough. In general, as derived by the evaluation forms results, the Analysis tool is of good quality. However usability was negatively affected by some incomplete functions. The end users agreed that optimization work on the prototype is required in order to be moved to actual clinical deployment. The qualitative evaluation results for the Analysis platform are shown in Table 3 . Similarly to Table 1 in Table 3 we have the average scores for specific software characteristic categories per evaluator and we use the same color coding. The last row shows the SUS scores of each evaluator.
The NONA tool was evaluated at GBG and IJB. The target users are researchers who deal with cohort selection as part of their daily work. In clinical practice, this turns out to be two individual work contexts: one where a cohort is selected and the detailed data are taken to a detailed study, and trial feasibility where a cohort size is estimated as preparation for a clinical trial. The first evaluation at Crete focused on the first type of cohort selection while the evaluation at pilot sites focused on the trial feasibility. NONA was evaluated by a senior bioinformatician at GBG, a senior Project Manager, a Translational Research Coordinator, a Clinical Fellow in the clinical trials data management Unit, a senior statistician and an epidemiologist from the Statistics and Epidemiology data center at IJB. All the end users agreed that there are established tools and workflows for trial feasibility, and a new tool will find itself in direct competition with these. There are still situations, mainly centered on data sharing and multisite cooperation that are not covered by existing tooling. This is where NONA can make a contribution. User-friendliness and accessibility are other opportunities for NONA. These can enable a wider audience to perform cohort selection, and allow more streamlined workflows for non- Table 1 Qualitative evaluation results of DECIMA tool.
Table 2
Qualitative evaluation of the Central Review for Pathology.
specialists. The feature requests from the end users provided valuable input for closing the gap between the current conceptual prototype, and a first version that will allow live and quantitative evaluations.
For the INTEGRATE tools, the evaluation workshop has resulted in valuable feedback on the current state and in clear directions for the future development and deployment. The experts confirmed the relevance of the use cases for which the four tools were developed and overall gave a positive feedback regarding the tools' utility and functionality. The SUS usability scores ranged from 65 to 90 on a scale of 0-100. The average SUS score from published studies has been measured by Sauro et al. [51] as the 62.1 but as a gold standard is often used the 68. A SUS score above 68 would be considered above average and anything below 68 is below average. This indicating that the INTEGRATE tools reach an acceptable level, but that there is still plenty of space for improvement. This evaluation workshop also resulted in valuable suggestions for their improvement and their forthcoming development.
Overall the evaluations show the relevance of the tools in daily practice, and the added value of the INTEGRATE approach to create tools for clinical end users. As witnessed by the SUS scores, the tools have been of high usability, while requiring modest development effort. The evaluations also show that engineering and optimization work remains in order to allow a clinical deployment of the INTEGRATE framework and its tools. This includes issues on user interface, additional features requested by the evaluators, customizations to allow proper integration in the everyday workflow of users, service performance and stability.
Related work
There have been several approaches so far trying to provide solutions for the efficient collection, integration and management of multi-centric clinical trials offering analytical tools and integrated environments.
From the US the caBIG project [52] , launched by the National Cancer Institute, was aiming to create a virtual network of interconnected data, individuals and organizations that collaborate in order to redefine the way that cancer research is conducted. The project created several tools to this direction but eventually was discontinued due to many problems. For example the solutions were technology based and not designed around the needs of clinical and researcher's needs, legislative barriers were not tackled and tried to address all problems in clinical and basic research (see [53] for an overview). INTEGRATE on the other hand involved clinicians and researchers in all phases from the design to evaluation, produced clear legal results and tried to address specific questions for multi-centric clinical trials.
At the same time within Europe the ACGT project [54] tried to provide a novel infrastructure for advancing clinico-genomic trials on cancer whereas the recently finished p-Medicine project [55] tried to integrate trial data focusing however on personalized services [56] and patient empowerment [57, 58] . The INTEGRATE partners capitalizing experiences from the ACGT project created novel solutions and technologies building and exploiting previous results whereas they shared the semantic interoperability solution with the p-Medicine project proving the wide applicability of the INTE-GRATE's developed solution.
On the commercial front, solutions like the IBM Cognos [59] and Microsoft's Caradigm Intelligence [60] platforms provide business intelligence services to pharmaceutical and life sciences companies conducting clinical trials. However, although they manage and integrate large amounts of data they do not deal with multicentric trials across institutions and national borders.
Besides these projects other initiatives tried to develop clinical research data warehouses such as tranSMART and I2B2. I2B2 [61] has the goal to provide clinical investigators with the software tools necessary to collect and manage project-related clinical research data in the genomics age as a cohesive entity. tranSMART [62] on the other hand is a knowledge management platform that enables scientists to develop and refine research hypotheses by investigating correlations between genetic and phenotypic data, and assessing their analytical results in the context of published literature and other work. However, both these platforms are too generic not focusing to the individual characteristics of the cancer disease. In addition the INTEGRATE platform offers solutions to all levels from the ethical, security, interoperability and integration to patient screening, cohort selection, collaborative pathology review and analysis.
Discussion and conclusions
Lack of interoperable, integrated solutions [63] cost fortunes to the translation industry. The INTEGRATE project focused on building informatics solutions that help improve the efficiency of clinical research in oncology and the data and knowledge flow between clinical research and clinical care. This integrated effort was designed to provide real-life solution to multi-centric clinical trial integration with the goal to facilitate all the necessary processes involved. Significant needs to streamline the execution of clinical research and to speed up the transfer of results to clinical practice were identified. Such needs actually represent large opportunities for software solutions focused on providing support for the efficient identification of suitable patients for clinical trials, for collaboratively carrying out research in the multi-centric setting, and for retrospective or prospective data analysis and hypotheses generation. The solutions proposed by INTEGRATE successfully address all these scenarios. Fig. 10 maps the key applications developed by INTEGRATE on the relevant clinical research workflows and depicts where they can contribute to closing the loop between clinical research and practice in oncology.
The tools and services developed in INTEGRATE focus on providing support in the multi-site distributed setting in which consortia of organizations jointly carry out translational research.
To deal with the inherent sources of heterogeneity in a large multi-centric context (e.g. different clinical information systems and infrastructures, different languages and countries, different terminologies/ontologies and information models) first an appropriate ethical and security framework was needed for allowing data processing and usage across borders and institutes. A key lesson here is that compliance to trial related legislation, especially to the data protection laws, is a critical success factor for any research-network. INTEGRATE created a Data Protection Scheme relying on double pseudonymization, encryption and introduction of a central data controller and a trusted third party, contracts between the participating entities and patient informed consents. The INTEGRATE security framework covers all identified requirements through the developed mechanism for identity and access management, authorization and auditing.
One of the key contributions of the INTEGRATE project was the SIL leveraging widely adopted healthcare standards and ontologies/terminologies. The tools on the application layer rely on the adoption and deployment of the SIL. The effort needed to deploy it at new clinical sites and to extend to new scenarios and clinical domains impacts the success of the INTEGRATE approach. To assess the feasibility and scalability of the INTE-GRATE approach the coverage and suitability of existing ontologies was evaluated while at the same time the effort of deploying the INTEGRATE environment at a new site was estimated. The sizes of the sets of relevant concepts and their relative frequency to estimate the cost of data transformation, of building the necessary semantic mappings, and of extending the solution to new domains, were evaluated and compared. The analysis showed that the proposed approach is both feasible and scalable [64] . During the analysis of several widely-used medical ontologies in the clinical domain such as the SNOMED-CT, the LOINC and the MedDRA, on their suitability to capture the semantics of the clinical trial eligibility criteria, of the clinical trial data (e.g., Clinical Report Forms), and of the corresponding patient record data that would enable the automatic identification of eligible patients, gaps in all studied ontologies were identified. These gaps are to be expected taking into account the purpose and the focus of each of the available ontologies and the very high rate of growth and change of the medical knowledge in oncology. The gaps identified are limited and adequate extensions to address them in the INTEGRATE solution in an efficient way have been proposed. This pragmatic approach allows the leverage of the huge effort that has been invested over time in the building and validation of these ontologies. A valuable lesson here is that, by using existing ontologies, rather than developing new domain specific ontologies [65] , significant savings related to knowledge maintenance are gained while the INTEGRATE solution becomes future-proof. As clinical knowledge growth and changes, the new versions of these widely adopted ontologies will capture the new state of knowledge making use of the contribution of a large community of experts. In addition, with the use of general biomedical standards such as the SMOMED-CT, MedDRA and LOINC vocabularies and the BRIDG data model, this approach tested the application of those standards in one disease, rather than developing something in one disease and expecting it to apply to other diseases.
Furthermore, the SIL is used by the application layer to offer a set of diverse services for patient care and clinical research: DEC-IMA supports patient screening, CRP assists pathologists on structured review and analysis of pathology images, NONA supports cohort selection and the AP performs statistical and bioinformatics analysis of clinico-genomic data. These tools have been iteratively evaluated with clinical users and have shown good results and significant potential in several relevant scenarios as described in this paper. For example the SUS score in all tools ranges from 65 to 90 whereas the average SUS score from published studies is 62. However, despite the high technical readiness level of these tools, in order to be fully integrated in the daily clinical workflow, additional optimization work should be performed on GUI, performance and stability. Another valuable lesson here is that technological tools should always involve end-users in all phases of the development in an iterative process and that usability is equally important to the effectiveness of the tools in order to gain user acceptance.
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