T. Takeyama and Y. Saito at the Olympus Corporation (Tokyo, Japan) for technical assistance with FALI; H. Sekiguchi-Kaneko, T. Okada, M. Ogawara, and S. Chen for technical assistance; and Y. Sasaki, K. Ogura, K. Nishiyama, H. Ito, and T. Takahashi for helpful discussions and comments. K.T. and Y.S. designed the study, and K.T. and Y.G. supervised the experiments, data analysis, and interpretation. The experiments were carried out by Y.S., M.I., Y.K., M.Y., N.Y., F.N., Y.A., and K.T. T.K. and T.H. generated the mouse cDNA expression library of the olfactory bulb and collaborated on the production of monoclonal antibodies. T.A. and H.K. collaborated on the generation of crtac1B (lotus)-deficient mice. S.M.S. collaborated on experiments using ngr1-deficient mice and NgR2-3. K.T. wrote the paper, and Y.S., F.N., N.Y., and Y.G. edited the manuscript. S.M.S. is a cofounder and consultant of Axerion Therapeutics. Yale University holds a patent licensed to Axerion Therapeutics related to Ngr1 receptor blockers for recovery from central nervous system damage. Yokohama City University has a patent pending on Crtac 1B(LOTUS) function in neuronal cell growth. Materials transfer agreements restrict the use of Crtac1B(LOTUS) knockout mice and NgR1 knockout mice and expression constructs of NgR1, NgR2, and NgR3 proteins. Episodic memory or memory for the detailed events in our lives is critically dependent on structures of the medial temporal lobe (MTL). A fundamental component of episodic memory is memory for the temporal order of items within an episode. To understand the contribution of individual MTL structures to temporal-order memory, we recorded single-unit activity and local field potential from three MTL areas (hippocampus and entorhinal and perirhinal cortex) and visual area TE as monkeys performed a temporal-order memory task. Hippocampus provided incremental timing signals from one item presentation to the next, whereas perirhinal cortex signaled the conjunction of items and their relative temporal order. Thus, perirhinal cortex appeared to integrate timing information from hippocampus with item information from visual sensory area TE. E pisodic memory, or the ability to mentally reexperience a previous event in one's life, is formed when individual events or items become bound to the specific temporal context in which the event took place (1, 2) . The human medial temporal lobe (MTL) is critical for episodic memory presumably because of its role in binding individual stimuli or events to their temporal and spatial contexts (3) (4) (5) . Computation models (6, 7) have proposed that cortical association areas signal information about items, parahippocampal regions signal information about items along with their temporal context, whereas hippocampus (HPC) supervises these item-context associations. Consistent with these model predictions, functional magnetic resonance imaging (fMRI) studies in humans report both HPC and parahippocampal activation during tasks of temporal-order memory (8, 9) . Recent neurophysiological studies in the rodent have highlighted the role of HPC in signaling either a particular time within a trial (10, 11) or incremental timing across the entire recording session (12) . However, little is known about the neurophysiological basis of how item and timing information is integrated within MTL. We therefore recorded neural activity from MTL areas and a control visual area (fig. S1) (13) (14) (15) (16) as nonhuman primates performed a temporal-order memory task (17, 18) that required encoding of two visual items and their temporal order (Fig. 1 , A and B) (19) .
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A total of 644 neurons were recorded in the two macaques (table S1). We evaluated the effects of "time" and "item" on the cue responses separately for each neuron. We referred to neurons whose responses differentiated between the cue 1 and cue 2 periods on a two-tailed paired t test (P < 0.01) as "time cells" that could signal relative timing between cue presentations or temporal order of cue presentations. The neurons that showed significant stimulus-selective activity during either cue 1 or cue 2 on a one-way analysis of variance with the eight stimuli as a main factor (P < 0.005 for each cue) were referred to as "item cells. www.sciencemag.org SCIENCE VOL 333 5 AUGUST 2011 time information flows from HPC to ERC and PRC, whereas item information flows from TE to PRC and ERC. We first examined the prominent time signals in HPC. Figure 2A shows an example of a typical time cell in HPC that showed stronger responses during cue 2 relative to cue 1. This cell started to respond in the middle of the delay period between cue 1 and cue 2 (i.e., cue 1 delay period) and continued firing strongly during cue 2. We also observed HPC time cells with high firing rates during cue 1 that decreased their activity substantially during the cue 1 delay period (Fig. 2B ). This characteristic timing signal was also seen at the level of the local field potential (LFP). HPC started to increase its gamma band activity (>30 Hz) during the cue 1 delay period (Fig. 3A) , and the gamma band activity in HPC was significantly stronger during cue 2 than cue 1 (P < 0.0001, two-tailed paired t test) (table  S3 ). No such difference was observed in the other three areas (Fig. 3, B to D) .
To characterize the temporal dynamics of time cells observed throughout the MTL, we applied a population vector analysis (12, 20) . We constructed n-dimensional vectors from the responses of time cells for 40-ms time bins throughout the cue 1 delay period, where "n" is the number of time cells in each area (19) . In HPC, the distance of this vector from a "template" defined as the cue 1 state increased at a constant rate during the cue 1 delay period (Fig. 2C , solid circles) as evaluated by a polynomial curve fitting approach (table S4) , whereas the distance to the cue 2 state (open squares) decreased at a constant rate. This pattern of activity was confirmed in both animals ( fig. S3 ). These results indicated that, as a population, HPC time cells provide an incremental timing signal that gives an estimate of the relative time from the last cue presentation as well as an estimate of the relative time to the next cue presentation ( fig. S7B ). An incremental timing signal was not present in PRC, where there was a more sudden shift in the distance measures from both the cue 1 and cue 2 states early in the cue 1 delay period that then remained relatively constant for the remainder of the delay period (Fig. 2E) . ERC appeared to exhibit an intermediate pattern such that the distance measures from the cue 1 state changed in a gradual manner but the distance to the cue 2 state did not (Fig. 2D) . Principal component analysis of neuronal activity during the encoding phase also supported the idea of a strong incremental timing signal in HPC and a similar but weaker such signal in ERC ( fig. S4 ). To determine which area provided the most accurate representation of the cue 2 state before the presentation of cue 2, we asked which of the three areas exhibited the shortest distance to the cue 2 state during the last quarter (240 ms) of the cue 1 delay period. We found that HPC exhibited the shortest distance to cue 2 (Fig. 2F) .
We next examined the information carried by item cells in TE, PRC, and ERC. We first asked whether item cells represented the same . Time is on x axis; frequency is on y axis. Red pixels indicate timefrequency domains in which activity was stronger than that in control period (pixels centered on 150 ms and 100 ms before cue 1 onset). Blue pixels indicate the opposite pattern. The differential activities were evaluated by t values (paired t test).
items across the two cue periods. To address this question, we analyzed the correlation coefficient between response amplitudes of all eight stimuli during cue 1 and cue 2 (21) . The correlation coefficients in ERC (median = 0.62) were significantly smaller than either PRC (median = 0.86; P = 0.0077, Kolmogorov-Smirnov test) or TE (median = 0.90; P = 0.0017). The small correlation coefficients in ERC can be explained by the lack of stimulus selectivity in one of the two cue periods ( fig. S5 ). This differential level of stimulus selectivity between cue periods can serve to integrate item information with a relative timing signal [supporting online material (SOM) text]. In contrast, PRC and TE represented the same items across the two cue periods. Closer examination of these responses revealed a time effect in PRC such that the response to the neuron's preferred stimulus differed across cue 1 and cue 2 (Fig. 4, A and B) . This temporal modulation for preferred items was observed for the entire population of PRC item cells ( fig. S6A) , suggesting that these cells may integrate item and temporal order information by modulating their stimulus-selective response properties across the cue periods.
To test this hypothesis, we defined two vectors consisting of the response amplitudes to the eight stimuli presented during cue 1 or cue 2. The distance between the two vectors was normalized by the sum of the two vectors' lengths. The normalized distances were significantly greater for item cells in PRC compared with those in TE ( Fig. 4C , P = 0.022, Kolmogorov-Smirnov test), suggesting a more prominent time effect in PRC. This differential time effect between PRC and TE could be explained either by general increases or decreases in firing rates or by changes in tuning curve sharpness across the two cue periods. When we compared the mean responses to all eight stimuli between the two cue periods, we found no differential time effect between the two areas ( Fig. 4D, P = 0.59) . By contrast, when we examined the sharpness of the tuning curve during the two cue periods using a kurtosis measure (21, 22) , we found the absolute difference of the measures between the two cue periods was significantly greater in PRC compared with TE ( Fig. 4E , P = 0.0027). This suggests that PRC differentiates between the cue 1 and cue 2 periods by changing the sharpness of its stimulusselective response.
The present study provides insight about how individual MTL structures may integrate item and timing information (i.e., "what" and "when") in the service of episodic memory (6) (7) (8) (9) (fig. S7 ). HPC provides a robust incremental timing signal (10) (11) (12) that may serve to anchor the timing to events within an episode (23) . Consistent with predictions from previous computational models (6, 7) , our data show that PRC neurons integrate time and item information by modulating their stimulus-selective response properties across temporally distinct stimulus presentations. ERC neurons can signal incremental timing information as well as integrate item and time information, albeit at a lower magnitude than HPC or PRC, respectively. We hypothesize that the incremental timing signal in HPC is conveyed to PRC via ERC, where it is integrated with item information from TE and converted into a discrete item-based temporal order signal. The advent of the Internet, with sophisticated algorithmic search engines, has made accessing information as easy as lifting a finger. No longer do we have to make costly efforts to find the things we want. We can "Google" the old classmate, find articles online, or look up the actor who was on the tip of our tongue. The results of four studies suggest that when faced with difficult questions, people are primed to think about computers and that when people expect to have future access to information, they have lower rates of recall of the information itself and enhanced recall instead for where to access it. The Internet has become a primary form of external or transactive memory, where information is stored collectively outside ourselves.
I n a development that would have seemed extraordinary just over a decade ago, many of us have constant access to information. If we need to find out the score of a ball game, learn how to perform a complicated statistical test, or simply remember the name of the actress in the classic movie we are viewing, we need only turn to our laptops, tablets, or smartphones and we can find the answers immediately. It has become so commonplace to look up the answer to any question the moment it occurs that it can feel like going through withdrawal when we can't find out something immediately. We are seldom offline unless by choice, and it is hard to remember how we found information before the Internet became a ubiquitous presence in our lives. The Internet, with its search engines such as Google and databases such as IMDB and the information stored there, has become an external memory source that we can access at any time.
Storing information externally is nothing particularly novel, even before the advent of computers. In any long-term relationship, a team work environment, or other ongoing group, people typically develop a group or transactive memory (1), a combination of memory stores held directly by individuals and the memory stores they can access because they know someone who knows that information. Like linked computers that can address each other's memories, people in dyads or groups form transactive memory systems (2, 3). The present research explores whether having online access to search engines, databases, and the like, has become a primary transactive memory source in itself. We investigate whether the Internet has become an external memory system that is primed by the need to acquire information. If asked the question whether there are any countries with only one color in their flag, for example, do we think about flags or immediately think to go online to find out? Our research then tested whether, once information has been accessed, our internal encoding is increased for where the information is to be found rather than for the information itself.
In experiment 1, participants were tested in two within-subject conditions (4). Participants answered either easy or hard yes/no trivia questions in two blocks. Each block was followed by a modified Stroop task (a colornaming task with words presented in either blue or red) to test reaction times to matched computer and noncomputer terms (including general and brand names for both word groups). People who have been disposed to think about a certain topic typically show slowed reaction times (RTs) for naming the color of the word when the word itself is of interest and is more accessible, because the word captures attention and interferes with the fastest possible color naming.
Paired within-subject t tests were conducted on color-naming reaction times to computer and general words after the easy and difficult question blocks. Confirming our hypothesis, computer words were more accessible [color-naming RT mean (M) = 712 ms, SD = 413 ms] than general words (M = 591 ms, SD = 204 ms) after participants had encountered a series of questions to which they did not know the answers, t(68) = 3.26, P < 0.003, two-tailed. It seems that when we are faced with a gap in our knowledge, we are primed to turn to the computer to rectify the situation. Computer terms also interfered somewhat more with color naming (M = 603 ms, SD = 193 ms) than general terms (M = 559 ms, SD = 182 ms) after easy questions, t (68) = 2.98, P < 0.005, suggesting that the computer may be primed when the concept of knowledge in general is activated.
Comparison using a repeated measures analysis of variance (ANOVA) of specific search engines (Google/Yahoo) and general consumergood brand names (Target/Nike) revealed an interaction with easy versus hard question blocks, F(1,66) = 5.02, P < 0.03, such that search engine brands after both easy questions (M = 638 ms, SD = 260 ms) and hard questions (M = 818 ms, SD = 517 ms) created more interference than general brands after easy questions (M = 584 ms, SD = 220 ms) and hard questions (M = 614 ms, SD = 226 ms) (Fig. 1) . Simple effects tests showed that the interaction was driven by a significant increase in RT for the two search engine terms after the hard question block, F(1,66) = 4.44, P < 0.04 (Fig. 1) . Although the concept of knowledge in general seems to prime thoughts of computers, even when answers are known, not knowing the answer to general-knowledge questions primes the need to search for the answer, and subsequently computer interference is particularly acute.
In experiment 2, we tested whether people remembered information that they expected to have later access to-as they might with information they could look up online (4) . Participants were tested in a 2 by 2 between-subject experiment by reading 40 memorable trivia statements of the type that one would look up online (both of the new information variety, e.g., "An ostrich's eye is bigger than its brain," and information that may be remembered generally, but not in specific detail, e.g., "The space shuttle Columbia disintegrated during re-entry over Texas in Feb. 2003."). They then typed them into the computer to ensure attention (and also to provide a more generous test of memory). Half the participants believed the computer would save what was typed; half believed the item would be erased. In addition, half of the participants in each of the saved and erased conditions were asked explicitly to try to remember the information. After the reading and typing task, participants wrote down as many of the statements as they could remember. Behavioral task: We trained the two animals on a temporal-order task with visual objects (Fig. 1A) . The task started with an encoding phase which was initiated by the animal fixating on a fixation point on a video monitor for 0.42 s. Data analysis for all recorded neurons: All neuronal data were analyzed with customwritten Matlab programs including the statistics toolbox. We defined a cue response as the firing rate during the period extending from 80 to 400 msec after the cue onset; we used an 80 msec shift to compensate for the latency of visual response. We evaluated the effects of 'time' and 'item' separately for each neuron. To examine the effect of item, we tested differential stimulus selectivity for cue 1 and cue 2 separately using a one-way ANOVA with the 8 stimuli as a main factor. We analyzed the time and item effects separately to better characterize the heterogeneous nature of the signals seen across the 4 brain areas (HPC, ERC, PRC and TE). To correct for the effect of multiple comparisons on the item effects, we set the significance level to P < 0.005 for each cue period. This matched the significance level we used to identify time effects (P < 0.01). While we did not find a clear laterality effect in the proportions of item and time cells across the areas (table S2) , the majority of the neurons were recorded in the right hemispheres in both monkeys (84% for monkey B, 62% for monkey G), precluding a strong conclusion. Our time cell analyses focused on HPC, ERC and PRC (too few time cells in TE) and our analyses of item cells focused on TE, PRC and EC (too few item cells in HPC). Neural activity in the response phase will be described in a separate publication.
Data analysis for time cells:
We constructed a population vector from the responses of all individual time cells in each area and characterized their temporal dynamics during the cue 1 delay period relative to two "template" time periods defined as the cue 1 and the cue 2 presentation periods. Previous studies used a direct calculation of the distance between population vectors during equivalent time periods in two separate trials (12) .
However, the present study handled qualitatively distinct time periods within single trials:
two cue presentations ("templates") and a delay period between them ("target"). In this situation, distance measures are influenced by 1) the ratio of activity between the "template periods" and the "target period" and 2) the difference in the level of activity between the "template periods". To evaluate these two factors independently, we first compared the population vector activity during the cue 1 delay period with 1) the sum of the activity during the two cue periods and 2) the difference of the activity between the two cue periods.
We calculated mean firing rates of consecutive 40 ms time bins across all completed trials from cue 1 onset to cue 2 offset (39 bins) for each neuron. Using the 39 bins, we calculated a set of z-scores and assigned a point to each time bin in ndimensional space for each area, where 'n' was the number of time cells in the corresponding area. The n-dimensional vector at each time-bin was then projected onto a two-dimensional space constructed by two unit-vectors: Y(t) = β 0 (t) + βs(t)*Xs + βd(t)*Xd
Xs and Xd act as predictors. Y(t) is a set of z-values at time 't' and are dependent
variables. βs(t) and βd(t) were calculated as coefficient estimates for the predictors of "sum" and "difference" at each time 't', respectively. β 0 (t) is a coefficient estimate for a constant term.
After evaluating the effects of "sum" and "difference" on the population vector activity during the cue 1 delay period ( fig. S2 and supporting text 2.1), we combined these two measures to estimate the distances from the cue 1 or cue 2 states (Fig. 2, C-F) .
The distances from the cue 1 or cue 2 states were defined by the equations: '| (βs(t) -βs1)*Xc + (βd(t) -βd1)*Xd |' or '| (βs(t) -βs2)*Xc + (βd(t) -βd2)*Xd |', respectively. These distances were normalized by the distance between the two cue states, '| (βs2 -βs1)*Xc + (βd2 -βd1)*Xd |' (Fig. 2, C-F 
Kurtosis was defined for each of FR c1 and FR c2 as
where σ i is the SD of fr ij and E(X) is the expected value of X. The kurtosis of the normal distribution is 3. Greater value of the kurtosis indicates greater effect of outliers.
The absolute difference of normalized mean discharge rates between the two cues was defined as | μ 1 -μ 2 | / (μ 1 + μ 2 ).
Data analysis for local field potential:
For the spectral analysis of the LFPs, we used the CHRONUX toolbox developed by P. Mitra at Cold Spring Harbor Laboratories (27, 28) . Multi-tapering method is useful for spectral estimation on finite time segments because it can maximize spectral concentration in a given frequency band by using an appropriate set of orthogonal tapers. We used the discrete prolate spheroidal sequences or Slepian sequences, which are defined by the property that they are maximally localized in the frequency band. In the multitaper method, we first calculated spectra estimates for individual tapers as Fourier transforms of the data multiplied by them. We next averaged the tapered Fourier transforms. Using five Slepian tapers, we estimated LFP spectrum on a 300 ms window with 10 Hz resolution. The time windows were stepped at 50 ms intervals.
We examined LFP activity during cue 1 and cue 2 in the beta band, in the low frequency gamma band and in the high frequency gamma band. We first calculated mean values of log-scaled powers for each recording site, from pixels centered on 15 Hz to 25 Hz for the beta band, from 35 Hz to 50 Hz for low-frequency gamma band and from 70 Hz to 90 Hz for high-frequency gamma band. We then averaged the values along the time axis during the period centered on 0 ms to 300 ms after the cue onset.
These values were compared with the mean values during the control period centered on 150 ms and 100 ms before the cue 1 onset in the corresponding frequency band (table   S3) . If there was a significant change of activity from the control period to cue 1 or cue 2 (P < 0.05, two-tailed paired t-test), we then compared the activity between cue 1 and cue 2 (two-tailed paired t-test). Note that the differential gamma band activities of HPC across the two cue periods cannot be explained by the activity of single-units because the average responses for the time cells in HPC were not different (P = 0.11, two-tailed paired t-test) between cue 1 (mean ± s.e.m. = 7.0 ± 0.8 Hz) and cue 2 (8.5 ± 1.1 Hz).
We also note that HPC gamma-band activity showed a trough after cue 2 offset (Fig.   3A) , suggesting that the increased activity during cue 1 delay was not consistent with the reward expectancy.
2.

Supporting text
Population vector analysis:
The results of our regression analysis (see materials and methods) showed that β coefficients for the predictor " We plotted the two coefficients on a 2-dimensional scatterplots ( fig. S2 , right column). The states of cue 1 and cue 2 on the two-dimensional space were defined as the averages of βs(t) and βd(t) during 120-320 ms after the onset of cue 1 (βs1, βd1) and cue 2 (βs2, βd2). The HPC showed a trajectory of the population-state that was straight and gradually progressed from cue 1 to cue 2 on the two-dimensional space ( fig. S2B ). In contrast, the population states seen in ERC and PRC moved away from the cue 1 state quickly after cue 1 offset, and remained far from the cue 2 state during the cue 1 delay period (figs. S2, D and F).
Evaluating the temporal dynamics of the normalized distance measures:
The temporal dynamics of the normalized distances from cue 1 (ND cue1 ) and cue 2 (ND cue2 ), and their sum (ND cue1 + ND cue2 ) during the cue 1 delay period were evaluated by 0th, 1st
and 2nd polynomial curves (table S4) . Norms of the residuals to the polynomial fitting curves for ND cue1 and ND cue2 in HPC were greatly reduced from the 0th order to 1st order (1.3 → 0.28 for ND cue1 , 1.1 → 0.23 for ND cue2 , P < 0.0001 for both, f-test). The fits to the 1st order of polynomial curves were good (R 2 = 0.95 for ND cue1 , 0.96 for ND cue2 ) and the fits were not improved by the 2nd order polynomial curves (P = 0.39 for ND cue1 , 0.50 for ND cue2 ). These results indicated that ND cue1 and ND cue2 changed at constant rates in HPC. The norm of the residuals to the 0th order of polynomial fitting curves for the sum of ND cue1 and ND cue2 was small (0.28), and was not significantly improved by the higher order polynomial curves. This result indicated that the sum of the distances from the cue 1 states and the cue 2 states did not change during the cue 1 delay period. In contrast to HPC, ND cue1 and ND cue2 in PRC were not well fitted by the 1st order of polynomial curve (R 2 = 0.64 for ND cue1 , 0.30 for ND cue2 ). In ERC, the fit of ND cue1 was significantly (P = 0.0006) improved by the 1st order of polynomial curve (R 2 = 0.78) compared with the 0th order of polynomial curves (R 2 = 0.10), but not for ND cue2 (P = 0.45). (table S1 ). ranked from best (highest firing rate) to worst (lowest firing rate) and the responses during cue 1 and cue 2 were compared using a two-tailed t-test (P < 0.05). These time effects were most often observed for the best items (26%; fig. S6A ). We also found significant numbers of neurons that showed the time effects to the second-ranked items . In contrast to the incremental timing signal in HPC which spanned the entire cue 1 delay period (Fig. S7B) , PRC item cells showed the time effect only associated with the cue presentation ( fig. S7D ).
Principal component analysis:
Correlation analysis:
Time and item representation in MTL:
HPC provides an incremental timing signal during the cue 1 delay period between two item presentations and distinguishes the state of first item presentation from the second one regardless of item identity ( fig. S7B ). This suggests that HPC represents time between the two cue events in a continuous manner.
PRC doesn't provide such an incremental timing signal during the cue 1 delay period ( fig. S7D ). Instead, PRC provides a strong representation of item identity during the cue periods and this strong item-based response is modulated as a function of temporal order This observation is inconsistent with previous studies that showed CA1, but not CA3 plays a major role in temporal-order memory for non-spatial information (31) . This inconsistency may arise from the different time scale used across studies (32) . For example, a recent rodent lesion study showed that CA3 does play a role in temporal-order memory for odor information when the time interval between the items are small (3-10 s) (33) . Farovic, Dupont and Eichenbaum suggested that both CA3 and CA1 are engaged in temporal-order memory for items, but they may play different roles. Further studies will be needed to test the latter hypothesis.
In other MTL areas, the item cells tended to distribute in a cluster at anterior ~20
for PRC (21) and at anterior ~22 for ERC. The time cells tended to overlap these itemcell clusters but they distributed more widely compared with the item cells. 
