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Abstract
In this paper, the weak Galerkin finite element method for second order elliptic problems employing polygonal
or polyhedral meshes with arbitrary small edges or faces was analyzed. With the shape regular assumptions,
optimal convergence order for H1 and L2 error estimates were obtained. Also element based and edge based
error estimates were proved.
1 Introduction
The weak galerkin finite element method using triangulated meshes was proposed by J. Wang, etc, see [1]. Since
then, the method gained applications in multiple areas, see [2, 4, 6]. A weak Galerkin mixed finite element method
for second order elliptic problems has been successfully applied to polytopal meshes in [3]. The method was further
developed in [5], which was no longer a mixed method and provided an elegant and reliable way to solve second order
elliptic problems. However, in [3] and [5], the shape regularity requires the length of each edge or the area of each
face being proportional to the diameter of the polygon or polyhedron which is the element of the partition. To get
more flexibility of generating polytopal meshes, in this paper, we presented the new shape regularity assumptions
and additional analysis to extend the weak Galerkin finite element method to use polytopal meshes with arbitrary
small edges or faces.
We define the L2 norm as ‖ · ‖L2(Ω), the inner product as (·, ·)Ω, and the vector-valued space H(div; Ω) as
H(div; Ω) = {~v : ~v ∈ [L2(Ω)]
n,∇ · ~v ∈ L2(Ω)} .
The crucial part of weak Galerkin finite element method for second order problem is the definition of a weak gradient
operator and its approximation. Suppose we have a polygonal or polyhedral domainD ⊂ Rn, (n = 2, 3), with interior
D0 and boundary ∂D and a “weak function” on D as v = (v0, vb) with v0 ∈ L2(D0) on D0, vb ∈ L2(∂D), on ∂D.
And vb is not necessarily associated with the trace of v0 on ∂D. Then we denote the space W (D) as
W (D) := {v = (v0, vb) : v0 ∈ L2(D0), vb ∈ L2(∂D)} . (1.1)
For any v ∈ W (D), the weak gradient of v is defined as a linear functional ∇wv in the dual space of H(div;D)
whose action on ~q ∈ H(div;D) is
(∇wv, ~q )D := −
∫
D
v0∇ · ~q dx+
∫
∂D
vb~q · ~n dS, (1.2)
where ~n is the outward normal direction to ∂D. By trace theorem, we know that the definition of ∇wv is well posed
and ∇wv = ∇v if v ∈ H
1(D).
The discrete weak gradient operator is defined with a polynomial subspace of H(div;D). For any integer k ≥ 0,
Pk(D) is the polynomial space with degree no more than k. Denote the vector-valued space [Pk(D)]
n, then the
discrete weak gradient ∇w,k,Dv of v ∈ W (D) is defined as the solution of the following equation
(∇w,k,Dv, ~qk )D = −
∫
D
v0∇ · ~qk dx+
∫
∂D
vb~qk · ~n dS, ∀~qk ∈ [Pk(D)]
n, (1.3)
1
where ∇w,k,Dv ∈ [Pk(D)]
n, the definition is also well posed.
The paper is organized as follows: With the techniques from [5, 9, 10, 11], several useful Lemmas were proved in
Section 2 to 4. In Section 2, the new shape regularity assumptions were given and the L2 operators were defined. In
Section 3, we denoted the weak norm and the discrete weak Galerkin finite element space. Also, the error estimates
for the L2 operators were obtained. In Section 4, the weak Galerkin finite element method was applied to Poisson’s
equation. The H1 and L2 error estimates were proved being optimal. In Section 5, we draw some conclusions.
2 Shape Regularity
Figure 1: A star shaped sub-domain D
Let Th be a partition of the domain Ω consisting of polygons in two dimensional space or polyhedrons in three
dimensional space. Denote by Eh the set of all edges or flat faces in Th , and let E
0
h = Eh/∂Ω be the set of all interior
edges or flat faces. For every element D ∈ Th , we denote by |D| the area or volume of D and by hD its diameter.
Similarly, we denote by |e| the length or area of e and by he the diameter of edge or flat face e ∈ Eh . We also set
as usual the mesh size of Th by
h = max
D∈Th
hD.
All the elements of Th are assumed to be closed and simply connected polygons or polyhedrons; see Figure 1 for an
example in two dimensional space. We need some shape regularity assumptions for the partition Th described as
below.
Here the shape regularity assumptions are the same as in [11]. Let D be the polygon or polyhedron with diameter
hD. Assume that
D is star shaped with respect to a disc/ball BD ⊂ D with radius = ρDhD, 0 < ρD < 1. (2.1)
Then we denote B˜D the disc/ball concentric with BD whose radius is hD. It’s clear that
BD ⊂ D ⊂ B˜D. (2.2)
We will use the notation A > B to represent the inequality A ≤ (constant)B. The notation A ≈ B is equivalent
to A > B and A ? B. Figure 1 is an example of D satisfies the shape regularity assumptions. Based on the shape
regularity assumptions (2.1) and (2.2), there are several Lemmas. The hidden constants only depends on ρD if
there is no other statements.
Lemma 1. [7] Bramble-Hilbert Estimates. Conditions (2.1)-(2.2) imply that we have the following estimates:
inf
q∈Pl
|ξ − q|Hm(D) > h
l+1−m|ξ|Hl+1(D), ∀ξ ∈ H
l+1(D), l = 0, · · · , k, and 0 ≤ m ≤ l. (2.3)
Details can be found in [8], Lemma 4.3.8.
2
2.1 A Lipschitz Isomorphism between D and BD
With the star-shaped assumption (2.1), there exists a Lipschitz isomorphism Φ : BD → D such that both
|Φ|W 1,∞(BD) and |Φ|W 1,∞(D) are bounded by constant that only depends on ρD (see [12], Section 1.1.8). It then
follows that
|D| ≈ hnD and |∂D| ≈ h
n−1
D , n = 2, 3, (2.4)
where |D| is the area of D (n = 2) or the volume of D (n = 3), and |∂D| is the arclength of ∂D or the surface area
of D (n = 3). Moreover from Theorem 4.1 in [13], we have
‖ξ‖L2(∂D) ≈ ‖ξ ◦ Φ‖L2(∂BD), ∀ξ ∈ L2(∂D), (2.5)
‖ξ‖L2(D) ≈ ‖ξ ◦ Φ‖L2(BD), ∀ξ ∈ L2(D), (2.6)
|ξ|H1(D) ≈ |ξ ◦ Φ|H1(BD), ∀ξ ∈ H
1(D). (2.7)
Same as in [11], from (2.4), (2.5)-(2.7) and the standard (scaled) trace inequalities for H1(BD) we have
Lemma 2. (Trace Inequality (2.18) ) [11]. Let Th be a partition of the domain Ω into polygons (n = 2) or
polyhedrons (n = 3). Assume that D ∈ Th satisfies the assumptions (2.1) and (2.2) as specified above. Then we
have
h−1D ‖ξ‖
2
L2(∂D)
> h−2D ‖ξ‖
2
L2(D)
+ |ξ|2H1(D),
for any ξ ∈ H1(D).
2.2 L2 Projection Operators
For each element D ∈ Th, denote by Q
0
k,D the L2 projection from L2(D) onto Pk(D). Analogously, for each edge or
flat face e ∈ Eh, let Q
b
k,D be the L2 projection operator from L2(e) onto Pk(e). We define a projection operator Qh
as follows
Qhv|D := (Q
0
k,Dv0, Q
b
k,Dvb), ∀v ∈W (D). (2.8)
Denote by Qk−1,D the L2 projection from [L2(D)]
n onto the local discrete gradient space [Pk−1(D)]
n.
With these definitions, we also have the following Lemmas.
Lemma 3. For any ~q ∈ [Pk(D)]
n, we have
hD‖~q‖
2
L2(∂D)
+ h2D‖∇ · ~q‖
2
L2(D)
> ‖~q‖2L2(D),
the hidden constant only depends on ρD and k.
Proof. Suppose n = 2, and ~q = (q1, q2), then by Lemma 2.3 in [11], we have
hD‖qi‖
2
L2(∂D)
+ h2D|qi|
2
H1(D) > ‖qi‖
2
L2(D)
, i = 1, 2,
so that
hD‖~q‖
2
L2(∂D)
+ h2D‖∇ · ~q‖
2
L2(D)
> ‖~q‖2L2(D).
For n = 3, the proof is similar.
Lemma 4. Lemma 3.9 [11]. Assume that D satisfies all the assumptions as specified above. Then, we have
|Q0k,Dξ|H1(D) > |ξ|H1(D), ∀ξ ∈ H
1(D),
the hidden constant only depends on ρD and k.
Lemma 5. Lemma 5.1 in [5]. Let Qh be the projection operator defined as in (2.8). Then, on each element D ∈ Th,
we have
∇w,k−1,D(Qhξ) = Qk−1,D(∇ξ), ∀ξ ∈ H
1(D).
The following lemma provides some estimates for the projection operators Qh and Qk−1,D.
3
Lemma 6. Let D satisfy the shape regular assumptions as given above. Then for ξ ∈ Hk+1(D), we have
‖ξ −Q0k,Dξ‖
2
L2(D)
+ h2D|ξ −Q
0
k,Dξ|
2
H1(D) > h
2(k+1)‖ξ‖2Hk+1(D), (2.9)
‖∇ξ −Qk−1,D∇ξ‖
2
L2(D)
+ h2D|∇ξ −Qk−1,D∇ξ|
2
H1(D) > h
2k‖ξ‖2Hk+1(D), (2.10)
the hidden constant only depends on ρD and k.
Proof. For the L2 projection Q
0
k,D in (2.9), with Lemma 1, we have
‖ξ −Q0k,Dξ‖
2
L2(D)
> h2(k+1)‖ξ‖2Hk+1(D),
Let p be any polynomial with degree k, with Lemma 1 and Lemma 4, we have
|ξ −Q0k,Dξ|H1(D) ≤ |ξ − p|H1(D) + |p−Q
0
k,Dξ|H1(D)
≤ |ξ − p|H1(D) + |Q
0
k,D(p− ξ)|H1(D)
> |ξ − p|H1(D)
> hk‖ξ‖Hk+1(D).
For the L2 projection Qk−1,D in (2.10), with Lemma 1, suppose ∇ξ = (ξx, ξy) for n = 2, we have
‖∇ξ −Qk−1,D∇ξ‖L2(D) > ‖ξx −Q
0
k−1,Dξx‖L2(D) + ‖ξy −Q
0
k−1,Dξy‖L2(D)
> hk‖ξ‖Hk+1(D).
Then we consider the second term in (2.10) with Lemma 1 and Lemma 4,
|∇ξ −Qk−1,D∇ξ|
2
H1(D) = |ξx −Q
0
k−1,Dξx|
2
H1(D) + |ξy −Q
0
k−1,Dξy|
2
H1(D)
> h2(k−1)‖ξ‖2Hk+1(D).
The case n = 3 is similar. So that (2.9) and (2.10) are proved.
3 The Weak Galerkin Finite Element Scheme
Suppose Ω is a bounded convex polygonal or polyhedral domain in Rn, (n = 2, 3), Th is a shape regular partition of
Ω. On each D ∈ Th, we have W (D) defined in (1.1). Then let W be the weak functional space on Th as
W :=
∏
D∈Th
W (D).
Same as Section 4.2 in [5], we denote V as a subspace of W . For each interior edge or face e ∈ E0h, there are D1 and
D2, so that e ⊂ ∂D1 ∩ ∂D2. Denote v ∈ V , so that for vi ∈W (Di), i = 1, 2, we have
v1|e = v2|e.
Then the weak norm of v ∈ V is defined as
|v|2k−1,w =
∑
D∈Th
∫
D
∇w,k−1,Dv · ∇w,k−1,Dv dx+ h
−1
D 〈v0 − vb, v0 − vb〉∂D, (3.1)
where k ≥ 1 is integer. Let Pk(D0) be the set of polynomials on D0 with degree no more than k, and Pk(e) be the
set of polynomials on each edge or face e ∈ Eh. Then the weak finite element space is given by
Vh := {v : v|D0 ∈ Pk(D0) ∀D ∈ Th and v|e ∈ Pk(e) ∀e ∈ Eh}. (3.2)
Denote the space V 0h as a subspace of Vh which has vanishing boundary value on ∂Ω by
V 0h := {v : v ∈ Vh and v|∂Ω = 0}. (3.3)
4
Lemma 7. Assume that Th is shape regular. Then for any w ∈ H
k+1(Ω) and v = (v0, vb) ∈ Vh, we have∣∣∣∣∣
∑
D∈Th
h−1D 〈Q
0
k,Dw −Q
b
k,Dw, v0 − vb〉∂D
∣∣∣∣∣ > hk‖w‖Hk+1(Ω)|v|k−1,w, (3.4)
∣∣∣∣∣
∑
D∈Th
〈(∇w −Qk−1,D∇w) · ~n, v0 − vb〉∂D
∣∣∣∣∣ > hk‖w‖Hk+1(Ω)|v|k−1,w, (3.5)
where k ≥ 1 and the hidden constant only depends on ρD and k.
Proof. The proof is similar as Lemma 5.3 in [5]. For completeness, we give the proof here.
To get (3.4), we have∣∣∣∣∣
∑
D∈Th
h−1D 〈Q
0
k,Dw −Q
b
k,Dw, v0 − vb〉∂D
∣∣∣∣∣ =
∣∣∣∣∣
∑
D∈Th
h−1D 〈Q
0
k,Dw − w, v0 − vb〉∂D
∣∣∣∣∣
>
( ∑
D∈Th
h−1D ‖Q
0
k,Dw − w‖
2
L2(∂D)
)1/2( ∑
D∈Th
h−1D ‖v0 − vb‖
2
L2(∂D)
)1/2
,
with Lemma 2 and Lemma 6, (3.4) is obtained.
To get (3.5), we have
∣∣∣∣∣
∑
D∈Th
〈(∇w −Qk−1,D∇w) · ~n, v0 − vb〉∂D
∣∣∣∣∣ >
( ∑
D∈Th
hD‖∇w −Qk−1,D∇w‖
2
L2(∂D)
)1/2( ∑
D∈Th
h−1D ‖v0 − vb‖
2
L2(∂D)
)1/2
,
with Lemma 2 and Lemma 6, (3.5) is obtained.
4 The Weak Galerkin Finite Element Method for Poisson’s Equation
Let Ω be a bounded convex polygonal or polyhedral domain in Rn, (n = 2, 3), f ∈ L2(Ω), the Poisson’s equation is{
−∆u = f,
u|∂Ω = 0.
(4.1)
And ∀v ∈ Vh, the weak gradient of v is defined on each element D by (1.3), respectively. And for any u, v ∈ Vh,
the bilinear form is defined as
ah(u, v) =
∑
D∈Th
∫
D
∇w,k−1,Du · ∇w,k−1,Dv dx. (4.2)
The stabilization term is:
sh(u, v) =
∑
D∈Th
h−1D 〈u0 − ub, v0 − vb〉∂D. (4.3)
A numerical solution for (4.1) can be obtained by seeking uh = (u0, ub) ∈ V
0
h such that
as(uh, vh) = ah(uh, vh) + sh(uh, vh) = (f, v0)Ω, ∀v = (v0, vb) ∈ V
0
h . (4.4)
Same as Lemma 7.1 in [5], we have the discrete Poincare´ inequality:
Lemma 8. Suppose the partition Th is shape regular. Then we have
‖v0‖L2(Ω) > |v|k−1,w , ∀v = (v0, vb) ∈ V
0
h ,
the hidden constant only depends on ρD and k.
Also, we have the existence and uniqueness of the solution of (4.4) with the same proof as Lemma 7.2 in [5].
To get the error analysis, we need another Lemma.
5
Lemma 9. Assume that D satisfies all the assumptions as specified above. Then, we have
‖∇v0‖
2
L2(D)
> ‖∇w,k−1,Dv‖
2
L2(D)
+ h−1D ‖vb − v0‖
2
L2(∂D)
, ∀v ∈ Vh|D, (4.5)
the hidden constant only depends on ρD and k.
Proof. Suppose on D we have v = (v0, vb), ~q ∈ H(div;D) , then by the definition of ∇w,k−1,D, we have
(∇w,k−1,Dv, ~q)D = −(v0,∇ · ~q)D + 〈vb, ~q · ~n〉∂D
= (∇v0, ~q)D + 〈vb − v0, ~q · ~n〉∂D
so that
(∇w,k−1,Dv −∇v0, ~q)D = 〈vb − v0, ~q · ~n〉∂D
let ~q = ∇w,k−1,Dv −∇v0, then
(∇w,k−1,Dv −∇v0,∇w,k−1,Dv −∇v0)D = 〈vb − v0, (∇w,k−1,Dv −∇v0) · ~n〉∂D,
By the discrete inequalities of polynomials, Lemma 3, we have
‖∇w,k−1,Dv −∇v0‖L2(D) > h
−1/2
D ‖vb − v0‖L2(∂D),
so that
‖∇v0‖
2
L2(D)
> ‖∇w,k−1,Dv‖
2
L2(D)
+ h−1D ‖vb − v0‖
2
L2(∂D)
.
4.1 Error Analysis
Let u be the solution of (4.1) and v ∈ V 0h . It follows from the definition of weak gradient (1.3), and the integration
by parts that
(∇w,k−1,DQhu,∇w,k−1,Dv)D = (∇u,∇v0)D − 〈v0 − vb, (Qk−1,D∇u) · ~n〉∂D. (4.6)
Then, multiply (4.1) by v0 of v = (v0, vb) ∈ V
0
h we have∑
D∈Th
(∇u,∇v0)D = (f, v0) +
∑
D∈Th
〈v0 − vb,∇u · ~n〉∂D. (4.7)
Combine (4.6) and (4.7), we have∑
D∈Th
(∇w,k−1,DQhu,∇w,k−1,Dv)D = (f, v0)Ω +
∑
D∈Th
〈v0 − vb, (∇u −Qk−1,D∇u) · ~n〉∂D. (4.8)
Adding sh(Qhu, v) to both sides of (4.8) gives
as(Qhu, v) = (f, v0)Ω +
∑
D∈Th
〈v0 − vb, (∇u −Qk−1,D∇u) · ~n〉∂D + sh(Qhu, v). (4.9)
Subtracting (4.4) from (4.9), we have the error equation
as(eh, v) =
∑
D∈Th
〈v0 − vb, (∇u−Qk−1,D∇u) · ~n〉∂D + sh(Qhu, v). (4.10)
where
eh|D = (e0, eb)|D := (Q
0
k,Du− u0, Q
b
k,Du− ub)|D = (uh −Qhu)|D
which is the error between the weak Galerkin finite element solution and the L2 projection of the exact solution.
Then we define a norm ‖ · ‖h as
‖~v‖2h :=
∑
D∈Th
‖~v‖L2(D), ∀~v ∈ [L2(Ω)]
n,
and
(∇w,k−1uh)|D = ∇w,k−1,D(uh|D); (Qk−1(∇u))|D = Qk−1,D(∇u|D).
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Theorem 1. Let uh ∈ Vh be the weak Galerkin finite element solution of the problem (4.1). Assume that the exact
solution is so regular that u ∈ Hk+1(Ω). Then we have
‖∇u−∇w,k−1uh‖h > h
k‖u‖Hk+1(Ω), (4.11)
‖∇u−∇u0‖h > h
k‖u‖Hk+1(Ω), (4.12)
the hidden constant only depends on ρD and k.
Proof. Let v = eh in (4.10), with (7) we have
|eh|
2
k−1,w =
∑
D∈Th
〈e0 − eb, (∇u −Qk−1,D∇u) · ~n〉∂D + sh(Qhu, eh). (4.13)
It then follows from Lemma 7 that
|eh|
2
k−1,w > h
k‖u‖Hk+1(Ω)|eh|k−1,w. (4.14)
Based on (4.14), firstly, we prove (4.11),
‖∇u−∇w,k−1uh‖h ≤ ‖∇u−Qk−1(∇u)‖h + ‖Qk−1(∇u)−∇w,k−1uh‖h,
with Lemma 5 and Lemma 6, we have
‖Qk−1(∇u)−∇w,k−1uh‖h = ‖∇w,k−1(Qhu− uh)‖h ≤ |eh|k−1,w
so that we have (4.11).
Secondly, with Lemma 9, we have∑
D∈Th
‖∇(Q0k,Du− uh|D0)‖
2
L2(D)
=
∑
D∈Th
‖∇e0‖
2
L2(D)
>
∑
D∈Th
‖∇w,k−1eh‖
2
L2(D)
+ h−1D ‖eb − e0‖
2
L2(∂D)
> |uh −Qhu|
2
k−1,w
which means ∑
D∈Th
‖∇(Q0k,Du− uh|D0)‖
2
L2(D)
> h2k‖u‖2Hk+1(Ω).
Also by ∑
D∈Th
‖∇(Q0k,Du− u)‖
2
L2(D)
> h2k‖u‖2Hk+1(Ω),
with Lemma 6, we have (4.12)
‖∇u−∇u0‖h > h
k‖u‖Hk+1(Ω).
With Lemma 8, we have (4.15) with the similar proof as Theorem 8.2 in [5]. Also, we complete the proof of
estimation for edge based error:
‖u− uh‖
2
Eh
:=
∑
e∈Eh
he
∫
e
|u− ub|
2ds,
where u is the exact solution and uh is the numerical solution of (4.1).
Theorem 2. Let uh ∈ Vh be the weak Galerkin finite element solution of the problem (4.1). Assume that the exact
solution u ∈ Hk+1(Ω). Then we have
‖u− u0‖L2(Ω) > h
k+1‖u‖Hk+1(Ω), (4.15)
‖u− uh‖Eh > h
k+1‖u‖Hk+1(Ω), (4.16)
the hidden constant only depends on ρD and k.
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Proof. Firstly, to prove (4.15), we begin with a dual problem seeking φ ∈ H10 (Ω) such that −∆φ = e0. With the
assumption of Ω, we have ‖φ‖H2(Ω) > ‖e0‖L2(Ω).
Then we have
‖e0‖
2
L2(Ω)
=
∑
D∈Th
(∇φ,∇e0)D −
∑
D∈Th
〈∇φ · ~n, e0 − eb〉∂D. (4.17)
Let u = φ and v = eh in (4.6), we have
(∇w,k−1,DQhφ,∇w,k−1,Deh)D = (∇φ,∇e0)D − 〈e0 − eb, (Qk−1,D∇φ) · ~n〉∂D. (4.18)
Combine (4.17) and (4.18), we have
‖e0‖
2
L2(Ω)
= (∇w,k−1Qhφ,∇w,k−1eh)Ω +
∑
D∈Th
〈(Qk−1,D∇φ−∇φ) · ~n, e0 − eb〉∂D. (4.19)
Then let v = Qhφ in (4.10), such that
(∇w,k−1Qhφ,∇w,k−1eh)Ω =
∑
D∈Th
〈Q0k,Dφ−Q
b
k,Dφ, (∇u−Qk−1,D∇u) · ~n〉∂D + sh(Qhu,Qhφ)− sh(eh, Qhφ). (4.20)
Plugging (4.20) in (4.19), we get the following equation
‖e0‖
2
L2(Ω)
=
∑
D∈Th
〈Q0k,Dφ−Q
b
k,Dφ, (∇u −Qk−1,D∇u) · ~n〉∂D
+
∑
D∈Th
〈(Qk−1,D∇φ−∇φ) · ~n, e0 − eb〉∂D + sh(Qhu,Qhφ)− sh(eh, Qhφ). (4.21)
By Lemma 6, Lemma 7, Lemma 8 and (4.14), we can estimate the right hand side terms of (4.21) same as in [5].
Then we have
‖Q0ku− u0‖L2(Ω) > h
k+1‖u‖Hk+1(Ω),
with
‖Q0ku− u‖L2(Ω) > h
k+1‖u‖Hk+1(Ω),
the error estimate (4.15) is obtained.
Then, to prove (4.16), we begin with the edge based error
‖u− uh‖
2
Eh
:=
∑
e∈Eh
he
∫
e
|u − ub|
2ds
>
∑
D∈Th
hD
∫
∂D
|u− ub|
2ds
>
∑
D∈Th
hD (〈u− u0, u− u0〉∂D + 2〈u− u0, u0 − ub〉∂D + 〈u0 − ub, u0 − ub〉∂D)
>
∑
D∈Th
hD
(
‖u− u0‖
2
L2(∂D)
+ ‖u0 − ub‖
2
L2(∂D)
)
.
By Lemma 2, (4.12), (4.15), we have
hD‖u− u0‖
2
L2(∂D)
> ‖u− u0‖
2
L2(D)
+ h2D|u− u0|
2
H1(D),
so that ∑
D∈Th
hD‖u− u0‖
2
L2(∂D)
> h2(k+1)‖u‖2Hk+1(Ω).
Then, by Lemma 2, (2.9), (3.1), (4.14), we have
hD‖u0 − ub‖
2
L2(∂D)
> hD‖u0 −Q
0
k,Du− (ub −Q
b
k,Du)‖
2
L2(∂D)
+ hD‖Q
0
k,Du−Q
b
k,Du‖
2
L2(∂D)
> hD‖e0 − eb‖
2
L2(∂D)
+ hD‖Q
0
k,Du− u‖
2
L2(∂D)
,
so that ∑
D∈Th
hD‖u0 − ub‖
2
L2(∂D)
> h2(k+1)‖u‖2Hk+1(Ω).
And (4.16) is proved.
8
5 Conclusions
The shape regularity assumptions here are different with the assumptions in [3] and [5]. To get the similar results,
it requires new Lemmas from Lemma 1 to Lemma 7, which are valid under the new shape regularity assumptions.
Also we provide element based error estimation in (4.12) of Theorem 1 and edge based error estimation in (4.16)
of Theorem 2 which make it easier to compare the numerical solutions with the exact ones.
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