The nervous system's remarkable capacity for information processing depends in large part on its 10 14 to 10 15 synapses, the specialized sites of connection between neurons. Fast-acting synapses in the central nervous system (CNS) fall into two main categories: excitatory and inhibitory. Activation of an excitatory synapse drives the potential difference across the membrane of the postsynaptic cell transiently to a more positive potential, and increases the likelihood that the cell will fire an action potential. And much as its name would suggest, activation of an inhibitory synapse transiently reduces the likelihood that the postsynaptic cell will fire. Although it is widely accepted that many of the computations carried out by neural circuits depend on interplay between excitatory (E) and inhibitory (I) synapses located on the dendrites and cell bodies of nerve cells, the precise form of the interactions between excitation and inhibition-that is, the arithmetic that governs how excitatory and inhibitory inputs are combined-remains poorly understood. In an elegant study published in the April 2004 issue of Nature Neuroscience, Liu (1) used cultured neurons from the mammalian hippocampus to study the spatial distribution and the relative numbers and strengths of E and I synapses on hippocampal pyramidal neurons, as well as the regulatory mechanisms that keep excitatory and inhibitory synapses in numerical, spatial, and functional balance. Of particular interest, though, Liu's experiments provide important new data regarding the way E and I inputs combine in space and time to determine a cell's overall response. Some of Liu's findings are consistent with classical notions, whereas others are not.
to several dozen, depending on the criteria used for splitting (2-11)-but regardless of type, inhibitory neurons are almost without exception "local circuit" neurons, whose effects are felt only within the local brain area in which they reside. There are other asymmetries: In the hippocampus and neocortex, excitatory neurons and synapses greatly outnumber inhibitory neurons and synapses; moreover, excitatory synapses are disproportionately targeted to dendrites, whereas inhibitory synapses dominate near the cell body (12) . In addition, excitatory inputs are preferentially formed on dendritic spines, whereas inhibitory synapses are most often formed directly on dendritic shafts, the cell body, or the axon initial segment; the rules and mechanisms that govern the formation, modification, and stabilization of excitatory and inhibitory synapses are very different.
What is the purpose of inhibition? Many functional roles have been ascribed to synaptic inhibition, including map forma- (17, 18) , adaptation to sensory input (19, 20) , logical "veto" operations (21), directional selectivity in vision (22, 23) , feature detection in vision (24, 25) , figure-ground segregation (26) , bistability effects such as binocular rivalry (27) , segmentation of visual scenes into separate objects (28), focal visual attention (29) , saccadic suppression (30), switching on and off of behavioral responses (31) , predictive cancellation of responses to repetitive stimuli (32, 33) , generation of neural oscillations (34), large-scale synchronization of neuronal populations (35) , generation of rhythmic movements (36) , and prevention of runaway excitation leading to epilepsy (37, 38) . Given the multiplicity of roles played by inhibition in the CNS, it is crucial to understand how inhibitory and excitatory responses are integrated within pyramidal neuron dendrites, which are the main excitatory neurons in the cortical network. Before exploring questions of synaptic integration, however, Liu measured the locations, numbers, efficacies, and firing patterns of E and I synapses across the surface of the cultured pyramidal cells. Cultured neurons frequently differ from neurons in acute brain slices in a number of ways, and these neurons were no exception: Synapse densities were an order of magnitude lower in the culture, and the overall ratio of excitatory to inhibitory synapses was also very low-about 4:1 versus 18:1 for hippocampal cells, according to a recent EM study (12) . On the other hand, the 4:1 ratio of E to I synapses in the dendrites of Liu's cultured neurons is a good model for the thick proximal dendrites of mature cells, which also have an E/I ratio of about 4:1 (12) .
That the E/I ratio is an important parameter of pyramidal cell "design" is supported by three kinds of data contained in Liu's paper. First, the E/I ratio is developmentally regulated: It starts out around 2:1 at 14 days in vitro and climbs to 4:1 after 19 days. Second, the E/I ratio, especially later in development, has too little variance from branch to branch to result from pure chance-it would be like multiple instances of flipping a coin 20 times and always getting 10 heads. This suggests that the formation or survival or both of E and I synapses is closely regulated by feedback mechanisms designed to keep E and I in proper balance. Third, Liu used pharmacological blockade of several types of synaptic and voltage-dependent channels to show that global levels of excitation and inhibition in the culture are also regulated, although adaptation effects of this general kind have been previously reported (39) , and could have been explained in Liu's experiments by changes in the spontaneous firing rates of the inhibitory neurons in the culture, rather than changes in the number or properties of synapses.
Beyond the issues of anatomical and physiological balance between excitation and inhibition, Liu's most interesting finding has to do with synaptic integration within the dendritic arbor-that is, the way in which excitatory and inhibitory inputs are combined within the dendrites of pyramidal neurons to influence the cell's overall response. Despite its enormous importance for brain function, the question of spatiotemporal integration of excitatory and inhibitory inputs has scarcely been addressed experimentally [mostly for technical reasons, although see (40)], and never before with precise control of the sites of excitatory and inhibitory stimulation. Using iontophoresis of glutamate and γ-aminobutyric acid (GABA) from separate pipettes, Liu was able to activate excitatory and inhibitory synaptic receptors under visual guidance with micrometer and millisecond precision. His two main results were as follows: For colocalized E and I inputs to a dendritic branch, the suppressive effects of the inhibition were strong when the two inputs were applied simultaneously, and fell off gradually as the E and I inputs were increasingly separated in time. Of course, the finding that two inputs must overlap in time if they are to interact with each other is not terribly surprising, and is consistent with an earlier study of the time course of nonlinear excitatory synaptic summation in CA1 pyramidal cell thin dendrites (41) . The more important result was Liu's finding that the suppressive effects of the inhibitory input were felt only when the E and I inputs were applied to the same dendritic branch and were separated by no more than about 20 µm (Fig. 1) . When the E and I inputs were applied at greater separations within a branch, or on separate branches, the interaction faded, and the response at the cell body was hardly smaller than if no inhibition were present at all. This spatially restricted shunting by synaptic inhibition was in keeping with the more-than-20-year-old predictions of Koch et al. (21) , who showed mathematically and in computer simulations that "silent" or "shunting" inhibitory synapses mediated by a Cl -conductance could veto excitatory inputs with which they were approximately colocalized. When activated separately, these "silent" inhibitory synapses do not change the membrane potential, because the reversal potential of Cl -is close to the resting membrane potential. However, when simultaneously activated with nearby excitatory synapses, a shunting synapse cuts down the size of the excitatory response because of the local increase in membrane conductance. In a minor deviation from the theory, however, the suppressive effect of the inhibition in Liu's study was slightly larger when the inhibition was more distally located than the excitation, whereas for a purely passive cell, shunting inhibition is most divisive when it lies on the path to the cell body (21) . In a possible resolution to this inconsistency, another modeling study showed that when synaptic responses are due in part to voltage-dependent currents-including currents through the N-methyl-D-aspartate receptor and voltage-dependent Na + currents, which are known to occur in pyramidal neuron dendrites-the rules of synaptic integration are different than in the passive case, and distal inhibition can in fact be more suppressive than proximal or perisomatic inhibition (42) .
Of overriding importance, however, is Liu's observation that meaningful nonlinear interactions between E and I synaptic inputs are confined to a spatially restricted subdomain of the pyramidal cell dendritic tree. This is an exciting finding that should bring a sense of satisfaction to those who very early on (21, (43) (44) (45) pointed to the potential importance of spatially restricted E-I interactions for computations that might take place within neuronal dendrites. It is worth noting that the striking difference between within-branch and between-branch summation for E-I inputs seen in Liu's study has been replicated in a recently published study of excitatory synaptic integration in pyramidal neuron thin dendrites (46) . Taken together with a slew of earlier studies reporting spatially restricted spike-like responses in dendrites (47) (48) (49) (50) , these recent studies of synaptic integration lend further support to the idea that pyramidal neurons are multilayered information-processing devices (51) (52) (53) (54) (55) . Much further work will be needed, however, to establish whether or to what extent such sophisticated integrative processes contribute to the functioning of neurons in the living brain.
