Abstract: Rotatability is a very important property of the central composite designs (CCD) in predicting responses with stable prediction variance throughout the design region. A central composite design is made rotatable by the choice of α, the axial distance from the centre of the design region. In this work, we evaluate the prediction variance properties of the CCD with rotatable α by replicating the cube and star portions of the CCD. Three design optimality criteria, the D-efficiency, G-efficiency and V-criterion are utilized in evaluating the performances of the designs. The fraction of design space (FDS) plots for the scaled and unscaled prediction variances are employed in studying the performance characteristics of the prediction variance of the designs throughout the design region. The results show that, for k = 3 to 10 factors and with three centre points, the cube-replicated CCDs are Defficient. Replicating the cube or star portions of the CCD improves the prediction capability of the designs. However, none of the design options, cube-replicated and star-replicated, is consistently superior to the others with respect to G-efficiency, V-criterion and FDS plots for any of the k factors considered. Analytical formulae for obtaining the G-efficiency and V-criterion when portions of the CCD are replicated are also given.
INTRODUCTION
The central composite design (CCD) of [1] is the most common and practically useful class of second-order response surface designs. The CCD is made up of three distinct portions: (i) the [2] , [3] , [4] , [5] and [6] . Among the numerous criteria listed in [7] , [8] and [9] for choosing response surface designs, rotatability is the most desirable. A design that the variance,     x y Vˆ, of the predicted response,   x ŷ , is constant at any given point, x , in the design space such that equal information is obtained in all directions at equal radius from the centre of the design space is said to be rotatable. This means that for a rotatable design,
is the same at all points, x , that are the same distance from the centre of the design region. See [10] , [11] , [12] and [5] for further discussions on rotatability and measures of rotatability. Rotatability is a reasonable basis for the selection of a response surface design in response surface optimization and it is wise to choose a design that provides equal precision of estimation in all directions. The CCD is made rotatable by choice of optimality criteria and graphical procedure (that will be discussed in later sections) enhanced this evaluation. Full factorial portion of the CCD is used for k = 3, 4 and 5 factors. With the number of factors moderately increasing, one-half fraction of the factorial portion is considered for k = 6 and 7 factors while one-quarter fraction is considered for k = 8, 9 and 10 factors. Each design option is augmented with 3 0  n centre points.
THE PREDICTION VARIANCE
In fitting the second-order design, the second-order model for describing the relationship between the response, y, and the variables,
where 0  is a constant, β is the vector of the k parameters of the linear components, B is a k k  matrix whose diagonal elements are coefficients of the pure quadratic terms and the off-diagonal elements are the coefficients of the mixed (interaction) terms and, e is the random error that is normally distributed with mean, zero and variance, 2  . For a point, x , in the design space, the prediction variance is
where
is a point in the design space expanded to model form and X is the p N  expanded design matrix derived from the k N  design matrix. Each row in X denotes an experimental observation such that the total number of rows in X represent the total number of design runs, N, while the total number of columns represent the total number of parameters.
The prediction variance is scaled by multiplying by N and dividing by the process variance, 2  , so that the
The scaling is used to facilitate comparison among various competing designs and penalizes larger designs. It is believed that scaling will help the experimenter ascertain if there is substantial decrease in prediction variance by additional run considering the cost, represented by N, of additional design run. However, some practitioners prefer the unscaled (standardized) prediction variance (UPV),
in design evaluation and comparison. The quality of the design is not considered to be a function of the cost in using UPV as opposed to using SPV. In their works, [13] [14] and [6] discussed in details, the reasons why the UPV should be the ideal choice for design comparison in practical situations. Furthermore, [14] argued that larger designs often lead to smaller prediction variances and provide the experimenter with more useful information than scaling the prediction variance. In this study, we explore the advantages of UPV and SPV throughout the entire design space using FDS plots. The results presented here will help the practitioner to decide which option to adopt, to scale or not to scale.
NUMERICAL AND GRAPHICAL METHODS OF EVALUATION
In this section, we discuss briefly, the concepts of the three optimality criteria and the graphical technique that were used for the comparisons.
A. Optimality Criteria
The D-efficiency, G-efficiency and V-criterion are the three optimality criteria used in evaluating the various design options in this study. The D-efficiency is given by
where X X is the determinant of the information matrix, X X , of the design. The G-efficiency is given by
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The V-criterion minimizes the normalized average integrated prediction variance and is defined as
where k 2   and R is the region of interest. See [15] and [8] for detailed discussions on the relevance of these optimality criteria in design evaluation and comparison. We shall develop exact G-efficiency and V-criterion for the replicated portions of the CCD.
B. Fraction of Design Space Plots
Single-value criteria, like those defined above, do not completely reflect the characteristics of the prediction variance of the design. Therefore, graphical display of the prediction variance of the design across the design space is more informative. One of such graphical methods is the fraction of design space (FDS) plot. The works of [16] introduced the FDS plot. The FDS plots have been used extensively in robust design studies and evaluations: see, for example, [17] , [18] , [19] , [20] and [21] . According to [19] , the graphs allow for comparison of scaled and unscaled prediction variances of competing designs for any fraction of the design space, showing which design is dominant with smaller prediction variance for all fractions of the design space. Small values of SPV or UPV are seen as lines close to the horizontal axis on the FDS plot. The flatter the graph, the stronger the stability and prediction capability of the design. The FDS graphs will be plotted for the scaled and unscaled prediction variances in this study. [3] , [4] and [22] strongly recommend the choice of exact optimality criteria for design evaluation since the exact value is more reliable than the average prediction variance provided by many statistical software packages. [22] argues that statistical software packages merely provide approximate results rather than the exact values, leading to poor design evaluation. In this study, we propose computational formulae for obtaining exact G-and V-optimality criteria when the cube or star or both cube and star portions of the CCD are replicated. [4] have already proposed exact G-and Voptimality criteria that are based on replication of the centre points alone for reduced models in the hypercube. However, the formulae proposed in this study accommodate the appropriate replication of the centre point for the CCD. We now give the exact V-and G-optimality for the three cases under consideration. MATLAB software 2008a was used extensively in doing the necessary matrix algebra that gave rise to the desired results after very tedious algebra.
C. Exact G-and V-optimality Criteria

Case One: Only the star is replicated
When only the star portion of the CCD is replicated s n times, the V-criterion is
where 
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Case Three: The Cube and Star are replicated If the cube is replicated c n times and the star, simultaneously replicated s n times, then the V-criterion is given by 
where These mathematical expressions can be programmed into any statistical software to obtain the exact G-and Voptimality criteria .
DESIGN EVALUATIONS AND COMPARISON
In this section, we compare the results obtained by evaluating the replicated options of the CCD using the three alphabetic optimality criteria and fraction of design space plots. The comparisons of designs proceed as follows: in section 5.1, we define the pattern of replication adopted for the evaluation, in section 5.2, comparisons of the various replicated options of the CCD are made using the optimality criteria while in section 5.3, graphical evaluations and comparisons are made.
A. Replication of the CCD
The first replicated option of the CCD is where the cube is replicated twice and the star not replicated. This design option is denoted by 
B. Comparison Using Optimality Criteria
The results of the alphabetic optimality criteria for the seven options of the CCD are summarized in Table 1 . The results show that, for all the k variables under consideration, higher replication of the cube increases the D-efficiency of the CCD. Replicating the cube increases  , making it possible for the designs to be evaluated at points closer to the Table 1 has also shown that replicating either the cube or star portions improves the G-efficiency of the CCD. However, the G-efficiency values of the star-replicated CCD are better than those of the cube-replicated options for k = 3 to 8 factors. These results are reflected in the FDS plots for the scaled prediction variances in Figures 1 to 6 where the higher star-replicated options, The results in Table 1 further reveal that no design option is consistently superior in terms of the V-criterion. The design with the smallest average prediction variance is considered the best among the competing designs. For k = 3, the design option, http://journals.uob.edu.bh Table 1 has shown that replicating the cube portion of the CCD improves the V-criterion for all the factors under consideration. This indicates that the V-criterion for the replicated-cube options get better as the axial distance gets closer to the extremes of the design space. However, the V-criterion for the replicated-star options gets better as the number of factors increases. This explains why, for the star-replicated options, 
C. Comparison Using Graphs
The FDS plots are displayed in Figures 1-8 for both the scaled and unscaled prediction variances and for all the k number of factors under consideration. Generally, the graphs show that the prediction variances of the designs get better with replication as the higher replicated options displayed the smallest prediction variance (scaled or unscaled). The replicated-star option, The choice of plotting the SPV or UPV is very important since comparisons are being made among designs of various sizes. If the experimenter is interested in obtaining efficient designs while considering the cost of adding extra run to increase precision of prediction by reducing the prediction variance, plotting the SPV is preferable. In this case, 
CONCLUSIONS
Replicating the cube and star portions of the CCD has offered the opportunity to assess the characteristics of the None of the seven design options considered in this study has shown any consistent superiority over the others when assessed using the G-efficiency, V-criterion and FDS plots. For some factors, replicating the star is more advantageous while for other factors, replicating the cube is more advantageous. The choice of plotting the scaled or unscaled prediction variance for proper design evaluation is left for the practitioner based on the priorities as regards cost and desire for minimum variance for prediction. C1S2  C3S1  C1S3  C4S1  C1S4  C1S1 
