A numerical method is presented to solve a two-dimensional hyperbolic diffusion problem where is assumed that both convection and diffusion are responsible for flow motion. Since direct solutions based on implicit schemes for multidimensional problems are computationally inefficient, we apply an alternating direction method which is second order accurate in time and space. The stability of the alternating direction method is analyzed using the energy method. Numerical results are presented to illustrate the performance in different cases.
Introduction
Hyperbolic diffusion models have been widely discussed in literature since they overcome the unphysical property of infinite speed of propagation that is specific to parabolic models [10, 14, 15, 24] . There are experimental evidences which prove that diffusive processes take place with finite velocity inside matter [4, 12, 13] . In some applications, this issue can be ignored but in many others it is necessary to take into account the wave nature of diffusive processes [22] .
We consider a two dimensional hyperbolic transport equation that assumes that both convection and diffusion are responsible for flow motion, which can be seen as a more general telegrapher's equation [31] . Similar equations have been appearing in several works for different applications, such as, diffusive processes in the presence of a potential field [2, 3, 6] , physical models with transport memory and nonlinear damping [21] , hyperbolic models for convection-diffusion problems in computational fluid dynamics [11] and various heat transfer models [1, 16, 18, 19, 26, 27] . Despite its great relevance in practical applications, the incorporation of a convection term has not been exhaustively studied.
In this work we derive a two-level alternating direction implicit (ADI) scheme to solve the two-dimensional problem. There are a great variety of applications of ADI methods based on the finite difference methods. When implicit methods are applied in one dimension, usually extensions to two dimensions require approaches such as the ADI, since they reduce the solution of a multidimensional problem to a set of independent one-dimensional problems and thus we obtain a more efficient method than the implicit schemes. For these reasons special attention has been given to these type of methods, when trying to solve multidimensional problems.
Recently, some attention has been paid to the development and analysis of stable methods for numerical solutions for hyperbolic diffusive equations in two dimensions, including different ADI methods, such as, for the wave equation, two level ADI finite volume methods [30] , two-level ADI Galerkin methods [33] and for the Sine-Gordon equation a three-level ADI method can be found in [5] . For the damped wave equation or telegraph equation we can find a vast literature, namely, three-level ADI methods combined with a Richardson extrapolation [7, 8] , three-level ADI finite difference methods [9, 20, 23] and two-level ADI finite difference methods [25, 32] .
However, we are not aware of any work that considers an ADI method for a diffusive dominated second order hyperbolic equation with convection, and as presented in this work, the inclusion of the convective term turns the stability analysis by the energy method much more intricate. Additionally, the less restrictive stability conditions obtained for the ADI approach are a great advantage for numerical implementation. Most of the numerical methods for the same type of equation are based in hybrid methods which involve applications of the Laplace techniques with control-volume formulation or finite-difference methods [2, 3, 18, 19] . Stability conditions are not discussed theoretically in these works and this is one of the disadvantages of such approaches, since the stability region of the numerical methods needs to be found experimentally.
We consider the following two-dimensional hyperbolic equation, which includes diffusion and constant convection,
where P and Q are constants. It is also assumed that P and Q are less than one in absolute value, that is, less than the diffusion coefficient. If P and Q are larger than the diffusion coefficient, asymptotic analysis of exact solutions shows that the Cauchy problem of Eq. (1) can be unstable [31] . We consider the initial conditions given by 
and Dirichlet boundary conditions uðx; y; tÞ ¼ f ðx; y; tÞ; x; y ð Þ2 @X; t 2 ð0; T:
In Section 2, we start to describe the proposed method and also its truncation error. It consists first of deriving a scheme based in the Crank-Nicolson method and then, to overcome the computational inefficiency of an implicit scheme in two dimensions, we apply an ADI method. Then, in Section 3 we use the energy method for determining the stability of the finite difference method. In Section 4 we present some numerical experiments and we end with final remarks.
The second-order ADI numerical method
In this section we describe the numerical method applied to solve the problem (1)-(4) and also give its truncation error. Direct discretization of (1) leads to a finite difference scheme that is three-level in time. To avoid a three-level discretization scheme we introduce an auxiliary function, following the idea in [34] :
and change (1) into
Let us consider the mesh points in
. . . ; N y , where Dx ¼ ðb À aÞ=N x and Dy ¼ ðd À cÞ=N y . Let t n ¼ nDt, with Dt being the time increment and nDt 6 T. We denote the approximate solutions to uðx i ; y j ; t n Þ and wðx i ; y j ; t n Þ by U n i;j and W n i;j respectively.
We define the following discretization operators. The first order forward and backward difference operators are given by
Dy :
The first order centered difference operators are given by
and the second order centered difference operators are defined by
Dy 2 :
We discretize Eqs. (5) and (6) using the Crank-Nicolson method:
and
Using the discretization operators given above and by denoting the set of discretisations points U n ¼ fU n i;j g and W n ¼ fW n i;j g the numerical method (7), (8) can be written in the form
For our two-dimensional problem, it is computationally inefficient to obtain a direct solution of this scheme. Therefore an ADI strategy is used to overcome this difficulty, since it is well known that ADI methods can change a multidimensional problem into a series of independent one-dimensional problems and have the advantage of less computational cost. The main idea of the ADI for the two dimensional problem is to split the computations in two steps. In the first step, we apply an implicit method in the x-direction and an explicit method in the y-direction, producing an intermediate solution for time.
In the second step, we apply an implicit method in the y-direction and an explicit method in the x-direction. This is described bellow.
If we replace the exact solution in the numerical method (9), (10), then
where
Replacing (11) in (12) we have
Let us define the operators
Then, the previous equation can be re-written as
The accuracy of the numerical method is O Dt 2 þ D 2 , and therefore we can add to it any term of the same or higher order without changing the accuracy of the scheme. With this in mind, let us consider the term
the term (16) 
Therefore, we have the following numerical method
To implement the previous method, and following the Peaceman-Rachford strategy we can split the previous equation in two, by introducing an intermediate variable e U, which represents a solution computed at an intermediate time.
Therefore we obtain a type of Peaceman-Rachford ADI, 
By adding these equations we obtain, at each point ðx i ; y j Þ,
This equation does not contain the operator L P and we can now obtain easily the intermediate values e U 0;j and e U Nx;j , yielding
Stability analysis
To prove the stability of the finite difference scheme (18) with respect to the initial values we use the discrete energy method. To this end, let us define the set of discrete values with homogeneous boundary conditions.
Assume that G ¼ Uj U ¼ fU i;j g; and U 0;j ¼ U Nx;j ¼ U i;0 ¼ U i;Ny ¼ 0 È É . For U; V 2 G, we define the inner product and norm respectively as
Additionally, we also need to define other inner products that involve the first and second order discretization operators of U; V 2 G, since they will be used in the next lemmas and in the main theorem.
For U; V 2 G, let us define,
Proof. We only prove the first inequality. The other inequalities follow in a similar way. We have
The following lemma is the well-known property of summation by parts.
The next lemma can be seen, for instance in [25, 28] . Before proving the main result, note that the ADI method can be written in the form
Taking into account (7) we have 
where C denotes a constant independent of Dx; Dy; Dt.
Proof. We consider fU n g 2 G, that is, these discrete points at the boundary are zero. From (25) they also satisfy
Multiplying both sides of (27) by x nþ1 þ x n with respect to the inner product (23) we obtain, using (13),
By (9) and summation by parts we have
We can re-write (28) as
Let us now discuss the terms with P or Q. We first consider the terms
Using the Cauchy-Schwarz inequality, Lemma 1 and the inequality ab 6 ga
Using the inequality ða þ bÞ 2 6 2a 2 þ 2b 2 , we conclude that
Let us now consider the term
Using the Cauchy-Schwarz inequality, Lemma 1 and the inequalities used previously we have
Finally, we consider the terms
Using summation by parts, Lemma 1 and the inequalities used previously, we obtain
Using Lemma 3 and the inequalities,
From (29) and the inequalities (30)- (34), we obtain
Reorganizing the terms and using the conditions Dt 6 c p Dx and Dt 6 c q Dy, we obtain
where A and B are given by,
Then, from (36) we have
Using Lemma 3 and Dt 6 c q Dy, from (40) we obtain
If we choose g such that
we can easily check that 0 < A 6 1. Additionally if we choose g such that 
it follows
Consequently, by noting that
where C denotes a constant independent of Dx; Dy; Dt, we obtain the main result. h From the previous theorem we get the following result. 
where K denotes a constant independent of Dx; Dy; Dt. 
The exact solution is given by uðx; y; tÞ ¼ e
Àð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
In the next tables we present the errors and convergence rates for different velocity fields, such as, in Table 2 , for P ¼ 0:5; Q ¼ 0:4, in Table 3 , for P ¼ 0:5; Q ¼ À0:4, and in Table 4 , for P ¼ 0; Q ¼ 0:5. For all the cases we observe the convergence rate is second order. For this case the boundaries on the x direction are not zero, namely at x ¼ 1, and therefore it indicates the formulation at the boundary values for the intermediate point, defined in (21), (22) does not affect the accuracy of the method.
Note also that for the tests presented, the step sizes satisfy the stability restrictions of Theorem 4. This reassures the restrictions are very reasonable, since we do not need to impose very small time steps.
Problem 3. This example gives an insight on the physical behavior of the solutions associated with this type of problems. We consider Since we consider an infinite physical domain and the computational domain needs to be finite, for numerical implementation purposes we assume the computational domain is large enough, that is, until the solution is zero at those numerical boundaries (or very close to zero), in order to avoid the influence of the numerical boundaries in the computation and consequently on the accuracy of the numerical method. The examples presented are for the instant of time t ¼ 3 and we have considered the spatial computational domain ½À10; 10 Â ½À10; 10.
In Figs. 1,2 we display those approximate solutions and observe how the solution changes with the direction of the velocity field.
Final remarks
We have derived a second order accurate ADI finite difference method to solve a two dimensional hyperbolic equation, with Dirichlet boundary conditions. The stability of the method has been shown by the discrete energy method in Theorem 4. Although it presents sufficient conditions for stability, they are not very restrictive in practice, allowing the choice of large time steps. Numerical results demonstrate the second order accuracy and efficiency of the numerical method and the results are in agreement with the theoretical analysis presented.
