Attempts to characterize stock return predictability have generated a plethora of papers documenting the ability of various variables to explain conditional expected returns. However, there is little consensus on what the important conditioning variables are, giving rise to a great deal of model uncertainty and data snooping fears. In this paper, we introduce a new methodology that explicitly takes the model uncertainty into account by comparing all possible models simultaneously and in which the priors are calibrated to reflect economically meaningful prior information. Therefore, our approach minimizes data snooping given the information set and the priors.
Introduction
The characterization of stock return predictability is arguably the most hotly debated issue of empirical asset pricing in the last decade and a half. Its importance for understanding the nature of time-varying risk premia or potential market inefficiencies is unquestioned. Not surprisingly, the last two decades of financial research has seen a plethora of papers documenting the ability of various variables to explain movements in conditional expected returns. Though a few naysayers exist, usually employing some type of data snooping argument, the literature is generally in favor of time-varying expected returns. This may seem puzzling given the amount of time and effort devoted to this exact task. From a Bayesian perspective, however, the current approach for identifying the factors that explain expected returns is misguided. The search for the variables with the largest t-statistics places all the weight on one specific model, which clearly ignores the most important issue, namely the tremendous uncertainty the researcher has about the correct model. This paper takes a step back from the current literature by investigating, using a Bayesian model selection perspective, a standard linear model of stock returns in terms of a large collection of candidate predictive variables. Most important, we introduce a new methodology that explicitly accounts for the large degree of model uncertainty and in which the priors are calibrated to reflect economically meaningful and intuitive prior information. We consider the cases of investors who are skeptical and confident about predictability, respectively. Our analysis incorporates their respective prior views on the expected R 2 of the predictive regression, of the variance of the residuals and of the number of included predictors.
The priors for the model parameters are relatively flat, which ensures that the posterior results are dominated by the data. We compute the posterior probability for each model and the posterior probability of inclusion for each explanatory variable for different prior views. Of particular interest, the estimation is performed in the familiar environment of linear, normal models and thus can be related to the existing literature in a straightforward manner.
Specifically, the Bayesian framework allows us to condition on the whole information set while conducting our inferences, as opposed to conditioning on a single individual model. 3 It compares all possible models simultaneously by the extent to which they describe the data as given by the posterior probability. This approach severely limits our data-snooping ability relative to using the information contained in the best model only, which often leads to disregarding much of the information and uncertainty.
Here, data snooping is limited to the choice of explanatory variables included in the initial information set. All the variables in this paper have been identified as having predictive power by the previous literature. From this literature, we have selected the 14 variables, that, in our view, capture the most important claims. These variables are a priori given equal likelihood to be included.
Several important results emerge from our analysis. First, the data implies posterior probabilities that are generally more supportive of stock return predictability than the priors.
The individual models selected by standard statistical model selection criteria (e.g., the adjusted R 2 and Akaike's information criterion) are in general large, and correspond best to the results for investors who are confident about predictability.
Second, the Bayesian methodology identifies six variables that clearly stand out. For these variables the posterior probability of inclusion is larger than the prior probability of inclusion for all choices of ρ (the prior probability of inclusion). Such stalwarts as past returns, dividend yields and earnings/price ratios perform relatively poorly in this setting. Of particular interest, if one is a priori almost certain about predictability, it is very difficult to distinguish the best predictor variables.
Finally, an out-of-sample forecasting analysis using rolling estimation windows suggests that the Bayesian model selection criteria (i.e., the weighted average best model) outperforms the standard classical methods. In particular, the 'best' individual models selected by the statistical criteria generally have poorer or no better out-of-sample performance than the constant, unconditional model. This is in sharp contract to the overwhelming evidence of predictability their in-sample results suggest. We argue that this is due to the stringent nature of classical tests that put 100% weight on inclusion or exclusion. The conditioning on one individual model fails to take the important model uncertainty into account, which severely underestimates the uncertainty associated with the quantity of interest. However, the in-sample and out-of-sample 3 The individual model refers to a single model as defined by the inclusion of a specific subset of κ ≤ K explanatory results for the Bayesian analysis are consistent. The overall, posterior probability weighted average models generally perform slightly better than the constant model for all choices of priors, and show some, albeit small, evidence of predictability.
Some recent papers have started to investigate the influence of model uncertainty on financial models. Pastor (2000) , Pastor and Stambaugh (2000) and MacKinlay and Pastor (2000) discuss prior mispricing uncertainty of asset pricing models and the influence on portfolio choice. Independent from our paper, Avramov (1999) investigates the role of uncertainty about the return forecasting model (similar to this paper but limited to three explanatory variables only and with a completely different way of choosing priors) in choosing optimal portfolios. This paper is organized as follows. Section 2 presents a Bayesian model selection approach to finding the best model for expected returns in the context of the existing literature on stock return predictability. Section 3 discusses the prior and posterior distributions. Section 4 describes the data used in the study. In Section 5, the main empirical in-sample and out-ofsample results are provided. Section 6 makes some concluding remarks.
Bayesian model selection
In this paper, we explore the predictability of S&P 500 index excess returns in a framework that models the time-variation in expected returns conditional on specific factors. A broad literature has gathered substantial evidence of stock return predictability and has claimed that many different variables have forecasting power (see Fama (1991) and Hawawini and Keim (1995) for surveys of this literature).
For illustration purposes, in Table 1 we present an overview of which categories of variables are included in the analysis for 12 articles capturing most of the important characteristics of the overall literature, all published in the period 1986-1999. The initial information set in this paper consists of variables from all these categories. Several observations regarding this table are in order. First, almost all these papers focus on a given individual model (i.e., a particular number of predictive variables) and then link the predictability of returns to the variables included.
Second, it is clear that there is no consensus on what the appropriate model is as each paper focuses on a particular set of explanatory variables. In other words, there is considerable variables, whereas the overall model refers to the weighted average of the entire collection of all 2 K single models.
uncertainty in the finance literature not only about the correct model for expected returns but also about which variables to look at initially. Third, most papers in the table include some variables in their analysis beyond those selected for the initial information set used in this paper, such as growth in personal consumption expenditures, oil prices and book-to-market ratios.
However, these additional variables are not reported to be important in the time period under consideration in this paper.
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Fourth, across the papers in the table the selection of variables claimed to be important for predictability varies greatly.
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Finally and essentially, while there is considerable model uncertainty, there is a general consensus in these papers claiming strong evidence for predictability, at least in-sample.
At the same time, other papers question the claims of predictability. The main arguments are data snooping biases and a lack of out-of-sample forecasting power. The data snooping problem is that in-sample predictability could be the result of researchers searching for patterns too studiously (Merton (1987) , Ross (1989) , MacKinlay (1990, 1997) , Black (1992) and Richardson (1993) ). Therefore, any claim of predictability should be backed up by out-ofsample performance statistics. Bossaerts and Hillion (1999) guard against data-snooping by using statistical model selection criteria, and find no external validity: the 'best' models have no out-of-sample forecasting power.
Foster, Smith and Whaley (1997) provide a procedure to adjust standard tests for overfitting tendencies. Our approach is even more general: starting with K possible variables, we consider all 2 K different possible linear models. Facing the enormous uncertainty about the correct model, the straightforward solution is to evaluate all these models simultaneously. Our Bayesian framework takes the model uncertainty explicitly into account, by comparing all 2 K models simultaneously by the extent to which they describe the data as given by the posterior probability of the individual model.
In this Bayesian framework, the initial choice of the explanatory variables included in the information set still involves data snooping, but conditional on the selection of these variables it is clearly minimized. In this study, we include a total of 14 different explanatory variables (i.e., one variable in each of the 13 categories of the possible set of explanatory variables but the number of explanatory variables used is large enough to incorporate the most important claims of predictability and assess their robustness and relative performance.
The classical approach conditions on one 'individual' model that is singled out as 'best' in some sense. This ignores the major uncertainty about which model is best and possibly leads to the severe underestimation of the uncertainty about any quantity of interest, a criticism that is well known. In his seminal book, Leamer (1978) proposes the standard solution of conditioning on the whole information set as employed in this paper. The application of model uncertainty in the context of linear regression models is discussed by, for example, Mitchell and Beauchamp (1988) , George and McCulloch (1993) , Laud and Ibrahim (1995) , Raftery, Madigan and Hoeting (1997) and Fernández, Ley and Steel (1999) . As Madigan and Raftery (1994) show, averaging over all possible models also provides optimal predictive ability.
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Therefore, the Bayesian weighted average model should provide superior predictions relative to any single model selected by some information criterion.
The prior and posterior distributions
The standard model in the literature for predicting returns is linear in the explanatory variables. Moreover, we will also assume the errors to be normally distributed. . 6 The average model provides better predictive ability than any single model as measured by a logarithmic scoring rule. See Madigan and Raftery (1994) . 7 While this is a standard assumption, other papers employ techniques that do not require explicit distributional assumptions but instead use asymptotic results, e.g., by way of the general method of moments.
(1) , '
The 2 14 = 16,384 individual models differ only in the selection of the 14 explanatory variables they contain. The overall model is the weighted average of these 2 14 individual models. The coefficient for or weight on each individual model in the overall model is equal to the posterior probability of that individual model, which sum to one. The derivation of the posterior probability of each individual model is given below.
Two priors need to be specified: the prior of inclusion of each predictive variable in an individual model, and the prior of the distribution of the parameters β and σ 2 given a specific individual model. The choice of the priors should be made carefully, because they will generally affect the posterior weights in the overall model. Also, throughout the paper we assume that all variables are transformed to have both sample variance of zero and a sample variance of one.
Furthermore, we use priors for which β and σ 2 can be integrated out analytically, which greatly increases computational speed and clarity of interpretation but also contains the restriction that the prior of β is dependent of σ , and the probability that each variable in the information set is included in (1) and thus contributes to any predictability. The a priori expected R 2 and the prior probability are related, e.g., investors with a high prior probability of inclusion for all predictors will have a higher prior expected R 2 than investors with a low prior probability of inclusion.
The prior probability of inclusion of each variable leads directly to the a priori expected number of included predictors, the prior probability of any individual model and thus the prior probability of the i.i.d. model. Since the model selection process here is essentially a variable selection process, it is quite natural to construct the prior probability for each individual model via the prior probability of inclusion for each of the variables. Furthermore, each variable is assigned an equal and independent prior probability of inclusion ρ, because it is assumed that there is a priori no reason to believe that some variables are more likely to be included than others. In this case, the prior probability of an individual model Model(X κ ) consisting of κ (0 ≤ κ ≤ 14) out of the 14 explanatory variables is For example, the choice of ρ = 0.5 would assign equal prior probability to all models considered, and in case of ρ = 0.25, a model including κ -1 explanatory variables is a priori ( )
0.75/0.25 = 3 times more likely than a model including κ variables. The prior probability of no predictability is (1-ρ) 14 , the prior expected number of included variables is ρ ⋅14.
However, the methodology employed easily allows different prior probabilities of inclusion for the various predictors, if an investor has different prior views on some (subset of) variables.
For example, an investor might assign a high prior probability of inclusion to variables that are believed to determine risk perception and risk aversion and a low prior probability of inclusion to variables that are mainly data-driven. Finally, by looking at a wide range of different choices for ρ we are able to examine the views of investors with wide ranging general a priori views on predictability. For example, very optimistic investors will have a high ρ, which results in a prior probability of no predictability close to zero and in a prior expectation of a large model in (1).
We will first give the general form of priors and posterior distributions, and then address 
Priors and posterior distributions
We assume that we have no clear prior view or information on the coefficients in β conditional on a specific model. Even when a prior view as described above or general prior information in the form of expert opinion or past experience is available, we assume that this is very difficult to translate into prior beliefs about β. Particularly, the inclusion of most variables in our initial information set is mainly data-driven. Moreover, in absence of a theory that prescribes some prior view, such informative prior could strictly speaking only use information or expert opinion available to the researcher at the beginning of the data sample period.
We will choose the prior distributions of β that reflects this situation of very weak prior information, when there is little reason to give certain (areas of) parameter values higher prior density than other values. The choice of a prior is greatly complicated by the problem that we can not choose an improper prior for β, because these will render the posterior model probabilities arbitrary. Particularly, we choose a natural conjugate g-prior specification for β (see Zellner 1986 ), a popular choice in Bayesian statistics that adopts a full correlation structure between the included predictors (see also Poirier (1985) , Laud and Ibrahim (1995, 1996) , and Fernández, Ley and Steel (1999) ). Furthermore, for σ ( )
measure of how far the prior expected β is away from the ordinary least squares estimate, see (3). However, for the relevant values of φ this last component is very small. Finally, the posterior probability of a model that includes the κ predictors in X κ is obtained by combining the full prior distributions of α, β and σ 2 with the likelihood function, and subsequently integrating out these parameters (see Poirier (1995, chapters 8 and 9) ),
The posterior model probability in (10) The second component measures how precisely β is estimated in the posterior distribution relative to expected a priori. This ratio is determined by our choice of φ, because in the prior distribution of β in (3) φ reflects the amount of information about β in the data relative to the information in the prior. The choice of φ serves as a 'penalty for model size' in (10). The larger φ or the larger the model size, the smaller the second component, thus the larger the penalty for model size. Intuitively, if we a priori expect the linear coefficients to be estimated more imprecisely (giving a larger φ), we need more evidence from the data in order to become convinced to include more predictors, thus we 'penalize' larger models. We will choose φ in the next section.
The prior of inclusion ρ of each variable together with the prior densities for the parameters β and σ 2 result in the following prior for the overall model. In the overall model, the prior for each explanatory variable's coefficient has a mass point at zero equal to 1-ρ and is relatively flat everywhere else. This discontinuity in the priors for the overall model is the direct result of the notion of model uncertainty. Not one single model can be claimed to be 'true', so we assign relative likelihood statements to different models simultaneously, as is common in the Bayesian literature (see Kass and Raftery (1997) for a survey and discussion on Bayesian model comparison). Regarding all individual models separately instead of just conducting inference on the overall model solves the computational and analytical burden of this discontinuity.
The posterior for the overall model is constructed as the weighted average of all 2 14 individual models, with the posterior probabilities of the individual models as weights.
Furthermore, the posterior probability of inclusion for each of the 14 explanatory variables is calculated as the total sum of the posterior probabilities of all individual models in which the particular variable is included. In our case, considering all possible individual models is still feasible for two important reasons. First, the choice of a prior for β that is conditional on σ 2 results in analytically tractable posteriors. In our view, this benefit surpasses its arguable restrictiveness. Second, we limit the number of variables under consideration to 14. For larger numbers of variables, methods such as the "Occam's window" algorithm and the Markov chain Monte Carlo model composition approach are available. 9 Raftery, Madigan and Hoeting (1997) describe the application of both methods for the case of linear regression models.
The calibration of the prior for β
As becomes clear in (10), the choice of φ can potentially have a large influence on the posterior results. An important effect of φ is that it gives rise to a penalty for model size: the larger φ, the smaller the posterior probability of the model. Intuitively, this effect can be explained as follows. For larger φ, more prior weight is given to large β values, thus the larger the prior probability that each variable has much explanatory power by itself, and the less need to include other variables, for a fixed ρ and prior expected R 2 .
The choice for the prior of β in the context of weak prior information remains a contentious issue in the literature on model averaging. For recent discussions, see George and McCulloch (1993 ), Geweke (1996 , Kass and Raftery (1997) , Raftery, Madigan and Hoeting (1997) , George and Foster (1997), Fernández, Ley and Steel (1999) , Clyde (1999) and George (2000) .
The general problem is that if prior information about β is missing, the posterior results can be very sensitive to the specification of the prior of β, as also noted by Pástor and Stambaugh (2000) . In this paper we propose to solve this issue by assuming that the investor has prior information about the regression's R 2 , the variance of the residuals and the probability of inclusion for all the variables. With these three pieces of prior information combined, we calibrate the value of φ that is consistent with these views, using 9 The "Occam's window" algorithm involves the averaging over a reduced set of models, see Madigan and Raftery (1994) . The Markov chain Monte Carlo model composition approach directly approximates the complete solution, see Madigan and York (1995) .
where V X denotes the variance of the X-matrix, which we approximate by its sample estimate (as proposed by Richard and Steel (1988, App. D) .
For the calibration we take a pair of ρ and s 0 2 and generate a large sample from the prior distribution of R 2 by subsequently sampling from the prior distributions of X (with the binomial(14,ρ) distribution), σ 2 and β and using (11). We repeat this for many different choices of φ until we find the appropriate prior expected R . Therefore, in this case less prior weight is assigned to higher values of β, thus φ is smaller or we put more information in the prior (with E[β] = 0) relative to the data. Similarly, for a fixed choice of ρ the expectation that the model will be able to explain a larger proportion of the return variation (or a higher E[R 2 ]) gives a higher required φ. This is most easily seen in equation (11), which shows that the prior expectation of R 2 is increasing in φ. If ρ is fixed and E [R 2 ] is higher, then each variable will on average contribute more to any explained variation in returns, which implies more prior weight on larger values of β and thus a higher φ.
The data
The endogenous variable is the S&P 500 index monthly excess return, from January 1954 to December 1998, for a total of 540 monthly observations. The explanatory variables in this study can be divided into the following categories: technical, price level, liquidity, interest rate and macroeconomic variables. • The technical variables included are the S&P 500 index excess return lagged one and twice, and a January dummy.
• The price level variables included are the S&P 500 index dividend yield and the S&P 500 earnings yield.
• The liquidity variable included is the NYSE volume divided by the NYSE price level, as a measure of general liquidity of the market (and not especially of the S&P 500 index, because of a lack of data availability).
• The interest rate variables included are the difference between yields on BAA and AAA Moody's rated corporate bonds (the 'credit spread'), the yield on a 3-month maturity Treasury
Bill and its first difference, the difference between the yield on a 10-year maturity Treasury Bond and a 3-month maturity Treasury Bill (the 'term spread') and the difference between the Federal Funds rate and the yield on a 3-month maturity Treasury Bill (the 'yield spread').
• The macroeconomic variables included are the monthly, seasonally adjusted year-byyear rate of change of inflation as measured by the producer price index for finished goods and its first difference, and the monthly year-by-year rate of change in industrial production. Table 2 provides some descriptive statistics for all the variables without any transformation, reporting the mean, standard deviation, first and second order autocorrelation and the correlation with the endogenous variable.
Most variables show high persistence, both in first and second order autocorrelation. For example, the earnings yield, dividend yield and credit spread have a first order autocorrelation of 99.04%, 98.91% and 97.35%, respectively. The only variables with small first and second order autocorrelation are the lagged returns and the variables in first differences.
The correlation in absolute terms with the endogenous variable runs from a high of -15.20% for the yield spread to a low of 1.22% for the earnings yield. Other variables with a high correlation in absolute terms with the endogenous variable are inflation with -13.76%, the yield on a 3-month T-Bill and its first difference with -11.60% and -12.19% respectively, and industrial production with -11.85% correlation.
The results
In this section, we first discuss whether the data show evidence for predictability in-sample, which variables get most support, and how these results compare to the 'best' models as selected by various statistical model selection criteria. Then we compare the out-of-sample performance of the overall model and the individual models with the highest posterior probability, of the 'best' models according to the model selection criteria, and finally of the constant, unconditional model.
In-sample results for the case
In Table 3 , we report the prior and posterior probabilities of no predictability for various ρ (the prior probability of inclusion for each of the 14 predictive variables), and the ratios of posterior over prior beliefs. The prior probability of no predictability is equal to the prior probability of the constant, unconditional model or (1-ρ) 14 , while the posterior probability of no predictability is equal to the posterior probability of the constant model. Next, in Table 5 we report the a priori expected number of explanatory variables (equal to ρ·14) and the posterior probability weighted average number of explanatory variables included in the models for different ρ. We compare these to the number of explanatory variables in the 'best' models according to various statistical model selection criteria. The numbers of variables included are those from our list of 14 pre-selected variables, thus excluding the constant that is included in all individual models.
We consider the following five statistical model selection criteria: adjusted R 2 , Akaike's information criterion (Akaike (1974) ), Schwarz's criterion or the Bayesian information criterion (Schwarz (1978) ), the Fisher information criterion (Wei (1992) ), and the posterior information criterion (Phillips and Ploberger (1996) ). These criteria have been developed in order to select the 'best' model in a set of models. All five criteria try to guard against overfitting tendencies by adjusting a general measure of fit, namely the (log of the) sum of squared errors, to reflect these tendencies. All five criteria include some penalty for larger models and thus a priori favor smaller models. The adjustment made by each criterion can be seen as an alternative to directly incorporating model uncertainty.
From Table 5 we find that for all cases the posterior average number of variables is larger than the a priori expected number of variables. For example, if one a priori expects 1.40 or a tenth of the variables to be included, the posterior belief changes this to 3.59 variables, while prior expected beliefs of a model including 7 or half the variables are transformed into posterior beliefs of 9.03 included variables.
In contrast, the statistical model selection criteria tend to select relatively large models despite the penalties associated with including more variables, with the exception of Schwartz's criterion. Such large models would be chosen within the Bayesian framework only as the result of the confident investor. The difference between the methodologies is the result of the stringent nature of the classical model selection criteria, which put full weight on either the inclusion or the exclusion of a variable and ignore model uncertainty. Therefore, the penalties for larger models still adjust for overfitting, but there is no straightforward way to adjust the penalty functions in the criteria for the amount of model uncertainty faced in the particular application.
In other words, the Bayesian results show which priors are consistent with which information criterion, for this specific application. They suggest that for skeptic investors, the study of predictability of stock returns is characterized by too much uncertainty to be accounted for in the two most frequently used criteria, the adjusted R 2 and Akaike's information criterion.
In Table 6 , we report the posterior probability of inclusion for all 14 variables individually for the various ρ. The posterior probability of inclusion for each variable is computed as the total sum of the posterior probabilities of all individual models including that particular variable (i.e., 2 13 different individual models). The change between the prior and posterior probability of inclusion can be interpreted as the support of the data for each variable. Table 6 shows that for the skeptic investor with E[R 2 ] = 1%, seven variables stand out: the liquidity variable, the credit spread, the yield on a 3-month T-bill and its first difference, the yield spread, the first difference in the inflation variable and the January dummy. For these variables, the posterior probability of inclusion is larger than the prior probability of inclusion for all choices of ρ. The other eight variables are less likely to be included than thought a priori for at least half the choices of ρ. Particularly, note the relatively poor performance of such stalwarts as past returns and especially dividend yield. For all choices of ρ, the data reduce the probability of inclusion for this variable.
For the confident investor with E[R 2 ] = 12%, again seven variables stand out. Relative to the best performing variables for the skeptic investor, the first different in the inflation variables has been exchanged for the term spread. Again, for these variables, the posterior probability of inclusion is larger than the prior probability of inclusion for all choices of ρ. The dividend yield and the inflation variables are again the worst performers.
One issue of potential concern is that the performance of e.g. the dividend and earnings yield may be reduced because of a multicollinearity problem created by the inclusion of many other variables. Especially if an investor would assign higher prior probability to these two variables than to others, this might overly reduce the evidence in favor of these. At the same time, in order to control for data-snooping we want to throw in more variables.
The possible multicollinearity can be investigated by reviewing the correlations between the dividend and earnings yield and the other predictive variables. The highest correlation of the dividend yield with any other variable is 6.1% with the twice-lagged excess return. By contrast, the earnings yield has a correlation above a half with three variables: a correlation of 92.7% with the liquidity variable, of 56.5% with the yield on a 3-month T-Bill and of 55.4% with industrial production. We conclude that the low performance of the dividend yield does not appear to be caused by any multicollinearity, though that this possibly could be the case for the earnings yield, especially because of the good performance of the two variables it is correlated with most. This is also confirmed by the classical model selection criteria, none of which include the dividend yield (see below). For the other variables that perform badly, the correlations with the other predictors are generally lower than 20%, indicating again that decreasing the initial information set would not appear to increase their posterior probability of inclusion.
Another striking feature of the table is that the higher ρ, the less diversion among the predictors. To further investigate this convergence, we report in Figures 1 A -D the ratio of the posterior probability over the prior probability of inclusion ('posterior over prior odds of inclusion') for all variables. Figure 1 -A gives the ratios for the 7 highest ranking variables in case of ρ = 0.05, and Figure 1 -B gives the ratios for the 7 lowest ranking variables in case of ρ = 0.05, both for the case of the skeptic investor. Figures 1-C and 1-D give the ratios for the 7 highest and lowest ranking variables, respectively, for ρ = 0.25 and the confident investor.
For the skeptic investor and ρ = 0.05, the posterior over prior odds of inclusion ranges from 12.04 for the January dummy to 0.54 for the once lagged excess return. For ρ = 0.25, the posterior over prior odds of inclusion ranges from 3.54 for the credit spread to 0.42 for the inflation variable. Furthermore, the odds for the seven variables in Figure 1 -A tend downward towards 1 for higher ρ, while the odds for the seven variables in Figure 1 -B tend upward, again towards 1. We conclude that not only and as we would expect it is harder to differentiate between the various variables for higher ρ, but also that for ρ = 0.25, simply all variables appear Figure 1B and from ρ = 0.25 to ρ = 0.90 in Figure 1D is the most striking support for this argument, possibly because of non-stationarity of some of the highly persistent explanatory variables. The drop in the ranking of the January dummy and the first difference of the inflation variable (both with low persistence) and the rise of the term spread variable (highly persistent) offer further evidence for this explanation (if going from low to high ρ, as discussed before).
In Table 7 we report which variables are included in the individual models with the highest posterior probability and the 'best' models according to the five statistical model selection criteria. We can compare the Bayesian results of Table 6 to the 'best' individual models as selected by the statistical model selection criteria in Table 7 These results will lead to different conclusions for investors with different a priori views on predictability. First we consider the case for a skeptical investor with ρ equal to 0.05 through 0.25, who a priori rejects most claims of predictability in the literature using some data snooping argument. Such investor has found her belief in no predictability considerably by the data, while the data snooping is minimized given her information set. Such an investor will view about seven out of the 14 variables as adding substantial predictive information.
Second, consider the case for a highly optimistic investor with ρ equal to 0.25 through 0.90.
Such an investor has found his prior belief in predictability confirmed. Such an investor will find it harder to pick variables that are important for predictability, especially for the highest choices of ρ. Still, about the same variables appear useful as in the case of the skeptic investor.
For ρ = 0.90, only four variables have a posterior probability of inclusion below the prior probability, namely the dividend and earnings yields, and the inflation variable and its first difference.
Out-of-sample results
In this section, we verify whether the in-sample performance is confirmed by consistent outof-sample performance. To that end, we first constructed a series of 300 forecasts (25 years) using 5 rolling windows, each including 20 years of data for the estimation window and 5 years of forecasts. We are forced to use only 5 rolling windows instead of a monthly moving window, which would lead to 300 rolling estimation windows, for computational reasons because we have to evaluate all 2 14 different models in each different window. For consistency, the forecasts using the Bayesian overall models are made with the posterior expected β, and the forecasts 20 using the 'best' individual models as selected by the statistical model selection criteria are made with the ordinary least squares β. Table 8 displays our results, including various out-of-sample statistics for the overall posterior probability weighted average models for various ρ and for both the case of weak and information priors, the 'best' individual models according to the statistical model selection criteria, the individual models with highest posterior probability for various ρ and the constant, unconditional model as a reference. We can conclude that the in-sample and out-of-sample results are consistent for the Bayesian model selection procedures, while the in-sample and outof-sample performance differs dramatically for the 'best' individual models according to the statistical criteria.
For the 'best' individual models selected by these criteria -although they were developed exactly in order to give the best external validity and their in-sample results overwhelmingly favor predictability -we fail to find any predictive power out-of-sample. The root mean squared error and the mean absolute deviation statistics are consistently greater (thus worse) than or at best equal to those of the constant, unconditional model. Therefore, for these individual models there is a sharp contrast between the in-sample evidence of predictability and their out-of-sample performance. However, the differences are minimal. For example, the mean squared error of the adjusted R 2 criterion is about 3% higher than that of the constant model, and its bias is even smaller in absolute value. These results confirm those found in Bossaerts and Hillion (1999) who also fail to find out-of-sample predictive ability by the individual models selected by the statistical criteria, using the years '56-'90 as their estimation window and forecasting returns for the next 5 years.
For the overall models, the (root) mean squared error and the deviation are generally smaller than those of the constant model. Although the predictive ability found is minimal, this tends to confirm the in-sample conclusions from the overall models found previously. Our results also show the benefit of explicitly taking into account the individual model uncertainty, as the outof-sample statistics for the overall models perform better than those of the individual models with highest posterior probability for the various ρ. Therefore, using the posterior model probability weighted average of all models definitely improves forecasts relative to individual models.
However, in many cases the bias and the mean absolute deviation for the overall models are larger than for the constant, unconditional model. Because the in-sample explained proportion of the return variation is not large (see Table 4 ), we can expect any out-of-sample evidence to be small. Possible explanations of the difference with the in-sample and out-of-sample performance of the overall models are data snooping in the inclusion of the variables in the initial information set, model non-stationarity and learning in the marketplace.
Concluding, we argue that the most important reason for the discrepancy found with respect to the individual models selected by the statistical model selection criteria is the severe underestimation of individual model uncertainty. Furthermore, using the average, overall models improve forecasts relative to using the individual models, although out-of-sample predictability remains very small.
Conclusion
In this paper, we employed a Bayesian framework to investigate the claims of predictability of excess stock returns. Our analysis stresses the importance of accounting for the large uncertainty about which variables one should include (what is the 'right' model?) and more specifically about whether there is, in fact, predictability. Of particular interest, we introduce a new methodology that explicitly accounts for model uncertainty and uses economically meaningful prior information to calibrate the hyperparameters in the prior distributions. This will be especially useful for future research conducted in new markets and using new predictive variables. Specifically, by simultaneously comparing all possible linear models we minimize the data snooping conditional on the initial information set.
Our positive result is that even after controlling for such data snooping the posterior inference confirms previous findings of in-sample predictability. Particularly, the posterior probability weighted average model provides superior forecasts to both the individual model with the highest posterior probability and the models selected by the classical criteria, and gives evidence of some, albeit small, out-of-sample predictability.
The data imply posterior probabilities that are in general more supportive of stock return predictability than the priors. Any skeptic on predictability would, for the choices of priors considered in this paper, see his skepticism greatly decreased by the data. However, these posterior results refer to the probability of predictability, not to its amount. Furthermore, the prior views of a confident investor are mostly confirmed by the data.
For all priors considered the six or seven variables that do well are strikingly similar. Half of the predictors receive less support in the posterior relative to the prior. In particular, such stalwarts as past returns and the dividend yields perform very poorly relative to the other variables even for optimistic investors, which does not appear to be caused by multicollinearity with the other variables. Furthermore, the poor performance of the dividend yield is confirmed by the classical model selection criteria. This is especially worrying for investors who might have stronger views on these popular variables than about others. Finally, if one has much confidence in predictability a priori, it is very hard to pick out specific variables, as almost all variables seem to be important in this case.
Models selected by the classical statistical model selection methods show overwhelming evidence of in-sample predictability yet their out-of-sample performance is worse or no better than that of the constant model. In contrast, the in-sample and out-of-sample results for the Bayesian analysis are consistent and show some though minimal evidence of predictability.
Most interesting, the weighting procedure of all individual models by their posterior model probability increases the predictive performance out-of-sample in all cases.
However, our approach has some limitations. First, we incorporated several restrictions such as normality, linearity, parameter stability, and in the choice of our priors. Second, while we argue that we have severely limited our data snooping ability given our initial information set, the data snooping leading to this pre-selection of our 14 variables from the previous literature could possibly be large.
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This is important as we have few data points; even though we use a period of 45 years, most explanatory variables are very persistent. Third, similar to the previous literature, we treat the explanatory variables as fixed, while in reality most are lagged stochastic variables.
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We deem it unlikely that the results from our arguably simple framework are dominated by this bias or by the other limitations. Also, any added complexity comes at a cost, which may increase predictive power, although there may also be a corresponding increase in overfitting. In any case, our approach allows another interpretation of the previous literature by using the same (however limited) framework, and could be extended in future research. Zellner, A. and A. Siow (1980) , "Posterior odds ratios for selected regression hypotheses," Table 1 Variables and published papers This table reports which variables are included in the analysis for a selection of 12 papers on stock return predictability. For each paper, we report the authors, the year of publication (Year), which returns are analyzed (I/P/C, where 'I' refers to a well-known index of stocks such as the Dow Jones Industrial Average or an S&P index, 'P' refers to stock portfolios based on size or industry, and 'C' refers to a cross-section of individual stocks), what period of returns is studied (Period), and finally which variables are included in the analysis. We distinguish the following categories of variables (the numbers in the table refer to the numbering below): 1. lagged returns 2. dividend yield 3. earnings yield 4. volume of shares traded over price level 5. credit spread between the yields of investment grade and below investment grade bonds 6. yield on a short-term T-Bill 7. change in the yield on a short-term T-Bill 8. term spread between the yields on long-term government bonds and the short-term T-Bill 9. yield spread between the yield on an overnight fixed income security and the short-term T-Bill 10. January dummy 11. growth rate of industrial production 12. inflation 13. change in inflation or measure of unexpected inflation Most papers include one or two additional variables in their analysis (such as growth in personal consumption expenditures, oil prices and a book-to-market ratio). However, in all papers below, these additional variables were not reported to be important in the time period under consideration in this paper . A '1' means that the relevant variable in included, a '0' indicates exclusion. Table 2 Descriptive statistics of the data Descriptive statistics of the data for the period 1/1954 to 1/1998. The following explanatory variables are used: the S&P 500 index excess return (ExRet), the S&P 500 index excess returns lagged once and twice (ExRet-1 and ExRet-2), a January dummy (Jan), the S&P 500 index dividend yield (Div), the S&P 500 earnings yield (Earnings), the NYSE volume divided by the NYSE price level (Vol/P), the difference between yields on BAA and AAA Moody's rated corporate bonds -the 'credit spread' -(Credit), the yield on a 3-month maturity Treasury Bill in the previous month (TBill, also used to compute the excess returns) and its first difference (ch-TBill), the difference between the yield on a 10-year maturity Treasury Bond and a 3-month maturity Treasury Bill -the 'term spread -(Term), the difference between the Federal Funds rate and the yield on a 3-month maturity Treasury Bill -the 'yield spread' -(Yield), the monthly, seasonally adjusted year-by-year rate of change of inflation as measured by the producer price index for finished goods (Inflation) and its first difference (ch-Inflation), and the monthly yearby-year rate of change in industrial production (IndusProd Table 3 Priors and posteriors of no predictability, and posterior over prior odds
Prior versus posterior probabilities of no predictability for different choices of ρ (the prior probability of inclusion of each explanatory variable), and the ratios of posterior over prior probabilities of no predictability and of predictability (called the 'posterior over prior odds'). The prior probability of no predictability is equal to (1-ρ) 14 . All probabilities are in percentage terms. The posterior probability of no predictability is equal to the posterior probability of the constant, unconditional model. Table 5 Number of explanatory variables included
Reported are first the a priori expected number of variables included (Prior exp. # of var.) and the posterior average number of variables (Posterior average # of var.) . Reported is the number of variables chosen from the initial 14 pre-selected variables, thus excluding the constant, which is included in all individual models. Second, for all five statistical model selection criteria considered in this paper, the number of variables in the 'best' model according to each criterion is reported in the last two columns. The five criteria are the adjusted R 2 (R2adj), Akaike's information criterion (AIC), Schwarz's criterion or the Bayesian information criterion (BIC), Fisher information criterion (FIC) and the posterior information criterion (PIC). Table 6 The posterior probabilities of inclusion for all 14 explanatory variables Posterior probabilities of inclusion for all 14 explanatory variables, for different choices of ρ (the prior probability of inclusion for each variable). These posterior probabilities are calculated as the total sum of the posterior probabilities of all 2 13 individual models in which the particular variable is included. The following explanatory variables are used: the S&P 500 index excess return (ExRet), the S&P 500 index excess returns lagged once and twice (ExRet-1 and ExRet-2), a January dummy (Jan), the S&P 500 index dividend yield (Div), the S&P 500 earnings yield (Earnings), the NYSE volume divided by the NYSE price level (Vol/P), the difference between yields on BAA and AAA Moody's rated corporate bonds -the 'credit spread' -(Credit), the yield on a 3-month maturity Treasury Bill in the previous month (TBill, also used to compute the excess returns) and its first difference (ch-TBill), the difference between the yield on a 10-year maturity Treasury Bond and a 3-month maturity Treasury Bill -the 'term spread -(Term), the difference between the Federal Funds rate and the yield on a 3-month maturity Treasury Bill -the 'yield spread' -(Yield), the monthly, seasonally adjusted year-byyear rate of change of inflation as measured by the producer price index for finished goods (Inflation) and its first difference (ch-Inflation), and the monthly year-by-year rate of change in industrial production (IndusProd). All posterior probabilities are in percentage terms. Table 7 Inclusion of the 14 predictive variables in the 'best' individual models First, the inclusion is reported for the individual model with highest posterior probability. Second, the individual models as selected by the five statistical model selection criteria are reported. For the description of the names of the variables, see Table 5 , for a reference of the abbreviated names of the criteria see Table 4 . A '1' means that the relevant variable is included, a '0' indicates exclusion.
For the individual models with highest posterior probability for different ρ, we report the posterior probability (Post. prob.) . For each individual model, the adjusted R 2 is also reported (in percentage terms, and using the posterior weighted average overall model size to adjust the R 2 for the overall models). Table 8 Out-of-sample performance
Reported are various out-of-sample statistics for the overall models for various ρ, for the 'best' individual models according to the statistical criteria (Ind. Model), for the individual models with highest posterior probability for various ρ and finally for the constant, unconditional model as a reference.
Out-of-sample performance is measured using a series of 300 forecasts (25 years) constructed using 5 rolling windows, each including 20 years of data for the estimation window and 5 years of forecasts. The reported statistics are the root mean squared error (RMSE, the square root of average of the sum of squared forecast errors), the mean absolute deviation (MAD, the average of the absolute forecast errors), the bias (the average forecast error), the deviation (the average of the squared difference between the bias and the forecast errors). 
Figure 1, A -B
The ratio of the posterior probability over the prior probability of inclusion ('posterior over prior odds of inclusion') of the 14 explanatory variables, for different ρ. Figure 1 , A gives the ratios for the 7 highest ranking variables according to Table 6 in case of ρ = 0.05 for the skeptic investor. Figure 1 , B gives the ratios for the 7 lowest ranking variables according to Table 6 in case of ρ = 0.05 for the skeptic investor. 
Figure 1, C -D
The ratio of the posterior probability over the prior probability of inclusion ('posterior over prior odds of inclusion') of the 14 explanatory variables, for different ρ. Figure 1 , C gives the ratios for the 7 highest ranking variables according to Table 6 in case of ρ = 0.25 for the confident investor. Figure 1 , D gives the ratios for the 7 lowest ranking variables according to Table 6 in case of ρ = 0.25 for the confident investor. 
