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Abstract Measuring and analyzing the flow of customers in retail stores is
essential for a retailer to better comprehend customers’ behavior and support
decision-making. Nevertheless, not much attention has been given to the de-
velopment of novel technologies for automatic people counting. We introduce
LRCN-RetailNet: a recurrent neural network architecture capable of learning
a non-linear regression model and accurately predicting the people count from
videos captured by low-cost surveillance cameras. The input video format fol-
lows the recently proposed RGBP image format, which is comprised of color
and people (foreground) information. Our architecture is capable of consider-
ing two relevant aspects: spatial features extracted through convolutional lay-
ers from the RGBP images; and the temporal coherence of the problem, which
is exploited by recurrent layers. We show that, through a supervised learn-
ing approach, the trained models are capable of predicting the people count
with high accuracy. Additionally, we present and demonstrate that a straight-
forward modification of the methodology is effective to exclude salespeople
from the people count. Comprehensive experiments were conducted to vali-
date, evaluate and compare the proposed architecture. Results corroborated
that LRCN-RetailNet remarkably outperforms both the previous RetailNet
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architecture, which was limited to evaluating a single image per iteration; and
a state-of-the-art neural network for object detection. Finally, computational
performance experiments confirmed that the entire methodology is effective
to estimate people count in real-time.
Keywords people counting · retail analysis · surveillance · deep learning ·
lrcn
1 Introduction
Customer behavior analysis is an essential task to gain relevant insights and
drive the decision-making process of retailers. As a result, a merchant may en-
hance customer experience, optimize operational costs and store performance,
and consequently maximize profitability [18,11].
In particular, an inadequate sales staff scheduling may result both in low
rates of conversion, i.e. transforming a browsing customer into a buying cus-
tomer; and in sub-optimal labor costs, which is widely known to be a relevant
expenditure in the budget of a retail store [13]. Although buying behaviors
can be easily tracked through transaction logs, it is not straightforward to
comprehend more hidden patterns such as the flow of non-buyers, since they
are usually harder to track.
Fortunately, surveillance cameras have become ubiquitous in public indoor
environments and particularly in retail stores. Such cameras provide images
that may be exploited to identify and track any visible individual.
While it is impractical for a human to analyze several hours of video every
day, recent advances in Deep Learning algorithms and hardware have allowed
the development of extremely robust Computer Vision tools that may replace
a human in tasks like real-time image classification and object localization [26].
In particular, it is now feasible to investigate and develop effective algorithms
to automatically extract people flow information from affordable cameras, al-
though it is still a scarcely studied problem [22].
In this paper we focus on the specific problem of accurately counting the
number of people inside a store in real-time, using data collected from a low-
cost surveillance camera. We introduce LRCN-RetailNet: a recurrent neural
network architecture for accurate people counting that exploits the spatio-
temporal coherence of videos acquired from surveillance cameras. It is worth
mentioning that, to the best of our knowledge, this particular problem has not
been much studied in the literature. Recently, Nogueira et al. [22] proposed an
approach that combines a foreground detection method with a CNN regres-
sion model called RetailNet to predict the people count from single images.
Our proposed approach resembles that previous work pipeline, but taking ad-
vantage of the spatio-temporal coherence of the problem: LRCN-RetailNet
combines essential qualities of both the original RetailNet and the Long-term
Recurrent Convolutional Networks architecture (LRCN, [8]). This synergy al-
lows the resulting network to exploit compositional representations in space
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and time, which are mainly related to the density of people in the spatial
domain of the images.
The proposed LRCN-RetailNet architecture is trained through supervised
learning. We make use of low-resolution RGB videos acquired from a single
low-cost surveillance camera and then annotated by a human trainer accord-
ing to the people count of each image. The videos are converted to the RGBP
image representation [22] by extracting its foreground (or people) channel us-
ing an algorithm developed to deal with the peculiarities of a retail store.
Small videos (or sequences of RGBP images) are considered as input to the
LRCN-RetailNet, which is essentially a deep regression model trained to pre-
dict the people count in the last frame of the video. We emphasize that, in
the studied setting, people in a store are prone to be partially occluded by
furniture, objects and/or other people. Furthermore, customers often appear
in extreme poses, such as when seated to try on shoes. However, we claim
that such issues are mitigated when several images from a video are jointly
exploited by LRCN-RetailNet. Additionally, we present an adaptation of the
proposed methodology to make the network count only the visible customers
in the images (disregarding salespeople), since the flow of customers is more
relevant to customer behavior analysis.
We show in our experiments that the proposed recurrent architecture sig-
nificantly outperforms both the original RetailNet and the state-of-the-art
object detection method YOLO v3 [27] in the people counting task. We also
conducted comprehensive experiments to validate the whole approach (includ-
ing customer-only count); optimize hyper-parameters; evaluate transfer learn-
ing strategies; and measure the computational performance to confirm that
LRCN-RetailNet is indeed capable of performing real-time people counting.
2 Related work
The specific problem of accurate people counting has not been widely studied
in the literature. Nevertheless, there is already a large body of literature on
crowd density estimation methods, which are closely related to our work. Ac-
cording to Sindagi et al.[29], such methods can be grouped into three main cat-
egories: detection-based, regression-based and density estimation-based meth-
ods. In addition to discussing each of these three categories, we also mention
a few methods based on depth images (RGBD) and give special attention to
deep learning methods, since they are more closely related to our proposed
method. We refer the reader to surveys on crowd counting methods [20,29] for
a more comprehensive presentation.
Detection-based methods rely on the recognition of each visible person in
the image and make use of hand-crafted features such as Haar wavelets [31],
Histogram of Oriented Gradients (HOG, [7]), edgelet features [34] and shapelet
features [28]. Despite achieving good results in low-density crowd scenes, this
class of techniques is unreliable in scenes containing many partially occluded
objects and high-density crowds. Classifiers for specific body parts built on
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top of part-based detection [9,15] and shape-based [39] methods addressed
this issue. Although better results can be achieved with part-based detection,
it is still challenging to recognize people in low-resolution images acquired from
affordable surveillance cameras, and even harder when individuals are strongly
occluded.
Regression-based methods achieve better results in scenes with dense
crowds and background clutter by using global and local features like fore-
ground features extracted by background subtraction [3], blob-based holistic
features such as area, perimeter and edges [4], and gray level co-occurrence
matrices (GLCM) [5]. Such features were proposed to be combined with dif-
ferent regression techniques including linear regression [23], ridge regression [5]
and neural networks [21].
Density estimation-based techniques employ linear [14] or non-linear [24]
mappings between local patch features and density maps. In [32], a density
estimation approach based on subspace learning enables the learning of an
embedding of each subspace formed by image patches. Xu et al. [35] pointed
out that such crowd density methods use only a small set of features due to the
computationally expensive Gaussian and Ridge regressions. They proposed to
use a richer set of features combined with random forest regression to enhance
the results and reach the necessary computational efficiency and scalability.
RGBD image and videos help to mitigate the issues caused by clutter and
occlusions by merging depth and color information. Simplified Local Ternary
Patterns (SLTP, [25]) were developed to detect and track the human head
from depth images in a top-view camera system. The so-called water filling
method [37] is an unsupervised method that uses a vertical Kinect sensor and
finds the regions of the depth image with a suitable local minimum. A few
methods make use of the combination of RGB images and depth information
for people counting [30]. Gao et al. [10] combines a water filling method with
an SVM classifier using HOG features to detect head candidates, and track
the trajectories from depth videos. Another approach was proposed by Liu et
al. [19], which trains an SVM classifier to detect the upper part of a human
body. Although depth information is valuable to perform people counting,
it is not practical for retail stores and indoor environments in general, since
the depth acquisition technologies impose depth range limits. Also, their af-
fordability and availability are still not comparable to the ubiquitousness of
surveillance cameras. Similarly to these techniques, we also consider valuable
information in addition to the color image, but in the form of a foreground
channel.
Deep learning methods have also been applied to the crowd counting prob-
lem and the results have been very promising [29]. Liu et al. [17] proposed a
counting system for public transportation based on the combination of con-
volutional neural networks (CNN), which detects the passengers, and Spatio-
Temporal Context (STC) [36], to track passengers heads. Wei et al.[33] recently
proposed an approach to crowd counting that combines support vector regres-
sion and spatial-temporal multi-features by joining super-pixel based multi-
appearance features and multi-motion features, and then combine with a deep
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attribute learning architecture based on the VGG16 model. Zhang et al. [38]
propose a multi-column convolutional neural network (MCNN) architecture to
map the image to the corresponding crowd density map. The features learned
by each CNN column are adaptive to variations in people (or head) size and the
density map is computed based on geometry-adaptive kernels. Boominathan et
al. [2] proposed the CrowdNet framework for estimating crowd density from
images of highly dense crowds. CrowdNet uses a combination of deep and shal-
low architecture which can capture both high-level semantic information (face
detectors) and low-level features (blob detectors). Such methods, however, aim
to roughly estimate the number of people in crowded outdoor images, and con-
sequently cannot be directly applied to accurately monitor the people flow in
an indoor environment.
In this direction, RetailNet [22] was recently proposed to perform accu-
rate people counting in retail stores using only color images acquired from
an inexpensive surveillance camera. By first extracting the background in an
appropriate manner to identify visible people, an RGBP representation is pro-
posed to train a CNN regression model, achieving robust results in real-world
situations. However, the spatio-temporal coherence of the problem is not ex-
ploited: single images are separately evaluated by the CNN. We propose a
pipeline similar to [22], but taking advantage of the spatio-temporal coherence
by evaluating a sequence of several images. We claim that, compared to Re-
tailNet, the proposed recurrent architecture may better deal with challenges
like high occlusion and extreme human poses, due to the larger amount of data
considered for prediction.
3 Methodology
Our methodology follows a pipeline that resembles the one proposed by
Nogueira et al. [22], which is also intended to perform accurate people count-
ing from color images. Fig. 1 gives an overview of our approach, which is
comprised of three main parts: a preprocessing step, a training step, and a
prediction step. We consider that only low-resolution RGB video captured
from affordable surveillance cameras are given as input.
The supervised learning algorithm is based on a recurrent convolutional
architecture derived from the well known Long-term Recurrent Convolutional
Networks (LRCN, [8]), which have been successfully applied to many video
recognition tasks [1]. We consider the people counting task as a regression prob-
lem whose input is a sequence of RGBP images, here called RGBP video. This
representation is derived from the recently proposed RGBP image, which com-
bines color and foreground (people) information [22]. RGBP images and videos
are computed in the preprocessing step by considering the spatio-temporal
coherence of the problem to detect and extract foreground images. This is
accomplished by analyzing the most recent RGB images acquired from the
camera. The RGBP videos are then utilized in the other parts of the method:
training and prediction.
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Fig. 1 Overview of our approach: a preprocessing step (blue arrows flow) is first applied to
the images before following to compose the training set of the neural network (green arrows
flow) or to predict the people count (red arrows flow). In the preprocessing step, images
from RGB video acquired from a low resolution surveillance camera are first quantized, and
then used to initialize or update a P image representing the foreground (or people). The P
images are merged to the original RGB images to compose RGBP images. In the training
phase, RGBP videos are annotated by a human trainer before composing a training set used
to train the LRCN-RetailNet. In the prediction phase, the trained model may be employed
in real-time to accurately predict the people count in the last frame of an RGBP video given
as input.
In the training phase, RGB videos of the retail store are first collected, con-
verted to the RGBP format, and then annotated with the number of people.
Here, it is worth mentioning that, differently from [22], the training examples
are sequences of T continuous images in time (instead of single images) anno-
tated according to the number of people in the last image of the sequence. The
resulting supervised training set is used to train an LRCN-RetailNet regression
model.
In the prediction step, the people count of a queried image I is estimated
by considering the sequence (or video) S of T RGB images comprised of I and
its T − 1 preceding RGB images in time. The same preprocessing is applied
to convert S to the RGBP video format, which is then given as input to the
trained regression model. Finally, the people count of the last image of S is
predicted by the model. It is worth mentioning that the prediction step can
be employed in real-time to promptly estimate the people flow in retail-stores.
In the following subsections, we describe each of the aforementioned steps.
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3.1 Foreground/background detection
Foreground/background detection is a recurrent problem for several Computer
Vision applications and has been investigated for many years [3]. In the partic-
ular context of retail stores, it is not appropriate to adopt simple approaches
such as using a single static image as a reference for the background due to
several challenges inherent to this problem:
1. furniture and products are frequently changing positions;
2. shadows and illumination varies in time;
3. people often remain motionless for a period of time, particularly salespeople
and customers browsing or trying on products, or in the cashier line.
Thus, to detect the background we adopt the same approach proposed by
Nogueira et al. [22], which comprises a preprocessing step followed by a proper
background initialization and iterative dynamic background updates. In what
follows, we describe each of these steps.
Image preprocessing. Firstly, every captured image I is resampled to fit the
spatial dimensions of the neural network input, which is set to 400 × 225
pixels in this work. To mitigate illumination issues, resampled images are then
uniformly quantized to λ levels (λc levels per channel). We follow [22] and set
λc = 4, resulting in quantized images I˜ with λ = 43 = 64 different quantized
levels.
Background initialization. To generate the initial background B, a circular
image buffer C initially accumulates η images sequentially sampled from a
quantized RGB video, possibly in real-time. As in [22], we fix η to 100 and the
sampling rate to one frame per second to accumulate information from 100
consecutive seconds. Such values were sufficiently robust to remove salespeople
from the background in practice. When the circular image buffer C becomes
filled, histograms Hij are computed for each pixel (i, j) of the spatial domain
of the images in C. Each histogram is comprised of λ bins, where each bin rep-
resents the frequency in which a quantized level appears in the pixel position
(i, j) of the images in C. More formally,
Hij [l] = #
{
I˜ ∈ C | I˜ij = l
}
, l = 1 . . . λ.
The background color of pixel (i, j) is then defined as the most frequent color
in that pixel, i.e. the mode of pixel (i, j):
Bij = mode(Hij) , i = 1 . . . 225, j = 1 . . . 400 .
Background updates. Despite the high quality of the backgrounds provided by
the aforementioned method, it is still necessary to regularly update it due to
changes in both the position of visible objects in the background, such as shoes
boxes or furniture; and in the illumination of the store. The update process
8 Lucas Massa et al.
from time step t−1 to t make use of the previous background Bt−1, the current
histograms Ht−1ij , and the circular buffer C, which keeps being updated with
the upcoming images acquired from the camera. Before overwriting the oldest
image I˜o in C with a new image I˜n, it is necessary to remove its data from
the histograms Ht−1ij and update them with data from I˜n. This computation
results in the subsequent histograms Htij , which are next utilized to update the
previous background colors Bt−1ij to updated background colors Btij . However,
differently from the initialization strategy, here a more cautious condition is
employed:
Btij =
{
mode(Htij), if max(Htij) ≥ τ · η
Bt−1ij , otherwise,
where τ is a threshold to ensure that the update occurs only if the samples
in Hij are highly concentrated in a single bin. This additional constraint to
change the previous background colors is imposed to avoid standstill people to
be incorrectly recognized as background in many cases. As in [22], we adopt
τ = 0.8.
Foreground detection: Each background image B is used to compute a binary
image P, representing the spatial distribution of people in the RGB image
I˜. This is achieved by taking the absolute difference between I˜ and B, and
thresholding a grayscale version of such difference image, as summarized in
the following equation:
Pi,j =
{
1, if gray(|I˜ij − Bij |) > β
0, otherwise
, ∀i, j ,
where gray(·) is a grayscale conversion function and β is a small binarization
threshold set to 0.1. Note that P is expected to be 1 in regions of the im-
age occupied by people, thus providing higher level information to the neural
network. Lastly, P is merged to the original image I to constitute a four chan-
nel RGBP image, which is used as input to the proposed supervised learning
approach.
3.2 Supervised learning approach
We consider the people counting problem as a regression analysis process. A
supervised learning approach is employed to train a deep neural network that
evaluates sequences of RGBP images and outputs a real number estimating
the approximate people count.
An appropriate training set is compiled by adapting the strategy proposed
in [22]. In that work, the diversity of the training set was prioritized by col-
lecting RGB videos throughout different times and days of the week from a
surveillance camera positioned in a real shoe retail store. The gathered RGB
videos were afterwards structured into a set of individual RGBP images.
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The annotation step was carried out by a human trainer using a pub-
licly available semi-automatic annotation tool developed for that purpose1.
As manually labeling thousands of images would be an extremely exhaustive
process, the authors proposed an efficient semi-automatic visual annotation
tool, whose interface allows the user to visually count the number of people.
Temporal coherence was exploited by semi-automatically annotating each col-
lected video. After manually annotating the first frame of a video, the video
starts playing. Then, the annotator is expected to increase or decrease by one
unit the people count of the frame being displayed since only small variations
of the people count is expected over time, i.e. when an individual enters or
leaves the visible area of the store. Consequently, the training time is expected
to be in the order of the duration of the videos.
Differently from [22], we consider each training sample to be a sequence
of T continuous RGBP images in time, i.e a small RGBP video labeled with
the people count of the last image of the sequence. Thus, the aforementioned
annotation process can still be utilized here before compiling the training set
of annotated sequences.
After training the regression model, videos acquired in real-time from the
camera may be evaluated in a similar fashion: the last recorded frames are used
to detect the foreground and compose an RGBP video with the most recent
images, which is then given as input data to the neural network. Finally, an
accurate real-time prediction of the people count is given as output.
3.3 LRCN-RetailNet architecture
The Long-term Recurrent Convolutional Networks were recently investigated
as an alternative for applications that deal with sequences of images (or
videos). The key elements of this architecture are 2d convolutional layers and
recurrent layers made of Long Short-Term Memory (LSTM) units. By appro-
priately combining these layers, this architecture is capable of simultaneously
extracting spatial features and learning long-term temporal dependencies. In
practice, the LSTM units are sequentially fed by the features extracted from
each RGBP image by the convolutional layers. The reasons to combine such
architectures are two-fold: first, the people count from subsequent images is
expected to present a time dependency; and second, features extract from
RGBP images through 2d convolutional layers have been previously shown to
be relevant to count people.
The structure of the LRCNs investigated in this work is shown in the
diagram of Fig. 2. All networks receive, as input, sequences comprised of T
RGBP images with fixed spatial resolution of 400× 225 pixels, resulting in a
4d tensor with dimensions 400×225×4×T . Each RGBP image is individually
filtered by C convolutional layers composed of F filters with dimensions K×K,
and are always followed by a 2 × 2 max pooling layer, which will halve the
1 https://ic.ufal.br/professor/thales/retailnet/
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Fig. 2 LRCN-RetailNet architecture: each image of a sequence of continuous RGBP images
in time is given as input to convolutional blocks composed of 2d convolutional layers (each
one applying F filters of size K × K) and 2 × 2 max pooling layers. Then, the flattened
features of each image is sequentially given as input to L recursive LSTM layers that precede
a linear output layer with a single neuron. The output of the network is a real number, which
is then rounded to its nearest integer, representing the estimated people count.
input image in both spatial dimensions and highlight its features. For the
convolutional layers, we adopt the standard rectified linear (ReLU ) activation
function. Then, after flattening the resulting feature maps, the resulting array
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is fed into the recurrent part of the network, which is composed of L LSTM
layers, each one consisting of an individual number of units (U1, . . . , UL).
The features extracted from each image are sequentially given as input to
the LSTM layers, whose output flows to the following time step (right), if it
is not the last time step; and possibly to a subsequent LSTM layer, if it is not
the last recurrent layer, or to the linear output layer, if it is the last recurrent
layer and in the last time step (up).
The output layer is made up of a single neuron with linear activation
since we are considering the people counting task to be a regression problem.
We follow the many-to-one paradigm, which means that the output layer is
only fed with data after the last image from the sequence being processed by
the previous layers. The output of the last layer is the estimated count for
that image, which is afterwards rounded to the nearest integer. Consequently,
the output layer estimates the people count by considering local color and
foreground features extracted from each image of the input video through
the convolutional blocks; and sequentially in time to take advantage of the
temporal coherence through the recurrent layers.
3.4 Customers-only training
In this work, we also intended to adapt and test the capability of the proposed
approach to counting only the visible customer in the images, since it is much
more important to a retailer to analyze the flow of customers that are visiting
the store, without taking into account the salespeople.
We propose a simple adaptation of the entire approach in which only the
annotation of the dataset is modified. By considering that salespeople usually
wear uniforms with the same color, we hypothesize that both LRCN-RetailNet
and the original RetailNet are capable of learning to extract features in such
a way to exclude salespeople from the count.
For this purpose, the label of each image in the training set shall be mod-
ified to the number of customers only, disregarding visible salespeople. It is
worth mentioning that the same efficient annotation tool described in Sec-
tion 3.2 may be employed in this re-annotation process. In Section 4.4 we
describe experiments conducted to validate this adaptation in both the origi-
nal RetailNet architecture [22] and in the novel LRCN-RetailNet architecture.
4 Experiments
In this section we describe experiments thoroughly performed to answer the
following relevant research questions:
1. What are adequate hyper-parameters values of the LRCN-RetailNet?
2. Do LRCN-RetailNet models outperform the single-image RetailNet?
3. What is the optimum image sequence size to accurately predict people
count?
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Fig. 3 Dataset distribution of the number of images per number of people: the same dataset
collected and experimented by Nogueira et al. [22] was employed in our experiments. Images
showing up to 30 people are included.
4. Can transfer learning and fine-tuning the weights of the convolutional lay-
ers of the LRCN-RetailNet architectures boost accuracy when compared
to a training from scratch?
5. Can the proposed approach be easily adapted to customers-only counting?
6. How do the single-image RetailNet and the LRCN-RetailNet compare to
a state-of-the-art approach for object detection such as YOLO [26]?
In what follows, we describe the dataset used to validate, evaluate and
compare the LRCN-RetailNet (Section 4.1). In Section 4.3, questions 1 to 4
are investigated. Section 4.4 is focused in question 5, and question 6 is answered
in Section 4.5. Computational performance is analyzed in Section 4.6.
4.1 Dataset
Our experiments were carried out using the same dataset collected to eval-
uate the original RetailNet work, which is publicly available2. The dataset
was compiled from many RGB videos that were recorded using a 1-megapixel
surveillance camera placed in a real-world retail store. The videos were man-
ually labeled using an efficient annotation tool, described in [22]. As a result,
each image in the dataset is labeled with its correct people count. Also, to avoid
very similar consecutive frames, only one every five consecutive images were
considered. The foreground detection algorithm was applied to extract the P
channels from the RGB images, which were then merged to compose RGBP
images. The resulting dataset is composed of 37,742 annotated RGBP images
showing a wide variety of people counting, ranging from 0 (empty store) to 30
people, as shown in Fig. 3.
2 http://www.ic.ufal.br/professor/thales/retailnet/
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4.2 Experiment setup
In all our experiments, we employ the Mean Absolute Error (MAE) as a loss
function, and the Adam optimization algorithm [12] with a learning rate of
0.001 and an early stopping trigger to avoid overfitting. For each evaluated
network, we carried out a cross-validation experiment. The dataset was split
by randomly assigning 70% of the (image) samples for a training set and
30% for a testing set, in a stratified manner. More specifically, the stratified
sampling procedure considered as criterion the people counts of the dataset
images to properly balance the sets.
The accuracy of the network is evaluated on the test set by considering
both the MAE, and the error measure
E = 1
n
n∑
i=1
|ti − round(yi))|
ti
,
where ti is the annotated number of people and yi is the predicted number of
people of the i -th example; and round() is the function that rounds a number
to the nearest integer. Exceptionally, the denominator is set to 1 when ti
= 0. To better comprehend and compare the robustness of the models, we
also calculate the number of examples that resulted in each absolute error,
according to
A(t, y) = |t− round(y))| ,
where t is the ground truth people count and y is the network prediction.
We adopt the original RetailNet architecture [22] as the baseline method
for comparisons. More specifically, we compare our results to the best network
architecture found in the original work, whose best hyper-parameters values
were found to be C = 3, F = 8, L = 2, U = 16 and K = 5. It is worth
mentioning that here we consider L and U to be the number of dense layers and
the number of units per dense layer, instead of the LSTM hyper-parameters
defined in Section 4.3.
The baseline RetailNet achieved E = 12.38% and MAE = 1.4 in the afore-
mentioned cross-validation experiments, which are slightly worse results than
those found in the original paper (E = 10.78% and MAE = 1.232). This dif-
ference may be explained by different sampling strategies: the original paper
considered a higher proportion of 75% of the samples for training and stratifi-
cation was not performed. In Fig. 4, the percentage of test images per absolute
error are revealed. Most images show a people count error of up to 2 persons
in more than 80% of the test images. In what follows, we will further refer to
this chart to compare to other approaches.
4.3 Hyper-parameters optimization of the LRCN-RetailNet architecture
The first experiments carried out on the LRCN-RetailNet architecture were
focused on optimizing its hyper-parameters and, consequently, validating the
14 Lucas Massa et al.
entire approach. We initially reshaped the dataset to be comprised of sequences
of T = 9 continuous images in time, where the number of people in the last
image was the target value to be estimated by the network.
Since the baseline RetailNet achieved good results, we opted to perform
transfer learning by exploiting the weights of the convolutional layers of the
best performing model from Section 4.2. Consequently, we fix the convolutional
layers hyper-parameters values of all experimented LRCN-RetailNet architec-
tures to C = 3, F = 8 and K = 5, and set their weights values to the corre-
sponding values from the baseline RetailNet. The recurrent hyper-parameters
L and U were optimized by performing a grid search and experimenting the
following variations of hyper-parameters values:
– Number of LSTM layers: L = {1, 2};
– Units per LSTM layer: U = {250, 500, 1000}.
We also applied a dropout of 30% in each LSTM layer, to avoid overfitting.
Following the Section 4.2 experiments setup, we employed the Adam optimizer
with the same learning rate and the MAE loss. The same cross-validation
experiment described in the experiments of Section 4.2 was conducted.
As shown in Table 1, all the top configurations achieved significantly
smaller MAE and E than the best RetailNet model. In particular, the best
configuration obtained a very good result of E = 3.59%, which is almost a
quarter of the baseline RetailNet error (12.38%). Since the best result was
achieved by the smaller configuration, we further investigated whether an even
smaller network would boost the accuracy. However, the results for a single
recurrent layer comprised of 125 units did not outperform the top three con-
figurations. Fig. 4 reveals that the best configuration was capable of predicting
more than 70% of the test images precisely. In Fig. 5, we show an example
in which the best LRCN-RetailNet succeeded in predicting the correct people
count in a challenging example with 20 people, while the single-image Re-
tailNet predicted only 16 people, missing by a good margin. These relevant
results also confirms our expectations that, by exploiting a larger amount of
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Fig. 4 Absolute error charts: the horizontal axes denote the different absolute errors (A)
achieved by each model on the test set, and the vertical axis denote the relative frequency
for each A value.
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Table 1 Performance obtained by the top LRCN configurations and the baseline RetailNet
model, sorted by E. Best result shown in bold.
L U E (in %) MAE params
1 (250) 3.59% 0.365 9,083,251
1 (1000) 4.19% 0.401 39,333,001
1 (500) 4.27% 0.377 18,666,501
1 (125) 5.02% 0.498 4,479,126
2 (1000,250) 5.46% 0.549 40,583,251
2 (500,250) 5.55% 0.589 19,417,251
2 (500,500) 5.67% 0.529 20,668,501
2 (1000,500) 6.49% 0.510 42,334,501
2 (1000,1000) 6.49% 0.643 47,337,001
2 (250,250) 7.01% 0.653 9,584,251
RetailNet 12.38% 1.402 145,641
data from a sequence of images, and consequently the temporal coherence of
the problem, higher accuracy can be achieved by employing appropriate neural
network architectures.
Next, we investigated values for the hyper-parameter T , which represents
the image sequence size given as input to the network. We repeated the same
transfer learning procedure of the previous experiments on the best-performing
LRCN configuration, but trying to decrease (T = 5) and increase (T = 12)
the image sequence size. The results shown in Table 2 reveal that, in both
cases, the resulting E did not outperform the initial value of T = 9, which we
fix from now on as the proper sequence size.
Finally, we evaluated distinct training approaches. In addition to the pre-
viously described transfer learning strategy, we also experimented:
– fine-tuning the best model trained in the previous experiments with a lower
learning rate of 0.0001;
Fig. 5 Result on a challenging example showing 20 people: a sequence of 9 images (last
image shown) was given as input to the best LSTM-RetailNet configuration, that correctly
predicted the people count. The single-image RetailNet, by contrast, incorrectly estimated
16 people.
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Table 2 Comparison of different image sequence sizes (T) on the top performing LRCN-
RetailNet.
error
sequence size (T)
5 9 12
E 3.78% 3.59% 6.03%
MAE 0.337 0.365 0.528
– training all layers of the best network configuration from scratch.
The results shown in Table 3 reveal that, even though the baseline Retail-
Net’s convolutional layers weights can deliver good performance to the LRCN-
RetailNet, such weights can still be improved through a fine optimization,
achieving an outstanding accuracy of E = 2.98%, which is the best result in
of work. This enhancement can also be observed in the absolute error chart
(Fig. 4): when compared to the previous LRCN-RetailNet model trained with
transfer learning, the number of correctly predicted images increases from 70%
to more than 76%.
4.4 Experiments on customers-only count
We also investigated if the alternative training proposed in Section 3.4 is ef-
fective to exclude salespeople from the predicted people counts. Using the
same dataset of the previous experiments, we counted the number of cus-
tomers on each image (disregarding salespeople) using the same annotation
tool, and relabeled them. The same stratified cross-validation procedure per-
formed in the experiments of Sections 4.2 and 4.3 was conducted here. The
modified dataset was used to retrain both the baseline RetailNet and the best
LRCN-RetailNet architecture. We employed the same optimization method
of the previous experiments. As in Section 4.3, we applied transfer learning
from the convolutional layers of the baseline RetailNet (trained specifically for
customers-only counting) to the corresponding layers of the LRCN-RetailNet
and, after training the other layers, we fine-tuned all layers simultaneously.
The results validated the proposed adaptation by revealing even better
results than the general people counting approach. The baseline RetailNet
achieved E = 3.08% and a MAE of only 0.22. This substantial improvement
when compared to the results of Section 4.2 may be explained due to a sub-
stantial number of missed salespeople in the first experiment. Here, they are
not taken into account, and thus do not contribute to increasing the errors.
Table 3 Comparison of different transfer learning strategies.
error
training strategy
from scratch transfer learning fine-tuning
E 3.96% 3.59% 2.98%
MAE 0.384 0.365 0.299
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The LRCN-RetailNet experiments resulted in E = 2.33% and an MAE
of 0.10, which is also better than the fine-tuning results found in Table 3.
It is also worth noting that, once again, the LRCN-RetailNet outperformed
the baseline RetailNet. Fig. 6 reveals a high number of accurately predicted
examples, achieving more than 92% for the LRCN-RetailNet. These results
ratify the proposed adaptation in the labeling process to the task of counting
only the customers.
4.5 Comparison with the object detection approach
In addition to the comparisons of the LRCN-RetailNet architecture to the
baseline RetailNet, we further investigate whether state-of-the-art deep neural
networks for object detection can achieve higher people count accuracy. Such
approaches try to detect previously trained classes of objects in images, usually
providing lists of the detected objects and their respective bounding boxes
coordinates.
We compare to the well-known You Only Look Once (YOLO, [26]). We
make use of an open-source implementation of YOLO v3 [27] that is pre-
trained in the Common Objects in Context (COCO, [16]) dataset, with the
standard threshold of 25% for detection confidence. To predict the number
of people for each image using YOLO, we simply take the number of objects
detected and classified as a person. The same test subset used to assess the
LRCN-RetailNet models (Section 4.3) was used here.
Results revealed that object detection is not a suitable approach for this
task, reaching a poor MAE of 6.241 and E = 51.49%. A lower confidence
threshold of 12.25% was also tested, but no improvement was found, scoring
an MAE of 4.766 and E = 52, 78%. By visually examining some predicted
images, we found cases where YOLO missed many visible people (Fig. 7a),
and cases where it detected non-existing ones (Fig. 7b).
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Fig. 6 Percentage of test images per absolute error: RetailNet achieved a correct estima-
tion of customers count in 79.17% of test cases while LRCN-RetailNet achieved a correct
estimation in 92.37%.
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(a) Example with many false-negatives. (b) Example with many false-positives.
Fig. 7 YOLO experiments: many inaccurate predictions were found in our experiments.
Our hypothesis for such a poor result from YOLO is twofold. First, YOLO
makes use of data from a single image, which makes it difficult even for a
human to accomplish the people counting task in some situations. Differently,
our approach takes advantage of the temporal coherence of several images
in two distinct steps: the background extraction and the recurrent network
prediction. Second, YOLO is not trained to cope with very extreme poses
and occluded people, which is quite common in the captured images. In con-
trast, according to [22] the convolutional layers of RetailNet (and consequently
LRCN-RetailNet) are capable of learning densities of people per pixel, and thus
it is not necessary to effectively recognize each person. This comparison con-
firms that our approach is more appropriate to the problem of people counting
in retail stores.
4.6 Performance
Since the proposed models are intended to be applied as an analysis tool in
real-world small retail stores, it is of great importance that they perform well
in real-time on affordable computers. Thus, we measured and compared the
computational performance of both the baseline RetailNet, which was already
shown to achieve real-time prediction, and the best LRCN-RetailNet model.
Since the networks must be trained for each store and viewpoint, we also
evaluate the training times in addition to the prediction times. Furthermore,
considering that transfer learning highly decreases training time, we also com-
pared the training time of the LRCN-RetailNet when trained from scratch.
The experiments were performed using an Intel Core i5 processor with 4 cores
running at 2.20GHz and 8GB of RAM, without using GPU processing. All net-
works were trained using the Keras Library [6], and commonly used Python
packages.
The results revealed in Table 4 indicate that, as expected, RetailNet has
a smaller prediction time, since only a single image is processed. It is also
clear that, training the model with transfer learning results in significantly
faster training, since the convolutional layers weights are fixed and only re-
current layers are trainable. More importantly, the prediction time for the
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Table 4 Experiments on computational performance: the LRCN-RetailNet architectures
are shown to be able to achieve real-time prediction and faster training time than the
baseline RetailNet when transfer learning (TF) is applied.
network
time per phase
training prediction
Baseline RetailNet 8h45 min 18.53 ms
LRCN-RetailNet without TF 12 h 159.73 ms
LRCN-RetailNet with TF 4h15 min 170.12 ms
LRCN-RetailNet allows real-time prediction for people flow analysis, achiev-
ing approximately 6 predictions per second. It is worth noting that, since only
one every 5 frames are considered (Section 4.1) in a 20fps recording, only 4
predictions are required per second, which is practically the prediction time
achieved here.
5 Conclusion
We introduced a novel architecture for accurate people counting in retail stores
and other indoor environments. As main contributions, we proposed the ex-
ploitation of the spatio-temporal coherence of RGB videos acquired from low-
cost surveillance cameras through a deep neural network architecture derived
from the LRCN architecture. Our experiments revealed significantly higher
accuracy when compared to a previous architecture based on single-images
and to a state-of-the-art object detection approach, while still achieving real-
time performance. The most efficient training strategies and hyper-parameters
were thoroughly investigated. We also showed that a simple adaptation in the
labeling task is effective to exclude salespeople wearing working uniforms from
the people count. In practice, this result is of great importance for retailers to
better analyze the flow of customers. As future work, we intend to research
end-to-end neural network architectures that incorporate the foreground de-
tection step in an integrated fashion.
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