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Resumen
En este trabajo se describe la implementacio´n de
un Controlador Predictivo (MPC) en un Auto´ma-
ta Programable (PLC) a trave´s de una librer´ıa en
MATLAB. La librer´ıa toma los datos del sistema y
los para´metros del MPC y genera con ello el co´di-
go del controlador de forma que se minimice el
uso de memoria del PLC. El co´digo generado se
empaqueta en un archivo que puede ser directa-
mente importado al software de control del PLC.
El lenguaje de programacio´n de dicho co´digo sigue
la normativa IEC 61131-3. En concreto, el contro-
lador esta´ programado con el lenguaje ST.
El controlador incluye un observador de estado y
un estimador de perturbaciones, un Steady State
Target Optimicer (SSTO), un predictor en bucle
abierto y posibilidad de trabajar en modo manual.
Este trabajo proporciona una metodolog´ıa, basada
en el algoritmo FISTA, para resolver el problema
de optimizacio´n requerido para la implementacio´n
del controlador MPC.
En este trabajo tambie´n se muestran los resulta-
dos de pruebas realizadas sobre el uso de memoria
del PLC para sistemas de distintos taman˜os, as´ı
como un ejemplo de uso del controlador aplicado
en el PLC Modicon m340, de la empresa Schnei-
der Electric. El software de control del PLC que
ha sido usado, y para el que esta´ programada la
librer´ıa de MATLAB, es Unity Pro XL.
Palabras clave: Control Predictivo, Auto´mata
Programable, FISTA, IEC 61131-3, Generacio´n de
co´digo.
1. Introduccio´n
El Control Predictivo (MPC) es una estrategia
de control basada en optimizacio´n, que resulta de
gran utilidad para el control de sistemas multiva-
riables con restricciones [3]. Esta estrategia de con-
trol es usada en numerosos sectores industriales,
tales como refiner´ıas de petroleo, plantas ele´ctricas
o la industria qu´ımica. Sin embargo, su implemen-
tacio´n ha estado enfocada a sistemas con muchos
recursos, tales como un PC, dada su complejidad
y gran demanda computacional.
En los u´ltimos an˜os la comunidad cient´ıfica ha he-
cho avances en la programacio´n de Controlado-
res Predictivos en equipos con menos recursos que
un PC, tales como Arduino, FPGA o PLC. Los
Auto´matas Programables (PLC) son los equipos
ma´s extendidos en la industria para la implemen-
tacio´n de lazos de control. Se caracterizan por su
robustez, fiabilidad, sistema de comunicacio´n inte-
grado y facilidad de programacio´n. Sin embargo,
son equipos con limitaciones en cuanto a capaci-
dad computacional o de memoria en comparacio´n
con los de un PC. La estrategia de control PID es
la que se suele implementar en estos equipos. En
[7] y [2] se muestran casos de estudio realistas en
los que se implementa un MPC en un PLC, y en
[6] se muestran consideraciones pra´cticas sobre la
implementacio´n de un MPC en un PLC.
En [10] se muestra la implementacio´n de un MPC
en un PLC haciendo uso de la normativa IEC
61131-3, al igual que en este trabajo. Esta imple-
mentacio´n hace uso de funciones que resuelven el
problema de optimizacio´n del MPC en funcion de
las matrices resultantes del mismo. Este enfoque,
a pesar de estar orientado a implementacio´n en
un PLC, no aprovecha la estructura del problema
para reducir la memoria necesaria, lo cual es de
especial importancia en los PLC dadas sus limita-
ciones de memoria. Para ilustrar esto, mencionar
que el taman˜o de la memoria dedicada a datos del
PLC usado en este trabajo tiene un taman˜o de
4Mb.
Uno los principales avances en la implementa-
cio´n del MPC en sistemas con pocos recursos son
los avances en algoritmos que resuelvan de for-
ma ra´pida y eficiente problemas de programacio´n
cuadra´tica (QP), dado que el problema de opti-
mizacio´n del MPC, cuya resolucio´n proporciona
la accio´n de control, es un problema de este ti-
po. Estos avances han dado lugar a la creacio´n
de diversas librer´ıas de generacio´n de co´digo para
la resolucio´n eficiente de problemas QP, tales co-
mo: FiOrdOs [12], CVXGEN [9] o µAO-MPC [13].
Este enfoque proporciona un co´digo ma´s eficien-
te, tanto en memoria como en complejidad, que el
enfoque del pa´rrafo anterior.
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Sin embargo, las librer´ıas previamente menciona-
das generan algoritmos gene´ricos para la resolu-
cio´n de problemas QP en co´digo C/C++, que no
son directamente trasladables a una implementa-
cio´n en PLC. La contribucio´n de este trabajo es
la creacio´n de una librer´ıa que genera un co´digo
espec´ıficamente disen˜ado para optimizar la memo-
ria de la formulacio´n de MPC que se muestra en la
Seccio´n 2 y programada en el lenguaje de progra-
macio´n esta´ndar de los auto´matas programables
ST. Este lenguaje esta´ recogido bajo la normati-
va IEC 61131-3, que regula los esta´ndares de los
lenguajes de programacio´n de los auto´matas pro-
gramables. La librer´ıa aprovecha la estructura del
problema de optimizacio´n que se deriva del MPC
y del algoritmo FISTA [1], que es el que se usa
para obtener su solucio´n.
Adema´s, la librer´ıa genera un controlador que po-
see una serie de caracter´ısticas necesarias para
su implementacio´n en el entorno industrial, tales
como: control multivariable, modo manual y au-
toma´tico, cancelacio´n de offset, optimizacio´n de
consigna, restricciones en entrada y estado, reali-
mentacio´n de salida y compensacio´n de retardo de
la planta.
La salida de la librer´ıa es un archivo de exten-
sio´n ”.XDB”que se puede importar directamente
al software de control de PLCs Unity Pro XL, de
la empresa Schneider Electric, genera´ndose un blo-
que FBD. Todas las pruebas que se han realizado
en este trabajo han sido en este software o direc-
tamente en un PLC modelo Modicon m340, de la
misma empresa.
Este trabajo esta´ organizado de la siguiente ma-
nera: la formulacio´n del MPC se muestra en la
Seccio´n 2, el algoritmo FISTA se muestra en la
Seccio´n 3, la arquitectura del controlador, inclu-
yendo una breve descripcio´n de cada uno de los
elementos auxiliares, se muestra en la Seccio´n 4, la
explicacio´n de la librer´ıa en MATLAB se encuen-
tra en la Seccio´n 5, un ejemplo de aplicacio´n del
controlador se muestra en la Seccio´n 6, los resulta-
dos sobre uso de memoria en funcio´n del taman˜o
del problema se muestran el la Seccio´n 7, y la con-
clusio´n y comentarios adicionales se muestran en
la Seccio´n 8.
2. Formulacio´n del MPC
El MPC controla un sistema modelado por ecua-
ciones discretas en variables de estado obtenido a
partir de la linalizacio´n del sistema en torno a un
punto de funcionamiento (X0, U0, Y0).
x(k + 1) = Ax(k) +Bu(k) (1a)
y(k) = Cx(k) (1b)
Donde x(k) ∈ Rn es el vector de estado, u(k) ∈
Rm es el vector de acciones de control e y(k) ∈ Rp
es el vector de salidas del sistema. x(k), u(k) e
y(k) son variables incrementales respecto al punto
de funcionamiento (X0, U0, Y0)
Se definen restricciones en caja para el estado y
para las acciones de control de la siguiente forma.
LBx ≤ x(k) ≤ UBx (2)
LBu ≤ u(k) ≤ UBu
La ley de control del MPC se deriva de la resolu-
cio´n del siguiente problema de optimizacio´n.
J∗ = mı´n
u
J (x, u, xr, ur) (3)
s.a. x (k + 1) = Ax (k) +Bu (k) , (3a)
LBx ≤ x(k) ≤ UBx, (3b)
LBu ≤ u(k) ≤ UBu, k = 0, ... N − 1 (3c)
x(0) = X (3d)
x(N) = xr (3e)
Siendo J (x, u, xr, ur) la funcio´n de coste, cuya ex-
presio´n es la siguiente.
J =
N−1∑
i=0
||x(i)− xr||2Q +
N−1∑
i=0
||u(i)− ur||2R (4)
donde N es el horizonte de prediccio´n, u es la se-
cuencia de N acciones de control futuras, x la se-
cuencia de N estados futuros predichos del siste-
ma, xr ∈ Rn es el estado de referencia, ur ∈ Rm
es la accio´n de control de referencia, X es el es-
tado le´ıdo en el periodo de muestreo actual, y
Q ∈ Rnxn  0 y R ∈ Rmxm  0 son matrices
diagonales que penalizan la discrepancia entre x y
xr, y entre u y ur, respectivamente.
3. Algoritmo FISTA
Conside´rese el problema QP siguiente.
mı´n
z
1
2
z′Hz + f ′z (5)
s.a. z ∈ Z (5a)
Az = b (5b)
donde z ∈ Rnz son las variables de decisio´n, el con-
junto Z = {z ∈ Rnz : LB ≤ z ≤ UB}, H es una
matriz diagonal definida positiva, A ∈ Rmzxnz ,
con nz > mz, y [A b] es de rango mz.
No´tese que el problema de optimizacio´n del MPC
(3) se puede reescribir de esta forma. Tomando,
z = [x(0)′, u(0)′, ... , x(N − 1)′, u(N − 1)′]′
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La solucio´n en linea de este problema QP se ha
realizado mediante el algoritmo FISTA [1], que es
un algoritmo basado en gradiente que resuelve el
problema mediante teor´ıa de dualidad. A conti-
nuacio´n se muestran los conceptos ba´sicos de este
algoritmo y su formulacio´n.
Def´ınase,
J(z) =
1
2
z′Hz + f ′z (6)
L(z, λ) = J(z)− λ′(Az − b) (7)
z(λ) = argmı´n
z∈Z
L(z, λ) (8)
f(λ) = L(z(λ), λ) (9)
La funcion L(z, λ) se denomina la funcio´n Lagran-
giana del problema, λ es el multiplicador de La-
grange y f(λ) es la funcio´n dual.
Sea z∗ la solucio´n o´ptima del problema original y
J∗ el coste o´ptimo, entonces
J∗ = L(z∗, λ) ≥ f(λ) (10)
para todo λ, pues Az∗ − b = 0. Por lo tanto la
funcio´n dual es una cota inferior del problema de
optimizacio´n. El objetivo es pues obtener la me-
jor cota inferior, maximizando la funcio´n dual, es
decir, resolviendo el problema
λ∗ = argma´x
λ
f(λ) (11)
Definiendo f∗ = f(λ∗), se puede demostrar que el
problema anterior posee la propiedad de dualidad
fuerte, es decir, J∗ = f∗ y z∗ = z(λ∗).
Para el problema QP (5), en el que H es diagonal
y definido positivo, el ca´lculo de z(λ) tiene una so-
lucio´n expl´ıcita directa, puesto que es equivalente
a la resolucio´n de nz problemas de optimizacio´n
desacoplados de una sola variable.
z(λ) = argmı´n
z∈Z
1
2z
′Hz + (f −A′λ)′z (12)
El objetivo es obtener la mejor cota inferior de
z(λ), maximizando la funcio´n dual, cuya obten-
cio´n se basa en la siguiente desigualdad. Esta de-
sigualdad se cumple si H  0.
f(λ+ ∆λ) ≥ f(λ)−∆λ′(Az(λ)− b) (13)
− 1
2
∆λ′W∆λ
Con
W = A′H−1A (14)
La obtencio´n de la desigualdad (13) as´ı como su
demostracio´n no se detallan en este trabajo. Como
referencia para la obtencio´n de esta desigualdad se
citan los trabajos de Rockafellar [11] y Fletcher [5].
No´tese que
argma´x
∆λ
−∆λ′(Az(λ)− b)− 1
2
∆λ′W∆λ = (15)
argmı´n
∆λ
∆λ′(Az(λ)− b) + 1
2
∆λ′W∆λ
Y, dado que W es invertible, por ser H diagonal
y A de rango completo por filas, el o´ptimo del
problema (15) se alcanza en el punto en el que se
anula el gradiente, es decir,
Az(λ)− b+W∆λ = 0 (16)
Llegando finalmente a,
∆λ = −W−1(Az(λ)− b) (17)
Los pasos del algoritmo FISTA se detallan en Al-
goritmo 1, donde TOL es un para´metro de entrada
del algoritmo.
Algoritmo 1 FISTA
1: k = 1, λ1 = η1 = 0, t1 = 1
2: Repetir
a: Obtener z(λk) resolviendo (12)
b: ∆λ = −W−1(Az(λk)− b)
c: ηk = λk + ∆λ
d: tk+1 =
1
2
(
1 +
√
1 + 4t2k
)
e: λk+1 = ηk +
tk − 1
tk+1
(ηk − ηk−1)
f: k = k + 1
3: Hasta que |Az(λk)− b| ≤ TOL
4. Arquitectura del controlador
El controlador que se muestra en este trabajo ob-
tiene la accio´n de control a partir del MPC descri-
to en la Seccio´n 2, pero tambie´n incluye una serie
de elementos auxiliares que proporcionan al con-
trolador una serie de caracter´ısticas adicionales:
cancelacio´n de offset, estimacio´n de estado, control
de sistemas con retardo, SSTO y modo manual de
funcionamiento.
La arquitectura del controlador se muestra en la
Figura 1, donde el objetivo de control es llevar la
salida del sistema y a la referencia dada yr.
A continuacio´n se explican cada uno de los bloques
auxiliares.
4.1. Observador de estado y estimador de
perturbaciones
Con el objetivo de eliminar el error en re´gi-
men permanente ante referencias asinto´ticas a una
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Figura 1: Arquitectura del controlador
constante, se ha incluido un observador de estado
de Luenberger y un estimador de perturbaciones,
que se usa para estimar y predecir la discrepan-
cia entre la salida medida del sistema y la pre-
dicha. De este bloque se obtiene, en cada tiempo
de muestreo, un estado estimado xd ∈ Rn y una
perturbacio´n estimada d ∈ Rp, que se usan para
iniciar el problema del MPC (3) y el del SSTO
(20).
La formulacio´n de este bloque es la siguiente.
x+d = Axd +Bu+ Lx(y − Cxd −Ddd) (18)
d+ = d+ Ld(y − Cxd −Ddd) (19)
Donde A, B y C son las matrices del modelo del
sistema (1), Lx, Ld y Dd matrices que se eligen
para que el estimador sea estable, u la accio´n de
control actual e y la salida medida del sistema.
La demostracio´n sobre la convergencia de la salida
del sistema y a la referencia dada yr se puede ver
en [8], donde en este caso se esta´ considerando el
caso nd = p y Bd matriz nula.
En la pra´ctica, se toma Dd = Ip y Lx, Ld de forma
que el estado estimado xd converja en un tiempo
significativamente inferior al tiempo caracter´ıstico
del sistema.
4.2. Predictor en bucle abierto
Con el objetivo de poder controlar sistemas con
grandes retrasos de forma eficiente, es decir, sin
tener que aumentar el estado del sistema, se an˜ade
un bloque que toma el estado estimado xd, propor-
cionado por el observador de estado, y el historial
de acciones de control pasadas - en un horizonte
igual al retraso del sistema ret, dado en te´rmino
del nu´mero de tiempos de muestreo de retraso - y
devuelve el estado predicho xp en ret tiempos de
muestreo.
Por lo tanto, la ecuacio´n (3d) se sustituye por
x(0) = xp.
4.3. Steady State Target Optimizer
El Steady State Target Optimizer (SSTO) calcula
un punto de funcionamiento de referencia (xr, ur)
a partir de una referencia en salida yr, de tal for-
ma que se minimice un cierto criterio. El SSTO
transforma una referencia en te´rminos de salida
del sistema, que es la ma´s habitual en la pra´cti-
ca, a la mejor referencia alcanzable en te´rminos
de estado xr y accio´n de control ur, de tal forma
que el conjunto (xr, ur) cumple las restricciones
del sistema (2).
El conjunto (xr, ur) se obtiene en cada tiempo de
muestreo de la resolucio´n del problema de optimi-
zacio´n (20), que se ha disen˜ado de tal forma que
el hessiano del problema QP que se deriva de e´l
sea diagonal y definido positivo. De esta forma se
puede aplicar el algoritmo FISTA (Seccio´n 3) y las
mismas te´cnicas de ahorro de memoria que se han
usado para el MPC (Seccio´n 2). EL SSTO hace
uso de la perturbacio´n estimada por el estimador
de perturbaciones (18) y (19). De esta forma la re-
ferencia (xr, ur) proporcionada por el SSTO sera´
tal que la salida del sistema converja a la referencia
dada en re´gimen permanente, siempre y cuando la
referencia converja a un valor constante de forma
asinto´tica.
(xr, ur) = arg mı´n
xr,ur
S (yr, d) (20)
s.a. xr = Axr +Bur (20a)
yr −Ddd = Cxr + h (20b)
LBx ≤ xr ≤ UBx (20c)
LBu ≤ ur ≤ UBu (20d)
Con
S (yr, d) = ||xr||2Qr + ||ur||2Rr + ||h||2Th (21)
Donde las matricesQr,Rr y Th ponderan el estado
de referencia, la accio´n de control de referencia y
la variable de holgura h, respectivamente. Las tres
matrices son diagonales y definidas positivas.
4.4. Modo de funcionamiento manual
El controlador posee un modo de funcionamiento
manual, en el que la accio´n de control aplicada
sobre el sistema es directamente la proporcionada
por el usuario. En caso de estar activo el modo
manual, el controlador solo ejecuta el observador
de estado y estimador de perturbaciones.
En general, el controlador sera´ iniciado en modo
manual, se aplicara´ una accio´n de control que lleve
al sistema a un punto de equilibrio y una vez que
esta´ en dicho punto de equilibrio y el observador
de estado haya convergido se activara´ en modo de
control automa´tico.
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5. Librer´ıa en MATLAB
Como se ha mencionado en la introduccio´n, hay
dos enfoques a la hora de implementar un MPC
en un PLC. La primea, [10], implementa una fun-
cio´n gene´rica de resolucio´n de problemas QP a la
que se le pasan las matrices de dicho problema.
Esta solucio´n no optimiza el uso de memoria, por
lo que resulta inviable para problemas de gran ta-
man˜o. Por otro lado, existen aplicaciones orienta-
das a resolver problemas QP de forma eficiente a
trave´s de generacio´n de co´digo ([12], [9] o [13], por
ejemplo). Sin embargo, estas aplicaciones generan
co´digo en C/C++ y no esta´n orientadas a ningu´n
problema QP en particular. Adema´s, u´nicamente
resuelven el problema QP, pero no proporcionan
un controlador propiamente dicho.
En este trabajo se presenta una librer´ıa en
MATLAB que genera controladores predictivos
aprovechando la estructura que presenta el proble-
ma para la formulacio´n del MPC mostrada en la
Seccio´n 2 y para el algoritmo FISTA (Seccio´n 3).
La especializacio´n de la librer´ıa a una formulacio´n
concreta permite la optimizacio´n del problema QP
resultante en mayor medida. Se busca minimizar
la cantidad de memoria necesaria as´ı como la can-
tidad de operaciones que se deben realizar en cada
iteracio´n del algoritmo FISTA. Adema´s, se genera
un controlador con todos los elementos auxiliares
descritos en la seccio´n 4 y programado en el len-
guaje ST, segu´n la normativa IEC 61131-3, que es
un lenguaje esta´ndar de los PLC.
La librer´ıa toma como datos las matrices del mo-
delo del sistema y los para´metros del controlador,
realiza una serie de ca´lculos fuera de l´ınea para
la generacio´n de ciertas matrices y para´metros del
problema y finalmente genera el controlador en
forma de un archivo de extensio´n “.XDB”. Este
archivo contiene la declaracio´n de variables y el
co´digo del controlador y puede ser directamente
importado a Unity Pro XL. Al ser importado se
crea un bloque FBD (Figura 2). Sus entradas son
la salida le´ıda del sistema Ysys, la referencia de sa-
lida YR, el valor de la accio´n de control en modo
manual UM - en valor absoluto, el Booleano MA-
NUAL para indicar si trabajar en modo manual o
automa´tico y el valor del tiempo de muestreo ST.
El bloque devuelve el valor de la accio´n de control
del periodo de muestreo actual UK, que se obtiene
de la resolucio´n del problema (5).
El ahorro en memoria se obtiene mediante el apro-
vechamiento de la estructura que presentan las
matrices requeridas para la resolucio´n del algo-
ritmo FISTA. Por ejemplo, la matriz A de (5b)
presenta una estructura en banda compuesta u´ni-
camente por las matrices del modelo del sistema
Figura 2: Bloque FBD en Unity Pro XL
(1). Por tanto, no se guarda en memoria la ma-
triz A completa, sino u´nicamente las matrices del
modelo. La multiplicacio´n de A con otras matrices
o vectores se realiza mediante bucles que recorren
su estructura. Este mismo planteamiento se realiza
para el resto de matrices y vectores del algoritmo
FISTA: W (14), H , f y b (5).
Como ejemplo del orden de ahorro de memoria
ve´ase la matriz A, cuyo nu´mero de variables es
igual a N(N + 1)n(n+m), mientras que el nu´me-
ro de variables necesarias usando la librer´ıa es
n(n + m), ya que u´nicamente hay que almacenar
las matrices A y B del modelo del sistema (1).
Esto mismo ocurre de forma muy similar con el
resto de matrices y vectores del problema (si bien
el contraste no es tan pronunciado en el caso de
los vectores).
6. Ejemplo de aplicacio´n
En esta seccio´n se muestra un ejemplo de uso del
controlador en Unity Pro XL. El sistema a contro-
lar consta de cuatro tanques de agua, dos de ellos
situados encima de los dos restantes, de tal forma
que los tanques superiores evacuan agua a los infe-
riores por gravedad. Hay dos fuentes de alimenta-
cio´n de agua, cuyos caudales se pueden controlar
con sendas va´lvulas. Cada fuente alimenta uno de
los tanques inferiores y uno de los superiores, tal
y como se muestra en la Figura 3. El modelo de la
planta consta de cuatro estados, siendo cada uno
de ellos el nivel de agua de cada uno de los cua-
tro tanques. La salida del sistema es la altura de
ambos tanques inferiores. El objetivo de control es
regular la altura de los dos tanques inferiores. La
accio´n de control es la regulacio´n de las va´lvulas
que controlan el caudal de cada una de las fuentes
de agua. Tanto la altura de los tanques como el
valor de las acciones de control deben estar con-
tenidas entre un valor superior e inferior, es decir,
hay restricciones en caja tanto en el estado como
en la accio´n de control.
Para este sistema n = 4, m = 2 y p = 2. Se toma
un horizonte de prediccio´n N = 30. Por lo tanto,
el nu´mero de variables de decisio´n del problema
QP (5) es 180.
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Figura 3: Planta de cuatro tanques de agua
Se han introducido las matrices del modelo del
sistema y los para´metros del controlador en la li-
brer´ıa de MATLAB, se ha importado en controla-
dor generado en Unity Pro XL y se ha programado
en un PLC Modicon m340.
Las figuras 4, 5 y 6 muestran la evolucio´n de la
salida del sistema, el estado del sistema y la ac-
cio´n de control, respectivamente. Todas ellas en
valor absoluto. Como se puede observar en Figu-
ra 4, la salida del sistema converge a la referencia
- en l´ıneas discontinuas - a pesar de que se esta´
regulando al planta a un punto distinto del de li-
nealizacio´n. Por otro lado, en Figura 5 se puede
observar co´mo el estado real del sistema no con-
verge al estado de referencia generado por el SS-
TO, xr. Sin embargo, el estado predicho xp s´ı lo
hace.
En las figuras se representan 10 periodos de mues-
treo en modo manual, tras los cuales se activa el
modo automa´tico del controlado.
Figura 4: Salida del sistema y referencia en salida
Figura 5: Estado real del sistema y referencia en
estado
Figura 6: Accion de control aplicada y de referen-
cia
7. Uso de memoria
Se han realizado dos conjuntos de pruebas para
estudiar el uso de memoria de los controladores
generados en funcio´n del taman˜o del problema. En
concreto, se han realizado dos conjuntos de prue-
bas, ambos sobre el PLC Modicom m340. En el
primer conjunto (Figuras 7 y 8) se han mantenido
constantes las matrices del modelo del sistema y se
incrementado el valor del horizonte de prediccio´n
(N). Los valores de las dimensiones del modelo del
sistema son n = 4, m = 2 y p = 2. En el segundo
conjunto (Figuras 9 y 10) se han mantenido cons-
tantes los para´metros N = 10, m = 2 y p = 2, y
se ha incrementado el valor de n.
Se ha medido tanto la memoria usada para al-
macenar los datos del problema como la memoria
del co´digo del programa. Los valores de memoria
esta´n expresados en kb.
Como se puede observar, la cantidad de memoria
crece de forma lineal con el horizonte de predic-
cio´n N y de forma cuadra´tica con el nu´mero de
estados n. A pesar de que no se representa en este
trabajo la evolucio´n de la memoria en funcio´n de
m o p, dejando el resto constantes, mencionar que
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su comportamiento es lineal con m y cuadra´tico
con p. Sin embargo, el para´metro que mayor efec-
to tiene sobre la memoria es n.
El conjunto de pruebas en las que se ha incre-
mentado N se ha realizado usando el modelo de
la planta de cuatro tanques de agua descrito en
Seccio´n 6.
Figura 7: Memoria de datos en funcio´n de N
Figura 8: Memoria del co´digo en funcio´n de N
Figura 9: Memoria de datos en funcio´n de n
Figura 10: Memoria del co´digo en funcio´n de n
8. Conclusiones
La librer´ıa propuesta genera el co´digo un contro-
lador predictivo orientado a la implementacio´n en
un PLC que aprovecha la estructura de una for-
mulacio´n concreta de MPC y un algoritmo con-
creto de resolucio´n de problemas QP, FISTA. Es-
to permite obtener resultados de uso de memoria
inferiores a los de otras soluciones ([10]), lo cual
es de especial importancia considerando las gran-
des limitaciones de memoria de los PLC. El co´digo
generado esta´ escrito en lenguaje esta´ndar de los
PLC, recogido en la norma IEC 61131-3, y pue-
de ser directamente importado a su software de
control.
Un objetivo del desarrollo de esta librer´ıa es
la creacio´n de una herramienta que facilite la
implementacio´n de controladores predictivos en
auto´matas programables. De ah´ı que se busque
que sea fa´cil de instalar, usar y de introducir el
controlador en el auto´mata. Tambie´n se busca que
el controlador posea todas las garant´ıas y tenga en
cuenta todas las consideraciones pra´cticas que se
esperan de un controlador en el a´mbito industrial.
Como posibles trabajos futuros se destacan la
ampliacio´n de estas garant´ıas y consideraciones
pra´cticas, as´ı como la inclusio´n de caracter´ısticas
adicionales que resulten de intere´s. Como ejemplo
se destacan las siguientes: formulacio´n de control
robusto, posibilidad de cambios de los para´metros
del controlador y de las matrices del modelo del
sistema en l´ınea, o generacio´n de co´digo para
otros equipos embebidos.
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