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A B S T R A C T
M ountain  generation can be considered a p a rt of th e  general theory of surface 
estim ation .
In th is thesis, two m ethods have been presented to  generate  fractals - fast Fourier 
m eth o d  and a new generalized stochastic  subdivision m ethod. Also, a new surface 
estim ation  m ethod  has been in troduced  th a t deals w ith  points of unequal powers. 
T he uniqueness of th is m ethod  is the  usage of splines to  calculate th e  arc lengths be­
tw een th e  points, as opposed to  Euclidean distances used in Kriging. T he fast Fourier 
technique has been used to  generate  m ountains in particu lar; also, some extensions 
have been suggested, whereby different sets of m ountains can be obtained by m odi­
fying some param eters. This m ethod  is global and has the  advantages of sim plicity 
and efficiency; it also provides exact spectral control. T he search for a  m ore localized 
m ethod  resu lted  in the  new generalized stochastic subdivision technique. The choice 
of an au tocorrelation  function is pivotal here. T he only significant differences between 
the  frac ta l subdivision m ethod and th is new technique are the increased neighbor­
hood size, boundary  conditions and the need to solve a  system  of equations for each 
subdivision level.
T he source code for these techniques was im plem ented on SGI m achines, using C 
w ith GL as a graphics standard .
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C h ap ter  1
Introduction
Fractal geometry, with its enormous scope and widespread applications in computer graph­
ics, plays a central role in the realistic rendering and modeling of natural phenomena. It 
has also helped reconnect pure mathematics research with both computing and natural sci­
ences. Fractal images appear complex, yet they consist of simple rules [24]. M andelbrot’s 
fractal geometry not only provides a description, but also a mathematical model for many 
of the complex forms in nature such as mountains, coastlines and clouds. The most essential 
quality of these fractals, however, is their simplifying invariance under magnification.
Mathematically speaking, a fractal set is a set whose Hausdroff-Besicovitcli dimen- 
sion(fractal dimension) is greater than its topological dimension. Sets with non-integral 
fractal dimension are more interesting, since most fractal sets in nature have non-integral 
dimension [4]. Most fractals are self-similar. Self-similarity refers to the property of a form 
that remains unaltered through changes in scale. Self affine similarity additionally allows 
translation. The term ’self-similar’ is often used to describe both cases. Some fractals are 
exactly self-similar like a Koch curve as shown in Fig. 1.1. Others are statistically self 
similar like Brownian motion.
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This property of self-similarity is one of the central concepts of fractal geometry. It 
closely connected with the intuitive notion of dimension as illustrated in Fig. 1.2.
Figure 1.1: Koch Curve
1 - D  N p a r t s ,  s c a l e d  by r a t i o  r =  l / N
N r 1 =  I
2 - D  N p a r t s ,  s c a l e d  by r a t i o  r =  1 / N 1̂ 2
N r 2 =  I
GENERALI ZE
for  a n  o b j e c t  o f  N p a r t s ,  e a c h  s c a l e d  down 
by a r a t i o  r f r o m  t h e  whole
N r D =  1
d e f i n e s  the  f r a c t a l  ( s i mi l a r i t y )  d i me n s i o n  D
D =  l o g  N  
log 1 /  r
Figure 1.2: Fractal dimension
3 - D  N p a r t s ,  s c a l e d  by r a t i o  r =  l / N ' ^ 3
N r 3 =  I
It can be shown that all objects possess the self-similarity property, no m atter what 
their dimensions are. A one-dimensional object, a line segment, can be divided into N  
identical segments, where each of them is scaled down by a r =  from the parent segment. 
Likewise, a two-dimensional object like a rectangular area, can be divided into N  self-similar 
parts, each of which is scaled down by a factor r =  -^= . Similarly, a three-dimensional solid 
cube is segmented into N  little cubes, each of which is scaled down by a factor of =  [24]. 
This can be generalized to a D-dimensional self-similar object which can be divided into N 
self-similar objects, each of which is scaled down by a factor of r, where r — or
^  = i  (i-i)T L
From this the fractal dimension D  is given by
p  = I  (12)
l og( l / r)  { • j
In this thesis, we explored the spectral synthesis method to generate fractal landscapes. 
A generalized stochastic subdivision technique, which produces high quality random func­
tions preserving most of the computational advantage of the subdivision approach, has also 
been presented. All these methods have been implemented on SGI machines using GL.
In chapter 2, we reviewed and implemented the subdivision approach to generate fractal 
curves and surfaces. An approximation of a random fractal with some resolution is used 
as input and the algorithm produces an improved approximation with resolution increased 
by some factor. This process is repeated with outputs used as new inputs until the desired 
resolution is achieved. The ’creasing’ problem encountered here was also studied. The 
advantages of this method are multi-fold. Calculation is cheap and the curves can be made 
to pass through specified points just by using the subdivision process to interpolate between 
the points.
In chapter 3, we introduce the notion of random walks and fractals and then proceed to 
present the Fast Fourier Transform method. This is a purest interpretation of the concept 
of fBm. With an FFT  algorithm, the evaluation of the discrete Fourier transform (in terms 
of the complex Fourier coefficients) requires of order A log A’ operations to produce a series
of N  points. Here, only one approximation of a random fractal is computed, namely for the 
final resolution, unlike the midpoint displacement method of Chapter 2, where the process 
is repeated with outputs as new inputs until a desired resolution is reached. This method 
suffers from the drawback that the entire sample has to be computed at once. But then 
of course, this effect may be reduced by generating a longer sequence and retaining only a 
part of it.
In chapter 4, stochastic techniques have been studied and implemented in the theories 
of random processes and estimation. A new generalized stochastic subdivision has been 
developed to model various complex and natural phenomena; this generalized construction 
makes it easier to generate a variety of distinct high-quality random functions, while pre­
serving most of the computational advantage of the subdivision approach. To implement 
this technique, an autocorrelation function first has to be determined; the autocorrelation 
function used here approximates to  zero a t a certain distance. The points beyond the dis­
tance from the estimated point will not be included in the estimation. Also in this chapter 
a new surface estimation method has been introduced, where in the points under estimation 
have unequal powers. Surface estimation is not feasible for unequal powers with splines; 
our new method makes this possible.
The source code developed for the implementation of this thesis is listed in the appendix.
C h ap ter  2
Subdivision m ethod
The representation of a fractal usually consists of a set of points and some other related 
attribute, like its roughness factor. This m ethod is used to split a fractal region of finite 
size so as to preserve its geometric properties. When subdivision method is applied to a 
curve or surface, two or more elements, th a t are very much similar to the parent element 
and also exhibiting the same geometric properties as their parent element, are produced.
A constrained random process is used to determine the “midpoint” of a fractal curve. 
The type of the random process employed will determine the character of the resulting set. 
The resulting two new sub-curves will have this “midpoint” as their common endpoint. As 
the requirement to be maintained here is self-similarity, the deviation of the “midpoint” 
from the actual midpoint of the fractal curve should be proportional in some way, to the 
distance between the endpoints. This preserves self-similarity and also ensures that the 
roughness of the final shape is independent of the scale.
A simple and efficient technique to represent a variety of natural phenomena is the 
use of “stochastic models” . A stochastic model of an object can be defined as a model 
where the object is represented by a sample path of some stochastic process (of one or 
more variables). The stochastic model of a phenomena is used to extend this concept to 
include, possibly, a time parameter. Just as traditional deterministic objects are built from 
polygons or parametric patches, stochastic objects can be made from several stochastic 
modeling primitives.
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Three elements are required for stochastic modeling, which are :
(i) an appropriate object(phenomena) to be modeled.
(ii) a stochastic process to model it with.
(iii) an algorithm to compute the sample paths of this process.
The stochastic process to be used can be a legitimate mathematical model of the phe­
nomena to be modeled. Though a model in computer graphics is not normally required to 
be a m athematical model, it is always helpful if it is so. The example for this is the terrain 
- a mountain is nothing but a terrain and the ’fBm’ is a good mathematical model for the 
terrain. Depending upon the phenomenon being modeled, the stochastic process will have 
dimensions from 1-4 and the stochastic element computed from the sample path will have 
dimensions from 1-3.
The most common natural phenomena to be represented with this stochastic model is 
the “terrain” . So, the three elements required for i t ’s modeling are the terrain (phenomena 
to be modeled), fBm (a stochastic model used for the modeling), and Subdivision method ( 
an algorithm to compute the sample path). Since the terrain is generally characterized by 
randomly distributed features tha t are recognizable by their overall properties (as opposed 
to the macroscopic features as in the case of the mountain range example), its strong 
stochastic properties make it a good choice for the application of a stochastic model.
The stochastic process that is appropriate for modeling terrain and other natural phe­
nomena is ’fractional Brownian m otion’.
2.1 F ractional B row nian m otion
Mandelbrot and Van Ness introduced the term ’fractional Brownian m otion’ (fBm) in 1968 
to denote a family of one-dimensional Gaussian stochastic processes which provide useful 
models for many natural time series [22]. fBm is an extension of the central concept of Brow­
nian motion. The integral of white noise or the summation of random increments produces 
a Brownian motion or a ’random walk’. fBm is a good starting point for understanding 
random walks on fractals.
A fractional Brownian motion, Xj-i(t), is a single valued function of one variable, t
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(usually time). Its increments, X t f f a )  — Xt f ( t i )  have a Gaussian distribution with variance
( \XH{h)  -  X H(h) \2)  oc |f2 -  t x\2H (2.1)
where the brackets < and > denote ensemble averages over many samples of Xj j ( i )  and 
the param eter H  has a value 0 < H  < 1.
For lower values of H,  the traces are rough and for higher values they are relatively 
smooth. H  relates the typical change in X ,  A X  = X f a )  -  X (fi) , to the time difference 
A t =  t2 — 11 , by the simple scaling law
A X  oc A tH (2.2)
In the usual Brownian motion or random walk, the sum of independent increments or 
steps leads to  a variation that scales as the square root of the number of steps. Thus, 
H  = 1/2 corresponds to  a trace of Brownian motion. Typical sample paths for H = 0.2, H  
=  0.5, H = 0.8 are given in Fig. 2.1.
2.2 A lgorith m s for realizing m od els based on fB m
In order for fractional Brownian motion to be generally useful for modeling in computer 
graphics, we need to determine the appropriate algorithms for computing its sample paths.
2 .2 .1  P r e v io u s  a lg o r ith m s
Mandelbrot has published a number of methods for calculating discrete approximations to 
fBm in various dimensions. These involve three basic approaches : a shear displacement 
process, a modified Markov process and an inverse Fourier transformation. A shear dis­
placement process on a line cuts the line at a uniform random point and displaces the left 
and right parts vertically in opposite directions by a Gaussian random distance. This pro­
cess is repeated recursively until it cannot be applied anymore. In the case of a plane, the 
shear lines are determined by uniformly distributed points and angles. While these methods
produce interesting sets, they are computationally very expensive (roughly second degree 
for the line and the fourth degree for the plane).
H M D . 2 ,  0 = 1 . 8
X
H M D . 8 ,  D = 1 . 2
t, time
Figure 2.1: Fractional Brownian motion traces, H=0.2, H=0.5, H=0.8
Mandelbrot has developed a modified Markov process tha t generates one through two 
dimensional fractal sequences. A weighted sum of the past values of the sequence plus a 
random variable to generate the next value result in the modification process. Though this 
shows tha t the next value is affected by values in the recent past, it is mathematically quite 
intricate to work with. This method is satisfactory for generating time sequences, but has 
several disadvantages in a graphics environment. It tends to run away in a positive and a 
negative direction. It cannot be made to pass through two points and extremely difficult to 
generate the same numbers in the reverse order from some point on the curve.
The third method, the inverse Fourier transform method, generates Gaussian white noise 
in which all frequencies are equally represented, then filtered using the FFT techniques. This 
forces the different frequencies to fall off as required by the value of the param eter II  for
9
the particular fractional Gaussian noise desired.
Each of the methods discussed has its own theoretical and practical advantages. However 
they have in common the disadvantages that their time complexity is greater than linear 
and that the basic operations involved in their computation are costly. Now, a recursive 
subdivision method that avoids these drawbacks is presented to compute an approximation 
to fBm.
2 .2 .2  A  R e c u r s iv e  S u b d iv is io n  A lg o r ith m
Now we will see a recursive algorithm for generating approximations to the sample paths 
of one-dimensional fBm.
Consider the approximation to a simple fBm, where the mean square increment
for points separated by a time A t =  1 is ct2. Then, from Eq. (2.2), for points separated by 
a time t,
( |X H ( 0 - * H ( 0 ) |2)  =  t 2" . a 2.
If, for convenience, X h (0) =  0, then the points at t = ±1 are chosen as samples of a Gaussian 
random variable with variance ct2 to satisfy Eq. (2.2). Given these initial conditions, one 
defines the midpoints at
X h ( ± ~ )  =  0.5[Af/(0) +  X / / ( ± l ) ]  +  Ai
, where A i is a Gaussian random variable with 0 mean and variance ct2 that is determined 
by the condition that the increments from 0 to ± 1 /2  must satisfy Eq. (2.2).
[i -  22Hi
. The first term  is the required total variance from Eq. (2.2) while the second term 
represents the fluctuations already in
10
A X H(1) = X H( ±l )  -  x H(0)
due to the previous stage. As H  — > 1, A 2 — > 0, D  — > 1, no new fluctuations are added 
at smaller stages, and Xf f ( t )  remains a collection of smooth line segments connecting the 
starting points. At the second stage,
X h ( ± ^ )  =  0.5 +  A 2
where A 2  has variance
. 1  -  ' . J A V . l ' l l -  <T’  I ,
= j w  -  r a r l A X * W = w i 1 - 2
. At the n th stage, the length scale has decreased to l / 2 n and a random Gaussian variable
An is added to the midpoints of the stage n — 1 with variance
Ai = I1 - 22""2] (2-3)
Although this process does produce a fractal, the result is, however not stationary for all
H . Once a given point at f,- has been determined, its value remains unchanged in all later 
stages. All additional stages change t < t{ independent from t > t,- and the correlations 
required of fBm with H  ^  1/2 are not present. The increments by construction are
( |X / , ( ± l ) - X „ ( 0 ) |2) = a 2
. For a stationary process, the same should be true of all increments with A t = 1. However, 
the absence of correlation across an earlier stage requires that
. This gives the desired result a 1 only for the H  =  1/2 of normal Brownian motion.
An algorithm th a t follows from the above discussion is presented below. The function 
gauss returns a  Gaussian random number with zero mean and unit variance. It makes use 
of the variable seed as its seed.
Declarations:
maxlevel, seed : integers 
scale, ratio, h, std, Fh : float 
Procedure F racta llD  
begin
first =  0;
last =  pow(2, maxlevel);
Fh[first] =  gauss(seed) * scale;
Fh[last] =  gauss(seed + 1) * scale; 
ratio =  pow(2, -h); 
std =  scale * ratio;
Subdiv ide(first, last, std);
end
Subdivide (fl, f2, std);
f l, f2 : integers and std (standard deviation) : float 
begin
i n t fmid;
float stdmid;
fmid = ( / I  +  /2 )/2 ;
if  ( ( f mi d  /  f l ) k k { f m i d  ^  /2 ))
begin
Fh[fmid] = {Fh[f  1] +  F7i[/2])/2.0 + gauss(seed) * std
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stdmid =  std * ratio; 
su b d iv id e (f l, fmid, stdmid); 
subdiv ide(fm id , f2, stdmid);
end
end
The algorithm recursively subdivides the interval [first,last] and generates a scalar value 
a t the midpoint, which is proportional to the current standard deviation times the scale 
or “roughness” factor, h is a param eter that determines the “fractal dimension” of the 
sequence, output by the algorithms. This is equivalent to the H  of the fBm and can take 
values between 0 and 1. Maxlevel determines the level of recursion needed. A similar algo­
rithm which operates directly in a 2-dimensional object space is given below.
Declarations:
maxlevel, seed : integers 
scale, h, std, Fh, Fw, ratio : float 
P ro c e d u re  F rac ta l2 D  
begin
first =  0;
last =  pow(2, maxlevel);
Fh[first] =  0;
Fh[last] =  gauss(seed) * scale;
Fw[first] =  0;
Fwflast] =  gauss(seed-)-l) * scale; 
ratio =  pow(2, -h); 
std =  scale * ratio;
S ubd iv ide(first, last, std);
end
S u b d iv id e  (fl, f2, std);
f l, f2 : integers and std( standard deviation) : float 
begin
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int fmid;
float stdmid;
f m i d  = ( f l  +  /2 ) /2 ;
if ( ( f m i d  f l ) & & ( f m i d  ^  /2 ))
begin
Fh[fmid)  — (Fh[ f  1] -f- Fh[ f 2})/2.Q +  <7au.s.s(0) * std ;
Fw[fmid]  = (Fw[f l]  + Fw[f2])/2.0 + ^auss(O) * std ; 
stdmid =  std * ratio;
S u b d iv id e (f l , fmid, stdmid);
Subdiv ide(fm id , f2, stdmid);
end
end
The graphs of Fig. 2.2 show typical samples at two resolutions for h = 0.6 with 257 
and 17 sample points. The two graphs are then from the same sample paths but sampled by
Figure 2.2: Typical curve obtained at two resolutions, h=0.8, 17 with 257 sample points
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computation at different rates. This ability of the algorithm to generate discrete sample 
paths only at the rate needed makes it ideal for the purposes of stochastic modeling.
It is easy to see tha t the number of steps in the algorithm is a linear function of N, the 
number of sample points computed. This method is superior to the above methods in terms 
of efficiency.
Now, we will describe the construction of two-dimensional modeling primitive based 
on the recursive fBm sample path generator. The approach for the construction of the 
2-dimensional fractal surface primitive is based on a subdivision polygon to create “fractal 
polygons”.
Consider a scene in which all surfaces consist of triangles. We start with a triangle, then 
go to the midpoint of each side of the triangle and displace it along the line at right angles 
to the line. The amount of each displacement is determined by applying a Gaussian random 
multiplier to a proportion of the line length. Next we connect each displaced midpoint to 
the two nearest apexes of the triangle. We then connect together each pair of displaced 
midpoints. Finally, we throw away the original sides of the triangle.
The result of this process is that we have replaced the original triangle with four new
triangles. We then apply the same process to each of the four new triangles, generating 
four more triangles from each, so that we then have sixteen triangles. These subdivisions 
can be continued until a level of scale is reached in which no triangle has a side exceeding 
a specified length. All these steps are shown in Fig. 2.3.
Figure 2.3(b) depicts the creasing problem common to this method. When the midpoint 
of a side common to two triangles is displaced by two different displacements, creasing 
occurs. One of the methods to avoid this problem is, use the coordinates of the undisplaced 
midpoint of the line that we are working on, to generate a unique number. This number is 
used as a seed for the random number generator, so that when the same line occurs, this
number is used to get the same displacement.
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(a) First application o f m idpoint 
displacem ent
(b) Gap resulting from  tw o  
different displacem ents o f  
com m on side
(c) Second application o f m idpoint 
displacem ent
Figure 2.3: Midpoint Displacement of Triangle Sides
A quadrilateral on a square grid can be subdivided in a slightly more complex way. 
Generate the midpoint of each of the four sides using fractal subdivision. For each of the 
two pairs of opposed midpoints, displace the midpoint of the line connecting them using the 
same procedure. The midpoint of the line connecting these two “midpoints” becomes the 
center point of the quadrilateral subdivision and four smaller quadrilaterals are generated. 
This process is continued as with the triangles until the desired resolution is obtained, 
resulting in a fractal quadrilateral whose surface is composed of many quadrilateral facets.
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The random fractals(mountains) generated by this method are illustrated in Fig.s 2.4, 
2.5, 2.6. The mountains shown in these figures are got by changing the param eter H  (where 
H is the fractal codimension). As the value of H  decreases, the mountain becomes more 
spikier.
Figure 2.4: Mountain generated by Subdivision method (H  = 0.8)
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Figure 2.5: Mountain generated by Subdivision method (H  =  0.7)
Figure 2.6: Mountain generated by Subdivision method (II  =  0.6)
C h ap ter  3
Fast Fourier m ethod
We now present a m ethod tha t is a purest interpretation of the concept of fractional Brow­
nian motion. This method is based on fast Fourier transform and has been used to produce 
some of the most striking still images of random fractals.
The Brownian motion, or the random walk process, is of the utm ost importance to 
the generation of fractals, so let us start with a discussion of this process as an example 
of random processes with fractal properties. The simplest version is the one-dimensional 
random walk, which may then be extended to higher dimensions. The actual sta te  of even 
the most perfect system has elements of randomness. There is enough evidence to show 
that many natural phenomena are best described as fractals. However, if fractals are to be 
useful in the description of nature the concept of random fractals needs to be developed.
3.1 R andom ness - W h ite  noise, Fractal m usic
Unpredictable changes of any quantity V  varying in time t are known as noise. Graphical 
samples of typical noises are shown in Fig. 3.1. To the left of each sample is a representation 
of its spectral densities. The spectral density, S ( f ) ,  gives an estimate of the mean square 
fluctuations at frequency / and, consequently, of the variations over a time scale of order j .  
The traces made by each of these noises is a fractal curve.
IS
1/f
log f
1/f noise
Brownian motion or 1/f2 noise
time
Figure 3.1: Typical noises and their spectral densities, S(f)
Figure 3.1(a) shows the most random noise, a white noise. It could be produced by a 
pseudo-random number generator and is completely uncorrelated from point to point. Its 
spectral density is a flat line, representing equal amounts at all frequencies (like a white 
light, hence the name white noise). Figure 3.1(c) shows a Brownian motion or a random 
walk, the most correlated of the three kinds of noise samples. It consists of many more 
low frequency fluctuations than high frequency fluctuations and its spectral density is quite 
steep. It varies as l / / 2. fBm, as discussed in Chapter 2, is the most useful mathematical 
model for the random fractals found in nature. A fBm motion, is an single-valued
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function of one variable, t. Formally, it is the increments of fBm (the differences between 
successive time) that give the noises of Fig. 3.1.
There are no simple mathematical models that produce y-noise other than the tauto­
logical assumption of time constants. Though not much is known about the physical origins 
of i ,  it is found in most of the systems: in almost all electronic components from simple 
carbon resistors to vaccum tubes and all semi-conducting devices, in the flow of automobiles 
on an expressway and also in music. It can be observed in nature that all musical melodies 
mimic j  noise. Music has the same blend of randomness and predictability tha t is found 
in j .  A graph similar to Fig. 3.1(b) is got for a music score when lines are drawn between 
successive notes of the melody. Some of the actual measured spectral densities for different 
types of music are depicted in Fig. 3.2. Both music and y noise are intermediate between 
randomness and predictability. Like fractal shapes there is something interesting on all 
scales.
i/f
.5
I (Hi)
P itch ftuctuat-ons from different m usca! 
cu ltures
lal the 9 a* 9 e ru eie  Pygm ies 
Ibl traditional music of Japan  
I d  classical ragas of India 
tdl foiv songs of old Russia 
(el A m e n c jn  Okies
Pitch f o c tu a tc n s  in w e s te rn  m usic 
(a) M edieval m usic uo to  1 3 0 0  
Ibl B eethoven . 3 rd  S ym p h o n y  
IcJ O eD ussey . piano w o rk s  
(dl R. S tra u ss , e n  H eldenlebe 
I d  the B eatles . S g t. P e p c e r
Figure 3.2: Spectral density measurements of various types of music
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3.2 Spectra l d en sities  for fB m  and sp ectra l exp on en t (5
Random functions in time X ( t )  are often characterized by their spectral densities S ( f ) .  A  
spectral density S ( f ) provides information about the time correlation of X (t). When S ( f ) 
increases steeply at low / ,  X ( t )  varies more slowly. If X ( f )  is the Fourier coefficient of X( t )  
at frequency / ,
X { f )  oc J  X ( t )  e x p dt
then
S ( f )  = \ X ( f ) \ 2 / A f  (3.1)
where A /  is the effective bandwidth of the Fourier integral.
An alternative characterization of the time correlations of X ( t )  is given by the autocorre­
lation or pair-correlation function
G(T) = ( X( t ) X ( t  + T ) ) - { x ( t f )  (3.2)
G(r)  provides a measure of how the fluctuations in a quantity X ( t )  are correlated between
times t and t +  r . S ( f ) and G(t ) are not independent. In most cases they are related by
the Weiner-Khintchine relations:
S ( f )  oc J G (t)  cos(2irr)dt (3-3)
and
G(r)  a  J S ( f )  cos(27r/)d/ (3.4)
The Gaussian white noise, w(t),  is the most random noise sample has its G(r)  of the form 
G(t ) cc S(r).  Consequently, its spectral density S ( f )  = a constant with equal power at all 
frequencies / ,  like white light.
For certain simple power laws for S ( f ), G(r)  can be exactly calculated. Thus, for
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S ( f ) oc j g  with  0 < P < 3, G( t )  oc l . (3.5)
Moreover, G(t ) is directly related to the mean square increments of fBm,
< |X ( t  +  r )  -  X ( t) |2 > =  2 [< X 2 > -G (r) ]  . (3.6)
Roughly speaking, S ( f )  oc p  corresponds to G(t ) oc t 1~@ and a fBm with 2H  =  /? -  1 
from Eqs. (2.1) and (3.6). Thus, a statistically self-affined fractional Brownian motion, 
X //(e), with e in an E-dimensional Euclidean space, as a fractal dimension D and spectral 
density S ( f )  oc p ,  for the fluctuations along a straight line path in any direction in E-space 
with
D = E  + l - I I  = E  + (3.7)
For H  in the range 0 <  H  < 1, D spans the range E  < D < E  + 1, and 1 < /? < 3.
Fractional Brownian motion can be extended to any dimensions. To generate a surface, 
the single variable t is replaced by coordinates x  and y in the plane to give X //(x ,j/) as the 
surface altitude at position x , y .  In this case the altitude variations of a hiker following any 
straight line path at constant speed in the xy-plane is fBm. If the hiker travels a distance 
A r in the xy-plane ( A t2 = A x 2 +  A y 2 ), the typical altitude variation, A X , is given by
A X  cc A r H
. The fractal dimension D  will be greater than the topological dimension . Here the fractal 
dimension D of a surface is
D = 3 — H for  a fracta l landscape Xi i ( x , y )
. This generalization of fBm can continue to still higher dimensions to produce, for example, 
a self affine fractal tem perature or density distribution Xj . j (x,y, z) .  Here, the variations of
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an observer moving at constant speed along any straight line path in xyz-spa.ce generate 
a fBm with scaling given by AX oc A r H, where now A r2 = A s2 +  A y 2 +  A z2. Here the 
fractal dimension is
D = A — H  fo r  a fracta l cloud X j j ( x , y , z )
. To summarize, a statistically self affine fBm, X # , provides a good model for many 
natural scaling processes and shapes. So, as a function of two variables (E  — 2) fBm is 
a good mathematical model for fractal landscapes and random surfaces. Here, the scaling 
property may be characterized equivalently by either H  or the fractal dimension D.
The following subsection deals with the method for producing a finite sample of fBm as 
a noise (E =  1), a landscape (E = 2), or a cloud (E =  3).
3.3 Fast Fourier Transform  m ethod
The main idea behind this method is to transform a Gaussian noise to the frequency domain 
by passing it through a 1 / /  filter, and then transforming the result back to the time domain. 
For this purpose, a pseudo-random number generator is used to produce a ’’white noise” 
W (i).  This W {i)  is filtered with a transfer function T{f ) \  this results in X( t ) ,  whose 
spectral density is
.? * ( / ) «  |T( / ) | 2 S w U )  oc |T ( /) |2 
. Thus, to generate a -jp noise from a W(t )  requires
T ( f )  oc 1//72
. A continuous function of time, X (i) may be approximated by a finite sequence of N  
values, X n, defined at discrete times tn = ?iA<, where n runs from 0 to N  — 1 and At  is 
the time between successive values. Complex Fourier coefficients, x m, define the discrete
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N - l
2 m m n
Fourier transform (DFT), X n, as :
E ' l i r iX me~N~  (3.8)
771=0
where n ranges from 0 to N  -  1.
The complex Fourier coefficients X m(Um — iVm) are calculated as follows : for all Um 
and Vm generate two independent normals with mean 0 and variance 1 (say rm and sm). If
the index m  < y ,  then multiply each of these random numbers by y  where Sm is the 
spectrum  and is given as and let the output be Um and Vm. If the index m  is N/ 2 ,  then 
multiply the random number by ^JTSn/ 2 to get U^ /2 and V/v/2 is 0.
Here we have some similarities, so the complex Fourier coefficients are calculated upto 
Y (Nyquist frequency), then the symmetries U ^-M  =  Um and V/v-M = —Vm are applied 
to generate the complex sequence. Now the sequence X n is calculated with a fast Fourier 
transform (FFT ) algorithm. This algorithm requires an order of N l o g N  operations to 
produce a series of N  points.
This procedure has been extended to functions of 2 coordinates to generate a fractal 
surface or a fractal mountain X h ( x , u ) .  The corresponding fractal or mountain is approx­
imated on a finite N  * N  grid to give X n ( x ni, yn2 ). The 2-dimensional complex FFT can 
be used to evaluate the series :
^   ̂ 1 m i  n ,  , n 2  \
A nin2 = E  E  XnnrmC  ̂ "l + } (3.9)
m 2 = 0  m j = 0
where 7i! ranges from 0 to (Ari -  1) and ri2 ranges from 0 to (N^ -  1).
Here the complex Fourier coefficients X mim2 are calculated in almost the same way as 
explained above. The spectrum usually depends on two frequency variables mi and m 2 cor­
responding to the x and y directions. But since all the directions in the x y -plane are equiv­
alent with respect to the statistical properties, the spectrum depends only 011 y m \  -f 
So the 2-dimensional spectrum is given as :
m\.
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g  a - _______ 1______
17712 (m? +  m 2)2»+2
where H  ranges between 0 and 1.
The random fractals or mountains generated by this m ethod are illustrated in Figs. 3.3, 
3.4 and 3.5.
Figure 3.3: Mountain generated by Fast Fourier method ( tf  =  0.8)
Figure 3.4: Mountain generated by Fast Fourier method (H  = 0.7)
Figure 3.5: Mountain generated by Fast Fourier method (H = 0.6)
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The figures shown in Fig. 3.3, Fig. 3.4 and Fig. 3.5 are generated by using different 
spectra. It clearly shows how some of the features of the mountain, like its roughness, 
vary by changing different parameters. Also, different seed values for the random number 
generator produce different mountains. The mountains shown in these figures are got by 
changing the param eter H (where H is the fractal codimension). As the value of H decreases, 
the mountain becomes more spikier.
For a 3-dimensional fBm, X h (x , y, z) ,  the spectrum is
5 __________________ _̂________Omim2m3 -  (m 2 +  ^  +  m 2 y H+3
where H ranges from 0 to 1. This can be used to produce fractal flakes and clouds.
In general, the spectral density is
S ( m i ,..., m n) oc — 9 . (3.10)
( v f a u  t f )
FFT gives a very good representation of fBm, but has several drawbacks. The entire 
sample must be computed at once and it is difficult to change the degree of detail across the 
sample or to extend the sample across its original boundaries. Also, the result is periodic in 
time. Such boundary constraints become more obvious as /? — > 3, H  — ► 1, and D — > 1. 
This constraint may be minimized by generating a longer sequence and keeping only a 
portion of it at anytime.
C h ap ter  4
Generalized Stochastic  
Subdivision
This chapter describes how stochastic subdivision method produces random functions with 
prescribed correlations and spectra. Also, a new approach to curve estimation has been 
presented, where the points involved have unequal power. Some of the relevant terminology 
and definitions from random processes are dealt with in the following section.
4.1 Introduction
A random process is characterized by its joint nth-order distribution functions Fx [15]. For 
a one-dimensional process, these statistics are :
Fx {x1, x 2, . . . , x n; t1, t 2,...,t„) = P  (x (h )  < Z i,x (f2) < x 2, ..., x(f„) < i„ )  (4.1)
for all ti and n. A stochastic process is called stationary or homogeneous if all the joint 
probability distribution functions are invariant with respect to a translation of the time or 
space origin. A multidimensional random process, called a random field, is isotropic if its 
statistics are also invariant to rotation of t he coordinate system.
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In evaluating the usefulness of a stochastic model, its computational advantages and the 
extent to which it can be adjusted to describe different phenomena have to be considered. 
The stochastic fractal methods are limited in descriptive power in that they model only 
power spectra of the form f ~ d of a single parameter d and so cannot differentiate more 
structured phenomena like those with directional or oscillatory characteristics.
4 .1 .1  G a u ss ia n  p r o c e sse s
The generalized equation for a random process as seen in Eq. (4.1) represents an infinite 
amount of information making it impractical to be used in any realizable analysis or syn­
thesis procedure. In order to obtain a more limited set of statistics that could define or 
differentiate a useful range of phenomena, we could restrict consideration to processes that 
can be characterized by their second-order statistics (n =  2 in Eq. (4.1)). W ith regard to 
this aspect, an im portant class of stochastic processes are Gaussian processes, whose nth- 
order statistics are jointly Gaussian. Also, many known processes are known or assumed to 
be Gaussian. According to  a version of the central limit theorem, a process that is a linear 
combination of many relatively uncorrelated effects will tend to be Gaussian. This explains 
the popularity of the Gaussian distribution.
Gaussian processes are a computationally tractable and powerful class of stochastic 
model. Apart from Gaussian processes, some of the non-Gaussian noises could also be of 
interest. W ith certain exceptions, the second order moments do not always determine the 
noise in the non-Gaussian cases. The drawback of stochastic texture synthesis using the 
full second-order statistics is that it gets expensive when it involves on the order of N .L 2 
joint probabilities if L is the number of gray levels and N  is the Markov neighborhood size 
or memory of the texture. It is normal to employ certain restrictions to produce textures 
like using a small number of gray levels and joint probabilities defined over fairly small 
neighborhoods; however, such textures are often fairly abstract or artificial looking.
4.2 G eneralized  S tochastic  M eth od
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A review of stochastic subdivision described by Fournier, Fussell and Carpenter [Fournier] 
was given in Chapter 2. The basis of the Fournier et al. construction is a midpoint estima­
tion problem: When two noise samples are given, the mean and variance are calculated for 
these samples - the mean is a new sample midway between the two and a random variation 
whose variance is a single noise parameter. This construction is based on two Gaussian 
noise properties:
(1) When the values of the noise at two points are known, the average of the two values 
is the value of the noise midway between the two noise points.
(2) The variance depends on the lag and on the noise parameter; the increments of 
fractional Gaussian noise are Gaussian and only the immediately neighboring points are 
considered in making the midpoint estimation. Because of this, the autocorrelation infor­
m ation is not used and the construction noise is Markovian. When a locally stationary 
approximation to Brownian motion is used to model Markovian noises, the restriction men­
tioned above is not very imposing.
4 .2 .1  N e w  M e th o d
The estimation theory depends on the available knowledge of the noise statistics, whether 
one is predicting, interpolating, or deleting the noise, the estimation error metric, etc. 
Weiner and Kalman filtering [Weiner, Kalman] discusses the the general problem of esti­
mating the value of a stochastic process given the knowledge of the process at other points. 
Kriging is a widely used stochastic method for surface estimation, especially in ore reserve 
estimation, meteorology and environmental problems. This estimation approach considers 
Euclidean distances while estimating the surface with fixed mean /i and variance a 2. In the 
new method discussed here, the distances used are arc lengths, where the arc lengths are 
calculated using splines. This feature is unique to this method.
The discrete estimation problem for a stationary one-dimensional random process can 
be stated as follows: Suppose we have the sample points at x; with their Z values Z (x,-),
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we want to find a set of weights a,- to make the weighted average
n
Z*(x0) = aiZ(xi)  (4.2)
1 = 1
be the best estimation of the true value of Z  at point x 0 in the mean square error sense.
Xi+l
XO Xn
Figure 4.1: Sample curve of n points.
To define a stationary process, we have E(Z(xi ) )  = p and Va r ( Z ( a;,)) =  a 1 for all 
points. Imposing the unbiased condition on Z*{xo), we get:
H = E ( Z ' ( x 0)) = J 2  *iE(Z(xi ))
1 =  1
or
i > = i
;=i
Our goal is to minimize the square error of the estimation where the square error can 
be expressed as:
E ( Z ( x 0) -  Z - ( x Q))2 = E ( Z ( x 0) -  ( f ^ a i Z i x ; ) ) ) 2
i=i
= E ( Z ( x 0) -  n + j r  am -  ( ]T  ai Z{x i ) ) f
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= E ( Z ( x 0) - f i - ' £ a i( Z ( x i ) - n ) ) ' 2
t'=1
= E((Z(xo)  -  fi)2 +  ( X > (Z (s . - )  -  fi))2 - 2 j 2 a i ( Z ( x {) -  f i ) (Z(x0) -  fi))
i= 1 t'=l
= £((2(*0) - m)2 + X X  a.iajE{Z{xi) -  n) (Z(x j )  -  fi) -  2 X a f Z { x i )  -  f i ) (Z(x0) -  ft)
t'=i j =l i=i
Therefore, we obtain
E ( Z * ( x 0) -  Z ( x 0))2 = X X  aiaj R ( x i ~  x j )  ~  2 Y ^ ai R( x i  -  x0) + a 2 (4.3)
i'=i j =l i=i
where — Xj) is the autocorrelation function  at lag X{ — xj .  For statistically stationary 
process, the autocorrelation function depends only on the distance between two points and 
not on the absolute position of the points. Now, the square error is a function of a,-. To 
minimize the error, we use the Lagrange multiplier with the constraint of J2 a,- =  1 :
f ( a \ , & 2 , • • •, A) — ^  ) /* ' U{ajE(xi x j ) 2 ^  ) a{E{x{ xq) -\~ o T 2 A ( ^  ̂ai 1)
> j  i
and the derivatives
=  2 X aiR {Xk -  x i) ~  2R (x k -  X 0 ) + 2A = 0
fĵ  = '52a'~1 = Qk = 1 , 2 , . , . , 7 i  
i
So we get a linear system of equations with n -+■ 1 unknowns.
X  aiR(xk -  x ^  + A =  R ( x k -  x0) i = 1,2,..n
i
X « i  = l (4.4)
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(in matrix form)
o 2 R\,2 COr-< '•  R\,n 1 fli Ri,o
#2,1 a2 £■2,3 ' ' R2,n 1 a-2 R2,0
Rs,i R z,2 O2 ■ ■ Rz,n 1 (13
=
R3,0
Rn, 1 Rn,2 Rn,3 ' • O2 1 an Rn, 0
1 1 1 ■ 1 0 A 1
Solving the above system of equations we get the coefficients a,s; these can then be substi­
tuted in Eq. (4.2) to get the best linear unbiased estimation at point x 0.
4 .2 .2  I m p le m e n ta t io n
The implementation of this technique is similar to the fractal subdivision technique, the only 
significant differences being the increased neighborhood size, boundary conditions and the 
need to solve Eq. (4.4) to obtain the coefficients an for each subdivision level. To calculate 
the autocorrelation function, we use the normals generated with mean 0 and variance o'2. 
R (n ) is the typical autocorrelation function tha t can be represented as:
i 2 ( l )  =  
12(2 ) =
YjY2 +  Y2Y3 +  -  +  Yn-iY n
n -  1
YjYz +  Y2Y4 +  ... +  Yn. 2Yn
n — 2
where Yn =  x n — x with xn is the normal with mean fi and variance a 2 and x is the average 
of these n normals. Therefore,
R(n -  1) = YxYn
In most practical situations, the autocorrelation function in a stationary process will 
approximate to 0 at certain distance as shown in Fig. 4.1. The points beyond the distance
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from the estimated point will not be included in the estimation. It has to be mentioned here 
tha t one of the numerical difficulties usually encountered is tha t for certain autocorrelation 
functions, the determinant of the autocorrelation m atrix R  is zero at small scales and 
Eq. (4.4) cannot be inverted. Normally, this occurs for functions such as the Gaussian 
R(r )  = exp(—r 2) or modulated Gaussian R(r)  =  cos(u)r)exp(—t 2).
Figure 4.2: Autocorrelation Function 
In two-dimensional space, Eq. (4.2) can be represented as:
Z*( x \ y ' )  =  J 2 J 2 a r,cZ (Xr ,c) .
r c
The disadvantages that are encountered with this technique include the increased com­
putational cost of considering larger neighborhoods in the estimation procedure, and, more 
importantly, the need to determine the autocorrelation function of the desired noise. An ob­
vious approach to this issue could be to determine empirically the autocorrelation function 
of the prototype phenomenon or to select these functions on theoretical grounds.
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4.3 Curve E stim ation  o f n p o in ts w ith  unequal pow ers
The problem of surface estimation for rectangular grid data can be defined as estimating 
the value at a certain point within a domain D, with given data points (x , y , z ) in rectan­
gular grids. The two different approaches to estimation and interpolation for grid data are 
d e te rm in is tic  and s to c h a s tic . Deterministic method employs splines while the stochastic 
method employs Kriging. The Kriging method assumes th a t the data to be estimated is 
from a stationary process and also needs to estimate the autocorrelation of the process.
In the case where we have (x i,y i ,z i) ,  ( x2, y 2, z 2), (x3,y 3,z 3),...,(xn,y n, z n) in a three- 
dimensional space, we would like to find a curve passing through these n  points [31]. Esti­
mating the curve through these points is strongly influenced by the p o w er at each of these 
points. The general case of estimation, where all the points at a w i t h  their Z  values Z(xi) ,  
are of equal power, has been discussed in the previous section. The estimated point at x0 
has been calculated using Eq. (4.2).
Z(xi+2)
Z(xi+1)
Z(xi)
Z(xn)
Z(xO)
Figure 4.3: Sample curve of n points with unequal powers.
When we have the case where we do not have n  points with equal power, we have several 
different possible cases. The Z  value at a:,- could be a volume defined as:
where v is the volume. The Z  value at could be determined by a group of points, say
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n; then it could be defined as:
z v(xi+1) = ± ' £ z ( x j )
In this case, Eq. (4.2) is transformed into:
n
Z*(x  o) =  5 2 a iZ v(xi) (4.5)
f=i
where £o Is the point of estimation.
The coefficients a,- in Eq. (4.5) can be calculated using Eq. (4.4). However, the auto-
• autocorrelation function between volume rq and many points (say n points).
• autocorrelation function between n points and a single point xk-
• autocorrelation function between n points and n points.
The calculations for these autocorrelation functions are shown below. 
Autocorrelation function between volume tq and volume v2:
correlation function used in Eq. (4.4) is from a point to another point. The cases that are 
possible here are, however, numerous. We could have
• autocorrelation function between volume v\ and volume v2.
• autocorrelation function between volume oq and a single point x^.
/ / R(x i  -  x 2)dxidx
J tfi J l/o
Autocorrelation function between volume tq and a single point x^:
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Autocorrelation function between volume tq and many points (say n points):
1 1 .n „ f  
Rv,u = - - Y ]  R ( x k, x)dx
Autocorrelation function between n  points and a single point:
1 n
Ru,xt =  — ^  R ( x k ~  x l) 
n k=l
Autocorrelation function between n  points and n points:
1 1 n m
= y  \ y  / R-{%k ~■
k= 1 1=1
After obtaining the coefficients, we can substitute them in Eq. (4.5) to get the best 
estimation at point x q .
C h a p ter  5
Conclusions
The Fast Fourier Transformation (FFT ) technique has been one of the most influential 
tools for the generation of high quality random fractals. This is a global method and has 
the advantages of simplicity, efficiency and provides exact spectral control. But as it first 
needs a good estimation of the spectral density of the fractal, this method can be difficult 
to apply for synthesis purposes. So an investigation for transformation methods other than 
FFT  is needed. Most of the fractal methods that generate a fractal by using only its global 
properties do not allow local changes. This is a drawback with the F F T  too. One of the 
methods tha t holds a better potential is the wavelet transforms, as it provides an increased 
number of parameters and there is an increased possibility tha t the spectral density might 
be locally varied. There is also scope for further study of alternative fractal models beyond 
fBm.
The subdivision method is one such method that is totally local. This method is unique 
in its capacity of refining an existing database. A variation of this method allows the noise 
variances to take on arbitrary values across subdivision levels and helps in approximating 
a wider range of spectra. Generalized stochastic subdivision is a slightly different method 
in tha t it is semi-local. It can approximate an arbitrary spectrum to a desired range of 
accuracy, and the accuracy of spectral modeling can be traded for efficiency. The required 
neighborhood size depends on features of the desired spectrum and on the desired accu­
racy of the spectral modeling. The disadvantages of the generalized subdivision technique
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include the increased computational cost of having to consider larger neighborhoods in the 
estimation procedure and the need to determine the autocorrelation function of the desired 
noise. To summarize, the subdivision and generalized subdivision methods help in produc­
ing random functions with prescribed correlations and spectra. The latter method produces 
high-quality random functions while preserving most of the computational advantage of the 
subdivision approach and also provides general control over the appearance of the random 
function.
New approaches to surface estimation have also been introduced here. Until now, the 
three categories of estimation methods used were deterministic, stochastic and chaotic. De­
terministic methods generally employ splines; the widely used stochastic method is Kriging; 
chaotic methods were developed based on the theory of chaos and fractals. Splines consider 
all the points under estimation to be of equal power. The estimation method introduced 
here deals with points of unequal power and uses Kriging with splines to calculate the arc 
lengths instead of using Euclidean distances as used in the conventional Kriging method.
Bibliography
[1] Beaumont, G. P. (1986), Probability and Random Variables, EllisHorwood Limited, 
New York.
[2] Bracewell, R. (1965), The Fourier Transform and Its Applications, McGraw-Hill Book 
Co., New York.
[3] Catmull, E. (1975), “Computer display of curved surfaces” , Proc. IEEE Conference on 
Computer Graphics, Pattern Recognition and D ata Structure.
[4] Carpenter, L. C. (1986), “Computer Rendering of Fractal Curves and Surfaces” , ACM 
Siggraph, Dallas, August 18-22, 9-15.
[5] Cochran, W .T. et al. (1967), “W hat is the Fast Fourier Transform?” , Proc. IEEE 55, 
1664-1677.
[6] Encarnacao, J.L , Peitgen, H.O, Sakas, G. and Englert, G. (1992), Fractal Geometry 
and Computer Graphics, Springer-Verlag, New York.
[7] Fishman, B. and Schachter, B. (1980), “ Computer display of height fields” , Computers 
and Graphics 5, 53-60.
[8] Foley, J.D , Van Dam, A., Feiner, S.K. and Hughes, J.F . (1991), Computer Graphics : 
Principles and Practice, Addison-Wesley, Reading, Mass., 1991.
[9] Fournier, A., Fussell, D. and Carpenter, L. (1982), “Computer Rendering of Stochatsic 
Models” , Comm, of the ACM 25, 371-384.
[10] Fournier, A. and Milligan, T. (1985), “Frame buffer algorithms for stochastic models” , 
IEEE Computer Graphics and Applications 5, 10.
[11] Gonzalez, R.C. and Wintz, P. (1987), Digital Image Processing, Addison-Wesley, Read­
ing, Mass.
[12] Harrington, S. (1987), Computer Graphics - A Programming Approach, McGraw Hill, 
New York.
[13] Jens Feder (1988), Fractals, Physics Dept., Univ. of Oslo, Oslo, Norway, Plenum Press, 
New York.
[14] Lane, J. M., Carpenter, L. C., W hitted, T., and Blinn, J., “Scan-line methods for 
displaying parametrically defined surfaces” , Comm. ACM, 23, 23-34.
[15] Lewis, J. P. (1987), “Generalized Stochastic Subdivision” , ACM Transactions on 
Graphics, Vol. 6, No. 3, 167-180.
40
41
[16] Lewis, J. P. (1987), “Methods for Stochastic Spectral Synthesis” , ACM Transactions 
on Graphics.
[17] Mandelbrot, B. B. and Ness, J. W. van (1968), “Fractional Brownian motion, fractional 
noises and applications” , SIAM Review 10, 422-437.
[18] Mandelbrot, B. B. (1969), “Computer Experiments with Fractional Gaussian noises” , 
W ater Resources, 1-228.
[19] M andelbrot, B. B. (1971), “A Fast Fractional Gaussian Noise Generator” , W ater Re­
sources, 543-553.
[20] Mandelbrot, B. B. (1975), “Stochastic Models for the E arth ’s Relief, the Shape and 
the Fractal Dimension of the Coastlines and the Number-Area rule for Islands” , Proc. 
Nat. Acad. Sci. USA, 3825-3828.
[21] Mandelbrot, B. B. (1977), Fractals: Forms, Chance, and Dimension, Freeman Press, 
San Francisco, Ca.
[22] Mandelbrot, B.B. (1982), The Fractal Geometry of Nature, W.H.Freeman and Co., 
New York.
[23] Miller, Gavin S. P. (1986) “The definition and Rendering of Terrain Maps” , Computer 
Graphics, Vol. 20 No. 4 August. SIGGRAPH ’86 Conference Proceedings.
[24] Peitgen, H.O, Saupe, D. (1988), The Science of Fractal Images, Springer-Verlag, New 
York.
[25] Voss, R. F. (1983), “Fourier synthesis of gaussian fractals: 1 / f  noises, landscapes, and 
flakes” , in State of the art in Image Synthesis, Tutorial No. 10, SIGGRAPH , ACM, 
New York.
[26] Voss, R. F. (1985), “Random fractal forgeries” , Fundamental Algorithms for Computer 
Graphics, R. A. Earnshaw (ed.), Springer-Verlag, Berlin, 805-835.
[27] Yaglom, A. (1973), An Introduction to the Theory of Stationary Random Functions, 
Dover, New York.
[28] Yfantis, E. A., Flatm an, G. T. and Englund, E. J. (1988), “Simulation of Geological 
Surfaces Using Fractals” , 20 (6), 667-673.
[29] Yfantis, E. A., Gallitano, G. M. and Flatman, G. T. (1992), “A Chaotic Algorithm for 
Surface Estimation” , Journal of Landscape and Urban Planning, vol. 21, pp. 309-311.
[30] Yfantis, E. A. and Frazer, D. W. (1992), “An Algorithm for Mountain Generation” , 
Proc. 5th International Conference on Engineering Computer Graphics and Descriptive 
Geometry, August 17-21, 1992, Melbourne, Australia, vol. 2, pp.534-537.
[31] Yfantis, E. A. (1993), “A New Quadratic and Biquadratic Algorithm for Curve and 
Surface Estimation” , Computer Aided Geometric Design 10, 509-520.
A p p e n d ix  A  
Source Code
/* Code fo r  generating mountains(landscapes) using Spectral Synthesis Method
* Sai Prasad V. P a l l a t i ,  June, 1994
* Department of Computer Science
* University of Nevada, Las Vegas 
* /
#include<stdio.h>
#include<stdlib.h>
# include <math.h>
#include<gl/device.h>
#include<gl/gl.h>
#define SNOW 1500.0 
#define ROCK 50.0 
M efine TREE 5.0 
#define WATER 1.0 
#define N1 256 
#define N2 256
FILE *fp;
f lo a t  Gauss(unsigned in t  seed);
/* Defining Materials */ 
s t a t i c  f lo a t  snow[] = {
AMBIENT, 0.7, 0.7, 0 .7 ,
DIFFUSE, 0.7, 0 .7 , 0.7,
SPECULAR, 0.9, 0.9, 0 .9 ,
SHININESS, 1,
LMNULL
};
s t a t i c  f lo a t  rocks[] = {
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AMBIENT, 0.05, 0.05, 0.05, 
DIFFUSE, 0 .2 , 0 .1 , 0.1, 
SPECULAR, 0.1, 0 .1 , 0.1, 
SHININESS, 1,
LMNULL
>;
s t a t i c  f lo a t  t r e e s [] = { 
AMBIENT, 0.0 , 0 .1 , 0.0, 
DIFFUSE, 0 .0 , 0 .2 , 0.0, 
SPECULAR, 0.0, 0 .1 , 0 .0 , 
SHININESS, 1,
LMNULL
>;
s t a t i c  f lo a t  water[] = { 
AMBIENT, 0.01, 0 .1 , 0 .3 , 
DIFFUSE, 0 .1 , 0 .1 , 0.6, 
SPECULAR, 0 .0 , 0 .4 , 0 .9 , 
SHININESS, 15,
LMNULL
>;
/* Defining Light source */
s t a t i c  f lo a t  l t [ ]  = {
LCOLOR, 0.6 , 0.6, 0.5, 
POSITION, 0 .0 ,0 .0 ,0 .0 ,  1, 
LMNULL
>;
/* Defining a Lighting Model */
s t a t i c  f lo a t  lm[] = -C 
AMBIENT, 0.8, 0 .8 , 0.8, 
LOCALVIEWER, 1.0,
LMNULL
>;
f lo a t  ran[Nl] ,U[N1] [N2] ,V[N1] [N2] ,IR[N1] [N2] ,II[N1] [N2] ,IM[N1] [N2] ,S[N1] [N2] ;
f lo a t  X [Nl] , Y[N2] ,IRT[N1] [N2] ,IIT[N1] [N2] ;
f lo a t  H, alpha, d f l ,d f2 ,  phase,c,s,wnl,wn2,wkl,wk2;
in t  T1=N1, T2=N2, arand,n=4, inv ;
f lo a t  p i = 3.141592,gaussadd.gaussfac;
unsigned in t  seed;
short val;
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mainO
{
in t  i , j ;
long xsize ,ysize ; 
f lo a t  aspect; 
f lo a t  cen; 
long strok,ZMAX;
fp = fopen("output.dat" , "w+");
p r in t f ( " e n te r  the value of H : \ n " ) ; 
scanf("*/,f", &H);
prin tf("E n te r  the valueof the seed :\n"); 
scanf ('"/,d" ,&seed); 
p refpos ition (200 ,1024,1024,200); 
winopenO'Spectral Mountain"); 
mmode(MVIEWING);
RGBmode(); 
nmode(NNORMALIZE); 
gconfigO ; 
zbuffer(TRUE);
ZMAX=getgdesc(GD_ZMAX); 
czclear(0x007dl919,ZMAX); 
getsize(&xsize,&ysize); 
aspect = (f lo a t)x s iz e /  ( f lo a t)y s ize  ;
perspective(750,aspect,2.0,38000.0); /* Perspective View */ 
cen = (Nl+2)/2.0 * 100;
/* LookatO defines a viewpoint and a reference point on the 
l ine  of sight in world coord inates . */ 
lookat(cen,cen,cen,0 .0 ,0 .0 ,0 .0 ,0 ) ;
/* Event Handling */ 
qdevice(ESCKEY); 
qdevice(PADl); 
qdevice(PAD2); 
qdevice(PAD3); 
qdevice(PAD4); 
qdevice(PAD6); 
qdevice(PAD7); 
qdevice(PAD8); 
qdevice(PAD9); 
qdevice(SPACEKEY); 
qdevice(UPARROWKEY); 
qdevice(DOWNARROWKEY); 
qdevice(LEFTARROWKEY); 
qdevice(RIGHTARROWKEY);
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/* Defining Lighting Components */ 
lmdef(DEFMATERIAL, 1, 0, snow); 
lmdef(DEFMATERIAL, 2, 0, rocks); 
lmdef(DEFMATERIAL, 3, 0, t re e s ) ;  
lmdef(DEFMATERIAL, 4, 0, water); 
lmdef(DEFLIGHT, 1, 0, I t ) ;  
lmdef(DEFLMODEL, 1, 0, lm); 
lmbind(LMODEL, 1); 
lmbind(LIGHTO,1);
FFT2();
IFFT2(1);
P lo t_R esu lt() ;
strok=0;
while(strok != SPACEKEY) { 
switch(strok) { 
case 70 :
case 80 : r o ta te (5 0 .0 ,’z ’);
czclear(0x007fIfIf,ZMAX);
P lo t_R esu lt();
break;
case 68 :
case 81 : ro ta te (5 0 . 0 , ’y ’);
czclear(0x007fIfIf,ZMAX);
P lo t_R esu lt();
break;
case 63 :
case 73 : ro ta te ( -5 0 .0 , ’x J) ;
czclear(0x007fIfIf,ZMAX);
Plo t_R esult();
break;
case 64 :
case 74 : s c a le d  .5 ,1 .5 ,1 .5 )  ;
czclear(0x007fIf I f ,ZMAX);
Plo t_R esult();
break;
case 58 : ro ta te (5 0 .0 ,’x ’) ;
czclear(0x007fIfIf,ZMAX);
Plo t_R esult();
break;
case 65 : sca le (0 .75,0.75,0.75);
czclear(0x007fIfIf,ZMAX);
Plo t_R esult();
break;
* r ig h t  arrow */
/* up arrow */
/* l e f t  arrow */
/* down arrow */
/* end key */
/* pg dn key */
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case 67 : r o t a t e ( - 5 0 .0 , ’y ’ );
czclear(0x007fIf  If,ZMAX);
Plo t_Resu l t ( ) ;
break;
case 75 : r o t a t e ( - 5 0 . 0 , ’z ’ ) ;
czclear(0x007fIf If,ZMAX);
Plo t_Resu l t ( ) ;
break;
default  :
break;
>
strok=0;
strok=qread(&val); 
strok=qread(&val);
>
g e x i t ( ) ; 
re tu rn  0;
}
FFT20
{
in t  i , j , i 0 , j 0 ;  
f lo a t  rad,phase;
in i tgauss(seed) ; 
fo r ( i= 0 ; i<=Nl/2;i++)
for(j=0;j<=N2/2;j++)
phase = 2*3.141592*rand()/arand; 
i f  ( i  != 0 | |  j != 0)
rad = pow(i*i + j * j ,  -(H+l)/2) * Gauss(seed); 
else
rad = 0;
U[i] [j] = rad*cos(phase);
V[i ] [j ]  = rad*sin(phase); 
i f  ( i  == 0) 
iO = 0; 
else
iO = N l - i ; 
i f  (j == 0) 
jO = 0; 
else
/ *  home key */
/ *  pg up key */
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jO = N2-j;
U[iO] [jO] = rad*cos(phase); 
V[iO] [jO] = -rad*sin(phase) ;
>
}
fo r  ( i = l ; i<=Nl/2 - l;i++)
f o r ( j= i ; j  <= N2/2 - l;j++)
{
phase = 2*3.141592*rand()/arand;
rad = pow(i*i + j * j ,  -(H+l)/2) * Gauss(seed);
U[i] [N2-j] = rad * cos(phase);
V[i][N2-j] = rad * sin(phase);
U[Nl-i] [ j] = rad * cos(phase);
V[Nl- i] [j]  = -rad * sin(phase) ;
>
>
Store_data(3);
>
ini tgauss(seed) 
unsigned in t  seed;
{
arand = pow(2,31) -1; 
gaussadd = sqrt(3*n);  
gaussfac = 2*gaussadd/(n*arand); 
srand(seed);
>
/* f inding random numbers */ 
f l o a t  Gauss(unsigned in t  seed)
{
f l o a t  sum,value; 
in t  i ,k ;
sum = 0.0; 
for(i=0;i<n;i++) 
sum = sum + rand() ; 
value = gaussfac*sum - gaussadd; 
k = rand ( ) ; 
i f  (k > 16383) 
value *= -1; 
re turn(value) ;
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>
IFFT2(int inv)
{
in t  m , i r e m , l , l e , l e i , i p , i , j , k , q , s i g n ;  
f lo a t  u r ,u i ,w r ,w i , t r , t i , t em p ;
m = 0;
irem = Nl;
while ( irem > 1)
irem = irem/2; 
m = m+1;
>
i f  ( inv == i) 
sign = 1; 
else
sign = -1; 
fo r  (i=0;i<Nl;i++)
{
for (j=0;j<N2;j++)
{
q = 0; 
k = j ;
for  (l=0;l<m;l++)
{
q = (q «  1) + (k '/, 2); 
k = k/2;
>
X[q] = U[i] [ j ]  ;
YCq] = V[i] [ j ]  ;
>
for (1=1;l<=m;l++)
le  = pow(2, l) ;
l e i  = le /2 ;
ur = 1.0;
ui = 0.0;
wr = c o s ( p i / l e l ) ;
wi = sign * s in ( p i / l e l ) ;
for(q=0;q<lel;q++)
for (k=q;k<N2;k=k+le)
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ip = k + l e i ;  
t r  = X[ip]*ur - Y[ip]*ui; 
t i  = Y[ip]*ur + X[ip]*ui; 
X[ip] = X[k] - t r ;
Y[ip] = Y[k] - t i ;
X[k] = X[k] + t r ;
Y[k] = Y[k] + t i ;
>
temp = ur*wr - ui*wi; 
u i  = ui*wr + ur*wi; 
ur = temp;
}
>
i f  (inv == 1)
-c
for(j=0;j<N2;j++)
IR [ i ] [ j ]  = 16.0*X[j]/Nl; 
IICi] [j] = 16.0*Y[j]/N2;
>
>
>
fo r ( i= 0 ; i  <N1;i++)
for(j=0;j<N2;j++)
{
IRT[j] [i] = IR[i] [j] ;
I I T [ j ] [ i ]  = I I [ i ]  [j] ;
>
>
fo r  (i=0;i<Ni;i++)
{
for (j=0;j<N2;j++)
q = 0; 
k = j ;
for  (l=0;l<m;l++)
q = (q << 1) + (k ’/, 2); 
k = k/2;
>
X [q] = IRT[i] [j] ;
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Y[q] = IIT[i ]  [ j ]  ;
>
fo r  (l=l;l<=m;l++)
le  = pow(2 ,l ) ;
l e i  = le /2 ;
ur = 1.0;
u i  = 0.0;
wr = c o s ( p i / l e l ) ;
wi = sign * s i n ( p i / l e l ) ;
for(q=0;q<lel;q++)
-C :
fo r  (k=q;k<N2;k=k+le)
ip = k + l e i ;  
t r  = X[ip] *ur - Y[ip]*ui; 
t i  = Y[ip]*ur + X[ip]*ui; 
XCip] = X[k] - t r ;
Y[ip] = Y[k] - t i ;
X[k] = X[k] + t r ;
Y[k] = YCk] + t i ;
>
temp = ur*wr - ui*wi; 
ui  = ui*wr + ur*wi; 
ur = temp;
>
>
i f  (inv == 1)
for(j=0;j<N2;j++)
{
IRT[i][j]  = 16.0*X[j]/Nl; 
IIT[ i]  [ j ]  = 16.0*Y[j]/N2;
>
>
>
for(i=0;i<Nl;i++)
{
for(j=0;j<N2;j++)
IRCj] Ci] = IRT[i] [j] ;
I I [ j ]  [ i] = IITCi] [j] ;
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>
>
for( i=0; i<Nl; i++)
{
fo r ( j= 0 ;j <N2;j++)
•c
i f  (IR[i]Cj] < 0)
IR[i] Cj] = 0 .0;
>
>
Store_data(4);
Store_data(data) 
in t  data;
in t  i ,  j ;
Header(data); 
i f ( d a t a  == 1)
for(i=0;i<Nl;i++)
fprint fCfp,"  ’/,4d '/,1.4f\n", i+1, r a n [ i ] ) ;
>
fo r ( i= 0 ; i<Nl; i++) 
for(j=0;j<N2;j++) 
i f ( d a ta  == 2)
f p r in t f  (fp," '/,4d '/,4d ’/,1.4e\n", i+1, j+1 ,S [i] [j] );
e lse  i f  (data == 3)
fp r in t f  (fp," '/,4d '/,4d '/,1.4e '/,1.4e\n",
i+1»j + 1 »U[i] [j] ,V[i] [ j ] ) ;
else
i f  (data == 4)
fp r in t f  (fp," '/,4d '/,4d '/,1.4e\n",
( i + l ) * l , ( j  + l )* l , IR [ i ]  [ j ] ) ;
e lse i f  (data == 5)
f p r in t f  (fp," '/,4d ’/,4d '/.1.4e\n",
( i + l ) * l , ( j + l ) * l , I I [ j ] C i ] );
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f p r i n t f ( f p , " \ n " ) ;
>
>
Header(data) 
in t  data;
fp r in t f ( f p , " \n \ n \n \n  step '/,d\n", data);
f p r i n t f  (fp ,"   \n") ;
>
/* P lo t t ing  */
Plot_Result()
i
f lo a t  v e r t 1 [3 ] ,ve r t2 [3 ] ,ve r t3 [3 ] ; 
in t  i , j , k ;  
f lo a t  n l [3];
f lo a t  x l , y l  ,z l  ,x2,y2,z2,x3,y3,z3,norin;
for(i=0;i<Nl;i++)
■C
f°r(j=0;j<N2;j++)
v e r t l [0] = (i+l)*100-Nl/2*100;
v e r t l [1] = IR[i] [j] ;
v e r t i [2] = (j+l)*100-Nl/2*100;
vert2[0] = (i+2)*100-Nl/2*100; 
vert2[l ]  = IR[i+l] [j] ; 
vert2[2] = (j+l)*100-Nl/2*100;
vert3[0] = (i+2)*100-Nl/2*100; 
vert3[l ]  = IR[i+i] [j + 1] ; 
vert3[2] = (j+2)*100-Nl/2*100;
xl = vert3[0] 
yl = vert3[l]  
z l  = vert3[2] 
x2 = vert3[0] 
y2 = vert3[l]  
z2 = vert3[2] 
nl[0] = yl*z2 
nl [1] = x2*zl 
nl[2] = xl*y2
ver t2[0] 
vert2 [1] 
ve r t2 [2] 
v e r t l [0] 
v e r t l [1] 
v e r t l [2] 
y2*zl; 
xl*z2; 
x2*yl;
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if((IR[i][j]>SNOW) && (IR[i+l] [j]>SNOW) &&
(IR [i+1] [j + l]>SNOW)) { 
lmbind(MATERIAL, 1);
>
else  {
ifC(IR[i][j]>ROCK) && (IR[i+l][j]>ROCK) && 
(IR[i+i] Cj + 1]>R0CK)) { 
lmbind(MATERIAL, 2) ;
}
else {
if((IR[i][j]>TREE) && (IR[i+1][j]>TREE) && 
(IR[i+l][j+l]>TREE)) { 
lmbind(MATERIAL, 3);
>
else  •{
i f ( ( IRCi] [j]>WATER) | |
( IR[i+1 ] [j]>WATER) | |
(IR[i+l] [j + 1] >WATER)) i  
lmbind(MATERIAL, 2);
>
else  {
lmbind(MATERIAL, 4);
>
>
>
>
bgnpolygonO ; 
n 3 f (n l ) ; 
v 3 f ( v e r t l ) ; 
n 3 f ( n l ) ; 
v3f(ver t2 ) ; 
n 3 f (n l ) ; 
v3f(ver t3 ) ; 
endpolygonQ ;
v e r t l  [0] = (i+l)*100-Nl/2*100;
v e r t l  [1] = IR[i] [j] ;
v e r t l [2] = (j+l)*100-Nl/2*100;
vert2[0] = (i+2)*100-Nl/2*100; 
v e r t2 [1] = IR[i+l] [j + 1] ; 
vert2 [2] = (j+2)*100-Nl/2*100;
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vert3[0] = (i+l)*100-Nl/2*100; 
ver t3 [ l ]  = IR[i] [j + 1] ; 
v e r t3 [2] = (j+2)*100-Nl/2*100;
xl = ve r t l  [0] - vert2[0];  
yl = ve r t l  [1] - v e r t2 [ i ] ;  
z l  = ve r t l  [2] - vert2[2];  
x2 = ve r t l  [0] - vert3[0] ;  
y2 = v e r t l [1] - v e r t3 [ l ] ;  
z2 = ve r t l  [2] - vert3[2];  
nl  [0] = yl*z2 - y2*zl; 
n l [ l ]  = x2*zl - xl*z2; 
nl  [2] = xl*y2 - x2*yl;
i f ( ( IR [ i ]  [j]>SN0W) && (IR[i+l] [j + l]>SN0W) &&
(IR[i] [j + l]>SN0W)) { 
lmbindCMATERIAL, 1);
>
else  {
i f  ( (IR[i] [j]>R0CK) && (IR[i+l] Cj + 1]>R0CK) &&
(IRCi][j + 1]>R0CK)) { 
lmbindCMATERIAL, 2);
>
else {
ifC(IR[i] [j]>TREE) &&(IR[i+l][j + 1]>TREE) && 
(IR[i][j+l]>TREE)) { 
lmbindCMATERIAL, 3);
>
else {
ifCClR[i] [j]>WATER) | |
ClR[i+l] [j + l]>WATER) | |
ClRti] Cj + 1]>WATER)) { 
lmbindCMATERIAL, 2);
>
else  •(
lmbindCMATERIAL, 4);
}
bgnpolygonO ;
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n 3 f ( n l ) ; 
v 3 f ( v e r t l ) ; 
n 3 f ( n l ) ; 
v3f(ver t2 ) ; 
n 3 f ( n l ) ; 
v 3 f(ver t3 ) ; 
endpolygonO ;
>
>
>
/* Generating Mountains with Subdivision method 
Sai Prasad V. P a l l a t i  */
#include<stdio.h>
#include<stdlib.h>
#include<math.h>
#include<gl/device.h>
#include<gl/gl.h>
FILE *fp;
f lo a t  Gauss(unsigned in t  seed);
#define SNOW 3000.0 
#define ROCK 200.0 
#define TREE 100.0 
#define WATER 4.0 
#define N 256 
#define maxlevel 8
s t a t i c  f lo a t  snow[] = { 
AMBIENT, 0.05, 0.05, 0.05, 
DIFFUSE, 0.7,  0.8,  0.3,  
SPECULAR, 0.6,  0.6,  0.3,  
SHININESS, 1,
LMNULL
>;
s t a t i c  f lo a t  rocks [] = {
AMBIENT, 0.05, 0.05, 0.05,
DIFFUSE, 0 .6 ,  0.8 ,  0.3,
SPECULAR, 0.6,  0 .6 ,  0.3,
SHININESS, 1,
LMNULL
};
s t a t i c  f l o a t  t r e e s  [] = {
AMBIENT, 0 .1 ,  0 .1 ,  0.1,
DIFFUSE, 0.8,  0 .8 ,  0.2,
SPECULAR, 0.6,  0.6 ,  0.3,
SHININESS, 1,
LMNULL
>;
s t a t i c  f lo a t  water[] = •{
AMBIENT, 0.01,  0.1,  0.3,
DIFFUSE, 0 .1 ,  0 .1 ,  0.6,
SPECULAR, 0.0,  0.4,  0.9,
SHININESS, 15,
LMNULL
>;
s t a t i c  f lo a t  l t [ ]  = {
LCOLOR, 0 .8 ,  0.8,  0.5,
POSITION, 0 .0 ,0 .0 ,0 .0 ,  1,
LMNULL
>;
s t a t i c  f lo a t  lm[] = {
AMBIENT, 0.8,  0.8,  0.8,
LOCALVIEWER, 1.0,
LMNULL
>;
f lo a t  H,sigma,ratio,skale=1000,delta,gaussadd,gaussfac
f lo a t  X[N+1] [N+l] ,ran[N+l] ;
in t  n,arand;
short val;
unsigned in t  seed;
mainO
{
in t  addit ion=l;
long xs ize ,ys ize ;  
f lo a t  aspect; 
f lo a t  cen; 
long strok,ZMAX;
fp = fopen("data .dat" , "w+");
p r in t f ("Ente r  the value of H:\n"); 
scanf ("'/,f " ,&H) ;
p r in t f ("En te r  the valueof the seed:\n") ;  
scanf ('"/.d" ,&seed); 
r a t i o  = pow(2,-H); 
sigma = r a t i o  * skale;
p refposit ion(200,1024,1024,200); 
winopen("Mountain"); 
mmode(MPROJECTION);
RGBmode();  
nmode(NNORMALIZE); 
gconfigO ; 
zbuffer(TRUE);
ZMAX=getgdesc(GD_ZMAX); 
czclear(0x007dl919,ZMAX); 
qdevice(ESCKEY); 
qdevice(PAD1); 
qdevice(PAD2); 
qdevice(PAD3); 
qdevice(PAD4); 
qdevice(PAD6); 
qdevice(PAD7); 
qdevice(PAD8); 
qdevice(PAD9); 
qdevice(SPACEKEY); 
qdevice(UPARROWKEY); 
qdevice(DOWNARROWKEY); 
qdevice(LEFTARROWKEY); 
qdevice(RIGHTARROWKEY);
lmdef(DEFMATERIAL, 1 , 0 ,  snow); 
lmdef(DEFMATERIAL, 2, 0, rocks); 
lmdef(DEFMATERIAL, 3, 0, t r e e s ) ;  
lmdef(DEFMATERIAL, 4, 0, water); 
lmdef(DEFLIGHT, 1, 0, I t ) ;  
lmdef(DEFLMODEL, 1, 0, lm); 
lmbind(LM0DEL, 1); 
lmbind(LIGHTO,1);
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getsize(&xsize,&ysize);
aspect = ( f loa t )xs ize /  ( f loa t )ys ize  ;
perspec tive(750,aspect,2.0,38000.0);
cen = (N+2)/2.0 * 100;
lookat(cen,cen,cen,0 .0 ,0 .0 ,0 .0 ,0 ) ;
Gauss(seed); 
Midpoint2D(l) ; 
Plot_Result();
strok=0;
while(strok != SPACEKEY) { 
switch(strok) { 
case 70 :
case 80 : r o ta te (5 0 .0 , ’z ’) ;
czclear(0x007fIfIf,ZHAX);
Plot_Resul t( );
break;
case 68 :
case 81 : r o t a t e (5 0 .0 , ’y ’) ;
czclear(0x007fIf If,ZMAX);
Plo t_Result( );
break;
case 63 :
case 73 : ro ta t e ( -5 0 .0 , ’x’) ;
czclear(0x007fIf If ,ZMAX);
Plot_Resul t() ;
break;
case 64 :
case 74 : s c a l e d . 5 ,1 .5 ,1 .5 ) ;
czclear(0x007fIf If , ZMAX);
Plot_Resul t() ;
break;
case 58 : r o t a t e (50 .0 , ’x ’) ;
czclear(0x007fIf If,ZMAX);
Plot_Result( );
break;
case 65 : sca le (0 .75,0.75,0.75);
czclear(0x007fIf If,ZMAX);
Plot_Result( );
break;
case 67 : ro ta t e ( -5 0 .0 , ’y ’ ) ;
czclear(0x007fIf I f , ZMAX);
* righ t  arrow */
/* up arrow */
/* l e f t  arrow */
/ *  down arrow * /
/ *  end key */
/* pg dn key */
/ *  home key */
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Plo t_Result ( ) ; 
break;
case 75 : r o t a t e ( - 5 0 .0 , ’z ’) ; /* pg up key */
czclear(0x007fIfIf,ZHAX);
Plo t_Result () ; 
break;
default  :
break;
>
strok=0;
strok=qread(&val); 
strok=qread(&val);
>
g e x i t ( ) ; 
re tu rn  0;
>
Midpoint2D(addition) 
in t  addit ion;
in t  l e v e l . i , j ,D ,d ;
In i tgauss(seed) ; 
de l ta  = sigma;
X[0][0] = de l ta  * Gauss(seed);
X[0] [N] = de l ta  * Gauss(seed);
X[N] [0] = de l ta  * Gauss(seed);
X[N] [N] = de l ta  * Gauss(seed);
D = N; 
d = N/2;
fo r ( l e v e l= l ; level<=maxlevel;level++)
de l ta  = delta  * pow(0.5,0.5*H);
for(i=d;i<=N-d;i=i+D)
for(j=d;j<=N-d;j=j+D)
{
X[i] [j] = mid4(delta,X[i+d] [j+d] ,X[i+d] [j-d] , 
X[i-d] [j+d] ,X[i-d] [j-d] ) ;
>
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>
i f  (addition==l)
{
fo r ( i= 0 ; i<=N; i=i+D) 
f o r (j =0;j <=N;j =j +D)
t
X[i][j ]  = X[i] [ j]  + de l ta  * Gauss (seed);
>
>
>
d e l ta  = delta  * pow(0.5,0.5*H); 
for(i=d;i<=N-d;i=i+D)
•C
X[i] [0] = mid3(delta,X[i+d] [0] ,X[i-d] [0] ,X[i] [d ] ) ;
X [i] [N] = mid3(delta,X[i+d] [N] ,X[i-d] [N] ,X[i] [N-d]) ;
X[0][i] = mid3(delta,X[0] [i+d] ,X[0] [i-d] ,X[d] [ i ] ) ;
X[N] [i] = mid3 (de l ta ,  X[N] [i+d], X[N] [ i -d ] ,  X [N-d] [i ] ) ;
>
for(i=d;i<=N-d;i=i+D)
{
for(j=D;j<=N-d;j=j+D)
X[i] [j] =mid4(delta,X[i] [j+d] ,X[i] [ j-d] ,X[i+d] [j] , 
X[i-d] [ j ] ) ;
>
>
for(i=D;i<=N-d;i=i+D)
for(j=d;j<=N-d;j=j+D)
X[i] [j] = mid4(delta,X[i] [j+d] ,X[i] [ j-d] ,X[i+d] [j] , 
X[i-d] [ j ] ) ;
>
>
i f  (addition==l)
■c
for(i=0;i<=N;i=i+D);
■C
for(j=0;j<=N;j=j+D);
{
X[i] [j] = X[i][ j]  + de l ta  * Gauss(seed);
>
>
for(i=d;i<=N-d;i=i+D) 
for(j=d;j<=N-d;j=j+D)
X[i] [j] = X[i ] [j ]  + de l ta  * Gauss(seed);
>
}
>
D = D/2; 
d = d/2;
>
for(i=0;i<=N;i++)
for(j=0;j<=N;j++)
i f  C X[i] [j] < 0)
X[i] [ j]  = 0; 
else
X[i] [ j ]  = X[i][ j]  / 5000;
>
}
Store_Data(2);
}
mid4(delta,x0,xl,x2,x3) 
f lo a t  delta,xO,xl,x2,x3;
f lo a t  valuel;
valuel = (x0+xl+x2+x3)/4.0 + de l ta  * Gauss(seed); 
re tu rn (v a lu e l ) ;
>
mid3(delta,xO,xl,x2) 
f lo a t  delta,xO,xl,x2;
f lo a t  value2;
value2 = (x0+xl+x2)/3.0 + delta  * Gauss(seed); 
re turn(value2);
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>
Initgauss(seed) 
unsigned in t  seed;
n=4;
arand = pow(2,31) - 1;
gaussadd = sqrt(3*n);
gaussfac = 2*gaussadd /  (n*arand) ;
s rand(seed) ;
>
f l o a t  Gauss(unsigned in t  seed)
{
f l o a t  sum,value.exponent.gauss; 
in t  k , i ;
siun = 0.0; 
f o r ( i = l ; i<=n;i++);
sum = sum + rand(); 
value = gaussfac*sum - gaussadd; 
k = rand();  
i f  (k > 16383) 
value *= -1; 
re tu rn (va lue ) ;
>
Store_Data(data) 
in t  data;
{
in t  i . j ;
i f  (data == 2)
for(i=0;i<=N;i++) 
fo r ( j=0 ; j  <=N;j++)
•c
f  p r in t f  (fp," '/,4d '/,4d '/,1.4e\n",
y.(i+l)*100, (j + l)*100,X[i] [ j ] )  ;
>
f p r i n t f ( f p , " \n " ) ;
>
}
i f (d a ta  == 1)
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for(i=0;i<=N;i++)
fp r i n t f  ( f p , " '/,4d ’/,1.4f\n",  i+1, r a n [ i ] ) ;
>
>
Plot_Result()
{
f lo a t  v e r t l [3 ] ,ve r t2 [3] ,ver t3  [3], v e r t4 [3 ] , v e r t5 [3 ] , vert6[3];
f lo a t  vert7 [3], vert8 [3];
f lo a t  nl [3] ,n2[3] ,n3[3] ;
f lo a t  x l ,y l ,z l ,x2,y2,z2,x3,y3,z3 ,norm;
in t  i , j ,k ;
for(i=0;i<N;i++)
for(j=0;j<N;j++)
v e r t l [0] = (i+l)*100-N/2*100;
v e r t l  [1] = X[i] [ j ] ;
v e r t l [2] = (j+l)*100-N/2*100;
vert2[0] = (i+2)*100-N/2*100; 
ve r t2 [ l ]  = X[i+1] [j] ; 
vert2[2] = (j+l)*100-N/2*100;
vert3[0] = (i+2)*100-N/2*100; 
v e r t3 [1] = X[i+1] [j+1] ; 
vert3[2] = (j+2)*100-N/2*100;
vert4[0] = (i+3)*100-N/2*100; 
ve r t4 [ l ]  = X [i+2] [j] ; 
vert4[2] = (j+l)*100-N/2*100;
vert5[0] = (i+3)*100-N/2*100; 
ve r t5 [ l ]  = X[i+2] [j+1] ; 
vert5[2] = (j+2)*100-N/2*100;
vert6[0] = (i+3)*100-N/2*100; 
ver t6 [ l ]  = X[i+2] [j+2] ; 
vert6 [2] = (j+3)*100-N/2*100;
xl = v e r t l [0] - vert2[0];  
yl = v e r t l  [1] - ver t2 [ l ] ;
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z l  = ver t l [2 ]  - ve r t2 [2 ] ; 
x2 = v e r t l [0] - ve r t3 [0 ] ; 
y2 = v e r t l [1] - v e r t 3 [ l ] ; 
z2 = v e r t l [2] - ve r t3 [2 ] ; 
nl[0] = yl*z2 - y2*zl; 
nlCl] = x2*zl - xl*z2; 
nl [2] = xi*y2 - x2*yl;
xl = vert2[0] - vert4[0]
yl = ver t2 [ l ] - ver t4 [l ]
z l  = vert2[2] - vert4[2]
x2 = vert2[0] - vert5[0]
y2 = ver t2[ l ] - vert5[l]
z2 = vert2[2] - vert5[2]
n2 [0] = yl*z2 - y2*zl;
n2[l] = x2*zl -  xl*z2;
n2 [2] = xl*y2 - x2*yl;
xl = vert3[0] - vert5[0]
yl = ver t3 [l ] - vert5[l]
z l  = vert3[2] - ve r t5 [2]
x2 = vert3[0] - vert6[0]
y2 = vert3[l ] - vert6[l]
z2 = vert3[2] - vert6 [2]
n3 [0] = yl*z2 - y2*zl;
n3[l] = x2*zl - xl*z2;
n3 [2] = xl*y2 - x2*yl;
i f  C(X[i] Cj]>SN0W) | |  (X[i+l][j]>SN0W) II 
(X[i+l][j  + l]>SNOW)) { 
lmbindCMATERIAL, 1) ;
>
else {
i f  CCXCi] [j]>R0CK) | |  (X[i+l][j]>R0CK) II 
CX[i+l] [j + l]>R0CK)) { 
lmbindCMATERIAL, 2);
>
else •{
ifCCXCi] [j]>TREE) | |  (X[i+1][j]>TREE) | |  
CX[i+l] [j + l]>TREE)) { 
lmbindCMATERIAL, 3);
>
else  {
i f ( CX [ i ] [j ] >WATER) | |
CX[i+l] [j]>WATER) | |
CX[i+l] [j + 1] >WATER)) {
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lmbindCMATERIAL, 2);
>
else  {
lmbindCMATERIAL, 4);
>
>
>
>
bgnpolygonO ; 
n3fCnl); 
v 3 f ( v e r t l ) ; 
n3f(n2); 
v3f(vert2); 
n3f(n3); 
v3f(ver t3) ;
endpolygonO ;
v e r t l [0] = (i+l)*100-N/2*100;
ve r t l  [1] = X[i] [ j ] ;
v e r t l [2] = (j+l)*100-N/2*100;
vert2 [0] = (i+2)*100-N/2*100;
vert2[l ] = X[i+1] [j + 1] ;
vert2[2] = (j +2)*100-N/2*100;
ve r t3 [0] = (i+l)*100-N/2*100;
ver t3 [l ] = X[i] [j+1] ;
vert3 [2] = (j+2)*100-N/2*100;
ve r t7 [0] = (i+1)*100-N/2*100;
ve r t7 [1] = X[i] [j+2] ;
vert7[2] = (j+3)*100-N/2*100;
vert8[0] = (i+2)*100-N/2*100;
vert8[l] = X[i+1] [j+2] ;
vert8[2] = ( j +3)*100-N/2*100;
vert6[0] = (i+3)*100-N/2*100;
vert6[l] = X[i+2] [j+2] ;
vert6[2] r= ( j+3)*100-N/2*100;
xl = ver t l  [0] - vert2[0];
y l = ver tl  [1] - ve r t2 [ l ] ;
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z l  = v e r t l [2 ]  -  v e r t 2 [ 2 ] ; 
x2 = v e r t l [0 ]  -  v e r t 3 [ 0 ] ; 
y2 = v e r t l [1] -  v e r t 3 [ l ] ; 
z2 = v e r t l [2] -  v e r t 3 [ 2 ] ; 
nl [0] = y l*z2  -  y2*zl;  
n l [ l ]  = x2*zl -  xl*z2;  
n l  [2] = xl*y2 -  x2*yl;
xl = vert2[0] - vert6[0] 
yl = vert2[l] - vert6[l] 
zl = vert2[2] - vert6[2] 
x2 = vert2[0] - vert8[0] 
y2 = vert2 [1] - vert8[l] 
z2 = vert2[2] - vert8[2] 
n2 [0] = yi*z2 - y2*zl; 
n2[l] = x2*zl - xi*z2; 
n2[2] = xl*y2 - x2*yl;
xl = vert3[0] - vert8[0] 
yl = vert3[l] - vert8[l] 
zl = vert3[2] - vert8[2] 
x2 = vert3[0] - vert7[0] 
y2 = vert3[l] - vert7[l] 
z2 = vert3[2] - vert7[2] 
n3[0] = yl*z2 - y2*zl; 
n3[l] = x2*zl - xl*z2; 
n3 [2] = xl*y2 - x2*yl;
i f ( (X[i][j]>SN0W) | |  (X[i+1][j+1]>SN0W) | |
CX[i] [j + l]>SN0W)) { 
lmbindCMATERIAL, 1);
>
else {
i f  C(X[i] [j]>R0CK) II (X[i+1] Cj + 1]>R0CK) | |
(X [i] [j + 1] >R0CK)) i  
lmbindCMATERIAL, 2);
>
else {
i f  ( CX [i] [ j] >TREE) | | (X[i+1] [j + 1] >TREE) | |  
CX [i] [j + 1] >TREE)) { 
lmbindCMATERIAL, 3);
>
else {
i f  C CX [i] [j]>WATER) II 
CX[i+l] [j + l]>WATER) II 
CX[i] [j + 1] >WATER)) {.
lmbind(MATERIAL, 2);
>
else {
lmbind(MATERIAL, 4);
>
>
}
>
bgnpolygonO ; 
n 3 f ( n l ) ; 
v3f(ver t l )  ; 
n3f(n2); 
v3 f(ver t2 ) ; 
n3f(n3); 
v3 f (ver t3 ) ; 
endpolygonO ;
>
>
>
/* Finding autocorrelation funt ion and solving system of equations 
using Gauss Elimination.
Sai Prasad V. P a l l a t i  */
#include <stdio.h> 
#include <math.h> 
ttinclude <stdlib.h>
#define N 1000 
#define Nl 50 
#define K 50 
#define lamda 1000
FILE *fp, *fpl ,  *fp2, *fp3, *fp4, *fp5;
double Z[N] , X[N], temp[N] , Y[N] , R[N] , A[K+l][K+2], a[K+l], sume 
in t  mean = 100; 
in t  n = K;
double variance = 36*21, std;
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long seed=3245;
mainQ
{
in t  i ,T , j , a ,b , l a m  ;
double z l ,z2 ,z3,z4,z5 ,z6,z7,z8,z9,z lO ,z ll ,z l2 ,sum,val.xave;
fp = fopen("output1 .d a t " , "w"); 
fp l  = fopenCoutput2.dat",  "w"); 
fp2 = fopen("output3.dat",  "w"); 
fp3 = fopen("output4.dat", "w"); 
fp4 = fopen("output5.dat",  "w"); 
fp5 = fopen("output6.dat", "w");
f o r ( i  = 0 ;  i  < N; i++)
X [i] = 0.0;
Z [i] = 0.0; 
temp[i] = 0.0;
>
s td  = sq r t (var iance) ;
f o r ( i  = 0 ;  i  < N; i++)
zl  = drand48(); 
z2 = drand48(); 
z3 = drand48(); 
z4 = drand48(); 
z5 = drand48(); 
z6 = drand48(); 
z8 = drand48(); 
z9 = drand48(); 
zlO = drand48(); 
z l l  = drand48(); 
zl2 = drand48();
Z[i] = (zl+z2+z3+z4+z5+z6+z7+z8+z9+zl0+zll+zl2) - 6.0;
X[i] = Z[i] * std + mean; 
temp[i] = X[i] ;
}
s to re_ d a ta ( l ) ; 
s to re_data (2);
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forCi = 10; i  < N-10; i++)
{
X[i] = (X[i-1] + X[i-2] + X[i-3] + X[i-4] + X[i-5] + X[i-6]
+ XCi-7] + X [i-8] + X [i-9] + X[i-10] + X[i] + X[i+1]
+ X[i+2] + X[i+3] + X [i+4] + X[i+5] + X[i+6]
+ X[i+7] + X[i+8] +X[i+9] + X[i+10] ) /2 1 ;
>
s tore_data(3) ; 
sum = 0.0;
f o r ( i  = 0; i  < N; i++)
{
val = X[i] ; 
sum = sum + val;
}
xave = sum/N;
f o r ( i  = 0; i  < N; i++)
Y[i] = X[i] -  xave;
}
s to re_data(4) ;
f o r ( i  = 0; i  < Nl; i++)
b = N-l ;
T = a = b - i ;  
sum = 0.0;
fo r ( j  = 0; j <= T; j++)
■C
sum = sum + Y [a] *Y [b] ;
a— ;
b— ;
>
R[i] = l*(sum/(Nl-i));
>
s to re_data(5) ;
f o r ( i  = 1; i  <= n; i++) 
f o r (j = 1; j <= n; j++)
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{
i f  ( i  == j )
A[i] [ j]  = variance;
else
i f  ( i  > j )
A[i] [ j]  = R[i -j ]  ;
else
A[i] [j] = R[j -i ]  ;
>
>
sume = 0.0;
for(lam=l; lam <= lamda; lam++)
{
f o r ( i  = 1; i  <= n; i++)
{
A[i] [n+1] = R[i-0]-lamda ;
>
Gauss();
fo r ( i= l ;  i  <=n; i++)
sume = sume + A [ i ] [n+1];
/* printfC" sume i s  */,f \ n " , sume);*/
i f  ((sume > 0.99) && (sume < 1.11)) 
break;
>
fo r ( i= l ;  i<= n; i++)
p r in t f ( "  '/,5d */,16.6e \n" , i ,  A[i] [n+1] );
fo r ( i= l ;  i  <=n; i++)
sume = sume + A[i] [n+1];
s tore_data(6) ;
>
Gauss()
in t  i ,  j ,  jc ,  j r ,  k, kc, nv, pv;
double det ,  eps, epl, eps2, r ,  temp, tm, va;
eps = 1.0;
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epl = 1.0; 
while (epl > 0)
{
eps = eps/2.0;
epl = eps * 0.98 + 1;
epl = epl - 1;
}
eps = eps * 2; 
eps2 = eps * 2;
det = 1;
f o r ( i  = 1; i  <= n-1; i++) 
pv = i ;
fo r ( j  = i+1; j <= n; j++)
i f  ( fabs(A[pv] [i ] )  < f  abs(A[j] [ i ] ) ) 
pv = j ;
>
i f  ( pv != i)
fo r ( j c  = 1; jc <= (n+1); jc++)
tm = A[i] [jc] ;
A [i] [jc] = A [pv] [jc] ;
A[pv] [jc] = tm;
>
det = -det;
>
i f  ( A [i] [i] == 0)
p r in t f  (" Matrix i s  Singular 1. \n");  
e x i t ( 0 ) ;
>
f o r ( j r  = i+1; j r  <= n; jr++) /* elimination of below diagonal */ 
-(
i f  ( A[jr] [i] ! = 0)
r  = A [jr]  [i] /  A[i] [i] ; 
for(kc = i+1; kc <= (n+1); kc++)
{
temp = A [jr]  [kc] ;
A [jr] [kc] = A[jr] [kc] - r*A[i][kc];
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i f  ( fabs(A[jr ] [kc]) < eps2*temp )
A[jr] [kc] = 0.0;
>
>
>
>
f o r ( i  =1; i  <= n; i++)
{
det = det * A[i] [i] ; /* dEterminant is  calculated */
>
i f  ( det == 0)
printfC" Matrix is  Singular 2 . \n" ) ;  
e x i t ( 0 ) ;
>
else
{ /* Backward Substi tution s t a r t s  */
A[n] [n+1] = A [n] [n+1] / A[n] [n] ; 
for(nv = n-1; nv >=1; nv—)
va = A [nv] [n+1];
fo r(k  = nv+1; k <= n; k++)
va = va - A[nv][k] * A[k][n+1];
>
A[nv][n+1] = va/A[nv] [nv] ;
>
re turn ;
}
>
store_data(data) 
in t  data;
in t  i ;
f o r ( i  = 0 ;  i  < Nl; i++)
i
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i f  (data == 1)
fprintf(fp," '/ ,d '/,1.4e\n", i+1, Z[ i ] ) ;
else
i f  (data == 2)
fprint f(fpi , ' " / ,d '/,1.4e\n", i+1, temp[i]);
else
i f  (data == 3)
f p r in t f ( f p 2 , " ’/,d */,1.4e\n", i+1, X[i]);
else
i f  (data == 4)
fpr in tf (fp3, '7 ,d  '/.1.4e\n", i+1, Y[i]);
else
i f  (data == 5)
fprintf(fp4,"' / .d '/,1.4e\n", i ,  R[i] );
else 
i f  (data == 6)
fpr in tf (fp5, '7 ,d  '/,1.4e\n", i ,  a [ i ] ) ;
