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REAL TIME ESTIMATION OF LIFE-DISTRIBUTION PARAMETERS
George E. Henry
General Electric Company, ASD
Daytona Beach, Florida

SUMMARY
Highly compressed time schedules, now routinely applied to the
development of adyanced military and space systems, generate the need
to arrive at management decisions without waiting for completion
of detailed data-gathering activity. When a number of like units are
placed on life test, it is advantageous to draw tentative conclusions,
as soon as possible, about the distribution of time-to-failure.
Several techniques are examined whereby preliminary rough estimates
can be pulled out, early during -the test. These estimates are then
modified in real time as the test continues and additional units fail.
These techniques hinge mostly upon the use of order statistics. The
distribution-free case is considered first. Limitations inherent in
all non-parametric statistics make it desirable to employ distributional methods also. Special attention is devoted to the exponential,
rectangular, and logistic distributions. Of these, the last is a very
good substitute for the normal distribution, possessing certain peculiar
advantages of its own.
LIST OF SYMBOLS
EJ

scale parameter in logistic distribution
any probability density function of variable time t.

CA\

cumulative probability of failure to time t.

RW)

survival probability to time t

T*

number of units failed in life test

S

number of units in sample

«£

time, variable

I&,

number of units not failed, but imputed to have failed

V

lower limit of t, for rectangular distribution

upper limit of t, for rectangular distribution
V

total number of units imputed to have failed,

y = r + u

true mean of a distribution
true population standard deviation
failure rate

INTRODUCTION AND PROBLEM STATEMENT
This paper is concerned with life test ing, in the context of an R & D program on
aerospace equipment. We explore the problem of utilizing in real time the
continuing output of information from a life test in progress. Rather than wait
for the test to run to completion (all units failed) the experimenter wishes to
draw tentative conclusions after the first few failures. These tentative conclusions are subject to modification as the test continues.
There is an immediate value in the information content of these early results,
despite the possibility of conflicting future evidence. Highly compressed development-time schedules, characteristic of most aerospace programs today, call
for timely utilization of all pertinent information, as well as for the ex-postfacto judicial review of complete results.
It is almost a matter of definition that a life test can't be hurried. If you
want to find out how long something is going to last, you have to give it time
to show you. How can one resolve this conflict between what ! s needed and what
seems to be possible? One legitmate approach is the "accelerated life test",
whereby the experimenter endeavors to "speed up the passage of time" by imposing
heavier loads, higher temperature, or other overstress conditions of use or environment. This is usually difficult to do just right. Different possible modes
of failure are affected differently by the overstress condition, leading to serious
question in the interpretation of results. Nevertheless, this approach has merit.
The present paper takes another approach. ¥e ask, "what can be learned about a
population of items by noting the time-to-failure characteristic of the weakest
individuals in a sample?" In a word, we suggest a life test whereby some number
s of items from a single supposedly homogeneous population are put on line, and
run until some number r, less than s, shall have failed. Valid inferences about
the parent population can then be drawn.
2
3
This idea is not new. Walsh suggested it in 1950 y and he credits Jacobsen with
having been still earlier.
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The first, second, and in general the r-th unit to fail, in a sample of size
s---each of these entities is itself a random variable, having its own probability density function. These individual random variables are known as
order statistics---the first, second, or the r-th, as the case may be. The
median is a familiar special case among order statistics.
The probability density function for an order statistic can be written down in
terms of the true but unknown parameters of the parent population distribution.
Thus, any datum which in any way reflects the location, shape, or scale of the
order statistic f s distribution gives a clue to the distribution of the parent
population.
As a very simple example, consider the use of the sample median, in any symmetrical distribution, as a substitute for the sample mean, in estimating the
population mean. Much time is saved: one would need to run the life test only
to the point of failure for slightly more than half the sample. Moreover, with
symmetrical parent distributions the median is an unbiased estimator of the population mean. Unfortunately, with most distributions of practical interest, the
median is strikingly less efficient than the mean, and has the added disadvantage
of ignoring the information content which inheres in the measurements on all
earlier failures. We are looking for a way to conserve and extend the advantages
listed above, while overcoming the disadvantages.
Several different proceedures will be described. Most of these utilize order
statistics, as discussed above. Applicability and usefulness of the proceedures
will be considered from an engineering point of view, recognizing that the
engineer has to make a tentative design decision, based on his incomplete results. Such things as statistical confidence, or the statistical properties of
certain estimators---these things are chiefly of interest to the extent that
they contribute toward making a decision.
Because of this emphasis on the need to make a decision, one might expect to
come up with a sequential plan' whereby testing proceeds for a period of time
determined by what happens on the way. A rash of early failures will trigger
a decision to terminate the test and score the hardware unacceptable. A sufficient number of accrued unit-hours without failure, or with few failures,
will cause the test to be terminated !t in the success region", with the hardware
ruled acceptable.
There are several ways of doing this. One way, of course, is to follow the
principles of Abraham ¥ald: set up two alternate (conflicting) hypotheses as
to what the reliability is, then test until the accrued evidence will cause
the acceptance of one hypothesis and the rejection of the other, at a specified
confidence level. The approach taken in recent years by the neo-Bayesians conforms to this pattern.
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We have no quarrel with this Wald-Bayesian approach. It Is, however, abundantly
documented elsewhere, and is quite familiar "by now. We are looking for other
ways of accomplishing a decision "by sequential testing, partly "because many
engineers and managers feel the need for a method which does not require them
to start with a conflicting pair of hypotheses, which seem somehow to "be too
narrowly exclusive. The Wald proceedure is statistically pure, "but sometimes
a little difficult to sell to management.
PROBABILITY DISTRIBUTION UNSPECIFIED
First of all, what can "be done when the experimenter has no idea at all as to
the "basic form of the population life distribution? Is there a non-parametric
or distribution-free method?
Such a method, if it exists at all, will not lead to any estimate of the mean
or standard deviation. Rather, the order statistics will have to be used
directly, with their associated percentage points.
From the academic point of view, this is a severe restriction, but one which is
basic to the whole concept of distribution-free statistics. From the practical
point of view, it is not necessarily a serious drawback. Why, indeed, are we
really so interested in knowing the mean and the standard deviation for a certain
population, when we have knowledge that the some fixed percentage can be expected to fail within a certain time?
This point is worth insisting
and the first one fails after
information which could be of
that the mean time to failure

upon. If a thousand units are placed on life test,
88 hours of operation, we already have a piece of
more immediate value than our subsequent discovery
turns out to be ^4-000 hours.

In the aerospace field, where hardware costs are quite a bit less than mission
operations costs, it is of primary importance to guard against failures happening
In a time shorter than the mission duration time. Very often this can be done
by noting the time to failure for the first casualty out of some large sample.
Consider, then the following table:
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Figures in the "body of the table show the sample size required to demonstrate the
reliability and confidence indicated by the two coordinates.
This table has been veil known and understood for many years. It applies regardless of the life distribution which may exist. We mention here just 2 important
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limitations on its use:
(a)

If the first failure happens at say 88 hours , you can make a probability statement about what percentage you think will fail in 88
hours or less, but you can't make a statement about any other time
period. You are stuck with whatever time period comes out, as a
result of your test. You can't convert.

(b)

Up until the first failure occurs, you can't make any statement at
all, unless you want to adopt the extremely pessimistic view that
the first failure is "just about to come up 11 . If you do that, you
can make the probability statemtnt that you would have made had a
failure actually taken place .

The proceedure suggested in (b) above is admittedly highly conservative. But
it is not really incorrect, for it places no upper limit on what we think the
reliability is. It just puts a lower limit which is lower than it needs to
be.
It would seem possible to adapt constructively to both the above limitations,
(a) and (b), using the sequential plan illustrated in the following example.
Suppose the mission time T to be 200 hours. We are required to demonstrate
99% probability of mission success at 95$ confidence, for a subsystem consisting
of two like units in parallel redundant configuration, with no repair capability,
and with failures happening to the 2 units independently. The statement has
purposely been put in the usual reliability language, because one of the problems
is to convert the statement of requirements into some fully equivalent statement
which is at the same time in keeping with the non-parametric approach being taken
here.
Because of the parallel redundant configuration, each individual unit needs to
be 90 percent reliable to get 99$ for the system. To prove 90$ reliability at
95$ confidence, we can put 29 units on test (see table) and run for 200 hours,
or until a failure occurs. If no failure occurs within 200 hours, the test is
a success and the case is proved, with confidence equal to or higher than the
required 95$Suppose, however, that a failure does occur at 36 hours. ¥e might continue to
run, to see if the remaining 28 units survive the mission duration period.
Suppose they do; then it can be said that 9®% reliability has been proved for
individual units at 80$ confidence -not at 95$ confidence, as was hoped for*.
Thus, we didn't really prove what we set out to prove, but we didn't disprove
it either, lothing has happened to make us think the reliability isn't good
enough; it's merely that we haven't built up as strong a case . in our favor as
we f d like. It is important that we didn't disprove the claim to the required
reliability.

have proved 90% mission reliability for each unit at 957° confidence, by
testing for the total mission time and allowing one failure, it would have
been necessary to start with kk units.
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Continuance of the test "beyond 200 hours might be desirable from an engineering
point of view; however,, one couldn't use the additional test time to prove
anything of a statistical nature,, while adhering to the original ground rule of
no distributional assumption. Accordingly,, for this test, the "sequential plot 11
is very simple indeed:
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Start at the lower left corner with 29 units on line at time 0. Move to the right
in real time until 200 hours is reached (success) or until a failure occurs. If
a failure occurs, jump up to the next line and continue moving to the right. If
you get as far as time T = 200 hours, you have the somewhat equivocal situation
already described: proof at 80$> confidence, not disproof. If, however, there
is a second failure before reaching time T, there would be only ^k-% confidence
at best, and the test result is ruled negative.
In case of the equivocal result, this writer would advocate continuance of the
test beyond the mission time, with the intent of estimating reliability under some
specific distributional assumption.
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After all, there is no lav against using a number of different schemes for the
evaluation of results coming out of a single test. Indeed, it is often highly
advantageous to do just this. And in the present instance, there is no alternative, if we -want to make a strong reliability assertation keyed to the specific
mission time. The easiest way "by far would "be to assume an exponential distribution and go on from there. Reasons for this choice are much the same as
the reasons which would apply if the exponential distribution were being selected
on its own merit at the very outset. These reasons are given in the next section,
THE EKPONE3OTIAL DISTRIBUTION
The exponential case has already been abundantly treated in the literature.
is the most commonly used distribution in reliability work, for a number of
reasons:

It

1.

Force of habit.

2.

There are indeed certain theoretical considerations tending to justify
the assumption. These considerations don T t apply universally, but up
to a point they do have some validity.

3.

The exponential distribution is easy to use:
a.

Simple formulas

b.

The 2 factors
hours of test time
number of units on test
can be juggled about in any desired way
just so the product comes out right.

c.

Wo need to invoke order statistics as such. At any point
during the progress of a test, one can form the maximum
likelihood estimate for X, and use this estimate to generate a reliability prediction.

For the purposes of this paper, item 3c above is especially important. The
estimate of X changes as the test progresses; hence the reliability prediction
also changes. It is a straightforward operation to keep up with these changes,
in real time.
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Figure 3j "below, shows how the reliability estimate increases as a test progresses.
The example is the same as has already "been treated in the preceeding section.
Now, however, the abcissa measures unit-hours, instead of direct clock hours.
All 3 curves show the reliability which has "been proved, up to the point in
question, at 95$ confidence. Thus, the topmost curve, corresponding to 0 failures
observed, reflects a calculation based upon 3 failures imputed, to achieve the
95$ confidence figure called for. In similar fashion, the middle curve, for 1
failure observed, ^-.7^ failures imputed. For the bottom curve, we have 2 failures
observed, 6.3 failures imputed.
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So, one would start at the origin in real time, move upward and to the right along
the topmost curve as the test progresses, until a failure occurs. Then one must
immediately notch down to the next lower curve and continue. Any time you reach
the 90$ horizontal line, the test is ended with success. With no failures, this
happens at about 5^700 part hours. With 1 failure, it takes quite a bit longer.
With 2 failures, it would take a very long time indeed- so long, in fact, that
one would doubtless decide, before starting the test, that the 2-failures-line
would constitute a boundary for terminating the test and scoring the hardware unacceptable .
Other families of curves could be drawn for other confidence levels.
what we have done is given by the very simple formula
R = e x p

(1)

Mathematically,

(-yT/(s-r)t)

The value of y depends both on the number of failures and on the confidence required. Product of parts on test times clock hours of test time is given by
(s-r)t. This product is the quantity measured on the abcissa.
LIFE DISTRIBUTIONS OTHER THAN EXPONENTIAL
Most life distributions of practical interest involve at least 2 parameters, a
location parameter and a scale parameter. In theory, it is possible to estimate
both, given at least the first 2 order statistics. Better estimates will result
from use of a larger number of order statistics.
General formulas found in the standard literature 1 , specify the distributions of
the order statistics:

r-» ^s-r

t*

_ %

/

I__

(2)
Equation (2) specifies the p.d.f. for the r-th unit to fail in a sample of size
s, and it does so in terms of the p.d.f. and the cumulative distribution functions
applicable to the original total population. The formula is valid for any possible distribution, without restriction. Once the population distribution is
known or assumed, eq (2) can be re-written with the appropriate expressions inand I? .
serted to replace £ , CT ,
The graph below shows typical p.d.f. ! s for order statistics pulled from a unit
fo ]_ and fo o exhibit
rectangular distribution. As would be expected,
mirror-image symmetry. The p.d.f. for the median is seen in all cases to exhibit
efficient the median is
less
much
how
a proper symmetry. One can observe too
than the mean. One must go to a sample of size 7 to get a distribution for the
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median -which will "be as tight about the center as is the distribution of the
mean of a sample of size 3-
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SPECIAL RECTANGULAR DISTRIBUTION
The general rectangular (or uniform) distribution has the p.d.f.

(3)
elsewhere
In reliability work it would be highly
bability in the interval from 0 to V.
place at all in reliability theory, it
that V = 0. Under this constraint, we

fro 0,

unrealistic to claim zero failure proIf the rectangular distribution has any
will normally be under the constraint
have then

i /' w
a

W
elsewhere

This special rectangular distribution results from a failure rate which increases slowly at first, then more rapidly, in hyperbolic fashion, until
at
t = ¥ it goes to infinity. The reliability curve is a straight line sloping
downward, reaching zero at t = w. For certain types of system (e.g., primary
batteries under severe usage) the distribution is a reasonably good approximation
to the true situation.

Curves
RE
20

5*

The single parameter w defines the distribution completely.

(5)
(6)

S*<zr*~ *=

w

For any one of the order statistics,

(T)
Now suppose the observed value of the first order statistic were taken as s an
estimate of the y4c for that statistic. Inserting this estimate into eq. (7),
one would come out with an estimate of ¥, or equally well, an estimate ofyCc for
the population. This estimate, in turn, could "be converted into a Reliability
prediction.
As the test continues, additional units fail, making fresh estimates available.
All that is needed is a suitable algorithm for the "updating 11 operation.
¥e have not yet determined a procedure which can "be declared optimal, by strict
statistical criteria. One serious difficulty hinges on the fact that the several
order statistics are not independent of one another.
However, 'there are a number of ways which would certainly be accurate enough to
serve a useful practical purpose. The example to "be cited below will illustrate
a particularly convenient approach.
Suppose 15 items are placed on life test. The first three failures occur at ^3 ,
55 > and- 82 hours. Construct a graph with the abcissa marked off from zero to l6.
Time to failure, for each failed item, will "be plotted ordinate, directly a"bove
the number on the abcissa which identifies the order statistic.

21

Q)

L

ar

li-

CO

A straight line is now drawn through the origin, in such a way as to make a first
order fit with the points, as plotted. Slope of this curve will be one sixth
the total number of hours completed by the three failed items. That comes to
"30 hours additional time per additional failure". Thus, the value of ¥ is estimated
at l6 times 30.? or M30, and the estimate for 4* is 2^4-0 hours.
Other curve fitting techniques, such as least squares, are possible. However,
it seems hardly appropriate to quibble over the details of the estimation process
when the entire scheme is based on the use of a distribution which has been
blandly assumed, mostly for reasons of convenience. Moreover, the method just
described lends itself readily to implementation in real time. Suppose the calculation of JK = 2^0 hours has just been completed, immediately following the
third failure. As the test proceeds, this estimate stands until either of two
things happens
(a)

a fourth failure occurs

(b)

test continues to t = 120 hours and beyond with no additional failure
A

In case of (a), a new ^* can be immediately computed, adding in the data contributed by the fourth failure.
In case of (b), as the test continues beyond 120 hours with no additional failure,
the estimate of zt should slowly increase, to allow for the fact that the fourth
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failure, if and when it does occur, will definitely have the effect of "improving
the average". One can at any moment calculate what the new estimate would come
to, were the fourth failure to occur in the next instant. The estimate so
calculated should indeed be recognized as the official instantaneous real time
estimate.
NORMAL DISTRIBUTION
As could "be
extensively
methods for
part, these
real time.

expected, the case of the normal distribution has already "been
treated in the literature. Various authors^; ^ have described
estimating population parameters from censored samples. For the most
methods do not appear to lend themselves to successive iteration in

It is hardly surprising that the normal distribution should prove rather difficult
to deal with. The absence of any analytic expression for F(t) imposes quite some
handicap.
The thought presents itself that one might use the logistic distribution as a
substitute for the normal. This approach is explored, in cursory fashion^ in
what follows.
LOGISTIC DISTRIBUTION
The logistic distribution is defined by the formulas

%;-{"«"**

(8)

In general appearance, the logistic closely resembles the normal. The match is
conveniently demonstrated by assigning a value of 5/8 to the scale parameter B,
then comparing with the standard normal. With B = 5/8, the central ordinate has
a value of O.k (as compared to 0.3989^- for the normal). Difference between the
two curves is never greater than 0.02. Percentage difference is highest in the
tails. (The logistic distribution has the fatter tails).
For any logistic distribution,

~ S/&,

C^""**"

&- -* MA-

«=. (TT /3J 6

.

Hence, with

-/

Berkson has pointed out some of the reasons for using the logistic distribution
in preference to the normal. These reasons hinge not only on the matter of convenience,, but also, sometimes at least, on the relationship of the function to
the true physical situation being described. More recently, Kjelsberg^ has treated
in detail the problem of estimating logistic parameters from censored sample
data.

-)

The explicit logistic expressions (equations 8,9, and 10) may be introduced into
the general equation^ to yield the^p.d.f. for any order statistic derived from
a logistic population. As an example, for the first order statistic in a sample
of size 3 "we have the rather compact expression

+ e-

.±£LN-?
3.B

Following Plackett 6 , KjelsbergyQ has written the general expression for the expected value of the order statistics taken from a logistic distribution with
mean 0 and scale parameter B = 1. Numerical values are tabulated for sample
size s up to 5EXPECTATION
S = 2

-1

S = 3

-3/2

S = k

S = 5

-11/6

-25/12

+1
0

+3/2

-1/2

-5/6

+1/2

0

+11/6

+5/6

+25/12

The above numbers, for any sample size up to 5.? from the logistic, are analogous
to the numbers 1, 2, 3> --- l6 arrayed on the abcissa of the real-time plot for
the special rectangular distribution. One should be able, then, to employ the
same scheme, If, in a sample of size 5 "w^ have failures at 88, 150, and 171
tours, ve might expect to proceed with the plot shown on the next page*
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This timGj however^ there Is no fixed point, like the origin,, to act as a hinge
for the straight line "which is to "be drawn in. One might therefore be more Inclined to fit the line by least squares.
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Kjelsberg has gone a step further. Following Lloyd5^ he has laid out a scheme
for weighting the contributions of the several order statistics entering into
the estimate, and has tabulated the weighting factors for sample sizes up to
5. Use of these weighting factors will result in a best linear -unbiased estimate
for both location and scale parameters. This refinement of method should certainly improve the prosepct of making useful application of an extremely interesting distribution.
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