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Abstract
For m; n even and n>m, the obvious necessary conditions for the existence of a decomposition
of the complete graph Kv when v is odd (or the complete graph with a 1-factor removed Kv nF
when v is even) into r m-cycles and s n-cycles are shown to be sucient if and only if they
are sucient for v< 7n. This result is used to settle all remaining cases with m; n610. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
The obvious necessary conditions for the existence of a decomposition of the com-
plete graph Kv into cycles C1; C2; : : : ; Ct , of lengths m1; m2; : : : ; mt , whose edges partition
the edge set of Kv are:
 36mi6v for i = 1; 2; : : : ; t;
 v is odd; and
 m1 + m2 +   + mt = v(v− 1)=2.
When v is even, one may instead consider partitioning the edge set of the complete
graph with a 1-factor removed Kv nF into cycles. In this case, the necessary conditions
are:
 36mi6v for i = 1; 2; : : : ; t;
 v is even; and
 m1 + m2 +   + mt = v(v− 2)=2.
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The proposition that the above necessary conditions are also sucient is widely
known as Alspach’s conjecture (see [3]). Although the conditions have been shown to
be sucient in many cases, the question is still very much an open problem.
A great deal of work has been done on the special case where all of the cycles in
the decomposition have the same length m. Such a decomposition is usually called an
m-cycle system. For a survey of m-cycle systems see Lindner and Rodger [13]. It is
proved in recent breakthrough results of Alspach and Gavlas [4] and Sajna [16] that
Alspach’s conjecture is true when the cycle lengths are all the same. It had already
been shown that when m1; m2; : : : ; mt 2 fmg, Alspach’s conjecture is true for all v
if and only if it is true for all v63m (see [6,17] for the case m is even and [10]
for the case m is odd). In this paper we obtain a similar result for the case where
two even cycle lengths are permitted. We show (see Theorem 14) that for the case
m1; m2; : : : ; mt 2 fm; ng, m and n even and m<n, Alspach’s conjecture is true for all
v if and only if it is true for all v< 7n.
In the case of more than one permissible cycle length, Alspach’s conjecture is known
to be true for all v610 (see [15]) and for all v when
1. mi 2 f3; 4; 6g for i = 1; 2; : : : ; t (see [9]);
2. mi 2 f3; 5g for i = 1; 2; : : : ; t (see [2]); and when
3. mi 2 f4; 5g for i = 1; 2; : : : ; t (see [7]).
By using our results and settling Alspach’s conjecture for the necessary small values
of v, we completely settle Alspach’s conjecture for the ve remaining cases (fm; ng=
f4; 8g; f4; 10g; f6; 8g; f6; 10g; f8; 10g) where m1; m2; : : : ; mt 2 fm; ng, m and n are even
and m; n610 (see Section 4).
We need the following notation.
 If G2 is a subgraph of G1 we denote by G1nG2 the graph with vertex set V (G1nG2)=
V (G1) and edge set E(G1nG2) = E(G1)nE(G2).
 When a graph G is the union of edge disjoint graphs G1; G2; : : : ; Gt we will write
G=G1 +G2 +   +Gt . The use of the + symbol is restricted to the case in which
the graphs G1; G2; : : : ; Gt are edge disjoint.
 An m-cycle on fa1; a2; a3; : : : ; amg with edges a1a2; a2a3; : : : ; am−1am; ama1 will be
denoted by (a1; a2; a3; : : : ; am).
 An (mr; ns)-cycle system of a graph G is a set consisting of r m-cycles and s
n-cycles whose edges partition E(G).
 For any non-negative integer t, dene Sm;n(t) = f(r; s) : mr + ns = t and r; s>0g
and for a given graph G, dene Typem;n(G) = f(r; s) : there exists an (mr; ns)-cycle
system of Gg. Where it is clear what m and n are, we will omit the subscripts and
just write S(t) and Type(G).
 For EZ Z and (r; s) 2 Z Z, dene (r; s) + E = f(r + x; s+ y) : (x; y) 2 Eg.
 For non-negative integers u and v with v>u, dene Gvu=KvnKu if u and v are odd,
and Gvu = (KvnF1)n(KunF2) if u and v are even, where F1 is a 1-factor of Kv and
F2 is a 1-factor of Ku with F2F1. If u= 0 or 1 then we use Gv.
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2. Preliminary results
In this section we present results on the existence of various graphs which we need
in later sections. We begin with the following result of Sotteau and then some results
on m-cycle systems of Kv and KvnF .
Theorem 1 (Sotteau [17]). Let m be even; and x; y>1. There exists an m-cycle sys-
tem of Kx;y if and only if
(1) x; y>m=2;
(2) xy  0 (modm); and
(3) x  y  0 (mod 2).
Theorem 2 (Alspach and Varma [5]). Let m2f4; 6; 8; 10g and let v be odd. Then
there exists an m-cycle system of Gv for all v>m such that v(v− 1)  0 (mod 2m).
Theorem 3 (Jackson [11], Kotzig [12], Rodger [14]). Let m>4 be even. There exists
an m-cycle system of Gv for all v  0 or 1 (mod 2m).
We also need some results on m-cycle systems of Gvu. The following lemma gives
the necessary conditions for the existence of an m-cycle system of Gvu when u and v
are odd (see [8]).
Lemma 4. If u and v are odd with v>u>1 and there exists an m-cycle system of
Gvu then
(1) (v− m)(v− 1)>u(u− 1);
(2) (v− u)(v+ u− 1)  0 (mod 2m); and
(3) v>(m+ 1)u=(m− 1) + 1 if m is odd.
For the case u and v are even, it is straightforward to prove Lemma 5 in a similar
manner.
Lemma 5. If u and v are even with v>u>2 and there exists an m-cycle system of
Gvu then
(1) (v− m)(v− 2)>u(u− 2);
(2) (v− u)(v+ u− 2)  0 (mod 2m); and
(3) v>(m+ 1)u=(m− 1) + 2 if m is odd.
Lemma 6 (Bryant et al. [8]). Let m be even and let v and u be odd. Suppose u= 1
or u>m=2 or v>u. If there exists an m-cycle system of Gvu then there exists an
m-cycle system of Gv+xmu+ym with x>y>0 and x  y (mod 2).
Corollary 7 (Bryant [8]). Let m be even and let v and u be odd. If u=1 or u>m=2;
and u  v (mod 2m) then there exists an m-cycle system of Gvu.
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Using a similar proof to that of Lemma 6, we prove the following lemma for the
case where u and v are even.
Lemma 8. Let m; u and v be even. Suppose u=0 or u>m=2 or v>u. If there exists
an m-cycle system of Gvu then there exists an m-cycle system of G
v+xm
u+ym with x>y>0
and x  y (mod 2).
Proof. Let (U [ V; C) be an m-cycle system of Gvu, where U is the set of u vertices
in the hole and V is the remaining v − u vertices. Let U 0 and V 0 be sets of ym and
(x− y)m further vertices, respectively. Form an m-cycle system (U [U 0 [V [V 0; C0)
of Gv+xmu+ym with hole U [ U 0 by dening C0 = C [ C1 [ C2 [ C3 as follows.
Let (U 0 [ V; C1) be an m-cycle system of Kym;v−u with bipartition U 0 and V . This
exists by Theorem 1 since v − u>m=2 or v − u = 0 by the necessary conditions, and
since v− u  0 (mod 2) by the hypothesis.
Let (U [U 0[V [V 0; C2) be an m-cycle system of Ku+ym+v−u; (x−y)m with bipartition
U [U 0[V and V 0. This exists by Theorem 1 since u+ym+v−u=ym+v  0 (mod 2)
and if v 6= 0 then ym+ v>m=2 (either v>u in which case v−u>m=2, or v=u>m=2
by the hypothesis of this theorem).
Let (V 0; C3) be an m-cycle system of G(x−y)m. This exists by Theorem 3, since
x  y (mod 2).
Corollary 9. Let m; u and v be even. If u = 0 or u>m=2; and u  v (mod 2m) then
there exists an m-cycle system of Gvu.
Proof. There exists an m-cycle system of Guu since this graph has no edges. Therefore
by Lemma 8 there exists an m-cycle system of Gu+2xmu for all integers x>0.
Theorem 10 (see Bryant et al. [7]). Let u; v and w be non-negative integers. If
(1) there exists an m-cycle system of Gvu;
(2) there exists an n-cycle system of Gvw;
(3) Typem;n(G
u) = Sm;n(jE(Gu)j) 6= ; and Typem;n(Gw) = Sm;n(jE(Gw)j) 6= ;; and
(4) (jE(Gw)j+ jE(Gu)j)− jE(Gv)j>0;
then Typem;n(G
v) = Sm;n(jE(Gv)j).
3. (mr; ns) -cycle systems of Gv when m and n are even
In this section we prove (see Theorem 14) that in the case m1; m2; : : : ; mt 2 fm; ng,
where m and n are even and 46m<n, Alspach’s conjecture is true for all v if and
only if it is true for all v< 7n. We need the following straightforward lemma.
Lemma 11. If G = G1 + G2 +    + Gt and for 16i6t; (ri; si) 2 Type(Gi); then
(
Pt
i=1 ri;
Pt
i=1 si)2Type(G).
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Lemma 12. Let m and n be even and 46m<n. Suppose v>3n; u = v − 2m and
w = v− 2n. If Sm;n(jE(Gv)j) 6= ; then Sm;n(jE(Gu)j) 6= ; and Sm;n(jE(Gw)j) 6= ;
Proof. Let rmax = maxfr: (r; s) 2 Sm;n(jE(Gv)j)g and let (rmax; smin) 2 Sm;n(jE(Gv)j).
Moreover, let gcd(m; n) be the greatest common divisor for m and n. Now, smin6m=d−1
where d= gcd(m; n) since otherwise (rmax + n=d; smin −m=d) 2 Sm;n(jE(Gv)j) which is
a contradiction. Now consider the case v is odd. Since u= v−2m, it is straightforward
to check that jE(Gvu)j= jE(Gv)j − jE(Gu)j= (2v− 2m− 1)m and so
jE(Gu)j= rmaxm+ sminn− (2v− 2m− 1)m= (rmax − 2v+ 2m+ 1)m+ sminn:
Hence if we can show that rmax−2v+2m+1>0 then ((rmax−2v+2m+1); smin) 2
Sm;n(jE(Gu)j) and Sm;n(jE(Gu)j) 6= ;.
Since v(v − 1)=2 = rmaxm + sminn and smin6m=d − 1, it follows that rmax − 2v +
2m + 1>(v(v − 1) − 4mv − 2mn=d + 4m2 + 2n + 2m)=2m and since d>2 we have
rmax − 2v+ 2m+ 1>(v(v− 1)− 4mv−mn+ 4m2 + 2n+ 2m)=2m. It is straightforward
to check that this quadratic is non-negative for v>3n. The case v is even can be
proved in a similar manner. The fact that Sm;n(jE(Gw)j) 6= ; can also be proved in this
manner.
Theorem 13. Let m and n be even and 46m<n. Suppose
(v) =
(
v2 − (4m+ 4n+ 1)v+ 4(m2 + n2) + 2(m+ n); v odd; and
v2 − (4m+ 4n+ 2)v+ 4(m2 + n2) + 4(m+ n); v even;
and let v be an integer such that (v)< 0 and (v)>0 for all v>v. If
Typem;n(G
v) = Sm;n(jE(Gv)j) for all v6maxf3n; vg then Typem;n(Gv) = Sm;n(jE(Gv)j)
for all v.
Proof. The proof is by induction on v. Let v>maxf3n; vg and assume that for all
v0<v Typem;n(G
v0)=Sm;n(jE(Gv0)j). If Sm;n(jE(Gv)j)=; then there is nothing to prove.
So let Sm;n(jE(Gv)j) 6= ;. Dene u= v− 2m and w= v− 2n. We show that u; w and v
satisfy the conditions of Theorem 10. Since v>3n, by Corollaries 7 and 9 there exists
an m-cycle system of Gvu and an n-cycle system of G
v
w and so conditions (1) and (2)
are satised. By Lemma 12 and the induction hypothesis we have condition (3). Since
v>v implies (v)>0, it is straightforward to check that condition 4 holds.
Theorem 14. Let n and m be even and 46m<n. If Typem;n(G
v)= Sm;n(jE(Gv)j) for
all v< 7n then Typem;n(G
v) = Sm;n(jE(Gv)j) for all v.
Proof. Let (v) and v be as dened in Theorem 13. It is straightforward to check
that (v)>0 for all v>7n. Hence 7n>maxf3n; vg and so the result follows by
Theorem 13.
6 P. Adams et al. / Discrete Mathematics 223 (2000) 1{12
4. The cases m; n even and 610
We begin this section with the obvious necessary conditions for the existence of an
(mr; ns)-cycle system of Gv.
Lemma 15. If there exists an (mr; ns)-cycle system of Gv then v>minfm; ng and
v(v − 1)  0 (mod 2d) if v is odd; or v(v − 2)  0 (mod 2d) if v is even; where
d= gcd(m; n).
We make use of the following lemma when v is small.
Lemma 16. Let u and w be even and v= u+ w + h; where h 2 f0; 1; 2g. Suppose
(1) Typem;n(G
u+h) 6= ; and Typem;n(Gw+h) 6= ;;
(2) there exists an m-cycle system of Ku;w; and
(3) there exists an n-cycle system of Ku;w.
Then Typem;n(G
u+h) + Typem;n(G
w+h) + f(uw=m; 0); (0; uw=n)gTypem;n(Gv).
Proof. Since Gv = Gu+h + Gw+h + Ku;w the result follows by Lemma 11.
4.1. The case (m; n) = (4; 8)
First note that by Lemma 15 the necessary conditions for the existence of a
(4r ; 8s)-cycle system of Gv are v  0 (mod 2) or v  1 (mod 8) and v>4. Now by
Theorem 13 we only need to prove Type(Gv) = S(jE(Gv)j) for all 46v640.
Lemma 17. Type(Gv) = S(jE(Gv)j) for all 46v640.
Proof. If v does not satisfy the necessary conditions then Type(Gv) = S(jE(Gv)j) = ;.
Now let v satisfy the necessary conditions. For v610 the result follows by [15]. For
116v640 we apply Lemma 16 with the values for u, w and h as shown in Table 1.
For example, when v=12 we let u=4, w=8 and h=0. Since Type4;8(G
4)=f(1; 0)g 6= ;,
Type4;8(G
8)=f(6; 0); (4; 1); (2; 2); (0; 3)g 6= ;, and by Theorem 1 there exists a 4-cycle
system of K4;8 and an 8-cycle system of K4;8, by Lemma 16 we have
f(1; 0)g+ f(6; 0); (4; 1); (2; 2); (0; 3)g+ f(8; 0); (0; 4)gType4;8(G12):
On the other hand, Type4;8(G
12)=f(15; 0); (13; 1); : : : ; (1; 7)g. Therefore, Type4;8(G12)=
S4;8(jE(G12)j). Similarly, it is straightforward to check that this construction covers all
types except the type (0; 17) when v= 17, which is settled by Theorem 2.
Theorem 18. Let r; s>0. The necessary and sucient conditions for the existence of
a (4r ; 8s)-cycle system of Gv are v  0 (mod 2) or v  1 (mod 8); v>4 and 4r+8s=
jE(Gv)j.
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Table 1
v (u; w; h) Remaining types v (u; w; h) Remaining types
12 (4,8,0) None 14 (4,10,0) None
16 (4,12,0) None 17 (8,8,1) (0,17)
(8,8,0)
18 (4,14,0) None 20 (4,16,0) None
(8,10,0)
22 (4,18,0) None 24 (8,16,0) None
25 (8,16,1) None 26 (8,18,0) None
28 (4,24,0) None 30 (4,26,0) None
32 (8,24,0) None 33 (16,16,1) None
34 (8,26,0) None 36 (4,32,0) None
38 (4,34,0) None 40 (8,32,0) None
Proof. The necessary conditions follow by Lemma 15. To prove the conditions are
sucient we rst apply Lemma 17 for 46v640. Then Theorem 13 takes care of
v>41.
4.2. The case (m; n) = (4; 10)
First note that by Lemma 15 the necessary conditions for the existence of a (4r ; 10s)-
cycle system of Gv are v  0 (mod 2) or v  1 (mod 4) and v>4. Now by Theorem 13
we only need to prove Type(Gv) = S(jE(Gv)j) for all 46v647.
Lemma 19. Type(Gv) = S(jE(Gv)j) for all 46v647.
Proof. If v does not satisfy the necessary conditions then Type(Gv) = S(jE(Gv)j) = ;.
Now let v satisfy the necessary conditions. For v610 the result follows by [15]. For
v=12, we use the relation G12=G10+K2;10 for types (15; 0), (10; 2) and (5; 4). The type
(0; 6) is given in [1]. For v 2 f13; 17; 21g see [1]. For v=25, we use the relation G25=
G17 + G2517 for the types (75; 0); (70; 2); (65; 4); : : : ; (45; 12), and we apply Theorem 2
for the type (0; 30). The remaining types are given in [1]. For the other values of v we
apply Lemma 16 with the values for u, w and h as shown in Table 2. For example,
when v = 14 we let u = 4, w = 10 and h = 0. Since Type4;10(G
4) = f(1; 0)g 6= ;,
Type4;10(G
10) = f(10; 0); (5; 2); (0; 4)g 6= ;, and by Theorem 1 there exists a 4-cycle
system of K4;10 and a 10-cycle system of K4;10, by Lemma 16 we have
f(1; 0)g+ f(10; 0); (5; 2); (0; 4)g+ f(10; 0); (0; 4)gType4;10(G14):
On the other hand, Type4;10(G
14) = f(21; 0); : : : ; (1; 8)g. Therefore, Type4;10(G14) =
S4;10(jE(G14)j). Similarly, it is straightforward to check that this construction covers
all types except the types (1; 14) for v = 18, (4; 39) for v = 29, (132; 0) for v = 33,
and (205; 0) for v= 41. The last two follow by Theorem 2. Using the relation G29 =
K12;10 +G197 +G
17 we see that (4; 39) 2 Type(G29). A 10-cycle system of G197 is given
in [1]. Finally, [1] shows that (1; 14) 2 Type(G18).
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Table 2
v (u; w; h) Remaining types v (u; w; h) Remaining types
14 (4,10,0) None 16 (6,10,0) None
18 (8,10,0) (1,14) 20 (10,10,0) None
(6,10,2)
22 (10,12,0) None 24 (10,14,0) None
26 (6,20,0) None 28 (10,18,0) None
29 (8,20,1) (4,39) 30 (10,20,0) None
32 (10,22,0) None 33 (12,20,1) (132,0)
34 (10,24,0) None 36 (6,30,0) None
37 (16,20,1) None 38 (10,28,0) None
40 (10,30,0) None 41 (20,20,1) (205,0)
42 (10,32,0) None 44 (10,34,0) None
45 (20,24,1) None 46 (6,40,0) None
Theorem 20. Let r; s>0. The necessary and sucient conditions for the existence
of a (4r ; 10s)-cycle system of Gv is that v  0 (mod 2) or v  1 (mod 4); v>4 and
4r + 10s= jE(Gv)j.
Proof. The necessary conditions follow by Lemma 15. To prove the conditions are
sucient we rst apply Lemma 19 for 46v647. Then Theorem 13 takes care of
v>48.
4.3. The case (m; n) = (6; 8)
First note that by Lemma 15 the necessary conditions for the existence of a (6r ; 8s)-
cycle system of Gv are v  0 (mod 2) or 1 (mod 4) and v>6. Now by Theorem 13 we
need only to prove Type(Gv) = S(jE(Gv)j) for all 66v649.
Lemma 21. Type(Gv) = S(jE(Gv)j) for all 66v649.
Proof. If v does not satisfy the necessary conditions then Type(Gv) = S(jE(Gv)j) = ;.
Now let v satisfy the necessary conditions. For v610 the result follows by [15]. For
v 2 f13; 17g see [1]. For the other values of v we apply Lemma 16 with the values
for u, w and h as shown in Table 3. For example, when v= 12 we let u= 4, w = 6
and h = 2. Since Type6;8(G
6) = f(2; 0)g 6= ;, Type6;8(G8) = f(4; 0); (0; 3)g 6= ;, and
by Theorem 1 there exists a 6-cycle system of K4;6 and an 8-cycle system of K4;6, by
Lemma 16 we have
f(2; 0)g+ f(4; 0); (0; 3)g+ f(4; 0); (0; 3)gType6;8(G12):
On the other hand, Type6;8(G
12) = f(10; 0); (6; 3); (2; 6)g. Therefore, Type6;8(G12) =
S6;8(jE(G12)j). Similarly, it is straightforward to check that this construction covers all
types except the types (0; 18) for v = 18, (0; 66) for v = 33 and (0; 147) for v = 49.
We use the relation G18 =G10 +G10 + K8;8 for the type (0; 18) and apply Theorem 2
for the other two types.
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Table 3
v (u; w; h) Remaining types v (u; w; h) Remaining types
12 (4,6,2) None 14 (6,8,0) None
16 (6,8,2) None 18 (6,12,0) (0,18)
20 (8,12,0) None 21 (8,12,1) None
22 (6,16,0) None 24 (6,16,2) None
25 (12,12,1) None 26 (8,18,0) None
28 (6,20,2) None 29 (12,16,1) None
30 (6,24,0) None 32 (8,24,0) None
33 (8,24,1) (0,66) 34 (10,24,0) None
36 (12,24,0) None 37 (12,24,1) None
38 (6,32,0) None 40 (16,24,0) None
41 (12,28,1) None 42 (18,24,0) None
44 (8,36,0) None 45 (12,32,1) None
46 (6,40,0) None 48 (22,24,2) None
49 (12,36,1) (0,147)
Theorem 22. Let r; s>0. The necessary and sucient conditions for the exis-
tence of a (6r ; 8s)-cycle system of Gv are v  0 (mod 2) or v  1 (mod 4); v>6 and
6r + 8s= jE(Gv)j.
Proof. The necessary conditions follow by Lemma 15. To prove the conditions are
sucient we rst apply Lemma 21 for 66v649. Then Theorem 13 takes care of
v>50.
4.4. The case (m; n) = (6; 10)
First note that by Lemma 15 the necessary conditions for the existence of a (6r ; 10s)-
cycle system of Gv are v  0 (mod 2) or v  1 (mod 4) and v>6. Now by
Theorem 13 we need only to prove Type(Gv) = S(jE(Gv)j) for all 66v654.
Lemma 23. Type(Gv) = S(jE(Gv)j) for all 66v654.
Proof. If v does not satisfy the necessary conditions then Type(Gv) = S(jE(Gv)j) = ;.
Now let v satisfy the necessary conditions. For v610 the result follows by [15]. For
v2f12; 13; 14; 17; 21g see [1]. For v = 20, using relations G20 = G6 + G14 + K6;14
and G20 = G10 + G12 + K8;10 one can obtain all types. For v= 25 we use the relation
G25=G13+G13+K12;12 to obtain the types (50; 0), (45; 3), (40; 6), (35; 9) and (30; 12),
and we apply Theorem 2 for the type (0; 30). The other types are given in [1]. For
v=29, rst we note that there exists a 6-cycle system of G2917 (see Corollary 7) and a
10-cycle system of G2917 since G
29
17=K12;10+G
19
7 . (See [1] for a 10-cycle system of G
19
7 .)
Now the relation G29 =G2917 +G
17 covers all types except the types (41; 16), (36; 19),
(31; 22) and (26; 25). For these types we use the relation G29 =G9 +G21 + K8;20. For
v = 37, we use relations G37 = G3725 + G
25 and G37 = G21 + G17 + K20;16. For v = 41,
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Table 4
v (u; w; h) Remaining types v (u; w; h) Remaining types
16 (6,10,0) None 18 (6,10,2) None
22 (10,12,0) None 24 (10,12,2) None
26 (6,20,0) None 28 (10,18,0) None
30 (10,18,2) None 32 (12,20,0) None
33 (12,20,1) None 34 (10,24,0) None
36 (6,30,0) None 38 (8,30,0) None
40 (10,30,0) None 42 (12,30,0) None
44 (14,30,0) None 45 (20,24,1) None
46 (6,40,0) None 48 (18,30,0) None
50 (20,30,0) None 52 (10,42,0) None
53 (12,40,1) None 54 (22,30,2) None
we use relations G41 = G4129 + G
29 and G41 = G21 + G21 + K20;20. Finally, for v = 49,
we use relations G49 = G4937 + G
37 and G49 = G29 + G21 + K20;28. It is easy to see
that these constructions cover all types when v 2 f37; 41; 49g. For the other values
of v we apply Lemma 16 with the values for u, w and h as shown in Table 4. For
example, when v=16 we let u=6, w=10 and h=0. Since Type6;10(G
6)=f(2; 0)g 6= ;,
Type6;10(G
10) = f(5; 1); (0; 4)g 6= ;, and by Theorem 1 there exists a 6-cycle system
of K6;10 and a 10-cycle system of K6;10, by Lemma 16 we have
f(2; 0)g+ f(5; 1); (0; 4)g+ f(10; 0); (0; 6)gType6;10(G16):
On the other hand, Type6;10(G
16) = f(17; 1); : : : ; (2; 10)g. Therefore, Type6;10(G16) =
S6;10(jE(G16)j). Similarly, it is straightforward to check that this construction covers
all types.
Theorem 24. Let r; s>0. The necessary and sucient conditions for the existence
of a (6r ; 10s)-cycle system of Gv are v  0 (mod 2) or v  1 (mod 4); v>6 and
6r + 10s= jE(Gv)j.
Proof. The necessary conditions follow by Lemma 15. To prove the conditions are
sucient we rst apply Lemma 23 for 66v654. Then Theorem 13 takes care of
v>55.
4.5. The case (m; n) = (8; 10)
First note that by Lemma 15 the necessary conditions for the existence of a (8r ; 10s)-
cycle system of Gv are v  0 (mod 2) or 1 (mod 4) and v>8. Now by Theorem 13 we
need only to prove Type(Gv) = S(jE(Gv)j) for all 86v663.
Lemma 25. Type(Gv) = S(jE(Gv)j) for all 86v663.
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Table 5
v (u; w; h) Remaining types v (u; w; h) Remaining types
18 (8,10,0) None 20 (8,10,2) None
22 (10,12,0) None 26 (10,16,0) None
28 (8,20,0) None 30 (10,20,0) None
32 (12,20,0) (60,0) 33 (12,20,1) (66,0)
34 (10,24,0) None 36 (14,20,2) None
37 (16,20,1) None 38 (8,30,0) None
40 (8,30,2) None 41 (20,20,1) None
42 (10,32,0) None 44 (12,30,2) None
45 (20,24,1) None 46 (10,36,0) None
48 (8,40,0) None 49 (20,28,1) (147,0)
50 (10,40,0) None 52 (12,40,0) None
53 (12,40,1) (171,1) 54 (10,44,0) None
56 (16,40,0) None 57 (16,40,1) None
58 (8,50,0) None 60 (20,40,0) None
61 (20,40,1) None 62 (10,52,0) None
Proof. If v does not satisfy the necessary conditions then Type(Gv) = S(jE(Gv)j) = ;.
Now let v satisfy the necessary conditions. For v610 the result follows by [15]. For
v 2 f12; 13; 14; 16; 17; 21; 25g see [1]. For v=24 we use the relations G24=G12+G14+
K10;12 and G24 = G8 + G16 + K8;16. For v = 29 we use the relations G29 = G2917 + G
17
and G29 = G13 + G17 + K12;16. Note that there exists a 10-cycle system of G2917 (see
Lemma 23). The remaining type, (22; 23), is given in [1]. For the other values of v we
apply Lemma 16 with the values for u, w and h as shown in Table 5. For example,
when v = 18 we let u = 8, w = 10 and h = 0. Since Type8;10(G
8) = f(3; 0)g 6= ;,
Type8;10(G
10) = f(5; 0); (0; 4)g 6= ;, and by Theorem 1 there exists an 8-cycle system
of K8;10 and a 10-cycle system of K8;10, by Lemma 16 we have
f(3; 0)g+ f(5; 0); (0; 4)g+ f(10; 0); (0; 8)gType8;10(G18):
On the other hand, Type8;10(G
18) = f(18; 0); : : : ; (3; 12)g. Therefore, Type8;10(G18) =
S8;10(jE(G18)j). Similarly, it is straightforward to check that this construction covers
all types except the ones shown in Table 5. For v=32 the remaining type, (60; 0), can
be found using the relation G32 =G16 +G16 + K16;16. The remaining types (66; 0) for
v= 33 and (147; 0) for v= 49 are covered by Theorem 2. Finally, we use the relation
G53 = G5337 + G
37 to nd the remaining type (171; 1) for v= 53.
Theorem 26. Let r; s>0. The necessary and sucient conditions for the existence of
a (8r ; 10s)-cycle system of Gv are v 0 (mod 2) or v 1 (mod 4); v>8 and 8r+10s=
jE(Gv)j.
Proof. The necessary conditions follow by Lemma 15. To prove the conditions are
sucient we rst apply Lemma 25 for 86v663. Then Theorem 13 takes care of
v>64.
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