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Abstract—We study a new class of codes for lossy compres-
sion with the squared-error distortion criterion, designed using
the statistical framework of high-dimensional linear regression.
Codewords are linear combinations of subsets of columns of
a design matrix. Called a Sparse Superposition or Sparse
Regression codebook, this structure is motivated by an analogous
construction proposed recently by Barron and Joseph for com-
munication over an AWGN channel. For i.i.d Gaussian sources
and minimum-distance encoding, we show that such a code can
attain the Shannon rate-distortion function with the optimal error
exponent, for all distortions below a specified value. It is also
shown that sparse regression codes are robust in the following
sense: a codebook designed to compress an i.i.d Gaussian source
of variance σ2 with (squared-error) distortion D can compress
any ergodic source of variance less than σ2 to within distortion
D. Thus the sparse regression ensemble retains many of the good
covering properties of the i.i.d random Gaussian ensemble, while
having having a compact representation in terms of a matrix
whose size is a low-order polynomial in the block-length.
Index Terms—Lossy compression, Gaussian sources, squared
error distortion, rate-distortion function, error exponent, sparse
regression
I. INTRODUCTION
ONE of the important outstanding problems in informationtheory is the development of practical codes for lossy
compression of general sources at rates approaching Shannon’s
rate-distortion bound. In this paper, we study a class of codes
called Sparse Superposition Codes or Sparse Regression Codes
(SPARC) for compression under the squared-error distortion
criterion. These codes are constructed based on the statistical
framework of high-dimensional linear regression. The code-
words are sparse linear combinations of columns of an n×N
design matrix or ‘dictionary’, where n is the block-length and
N is a low-order polynomial in n. This codebook structure is
motivated by an analogous construction proposed recently by
Barron and Joseph for communication over an AWGN channel
[1], [2]. The sparse regression structure enables the design of
computationally efficient encoders based on the rich theory
on sparse approximation and sparse signal recovery [3]–[7].
Here, the performance of these codes under minimum-distance
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encoding is studied. The design of computationally feasible
encoders is discussed in a companion paper [8].
We lay down some notation before proceeding further.
Upper-case letters are used to denote random variables, lower-
case for their realizations, and bold-face letters to denote
random vectors and matrices. All vectors have length n. The
source sequence is denoted by S , (S1, . . . , Sn), and the
reconstruction sequence by Sˆ , (Sˆ1, . . . , Sˆn). The `2-norm
of vector X is denoted by ‖X‖, and |X| = ‖X‖/√n is the
normalized version.
We use natural logarithms unless otherwise mentioned;
entropy and mutual information are therefore measured in
nats. The Gaussian distribution with mean µ and variance σ2
is denoted by N (µ, σ2). The symbol κ is used to denote a
generic positive constant whose exact value is not needed.
f(x) = o(g(x)) means limx→∞ f(x)/g(x) = 0; f(x) =
Θ(g(x)) means f(x)/g(x) asymptotically lies in an interval
[κ1, κ2] for some constants κ1, κ2 > 0.
A rate-distortion codebook with rate R and block length n is
a set of enR length-n codewords, denoted {Sˆ(1), . . . , Sˆ(enR)}.
The quality of reconstruction is measured through an average
squared-error distortion criterion
dn(S, Sˆ) = |S− Sˆ|2 = 1
n
n∑
i=1
(Si − Sˆi)2,
where Sˆ is the codeword chosen to represent the source
sequence S. For this distortion criterion, an optimal encoder
maps each source sequence to the codeword nearest to it in
Euclidean distance.
For an i.i.d Gaussian source distributed as N (0, σ2), the
rate-distortion function R∗(D) – the minimum rate for which
the distortion can be bounded by D with high-probability – is
given by [9]
R∗(D) = min
pSˆ|S :E(S−Sˆ)2≤D
I(S; Sˆ)
=
{
1
2 log
σ2
D nats/sample for D < σ
2,
0 for D ≥ σ2.
(1)
This rate can be achieved through Shannon-style random
codebook selection: pick each codeword independently as an
i.i.d Gaussian random vector distributed asN (0, σ2−D). Both
the storage and encoding complexities of such a codebook
grow exponentially with block length. Lattice-based codes
for lossy compression have been widely studied (e.g [10],
[11]), and have a compact representation, i.e., low storage
complexity. There are computationally efficient quantizers
for certain classes of lattice codes, but the high-dimensional
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2lattices needed to approach the rate-distortion bound have
exponential encoding complexity [11]. We also note that for
sources with finite alphabet, various coding techniques have
been proposed recently to approach the rate-distortion bound
with computationally feasible encoding and decoding [12]–
[17].
Sparse regression codes for lossy compression were first
considered in [18] where some preliminary results were pre-
sented. In this paper, we analyze the performance of these
codes under optimal (minimum-distance) encoding. The main
contributions are the following.
- We obtain an achievable SPARC rate-distortion func-
tion and error exponent for compression of ergodic
sources (with known first and second moments) under
the squared-error distortion criterion.
- For the special case of compressing i.i.d Gaussian
sources, our results imply that SPARCs achieve the
optimal squared-error distortion with the optimal error
exponent for all rates above a specified value (approxi-
mately 0.797 nats or 1.15 bits per sample).1
- Our results show that SPARCs (at least for rates greater
than 1.15 bits) are essentially as good as random i.i.d
Gaussian codebooks in terms of distortion-rate function,
error exponents, and robustness. By robustness, we mean
that a SPARC designed to compress an i.i.d Gaussian
source with variance σ2 to distortion D can compress
any ergodic source with variance less than or equal to σ2
to distortion D. This property is also satisfied by random
i.i.d Gaussian codebooks [19]–[21].2 These results show
that the sparse regression ensemble has good covering
properties, with the advantage of much smaller codebook
storage complexity than the i.i.d random ensemble (poly-
nomial vs. exponential in block-length).
A consequence of the SPARC’s compact representation is
that its codewords are dependent. We deal with the dependence
using two techniques from the literature on random graphs. For
the rate-distortion analysis, the well-known second-moment
method [22] suffices. The error exponent requires a more
refined analysis and we use Suen’s inequality [22], [23],
an exponential bound on the tail probability of a sum of
dependent indicator random variables. This technique may
be of independent interest and useful in other problems in
information theory.
In Section II, we describe the sparse regression codebook
along with the encoding and decoding procedure. The main
results, describing the rate-distortion and error exponent per-
formance of SPARCs, are stated in Section III. The proofs
of these results are given in the next two sections. We first
derive the rate-distortion function in Section IV using the
second moment method, which highlights the features that
1Below this rate, the achieved distortion is higher than the optimal value;
however, we think that this is due to a limitation of the proof technique. We
conjecture that SPARCs achieve the optimal rate-distortion trade-off for all
rates with minimum-distance encoding.
2In fact, Lapidoth [19] also shows that for any ergodic source of a given
variance, with a Gaussian random codebook one cannot attain a mean-squared
distortion smaller than the distortion-rate function of an i.i.d Gaussian source
with the same variance.
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Fig. 1. A is an n×ML matrix and β is a ML× 1 binary vector.
The positions of the non-zeros in β correspond to the gray columns
of A which combine to form the codeword Aβ.
make SPARCs more challenging to analyze than i.i.d random
codebooks. The analysis is then refined using Suen’s inequality
in Section V to obtain the error exponent. Section VI concludes
the paper with a brief discussion of why the proof techniques
do not yield the optimal distortion-rate function for rates
smaller than 1.15 bits.
II. SPARSE REGRESSION CODES
A sparse regression code (SPARC) is defined in terms of a
design matrix A of dimension n×ML whose entries are i.i.d.
N (0, 1). Here n is the block length and M and L are integers
whose values will be specified shortly in terms of n and the
rate R. As shown in Figure 1, one can think of the matrix A as
composed of L sections with M columns each. Each codeword
is a linear combination of L columns, with one column from
each section. Formally, a codeword can be expressed as Aβ,
where β is a binary-valued ML × 1 vector (β1, . . . , βML)
with the following property: there is exactly one non-zero βi
for 1 ≤ i ≤ M , one non-zero βi for M + 1 ≤ i ≤ 2M ,
and so forth. The non-zero values of β are all set equal to
c , γ√
L
where γ is a constant that will be specified later (at
the beginning of Section IV). Denote the set of all β’s that
satisfy this property by BM,L.
Minimum-distance Encoder: This is defined by a mapping
g : Rn → BM,L. Given the source sequence S, the encoder
determines the β that produces the codeword closest in Eu-
clidean distance, i.e.,
g(S) = argmin
β∈BM,L
‖S−Aβ‖.
Decoder: This is a mapping h : BM,L → Rn. On receiving
β ∈ BM,L from the encoder, the decoder produces reconstruc-
tion h(β) = Aβ.
Since there are M columns in each of the L sections, the
total number of codewords is ML. To obtain a compression
rate of R nats/sample, we therefore need
ML = enR. (2)
There are several choices for the pair (M,L) which satisfy
this. For example, L = 1 and M = enR recovers the Shannon-
style random codebook in which the number of columns
in the dictionary A is enR, i.e., exponential in n. For our
constructions, we choose M = Lb for some b > 1 so that (2)
3implies
L logL = nR/b. (3)
Thus L is now Θ
(
n
logn
)
, and the number of columns ML
in the dictionary A is now Θ
((
n
logn
)b+1)
, a polynomial
in n. This reduction in storage complexity can be harnessed
to develop computationally efficient encoders for the sparse
regression code. This is discussed in [8].
The code structure automatically yields low decoding com-
plexity. The encoder can represent the chosen β with L binary
sequences of log2M bits each. The ith binary sequence indi-
cates the position of the non-zero element in section i. Thus
the decoder complexity involved in locating the L non-zero
elements using the received bits is L log2M . Reconstructing
the codeword then involves L additions per source sample.
Since each codeword in a SPARC is a linear combination of
L columns of A (one from each section), codewords sharing
one or more common columns in the sum will be dependent.
Also, SPARCs are not linear codes since the sum of two
codewords does not equal another codeword in general.
III. MAIN RESULTS
In this section, we discuss the rate-distortion performance
and error exponent of SPARCs under minimum-distance en-
coding.
A. Rate-Distortion Performance of SPARC
The probability of error at distortion-level D of a rate-
distortion code Cn with block length n and encoder and
decoder mappings g, h is
Pe(Cn, D) = P
(|S− h(g(S))|2 > D) . (4)
Definition 1. A rate R is achievable at distortion level D
if there exists a sequence of SPARCs {Cn}n=1,2,... such that
limn→∞ Pe(Cn, D) = 0 where for all n, Cn is a rate R code
defined by an n× LnMn design matrix whose parameter Ln
satisfies (3) with a fixed b and Mn = Lbn.
The rate-distortion performance of SPARCs is given by the
following theorem.
Theorem 1. Let S be a drawn from any ergodic source with
mean 0 and variance σ2. For D ∈ (0, σ2), let Rsp(D) =
max{ 12 log σ
2
D , 1− Dσ2 }. Then for all rates R > Rsp(D) and
b >
2.5R
R− 1 +D/σ2 ,
there exists a sequence of rate R SPARCs {Cn}n=1,2... for
which limn→∞ Pe(Cn, D) = 0, where Cn is defined by an
n×LnMn design matrix with Ln determined by (3) and Mn =
Lbn.
Proof: In Section IV.
Remarks:
1) Theorem 1 implies that SPARCs achieve the optimal
rate-distortion function R∗(D) = 12 log
σ2
D for 0 <
D
σ2 <
x∗ where x∗ ≈ 0.2032 is the solution of the equation
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Fig. 2. The achievable rate Rsp(D) of Theorem 1. The dashed line
shows the Shannon rate-distortion function 1
2
log σ
2
D
which coincides
with Rsp(D) for D/σ2 < x∗ ≈ 0.203.
1 − x + 12 log x = 0. Equivalently, SPARCs with rate
at least 1 − x∗ ≈ 0.797 nats (1.15 bits) achieve the
optimal distortion-rate function with minimum-distance
encoding.
2) For x∗ ≤ Dσ2 ≤ 1, the minimum achievable rate of
Theorem 1 (1 − Dσ2 ) is larger than the optimal rate-
distortion function. In this region, Rsp(D) can also be
achieved by time-sharing between the points Dσ2 = x
∗
and Dσ2 = 1.
3) The proofs of the results (Lemmas 1 and 2 in particular)
show that a SPARC designed to compress a source
of variance σ2 with distortion D yields distortion less
than or equal to D with high probability on any source
sequence whose empirical variance is less than or equal
to σ2.
The rate-distortion performance described by Theorem 1 is
shown in Figure 2.
B. Error Exponent of SPARC
We begin with some background on error exponents.
Definition 2. The error exponent at distortion-level D of a
sequence of rate R codes {Cn}n=1,2,... is given by
r(D,R) = − lim sup
n→∞
1
n
logPe(Cn, D). (5)
The optimal error exponent for a rate-distortion pair (R,D)
is the supremum of the error exponents over all sequences of
codes with rate R, at distortion-level D.
For a given rate R and distortion-level D, the error exponent
describes the asymptotic behavior of the probability of error
with growing block length; bounds on the probability of
error for finite block lengths were obtained in [24]–[26].
The optimal error exponent was obtained by Marton [27] for
discrete memoryless sources and was extended to Gaussian
sources by Ihara and Kubo [28].
4Fact 1. [28] For an i.i.d Gaussian source distributed as
N (0, σ2) and squared-error distortion criterion, the optimal
error exponent at rate R and distortion-level D is
r∗(D,R) =
{
1
2
(
y2
σ2 − 1− log y
2
σ2
)
R > R∗(D)
0 R ≤ R∗(D)
(6)
where
y2 = De2R. (7)
For R > R∗(D), the exponent in (6) is the Kullback-Leibler
divergence between two zero-mean Gaussian distributions, the
first with variance y2 and the second with variance σ2. It is
shown in [28] that at rate R, we can compress all sequences
which have empirical variance less than y2 to within distortion
D with double-exponentially decaying probability of error.
Consequently, the dominant error event is obtaining a source
sequence with empirical variance greater than y2, which has
exponent given by (6).
We now characterize the error exponent performance of
SPARCs. As in Theorem 1, let
Rsp(D) = max
{
1
2
log
σ2
D
, 1− D
σ2
}
. (8)
Theorem 2. Let S be drawn from an ergodic source with
mean zero and variance σ2, and let D ∈ (0, σ2). For any rate
R > 0, define
a2 =
{
De2R R ≥ 1− x∗
D
1−R 0 < R < 1− x∗
(9)
where x∗ ≈ 0.2032 is the solution of the equation 1 − x +
1
2 log x = 0. Fix any  ∈ (0, a2) and let
b >
3.5R
R− 1 +D/(a2 − ) . (10)
Then there exists a sequence of rate R SPARCs {Cn}n=1,2...
whose probability of error at distortion-level D can be
bounded as follows for all sufficiently large n.
Pe(Cn, D) ≤ P (|S|2 ≥ a2 − ) + exp
(−Θ(nt)) , (11)
where t is a constant strictly greater than 1.
For each n, Cn is defined by an n × LnMn design matrix
with Ln determined by (3) and Mn = Lbn.
Proof: In Section V.
Remark: From (9), R can be expressed in terms of D and
a2 as
R = max
{
1
2
log
a2
D
, 1− D
a2
}
. (12)
Corollary 1. Let S be drawn from an i.i.d Gaussian source
with mean zero and variance σ2. For any  ∈ (0, a2), there
exists a sequence of SPARCs with design matrix parameter b
satisfying (10) that achieves the error exponent
rsp(D,R) =
{
1
2
(
a2−
σ2 − 1− log a
2−
σ2
)
R > Rsp(D)
0 R ≤ Rsp(D)
(13)
where a2 is given by (9).
In particular, SPARCs attain the optimal error exponent for
all rates greater than 1− x∗ ≈ 0.797 nats (1.15 bits).
Proof: From Theorem 2, we know that for any  ∈ (0, a2),
there exists a sequence of rate R SPARCs {Cn} for which
Pe(Cn, D) ≤ P (|S|2 ≥ a2 − )
(
1 +
exp(−Θ(nt))
P (|S|2 ≥ a2 − )
)
(14)
for sufficiently large n, where t > 1. For S that is i.i.d
N (0, σ2), Crame´r’s large deviation theorem [29], [30] yields
lim
n→∞−
1
n
logP (|S|2 ≥ y2) = 1
2
(
y2
σ2
− 1− log y
2
σ2
)
(15)
for y2 > σ2. Thus in (14), P (|S|2 ≥ a2 − ) thus decays
exponentially with n for (a2 − ) > σ2, while exp(−Θ(nt))
decays faster than exponentially since t > 1. Therefore, for
(a2 − ) > σ2 we have
lim inf
n→∞
−1
n
logPe(Cn, D)
≥ lim inf
n→∞
−1
n
[
logP (|S|2 ≥ a2 − )
+ log
(
1 +
exp(−Θ(nt))
P (|S|2 ≥ a2 − )
)]
=
1
2
(
a2 − 
σ2
− 1− log a
2 − 
σ2
)
.
(16)
Since  > 0 is arbitrary, we conclude that the error exponent
in (13) can be achieved.
From (10), we note that larger values of the design param-
eter b are required to achieve error exponents closer to the
optimal value (i.e., smaller values of  in Corollary 1).
IV. PROOF OF THEOREM 1
Fix a rate R > Rsp(D), and b greater than the minimum
value specified by the theorem. Let a2 be defined by (9). Since
R > Rsp(D), it follows by comparing the expressions in (8)
and (12) that a2 > σ2. Let ρ2 be any number such that σ2 <
ρ2 < a2.
Code Construction: For each block length n, pick L as
specified by (3) and M = Lb. Construct an n ×ML design
matrix A with entries drawn i.i.d N (0, 1). The codebook
consists of all vectors Aβ such that β ∈ BM,L and the non-
zero entries of β are all equal to γ√
L
where γ2 = ρ2 −D.
Encoding and Decoding: If the source sequence S is such
that |S|2 ≥ ρ2, then the encoder declares an error. Else, it
finds
βˆ , g(S) = argmin
β∈BM,L
‖S−Aβ‖2.
The decoder receives βˆ and reconstructs Sˆ = Aβˆ.
Error Analysis: Denoting the probability of error for this
random code by Pe,n, we have
Pe,n ≤ 1 · P (|S|2 ≥ ρ2) +
∫ ρ2
0
P (E(S) | |S|2 = z2)dν(z2)
≤ P (|S|2 ≥ ρ2) + max
z2∈(D,ρ2)
P (E(S) | |S|2 = z2).
(17)
where E(S) is the event that the minimum of |S−Aβ|2 over
β ∈ BM,L is greater than D, and ν(|S|2) is the distribution of
5the random variable |S|2. The maximum in the second term
can be restricted to z2 ∈ (D, ρ2) since source sequences S
with empirical second moment less than D can be trivially
compressed using the all-zero codeword. The addition of this
extra codeword to the codebook affects the rate in a negligible
way.
Since ρ2 > σ2, the ergodicity of the source guarantees that
lim
n→∞P (|S|
2 ≥ ρ2) = 0. (18)
The remainder of the proof is devoted to bounding the second
term in (17). Recall that
P
(E(S) | |S|2 = z2)
= P (|Sˆ(i)− S|2 > D, i = 1, . . . , enR | |S|2 = z2) (19)
where Sˆ(i) is the ith codeword in the sparse regression
codebook. Define indicator random variables Ui(S) for i =
1, . . . , enR as follows:
Ui(S) =
{
1 if |Sˆ(i)− S|2 ≤ D,
0 otherwise.
(20)
From (19), it is seen that
P (E(S) | |S|2 = z2) = P
( enR∑
i=1
Ui(S) = 0 | |S|2 = z2
)
. (21)
For a fixed S, the Ui(S)’s are dependent. Suppose that the
codewords Sˆ(i), Sˆ(j) respectively correspond to the binary
vectors βˆ(i), βˆ(j) ∈ BM,L. Recall that each vector in BM,L
is uniquely defined by the position of the non-zero value in
each of the L sections. If βˆ(i) and βˆ(j) overlap in r of their
non-zero positions, then the column sums forming codewords
Sˆ(i) and Sˆ(j) will share r common terms. For each codeword
Sˆ(i), there are
(
L
r
)
(M − 1)L−r other codewords which share
exactly r common terms with Sˆ(i), for 0 ≤ r ≤ L − 1. In
particular, there are (M − 1)L codewords that are pairwise
independent of Sˆ(i).
We now obtain an upper bound for the probability in (21)
using the second moment method [22]. For any non-negative
random variable X , the second moment method lower bounds
the probability of the event X > 0 as
P (X > 0) ≥ (EX)2/E[X2]. (22)
(22) follows from the Cauchy-Schwarz inequality
(E[XY ])2 ≤ E[X2]E[Y 2] by substituting Y = 1{X>0}.
Applying (22) with X =
∑enR
i=1 Ui(S), we have
P
( enR∑
i=1
Ui(S) > 0 | |S|2 = z2
)
≥
(
E[
∑
i
Ui(S)| |S|2 = z2]
)2/
E
[(∑
i
Ui(S)
)2| |S|2 = z2]
= e2nR
(
E[U1(S) | |S|2 = z2]
)2/(
enRE
[
U1(S) | |S|2 = z2
]
+ enR
∑
j 6=1
E
[
U1(S)Uj(S) | |S|2 = z2
] )
(23)
where the equality is due to the symmetry of the code construc-
tion. For brevity, from here on we suppress the dependence of
the U ’s on S.
Using Fij(r) to denote the event that Sˆ(i), Sˆ(j) share r
common terms, (23) can be written as
P
(∑
i
Ui > 0 | |S|2 = z2
)
≥ e
nR
(
E[U1 | |S|2 = z2]
)2
Denom
(24)
where the denominator is given by
Denom = E[U1 | |S|2 = z2]
+
L−1∑
r=0
(
L
r
)
(M − 1)L−rE[U1Uj | F1j(r), |S|2 = z2]
= E[U1 | |S|2 = z2] + (M − 1)L(E[U1 | |S|2 = z2])2
+
L−1∑
r=1
(
L
r
)
(M − 1)L−rE[U1Uj | F1j(r), |S|2 = z2].
(25)
Using (24), the probability in (21) can be bounded as shown
in (26) at the bottom of this page. Dividing the numerator
and denominator of the RHS of (26) by
(M − 1)L(E[U1 | |S|2 = z2])2,
we obtain
P (E(S) | |S|2 = z2)
(a)
<
(
(M − 1)LE[U1 | |S|2 = z2]
)−1
+ T (z2)
1 + ((M − 1)LE[U1 | |S|2 = z2])−1 + T (z2)
(27)
where
T (z2) ,
∑L−1
r=1
(
L
r
)
(M − 1)L−rE [U1Uj |F1j(r), |S|2 = z2]
(M − 1)L (E[U1 | |S|2 = z2])2
.
(28)
(27) implies that P (E(S) | |S|2 = z2) will go to 0 as n→∞
if
P (E(S) | |S|2 = z2) = 1− P
(∑
i
Ui > 0 | |S|2 = z2
)
<
E[U1 | |S|2 = z2] +
∑L−1
r=1
(
L
r
)
(M − 1)L−rE[U1Uj | F1j(r), |S|2 = z2]
E[U1 | |S|2 = z2] + (M − 1)L(E[U1 | |S|2 = z2])2 +
∑L−1
r=1
(
L
r
)
(M − 1)L−rE[U1Uj | F1j(r), |S|2 = z2]
.
(26)
61) (M − 1)LE[U1 | |S|2 = z2]→∞ as n→∞ and
2) T (z2)→ 0 as n→∞.
We now derive the conditions under which both of the above
hold.
Lemma 1. (a) (M − 1)L E[U1 | |S|2 = z2] n→∞−→ ∞ if
R > f(z2) , D + z
2
2γ2
− Dz
2
A(z2)γ2
−A(z
2)
4γ2
−1
2
ln
A(z2)
2z2
(29)
where γ2 = ρ2 −D and A(z2) ,√(γ4 + 4z2D)− γ2.
(b) (M−1)LE[U1| |S|2 = z2] n→∞−→ ∞ for all z2 ∈ (D, ρ2)
since R > 12 log
ρ2
D .
Proof: The first part is an application of Crame´r’s large
deviation theorem [30]. We have
E[U1 | |S|2 = z2] = P (|Sˆ(1)− S|2 ≤ D | |S|2 = z2)
= P
(
1
n
n∑
k=1
(Sˆk(1)− Sk)2 ≤ D | |S|2 = z2
)
= P
(
1
n
n∑
k=1
(Sˆk(1)− z)2 ≤ D
) (30)
where the last equality is due to the rotational invariance
of the distribution of Sˆ(1), i.e., Sˆ(1) has the same joint
distribution as OSˆ(1) for any orthogonal (rotation) matrix O.
The large deviation rate-function for the right-side of (30) can
be computed from Crame´r’s theorem to obtain
lim
n→∞−
1
n
logE[U1 | |S|2 = z2]
=
D + z2
2γ2
− Dz
2
A(z2)γ2
− A(z
2)
4γ2
− 1
2
ln
A(z2)
2z2
= f(z2)
(31)
where A(z2) ,
√
(γ4 + 4z2D)− γ2. Since ML = enR, (31)
implies that
ML E[U1 | |S|2 = z2] n→∞→ ∞ (32)
if R > f(z2). Part (a) of the lemma follows by noting that
(M − 1)L
ML
= (1− L−b)L n→∞→ 1 (33)
because b > 1.
For part (b), we show that f(z2) (the RHS of (29)) is
increasing in z2. Indeed its derivative with respect to z2 is
equal to
1
2γ2
(
1− 2D√
γ4 + 4z2D
)
+
A(z2)
4z2
√
γ4 + 4z2D
,
which is strictly positive for z2 ≥ D. Therefore the maximum
value of the RHS in the interval (D, ρ2) is attained at z2 = ρ2
where it is equal to 12 log
ρ2
D .
Lemma 2. T (z2) n→∞−→ 0 for all z2 ∈ (D, ρ2) if
b >
2.5R
R− (1−D/ρ2) . (34)
Proof: In Appendix I.
Using Lemmas 1 and 2 in (27), we see that for all z2 ∈
(D, ρ2), P (E(S) | |S|2 = z2) n→∞−→ 0 provided b satisfies the
condition in (34). Together with (18), this implies that Pe,n
in (17) goes to 0 as n → ∞. Since ρ2 is an any number
in the interval (σ2, a2), we can choose ρ2 to be arbitrarily
close to σ2. Thus we have shown that Pe,n → 0 for any rate
R > Rsp(D) as long as
b >
2.5R
R− (1−D/σ2) .
V. PROOF OF THEOREM 2
Fix a rate R > Rsp(D), and choose a value of b greater
than the minimum specified by the theorem. Let a2 be defined
by (9), and ρ2 be any number such that σ2 < ρ2 < a2.
With the code construction, encoding and decoding as de-
scribed in Section IV, the error exponent is obtained through a
more refined analysis of the probability of error of the random
sparse regression codebook. We will use Suen’s correlation
inequality to obtain a bound on the tail probability of the
second term in (17). This bound is sharper than the one
obtained in the previous section using the second moment
method. Following the arguments in (19) – (21), recall that
we need to bound
P (E(S) | |S|2 = z2) = P
enR∑
i=1
Ui(S) = 0 | |S|2 = z2
 .
(35)
First, some definitions.
Definition 3 (Dependency Graphs [22]). Let {Ui}i∈I be a
family of random variables (defined on a common probability
space). A dependency graph for {Ui} is any graph Γ with
vertex set V (Γ) = I whose set of edges satisfies the following
property: if A and B are two disjoint subsets of I such that
there are no edges with one vertex in A and the other in B,
then the families {Ui}i∈A and {Ui}i∈B are independent.
Fact 2. [22, Example 1.5, p.11] Suppose {Yα}α∈A is a family
of independent random variables, and each Ui, i ∈ I is a
function of the variables {Yα}α∈Ai for some subset Ai ⊆ A.
Then the graph with vertex set I and edge set {ij : Ai∩Aj 6=
∅} is a dependency graph for {Ui}i∈I .
The graph Γ with vertex set V (Γ) = {1, . . . , enR} and edge
set e(Γ) given by
{ij : i 6= j and Sˆ(i), Sˆ(j) share at least one common term}
is a dependency graph for the family {Ui(S)}enRi=1 , for each
fixed S. This follows from Fact 2 by recognizing that each
Ui is a function of a subset of the columns of the matrix A
and the columns of A are picked independently in the code
construction.
For a given codeword Sˆ(i), there are
(
L
r
)
(M − 1)L−r other
codewords that have exactly r terms in common with Sˆ(i),
for 0 ≤ r ≤ (L−1). Therefore each vertex in the dependency
graph for the family {Ui(S)}enRi=1 is connected to
L−1∑
r=1
(
L
r
)
(M − 1)L−r = ML − 1− (M − 1)L
7other vertices.
Fact 3 (Suen’s Inequality [22]). Let Ui ∼ Bern(pi), i ∈ I,
be a finite family of Bernoulli random variables having a
dependency graph Γ. Write i ∼ j if ij is an edge in Γ. Define
λ =
∑
i∈I
EUi, ∆ =
1
2
∑
i∈I
∑
j∼i
E(UiUj), δ = max
i∈I
∑
k∼i
EUk.
Then
P
(∑
i∈I
Ui = 0
)
≤ exp
(
−min
{
λ
2
,
λ
6δ
,
λ2
8∆
})
.
We now apply Suen’s inequality with the dependency graph
specified above for {Ui(S)}enRi=1 to compute an upper bound
for (35).
First term λ/2: Due to the symmetry of the codebook,
E(Ui(S)) does not depend on i. For any fixed S with |S|2 =
z2, we have
λ =
enR∑
i=1
E(Ui(S)) = enRP (U1(S) = 1 | |S|2 = z2)
(a)
≥ enR · κ√
n
e−nf(z
2)
(36)
where (a) holds for n sufficiently large with f(z2) given by
(29) and κ > 0 a generic constant. (a) is a sharper version
of (31), obtained using the strong version of Crame´r’s large-
deviation theorem by Bahadur and Rao [31]. We thus have a
lower bound on λ for sufficiently large n.
Second term λ/(6δ): Due to the symmetry of the code
construction,
δ , max
i∈{1,...,enR}
∑
k∼i
P
(
Uk(S) = 1 | |S|2 = z2
)
=
∑
k∼i
P
(
Uk(S) = 1 | |S|2 = z2
) ∀i ∈ {1, . . . , enR}
=
L−1∑
r=1
(
L
r
)
(M − 1)L−r · P (U1(S) = 1 | |S|2 = z2)
=
(
ML − 1− (M − 1)L)P (U1(S) = 1 | |S|2 = z2) .
(37)
Using this together with the fact that
λ = MLP (U1(S) = 1 | |S|2 = z2),
we have
λ
δ
=
ML
ML − 1− (M − 1)L
(a)
=
1
1− L−bL − (1− L−b)L
=
1
1− L−bL − [(1− L−b)Lb]L1−b
where (a) is obtained by substituting M = Lb. Since
(1− L−b)Lb → e−1 as L→∞ for b > 1,
we have (1 − L−b)Lb > e−2 for sufficiently large L. Using
this, we get
λ
δ
≥ 1
1− L−bL − (e−2)L1−b . (38)
From Taylor’s theorem, the key term
e−2L
1−b
= e−2L
−(b−1)
> 1− 2L−(b−1) + 1
4
(
2L−(b−1)
)2
for large enough L.
(39)
Using this in (38), we obtain that for b > 1 and sufficiently
large L
λ
δ
≥ 1
2L−(b−1) − L−2(b−1) − L−bL ≥
Lb−1
2
. (40)
Third Term λ2/(8∆): We have
∆ =
1
2
ML∑
i=1
∑
j∼i
E
[
Ui(S)Uj(S) | |S|2 = z2
]
=
ML
2
L−1∑
r=1
(
L
r
)
(M − 1)L−rE [U1Uj | F1j(r), |S|2 = z2]
(41)
where Fij(r) denotes the event that Sˆ(i), Sˆ(j) share r com-
mon terms. The second equality above holds because of the
symmetry of the code construction. Using (41), we have
λ2
∆
=
(
MLE(U1(S) | |S|2 = z2)
)2
ML
2
∑L−1
r=1
(
L
r
)
(M − 1)L−rE [U1Uj | F1j(r), |S|2 = z2]
=
2ML
(M − 1)L
· (M − 1)
L
(
E(U1(S) | |S|2 = z2)
)2∑L−1
r=1
(
L
r
)
(M − 1)L−rE [U1Uj | F1j(r), |S|2 = z2]
=
2ML
(M − 1)L ·
1
T (z2)
(42)
where T (z2) was defined in (28). An upper bound for T (z2)
was derived in the proof of Theorem 1. Using the bound given
by (73) in Appendix I, we obtain
λ2
∆
≥ κL(b−bmin)(R−(1−D/ρ2))/R (43)
where κ is a generic positive constant and as specified in (71),
bmin =
2.5R
R− (1−D/ρ2) . (44)
Using the bounds obtained in (36), (40) and (43) in Suen’s
inequality, we have for sufficiently large n
P
enR∑
i=1
Ui(S) = 0 | |S|2 = z2
 ≤ e−min{T1,T2,T3} (45)
8where
T1 > e
n(R−f(z2)− logn2n − κn )
T2 > κL
b−1,
T3 > κL
(b−bmin)(1− (1−D/ρ
2)
R ).
(46)
Combining this with (35) and (17), we obtain
Pe,n ≤ P (|S|2 ≥ ρ2) + max
z2∈(D,ρ2)
P (E(S) | |S|2 = z2)
< P (|S|2 ≥ ρ2) + max
z2∈(D,ρ2)
exp(−min{T1, T2, T3})
= P (|S|2 ≥ ρ2) + exp
(
− min
z2∈(D,ρ2)
min{T1, T2, T3}
)
.
(47)
We now show that if b is chosen according to the statement
of Theorem 2, the second term in (47) decays exponentially
in nt, for some t > 1.
First consider T1. From (46), we have
min
z2∈(D,ρ2)
T1 > exp
[
n
(
R− log n
2n
− κ
n
− max
z2∈(D,ρ2)
f(z2)
)]
(48)
In the proof of Lemma 1, we showed that f(z2) is increasing
in (D, ρ2) and so the maximum in this interval is
f(ρ2) =
1
2
log
ρ2
D
.
Recall from (12) that R = max{ 12 log a
2
D , (1− Da2 )}, and a2 >
ρ2. Therefore
R >
1
2
log
ρ2
D
+
log n
2n
+
κ
n
for n sufficiently large. Hence the right side of (48) grows
exponentially with n.
Next consider T2. Since b > 2, the lower bound κLb−1
given in (46) grows faster than n as n = bRL logL. Finally,
the lower bound on T3 given in in (46) will also grow faster
than n if
(b− bmin)
(
1− (1−D/ρ
2)
R
)
> 1.
Substituting for bmin from (44), we see that this is equivalent
to
b >
3.5R
R− (1−D/ρ2) . (49)
Therefore the lower bound on Pe,n in (47) can be written as
Pe,n ≤ P (|S|2 ≥ ρ2) + exp(−Θ(nt))
where t > 1 provided b satisfies (49). As ρ2 < a2, any b
chosen according to (10) in the statement of the theorem will
satisfy (49). Since ρ2 is an arbitrary number in the interval
(σ2, a2), setting ρ2 = a2 −  completes the proof.
VI. DISCUSSION
We have studied a new ensemble of codes for lossy com-
pression where the codewords are structured linear combina-
tions of elements of a dictionary. The size of the dictionary
is a low-order polynomial in the block length. We showed
that with minimum-distance encoding, this ensemble achieves
the optimal rate-distortion function of an i.i.d Gaussian source
with the optimal error exponent for all distortions below σ
2
4.91 ,
or equivalently for rates higher than 1.15 bits per source
sample. It was also shown that sparse regression codes are
robust in the following sense: a SPARC designed to compress
an i.i.d Gaussian source of variance σ2 with distortion D can
compress any ergodic source of variance less than σ2 to within
distortion D. Thus the sparse regression ensemble retains
many of the good covering properties of the i.i.d random
Gaussian ensemble.
An immediate goal is to prove that the optimal Gaussian
rate-distortion function can be achieved for all values of
target distortion with minimum-distance encoding. The main
challenge lies in controlling the asymptotic behavior of the
function T (.), defined in (28). If X is the random variable
denoting the number of codewords that represent the sequence
S within distortion D, it can be verified that the ratio of the
standard deviation and the mean of X is governed by
√
T (z2)
when |S|2 = z2. The proofs of both Theorems 1 and 2 require
T (z2) to go to zero with growing n, i.e., the standard deviation
of X must be small compared to its mean. The condition under
which this happens is given by Lemma 2. When D > σ
2
4.91 ,
the second moment method and Suen’s inequality both fail
for 12 log
σ2
D < R < (1 − Dσ2 ) because T (z2) → ∞, i.e., the
standard deviation of the number of solutions X is much larger
than its mean. One approach to improve the rate-distortion
result for D > σ
2
4.91 is to expurgate atypical realizations of the
design matrices from the SPARC ensemble in order to reduce
the standard deviation of X; this would weaken the condition
for T (z2) to go to 0.
In this paper, the non-zero coefficients in each section of the
codeword β were all chosen to be equal. We can also choose
the non-zero coefficients to have different values in each
section.3 This can help in designing fast encoding algorithms.
One such choice of varying section coefficients is used in [8] to
derive a computationally efficient encoder based on successive
approximation. This encoder chooses the codeword β section
by section, creating a residue after each step that is to be
approximated by the subsequent sections. This algorithm is
shown to asymptotically attain the optimal Gaussian distortion-
rate function for all rates.
The problem of compression with SPARCs is also related to
sparsity recovery in high-dimensional linear regression [32]–
[34]. While both problems aim to recover the positions of the
non-zero coefficients of a sparse vector, the main difference
is that both the positions and the values of the non-zero
coefficients are unknown in the sparsity recovery problem,
while the values are fixed a priori in the SPARC setting. The
connections between these two problems is an interesting topic
for further investigation.
3Recall that coefficient values are fixed a priori and revealed to both encoder
and decoder; the codewords are determined only by the positions of the non-
zero coefficient in each section.
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PROOF OF LEMMA 2
Substituting α = r/L in (28), we can express T (z2) as
follows.
T (z2)
=
1−1/L∑
α=1/L
(
L
Lα
)
(M − 1)−LαE[U1Uj | F1j(α), |S|
2 = z2]
(E[U1 | |S|2 = z2])2
≤ (L− 1) max
α∈{1/L,...,(L−1)/L}
{(
L
Lα
)
(M − 1)−Lα
· E[U1Uj | F1j(α), |S|
2 = z2]
(E[U1 | |S|2 = z2])2
}
(50)
where F1j(α) denotes the event that Sˆ(i), Sˆ(j) share αL
common terms. Taking logarithms, we obtain
log T (z2) ≤ max
α∈{1/L,...,(L−1)/L}
{
log(L− 1) + log
(
L
Lα
)
− bαL logL+ logE[U1Uj | F1j(α), |S|2 = z2]
− 2 logE[U1 | |S|2 = z2]
}
.
(51)
The asymptotic behavior of the last term above was established
in the proof of Lemma 1, and is given by (31). The result in
(31) can be sharpened using the strong version of Crame´r’s
large-deviation theorem by Bahadur and Rao [31]. Indeed, for
all sufficiently large n
E[U1 | |S|2 = z2] ≥ κ√
n
exp(−nf(z2)) (52)
where f(z2) is given by (29) and κ > 0 is a constant. Here
and in the sequel, κ denotes a generic positive constant whose
exact value is not needed.
Next we bound the term E[U1Uj | F1j(α), |S|2 = z2]. We
have
E[U1Uj | F1j(α), |S|2 = z2]
= P
(
U1(S) = 1, Uj(S) = 1 | F1j(α), |S|2 = z2
)
= P
(
1
n
n∑
k=1
(Sˆk(1)− Sk)2 ≤ D,
1
n
n∑
k=1
(Sˆk(j)− Sk)2 ≤ D | F1j(α), |S|2 = z2
)
= P
(
1
n
n∑
k=1
(Sˆk(1)− z)2 ≤ D,
1
n
n∑
k=1
(Sˆk(j)− z)2 ≤ D | F1j(α)
)
(53)
where the last equality is due to the fact that (Sˆ(1), Sˆ(j))
has the same joint distribution as (OSˆ(i),OSˆ(j)) for any
orthogonal (rotation) matrix O. The (Sˆk(1), Sˆk(j)) pairs are
i.i.d across k, and each is jointly Gaussian with zero-mean
vector and covariance matrix
Kα = γ
2
[
1 α
α 1
]
, (54)
when Sˆ(1), Sˆ(j) share r = αL common terms. Using a two-
dimensional Chernoff bound, we have ∀t < 0 and sufficiently
large n
1
n
logP
(
n∑
k=1
(Sˆk(1)− z)2
n
≤ D,
n∑
k=1
(Sˆk(j)− z)2
n
≤ D | F1j(α)
)
≤ κ√
n
exp(−nCα(t))
(55)
where κ > 0 is a constant and for t < 0
Cα(t) = 2tD − logE
(
et(Sˆ(1)−z)
2+t(Sˆ(j)−z)2
)
= 2tD − 2tz
2
1− 2γ2t(1 + α)
+
1
2
log(1− 4γ2t+ 4γ4t2(1− α2)).
(56)
The optimal value of t is the one that maximizes the
right side of (56). Since this optimal value cannot be ex-
pressed analytically, we choose t = t01+α where t0 =
1
2γ2
(
1− 2z2√
(γ4+4z2D)−γ2
)
is optimal when α = 0.4 With
this choice, for all sufficiently large n (55) yields
E[U1Uj | F1j(α), |S|2 = z2] ≤ κ√
n
exp
(
−nCα
(
t0
1 + α
))
(57)
where
Cα
(
t0
1 + α
)
=
1
γ2(1 + α)
(
D + z2 − 2z
2D
A(z2)
− A(z
2)
2
)
+
1
2
log
(
4z2
A(z2)(1 + α)
(
α+
z2(1− α)
A(z2)
))
(58)
where A(z2) =
√
(γ4 + 4z2D)− γ2.
Using (57) and (52) in (51), for all sufficiently large L we
have
log T (z2) ≤ max
α∈{1/L,...,(L−1)/L}
{
log(L− 1) + log
(
L
Lα
)
− bαL logL+ n(g(z2) + γn)
}
(59)
where
g(z2) =
α
γ2(1 + α)
(
D + z2 − 2z
2D
A(z2)
− A(z
2)
2
)
− 1
2
log
(
1− α
1 + α
+
αA(z2)
(1 + α)z2
) (60)
and γn =
log(κn)
2n .
4Note that t0 needs to be negative. This holds when z2 + γ2 > D, which
is satisfied for all |S|2 = z2 ≥ D. This is true for all source sequences
considered in the error analysis, as explained in the discussion following (17).
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The function g(z2) is strictly increasing in the interval
(D, ρ2). This is seen by noting that the derivative
dg
dz2
=
α
γ2(1 + α)
(
1− 2D√
γ4 + 4z2D
)
+
α(A(z2))2
4z2
√
γ4 + 4z2D((1− α)z2 + αA(z2))
(61)
is strictly positive for z2 ≥ D. Therefore g(z2) can be upper
bounded in (59) by its maximum value
g(ρ2) =
1
2
log
(
1 + α
1− α(1− 2Dρ2 )
)
. (62)
Substituting n = bRL logL in (59) and dividing both sides
by L logL, we obtain that for all z2 ∈ (D, ρ2):
log T (z2)
L logL
≤ max
α∈{1/L,...,(L−1)/L}
{
1
L
+
log
(
L
Lα
)
L logL
− bα
+
bg(ρ2)
R
+
1
2L
+
κ
L logL
}
(63)
= max
α∈{1/L,...,(L−1)/L}
{
3
2L
+
log
(
L
Lα
)
+ κ
L logL
− b
R
(αR− g(ρ2))
}
(64)
≤ max
α∈{1/L,...,(L−1)/L}
{
3
2L
+ min
(
α, 1− α, log 2
logL
)
+
κ
L logL
− b
R
(αR− g(ρ2))
}
(65)
where (65) is obtained using the bound
log
(
L
Lα
)
< min {αL logL, (1− α)L logL, L log 2}.
T (z2) will go to zero with growing L if the right side of (65)
is strictly negative as L grows large. This will be true if for
sufficiently large L, the following two conditions hold for all
α ∈ {1/L, . . . , (L− 1)/L}:
1) αR− g(ρ2) > 0, and
2) b > RαR−g(ρ2)
(
3
2L + min
(
α, 1− α, log 2logL
)
+ κL logL
)
.
The first condition holds due to the following claim.
Claim: For R > Rsp(D), the function h(α) = αR− g(ρ2)
is strictly positive in the interval [ 1L ,
L−1
L ]. Further, for all
sufficiently large L its minimum in the interval is attained at
α = 1/L where it equals
h(1/L) =
1
L
(
R− (1−D/ρ2))+ κ
L2
, κ > 0.
Proof of Claim: We first note that h(0) = 0 and h(1) =
R − 12 log ρ
2
D > 0. That h is positive in [
1
L ,
L−1
L ] is seen by
combining two observations:
(a) h′(0) = R− (1− Dρ2 ), which is positive and hence h is
increasing at α = 0.
(b) In the interval (0, 1), h has at most one local maximum
and no minima. Indeed, by solving h′(α) = 0 it can be
verified that h is increasing in (0, 1) when ρ2/D ≤ 4;
when ρ2/D > 4, h has one maximum (and no minima)
in (0, 1) and the maximum occurs at
α∗ =
D/ρ2
(1− 2D/ρ2)
(
1+
[
1 +
ρ4
D2
(
1− 2D
ρ2
)(
1− (1−D/ρ
2)
R
)] 1
2
)
.
For ρ2/D ≤ 4, the second part of the claim follows from (b).
For ρ2/D > 4, (a) and (b) imply that the minimum value of
h in [ 1L ,
L−1
L ] is attained either at either of the end points.
Using a Taylor expansion for the function h(α) around the
point α = 0, we can write
h(α) = αR− g(ρ2) = α(R− (1−D/ρ2))
+ α2
(1−D/ρ2)(D/ρ2 − ζ(1− 2D/ρ2))
(1 + ζ)2 (1− ζ(1− 2D/ρ2))2 .
(66)
for some ζ ∈ (0, α). Therefore for large enough L
h(1/L) =
1
L
(
R− (1−D/ρ2))+ κ
L2
, κ > 0. (67)
Similarly, using a Taylor expansion for h(α) around α = 1,
we get
h(1− 1L ) =
(
R− 1
2
log
ρ2
D
)
+
1
L
(
R− 1
4
(ρ2/D − 1)
)
− κ
′
L2
(68)
for some κ′ > 0. Since R > 12 log
σ2
D , the minimum of h is
attained at 1/L for sufficiently large L. 
Recall that the condition b needs to satisfy is
b > max
α∈{ 1L ,...,L−1L }
R
(
3
2L + min
(
α, 1− α, log 2logL
)
+ κL logL
)
αR− g(ρ2) .
(69)
From the claim and its proof (the Taylor expansions in (66)-
(68)), it is seen that the maximum in (69) is attained at α =
1/L for L sufficiently large. Substituting this value, we get
b >
2.5R+ κlogL
R− (1−D/ρ2) + κL
. (70)
The minimum value of b, denoted bmin is obtained by letting
L→∞:
bmin =
2.5R
R− (1−D/ρ2) . (71)
For b > bmin, (65) implies that for L sufficiently large
log T (z2)
L logL
≤ max
α∈{1/L,...,(L−1)/L}
−(b− bmin)(αR− g(ρ2))
R
+
κ
L logL
=
−(b− bmin)
(
R− (1−D/ρ2))
RL
+
κ
L logL
(72)
where the equality is obtained using the claim above. There-
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fore for L sufficiently large,
T (z2) ≤ κL−(b−bmin)(R−(1−D/ρ2))/R (73)
which goes to zero as L (or n) goes to∞. This completes the
proof of the lemma.
ACKNOWLEDGEMENT
The authors would like to thank A. Barron for many useful
discussions regarding sparse regression codes. They would
also like to thank the anonymous reviewers for their comments.
REFERENCES
[1] A. Barron and A. Joseph, “Least squares superposition codes of moder-
ate dictionary size are reliable at rates up to capacity,” IEEE Trans. Inf.
Theory, vol. 58, pp. 2541–2557, May 2012.
[2] A. Joseph and A. R. Barron, “Fast sparse superposition codes have near
exponential error probability for R < C,” IEEE Trans. Inf. Theory,
vol. 60, pp. 919–942, Feb. 2014.
[3] S. Mallat and Z. Zhang, “Matching pursuits with time-frequency dictio-
naries,” IEEE Trans. Signal Processing, vol. 41, pp. 3397 –3415, Dec.
1993.
[4] A. R. Barron, A. Cohen, W. Dahmen, and R. A. DeVore, “Approximation
and learning by greedy algorithms,” Annals of Statistics, vol. 36, pp. 64–
94, 2008.
[5] J. Tropp and A. Gilbert, “Signal recovery from random measurements
via orthogonal matching pursuit,” IEEE Trans. Inf. Theory, vol. 53,
pp. 4655 –4666, Dec. 2007.
[6] E. Candes and T. Tao, “Decoding by linear programming,” IEEE Trans.
Inf. Theory, vol. 51, pp. 4203 – 4215, Dec. 2005.
[7] D. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory, vol. 52,
pp. 1289 –1306, April 2006.
[8] R. Venkataramanan, T. Sarkar, and S. Tatikonda, “Lossy compression
via sparse linear regression: Computationally efficient encoding and
decoding,” in Proc. IEEE Int. Symp. Inf. Theory, 2013. To appear in
IEEE Trans. Inf. Theory.
[9] T. M. Cover and J. A. Thomas, Elements of Information Theory. John
Wiley and Sons, Inc., 2006.
[10] M. Eyuboglu and J. Forney, G.D., “Lattice and trellis quantization with
lattice- and trellis-bounded codebooks-high-rate theory for memoryless
sources,” IEEE Trans. Inf. Theory, vol. 39, pp. 46 –59, Jan 1993.
[11] R. Zamir, S. Shamai, and U. Erez, “Nested linear/lattice codes for
structured multiterminal binning,” IEEE Trans. Inf. Theory, vol. 48,
pp. 1250 –1276, June 2002.
[12] A. Gupta, S. Verdu`, and T. Weissman, “Rate-distortion in near-linear
time,” in Proc. IEEE Int. Symp. on Inf. Theory, 2008.
[13] I. Kontoyiannis and C. Gioran, “Efficient random codebooks and
databases for lossy compression in near-linear time,” in IEEE Inf. Theory
Workshop on Networking and Inf. Theory, pp. 236 –240, June 2009.
[14] S. Jalali and T. Weissman, “Rate-distortion via Markov Chain Monte
Carlo,” in Proc. IEEE Int. Symp. on Inf. Theory, 2010.
[15] A. Gupta and S. Verdu`, “Nonlinear sparse-graph codes for lossy com-
pression,” IEEE Trans. Inf. Theory, vol. 55, pp. 1961 –1975, May 2009.
[16] M. Wainwright, E. Maneva, and E. Martinian, “Lossy source compres-
sion using low-density generator matrix codes: Analysis and algorithms,”
IEEE Trans. Inf. Theory, vol. 56, no. 3, pp. 1351 –1368, 2010.
[17] S. Korada and R. Urbanke, “Polar codes are optimal for lossy source
coding,” IEEE Trans. Inf. Theory, vol. 56, pp. 1751 –1768, April 2010.
[18] I. Kontoyiannis, K. Rad, and S. Gitzenis, “Sparse superposition codes
for Gaussian vector quantization,” in 2010 IEEE Inf. Theory Workshop,
p. 1, Jan. 2010.
[19] A. Lapidoth, “On the role of mismatch in rate distortion theory,” IEEE
Trans. Inf. Theory, vol. 43, pp. 38 –47, Jan 1997.
[20] D. Sakrison, “The rate distortion function for a class of sources,”
Information and Control, vol. 15, no. 2, pp. 165 – 195, 1969.
[21] D. Sakrison, “The rate of a class of random processes,” IEEE Trans.
Inf. Theory, vol. 16, pp. 10 – 16, Jan 1970.
[22] S. Janson, Random Graphs. Wiley, 2000.
[23] S. Janson, “New versions of Suen’s Correlation Inequality,” Random
Structures and Algorithms, vol. 13, no. 3-4, pp. 467–483, 1998.
[24] D. Sakrison, “A geometric treatment of the source encoding of a
Gaussian random variable,” IEEE Trans. Inf. Theory, vol. 14, pp. 481 –
486, May 1968.
[25] A. Ingber and Y. Kochman, “The dispersion of lossy source coding,” in
Data Compression Conference (DCC), pp. 53 –62, March 2011.
[26] V. Kostina and S. Verdu´, “Fixed-length lossy compression in the finite
blocklength regime,” IEEE Trans. on Inf. Theory, vol. 58, no. 6,
pp. 3309–3338, 2012.
[27] K. Marton, “Error exponent for source coding with a fidelity criterion,”
IEEE Trans. Inf. Theory, vol. 20, pp. 197 – 199, Mar 1974.
[28] S. Ihara and M. Kubo, “Error exponent for coding of memoryless
Gaussian sources with a fidelity criterion,” IEICE Trans. Fundamentals,
vol. E83-A, p. 18911897, Oct. 2000.
[29] F. Den Hollander, Large deviations, vol. 14. American Mathematical
Society, 2008.
[30] A. Dembo and O. Zeitouni, Large Deviations Techniques and Applica-
tions. Springer, 1998.
[31] R. R. Bahadur and R. R. Rao, “On deviations of the sample mean,” The
Annals of Mathematical Statistics, vol. 31, no. 4, 1960.
[32] M. J. Wainwright, “Information-theoretic limits on sparsity recovery
in the high-dimensional and noisy setting,” IEEE Trans. Inf. Theory,
vol. 55, no. 12, pp. 5728–5741, 2009.
[33] M. Akcakaya and V. Tarokh, “Shannon-theoretic limits on noisy com-
pressive sampling,” IEEE Trans. Inf. Theory, vol. 56, pp. 492 –504, Jan.
2010.
[34] A. K. Fletcher, S. Rangan, and V. K. Goyal, “Necessary and sufficient
conditions for sparsity pattern recovery,” IEEE Trans. Inf. Theory,
vol. 55, pp. 5758–5772, Dec. 2009.
