Stochastic Integration and Stochastic PDEs Driven by Jumps on the Dual
  of a Nuclear Space by Fonseca-Mora, C. A.
ar
X
iv
:1
70
6.
01
36
3v
1 
 [m
ath
.PR
]  
5 J
un
 20
17
Stochastic Integration and Stochastic PDEs Driven by Jumps on
the Dual of a Nuclear Space.
C. A. Fonseca-Mora
Escuela de Matema´tica, Universidad de Costa Rica, San Jose´, 11501-2060, Costa Rica.
E-mail: christianandres.fonseca@ucr.ac.cr
Abstract
We develop a novel theory of weak and strong stochastic integration for cylindrical martingale-
valued measures taking values in the dual of a nuclear space. This is applied to develop a theory
of SPDEs with rather general coefficients. In particular, we can then study SPDEs driven by
general Le´vy processes in this context.
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1 Introduction
The aim of this paper is to introduce new foundations for stochastic analysis in duals of nuclear
spaces. Our main objective is to study the following abstract stochastic Cauchy problem{
dXt = (A
′Xt +B(t,Xt))dt+
∫
U
F (t, u,Xt)M(dt, du), for t ≥ 0,
X0 = Z0.
(1.1)
Here, M is a cylindrical martingale-valued measure taking values in the dual Φ′ of a locally
convex space Φ, A′ is the dual operator of the generator A of a suitable semigroup on a nuclear
space Ψ, and the coefficients B and F satisfies appropriate conditions to be described in greater
detail below.
Motivated by the study of the solutions of the equation (1.1), in this article we introduce
a novel theory of stochastic integration for operator-valued processes with respect to cylindri-
cal martingale-valued measures which is suitable for use in the study of stochastic differential
equations and in particular to stochastic evolution equations of the form (1.1).
Roughly speaking, a cylindrical martingale-valued measure is a family M = (M(t, A) :
t ≥ 0, A ∈ R) such that (M(t, A) : t ≥ 0) is a cylindrical martingale in Φ′ for each A ∈
R and M(t, ·) is finitely additive on R for each t ≥ 0. This concept generalizes to locally
convex spaces the martingale-valued measures introduced byWalsh [37] for the finite dimensional
setting and then extended to infinite dimensional settings such as Hilbert spaces [1] and duals
of nuclear Fre´chet spaces [38]. We will investigate some classes of cylindrical martingale-valued
measure whose second moments are determined by a family of continuous Hilbertian semi-
norms {qr,u : r ∈ R+, u ∈ U} on Φ. When Φ is a nuclear space, examples of Φ′β-valued processes
that define cylindrical martingale-values measures having such a second moment structure are
the generalized Wiener process introduced in [5, 7] and the martingale part of the Le´vy-Itoˆ
decomposition of a Le´vy process taking values in the strong dual Φ′β of a nuclear space. Such
decompositions and other properties of Φ′β-valued Le´vy processes were studied by the author in
[14].
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Our next task is to develop our theory of stochastic integration with respect to a cylin-
drical martingale-valued measure M as described in the last paragraph. We first introduce
a theory of integration for vector-valued maps X = {X(r, ω, u) : r ∈ R+, ω ∈ Ω, u ∈ U}.
In particular Φ-valued integrands are included in this class. The resulting stochastic integral∫ t
0
∫
U
X(r, u)M(dr, du), called the weak stochastic integral, is a real-valued ca`dla`g martingale.
Our construction of the weak integral is simple and is very general in the sense that Φ is only
required to be locally convex. This in particular offers an alternative simpler approach to the
Itoˆ stochastic integral in quasi-complete locally convex spaces introduced in [28]. We will show
some of the basic properties of the weak integral and in particular we prove a stochastic Fubini’s
theorem that will be of importance for the study of the solutions to equation (1.1).
For the second step we will introduce a theory of stochastic integration with respect toM for
operator-valued families R = {R(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} taking values in the strong
dual Ψ′β of a quasi-complete, bornological, nuclear space Ψ. In particular these integrands
includes families of linear operators from Φ′β into Ψ
′
β . Then, the stochastic integral for these
families, called the strong integral, is constructed using a new approach that uses the weak
stochastic integral and the regularization theorems for cylindrical processes developed by the
author in [13] as building blocks. The constructed process
∫ t
0
∫
U R(r, u)M(dr, du) is a Φ
′
β-valued
ca´dla´g martingale.
Our theory improves on previous studies of stochastic integration for operator-valued pro-
cesses in the dual of a nuclear space [6, 7, 12, 18, 26], in the following two directions:
(1) We consider a more general integrator, in particular, we can define stochastic integrals with
respect to completely general Le´vy processes and to the extent of our knowledge this is the
first work that considered these processes as integrators. Also, in contrast to previous works
we do not assume our integrator has a version in some Hilbert space contained in Φ′β.
(2) We have considered what seems to be the largest class of integrands in the existing liter-
ature on the subject. In particular, contrary to all the previous works we do not require
our integrands to be families of Hilbert-Schmidt maps from some Hilbert spaces continu-
ously included in Φ′β into a fixed Hilbert space continuously included in Ψ
′
β. Moreover, we
only require very weak moment conditions for our integrands and these are implied by the
stronger conditions satisfied by the integrands in all the works cited above.
After introducing our theory of stochastic integration, we proceed to study the solutions to
(1.1). Stochastic evolution equations in the dual of a nuclear space have been studied by many
authors, for example see [5, 8, 11, 12, 18, 20, 21, 30]. However, with the exception of [12],
only equations with additive noise have been considered and to the extent of our knowledge no
equations with such a general multiplicative noise have been discussed. In particular, we are
not aware of any work that deals with the general Le´vy noise case.
Previous studies of stochastic evolution equations in the dual of a nuclear space were strongly
motivated by specific applications, such as modelling of the dynamics of nerve signals [22],
environmental pollution [23], statistical filtering [25], infinite particles systems [5]. It is our
hope that the more general theory developed here will provide the tools to enable many more
applications to be developed.
We will study the equation (1.1) by assuming that A′ is the dual operator to the generator
A of a (C0, 1)-semigroup {S(t)}t≥0 on Ψ. This class of semigroups, that contains the equicon-
tinuous semigroups, were introduced by Babalola in [2] and has been used previously on the
study of stochastic evolution equations in duals of nuclear spaces [12, 21].
In this article we will focus on showing the existence and uniqueness of the so called “weak”
and “mild” solutions to (1.1) (see Definitions 6.5 and 6.7). We start our investigation by
providing sufficient conditions for the equivalence between weak and mild solutions. Later, as
the main result in this article we show the existence and uniqueness of weak and mild solutions
to (1.1). To do so, we will assume that the coefficients B and F satisfy the following (cylindrical)
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growth conditions
|B(r, g)[ψ]| ≤ a(ψ, r)(1 + |g[ψ]|),∫
U
qr,u(F (r, u, g)
′ψ)2µ(du) ≤ b(ψ, r)2(1 + |g[ψ]|)2,
for r ∈ R+, g ∈ Ψ′, and the following (cylindrical) Lipschitz conditions
|B(r, g1)[ψ]−B(r, g2)[ψ]| ≤ a(ψ, r) |g1[ψ]− g2[ψ]| ,∫
U
qr,u(F (r, u, g1)
′ψ − F (r, u, g2)′ψ)2µ(du) ≤ b(ψ, r) |g1[ψ]− g2[ψ]|2 ,
for r ∈ R+, g1, g2 ∈ Ψ′, with a, b : Ψ×R+ → R+ satisfying
∫ T
0 supψ∈K(a(ψ, r)
2+b(ψ, r)2)dr <∞
for each T > 0 and K ⊆ Ψ bounded. Under the above conditions, we will demonstrate by
means of a fixed point argument in locally convex spaces that there exists a unique Ψ′β-valued
predictable process X = {Xt}t≥0 that is a weak and a mild solution to (1.1) (see Theorem 6.23).
Moreover, for every T > 0, there exists a Hilbert space contained in Ψ′β such that {Xt}t∈[0,T ]
takes values in this space and has uniformly bounded second moments.
To the extent of our knowledge the above growth and Lipschitz type conditions have not
been considered previously in the literature of stochastic differential equations in duals of nuclear
spaces. Indeed, these works (e.g. see [12, 18, 19, 23]) always introduce an assumption that
the coefficients satisfy growth and Lipschitz type conditions on a prior selected Hilbert space
contained in the dual of the nuclear space and hence the existence and uniqueness of solutions
reduces to the standard fixed point argument in Hilbert spaces (e.g. as in [10]). This is not the
case in our work because our growth and Lipschitz type conditions allows the consideration of
a larger class of integrands and hence we will need to use a different argument.
Finally, we apply the above theory to prove the existence and uniqueness for stochastic
evolution equations driven by general Le´vy processes taking values in the dual of a nuclear
space and whose coefficients satisfying the above growth and Lipschitz type conditions.
The organization of the paper is the following. In Section 2 we list some important notions
on nuclear spaces and their duals, and also properties of cylindrical and stochastic processes,
martingales and Le´vy processes in duals of nuclear spaces. In Section 3 we introduce the classes
of cylindrical martingale-valued measures that we will use as integrators. Section 4 is devoted
to the construction of the weak stochastic integral. The strong stochastic integral is developed
in Section 5. In Section 6 we study the existence and uniqueness of the solutions of the equation
(1.1). Finally, in Section 7 we apply our theory to the study of stochastic evolution equations
driven by Le´vy processes.
2 Preliminaries
2.1 Nuclear Spaces And Their Strong Duals
In this section we introduce our notation and review some of the key concepts on nuclear spaces
and its dual space that we will need throughout this paper. For more information see [33, 34].
All vector spaces in this paper are real.
Let Φ be a locally convex space. If each bounded and closed subset of Φ is complete, then
Φ is said to be quasi-complete. The space Φ called a barrelled space if every convex, balanced,
absorbing and closed subset of Φ (i.e. a barrel) is a neighborhood of zero.
If p is a continuous semi-norm on Φ and r > 0, the closed ball of radius r of p given
by Bp(r) = {φ ∈ Φ : p(φ) ≤ r} is a closed, convex, balanced neighborhood of zero in Φ. A
continuous semi-norm (respectively a norm) p on Φ is called Hilbertian if p(φ)2 = Q(φ, φ), for
all φ ∈ Φ, where Q is a symmetric, non-negative bilinear form (respectively inner product) on
Φ×Φ. Let Φp be the Hilbert space that corresponds to the completion of the pre-Hilbert space
(Φ/ker(p), p˜), where p˜(φ+ ker(p)) = p(φ) for each φ ∈ Φ. The quotient map Φ→ Φ/ker(p) has
an unique continuous linear extension ip : Φ→ Φp.
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Let q be another continuous Hilbertian semi-norm on Φ for which p ≤ q. In this case, ker(q) ⊆
ker(p). Moreover, the inclusion map from Φ/ker(q) into Φ/ker(p) is linear and continuous, and
therefore it has a unique continuous extension ip,q : Φq → Φp. Furthermore, we have the
following relation: ip = ip,q ◦ iq.
We denote by Φ′ the topological dual of Φ and by f [φ] the canonical pairing of elements
f ∈ Φ′, φ ∈ Φ. We denote by Φ′β the dual space Φ′ equipped with its strong topology β, i.e. β is
the topology on Φ′ generated by the family of semi-norms {ηB}, where for each bounded B ⊆ Φ′
we have ηB(f) = sup{|f [φ]| : φ ∈ B} for all f ∈ Φ′. If p is a continuous Hilbertian semi-norm
on Φ, then we denote by Φ′p the Hilbert space dual to Φp. The dual norm p
′ on Φ′p is given by
p′(f) = sup{|f [φ]| : φ ∈ Bp(1)} for all f ∈ Φ′p. Moreover, the dual operator i′p corresponds to
the canonical inclusion from Φ′p into Φ
′
β and it is linear and continuous.
Let p and q be continuous Hilbertian semi-norms on Φ such that p ≤ q. The space of
continuous linear operators (respectively Hilbert-Schmidt operators) from Φq into Φp is denoted
by L(Φq,Φp) (respectively L2(Φq,Φp)) and the operator norm (respectively Hilbert-Schmidt
norm) is denote by ||·||L(Φq,Φp) (respectively ||·||L2(Φq,Φp)). We employ an analogous notation
for operators between the dual spaces Φ′p and Φ
′
q.
Let us recall that a (Hausdorff) locally convex space (Φ, T ) is called nuclear if its topology
T is generated by a family Π of Hilbertian semi-norms such that for each p ∈ Π there exists
q ∈ Π, satisfying p ≤ q and the canonical inclusion ip,q : Φq → Φp is Hilbert-Schmidt. Other
equivalent definitions of nuclear spaces can be found in [32, 34].
Let Φ be a nuclear space. If p is a continuous Hilbertian semi-norm on Φ, then the Hilbert
space Φp is separable (see [32], Proposition 4.4.9 and Theorem 4.4.10, p.82). Now, let {pn}n∈N
be an increasing sequence of continuous Hilbertian semi-norms on (Φ, T ). We denote by θ the
locally convex topology on Φ generated by the family {pn}n∈N. The topology θ is weaker than
T . We denote by Φθ the space (Φ, θ). The space Φθ is a separable pseudo-metrizable (not
necessarily Hausdorff) locally convex space and its dual space satisfies Φ′θ =
⋃
n∈N Φ
′
pn (see [13],
Proposition 2.4). We denote the completion of Φθ by Φ˜θ and its strong dual by (Φ˜θ)
′
β .
2.2 Cylindrical and Stochastic Processes
Unless otherwise specified, in this section Φ will always denote a nuclear space.
Let (Ω,F ,P) be a complete probability space and consider a filtration {Ft}t≥0 on (Ω,F ,P)
that satisfies the usual conditions, i.e. it is right continuous and F0 contains all sets of F of P-
measure zero. We denote by L0 (Ω,F ,P) the space of equivalence classes of real-valued random
variables defined on (Ω,F ,P). We always consider the space L0 (Ω,F ,P) equipped with the
topology of convergence in probability and in this case it is a complete, metrizable, topological
vector space. We denote by P∞ the predictable σ-algebra on [0,∞)×Ω and for any T > 0, we
denote by PT the restriction of P∞ to [0, T ]× Ω.
A cylindrical random variable in Φ′ is a linear map X : Φ→ L0 (Ω,F ,P) (see [18]). If X is
a cylindrical random variable in Φ′, we say that X is n-integrable if E (|X(φ)|n) <∞, ∀φ ∈ Φ,
and has zero mean if E (X(φ)) = 0, ∀φ ∈ Φ.
Let X be a Φ′β-valued random variable, i.e. X : Ω → Φ′β is a F/B(Φ′β)-measurable map.
We denote by µX the distribution of X , i.e. µX(Γ) = P (X ∈ Γ), ∀Γ ∈ B(Φ′β), and it is a
Borel probability measure on Φ′β . For each φ ∈ Φ we denote by X [φ] the real-valued random
variable defined by X [φ](ω) := X(ω)[φ], for all ω ∈ Ω. Then, the mapping φ 7→ X [φ] defines a
cylindrical random variable. We will say that a Φ′β-valued random variable X is n-integrable if
the cylindrical random variable defined by X is n-integrable.
Let J = R+ := [0,∞) or J = [0, T ] for T > 0. We say that X = {Xt}t∈J is a cylindrical
process in Φ′ if Xt is a cylindrical random variable for each t ∈ J . Clearly, any Φ′β-valued
stochastic processes X = {Xt}t∈J defines a cylindrical process under the prescription: X [φ] =
{Xt[φ]}t∈J , for each φ ∈ Φ. We will say that it is the cylindrical process associated to X .
If X is a cylindrical random variable in Φ′, a Φ′β-valued random variable Y is a called a
version of X if for every φ ∈ Φ, X(φ) = Y [φ] P-a.e. A Φ′β-valued processes Y = {Yt}t∈J is said
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to be a Φ′β-valued version of the cylindrical process X = {Xt}t∈J on Φ′ if for each t ∈ J , Yt is
a Φ′β-valued version of Xt.
For a Φ′β-valued process X = {Xt}t∈J terms like continuous, ca`dla`g, {Ft}-adapted, pre-
dictable, etc. have the usual (obvious) meaning.
Throughout this work we will make the following convention: whenever we prove that a
process has a predictable/adapted/ca´dla´g version, we always replace the original process with
these version, without further comment.
A Φ′β-valued random variableX is called regular if there exists a weaker countably Hilbertian
topology θ on Φ such that P(ω : X(ω) ∈ Φ′θ) = 1. Furthermore, a Φ′β-valued process Y = {Yt}t∈J
is said to be regular if Yt is a regular random variable for each t ∈ J .
The following result contains some useful properties of Φ′β- valued regular processes. The
proof is standard so we omit it.
Proposition 2.1. Let X = {Xt}t∈J and Y = {Yt}t∈J be Φ′β- valued regular stochastic processes
such that for each φ ∈ Φ, X [φ] = {Xt[φ]}t∈J is a version of Y = {Yt[φ]}t∈J . Then X is a version
of Y . Furthermore, if X and Y are right-continuous then they are indistinguishable processes.
We will need the following important result several times in this article.
Theorem 2.2 ([13], Theorem 4.3). Let X = {Xt}t≥0 be a cylindrical process in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = {Xt(φ)}t≥0 has a continuous (respectively
ca`dla`g) version.
(2) There exists n ∈ N and a continuous Hilbertian semi-norm ̺ on Φ such that for all T > 0
there exists C(T ) > 0 such that
E
(
sup
t∈[0,T ]
|Xt(φ)|n
)
≤ C(T )̺(φ)n, ∀φ ∈ Φ. (2.1)
Then, there exists a continuous Hilbertian semi-norm q on Φ, ̺ ≤ q, such that i̺,q is Hilbert-
Schmidt and there exists a Φ′q-valued continuous (respectively ca`dla`g) process Y = {Yt}t≥0,
satisfying:
(a) For every φ ∈ Φ, Y [φ] = {Yt[φ]}t≥0 is a version of X(φ) = {Xt(φ)}t≥0,
(b) For every T > 0, E
(
supt∈[0,T ] q
′(Yt)
n
)
<∞.
Furthermore, Y is a Φ′β-valued continuous (respectively ca`dla`g)regular version of X that is
unique up to indistinguishable versions.
2.3 Martingales in the Strong Dual of a Nuclear Space
Let T > 0 and n ∈ N. We denote by MnT (R) the space of real-valued {Ft}-adapted zero-mean
n-th integrable ca`dla`g martingales defined on [0, T ] and by Mn,locT (R) the space of all the real-
valued processes defined on [0, T ] that are locally in MnT (R). Recall that MnT (R) is a Banach
space when equipped with the norm ||·||MnT (E) defined by (see [10], Proposition 3.9, p.79):
||M ||nMn
T
(R) = E
(
sup
t∈[0,T ]
|Mt|n
)
, ∀M ∈MnT (R). (2.2)
On the other hand, we equip the space Mn,locT (R) with the vector topology Tn,loc generated by
the local base of neighbourhoods of zero {Oǫ,δ : ǫ > 0, δ > 0}, where Oǫ,δ is given by
Oǫ,δ =
{
M ∈ Mn,locT (R) : P
(
ω ∈ Ω : sup
t∈[0,T ]
|Mt(ω)|n > ǫ
)
< δ
}
. (2.3)
Then, equipped with the topology Tn,loc the space Mn,locT (R) is a complete, metrizable topo-
logical vector space.
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We will say that a cylindrical process M = {Mt}t≥0 in Φ′ is a cylindrical zero mean n-th
integrable ca`dla`g martingale in Φ′ (respectively a cylindrical locally zero mean n-th integrable
ca`dla`g martingale in Φ′) if for each φ ∈ Φ,M(φ) = {Mt(φ)}t≥0 belongs toMnT (R) (respectively
to Mn,locT (R)).
We denote byMnT (Φ′β) (respectively byMn,locT (Φ′β)) the linear space of all Φ′β-valued regular
ca`dla`g processes such that the associated cylindrical process is a cylindrical zero-mean n-th
integrable ca`dla`g martingale (respectively a cylindrical locally zero mean n-th integrable ca`dla`g
martingale) in Φ′.
The following result is based on Theorems 3.1 and 5.2 of [13]. It will play a fundamental
role in our construction of the (strong) stochastic integral.
Theorem 2.3. Let M = {Mt}t∈[0,T ] be a cylindrical zero-mean n-th integrable ca`dla`g mar-
tingale (respective a cylindrical locally zero-mean n-th integrable ca`dla`g martingale) in Φ′ such
that for each t ∈ [0, T ] the map Mt : Φ → L0 (Ω,F ,P) is continuous. Then, there exists
M˜ = {M˜t}t∈[0,T ] in MnT (Φ′β) (respectively in Mn,locT (Φ′β)) that is a version of M .
Moreover, if M˜ ∈ MnT (Φ′β) for n ≥ 2, then for each T > 0 there exists a continuous
Hilbertian semi-norm q on Φ such that {M˜t}t∈[0,T ] is a Φ′q-valued zero-mean ca`dla`g martingale
satisfying E
(
supt∈[0,T ] q
′(M˜t)
n
)
<∞.
Furthermore, if for each φ ∈ Φ the real-valued process {Mt(φ)}t∈[0,T ] has a continuous
version, then M˜ can be chosen to be continuous.
In what follows we will introduce some topologies on the space MnT (Φ′β). We will need the
following result:
Proposition 2.4. Let n ∈ N. The mapping from MnT (Φ′β) into L(Φ,MnT (R)) given by
M 7→ (φ 7→M [φ] = {Mt[φ]}t∈[0,T ]) , (2.4)
is a linear isomorphism.
Proof. It is easy to check that the map (2.4) is well-defined and that it is linear. Moreover, it
is also injective because its kernel only contains the zero vector of MnT (Φ′β).
Now, let A ∈ L(Φ,MnT (R)). Then, A defines a cylindrical process in Φ′ such that for each
φ ∈ Φ, Aφ = {(Aφ)t}t∈[0,T ] ∈ MnT (R) and such that for each t ∈ [0, T ] the map φ 7→ (Aφ)t
from Φ into L0 (Ω,F ,P) is continuous. Therefore, from Theorem 2.3 there existsM ∈ MnT (Φ′β)
that is a version of the cylindrical process defined by A, i.e. for each t ∈ [0, T ], P-a.e. we have
Mt[φ] = (Aφ)t, for all φ ∈ Φ. Hence, the map (2.4) is surjective. 
Now we proceed to introduce vector topologies on the space MnT (Φ′β). First, we identify
each M in MnT (Φ′β) with the corresponding element φ 7→M [φ] in L(Φ,MnT (R)) given by (2.4)
(Proposition 2.4). Then, on MnT (Φ′β) we define the topology of bounded (respectively simple)
convergence as the locally convex topology generated by the following family of semi-norms:
M → sup
φ∈B
||M [φ]||Mn
T
(R) = sup
φ∈B
E
(
sup
t∈[0,T ]
|Mt[φ]|n
)1/n
, (2.5)
whereB runs over the bounded (respectively finite) subsets of Φ. Hence, the topology of bounded
(respectively simple) convergence on MnT (Φ′β) is the topology of bounded (respectively simple)
convergence on L(Φ,MnT (R)) defined on MnT (Φ′β) via the isomorphism (2.4).
The next result follows from the corresponding properties of the topologies of bounded and
simple convergence of the space L(Φ,MnT (R)) (See [27], Chapter 39).
Proposition 2.5. Let Φ be a barrelled nuclear space. Then, the spaceMnT (Φ′β) is quasi-complete
equipped with either the topology of bounded convergence or the topology of simple convergence.
If additionally Φ is bornological, then MnT (Φ′β) is complete when equipped with the topology of
bounded convergence.
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2.4 Le´vy Processes in the Dual of a Nuclear Space
In this section we review basic properties of Le´vy processes taking values in the dual of a nuclear
space. For further details see [14].
Let Φ be a barrelled nuclear space. A Φ′β-valued process L = {Lt}t≥0 is called a Le´vy process
if (i) L0 = 0 a.s., (ii) L has independent increments, i.e. for any n ∈ N, 0 ≤ t1 < t2 < · · · <
tn <∞ the Φ′β-valued random variables Lt1 , Lt2 −Lt1 , . . . , Ltn −Ltn−1 are independent, (iii) L
has stationary increments, i.e. for any 0 ≤ s ≤ t, Lt − Ls and Lt−s are identically distributed,
and (iv) For every t ≥ 0 the distribution µt of Lt is a Radon measure and the mapping t 7→ µt
from R+ into the space M
1
R(Φ
′
β) of Radon probability measures on Φ
′
β is continuous at 0 when
M
1
R(Φ
′
β) is equipped with the weak topology.
Recall that a Wiener process is a Φ′β-valued continuous Le´vy process W = {Wt}t≥0. Every
Wiener process W is a Gaussian process and for such a process W there exists m ∈ Φ′β and
a continuous Hilbertian semi-norm Q on Φ, called respectively the mean and the covariance
functional of W , such that
E (Wt[φ]) = tm[φ], ∀φ ∈ Φ, t ≥ 0. (2.6)
E ((Wt − tm) [φ] (Ws − sm) [ϕ]) = (t ∧ s)Q(φ, ϕ), ∀φ, ϕ ∈ Φ, s, t ≥ 0. (2.7)
where in (2.7) Q(·, ·) corresponds to the continuous, symmetric, non-negative bilinear form on
Φ× Φ associated to Q (see [18], Theorem 2.7.1).
Theorem 2.6 ([14], Corollary 3.11). Let L = {Lt}t≥0 be a Φ′β-valued Le´vy process. Then, L
has a Φ′β-valued, regular, ca`dla`g version L˜ = {L˜t}t≥0 that is also a Le´vy process. Moreover,
there exists a weaker countably Hilbertian topology ϑL on Φ such that L˜ is a (Φ˜ϑL)
′
β-valued
ca`dla`g process.
From now on we will always identify a Le´vy process L with its ca`dla`g version L˜ given
in Theorem 2.6. We also assume that L is {Ft}-adapted and we strengthen the property of
independent increments of L by assuming that Lt − Ls is independent of Fs for all 0 ≤ s < t.
For the Le´vy process L = {Lt}t≥0, we define by ∆Lt := Lt −Lt− the jump of the process L
at the time t ≥ 0. The fact that L is a (Φ˜ϑL)′β-valued ca`dla`g process shows that ∆L = {∆Lt}t≥0
is a stationary Poisson point processes on
(
Φ′β \ {0},B(Φ′β \ {0})
)
. Then N = {N(t, A) : t ≥
0, A ∈ B(Φ′β \ {0})}, defined by the prescription:
N(t, A) = # {0 ≤ s ≤ t : ∆Ls ∈ A} =
∑
0≤s≤t
1A (∆Ls) , ∀ t ≥ 0, A ∈ B(Φ′β \ {0}),
is the Poisson random measure associated to ∆L with respect to the ring A of all the subsets
of Φ′β \ {0} that are bounded below (i.e. A ∈ A if 0 /∈ A, where A is the closure of A).
Let ν be the characteristic measure of ∆L, i.e. the Borel measure on Φ′β with ν({0}) = 0
and that satisfies:
E (N(t,Γ)) = tν(Γ), ∀ t ≥ 0, Γ ∈ B (Φ′β \ {0}) .
Clearly, ν(A) <∞ for every A ∈ A. Moreover, ν is a Le´vy measure on Φ′β in the following sense
(see [14], Theorem 4.12):
(1) ν({0}) = 0,
(2) for each neighborhood of zero U ⊆ Φ′β , the restriction ν
∣∣
Uc
of ν on the set U c belongs to
the space MbR(Φ
′
β) of bounded Radon measures on Φ
′
β ,
(3) there exists a continuous Hilbertian semi-norm ρ on Φ such that∫
Bρ′ (1)
ρ′(f)2ν(df) <∞, and ν∣∣
Bρ′(1)
c ∈MbR(Φ′β), (2.8)
where we recall that Bρ′(1) := {f ∈ Φ′ : ρ′(f) ≤ 1} = Bρ(1)0.
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Furthermore, because ν is a Le´vy measure on Φ′β it follows that ν is a σ-finite Radon measure
(see [14], Proposition 4.9). We will refer to ν as the Le´vy measure of the Le´vy process L.
Let A ∈ B(Φ′β) with ν(A) < ∞. For each t ≥ 0 the Poisson integral with respect to N is
defined by ∫
A
f N(t, df) =
∑
0≤s≤t
∆Ls1A (∆Ls) . (2.9)
The Poisson integral defined above is a {Ft}-adapted Φ′β-valued ca`dla`g Le´vy process (see [14],
Proposition 4.2). If
∫
A
|f [φ]| ν(df) < ∞ for each φ ∈ Φ, then for each t ≥ 0 we define the
compensated Poisson integral with respect to N by∫
A
f N˜(t, df)[φ] =
∫
A
fN(t, df)[φ]− t
∫
A
f [φ]ν(df), ∀φ ∈ Φ. (2.10)
The process
{∫
A f N˜(t, df) : t ≥ 0
}
is a Φ′β-valued, zero-mean, square integrable, {Ft}-adapted,
ca`dla`g Le´vy process (in particular it belongs to M2T (Φ′β)). Moreover, for each t ≥ 0, if∫
A |f [φ]|2 ν(df) <∞, for each φ ∈ Φ, then
E
(∣∣∣∣∫
A
f N˜(t, df)[φ]
∣∣∣∣2
)
= t
∫
A
|f [φ]|2 ν(df), ∀φ ∈ Φ. (2.11)
Theorem 2.7 (Le´vy-Itoˆ decomposition; [14], Theorem 4.18). Let L = {Lt}t≥0 be a Φ′β-valued
Le´vy process. Then, for each t ≥ 0 it has the following representation
Lt = tm+Wt +
∫
Bρ′ (1)
fN˜(t, df) +
∫
Bρ′ (1)
c
fN(t, df) (2.12)
where
(1) m ∈ Φ′β,
(2) ρ is a continuous Hilbertian semi-norm on Φ such that the Le´vy measure ν of L satisfies
(2.8) and Bρ′(1) := {f ∈ Φ′β : ρ′(f) ≤ 1} ⊆ Φ′β is bounded, closed, convex and balanced,
(3) {Wt}t≥0 is a Φ′β-valued Wiener process with mean-zero and covariance functional Q,
(4)
{∫
Bρ′ (1)
fN˜(t, df) : t ≥ 0
}
is a Φ′β-valued mean-zero, square integrable, ca`dla`g Le´vy process
with second moments given by
E
∣∣∣∣∣
∫
Bρ′ (1)
fN˜(t, df)[φ]
∣∣∣∣∣
2
 = t ∫
Bρ′ (1)
|f [φ]|2 ν(df), ∀ t ≥ 0, φ ∈ Φ,
(5)
{∫
Bρ′ (1)
c fN(t, df) : t ≥ 0
}
is a Φ′β-valued ca`dla`g Le´vy process defined by means of a Poisson
integral with respect to the Poisson random measure N of L on the set Bρ′(1)
c.
All the random components of the decomposition (2.12) are independent.
3 Cylindrical Martingale-Valued Measures
Assumption 3.1. Throughout this article Φ is a locally convex space and Ψ is a quasi-complete,
bornological, nuclear space.
Definition 3.2. Let U be a topological space and consider a ringR ⊆ B(U) that generates B(U).
A cylindrical martingale-valued measure on R+×R is a collectionM = (M(t, A) : t ≥ 0, A ∈ R)
of cylindrical random variables in Φ′ such that:
(1) ∀A ∈ R, M(0, A)(φ) = 0 P-a.s., ∀φ ∈ Φ.
(2) ∀t ≥ 0, M(t, ∅)(φ) = 0 P-a.s. ∀φ ∈ Φ and if A,B ∈ R are disjoint then
M(t, A ∪B)(φ) =M(t, A)(φ) +M(t, B)(φ)P-a.s., ∀φ ∈ Φ.
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(3) ∀A ∈ R, (M(t, A) : t ≥ 0) is a cylindrical zero-mean square integrable ca`dla`g martingale.
(4) For disjoint A,B ∈ R, E (M(t, A)(φ)M(s,B)(ϕ)) = 0, for each t, s ≥ 0, φ, ϕ ∈ Φ.
Moreover, we say that M has independent increments if whenever 0 ≤ s < t, M((s, t], A)(φ) :=
(M(t, A)−M(s, A))(φ) is independent of Fs, for all A ∈ R, φ ∈ Φ.
We will construct stochastic integrals with respect to the following class of cylindrical
martingale-valued measures:
Definition 3.3. A cylindrical martingale-valued measure M on R+ × R with independent
increments is said to be nuclear if for each A ∈ R and 0 ≤ s < t,
E
(
|M((s, t], A)(φ)|2
)
=
∫ t
s
∫
A
qr,u(φ)
2µ(du)λ(dr), ∀φ ∈ Φ. (3.1)
where
(1) µ is a σ-finite measure on (U,B(U)) satisfying µ(A) <∞, ∀A ∈ R,
(2) λ is a σ-finite measure on (R+,B(R+)), finite on bounded intervals,
(3) {qr,u : r ∈ R+, u ∈ U} is a family of continuous Hilbertian semi-norms on Φ, such that
for each φ, ϕ in Φ, the map (r, u) 7→ qr,u(φ, ϕ) is B(R+) ⊗ B(U)/B(R+)-measurable and
bounded on [0, T ]×U for all T > 0. Here, qr,u(·, ·) denotes the positive, symmetric, bilinear
form associated to the Hilbertian semi-norm qr,u.
Example 3.4. Let Φ be a nuclear space. A Φ′β-valued continuous zero-mean Gaussian process
W = {Wt}t≥0 is called a generalized Wiener process if (see [5, 7]):
(1) W is {Ft}-adapted,
(2) Wt −Ws is independent of Fs, for 0 ≤ s < t,
(3)
E (Wt[φ]Ws[ϕ]) =
∫ t∧s
0
qr(φ, ϕ)dr, ∀ t, s ∈ R+, φ ∈ Φ. (3.2)
where {qr : r ∈ R+} is a family of continuous Hilbertian semi-norms on Φ, such that the map
r 7→ qr(φ, ϕ) is Borel measurable and bounded on finite intervals, for each φ, ϕ in Φ. As in
Definition 3.3, qr(·, ·) denotes the positive, symmetric, bilinear form associated to the Hilbertian
semi-norm qr. It is clear that every Φ
′
β-valued Wiener processW is a generalized Wiener process
and that if Q is the covariance functional of W , one has (3.2) with qr = Q, for all r ∈ R+.
Is easy to see from the definition of W and from Definition 3.3 that if we take M given by
M(t, A) =Wtδ0(A), ∀ t ∈ R+, A ∈ B({0}), (3.3)
thenM defines a cylindrical martingale-valued measure with independent increments. Moreover,
for each 0 ≤ s < t, we have:
E
(
|M((s, t], {0})[φ]|2
)
=
∫ t
s
qr(φ)
2dr, ∀φ ∈ Φ, (3.4)
and hence M is nuclear, where with respect to the notation in Definition 3.3 we have: (i) U =
{0}, R = B({0}) and µ = δ0. (ii) λ is the Lebesgue measure on (R+,B(R+)), and (iii) qr,0 = qr,
where {qr : r ∈ R+} are as given above.
Example 3.5. Let Φ be a barrelled nuclear space and let L be a Φ′β-valued Le´vy process with
Le´vy-Itoˆ decomposition (2.12). Let U ∈ B(Φ′β) be such that 0 ∈ U and
∫
U
|u[φ]|2 ν(du) < ∞
for every φ ∈ Φ. Take R = {U ∩ Γ : Γ ∈ A} ∪ {0}, and M = (M(t, A) : r ≥ 0, A ∈ R) be given
by
M(t, A) =Wtδ0(A) +
∫
A\{0}
uN˜(t, du), for t ≥ 0, A ∈ R. (3.5)
For each t ≥ 0, A ∈ R, because ∫
A
|u[φ]|2 ν(du) <∞ for every φ ∈ Φ, it follows that M(t, A) is
well-defined. Then, it is easy to check thatM is a nuclear cylindrical martingale-valued measure
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with independent increments. Moreover, for each 0 ≤ s < t, A ∈ R we have:
E
(
|M((s, t], A)[φ]|2
)
= (t− s)
[
Q(φ)2 +
∫
A\{0}
|u[φ]|2 ν(du)
]
, ∀φ ∈ Φ, (3.6)
and hence M is also nuclear. With respect to the notation in Definition 3.3 we have: (i) µ =
δ0 + ν
∣∣
U
, (ii) λ is the Lebesgue measure on (R+,B(R+)), (iii) {qr,f : r ∈ R+, u ∈ U} given by
qr,u(φ) =
{
Q(φ), if u = 0,
|u[φ]| , if u ∈ U \ {0}. (3.7)
We will call M defined in (3.5) a Le´vy martingale-valued measure.
Additionally to the properties of the family of semi-norms {qr,u : r ∈ R+, u ∈ U} given in
Definition 3.3, we will assume they satisfy the following:
Assumption 3.6. For each T > 0 there exists a countable subset D of Φ that is dense in Φqr,u
for each r ∈ [0, T ], u ∈ U .
Proposition 3.7. The Assumption 3.6 is satisfied if either Φ is separable or if Φ is barrelled.
Proof. If Φ is separable then Assumption 3.6 is an immediate consequence of the fact that Φ is
dense in each Φqr,u . If Φ is barrelled, similar arguments to those used in the proof of Theorem
4.2 in [6] show that Assumption 3.6 is satisfied. 
An important consequence of Assumption 3.6 is given in the following proposition. The
proof follows from the same arguments as those used in the proof of Proposition 1.8 in [7].
Proposition 3.8. Let {qr,u} satisfy Assumption 3.6. Let the functions (r, ω, u) 7→ f(r, ω, u) ∈
Φqr,u and (r, ω, u) 7→ g(r, ω, u) ∈ Φqr,u be such that for each φ ∈ Φ, the functions (r, u, ω) 7→
qr,u(f(r, ω, u), φ) and (r, ω, u) 7→ qr,u(g(r, ω, u), φ) are PT ⊗B(U)/B(R+)-measurable. Then, the
function (r, ω, u) 7→ qr,u(f(r, ω, u), g(r, ω, u)) is PT ⊗ B(U)/B(R+)-measurable.
Notation 3.9. Throughout this article and unless otherwise stated, M will denote a nuclear
cylindrical martingale valued measure on R+ ×R and satisfying (3.1) for µ, λ and {qr,u} as in
Definition 3.3. Also, the family of semi-norms {qr,u} will satisfy Assumption 3.6. Furthermore
we fix an arbitrary T > 0.
4 The Weak Stochastic Integral
4.1 The Weak Stochastic Integral for Integrands with Square Moments
We start by introducing the space of integrands.
Definition 4.1. Let Λ2w(M ;T ) denote the collection of families X = {X(r, ω, u) : r ∈ [0, T ], ω ∈
Ω, u ∈ U} of Hilbert space-valued maps satisfying the following:
(1) X(r, ω, u) ∈ Φqr,u , for all r ∈ [0, T ], ω ∈ Ω, u ∈ U ,
(2) X is qr,u-predictable, i.e. for each φ ∈ Φ, the mapping [0, T ] × Ω × U → R+ given by
(r, ω, u) 7→ qr,u(X(r, ω, u), φ) is PT ⊗ B(U)/B(R+)-measurable.
(3)
||X ||2w,M ;T := E
∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) <∞. (4.1)
Remark 4.2. Note that Proposition 3.8 guaranties that the map (r, ω, u) 7→ qr,u(X(r, ω, u))2 is
PT ⊗ B(U)-measurable and hence the integral in (4.1) is well defined.
When there is no necessity to give emphasis to the dependence of the space Λ2w(M ;T ) with
respect to M , we will denote Λ2w(M ;T ) and ||·||w,M ;T by Λ2w(T ) and ||·||w,T respectively. We
will keep using the shorter notation for the remainder of this section.
With some minor changes, the proof of the following proposition can be carried out following
similar arguments to those in the proof of Proposition 2.4 in [7].
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Proposition 4.3. Λ2w(T ) is a Hilbert space when equipped with the inner product 〈· , ·〉w,T
corresponding to the Hilbertian norm ||X ||w,M ;T .
Now, we define a class of simple families of random variables contained in Λ2w(T ).
Definition 4.4. Let Sw(T ) be the collection of all the families X = {X(r, ω, u) : r ∈ [0, T ], ω ∈
Ω, u ∈ U} of Hilbert space valued maps of the form:
X(r, ω, u) =
n∑
i=1
m∑
j=1
1]sj ,tj] (r)1Fj (ω)1Ai (u) iqr,uφi,j , (4.2)
for all r ∈ [0, T ], ω ∈ Ω, u ∈ U , where m, n ∈ N, and for i = 1, . . . , n, j = 1, . . . ,m,
0 ≤ sj < tj ≤ T , Fj ∈ Fsj , Ai ∈ R and φi,j ∈ Φ.
It is easy to check that Sw(T ) is a subspace of Λ2w(T ). Moreover, we have the following:
Proposition 4.5. Sw(T ) is dense in Λ
2
w(T ).
Proof. Let Cw(T ) be the collection of all families of Hilbert space valued maps Y = {Y (r, ω, u) :
r ∈ [0, T ], ω ∈ Ω, u ∈ U} taking the simple form
Y (r, ω, u) = 1]s,t] (r)1F (ω)1A (u) iqr,uφ, ∀ t ∈ [0, T ], ω ∈ Ω, u ∈ U, (4.3)
where 0 ≤ s < t ≤ T , F ∈ Fs, A ∈ R and φ ∈ Φ.
Is clear from (4.2) and (4.3) that Cw(T ) spans Sw(T ). Our objective is then to prove that
the only element of Λ2w(T ) that is orthogonal to Cw(T ) is the zero family (to be precise, its
equivalence class). This will imply that Sw(T ) is dense in Λ
2
w(T ).
To do this, let X ∈ Λ2w(T ). If Y ∈ Sw(T ) is of the form (4.3), then we have that
〈X , Y 〉w,T =
∫
F
∫ t
s
∫
A
qr,u(X(r, ω, u), iqr,uφ)µ(du)λ(dr)P(dω). (4.4)
Assume that X ∈ Cw(T )⊥, where Cw(T )⊥ denotes the orthogonal complement of Cw(T ) in
Λ2w(T ). Hence, it follows from (4.4) that X satisfies:∫
F
∫ t
s
∫
A
qr,u(X(r, ω, u), iqr,uφ)µ(du)λ(dr)P(dω) = 0, (4.5)
for all 0 ≤ s < t ≤ T , F ∈ Fs, A ∈ R and φ ∈ Φ.
Moreover, as PT ⊗B(U) is generated by the family of all subsets of [0, T ]×Ω×U of the form
G =]s, t] × F × A, where 0 ≤ s < t ≤ T , F ∈ Fs, A ∈ R; then (4.5) and the Fubini theorem
implies that qr,u(X(r, ω, u), iqr,uφ) = 0 λ ⊗ P ⊗ µ-a.e., for all φ ∈ Φ. Furthermore, as for each
(r, u) ∈ [0, T ]× U , iqr,u(Φ) is dense in Φqr,u , then it follows that X(r, ω, u) = 0 λ ⊗ P ⊗ µ-a.e.
Thus, Cw(T )
⊥ = {0} and hence Sw(T ) is dense in Λ2w(T ). 
Now we define the weak stochastic integral for the elements of Sw(T ). Let X ∈ Sw(T ) be of
the form (4.2). We can always assume (taking a smaller partition if needed) that:
for k 6= j, ]sk, tk]∩ ]sj , tj ] 6= ∅ ⇒ ]sk, tk] = ]sj , tj] and Fk ∩ Fj = ∅. (4.6)
Then, for such an X we define
IwT (X) =
n∑
i=1
m∑
j=1
1FjM((sj , tj ], Ai)(φi,j). (4.7)
It is easy to see from the finite-additivity of M on R and the linearity on Φ of M(t, A) for
any t ≥ 0, A ∈ R, that IwT (X) is independent (up to modifications) of the representation of
X ∈ Sw(T ) (i.e. of the expression of X as in (4.2)). Furthermore, we have the following:
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Theorem 4.6. For every X ∈ Sw(T ),
E (IwT (X)) = 0, E
(
|IwT (X)|2
)
= ||X ||2w,T . (4.8)
Moreover, the map IwT : Sw(T )→ L2 (Ω,F ,P), X 7→ IwT (X), is a linear isometry.
Proof. Let X ∈ Sw(T ) be of the form (4.2) and satisfying (4.6). From the definition of IwT (X)
in (4.7), the independent increments of M and Definition 3.2(3), we have
E (IwT (X)) =
n∑
i=1
m∑
j=1
P(Fj)E (M((sj , tj ], Ai)(φi,j)) = 0.
Now, note that from the orthogonality of M on the ring A (Definition 3.2(4)) we have that
E (M((sj , tj ], Ai)(φi,j) ·M((sl, tl], Ak)(φk,l)) = 0.
for each i, k = 1, . . . , n, j, l = 1, . . . ,m, i 6= k, j 6= l. Then,
E
(
|IwT (X)|2
)
=
n∑
i,k=1
m∑
j,l=1
E
(
1FjM((sj , tj ], Ai)(φi,j)1FlM((sl, tl], Ak)(φk,l)
)
(4.9)
=
n∑
i=1
m∑
j=1
P(Fj)E
(
|M((sj , tj ], Ai)(φi,j)|2
)
=
n∑
i=1
m∑
j=1
P(Fj)
∫ tj
sj
∫
Ai
qr,u(φi,j)
2µ(du)λ(dr)
= E
∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr)
= ||X ||2w,T .
The linearity of the map IwT : Sw(T )→ L2 (Ω,F ,P) follows from the properties (2) and (3) of
M in Definition 3.2. Finally, that IwT is an isometry is a consequence of (4.8). 
Now, from Proposition 4.5 and Theorem 4.6, the map IwT extends to a linear isometry from
Λ2w(T ) into L
2 (Ω,F ,P), that we still denote by IwT . Moreover, from (4.8) we have the following
Itoˆ isometry
E
(
|IwT (X)|2
)
= ||X ||2w,T , ∀X ∈ Λ2w(T ). (4.10)
For 0 ≤ t ≤ T , X ∈ Λ2w(T ), it is clear that 1[0,t]X ∈ Λ2w(T ) and hence we can define a real-valued
process Iw(X) = {Iwt (X)}t≥0 by means of the prescription
Iwt (X) := I
w
T (1[0,t]X), ∀ t ∈ [0, T ]. (4.11)
The process Iw(X) will be called the weak stochastic integral of X , and sometimes we denote it
by
{∫ t
0
∫
U X(r, u)M(dr, du) : t ∈ [0, T ]
}
. Some of the properties of the weak stochastic integral
are given in the following theorem.
Theorem 4.7. For each X ∈ Λ2w(T ), Iw(X) = {Iwt (X)}t∈[0,T ] is a real-valued zero-mean,
square integrable, ca`dla`g martingale with second moments given by
E
(
|Iwt (X)|2
)
= E
∫ t
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr), ∀ t ∈ [0, T ]. (4.12)
Moreover, Iw(X) is mean square continuous and it has a predictable version. Furthermore,
the mapping Iw : Λ2w(T ) → M2T (R) given by X 7→ Iw(X) = {Iwt (X)}t∈[0,T ] is linear and
continuous.
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Proof. Let X ∈ Sw(T ) be of the form (4.2) and satisfying (4.6). From (4.7), (4.11), the
independent increments of M , Definition 3.2(3) and (4.8) it follows that Iw(X) ∈ M2T (R).
Moreover, similar calculations to those used in (4.9) shows that Iw(X) satisfies (4.12).
Now, if X ∈ Λ2w(T ) there exist a sequence {Xk}k∈N ⊆ Sw(T ) that converges to X in Λ2w(T )
(Proposition 4.5). Then, from the linearity of the weak integral, (4.10), Doob’s inequality and
the completeness of M2T (R), we have that {Iw(Xk)}k∈N converges to Iw(X) in M2T (R), and
hence Iw(X) ∈ M2T (R). Moreover, because each Xk satisfies (4.12), the fact that {Iwt (Xk)}k∈N
converges to Iwt (X) in L
2 (Ω,F ,P) for each t ∈ [0, T ] implies that Iwt (X) satisfies (4.12). Then
for every X ∈ Λ2w(T ) it follows from Doob’s inequality and (4.10) that
||Iw(X)||2M2
T
(R) = E
(
sup
t∈[0,T ]
|Iwt (X)|2
)
≤ 4T E
(
|IwT (X)|2
)
= 4T ||X ||2w,T , (4.13)
and so the linear map Iw : Λ2w(T )→M2T (R), X 7→ Iw(X) = {Iwt (X)}t∈[0,T ], is continuous.
To prove the mean square continuity property, note that if X ∈ Λ2w(T ), then it follows from
(4.12) that for any 0 ≤ s ≤ t ≤ T we have:
E
(
|Iwt (X)− Iws (X)|2
)
= E
∫ t
s
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) ≤ ||X ||2w,T ,
and hence from an application of the dominated convergence theorem we have
E
(
|Iwt (X)− Iws (X)|2
)
→ 0 as s→ t, or t→ s.
Thus, Iw(X) is mean square continuous. Now, as Iw(X) is {Ft}-adapted and stochastically
continuous it has a predictable version (see [31], Proposition 3.21, p.27). 
Definition 4.8. We call the map Iw defined in Theorem 4.7 the weak stochastic integral map-
ping.
Proposition 4.9. If for each A ∈ R and φ ∈ Φ, the real-valued process (M(t, A)(φ) : t ≥ 0) is
continuous, then for each X ∈ Λ2w(T ) the stochastic integral Iw(X) is a continuous process.
Proof. The result follows clearly from the definition of Iw(X) for X ∈ Sw(T ) and this can be
extended by the denseness of Sw(T ) in Λ2w(T ) to any X ∈ Λ2w(T ). 
4.2 Properties of the Weak Stochastic Integral
In this section we obtain some properties of the weak stochastic integral. The following result
can be proven using similar arguments to those in the proof of Lemma 4.9 in [10], p.94-5.
Proposition 4.10. Let X ∈ Λ2w(T ) and σ be an {Ft}-stopping time such that P(σ ≤ T ) = 1.
Then, P-a.e.
Iwt (1[0,σ]X) = I
w
t∧σ(X), ∀ t ∈ [0, T ]. (4.14)
Proposition 4.11. Let 0 ≤ s0 < t0 ≤ T and F0 ∈ Fs0 . Then, for every X ∈ Λ2w(T ), P-a.e. we
have
Iwt (1]s0,t0]×F0X) = 1F0
(
Iwt∧t0(X)− Iwt∧s0(X)
)
, ∀ t ∈ [0, T ]. (4.15)
Proof. Let X be of the simple form:
X(r, ω, u) = 1]s1,t1] (r)1F1 (ω)1A (u) iqr,uφ, ∀ r ∈ [0, T ], ω ∈ Ω, u ∈ U, (4.16)
where 0 ≤ s1 < t1 ≤ T , F1 ∈ Fs1 , A ∈ R and φ ∈ Φ. Then, for such simple X one can
easily check that 1]s0,t0]×F0X belongs to Sw(T ) and that (4.15) is satisfied. The linearity of the
integral implies that (4.15) is valid for any X ∈ Sw(T ). Moreover, by the denseness of Sw(T ) in
Λ2w(T ) and the continuity of the weak stochastic integral mapping I
w (Theorem 4.7), it follows
that (4.15) is satisfied for every X ∈ Λ2w(T ). 
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We finalize this section with the following result that will be of great importance our study
in Section 7 of SPDEs driven by general Le´vy noise. We omit its proof as it can be proven by
following similar artuments to those in the proof of Proposition 3.7 in [7].
Proposition 4.12. Let N1, N2 be two nuclear cylindrical martingale-valued measures with
independent increments on R+×R, each with covariance structure as in (3.1) determined by the
family {pjr,u}r,u of continuous Hilbertian semi-norms on Φ and measures λj = λ, µj = µ, for j =
1, 2; all of them satisfying the conditions given in Definition 3.3. Assume furthermore that for
all A,B ∈ R and all φ, ϕ ∈ Φ, the real valued processes {N1(t, A)(φ)}t≥0 and {N2(t, B)(ϕ)}t≥0
are independent. Let M = (M(t, A) : r ≥ 0, A ∈ R) be given by the prescription:
M(t, A) := N1(t, A) +N2(t, A), ∀ t ∈ R+, A ∈ R.
Then, M is also a nuclear cylindrical martingale-valued measure with independent increments on
R+ ×R, with covariance structure determined by λ, µ and the family of continuous Hilbertian
semi-norms {qr,u}r,u satisfying qr,u(φ)2 = p1r,u(φ)2 + p2r,u(φ)2 for all r ≥ 0, u ∈ U , φ ∈ Φ.
Moreover, if X ∈ Λ2w(M ;T ) we have:
(1) For each j = 1, 2, {ipjr,u,qr,uX(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈ Λ2w(Nj ;T ).
(2) P-a.e., for all t ∈ [0, T ] we have,∫ t
0
∫
U
X(r, u)M(dr, du) =
∫ t
0
∫
U
ip1r,u,qr,uX(r, u)N1(dr, du)
+
∫ t
0
∫
U
ip2r,u,qr,uX(r, u)N2(dr, du).
4.3 An Extension of The Class of Integrands
The final step in our construction of the weak stochastic integral is to extend it to the following
families of random variables with only almost sure second moments:
Definition 4.13. Let Λ2,locw (M ;T ) denote the collection of families X = {X(r, ω, u) : r ∈
[0, T ], ω ∈ Ω, u ∈ U} of Hilbert space-valued maps satisfying the following conditions:
(1) X(r, ω, u) ∈ Φqr,u , for all r ∈ [0, T ], ω ∈ Ω, u ∈ U ,
(2) X is qr,u-predictable, i.e. for each φ ∈ Φ, the mapping [0, T ] × Ω × U → R+ given by
(r, ω, u) 7→ qr,u(X(r, ω, u), φ) is PT ⊗ B(U)-measurable.
(3)
P
(
ω ∈ Ω :
∫ T
0
∫
U
qr,u(X(r, ω, u))
2µ(du)λ(dr) <∞
)
= 1. (4.17)
As before, we will sometimes denote Λ2,locw (M ;T ) by Λ
2,loc
w (T ) when is clear to which cylin-
drical martingale-valued measure M we are referring.
We equip the linear space Λ2,locw (T ) with the vector topology T M2,loc generated by the local
base of neighbourhoods of zero {Γǫ,δ : ǫ > 0, δ > 0}, where Γǫ,δ is given by
Γǫ,δ =
{
X ∈ Λ2,locw (T ) : P
(
ω ∈ Ω :
∫ T
0
∫
U
qr,u(X(r, ω, u))
2µ(du)λ(dr) > ǫ
)
≤ δ
}
.
Proposition 4.14. (Λ2,locw (T ), T M2,loc) is a complete, metrizable topological vector space.
Proof. On Λ2,locw (T ), we introduce the translation invariant metric dΛ given by
dΛ(X,Y ) = E
[
G
(∫ T
0
∫
U
qr,u(X(r, u)− Y (r, u))2µ(du)λ(dr)
)]
, ∀X,Y ∈ Λ2,locw (T ),
where G : R→ R is given by G(x) = x1+x , for each x ∈ R. It is easy to show that dΛ generates
a vector topology equivalent to T M2,loc. Therefore, (Λ2,locw (T ), T M2,loc) is a metrizable topological
vector space. The proof of the completeness can be carried out by following similar arguments
to those used in the proof of Proposition 2.4 in [7]. 
14
Remark 4.15. If P is an atomless measure (see [4], Definition 1.12.7, p.55) we can show
using similar arguments to those in used in Remarque 1 of Badrikian [3] p.2, that every convex
neighbourhood of zero in Λ2,locw (T ) is identical to it, and hence Λ
2,loc
w (T ) is not locally convex.
The extension of the weak stochastic integral to integrands in Λ2,locw (T ) will utilise the
following result. The proof follows from standard arguments (see Section 4.2 of [10]) by using
the properties of the weak stochastic integral obtained in Theorem 4.7 and Proposition 4.10.
Theorem 4.16. Let X ∈ Λ2,locw (T ). Then,
(1) There exists an increasing sequence {τn}n∈N of {Ft}-stopping times satisfying limn→∞ τn =
T P-a.e. and such that for each n ∈ N, 1[0,τn]X ∈ Λ2w(T ).
(2) There exists a unique Iˆw(X) = {Iˆwt (X)}t∈[0,T ] ∈ M2,locT (R) such that for any sequence of
{Ft}-stopping times {σn}n∈N satisfying limn→∞ σn = T P-a.e. and 1[0,σn]X ∈ Λ2w(T ) for
each n ∈ N, the process Iˆw(X) satisfies:
Iˆwt∧σn(X) = I
w
t (1[0,σn]X), ∀ t ∈ [0, T ], n ∈ N, (4.18)
where the process on the right-hand side of (4.18) is the weak stochastic integral of 1[0,σn]X.
Definition 4.17. For every X ∈ Λ2,locw (T ), we will call the process Iˆw(X) given in Theorem
4.16 the weak stochastic integral of X and denote it by
{∫ t
0
∫
U X(r, u)M(dr, du) : t ∈ [0, T ]
}
.
The property (4.18) allow us to “transfer” the properties of the weak stochastic integral for
integrands in Λ2w(T ) (see Section 4.2) to those in Λ
2,loc
w (T ). We summarize this in the following
result:
Proposition 4.18. Let X ∈ Λ2,locw (T ). Then, all the assertions in Propositions 4.10, 4.11 and
4.12 are valid for the weak stochastic integral Iˆw(X) of X.
As was shown for the weak stochastic integral for integrands in Λ2w(T ), we can also prove
that the extended weak stochastic integral map Iˆw : Λ2,locw (T ) → M2,locT (R), X 7→ Iˆw(X), is
linear and continuous.
The linearity of the map Iˆw follows from (4.18) and the corresponding linearity of the map
Iw : Λ2w(T )→M2T (R). The continuity follows from the following estimate that can by proved
by similar arguments to those used in the proof of Proposition 4.16 in [10], p.104-5.
Proposition 4.19. Assume X ∈ Λ2,locw (T ). Then, for arbitrary a > 0, b > 0,
P
(
sup
t∈[0,T ]
∣∣∣Iˆwt (X)∣∣∣ > a
)
≤ b
a2
+ P
(∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) > b
)
.
Proposition 4.20. The extended weak stochastic integral mapping Iˆw : Λ2,locw (T )→M2,locT (R)
is linear and continuous.
Proof. As the map Iˆw is linear, we need only to show its continuity. Let {Xn}n∈N be a sequence
converging to X in Λ2,locw (T ). As both Λ
2,loc
w (T ) andM2,locT (R) are metrizable, it is sufficient to
prove that {Iˆw(Xn)}n∈N converges to Iˆw(X) in M2,locT (R).
Let ǫ, δ > 0. As {Xn}n∈N converges to X in Λ2,locw (T ), then there exists some Nǫ,δ ∈ N such
that for all n ≥ Nǫ,δ,
P
(∫ T
0
∫
U
qr,u(X(r, u)−Xn(r, u))2µ(du)λ(dr) > δǫ
2
2
)
≤ δ
2
. (4.19)
By linearity of the integral map, Proposition 4.19 and (4.19), for all n ≥ Nǫ,δ, we have
P
(
sup
t∈[0,T ]
∣∣∣Iˆwt (X)− Iˆwt (Xn)∣∣∣ > ǫ
)
≤ δ
2
+ P
(∫ T
0
∫
U
qr,u(X(r, u)−Xn(r, u))2µ(du)λ(dr) > δǫ
2
2
)
≤ δ.
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And hence (see (2.3)) {Iˆw(Xn)}n∈N converges to Iˆw(X) in M2,locT (R). 
4.4 The Stochastic Fubini Theorem
The final topic in our study of the properties of the weak stochastic integral is the stochastic
Fubini theorem that we introduce and prove below. We start by describing the class of integrands
for which the theorem is valid.
Definition 4.21. Let (E, E , ̺) be a σ-finite measure space. We denote by Ξ1,2ω (T,E) the linear
space of all (equivalence classes of) families X = {X(r, ω, u, e) : r ∈ [0, T ], ω ∈ Ω, u ∈ U, e ∈ E}
of Hilbert space-valued maps satisfying the following conditions:
(1) X(r, ω, u, e) ∈ Φqr,u , ∀r ∈ [0, T ], ω ∈ Ω, u ∈ U , e ∈ E.
(2) The map [0, T ]×Ω×U×E→ R+ given by (r, ω, u, e) 7→ qr,u(X(r, ω, u, e), φ) is PT⊗B(U)⊗E-
measurable, for every φ ∈ Φ.
(3)
|||X |||w,T,E :=
∫
E
||X(·, ·, ·, e)||w,T ̺(de) <∞.
It is easy to see that Ξ1,2ω (T,E) is a Banach space when equipped with the norm |||·|||w,T,E .
We will denote by Ξ2,2ω (T,E) the subspace of Ξ
1,2
ω (T,E) comprising all X = {X(r, ω, u, e) : r ∈
[0, T ], ω ∈ Ω, u ∈ U, e ∈ E} satisfying:
|||X |||2w,2,T,E :=
∫
E
||X(·, ·, ·, e)||2w,T ̺(de) <∞.
The space Ξ2,2ω (T,E) is a Hilbert space when equipped with the Hilbertian norm |||·|||w,2,T,E .
Remark 4.22. Properties (1)-(3) of Definition 4.21 together with Fubini’s Theorem imply that
the map e 7→ ||X(·, ·, ·, e)||2w,T is E-measurable. Hence, the map e 7→ X(·, ·, ·, e) ∈ Λ2w(T ) is
E/B(Λ2w(T ))-measurable. Thus, Ξ1,2w (T,E) is a subspace of L1(E, E , ̺; Λ2w(T )) and Ξ2,2w (T,E)
is a subspace of L2(E, E , ̺; Λ2w(T )).
Lemma 4.23. Let X ∈ Ξ1,2w (T ). There exists a sequence {Xn}n∈N ⊆ Ξ2,2w (T ) such that ̺-a.e.
||Xn(·, ·, ·, e)||w,T ≤ ||Xn+1(·, ·, ·, e)||w,T , ∀n ∈ N, and
lim
n→∞
|||X −Xn|||w,T,E = 0.
Proof. First, from Definition 4.21(3), there exists E0 ⊆ E with ̺(E\E0) = 0 such that ∀e ∈ E0,
||X(·, ·, ·, e)||w,T <∞.
Let {Gn}n∈N be an increasing sequence on E such that E0 =
⋃
n∈NGn and such that ∀n ∈ N,
̺(Gn) < ∞. For each n ∈ N, let Xn = {Xn(r, ω, u, e)} be the family of bounded random
variables defined by:
Xn(r, ω, u, e) =
nX(r, ω, u, e)
||X(·, ·, ·, e)||w,T
1{e∈Gn:||X(·,·,·,e)||w,T>n}
(e) (4.20)
+X(r, ω, u, e)1{e∈Gn:||X(·,·,·,e)||w,T≤n} (e) .
The properties (1)-(3) of Definition 4.21 for X imply that Xn satisfies properties (1) and
(2) of Definition 4.21. Moreover, (4.20) implies that |||Xn|||2w,2,T,E ̺(de) ≤ n2̺(Gn) < ∞ and
therefore Xn ∈ Ξ2,2w (T,E).
Now, observe that from the definition of E0 and of the Gns we have:
lim
n→∞
1{e∈E0:||X(·,·,·,e)||w,T>n}
(e) = 0, lim
n→∞
1E0\Gn (e) = 0, ∀e ∈ E. (4.21)
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Hence, from (4.20), (4.21), Definition 4.21(3) and the dominated convergence theorem:
|||X −Xn|||w,T,E
=
∫
E0
1E0\Gn (e) ||X(·, ·, ·, e)||w,T ̺(de)
+
∫
E0
1{e∈Gn:||X(·,·,·,e)||w,T>n}
(e)
∣∣∣∣∣1− n||X(·, ·, ·, e)||w,T
∣∣∣∣∣ ||X(·, ·, ·, e)||w,T ̺(de)
≤
∫
E0
1E0\Gn (e) ||X(·, ·, ·, e)||w,T ̺(de)
+ 2
∫
E0
1{e∈E0:||X(·,·,·,e)||w,T>n}
(e) ||X(·, ·, ·, e)||w,T ̺(de)
→ 0 as n→∞.
Finally, the fact that for every e ∈ E0, ||Xn(·, ·, ·, e)||w,T ≤ ||Xn+1(·, ·, ·, e)||w,T , ∀n ∈ N, follows
from (4.20). 
A proof of the following result can be carried out using similar arguments to those in the
proof of Proposition 4.5.
Lemma 4.24. Let Sw(T,E) denotes the collection of all families X = {X(r, ω, u, e) : r ∈
[0, T ], ω ∈ Ω, u ∈ U, e ∈ E} of Hilbert space-valued maps of the form:
X(r, ω, u, e) =
p∑
l=1
n∑
i=1
m∑
j=1
1]Sj ,tj ] (r)1Fj (w)1Ai (u)1Dl (e) iqr,uφi,j,l, (4.22)
for all r ∈ [0, T ], ω ∈ Ω, u ∈ U , e ∈ E, where m, n, p ∈ N, and for l = 1, . . . , p, i = 1, . . . , n,
j = 1, . . . ,m, 0 ≤ sj < tj ≤ T , Fj ∈ Fj, Ai ∈ R, Dl ∈ E and φi,j,l ∈ Φ. Then, Sw(T,E) is
dense in Ξ2,2w (T,E).
Theorem 4.25 (Stochastic Fubini’s Theorem). Let X ∈ Ξ1,2w (T,E). Then,
(1) For a.e. (r, ω, u) ∈ [0, T ] × Ω × U , the mapping E ∈e 7→ X(r, ω, u, e) ∈ Φqr,u is Bochner
integrable. Moreover,∫
E
X(·, ·, ·, e) ̺ (de) =
{∫
E
X(r, ω, u, e) ̺(de) : r ∈ [0, T ], ω ∈ Ω, u ∈ U
}
∈ Λ2w(T )
(2) The mapping E
∈
e 7→ Iw(X(·, ·, ·, e)) ∈M2T (R) is Bochner integrable. Furthermore,(∫
E
Iw(X(·, ·, ·, e)) ̺ (de)
)
t
=
∫
E
Iwt (X(·, ·, ·, e)) ̺ (de), ∀ t ≥ 0. (4.23)
(3) The following equality holds P-a.e.
Iwt
(∫
E
X(·, ·, ·, e) ̺(de)
)
=
∫
E
Iwt (X(·, ·, ·, e)) ̺(de), ∀ t ∈ [0, T ]. (4.24)
Proof. Assume X ∈ Ξ1,2w (T,E). For convenience we divide the proof into three parts.
Proof of (1). First, from Definition 4.21(2) the mapping (r, ω, u, e) 7→ qr,u(X(r, ω, u, e)) is
PT ⊗ U ⊗ E-measurable, then from the Minkowski inequality for integrals it follows that:∫
[0,T ]×Ω×U
(∫
E
|qr,u(X(r, ω, u, e))| ̺(de)
)2
(λ⊗ P⊗ µ)(d(r, ω, u)) (4.25)
≤
∫
E
(∫
[0,T ]×Ω×U
qr,u(X(r, ω, u, e))
2(λ⊗ P⊗ µ)(d(r, ω, u))
) 1
2
̺(de)
2
= |||X |||2W,T,E <∞
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Therefore, we conclude from (4.25) that∫
E
qr,u(X(r, ω, u, e))̺(de) <∞, for λ⊗ P⊗ µ-a.e.(r, ω, u) ∈ [0, T ]× Ω× U. (4.26)
Now, as for fixed (r, ω, u) the map e 7→ qr,u(X(r, ω, u, e)) is E-measurable, then the map e 7→
X(r, ω, u, e) is E/B(Φqr,u)-measurable. Hence, because the Hilbert space Φqr,u is separable it
follows that the map e 7→ X(r, ω, u, e) is strongly measurable. Moreover, (4.26) implies that for
almost every (r, ω, u) the map e 7→ X(r, ω, u, e) is Bochner integrable.
To prove the second statement, let Γ0 ⊆ [0, T ] × Ω × U be such that (4.26) is satisfied.
Then, for every (r, ω, u) ∈ Γ0 the Bochner integral
∫
E
X(r, ω, u, e)̺(de) ∈ Φqr,u exists. For
(r, ω, u) ∈ Γc0 we define
∫
E X(r, ω, u, e)̺(de) = 0. Thus, the family
∫
E X(·, ·, ·, e)̺(de) defined in
this way satisfies Definition 4.21(1).
Now, for each φ ∈ Φ as the map (r, ω, u, e) 7→ qr,u(X(r, ω, u, e)), φ) is PT ⊗ B(U) ⊗ E-
measurable and ̺-integrable for all (r, ω, u) ∈ Γ0, then by Fubini’s theorem the map
(r, ω, u) 7→ qr,u
(∫
E
X(r, ω, u, e)̺(de), φ
)
=
∫
E
qr,u(X(r, ω, u, e)), φ)̺(de)
is PT × B(U)-measurable. Hence Definition 4.21(2) is satisfied.
Finally, from (4.25) and Fubini’s theorem, it follows that
E
∫ T
0
∫
U
qr,u
(∫
E
X(·, ·, ·, e)̺(de)
)2
µ(du)λ(dr) (4.27)
≤ E
∫ T
0
∫
U
∣∣∣∣∫
E
qr,u(X(r, ω, u, e))̺(de)
∣∣∣∣2 µ(du)λ(dr)
≤
∫
[0,T ]×Ω×U
(∫
E
|qr,u(X(r, ω, u, e))| ̺(de)
)2
(λ⊗ P⊗ µ)(d(r, ω, u)) <∞.
Thus,
∣∣∣∣∫
E
X(·, ·, ·, e)̺(de)∣∣∣∣
w,T
<∞, and hence ∫
E
X(·, ·, ·, e)̺(de) ∈ Λ2w(T ).
Proof of (2). First, note that from Definition 4.21(3), there exists some E1 ⊆ E such that
̺(E \ E1) = 0 and such that ||X(·, ·, ·, e)||w,T < ∞, ∀ e ∈ E1. Hence, by redefining a version of
X to be equal to X whenever e ∈ E1 and to be 0 whenever e ∈ E \ E1, if we call this version
again by X , we have that for every e ∈ E, X(·, ·, ·, e) ∈ Λ2w(T ). Therefore, for every e ∈ E the
stochastic integral Iw(X(·, ·, ·, e)) ∈M2T (R) exists.
Now we prove that the map e 7→ Iw(X(·, ·, ·, e)) is strongly measurable. First, by an appli-
cation of Lemmas 4.23 and 4.24, there exists a sequence {Xk}k∈N of families of the simple form
(4.22) such that
lim
k→∞
|||X −Xk|||w,T,E = 0. (4.28)
Note that if Xk is of the form (4.22), then for e ∈ E its stochastic integral takes the form:
Iwt (Xk(·, ·, ·, e)) =
p∑
l=1
n∑
i=1
m∑
j=1
1Dl (e)1FjM((sj ∧ t, tj ∧ t], Ai)[φi,j,l], ∀t ∈ [0, T ],
(to simplify the notation, above we have omitted the dependence on k of the components of
(4.22)). Therefore, for each k ∈ N the map e 7→ Iw(Xk(·, ·, ·, e)) from E into M2T (R) is simple.
Moreover, from the linearity of the map Iw, Doob’s inequality, and (4.13), it follows that:
lim
k→∞
∫
E
||Iw(X(·, ·, ·, e))− Iw(Xk(·, ·, ·, e))||M2
T
(R) ̺(de)
≤ 2
√
T lim
k→∞
∫
E
||X(·, ·, ·, e)−Xk(·, ·, ·, e)||w,T ̺(de) = limk→∞ |||X −Xk|||w,T,E . (4.29)
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Then, it follows from (4.28), (4.29) and a standard use of the Chebyshev inequality and the
Borel-Cantelli lemma that there exists a set E2 ⊆ E with ̺(E \ E2) = 0 and a subsequence
{Xkq}q∈N such that
lim
q→∞
∣∣∣∣Iw(X(·, ·, ·, e))− Iw(Xkq (·, ·, ·, e))∣∣∣∣M2T (R) = 0, ∀e ∈ E2.
In particular, this implies that the map e 7→ Iw(X(·, ·, ·, e)) is strongly measurable. Moreover,
by a similar calculation to that in (4.29) we have∫
E
||Iw(X(·, ·, ·, e))||M2
T
(R) ̺(de) ≤ 2
√
T |||X |||w,T,E <∞,
hence the mapping e 7→ Iw(X(·, ·, ·, e)) is Bochner integrable and furthermore,∣∣∣∣∣∣∣∣∫
E
Iw(X(·, ·, ·, e))̺(de)−
∫
E
Iw(Xkq (·, ·, ·, e))̺(de)
∣∣∣∣∣∣∣∣
M2T (R)
→ 0, as q →∞ (4.30)
Finally, (4.23) follows from (4.30) and the fact that (4.23) is satisfied for every Xkq due to their
simple form.
Proof of (3). Let {Xkq}q∈N be the sequence to simple families as defined in the proof of
(2). For each q ∈ N, the simple form of Xkq (see (4.22)) implies that it satisfies (4.24).
Now, from Doob’s inequality, (4.13), (4.27) and (4.28), and the linearity of both the weak
stochastic integral and the Bochner integral, it follows that∣∣∣∣∣∣∣∣Iw (∫
E
X(·, ·, ·, e)̺(de)
)
− Iw
(∫
E
Xkq (·, ·, ·, e)̺(de)
)∣∣∣∣∣∣∣∣
M2
T
(R)
(4.31)
≤ 2
√
T
∣∣∣∣∣∣∣∣∫
E
(X(·, ·, ·, e)−Xkq (·, ·, ·, e))̺(de)
∣∣∣∣∣∣∣∣
w,T
≤ 2
√
T
∣∣∣∣∣∣X −Xkq ∣∣∣∣∣∣w,T,E → 0, as q →∞.
Then, it follows from (4.30) and (4.31), and the fact that (4.24) is valid for each Xkq , that the
processes Iw
(∫
E(X(·, ·, ·, e)̺(de)
)
and
∫
E I
w(·, ·, ·, e)̺(de) are equal as elements of M2T (R) and
hence this implies that X satisfies (4.24). 
5 The Strong Stochastic Integral
5.1 Construction of the Strong Stochastic Integral
In this section we proceed to construct the strong stochastic integral. We start by introducing
the class of strong integrands.
Definition 5.1. Let Λ2s(Ψ,M ;T ) denote the collection of families R = {R(r, ω, u) : r ∈
[0, T ], ω ∈ Ω, u ∈ U} of operator-valued maps satisfying the following conditions:
(1) R(r, ω, u) ∈ L(Φ′qr,u ,Ψ′β), for all r ∈ [0, T ], ω ∈ Ω, u ∈ U ,
(2) R is qr,u-predictable, i.e. for each φ ∈ Φ, ψ ∈ Ψ, the mapping [0, T ]×Ω×U → R+ given by
(r, ω, u) 7→ qr,u(R(r, ω, u)′ψ, φ) is PT ⊗ B(U)-measurable.
(3)
E
∫ T
0
∫
U
qr,u(R(r, u)
′ψ)2µ(du)λ(dr) <∞, ∀ψ ∈ Ψ. (5.1)
Remark 5.2. Note that because Ψ is reflexive, the dual operator R(r, ω, u)′ of R(r, ω, u) sat-
isfies R(r, ω, u)′ ∈ L(Ψ,Φqr,u). Then, Proposition 3.8 guarantees that the map (r, ω, u) 7→
qr,u(R(r, ω, u)
′ψ)2 is PT ⊗ B(U)-measurable and hence the integral in (5.1) is well defined.
It is easy to check that Λ2s(Ψ,M ;T ) is a linear space. Now we introduce a class that extends
the integrands considered in [7] to integrands depending also on the “jump space variable” u.
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Definition 5.3. Let p be a continuous Hilbertian semi-norm on Ψ. Let Λ2s(Ψ,M ; p, T ) denote
the collection of families R = {R(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} of operator-valued maps
satisfying the following conditions:
(1) R(r, ω, u) ∈ L2(Φ′qr,u ,Ψ′p), for all r ∈ [0, T ], ω ∈ Ω, u ∈ U ,
(2) R is qr,u-predictable, i.e. for each φ ∈ Φ, ψ ∈ Ψ, the mapping [0, T ]×Ω×U → R+ given by
(r, ω, u) 7→ qr,u(R(r, ω, u)′ψ, φ) is PT ⊗ B(U)-measurable.
(3)
||R||2s,p,T := E
∫ T
0
∫
U
||R(r, u)||2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr) <∞. (5.2)
Remark 5.4. Note that as in Remark 5.2, Proposition 3.8 guarantees that the map (r, ω, u) 7→
||R(r, ω, u)||2L2(Φ′qr,u ,Ψ′p) is PT ⊗B(U)-measurable and hence the integral in (5.2) is well defined.
When there is no necessity to give emphasis to the dependence of the spaces Λ2s(Ψ,M ;T )
and Λ2s(Ψ,M ; p, T ) with respect to Ψ and M , we denote these spaces by Λ
2
s(T ) and Λ
2
s(p, T ).
We will use this shorter notation for the remainder of this article unless otherwise stated.
Proposition 5.5 ([7], Proposition 2.4). Λ2s(p, T ) is a Hilbert space when equipped with the inner
product corresponding to the Hilbertian norm ||·||s,p,T .
The relation between the spaces Λ2s(T ) and Λ
2
s(p, T ) is described in the following two results.
Proposition 5.6. If p and q are continuous Hilbertian semi-norms on Ψ such that p ≤ q,
then i′p,q(Λ
2
s(p, T )) ⊆ Λ2s(q, T ), i.e. for each R = {R(r, ω, u)} ∈ Λ2s(p, T ), we have i′p,qR :=
{i′p,qR(r, ω, u)} ∈ Λ2s(q, T ).
Proof. The fact that i′p,q ∈ L(Ψ′p,Ψ′q) implies that for R ∈ Λ2s(p, T ), the family i′p,qR sat-
isfies Definition 5.3(1)-(2) for Λ2s(q, T ). Moreover, from (5.2) it follows that
∣∣∣∣i′p,qR∣∣∣∣s,q,T ≤∣∣∣∣i′p,q∣∣∣∣L(Ψ′p,Ψ′q) ||R||s,p,T <∞. Hence, i′p,qR ∈ Λ2s(q, T ). 
Proposition 5.7. For every continuous Hilbertian semi-norm p on Ψ, we have i′p(Λ
2
s(p, T )) ⊆
Λ2s(T ), i.e. for each R = {R(r, ω, u)} ∈ Λ2s(p, T ), we have i′pR := {i′pR(r, ω, u)} ∈ Λ2s(T ).
Proof. For R ∈ Λ2s(p, T ), the fact that i′p ∈ L(Ψ′p,Ψ′β) implies that family i′pR satisfies Defini-
tion 5.1(1)-(2). Moreover, from (5.2) we have that
E
∫ T
0
∫
U
qr,u(R(r, u)
′ipψ)
2µ(du)λ(dr) ≤ p(ipψ)2 ||R||2s,p,T <∞, ∀ψ ∈ Ψ.
Hence, the fact that (i′pR(r, ω, u))
′ = R(r, ω, u)′ip for every (r, ω, u), and the above inequality
implies that i′pR satisfies (5.1). Thus, i
′
pR ∈ Λ2s(T ). 
Remark 5.8. Proposition 5.7 shows that each Λ2s(p, T ) is a subspace of Λ
2
s(T ). Hence, our
class of integrands Λ2s(T ) generalizes the class of integrands in [7].
We now proceed to construct the strong stochastic integral. For integrands in the Hilbert
space Λ2s(p, T ) we can try to generalize the arguments used in the construction of the weak
stochastic integral by first defining the strong integral for a class of simple families and then to
extend it by means of an isometry to integrands in Λ2s(p, T ). Indeed, a procedure of this type
was carried out in [7] for integrals with respect to generalized Wiener process. However, for the
larger class of integrands Λ2s(T ) such a construction is not possible because the weak second
moments condition (5.1) is not strong enough to provide a Hilbert space structure to the space
Λ2s(T ). Therefore, a different approach has to be considered and we proceed to do this in what
follows.
Our construction of the strong stochastic integral can be summarized in the following way.
First, we will identify each integrand R in Λ2s(T ) with a unique element ∆(R) in L(Ψ,Λ2w(T ))
(see Theorem 5.9). Then, we use the continuity and linearity of the weak integral map to show
that Iw ◦ ∆(R) : Ψ → M2T (R) defines a cylindrical martingale in Ψ′ satisfying the conditions
in Theorem 2.3 and hence the existence of the strong integral will be provided by this theorem
(see Theorem 5.11). In accordance with the above plan, we proceed to show that Λ2s(T ) and
L(Ψ,Λ2w(T )) are isomorphic.
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Theorem 5.9. The mapping ∆ : Λ2s(T )→ L(Ψ,Λ2w(T )) given by
R 7→ (ψ 7→ R′ψ := {R(r, ω, u)′ψ : r ∈ [0, T ], ω ∈ Ω, u ∈ U}) , (5.3)
is an isomorphism.
Proof. We divide the proof into two steps.
Step 1. For every R ∈ Λ2s(T ), the map ψ 7→ R′ψ is an element of L(Ψ,Λ2w(T )). Hence, the
map ∆ given by (5.3) is well-defined and linear.
Let R ∈ Λ2s(T ). First, note that from Definition 5.1 and Remark 5.2, for every ψ ∈ Ψ, the
family R′ψ given by (5.3) satisfies the conditions of Definition 4.1, and hence it is an element
of Λ2w(T ). Therefore, the map ψ 7→ R′ψ from Ψ into Λ2w(T ) is well-defined. Moreover, it is also
linear as one can easily see from the linearity of each operator R(r, ω, u)′ ∈ L(Ψ,Φqr,u).
To prove that ψ 7→ R′ψ is also continuous, we will prove firstly that it is a sequentially closed
operator. In such a case, from the fact that Ψ is ultrabornological and Λ2w(T ) is a Hilbert space,
the closed graph theorem (see [29], Theorem 14.7.3. p.475) implies that it is continuous.
Let {ψn}n∈N be a sequence in Ψ converging to some ψ ∈ Ψ and let X ∈ Λ2w(T ) be such that
{R′ψn}n∈N converges to X in Λ2w(T ), i.e. we have
lim
n→∞
||R′ψn −X ||2w,T = limn→∞E
∫ T
0
∫
U
qr,u(R(r, u)
′ψn −X(r, u))2µ(du)λ(dr) = 0. (5.4)
We need to prove that X = R′ψ. First, note that as for each (r, ω, u) ∈ [0, T ]×Ω×U , we have
R(r, ω, u)′ ∈ L(Ψ,Φqr,u), then it follows that for each (r, ω, u), {R(r, ω, u)′ψn}n∈N converges to
R(r, ω, u)′ψ in Φqr,u as n→∞. It follows from this, Fatou’s lemma and (5.4), that
||R′ψ −X ||2w,T = E
∫ T
0
∫
U
qr,u(R(r, u)
′ψ −X(r, u))2µ(du)λ(dr)
= E
∫ T
0
∫
U
lim
n→∞
qr,u(R(r, u)
′ψn −X(r, u))2µ(du)λ(dr)
≤ lim inf
n→∞
E
∫ T
0
∫
U
qr,u(R(r, u)
′ψn −X(r, u))2µ(du)λ(dr) = 0
Therefore, we have X = R′ψ. Thus, ψ 7→ R′ψ is sequentially closed and by the closed graph
theorem this implies that it is continuous. Hence, ψ 7→ R′ψ belongs to L(Ψ,Λ2w(T )). This in
particular implies that the mapping ∆ is well-defined.
Finally, the fact that ∆ is linear follows easily from (5.3) and the fact that for any a ∈ R,
R,S ∈ Λ2s(T ), for every (r, ω, u) ∈ [0, T ] × Ω × U , it follows that aR(r, ω, u)′ + S(r, ω, u)′ =
(aR(r, ω, u) + S(r, ω, u))
′
.
Step 2. The mapping ∆ given by (5.3) is invertible.
We start by proving that ∆ is injective. Let R ∈ Λ2s(T ) be such that ∆(R) = 0. Then,
R(r, ω, u)′ψ = 0, for all (r, ω, u) ∈ [0, T ] × Ω × U and all ψ ∈ Ψ. Therefore, R = 0. Thus,
Ker(∆) = {0}. But as ∆ is linear, the above implies that it is also injective.
Now, to prove that ∆ is surjective, let S ∈ L(Ψ,Λ2w(T )). It is easy to check that q : Ψ→ R+
given by
q(ψ) = ||Sψ||w,T =
(
E
∫ T
0
∫
U
qr,u(Sψ)
2µ(du)λ(dr)
)1/2
, ∀ψ ∈ Ψ,
is a continuous Hilbertian semi-norm on Ψ. Now, as Ψ is a nuclear space, there exists a
continuous Hilbertian semi-norm p on Ψ such that q ≤ p and iq,p is Hilbert-Schmidt. Hence,
||Sψ||w,T ≤ p(ψ), for all ψ ∈ Ψ and therefore S is p-continuous. As Ψ is dense in Ψp, it follows
that S has an extension S˜ such that S˜ ∈ L(Ψp,Λ2w(T )). Moreover, S˜ is Hilbert-Schmidt. This
is because if {ψpj }j∈N ⊆ Ψ is a complete orthonormal system in Ψp, then∣∣∣∣∣∣S˜∣∣∣∣∣∣2
L2(Ψp,Λ2w(T ))
=
∞∑
j=1
∣∣∣∣∣∣S˜ipψpj ∣∣∣∣∣∣2
w,T
=
∞∑
j=1
q(ipψ
p
j )
2 = ||iq,p||2L2(Ψp,Ψq) <∞.
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Then, because S˜ ∈ L2(Ψp,Λ2w(T )), there exists an orthonormal system {ψpj }j∈J in Ψp, an
orthonormal system {Xj}j∈J in Λ2w(T ) and a sequence of positive numbers {γj}j∈J satisfying∑
j∈J γ
2
j <∞, with J ⊆ N, such that S˜ admits the representation:
S˜ψ =
∑
j∈J
γj p(ψ, ψ
p
j )Xj , ∀ψ ∈ Ψp. (5.5)
Choose a complete orthonormal system {ψpj }j∈N which is an extension of the orthonormal system
{ψpj }j∈J . Then, from (5.5) we have
S˜ψpj = γjXj if j ∈ J, and S˜ψpj = 0 if j ∈ N \ J. (5.6)
Now, from Parseval’s identity and the fact that S˜ ∈ L2(Ψp,Λ2w(T )) it follows that
E
∫ T
0
∫
U
∑
j∈N
qr,u((S˜ψ
p
j )(r, ω, u))
2µ(du)λ(dr) = ||S˜||2L2(Ψp,Λ2w(T )) <∞. (5.7)
Then, it follows from (5.6) and (5.7) that there exists Γ ⊆ [0, T ]×Ω×U , such that (λ⊗P⊗µ)(Γ) =
1 and ∑
j∈J
γ2j qr,u(Xj(r, ω, u))
2 =
∑
j∈N
qr,u((S˜ψ
p
j )(r, ω, u))
2 <∞, ∀ (r, ω, u) ∈ Γ. (5.8)
Let F = {F (r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U}, where for every ψ ∈ Ψ,
F (r, ω, u)ψ =
{
(S˜ψ)(r, ω, u), ∀ (r, ω, u) ∈ Γ,
0, ∀ (r, ω, u) ∈ Ω \ Γ. (5.9)
Our objective is to prove that the family F satisfies the following properties:
(a) F (r, ω, u) ∈ L2(Ψp,Φqr,u), for all (r, ω, u) ∈ [0, T ]× Ω× U ,
(b) The map (r, ω, u) 7→ qr,u(F (r, ω, u)ψ, φ) is PT ⊗ B(U)-measurable, for each φ ∈ Φ, ψ ∈ Ψ,
(c) E
∫ T
0
∫
U ||F (r, u)||2L2(Ψp,Φqr,u ) µ(du)λ(dr) <∞.
To prove (a), first note that from (5.5) and (5.9), F (r, ω, u) is a linear operator from Ψp into
Φqr,u , for all (r, ω, u) ∈ [0, T ]× Ω× U .
Fix (r, ω, u) ∈ Γ. Then, from (5.5), (5.9), the Cauchy-Schwarz inequality and Parseval’s
identity, it follows that for all ψ ∈ Ψp we have
qr,u(F (r, ω, u)ψ)
2 ≤
∑
j∈J
p(ψ, ψpj )
2
 ·
∑
j∈J
γ2j qr,u (Xj(r, ω, u))
2
 ≤ C p(ψ)2,
where C =
∑∞
j=1 γ
2
j qr,u (Xj(r, ω, u))
2
< ∞ by (5.8). Thus, F (r, ω, u) is a continuous oper-
ator from Ψp into Φqr,u . Moreover, because {ψpj }j∈N is a complete orthonormal system in
Ψp, then (5.6), (5.8) and (5.9) show that ||F (r, ω, u)||L2(Ψp,Φqr,u ) < ∞ and hence F (r, ω, u) ∈
L2(Ψp,Φqr,u). As for (r, ω, u) ∈ Ω \ Γ we have F (r, ω, u) = 0, from the above it follows that
F (r, ω, u) ∈ L2(Ψp,Φqr,u) for all (r, ω, u) ∈ [0, T ]× Ω× U and therefore we have proved (a).
For (b), fix ψ ∈ Ψ and φ ∈ Φ. From (5.5) and (5.9), for all (r, ω, u) ∈ Γ we have
qr,u(F (r, ω, u)ψ, φ) =
∑
j∈J
γj p(ψ, ψ
p
j )qr,u(Xj(r, ω, u), φ). (5.10)
As for each j ∈ J , Xj ∈ Λ2w(T ), then the map (r, ω, u) 7→ qr,u(Xj(r, ω, u), φ) is PT -measurable
(see Definition 4.1). Then, from (5.10) the map (r, ω, u) 7→ qr,u(F (r, ω, u)ψ, φ) is PT -measurable.
So we have proved (b).
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Finally, (c) follows because (5.7) and (5.9) imply that
E
∫ T
0
∫
U
||F (r, u)||2L2(Ψp,Φqr,u ) µ(du)λ(dr) = E
∫ T
0
∫
U
∑
j∈J
qr,u((S˜ψ
p
j )(r, u))
2µ(du)λ(dr) <∞.
Define R = {R(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} by:
R(r, ω, u) = F (r, ω, u)′, ∀ (r, ω, u) ∈ [0, T ]× Ω× U. (5.11)
then from the properties (a)-(c) above it follows that R ∈ Λ2s(p, T ) (see Definition 5.3) and
hence by Proposition 5.7 we have i′pR ∈ Λ2s(T ). Moreover, as S˜ is an extension of S, from (5.9)
for every ψ ∈ Ψ and (r, ω, u) ∈ Γ, we have that
(i′pR(r, ω, u))
′ψ = F (r, ω, u)ipψ = (S˜ipψ)(r, ω, u) = (Sψ)(r, ω, u), (5.12)
and then from (5.3) it follows that S = ∆(i′pR). Therefore, the map ∆ is surjective and hence
it is an isomorphism. 
Corollary 5.10. Let R ∈ Λ2s(T ). There exists a continuous Hilbertian semi-norm p on Ψ and
R˜ ∈ Λ2s(p, T ) such that R(r, ω, u) = i′pR˜(r, ω, u), for λ⊗ P⊗ µ-a.e. (r, ω, u) ∈ [0, T ]× Ω× U .
Moreover, if H(Ψ) denotes the collection of all the continuous Hilbertian semi-norms on Ψ,
then
Λ2s(T ) =
⋃
p∈H(Ψ)
i′pΛ
2
s(p, T ).
Proof. First, from Step 1 of the proof of Theorem 5.9 we have that ψ 7→ R′ψ given in (5.3) is
an element of L(Ψ,Λ2w(T )). Then it follows from Step 2 of the proof of Theorem 5.9 that there
exists a continuous Hilbertian semi-norm p on Ψ and there exists R˜ in Λ2s(p, T ) such that for
λ⊗ P⊗ µ-a.e. (r, ω, u) ∈ [0, T ]× Ω× U , R(r, ω, u)′ψ = (i′pR˜(r, ω, u))′ψ (note that this is (5.12)
with S replaced by the map ψ 7→ R′ψ).
To prove the second statement, note that as a consequence of the first statement we have
Λ2s(T ) ⊆
⋃
p∈H(Ψ) i
′
pΛ
2
s(p, T ). Now, from Proposition 5.7 we have that i
′
pΛ
2
s(pγ , T ) ⊆ Λ2s(T ), for
each p ∈ H(Ψ). Then, ⋃p∈H(Ψ) i′pΛ2s(p, T ) ⊆ Λ2s(T ). 
We are now ready to construct the strong stochastic integral for elements of Λ2s(T ). We do
this in the following theorem.
Theorem 5.11. Let R ∈ Λ2s(T ). Then there exist a continuous Hilbertian semi-norm p on
Ψ and R˜ ∈ Λ2s(p, T ) such that R(r, ω, u) = i′pR˜(r, ω, u), for λ ⊗ P ⊗ µ-a.e. (r, ω, u) ∈ [0, T ] ×
Ω × U and a Φ′p-valued zero-mean square-integrable ca`dla`g martingale Is(R) = {Ist (R)}t∈[0,T ],
satisfying
E p′(Ist (R))
2 = E
∫ t
0
∫
U
∣∣∣∣∣∣R˜(r, u)∣∣∣∣∣∣2
L2(Φ′qr,u ,Ψ
′
p)
µ(du)λ(dr) =
∣∣∣∣∣∣R˜∣∣∣∣∣∣2
s,p,t
, (5.13)
for all t ∈ [0, T ]. Moreover, Is(R) is also mean-square continuous and has a predictable version.
Furthermore, Is(R) ∈ M2T (Φ′β) and it is the unique (up to indistinguishable versions) Ψ′β-
valued process such that for all ψ ∈ Ψ, P-a.e.
Ist (R)[ψ] = I
w
t (R
′ψ), ∀ t ∈ [0, T ], (5.14)
where the stochastic process in the right-hand side of (5.14) corresponds to the weak stochastic
integral of R′ψ ∈ Λ2w(T ) defined in (5.3).
Proof. Let R ∈ Λ2s(T ). First, it follows from Corollary 5.10 that there exists a continuous
Hilbertian semi-norm q on Ψ and Rˆ ∈ Λ2s(q, T ) such that R(r, ω, u) = i′qRˆ(r, ω, u), for λ⊗P⊗µ-
a.e. (r, ω, u) ∈ [0, T ]× Ω× U .
On the other hand, from the continuity of the weak integral map Iw : Λ2w(T ) → M2T (R)
(Theorem 4.7) and Theorem 5.9, it follows that the map Iw ◦ ∆(R) : Ψ → M2T (R) is linear
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and continuous. Therefore, Iw ◦∆(R) = {Iwt ◦ ∆(R)}t∈[0,T ] is a cylindrical zero-mean square
integrable ca`dla`g, martingale in Ψ′ such that for each t ∈ [0, T ] the linear map Iwt ◦∆(R) : Ψ 7→
L0 (Ω,F ,P), ψ 7→ Iwt (∆(R)ψ), is continuous. Then, by Theorem 2.3 there exist a continuous
Hilbertian semi-norm p on Ψ, that we can choose satisfying that q ≤ p, and a Φ′p-valued zero-
mean square integrable ca`dla`g, martingale Is(R) = {Ist (R)}t∈[0,T ] such that for each ψ ∈ Ψ
the real-valued process Is(R)[ψ] is a version of Iw ◦ ∆(R)(ψ) = Iw(R′ψ). But as for every
ψ ∈ Ψ the processes Is(R)[ψ] and Iw ◦ ∆(R)(ψ) = Iw(R′ψ) are both ca`dla`g then they are
indistinguishable. This shows (5.14). Moreover, because Is(R) is also a Φ′β-valued regular
ca`dla`g process such that for each ψ ∈ Ψ we have Is(R)[ψ] ∈ M2T (R) (this last follows from
(5.14) and the fact that Iw(R′ψ) ∈M2T (R)) then by definition we have that Is(R) ∈M2T (Φ′β).
Furthermore, (5.14) and Proposition 2.1 shows that Is(R) is the unique (up to indistinguishable
versions) Ψ′β-valued process satisfying the conditions on the statement of the theorem.
Now, if we define R˜ = i′q,pRˆ, then by Proposition 5.6 we have R˜ ∈ Λ2s(q, T ) and moreover
because i′q = i
′
p ◦ i′q,p then we have that R(r, ω, u) = i′pR˜(r, ω, u), for λ ⊗ P ⊗ µ-a.e. (r, ω, u) ∈
[0, T ]×Ω×U . Hence, for each t ∈ [0, T ], from Parseval’s identity, Fubini’s theorem, (4.12) and
(5.14) we have
E p′(Ist (R))
2 =
∞∑
j=1
E
[∣∣Ist (R)[ψpj ]∣∣2]
=
∞∑
j=1
E
[∣∣Iwt (R′ψpj )∣∣2]
=
∞∑
j=1
E
∫ t
0
∫
U
qr,u(R˜(r, u)
′ipψ
p
j )
2µ(du)λ(dr)
= E
∫ t
0
∫
U
∣∣∣∣∣∣R˜(r, u)∣∣∣∣∣∣2
L2(Φ′qr,u ,Ψ
′
p)
µ(du)λ(dr).
This proves (5.13). Now, to show that Is(R) is mean-square continuous, note that from (5.13)
it follows that for any 0 ≤ s ≤ t ≤ T we have:
E
(
p′(Iss (R)− Ist (R))2
)
= E
∫ t
s
∣∣∣∣∣∣R˜(r, u)∣∣∣∣∣∣2
L2(Φ′qr,u ,Ψ
′
p)
µ(du)λ(dr) ≤
∣∣∣∣∣∣R˜∣∣∣∣∣∣2
s,p,T
,
and hence from an application of the dominated convergence theorem we have
E
(
p′(Iss (R)− Ist (R))2
)→ 0 as s→ t, or t→ s.
Thus, Is(R) is mean square continuous. Finally, as Is(R) is a Ψ′p-valued, {Ft}-adapted and
stochastically continuous process it has a predictable version (see Proposition 3.21 of Peszat and
Zabczyk [31], p.27). 
Proposition 5.12. If for each A ∈ R and φ ∈ Φ, the real-valued process (M(t, A)(φ) : t ≥ 0)
is continuous, then for each R ∈ Λ2s(T ), the Ψ′p-valued process Is(R) defined in Theorem 5.11
is continuous.
Proof. Let R ∈ Λ2s(T ). With the notation of the proof of Theorem 5.11, it follows from Propo-
sition 4.9 that for each ψ ∈ Ψ the real-valued process {Iwt (∆(R)ψ)}t∈[0,T ] is continuous. Then,
by Theorem 2.3 we can choose p such that Is(R) is a Ψ′p-valued zero-mean square integrable
continuous martingale. 
Definition 5.13. For R ∈ Λ2s(T ) let Is(R) be the Ψ′β-valued process defined in Theorem 5.11.
We call Is(R) the strong stochastic integral of R. We will sometimes denote the stochastic
integral Is(R) of R by
{∫ t
0
∫
U R(r, u)M(dr, du) : t ∈ [0, T ]
}
. The map Is : Λ2s(T ) → M2T (Ψ′β)
given by R 7→ Is(R), will be called the strong integral mapping.
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The relation (5.14) between the weak and strong stochastic integral is called the weak-strong
compatibility (see [1]). Note that this relation is an intrinsic consequence of our construction.
Now we proceed to study some properties of the strong integral mapping.
Proposition 5.14. The strong integral mapping Is : Λ2s(T )→M2T (Ψ′β) is linear.
Proof. The result can be easily proved using (5.14), the linearity of the weak integral and
Proposition 2.1. We leave the details to the reader. 
Our next objective is to introduce some topologies on the space Λ2s(T ) for which the strong in-
tegral mapping is continuous. In view of Theorem 5.9, because the spaces Λ2s(T ) and L(Ψ,Λ2w(T ))
are isomorphic we can then equip Λ2s(T ) with a locally convex topology induced by the operator
topology on L(Ψ,Λ2w(T )).
In effect, we identify each element R of Λ2s(T ) with the unique element (ψ 7→ R′ψ) in
L(Ψ,Λ2w(T )) given by (5.3). Then, on Λ2s(T ) we define the topology of bounded (respectively
simple) convergence as the locally convex topology generated by the following family of semi-
norms:
R→ sup
ψ∈B
||R′ψ||w,T = sup
ψ∈B
(
E
∫ T
0
∫
U
qr,u(R(r, u)
′ψ)2µ(du)λ(dr)
) 1
2
, (5.15)
where B runs over the bounded (respectively finite) subsets of Ψ. Hence, the topology of
bounded (respectively simple) convergence on Λ2s(T ) is the topology of bounded (respectively
simple) convergence on L(Ψ,Λ2w(T )) defined on Λ2s(T ) via the isomorphism (5.3).
Proposition 5.15. The space Λ2s(T ) is complete equipped with the topology of bounded conver-
gence and quasi-complete equipped with the topology of simple convergence.
Proof. The assertion follow from the corresponding properties of the topologies of bounded
and simple convergence of the space L(Ψ,Λ2w(T )), and the fact that Ψ is ultrabornological and
Λ2w(T ) is a Hilbert space. See [27], Section 39.6, for details on these topologies. 
From Proposition 5.7, the spaces Λ2s(p, T ), where p ranges over the continuous Hilbertian
semi-norms p on Ψ, are linear subspaces of Λ2s(T ). The following result shows that the Hilbert
topology on each space Λ2s(p, T ) (see Proposition 5.7) is finer than the subspace topology induced
on them by the topologies of simple and bounded convergence on Λ2s(T ).
Proposition 5.16. Let p be a continuous Hilbertian semi-norm on Ψ. Let Λ2s(T ) be equipped
with either the topology of simple or the topology of bounded convergence. Then, the inclusion
map i′p : Λ
2
s(p, T )→ Λ2s(T ), R 7→ i′pR, is linear and continuous.
Proof. The linearity of the inclusion map is evident. To prove its continuity, let B be any
bounded subset of Ψ. As p is continuous, there exists C > 0 such that B ⊆ CBp(1). Then, for
any R ∈ Λ2s(p, T ) we have from (5.2) and (5.15) that,
sup
ψ∈B
||R′ipψ||2w,T ≤ C2 sup
ψ∈Bp(1)
E
∫ T
0
∫
U
qr,u(R(r, u)
′ipψ)
2µ(du)λ(dr)
≤ C2
(
sup
ψ∈Bp(1)
p(ψ)2
)
E
∫ T
0
∫
U
∣∣∣∣i′pR(r, u)∣∣∣∣2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr)
= C2
∣∣∣∣i′pR∣∣∣∣2s,p,T .
Then, the inclusion map i′p : Λ
2
s(p, T )→ Λ2s(T ) is continuous. 
The next result shows that the strong integral map is continuous from Λ2s(T ) intoM2T (Ψ′β).
We will need the topologies on M2T (Ψ′β) defined in Section 2.3.
Proposition 5.17. Let Λ2s(T ) and M2T (Ψ′β) be equipped with either the topology of simple or
the topology of bounded convergence. Then, the map Is : Λ2s(T )→M2T (Ψ′β) is continuous.
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Proof. Let B be any bounded subset of Ψ. For any R ∈ Λ2s(T ), it follows from (4.13), (5.15)
and (5.14) that
sup
ψ∈B
||Is(R)[ψ]||2M2T (R) = supψ∈B ||I
w(R′ψ)||2M2T (R) ≤ 4T supψ∈B ||R
′ψ||2w,T .
And hence Is is continuous for Λ2s(T ) andM2T (Ψ′β) equipped with either the topology of simple
or of bounded convergence. 
5.2 Properties of the Strong Stochastic Integral
In this section we prove some further properties of the strong stochastic integral. Thanks to the
weak-strong compatibility given in (5.14), we will see that most of the properties of the weak
integral can be “transferred” to the strong integral.
Proposition 5.18. Let Υ be a quasi-complete, bornological, nuclear space and let S ∈ L(Ψ′β ,Υ′β).
Then, for each R ∈ Λ2s(Ψ,M ;T ), we have S ◦ R := {S ◦ R(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈
Λ2s(Υ,M ;T ), and moreover P-a.e., we have
Ist (S ◦R) = S (Ist (R)) , ∀ t ∈ [0, T ]. (5.16)
Proof. First, since for each (r, ω, u) ∈ [0, T ] × Ω × U , we have R(r, ω, u) ∈ L(Φ′qr,u ,Ψ′β) and
S ∈ L(Ψ′β ,Υ′β), it follows that S ◦ R(r, ω, u) ∈ L(Φ′qr,u ,Υ′β). Now, let φ ∈ Φ and υ ∈ Υ. As
S′υ ∈ Ψ, Definition 5.1(2) applied to R implies that the mapping [0, T ]×Ω×U → R+ given by
(r, ω, u) 7→ qr,u((S ◦R(r, ω, u))′υ, φ) = qr,u(R(r, ω, u)′S′υ, φ),
is PT ⊗ B(U)-measurable. Finally, as S′υ ∈ Ψ for every υ ∈ Υ, Definition 5.1(3) applied to R
implies that
E
∫ T
0
∫
U
qr,u((S ◦R(r, u))′υ)2µ(du)λ(dr) = E
∫ T
0
∫
U
qr,u(R(r, u)
′S′υ)2µ(du)λ(dr) <∞,
for every υ ∈ Υ. Therefore, S ◦R ∈ Λ2s(Υ,M ;T ).
Now, note that (5.14) implies that for all υ ∈ Υ, for P-a.e. ω ∈ Ω we have
Ist (S ◦R)(ω)[υ] = Iwt (R′ ◦ S′υ)(ω) = Ist (R)(ω)[S′υ] = S (Ist (R)(ω)) [υ], ∀ t ∈ [0, T ].
Therefore, we have that for all υ ∈ Υ, Is(S ◦ R)[υ] = S (Is(R)) [υ] are indistinguishable pro-
cesses. Then, Proposition 2.1 shows that the Ψ′β-valued processes I
s(S ◦ R) and S (Is(R)) are
indistinguishable. This shows (5.16). 
Proposition 5.19. Let 0 ≤ s0 < t0 ≤ T and F0 ∈ Fs0 . Then, for every R ∈ Λ2s(T ), P-a.e. we
have
Ist (1]s0,t0]×F0R) = 1F0
(
Ist∧t0(R)− Ist∧s0(R)
)
, ∀ t ∈ [0, T ]. (5.17)
Proof. Let R ∈ Λ2s(T ). Then, it is easy to see that 1]s0,t0]×F0R ∈ Λ2s(T ) and hence its strong
stochastic integral exists. Now, let ψ ∈ Ψ. It follows from Theorem 5.9 that R′ψ ∈ Λ2w(T ).
Then, from Proposition 4.11 there exists Γψ ⊆ Ω, such that P(Γψ) = 1 and for each ω ∈ Γψ,
Iwt (1]s0,t0]×F0R
′ψ)(ω) = 1F0
(
Iwt∧t0(R
′ψ)(ω)− Iwt∧s0(R′ψ)(ω)
)
, ∀ t ∈ [0, T ]. (5.18)
On the other hand, it follows from (5.14) that there exists Ωψ ⊆ Ω, with P(Ωψ) = 1, such
that for each ω ∈ Ωψ, we have
Ist (1]s0,t0]×F0R)(ω)[ψ] = I
w
t (1]s0,t0]×F0R
′ψ)(ω), ∀ t ∈ [0, T ], (5.19)
Ist∧t0(R)(ω)[ψ]− Ist∧s0 (R)(ω)[ψ] = Iwt∧t0(R′ψ)(ω)− Iwt∧s0(R′ψ)(ω), ∀ t ∈ [0, T ]. (5.20)
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Let Θψ = Γψ ∩ Ωψ. Then, P(Θψ) = 1. Moreover, from (5.18), (5.19) and (5.20), for every
ω ∈ Θψ it follows that
Ist (1]s0,t0]×F0R)(ω)[ψ] = I
s
t∧t0(R)(ω)[ψ]− Ist∧s0(R)(ω)[ψ], ∀ t ∈ [0, T ].
Thus, for every ψ ∈ Ψ, Is(1]s0,t0]×F0R)[ψ] and Is·∧t0(R)[ψ] − Is·∧s0(R)[ψ] are indistinguishable
processes. But as the Ψ′β-valued processes I
s(1]s0,t0]×F0R) and I
s
·∧t0(R) − Is·∧s0(R) are regular
and ca`dla`g, it follows from Proposition 2.1 that they are indistinguishable. This shows (5.17).

Proposition 5.20. Let R ∈ Λ2s(T ) and σ be an {Ft}-stopping time such that P(σ ≤ T ) = 1.
Then, P-a.e.
Ist (1[0,σ]R) = I
s
t∧σ(R), ∀ t ∈ [0, T ]. (5.21)
Proof. The proof follows from Proposition 4.10, Theorem 5.9 and similar arguments to those
used in Proposition 5.19. 
Remark 5.21. An analogue of Proposition 4.12 is also valid for the strong integral. We leave
to the reader the task of stating and proving it using the techniques developed in this section.
5.3 Extension of the Strong stochastic Integral
We now proceed to extend the strong stochastic integral to a larger class of integrands.
Definition 5.22. Let Λs(Ψ,M ;T ) denote the collection of families R = {R(r, ω, u) : r ∈
[0, T ], ω ∈ Ω, u ∈ U} of operator-valued maps satisfying the following conditions:
(1) R(r, ω, u) ∈ L(Φ′qr,u ,Ψ′β), for all r ∈ [0, T ], ω ∈ Ω, u ∈ U ,
(2) R is qr,u-predictable, i.e. for each φ ∈ Φ, ψ ∈ Ψ, the mapping [0, T ]×Ω×U → R+ given by
(r, ω, u) 7→ qr,u(R(r, ω, u)′ψ, φ) is PT ⊗ B(U)-measurable.
(3) For every ψ ∈ Ψ,
P
(
ω ∈ Ω :
∫ T
0
∫
U
qr,u(R(r, ω, u)
′ψ)2µ(du)λ(dr) <∞
)
= 1. (5.22)
Remark 5.23. The class Λs(Ψ,M ;T ) generalizes considerably the class of extended stochastic
integrands in [7] (see Definition 2.6 there). Indeed, to the extent of our knowledge Λs(Ψ,M ;T )
is one of the largest classes of integrands considered in the literature of stochastic integration in
duals of nuclear spaces.
Again, when it is not necessary to give emphasis to the dependence of the space Λs(Ψ,M ;T )
with respect to Ψ and M , we denote this space by Λs(T ). One can easily check that Λs(T ) is a
linear space. Moreover, Λ2s(T ) ⊆ Λs(T ).
We proceed to construct the strong stochastic integral for the integrands belonging to Λs(T ).
We start with the following result that is the analogue of Theorem 5.9 for the elements of Λs(T ).
Theorem 5.24. The mapping ∆′ : Λs(T )→ L(Ψ,Λ2,locw (T )) given by
R 7→ (ψ 7→ R′ψ := {R(r, ω, u)′ψ : r ∈ [0, T ], ω ∈ Ω, u ∈ U}) , (5.23)
is an injective linear operator.
Proof. The proof follows from similar arguments to those used in the proof of Theorem 5.9
and hence we will mention only the main points.
First, note that for every R ∈ Λ2s(T ) the properties listed in Definition 5.22 imply that the
map ψ 7→ R′ψ from Ψ into Λ2,locw (T ) is well-defined. Moreover, we can easily see that it is also
linear; indeed this follows from the linearity of each operator R(r, ω, u)′ ∈ L(Ψ,Φqr,u).
We need to prove that ψ 7→ R′ψ is also continuous. First, we can show that ψ 7→ R′ψ is
sequentially closed, this by following similar arguments to those used in Step 1 of the proof of
Theorem 5.9 but with the norm ||·||w,T there being replaced by the metric dΛ defined in the
proof of Proposition 4.14. Then, the closed graph theorem shows that ψ 7→ R′ψ is continuous.
Therefore the mapping ∆′ is well-defined. The proof that ∆′ is linear and injective is exactly
as in the proof of Theorem 5.9. 
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Remark 5.25. We do not know if the map ∆′ defined in Theorem 5.24 is surjective. This is
because as the space Λ2,locw (T ) is not in general locally convex (see Remark 4.15), it is not clear
how the arguments used in Step 2 of the proof of Theorem 5.9 can be modified for elements of
L(Ψ,Λ2,locw (T )).
The existence of the extension of the strong stochastic integral to the elements of Λs(T ) is
provided in the following result.
Theorem 5.26. Let R ∈ Λs(T ). There exist a unique (up to indistinguishable versions) process
Iˆs(R) = {Iˆst (R)}t∈[0,T ] ∈M2,locT (Φ′β), such that for all ψ ∈ Ψ, P-a.e.
Iˆst (R)[ψ] = Iˆ
w
t (R
′ψ), ∀ t ∈ [0, T ]. (5.24)
where for each ψ ∈ Ψ, the stochastic process in the right-hand side of (5.24) corresponds to the
weak stochastic integral of R′ψ ∈ Λ2,locw (T ).
Proof. The proof follows from similar arguments to those used in the proof of Theorem 5.11
by applying Theorem 5.24 and Proposition 2.1. 
Definition 5.27. For every R ∈ Λs(T ), we will call the process Iˆs(R) given in Theorem
(5.26) the strong stochastic integral of R. We will sometimes denote the process Iˆs(R) by{∫ t
0
∫
U
R(r, u)M(dr, du) : t ∈ [0, T ]
}
. The map Iˆs : Λs(T )→M2,locT (Ψ′β) given by R 7→ Iˆs(R),
will be called the extended strong integral mapping.
By using the weak-strong compatibility (5.24) and the same arguments in the proof of Propo-
sition 5.14 we can show the following result.
Proposition 5.28. The extended strong integral mapping Iˆs : Λs(T )→M2,locT (Ψ′β) is linear.
From (5.24) and the properties of the weak stochastic integral for integrands in Λ2,locw (T )
(see Proposition 4.18) we can show that the properties of the stochastic integral for integrands
in Λ2s(T ) (see Section 5.2) are also satisfied for the strong stochastic integral for integrands in
Λs(T ). We summarize this in the following result:
Proposition 5.29. Let R ∈ Λs(T ). Then, all the assertions in Propositions 5.18, 5.19 and
5.20 are true for the strong stochastic integral Iˆs(R) of R.
6 Stochastic Evolution Equations in Duals of Nuclear Spaces
6.1 Semigroups of Linear Operators in Locally Convex Spaces
Only for this section, let Ψ denote a quasi-complete locally convex space. In this section we
review basic properties of (C0, 1)-semigroups on Ψ. This class of semigroups was introduced by
Babalola [2].
We recall that a family {S(t)}t≥0 ⊆ L(Ψ,Ψ) is called a C0-semigroup on Ψ if: (i) S(0) = I,
S(t)S(s) = S(t+ s) for all t, s ≥ 0, and (ii) limt→s S(t)ψ = S(s)ψ, for all s ≥ 0 and any ψ ∈ Ψ.
The infinitesimal generator A of a C0-semigroup {S(t)}t≥0 on Ψ is defined by
Aψ = lim
h↓0
S(h)ψ − ψ
h
(limit in Ψ),
whenever the limit exists, the domain of A being the set Dom(A) ⊆ Ψ for which the above limit
exists.
A C0-semigroup {S(t)}t≥0 on Ψ is said to be a (C0, 1)-semigroup if for each continuous
semi-norm p on Ψ there exist some ϑp ≥ 0 and a continuous semi-norm q on Ψ such that
p(S(t)ψ) ≤ eϑptq(ψ), for all t ≥ 0, ψ ∈ Ψ. Furthermore, if the above is satisfied with ϑp = 0 then
we say that {S(t)}t≥0 is an equicontinuous semigroup. Hence, every equicontinuous semigroup
is a (C0, 1)-semigroup but the converse is not true in general (see [2] p.177).
Some of the most important properties of (C0, 1)-semigroup for our study of solutions to
stochastic evolution equations are given in the following result.
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Theorem 6.1 ([2], Theorems 2.3 and 2.6). Let {S(t)}t≥0 be a C0-semigroup on Ψ. Then,
{S(t)}t≥0 is a (C0, 1)-semigroup on Ψ if and only if there exists a family Π of semi-norms
generating the topology on Ψ such that for each p ∈ Π there exist Mp ≥ 1 and θp ≥ 0 such that
p(S(t)ψ) ≤Mpeθptp(ψ), for all t ≥ 0, ψ ∈ Ψ,
(with Mp = 1, θp = 0 if {S(t)}t≥0 is equicontinuous). In that case, for each p ∈ Π, there exists
a C0-semigroup {Sp(t)}t≥0 (C0-semigroup of contractions if {S(t)}t≥0 is equicontinuous) on the
Banach space Ψp such that
Sp(t)ipψ = ipS(t)ψ, ∀ψ ∈ Ψ, t ≥ 0. (6.1)
The following result will be important for the existence and uniqueness of solutions to
stochastic evolution equations (see Section 6.5).
Proposition 6.2. Let {S(t)}t≥0 be a (C0, 1)-semigroup on Ψ and let Π be a family of continuous
semi-norms on Ψ satisfying the conditions in Theorem 6.1. Assume also that for each p ∈ Π
the Banach space Ψp is separable. Then, for each p ∈ Π there exists a continuous Hilbertian
semi-norm q on Ψ, q ≤ p and a C0-semigroup {Sq(t)}t≥0 on the Hilbert space Ψq, such that
Sp(t)iq,pψ = iq,pSq(t)ψ, ∀ψ ∈ Ψp, t ≥ 0, (6.2)
and
Sq(t)iqψ = iqS(t)ψ, ∀ψ ∈ Ψ, t ≥ 0. (6.3)
Proof. Let p ∈ Π and let {Sp(t)}t≥0 be the C0-semigroup on Ψp satisfying (6.1). Because Ψp
is a separable Banach space, then by Theorem 1.3 in [36] there exist a separable Hilbert space
(H, ||·||H), a continuous dense embedding jH,p : Ψp → H , and a C0-semigroup {TH(t)}t≥0 on
H such that
TH(t)jH,pψ = jH,pSpψ, ∀ t ≥ 0, ψ ∈ Ψ. (6.4)
Therefore, jH : Ψ → H given by jH = jH,pip is a continuous dense embedding. Moreover, by
(6.1) and (6.4) we have that
TH(t)jHψ = jH,pSp(t)ipψ = jHS(t)ψ, ∀ t ≥ 0, ψ ∈ Ψ. (6.5)
Let BH denote the unit ball in H . The continuity of jH implies that j
−1
H (BH) is a neighborhood
of zero of Ψ. Therefore, q : Ψ→ R given by q(ψ) = ||jHψ||H ∀ψ ∈ Ψ is a continuous Hilbertian
semi-norm on Ψ. Hence, the map jH defines an isometric isomorphism between the pre-Hilbert
spaces (Ψ/ker(q), q) and (jHΨ, ||·||H).
Let t ≥ 0. Note that from (6.5) we have that TH(t)(jHΨ) ⊆ jHΨ. Therefore, TH(t) restricts
to a continuous and linear operator on (jHΨ, ||·||H) and hence in (Ψ/ker(q), q) because these
spaces are isometrically isomorphic. We denote by Sq(t) the continuous and linear extension to
Ψq of the restriction of TH(t) to (Ψ/ker(q), q). Then, {Sq(t)}t≥0 is a C0-semigroup on Ψ and
from (6.4) and (6.5) it satisfies (6.2) and (6.3). 
Remark 6.3. Even in the case where Ψ is nuclear, we do not know if it is possible to choose the
family Π of semi-norms on Ψ given in Theorem 6.1 to be such that each p ∈ Π is Hilbertian. This
is assumed for example in [12] as part of the definition of (C0, 1)-semigroup. A partial result in
this direction is given in Proposition 6.2 where it has been shown that there exists a non-empty
family of continuous Hilbertian semi-norms on Ψ for which (6.3) is satisfied. However, this
family does not necessarily generate the topology on Ψ.
Let {S(t)}t≥0 be a C0-semigroup on Ψ with generator A. If the space Ψ is reflexive, then the
family {S(t)′}t≥0 of dual operators is a C0-semigroup on Ψ′β with generator A′, that we call the
dual semigroup and the dual generator respectively. Moreover, if {S(t)}t≥0 is equicontinuous
then {S(t)′}t≥0 is also equicontinuous (see [24], Theorem 1 and its Corollary). However, even
when Ψ is reflexive it is not true in general that the dual semigroup of a (C0, 1)-semigroup is a
(C0, 1)-semigroup on Ψ
′
β (see [2], Section 6).
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6.2 Stochastic Evolution Equations: The General Setting
In this section we will introduce the general model of stochastic evolution equations in the dual
of a nuclear space driven by a nuclear cylindrical martingale-valued measure.
Let Φ be a locally convex space and Ψ be a quasi-complete, bornological, nuclear space,
both defined over R. Let U be a topological space. We are concerned with the following class
of stochastic evolution equations
dXt = (A
′Xt +B(t,Xt))dt+
∫
U
F (t, u,Xt)M(dt, du), for t ≥ 0, (6.6)
where we will assume the following:
Assumption 6.4.
(A1) A is the infinitesimal generator of a (C0, 1)-semi-group {S(t)}t≥0 on Ψ.
(A2) M is a nuclear cylindrical martingale-valued measure on R+ ×R, where R is a ring
R ⊆ B(U) that generates the Borel σ-algebra B(U) of the topological space U , and the covariance
of M is determined by the measure λ = Leb on R+, a σ-finite Borel measure µ on U , and
the semi-norms {qr,u : r ∈ R+, u ∈ U}; all satisfying the conditions in Definition 3.3 and
Assumption 3.6.
(A3) B : R+ × Ψ′ → Ψ′ is such that the map (r, g) 7→ B(r, g)[ψ] is B(R+) ⊗ B(Ψ′β)-
measurable, for every ψ ∈ Ψ.
(A4) F = {F (r, u, g) : r ∈ R+, u ∈ U, g ∈ Ψ′} is such that
(a) F (r, u, g) ∈ L(Φ′qr,u ,Ψ′β), ∀r ≥ 0, u ∈ U , g ∈ Ψ′.
(b) The mapping (r, u, g) 7→ qr,u(F (r, u, g)′φ, ψ) is B(R+) ⊗ B(U) ⊗ B(Ψ′β)-measurable, for
every φ ∈ Φ, ψ ∈ Ψ.
Note that Ψ being reflexive, assumption (A1) implies that A′ is the infinitesimal generator
of the dual semi-group {S(t)′}t≥0 and this last is a C0-semigroup on Ψ′β .
We are interested in to studying weak and mild solutions to (6.6). The precise formulation
of these types of solutions is given below.
Definition 6.5. A Ψ′β-valued regular and predictable process X = {Xt}t≥0 is called a weak
solution to (6.6) if
(a) For every t > 0, X , B and F satisfy the following conditions:
P
(
ω ∈ Ω :
∫ t
0
|Xr(ω)[ψ]| dr <∞
)
= 1, ∀ψ ∈ Ψ.
P
(
ω ∈ Ω :
∫ t
0
|B(r,Xr(ω))[ψ]| dr <∞
)
= 1, ∀ψ ∈ Ψ.
P
(
ω ∈ Ω :
∫ t
0
∫
U
qr,u(F (r, u,Xr(ω))
′ψ)2µ(du)dr <∞
)
= 1, ∀ψ ∈ Ψ.
(b) For every ψ ∈ Dom(A) and every t ≥ 0, P-a.e.
Xt[ψ] = X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr (6.7)
+
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du),
where the first integral in the right-hand side of (6.7) is a Lebesgue integral that is defined
for each ψ ∈ Ψ for P-a.e. ω ∈ Ω. The second integral in the right-hand side of (6.7) is the
weak stochastic integral of F ′ψ = {F (r, u,Xr(ω))′ψ : r ∈ [0, t], ω ∈ Ω, u ∈ U} ∈ Λ2,locw (t),
and is well-defined for all ψ ∈ Ψ.
The proof of the following result can be carried out from standard arguments. We leave the
details to the reader.
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Proposition 6.6. The assumptions (A1)-(A4) together with the conditions (a) of Definition
6.5 are sufficient to guarantee the existence of all the integrals in (6.7).
Definition 6.7. A Ψ′β-valued regular and predictable process X = {Xt}t≥0 is called a mild
solution to (6.6) if
(a) For every t ≥ 0, for all ψ ∈ Ψ,
P
(
ω ∈ Ω :
∫ t
0
|S(t− r)′B(r,Xr(ω))[ψ]| dr <∞
)
= 1.
P
(
ω ∈ Ω :
∫ t
0
∫
U
qr,u(F (r, u,Xr(ω))
′S(t− r)ψ)2µ(du)dr <∞
)
= 1.
(b) For every t ≥ 0, P-a.e.
Xt = S(t)
′X0 +
∫ t
0
S(t− r)′B(r,Xr)dr +
∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du), (6.8)
where the first integral at the right-hand side of (6.8) is a Ψ′β-valued regular, {Ft}-adapted
process
{∫ t
0
S(t− r)′B(r,Xr)dr : t ≥ 0
}
such that for all t ≥ 0 and ψ ∈ Ψ, for P-a.e.
ω ∈ Ω, (∫ t
0
S(t− r)′B(r,Xr(ω))dr
)
[ψ] =
∫ t
0
S(t− r)′B(r,Xr(ω))[ψ]dr, (6.9)
where for each t ≥ 0, ψ ∈ Ψ, the integral on the right-hand side of (6.9) is the Lebesgue
integral of the function 1[0,t] (·)S(t − ·)′B(·, X·(ω))[ψ] defined on [0, t] for P-a.e. ω ∈ Ω.
The second integral at the right-hand side of (6.8) is the strong stochastic integral of
{1[0,t] (r)S(t− r)′F (r, u,Xr(ω)) : r ∈ [0, t], ω ∈ Ω, u ∈ U}.
For the proof of the next proposition we will need to recall some properties of absolutely
continuous functions. For t > 0, let ACt denotes the linear space of all absolutely continuous
functions on [0, t] which are zero at 0. It is well-known (see Theorem 5.3.6 in [4], p.339) that
G ∈ ACt if and only if there exists an integrable function g defined on [0, t] such that:
G(s) =
∫ s
0
g(r)dr, ∀s ∈ [0, t]. (6.10)
The space ACt is a Banach space equipped with the norm ||·||ACt given by ||G||ACt =
∫ t
0 |g(r)| dr,
for G ∈ ACt with g satisfying (6.10).
Proposition 6.8. The assumptions (A1)-(A4) together with the conditions (a) of Definition
6.7 are sufficient to guarantee the existence of all the integrals in (6.8).
Proof. We start with the existence of the process
{∫ t
0 S(t− r)′B(r,Xr)dr : t ≥ 0
}
. Fix t ≥ 0.
From the predictability of X and (A3) it follows that (r, ω) 7→ B(r,Xr(ω))[ψ] is P∞-measurable,
for every ψ ∈ Ψ. Then, for any s ∈ [0, t], the continuity of r 7→ 1[0,s] (r)S(s− r)ψ, implies that
(r, ω) 7→ 1[0,s] (r)B(r,Xr(ω))[S(s− r)ψ] = 1[0,s] (r)S(s− r)′B(r,Xr(ω))[ψ],
is Ps-measurable, for all ψ ∈ Ψ.
Now, for every ψ ∈ Ψ, let Ωt,ψ = {ω ∈ Ω :
∫ t
0
|S(t− r)′B(r,Xr(ω))[ψ]| dr < ∞}. Note that
from Definition 6.7(a) it follows that P (Ωt,ψ) = 1. Let Jt : Ψ 7→ L0(Ω,F ,P;ACt) given for
every ψ ∈ Ψ by
Jt(ψ)(ω)(s) =
{∫ s
0 S(s− r)′B(r,Xr(ω))[ψ]dr, for ω ∈ Ωt,ψ, s ∈]0, t],
0, elsewhere.
(6.11)
It is clear from arguments on the previous paragraphs that Jt is well-defined and linear. More-
over, by using similar ideas to those in the Step 1 of the proof of Theorem 5.9, it can be show
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that the map Jt is sequentially closed. Then, as Ψ is ultrabornological and ACt is a Banach
space, the closed graph theorem shows that Jt is continuous. Hence, Jt defines a cylindrical
random variable such that Jt : Ψ 7→ L0 (Ω,F ,P) is continuous. Then, the regularization the-
orem (see [18], Theorem 2.3.2) shows that there exists a Φ′β-valued regular random variable∫ t
0 S(t− r)′B(r,Xr)dr that is a version of Jt, i.e. such that (6.9) is satisfied. Moreover, because
for each ψ ∈ Ψ, Jt(ψ) and hence
∫ s
0
S(s − r)′B(r,Xr(ω))[ψ]dr is Ft-measurable, then the fact
that
∫ t
0 S(t− r)′B(r,Xr)dr is a regular random variable implies that it is also Ft-measurable.
Now, for the stochastic integral
∫ t
0
∫
U S(t − r)′F (r, u,Xr)M(dr, du) to be well-defined, we
have to check that for each t ≥ 0, the integrand is an element of Λs(t) (Definition 5.22).
Let R = {R(r, ω, u)} be given by
R(r, ω, u) = S(t− r)′F (r, u,Xr(ω)), ∀ r ∈ [0, t], ω ∈ Ω, u ∈ U.
It is clear that R(r, ω, u) ∈ L(Φ′qr,u ,Ψ′β), for each r ∈ [0, t], ω ∈ Ω, u ∈ U . Now, because
X is predictable together with (A4) it follows that the map (r, ω, u) 7→ qr,u(F (r, u,Xr)′ϕ, φ)
is P∞ ⊗ B(U)-measurable, for every φ ∈ Φ, ϕ ∈ Ψ. Then, by the continuity of the map
r 7→ S(t− r)ψ for r ∈ [0, t] and fixed ψ ∈ Ψ, it follows that the map
(r, ω, u) 7→ qr,u(R(r, ω, u)′ψ, φ) = qr,u(F (r, u,Xr(ω))′S(t− r)ψ, φ),
defined on [0, t]×Ω×U is Pt⊗B(U)-measurable for each ψ ∈ Ψ. Finally, Definition 6.7(a) implies
that R satisfies (5.22). Therefore, R ∈ Λs(t) and hence Theorem 5.26 shows the existence of
the stochastic integral
∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du). Moreover, from (5.24) the following
holds for all ψ ∈ Ψ, t ∈ [0, T ], P-a.e.∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du)[ψ] =
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du). (6.12)

6.3 Equivalence Between Mild and Weak Solutions
In this section we provide sufficient conditions for the equivalence between mild and weak
solutions. The main result of this section is the following:
Theorem 6.9. Let X = {Xt}t≥0 be a Ψ′β-valued regular and predictable process and assume
that for every T > 0, X, B and F satisfy:
E
∫ T
0
|Xr[ψ]| dr <∞, ∀ψ ∈ Ψ. (6.13)
E
∫ T
0
|B(r,Xr)[ψ]| dr <∞, ∀ψ ∈ Ψ. (6.14)
E
∫ T
0
∫
U
qr,u(F (r, u,Xr)
′ψ)2µ(du)dr <∞, ∀ψ ∈ Ψ. (6.15)
Then, X is a weak solution to (6.6) if and only if it is a mild solution to (6.6).
For our proof we benefit from ideas taken from Peszat and Zabczyk [31] and Gorajski [16]
on the proof of equivalence between weak and mild solutions on separable Hilbert spaces and
in UMD Banach spaces respectively.
To prove Theorem 6.9 we will need to make some technical preparations that for the conve-
nience of the reader we wil present in the following three lemmas.
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Lemma 6.10. Let X = {Xt}t≥0 be a Ψ′β-valued regular and predictable process and assume
that F satisfies (6.15). For every ψ ∈ Dom(A) and t > 0, the following identities holds P-a.e.∫ t
0
(∫ s
0
∫
U
S(s− r)′F (r, u,Xr)M(dr, du)[Aψ]
)
ds
=
∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds
=
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du) −
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du) (6.16)
Proof. Fix ψ ∈ Dom(A) and t > 0. Consider the following families of Hilbert-space valued
maps:
Y1(r, ω, u, s) = 1[0,s] (r)F (r, u,Xr(ω))
′S(t− s)Aψ,
Y2(r, ω, u, s) = 1[0,s] (r)F (r, u,Xr(ω))
′S(s− r)Aψ.
for r ∈ [0, t], ω ∈ Ω, u ∈ U and s ∈ [0, t].
Our first task is to verify that both Y1 and Y2 belong to Ξ
1,2
w (t, [0, t]) (see Definition 4.21)
for E = [0, t], E = B([0, t]), ̺ = Leb. In that case, the Stochastic Fubini’s Theorem (Theorem
4.25) show that all the integrals in (6.16) exist.
We start by proving that Y1 satisfies the conditions of Definition 4.21. First, as S(t−s)Aψ ∈
Ψ, ∀ s ∈ [0, t], by (A4)(a) it follows that Y1(r, ω, u, s) ∈ Φqr,u for (r, ω, u, s) ∈ [0, t]×Ω×U× [0, t].
Now, let φ ∈ Φ. From the strong continuity of the semigroup {S(t)}t≥0 it follows that
the map [0, t]
∈
s 7→ S(t − s)Aψ ∈ Ψ is continuous and therefore Borel measurable. This fact
together with (A4)(b) and the predictability of X implies that the mapping
(r, ω, u, s) 7→ 1[0,s] (r) qr,u(F (r, u,Xr(ω))′S(t− s)Aψ, φ),
is Pt ⊗ B(U)⊗ B([0, t])-measurable. Finally, note that (A4), the predictability of X and (6.15)
implies that {F (r, u,Xr(ω)) : r ∈ [0, t], ω ∈ Ω, u ∈ U} ∈ Λ2s(t). Then, from Theorem 5.11 there
exists a continuous Hilbertian semi-norm p on Ψ and F˜X ∈ Λ2s(p, t) such that F (r, u,Xr(ω)) =
i′pF˜X(r, ω, u), for Leb⊗ P⊗ µ-a.e. (r, ω, u) ∈ [0, t]× Ω× U satisfying (5.13).
Now, as {S(t)}t≥0 is a (C0, 1)-semigroup on Ψ and p is a continuous semi-norm on Ψ, from
Theorem 6.1 there exists a continuous semi-norm q on Ψ, p ≤ q and there exists a C0-semigroup
{Sq(t)}t≥0 on the Banach space Ψq such that
Sq(t)iqϕ = iqS(t)ϕ, ∀ϕ ∈ Ψ, t ≥ 0. (6.17)
Moreover, there exist Mq ≥ 1, θq ≥ 0 such that
q(Sq(t)iqϕ) ≤Mqeθqtq(iqϕ), ∀ϕ ∈ Ψ, t ≥ 0. (6.18)
Now, from the definition of F˜X and (6.17), it follows that for Leb⊗ P⊗µ⊗Leb-a.e. (r, ω, u, s),
Y1(r, ω, u, s) = 1[0,s] (r)F (r, u,Xr(ω))
′S(t− s)Aψ = 1[0,s] (r) F˜X(r, ω, u)′ip,qSq(t− s)iqAψ.
Therefore it follows that for Leb⊗ P⊗ µ⊗ Leb-a.e. (r, ω, u, s),
qr,u(Y1(r, ω, u, s))
2 ≤ 1[0,s] (r)
∣∣∣∣∣∣F˜X(r, ω, u)′∣∣∣∣∣∣2
L2(Ψp,Φqr,u )
||ip,q||2L(Ψq,Ψp)M2q e2θq(t−s)q(iqAψ)2.
From this last inequality and because F˜X ∈ Λ2s(p, t), it follows that∫ t
0
||Y1(·, ·, ·, s)||w,t ds =
∫ t
0
(
E
∫ t
0
∫
U
qr,u(Y1(r, ω, u, s))
2µ(du)dr
)1/2
ds
≤ MqeθqT q(iqAψ) ||ip,q||L(Ψq,Ψp)
∣∣∣∣∣∣F˜X ∣∣∣∣∣∣
s,p,t
<∞.
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Therefore, Y1 satisfies all the conditions of Definition 4.21 and hence Y1 ∈ Ξ1,2w (t, [0, t]). By
similar reasoning we find that Y2 also satisfies all the conditions of Definition 4.21 and hence we
have Y2 ∈ Ξ1,2w (t, [0, t]).
We now prove (6.16). First, note that for all r ∈ [0, t], u ∈ U , from standard properties of
C0 semigroups (see [24]) the following identity holds P-a.e.∫ t
0
1[0,s] (r)F (r, u,Xr)
′S(s− r)Aψds =
∫ t
0
1[0,s] (r)F (r, u,Xr)
′S(t− s)Aψds
= F (r, u,Xr)
′(S(t− r)ψ − ψ). (6.19)
Then, from (6.12) applied to Y2 (where ψ is there replaced by Aψ), (6.19), stochastic Fubini’s
theorem applied to Y1, and the linearity of the weak stochastic integral, we have P-a.e.∫ t
0
(∫ s
0
∫
U
S(s− r)′F (r, u,Xr)M(dr, du)[Aψ]
)
ds
=
∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(s− r)AψM(dr, du)
)
ds
=
∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds
=
∫ t
0
∫
U
(∫ t
0
1[0,s] (r)F (r, u,Xr)
′S(t− s)Aψds
)
M(dr, du)
=
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du) −
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du).

Lemma 6.11. Let X be a Ψ′β-valued regular and predictable process and assume that X and B
satisfy (6.13) and (6.14). Then, for each T > 0 there exists a continuous Hilbertian semi-norm
̺ on Ψ such that
E
∫ T
0
̺′(Xr)dr <∞, (6.20)
E
∫ T
0
̺′(B(r,Xr))dr <∞. (6.21)
Proof. Let T > 0. We start by showing the existence of the semi-norm for X .
Let σ(·) = Leb(·)/T , where Leb denotes the Lebesgue measure on [0, T ]. Then ([0, T ] ×
Ω,PT , σ ⊗ P) is a complete probability space. The predictability of X implies that Y T : Ψ →
L1([0, T ]× Ω,PT , σ ⊗ P), given by
Y T (ψ)(r, ω) = Xr(ω)[ψ], ∀ψ ∈ Ψ, (r, ω) ∈ [0, T ]× Ω, (6.22)
defines a cylindrical random variable. Moreover, an application of Fatou’s lemma shows that
Y T is sequentially closed. Then, because Ψ is ultrabornological and L1([0, T ] × Ω,PT , σ ⊗ P)
is a Banach space, by the closed graph theorem it follows that Y T is continuous. Therefore,
the semi-norm ν on Ψ defined by ν(ψ) =
∫
[0,T ]×Ω
∣∣Y T (r, ω)[ψ]∣∣ (σ ⊗ P)(d(r, ω)) for all ψ ∈ Ψ,
is continuous. Hence, if we apply Theorem 2.2 to the cylindrical random variable Y T and from
(6.22), there exists a continuous Hilbertian semi-norm p on Ψ such that
E
∫ T
0
p′(Xr)dr =
∫
[0,T ]×Ω
p′(Y T (r, ω))(σ ⊗ P)(d(r, ω)) <∞.
Now, following the same arguments as above we show that there exists some continuous Hilber-
tian semi-norm q on Ψ such that E
∫ T
0
q′(B(r,Xr))dr <∞.
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Finally, choose ̺ such that p ≤ ̺ and q ≤ ̺. Then, we have that
E
∫ T
0
̺′(Xr)dr ≤
∣∣∣∣i′p,̺∣∣∣∣L(Ψ′p,Ψ′ρ) E
∫ T
0
p′(Xr)dr <∞,
and
E
∫ T
0
̺′(B(r,Xr))dr ≤
∣∣∣∣i′q,̺∣∣∣∣L(Ψ′q,Ψ′ρ) E
∫ T
0
q′(B(r,Xr))dr <∞.

Lemma 6.12. Let X be a Ψ′β-valued regular and predictable process and assume that X and B
satisfy (6.13) and (6.14). For each ψ ∈ Dom(A) and t > 0, the following identities holds P-a.e.∫ t
0
(∫ s
0
Xr[AS(t− s)Aψ]dr
)
ds =
∫ t
0
Xr[S(t− r)Aψ]dr −
∫ t
0
Xr[Aψ]dr, (6.23)
∫ t
0
(∫ s
0
S(s− r)′B(r,Xr)dr[Aψ]
)
ds
=
∫ t
0
(∫ s
0
B(r,Xr)[S(t− s)Aψ]dr
)
ds
=
∫ t
0
B(r,Xr)[S(t− r)ψ]dr −
∫ t
0
B(r,Xr)[ψ]dr. (6.24)
Proof. Fix ψ ∈ Dom(A) and t ≥ 0. We start by showing (6.23). First, we need to prove that
the integrals exist. Note that the predictability of X and the strong continuity of the semigroup
{S(t)}t≥0 implies that all the integrands in (6.23) are Pt-measurable.
Now, let ̺ be a continuous Hilbertian semi-norm on Ψ satisfying the conditions in Lemma
6.11 (with T = t). As in the proof of Lemma 6.10, because {S(t)}t≥0 is a (C0, 1)-semigroup on
Ψ and ̺ is a continuous semi-norm on Ψ, there exists a continuous semi-norm q on Ψ, ̺ ≤ q,
a C0-semigroup {Sq(t)}t≥0 on the Banach space Ψq satisfying (6.17), and there exist Mq ≥ 1,
θq ≥ 0 such that {Sq(t)}t≥0 satisfies (6.18). Then, from (6.17), (6.18) and (6.20), it follows that
E
∫ t
0
|Xr[S(t− r)Aψ]| dr ≤ E
∫ t
0
̺′(Xr)̺(i̺S(t− r)Aψ)dr
≤ E
∫ t
0
̺′(Xr) ||i̺,q||L(Ψq,Ψ̺) q(Sq(t− r)iqAψ)dr
≤ Mqeθqtq(iqAψ) ||i̺,q||L(Ψq,Ψ̺) E
∫ t
0
̺′(Xr)dr. (6.25)
Let ϕ = Aψ. In a similar way to (6.25), we get that
E
∫ t
0
(∫ s
0
|Xr[AS(t− s)Aψ]| dr
)
ds ≤ tMqeθqtq(iqAϕ) ||i̺,q||L(Ψq,Ψ̺) E
∫ t
0
̺′(Xr)dr. (6.26)
Then, from (6.20), (6.25) and (6.26) it follows that all the integrals in (6.23) exist for P-a.e.
ω ∈ Ω. Moreover, from Fubini’s theorem, and standard properties of the dual semi-group
{S(t)′}t≥0 and its generator A′, we have for P-a.e. ω ∈ Ω,∫ t
0
(∫ s
0
Xr(ω)[AS(t− s)Aψ]dr
)
ds =
∫ t
0
(∫ t−r
0
Xr(ω)[AS(s)Aψ]ds
)
dr
=
∫ t
0
(∫ t−r
0
S(s)′A′Xr(ω)[Aψ]ds
)
dr
=
∫ t
0
(∫ t−r
0
S(s)′A′Xr(ω)ds
)
[Aψ]dr
=
∫ t
0
(S(t− r)′Xr(ω)−Xr(ω)) [Aψ]dr. (6.27)
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We can prove (6.24) by using similar arguments to those used to show (6.23). First, the pre-
dictability of X , the measurability properties of B in Assumption (A3) and the strong continuity
of the semi-group {S(t)}t≥0 implies that all the integrands in (6.24) are Pt-measurable (see the
proof of Proposition 6.8). Second, by following similar arguments to those used in (6.25), from
(6.21) and Proposition 6.8, we can show that all the integrals in (6.24) exists. Finally, we can
show that (6.24) holds P-a.e. by employing Fubini’s theorem and standard properties of the
dual semigroup {S(t)′}t≥0 and its generator A′ as we did in (6.27). 
Proof of Theorem 6.9. Assume X is a weak solution to (6.6). Fix t ≥ 0. We start by showing
that for all ψ ∈ Dom(A), the following holds P-a.e.∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds (6.28)
= X0[ψ]− S(t)′X0[ψ] +
∫ t
0
Xr[Aψ]ds−
∫ t
0
B(r,Xr)[S(t− r)ψ]dr +
∫ t
0
B(r,Xr)[ψ]dr.
First, note that for fixed s ∈ [0, t] and ψ ∈ Dom(A), S(t − s)Aψ ∈ Dom(A), hence from the
definition of weak solution to (6.6) (where ψ is there replaced by S(t− s)Aψ), we have P-a.e.∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du) (6.29)
= (Xs −X0)[S(t− s)Aψ]−
∫ s
0
(Xr[AS(t− s)Aψ] +B(r,Xr)[S(t− s)Aψ])dr.
Now, integrating both sides of (6.29) on [0, t] with respect to the Lebesgue measure, and then
using (6.23) and (6.24), we have P-a.e.∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds
=
∫ t
0
Xs[S(t− s)Aψ]ds−
∫ t
0
X0[S(t− s)Aψ]ds
−
∫ t
0
(∫ s
0
Xr[AS(t− s)Aψ]dr
)
ds−
∫ t
0
(∫ s
0
B(r,Xr)[S(t− s)Aψ]dr
)
ds
= −
∫ t
0
X0[S(t− s)Aψ]ds+
∫ t
0
Xr[Aψ]dr
−
∫ t
0
B(r,Xr)[S(t− s)ψ]dr +
∫ t
0
B(r,Xr)[ψ]dr. (6.30)
Now, similar calculations to those used in (6.27) (for r = 0 and for ψ instead of Aψ), shows
that P-a.e. ∫ t
0
X0[S(t− s)Aψ]ds =
∫ t
0
X0[S(s)Aψ]ds = (S(t)
′X0 −X0)[ψ]. (6.31)
And hence from (6.30) and (6.31) we obtain (6.28).
Substituting (6.16) into the definition of weak solution (6.7), and then using (6.28), we get
36
that P-a.e.
Xt[ψ] (6.32)
= X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du)
= X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)
−
∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds
= X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)
−X0[ψ] + S(t)′X0[ψ]−
∫ t
0
Xr[Aψ]dr +
∫ t
0
B(r,Xr)[S(t− r)ψ]dr −
∫ t
0
B(r,Xr)[ψ]dr
= S(t)′X0[ψ] +
∫ t
0
B(r,Xr)[S(t− r)ψ]dr +
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du).
Now, substituting (6.9) and (6.12) in (6.32), we get that P-a.e.
Xt[ψ] =
(
S(t)′X0 +
∫ t
0
S(t − r)′B(r,Xr)dr +
∫ t
0
∫
U
S(t − r)′F (r, u,Xr)M(dr, du)
)
[ψ].
(6.33)
As (6.33) is valid for all ψ ∈ Dom(A) and Dom(A) is dense in Ψ (see [24]), then we have P-a.e.
Xt = S(t)
′X0 +
∫ t
0
S(t− r)′B(r,Xr)dr +
∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du)
and therefore X is a mild solution to (6.6).
Conversely, assume X is a mild solution to (6.6). Fix ψ ∈ Dom(A) and t ≥ 0. For s ∈ [0, T ],
from the definition of mild solution (6.8), where ψ is there replaced by Aψ and t is replaced by
s, we have P-a.e.
Xs[Aψ] = S(s)
′X0[Aψ] +
∫ s
0
S(s− r)′B(r,Xr)dr[Aψ] (6.34)
+
∫ s
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du)[Aψ].
Then, integrating both sides of (6.34) on [0, t] with respect to the Lebesgue measure, then using
(6.16), (6.24) and (6.31), regrouping terms and finally by using (6.32) (that from the arguments
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above is equivalent to the definition of mild solution), we have P-a.e.∫ t
0
Xs[Aψ]ds
=
∫ t
0
S(s)′X0[Aψ]ds+
∫ t
0
(∫ s
0
S(s− r)′B(r,Xr)dr[Aψ]
)
ds
+
∫ t
0
(∫ s
0
∫
U
S(s− r)′F (r, u,Xr)M(dr, du)[Aψ]
)
ds
= S(t)′X0[ψ]−X0[ψ] +
∫ t
0
B(r,Xr)[S(t− r)ψ]dr −
∫ t
0
B(r,Xr)[ψ]dr
+
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du) −
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du)
= S(t)′X0[ψ] +
∫ t
0
B(r,Xr)[S(t− r)ψ]dr +
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)
−X0[ψ]−
∫ t
0
B(r,Xr)[ψ]dr −
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du)
= Xt[ψ]−X0[ψ]−
∫ t
0
B(r,Xr)[ψ]dr −
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du)
Therefore, we have P-a.e.
Xt[ψ] = X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du),
and hence X is a weak solution to (6.6). 
6.4 Regularity of the Stochastic Convolution
In this section our main interest is to study the regularity of the stochastic convolution process{∫ t
0
∫
U S(t− r)′R(r, u)M(dr, du) : t ∈ [0, T ]
}
for R ∈ Λ2s(T ). This will play an important role
in the study of existence and uniqueness of mild solutions in Section 6.5. Before we present our
main result, we will introduce some notation:
Notation 6.13. Sometimes, we will denote by S′∗R = {(S′∗R)t}t≥0 the stochastic convolution
process
{∫ t
0
∫
U
S(t− r)′R(r, u)M(dr, du) : t ∈ [0, T ]
}
, for a given fixed M .
Theorem 6.14. Let R ∈ Λ2s(T ). There exists a continuous Hilbertian semi-norm ̺ on Ψ such
that the process S′ ∗ R has a Ψ′̺-valued, mean-square continuous, predictable version S˜′ ∗R =
{(S˜′ ∗R)t}t≥0 satisfying
sup
t∈[0,T ]
E
[
̺′
(
(S˜′ ∗R)t
)2]
<∞. (6.35)
Proof. First, it is important to remark that the fact that R ∈ Λ2s(T ) and by using similar
arguments to those in the proof of Proposition 6.8 it follows that the stochastic convolution
S′ ∗R is well-defined.
Now we prove the existence of a Hilbert space-valued predictable version of the stochastic
convolution process. First, as R ∈ Λ2s(T ), from Corollary 5.10 there exists a continuous Hilber-
tian semi-norm p on Ψ and R˜ ∈ Λ2s(p, T ) such that R(r, ω, u) = i′pR˜(r, ω, u), for Leb⊗P⊗µ-a.e.
(r, ω, u) ∈ [0, T ]× Ω× U .
Now, as in the proof of Lemma 6.10, because {S(t)}t≥0 is a (C0, 1)-semigroup on Ψ and p
is a continuous semi-norm on Ψ, there exists a continuous semi-norm q on Ψ, p ≤ q, and there
exists a C0-semigroup {Sq(t)}t≥0 on the Banach space Ψq such that (6.17) holds. Moreover,
there exist Mq ≥ 1, θq ≥ 0 such that (6.18) holds.
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Let η be a continuous Hilbertian semi-norm on Ψ such that q ≤ η. Then, for fixed t ∈ [0, T ]
it follows from the above properties that for Leb⊗ P⊗ µ-a.e. (r, ω, u),
1[0,t] (r)S(t− r)′R(r, ω, u) = 1[0,t] (r) i′η i′q,η Sq(t− r)′ i′p,q R˜(r, ω, u). (6.36)
Our objective is to prove that {1[0,t] (r) i′q,η Sq(t−r)′ i′p,q R˜(r, ω, u)} ∈ Λ2s(η, t) for each t ∈ [0, T ].
First, for every (r, ω, u) ∈ [0, T ]×Ω×U , because R˜(r, ω, u) ∈ L2(Φ′qr,u ,Ψ′p), i′p,q ∈ L(Ψ′p,Ψ′q),
Sq(t − r)′ ∈ L(Ψ′q,Ψ′q) and i′q,η ∈ L(Ψ′q,Ψ′η), then it follows that i′q,η Sq(t − r)′ i′p,q R˜(r, ω, u) ∈
L2(Ψ′η,Φ′qr,u).
Now, fix ψ ∈ Ψ and φ ∈ Φ. Because the map (r, ω, u) 7→ 1[0,t] (r) qr,u(R˜(r, ω, u)′S(t− r)ψ, φ)
is Pt ⊗ B(U)-measurable (see Proposition 6.8) and from (6.36) it follows that the map
(r, ω, u) 7→ 1[0,t] (r) qr,u(R˜(r, ω, u)′ ip,q Sq(t− r) iq,ηiηψ, φ),
is also Pt ⊗ B(U)-measurable. Finally, from (6.18), we have
E
∫ t
0
∫
U
∣∣∣∣∣∣i′q,η Sq(t− r)′ i′p,q R˜(r, u)∣∣∣∣∣∣2
L2(Ψη ,Φqr,u )
µ(du)λ(dr)
≤M2q e2θqt ||ip,q||2L(Ψq,Ψp) ||iq,̺||
2
L(Ψη ,Ψq)
∣∣∣∣∣∣R˜∣∣∣∣∣∣2
s,p,t
<∞. (6.37)
Then, {1[0,t] (r) i′q,η Sq(t− r)′ i′p,q R˜(r, ω, u)} satisfies the conditions of Definition 5.3 and hence
belongs to Λ2s(η, t). Therefore, from Proposition 5.6, Theorem 5.11 and (6.36), there exists a
continuous Hilbertian seminorm ̺ on Ψ, η ≤ ̺, such that for each t ∈ [0, T ] we have
1[0,t] (r)S(t− r)′R(r, ω, u) = 1[0,t] (r) i′̺ i′q,̺ Sq(t− r)′ i′p,q R˜(r, ω, u), Leb⊗ P⊗ µ-a.e.,
{1[0,t] (r) i′q,̺ Sq(t− r)′ i′p,q R˜(r, ω, u)} ∈ Λ2s(̺, T ) and
∫ t
0
∫
U i
′
q,̺ Sq(t− r)′ i′p,q R˜(r, u)M(dr, du) is
a Ψ′ρ-valued Ft-measurable version of
∫ t
0
∫
U S(t− r)′R(r, u)M(dr, du).
Our next objective is to prove that the Ψ′̺-valued process{∫ t
0
∫
U
i′q,̺ Sq(t− r)′ i′p,q R˜(r, u)M(dr, du) : t ∈ [0, T ]
}
,
is mean square continuous. We will prove the left continuity as the right continuity follows from
similar arguments. Let 0 < t ≤ T . Then, from the linearity of the strong stochastic integral
and Proposition 5.19, for any 0 ≤ s < t we have
E
[
̺
(∫ t
0
∫
U
i′q,̺ Sq(t− r)′ i′p,q R˜(r, u)M(dr, du)−
∫ s
0
∫
U
i′q,̺ Sq(s− r)′ i′p,q R˜(r, u)M(dr, du)
)2 ]
≤ 2E
[
̺
(∫ t
0
∫
U
1[s,t] (r) i
′
q,̺ Sq(t− r)′ i′p,q R˜(r, u)M(dr, du)
)2 ]
+ 2E
[
̺
(∫ s
0
∫
U
i′q,̺ (Sq(t− r)′ − Sq(s− r)′) i′p,q R˜(r, u)M(dr, du)
)2 ]
(6.38)
Now, we start with the first term in the right-hand side of the inequality in (6.38). From
(5.13) and arguing in a similar way to the derivation of (6.37) we have for any 0 ≤ s < t that
E
[
̺
(∫ t
0
∫
U
1[s,t] (r) i
′
q,̺ Sq(t− r)′ i′p,q R˜(r, u)M(dr, du)
)2 ]
(6.39)
= E
∫ t
s
∫
U
∣∣∣∣∣∣i′q,̺ Sq(t− r)′ i′p,q R˜(r, u)∣∣∣∣∣∣2
L2(Φ′qr,u ,Ψ
′
̺)
µ(du)dr
≤M2q e2θq(t−s) ||ip,q||2L(Ψq,Ψp) ||iq,̺||
2
L(Ψ̺,Ψq)
∣∣∣∣∣∣R˜∣∣∣∣∣∣2
s,p,T
,
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Then, from (6.39) we have
lim
s→t−
E
[
̺
(∫ t
0
∫
U
1[s,t] (r) i
′
q,̺ Sq(t− r)′ i′p,q R˜(r, u)M(dr, du)
)2 ]
= 0. (6.40)
For the second term in the right-hand side of the inequality in (6.38), proceeding as in (6.39),
we can prove that for any 0 ≤ s < t,
E
[
̺
(∫ s
0
∫
U
i′q,̺ (Sq(t− r)′ − Sq(s− r)′) i′p,q R˜(r, u)M(dr, du)
)2 ]
(6.41)
= E
∫ s
0
∫
U
∣∣∣∣∣∣R˜(r, u)′ ip,q (Sq(t− r)− Sq(s− r)) iq,̺∣∣∣∣∣∣2
L2(Ψ̺,Φqr,u )
µ(du)dr
≤M2q e2θqT ||ip,q||2L(Ψq,Ψp) ||iq,̺||
2
L(Ψ̺,Ψq)
∣∣∣∣∣∣R˜∣∣∣∣∣∣2
s,p,T
<∞.
Now, let {ψ̺j }j∈N ⊆ Ψ be a complete orthonormal system in Ψ̺. For each j ∈ N, the strong
continuity of the semigroup {Sq(t)}t≥0, the continuity of the maps ip,q and of R(r, ω, u)′ (for
fixed (r, ω, u)), and the dominated convergence theorem imply that
lim
s→t−
E
∫ T
0
∫
U
1[0,s] (r) qr,u
(
R˜(r, u)′ ip,q (Sq(t− r)− Sq(s− r)) iq,̺ψ̺j
)2
µ(du)dr = 0. (6.42)
By Fubini’s theorem and Parseval’s identity we have
E
∫ s
0
∫
U
∣∣∣∣∣∣R˜(r, u)′ ip,q (Sq(t− r)− Sq(s− r)) iq,̺∣∣∣∣∣∣2
L2(Ψ̺,Φqr,u )
µ(du)dr
=
∞∑
j=1
E
∫ T
0
∫
U
1[0,s] (r) qr,u
(
R˜(r, u)′ ip,q (Sq(t− r) − Sq(s− r)) iq,̺ψ̺j
)2
µ(du)dr.
Hence, from (6.41), (6.42) and the dominated convergence theorem it follows that
lim
s→t−
E
[
̺
(∫ s
0
∫
U
i′q,̺ (Sq(t− r)′ − Sq(s− r)′) i′p,q R˜(r, u)M(dr, du)
)2 ]
= 0. (6.43)
Finally, from (6.38), (6.40) and (6.43), it follows that S˜′ ∗R = {(S˜′ ∗R)t}t≥0 given by
(S˜′ ∗R)t =
∫ t
0
∫
U
i′q,̺ Sq(t− r)′ i′p,q R˜(r, u)M(dr, du), ∀ t ∈ [0, T ],
is mean square continuous. Furthermore, as it is also {Ft}-adapted and Ψ′̺ is a separable Hilbert
space, then it has a predictable version (see [31], Proposition 3.21, p.27). Moreover, from (6.39)
(taking s = 0) we have (6.35). 
6.5 Existence and Uniqueness of Weak and Mild Solutions
In this section we prove the existence and uniqueness of weak and mild solutions to (6.6) under
some Lipschitz and growth conditions on the coefficients B and F . We will need the following
additional assumptions on the dual space Ψ′β and the dual semigroup {S(t)′}t≥0 in this section.
Assumption 6.15.
(1) Every continuous semi-norm on Ψ′β is separable.
(2) The dual semigroup {S(t)′}t≥0 is a (C0, 1) semigroup on Ψ′β.
Remark 6.16. Assumption 6.15(1) is satisfied if Ψ′β is either separable or nuclear (e.g if Ψ
′
β
is the space of distributions D ′ or the space of tempered distributions S ′ on Rd; see [34],
Chapter 51). Assumption 6.15(2) is satisfied if {S(t)}t≥0 is equicontinuous because in that case
{S(t)′}t≥0 is also equicontinuous (see Section 6.1).
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Recall from Section 2.1 that for each K ⊆ Ψ bounded, ηK : Ψ′ → R+ given by
ηK(f) := pK0(f) = sup
ψ∈K
|f [ψ]| , ∀ f ∈ Ψ′,
is a continuous semi-norm on Ψ′β, where pK0 is the Minkowski functional of K
0. Moreover, the
family {ηK : K ⊆ Ψ, K is bounded} generates the topology on Ψ′β.
For each K ⊆ Ψ bounded we denote by Ψ′K the Banach space that corresponds to the
completion of (Ψ′/ker(ηK), η˜K) where η˜K(f + ker(ηK)) = ηK(f). The canonical inclusion from
Ψ′β into Ψ
′
K will be denoted by jK . If K, D are any bounded subsets of Ψ such that K ⊆ D,
then we have ηK ≤ ηD and we denote by jK,D the canonical inclusion from Ψ′D into Ψ′K . If for
K ⊆ Ψ bounded we have that Ψ′K is a Hilbert space, then we say that K is a Hilbertian set.
The following key property of the dual semigroup {S(t)′}t≥0 will be of great importance for
our proof of existence and uniqueness of solutions to (6.6).
Lemma 6.17. There exists a non-empty family KH(Ψ) of bounded subsets of Ψ, such that for
all K ∈ KH(Ψ), Ψ′K is a separable Hilbert space and there exists a C0-semigroup {SK(t)}t≥0 on
Ψ′K such that
SK(t)jKf = jKS(t)
′f, ∀ t ≥ 0, f ∈ Ψ′. (6.44)
Proof. The result follows from Proposition 6.2, Assumption 6.15 and the fact that because Ψ
is reflexive, then every continuous semi-norm ν on Ψ′β satisfies ν = ηK where K = Bν(1)
0 ⊆ Ψ
is bounded (see [33], Theorems IV.5.2 and IV.5.6). 
Now, for the proof of existence and uniqueness of solutions to (6.6) we will follow a fixed
point theorem argument and to do this we will need a class of Ψ′β-process where the solution
will lie. Adapting the ideas used in [10] p.188 to our context, we define this class as follows:
Definition 6.18. Let T > 0. We denote by H2(T,Ψ′β) the vector space of all the (equivalence
classes of) Ψ′β-valued, regular, predictable processes X = {Xt}t∈[0,T ] such that ∀K ∈ KH(Ψ),
sup
t∈[0,T ]
E ηK(jKXt)
2 <∞.
Now, we need to equip the linear space H2(T,Ψ′β) with a locally convex topology. To do
this, will need the following family of Banach spaces.
Definition 6.19. Let T > 0 and K ∈ KH(Ψ). Denote by H2(T,Ψ′K) the vector space of all
(equivalence classes of) Ψ′K-valued predictable process X = {Xt}t∈[0,T ] such that
||X ||K,T := sup
t∈[0,T ]
(
E ηK(Xt)
2
)1/2
<∞.
The space H2(T,Ψ′K) is a Banach space when equipped with the topology defined by the
norm ||·||K,T .
Remark 6.20. If for υ ≥ 0 we define ||·||υ,K,T by (see [31], p. 164)
||X ||υ,K,T = sup
t∈[0,T ]
(
e−υtE
(
ηK(Xt)
2
))1/2
, ∀X ∈ H2(T,Ψ′β),
then ||·||K,T = ||·||0,K,T and it is clear that the norms |||·|||υ,K,T , υ ≥ 0 are equivalent.
The following result is an immediate consequence of the definition of the spaces H2(T,Ψ′β)
and H2(T,Ψ′K), and the continuity and the linearity of the map jK .
Lemma 6.21. For each K ∈ KH(Ψ), the map jK : H2(T,Ψ′β)→ H2(T,Ψ′K) given by X 7→ jKX
is continuous, linear and injective.
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Now, from Lemma 6.21 it follows that we can equip the space H2(T,Ψ′β) with the projective
topology with respect to the family {(H2(T,Ψ′K), jK) : K ∈ KH(Ψ)}. Then, equipped with
this topology the space H2(T,Ψ′β) is a complete, Hausdorff, locally convex space (this is a
consequence of the fact that each H2(T,Ψ′K) satisfies these properties; see [33], Theorems II.5.1
and II.5.3, p.51-2). Moreover, the topology on H2(T,Ψ′β) is generated by the family of semi-
norms {|||·|||K,T : K ∈ KH(Ψ)}, given for each K ∈ KH(Ψ) by
|||X |||K,T := ||jKX ||K,T = sup
t∈[0,T ]
(
E
(
ηK(jKXt)
2
))1/2
, ∀X ∈ H2(T,Ψ′β). (6.45)
The Lipschitz and growth conditions that we assume for our coefficients B and F are the
following:
Assumption 6.22. There exist two functions a, b : Ψ× R+ → R+ satisfying:
(1) For each T > 0 and K ⊆ Ψ bounded,∫ T
0
sup
ψ∈K
(a(ψ, r)2 + b(ψ, r)2)dr <∞.
(2) (Growth conditions) For all r ∈ R+, g ∈ Ψ′,
|B(r, g)[ψ]| ≤ a(ψ, r)(1 + |g[ψ]|),∫
U
qr,u(F (r, u, g)
′ψ)2µ(du) ≤ b(ψ, r)2(1 + |g[ψ]|)2.
(3) (Lipschitz conditions) For all r ∈ R+, g1, g2 ∈ Ψ′,
|B(r, g1)[ψ]−B(r, g2)[ψ]| ≤ a(ψ, r) |g1[ψ]− g2[ψ]| ,∫
U
qr,u(F (r, u, g1)
′ψ − F (r, u, g2)′ψ)2µ(du) ≤ b(ψ, r) |g1[ψ]− g2[ψ]|2 .
We are ready for the main result of this section.
Theorem 6.23 (Existence and uniqueness). Let Z0 be a Ψ
′
β-valued, regular, F0-measurable,
square integrable random variable. Then, there exists a unique (up to modification) mild solution
X = {Xt}t≥0 to (6.6) with initial condition X0 = Z0. Moreover, for every T > 0 there exists
a continuous Hilbertian semi-norm ρ = ρ(T ) on Ψ such that X = {Xt}t∈[0,T ] has a Ψ′ρ-valued
predictable version X˜ = {X˜t}t∈[0,T ] satisfying supt∈[0,T ] E
(
ρ′(X˜t)
2
)
< ∞. Furthermore, X is
also a weak solution to (6.6).
Let T > 0. Consider the operator A : H2(T,Ψ′β)→ H2(T,Ψ′β) defined by
A(X) = A0(X) + A1(X) + A2(X), ∀X ∈ H2(T,Ψ′β),
where for each t ∈ [0, T ],
A0(X)t := S(t)
′Z0,
A1(X)t :=
∫ t
0
S(t− r)′B(r,Xr)dr,
A2(X)t :=
∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du).
Our objective is to show that the map A is a contraction on H2(T,Ψ′β). Then, we have to show
that for every K ∈ KH(Ψ) there exists 0 < CK,T < 1 such that
|||AX − AY |||K,T ≤ CK,T |||X − Y |||K,T , ∀X,Y ∈ H2(T,Ψ′β).
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However, by Remark 6.20 it is equivalent to show that for each K ∈ KH(Ψ) there exists υ ≥ 0
and a constant 0 < Cυ,K,T < 1 such that
|||AX − AY |||υ,K,T ≤ Cυ,K,T |||X − Y |||υ,K,T , ∀X,Y ∈ H2(T,Ψ′β). (6.46)
where the semi-norm |||·|||υ,K,T is given by
|||X |||υ,K,T := ||jKX ||υ,K,T = sup
t∈[0,T ]
(
e−υtE
(
ηK(jKXt)
2
))1/2
, ∀X ∈ H2(T,Ψ′β). (6.47)
In the next result we show that A is well-defined and that it is a contraction on H2(T,Ψ′β).
Lemma 6.24. The operator A is a contraction on H2(T,Ψ′β). Moreover, for every X =
{Xt}t∈[0,T ] ∈ H2(T,Ψ′β) there exists a continuous Hilbertian semi-norm ρ on Ψ such that A(X)
has a Ψ′ρ-valued predictable version A˜(X) = {A˜(X)t}t∈[0,T ] satisfying
sup
t∈[0,T ]
E
(
ρ′
(
A˜(X)t
)2)
<∞. (6.48)
Proof. We proceed in four steps.
Step 1: Estimating A0. First, as Z0 is square integrable and regular, then ψ 7→ E |Z0[ψ]|2
defines a continuous Hilbertian semi-norm on Ψ. Then, Theorem 2.2 shows that there exists a
continuous Hilbertian semi-norm q on Ψ, such that Z0 possesses a Ψ
′
q-valued, F0-measurable
version Z˜0 satisfying Eq
′(Z˜0)
2 <∞.
Now, as in the proof of Lemma 6.10, because {S(t)}t≥0 is a (C0, 1)-semigroup on Ψ and q is
a continuous semi-norm on Ψ, there exists a continuous semi-norm ̺0 on Ψ, q ≤ ̺0, and there
exists a C0-semigroup {S̺0(t)}t≥0 on the Banach space Ψ̺0 such that (6.17) holds. Moreover,
there exist M̺0 ≥ 1, θ̺0 ≥ 0 such that (6.18) holds.
Hence, from the above we have that for each t ∈ [0, T ], P-a.e.
S(t)′Z0 = i
′
̺0S̺0(t)
′i′q,̺0Z˜0.
Then, {S̺0(t)′i′q,̺0 Z˜0}t≥0 is a Ψ′̺0 -valued version of {S(t)′Z0}t≥0. Moreover, {S̺0(t)′i′q,̺0 Z˜0}t≥0
is a Ψ′̺0-valued, {Ft}-adapted, continuous process and Ψ′̺0 is a separable Banach space, then it
has a predictable version (see [31], Proposition 3.21, p.27). Furthermore, we have that
E sup
t∈[0,T ]
̺′0
(
S̺0(t)
′i′q,̺0 Z˜0
)2
≤M2̺0 e2θ̺0T ||iq,̺0 ||2L(Ψ̺0 ,Ψq) Ep
′(Z˜0)
2 <∞. (6.49)
From the corresponding properties of {S̺0(t)′i′q,̺0 Z˜0}t≥0 we conclude that {S(t)′Z0}t≥0 is a Ψ′β-
valued continuous, regular process which has a predictable version. Moreover, if K ∈ KH(Ψ)
the map jK ◦ i′̺0 : Ψ′̺0 → Ψ′K is linear and continuous. Therefore, from the arguments in the
above paragraphs we have
E
(
sup
t∈[0,T ]
ηK(jKS(t)
′Z0)
2
)
≤ ∣∣∣∣jKi′̺0 ∣∣∣∣2L(Ψ′̺0 ,Ψ′K) E supt∈[0,T ] ̺′0
(
S̺0(t)
′i′q,̺0 Z˜0
)2
<∞. (6.50)
Hence, {S(t)′Z0}t≥0 is an element of H2(T,Ψ′β) and consequently A0 is well-defined.
Step 2: Estimating A1. We proceed in two steps.
(a) We will show that A1 is well-defined. Let X ∈ H2(T,Ψ′β). First, from Assumption 6.22
we have that for every ψ ∈ Ψ,
E
∫ T
0
|B(r,Xr)[ψ]|2 dr ≤ 2
(
1 + sup
t∈[0,T ]
E |Xt[ψ]|2
)∫ T
0
a(ψ, r)2dr <∞. (6.51)
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Hence, from similar arguments to those used in Lemma 6.11 it follows that there exists a
continuous Hilbertian semi-norm p on Ψ and a Ψ′p-valued {Ft}-adapted version {B˜(t,Xt)}t∈[0,T ]
of {B(t,Xt)}t∈[0,T ] such that E
∫ T
0 p
′(B˜(r,Xr))
2dr <∞.
Now, as in the proof of Lemma 6.10, because {S(t)}t≥0 is a (C0, 1)-semigroup on Ψ and p is
a continuous semi-norm on Ψ, there exists a continuous semi-norm ̺1 on Ψ, p ≤ ̺1, and there
exists a C0-semigroup {S̺1(t)}t≥0 on the Banach space Ψ̺1 such that (6.17) holds. Moreover,
there exist M̺1 ≥ 1, θ̺1 ≥ 0 such that {S̺1(t)}t≥0 satisfies (6.18). Then, for every t ≥ 0 we
have
E
∫ t
0
̺′1
(
S̺1(t− r)′i′p,̺1B˜(r,Xr)
)2
dr
≤M2̺1e2θ̺1 t
∣∣∣∣i′p,̺1∣∣∣∣2L(Ψ′p,Ψ′̺1 ) E
∫ T
0
p′(B˜(r,Xr))
2dr <∞. (6.52)
Thus, for every t ≥ 0 the Bochner integral ∫ t
0
S̺1(t − r)′i′p,̺1B˜(r,Xr)dr is defined P-a.e. and
hence
{∫ t
0 S̺1(t− r)′i′p,̺1B˜(r,Xr)dr : t ∈ [0, T ]
}
is a Ψ′̺1 -valued {Ft}-adapted square integrable
process. Moreover, because for 0 ≤ s ≤ t ≤ T , we have P-a.e.
̺′1
(∫ s
0
S̺1(s− r)′i′p,̺1B˜(r,Xr)dr −
∫ t
0
S̺1(t− r)′i′p,̺1B˜(r,Xr)dr
)
≤
∫ T
0
1[0,s] (r) ̺
′
1
(
(S̺1 (s− r)′ − S̺1(t− r)′)i′p,̺1B˜(r,Xr)
)
dr
+
∫ T
0
1[s,t] (r) ̺
′
1
(
S̺1(t− r)′i′p,̺1B˜(r,Xr)
)
dr.
Then, by (6.52) and following similar arguments to those used in the proof of Theorem 6.14,
we can show that
{∫ t
0 S̺1(t− r)′i′p,̺1B˜(r,Xr)dr : t ∈ [0, T ]
}
is continuous P-a.e. As it is also
{Ft}-adapted then it has a predictable version (see [31], Proposition 3.21, p.27).
Now, for every t ∈ [0, T ] we define∫ t
0
S(t− r)′B(r,Xr)dr := i′̺1
∫ t
0
S̺1(t− r)′i′p,̺1B˜(r,Xr)dr. (6.53)
Then, we have that
{∫ t
0 S(t− r)′B(r,Xr)dr : t ∈ [0, T ]
}
is a Ψ′β-valued, regular, square inte-
grable predictable process. Moreover, if K ∈ KH(Ψ) it follows from (6.52) and (6.53) that
sup
t∈[0,T ]
E
(
ηK
(
jK
∫ t
0
S(t− r)′B(r,Xr)dr
)2)
≤ ∣∣∣∣jKi′̺1 ∣∣∣∣2L(Ψ′̺1 ,Ψ′K) supt∈[0,T ]E
∫ t
0
̺′1
(
S̺1(t− r)′i′p,̺1B˜(r,Xr)
)2
dr <∞. (6.54)
Hence,
{∫ t
0 S(t− r)′B(r,Xr)dr : t ∈ [0, T ]
}
∈ H2(T,Ψ′β) and therefore A1 is well-defined. Fur-
thermore, note that for every t ∈ [0, T ] and ψ ∈ Ψ we have P-a.e.(∫ t
0
S̺1(t− r)′i′p,̺1B˜(r,Xr)dr
)
[i̺1ψ] =
∫ t
0
S̺1(t− r)′i′p,̺1B˜(r,Xr)[i̺1ψ]dr
=
∫ t
0
i′̺1S̺1(t− r)′i′p,̺1B˜(r,Xr)[ψ]dr
=
∫ t
0
S(t− r)′B(r,Xr)[ψ]dr.
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Thus, our definition of
∫ t
0 S(t− r)′B(r,Xr)dr in (6.53) coincides with that given in (6.9).
(b) Our next objective is to show that A1 is a contraction. Let K ∈ KH(Ψ). It follows
from Proposition 6.17 that there exists a C0-semigroup {SK(t)′}t≥0 on the Hilbert space Ψ′K
satisfying (6.44). Moreover, there exist MK ≥ 1 and θK ≥ 0 such that {SK(t)′}t≥0 satisfies
ηK(SK(t)f) ≤MKeθKtηK(f), ∀f ∈ Ψ′K . (6.55)
Now, observe that for every t ∈ [0, T ], P-a.e. the Bochner integral ∫ t
0
SK(t − r)′jKB(r,Xr)dr
exists in Ψ′K . Indeed, because jK i
′
̺1 ∈ L(Ψ′̺1 ,Ψ′K), then from (6.17), (6.44) and (6.53) we have
P-a.e. ∫ t
0
SK(t− r)′jKB(r,Xr)dr =
∫ t
0
jKS(t− r)′i′p,̺1B˜(r,Xr)dr
=
∫ t
0
jKi
′
̺1S̺1(t− r)′i′p,̺1B˜(r,Xr)dr
= jKi
′
̺1
∫ t
0
S̺1(t− r)′i′p,̺1B˜(r,Xr)dr
= jK
∫ t
0
S(t− r)′B(r,Xr)dr. (6.56)
Then, for every υ ≥ 0 and X,Y ∈ H2(T,Ψ′β), from Assumption 6.22, (6.55) and (6.56), we have
(recall the definition of |||·|||υ,K,T in (6.47))
|||A1X − A1Y |||2υ,K,T
= sup
t∈[0,T ]
e−υtE
(
ηK
(
jK
∫ t
0
S(t− r)′B(r,Xr)dr − jK
∫ t
0
S(t− r)′B(r, Yr)dr
)2)
= sup
t∈[0,T ]
e−υtE
(
ηK
(∫ t
0
SK(t− r)′jK(B(r,Xr)−B(r, Yr))dr
))2
≤M2Ke2θKT sup
t∈[0,T ]
e−υtE
(∫ t
0
ηK (jK(B(r,Xr)−B(r, Yr))) dr
)2
≤M2Ke2θKT sup
t∈[0,T ]
e−υtE
(∫ t
0
sup
ψ∈K
a(ψ, r) ηK (jK(Xr − Yr)) dr
)2
Now, by the Cauchy-Schwarz inequality,
∫ t
0
sup
ψ∈K
a(ψ, r) ηK (jK(Xr − Yr)) dr ≤
(∫ t
0
sup
ψ∈K
a(ψ, r)2dr
) 1
2 (∫ t
0
ηK (jK(Xr − Yr))2 dr
) 1
2
.
Then,
|||A1X − A1Y |||2υ,K,T
≤M2Ke2θKT
(∫ T
0
sup
ψ∈K
a(ψ, r)2dr
)
sup
t∈[0,T ]
∫ t
0
e−υ(t−r)e−υrE
(
ηK (jK(Xr − Yr))2
)
dr
≤M2Ke2θKT
(∫ T
0
sup
ψ∈K
a(ψ, r)2dr
)(∫ T
0
e−υrdr
)
|||X − Y |||2υ,K,T .
Therefore, we have
|||A1X − A1Y |||2υ,K,T ≤ C(1)υ,K,T |||X − Y |||2υ,K,T , (6.57)
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where
C
(1)
υ,K,T =M
2
Ke
2θKT
(∫ T
0
sup
ψ∈K
a(ψ, r)2dr
)(∫ T
0
e−υrdr
)
. (6.58)
Step 3: Estimating A2. Again we proceed in two steps.
(a) We will show that A2 is well-defined. Let X ∈ H2(T,Ψ′β). First, we will show that
FX = {F (r, u,Xr(ω)) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈ Λ2s(T ). In effect, for every ψ ∈ Ψ, we have
from Assumption 6.22 that
E
∫ T
0
∫
U
qr,u(F (r, u,Xr)
′ψ)2µ(du)dr ≤ E
∫ T
0
b(ψ, r)2 (1 + |Xr[ψ]|)2 dr
≤ 2
(
1 + sup
t∈[0,T ]
E |Xt[ψ]|2
)∫ T
0
b(ψ, r)2dr <∞.
Hence, FX ∈ Λ2s(T ). Then, by Theorem 6.14 there exists a continuous Hilbertian semi-norm ̺2
on Ψ such that the stochastic convolution process S′ ∗ FX = {(S′ ∗ FX)t}t≥0 has a Ψ′̺2-valued,
mean-square continous, predictable version S˜′ ∗ FX = {(S˜′ ∗ FX)t}t≥0 satisfying
sup
t∈[0,T ]
E̺′2
(
(S˜′ ∗ FX)t
)2
<∞. (6.59)
Therefore, because (S′ ∗ FX)t = i′̺ ˜(S′ ∗ FX)t, for all t ∈ [0, T ] P-a.e., then S′ ∗ FX is a Ψ′β-
valued, regular, square integrable process that has a predictable version. Moreover, given any
K ∈ KH(Ψ) we have from (6.59) that
sup
t∈[0,T ]
E
[
ηK(jK(S
′ ∗ FX)t)2
] ≤ ∣∣∣∣jKi′̺2 ∣∣∣∣2L(Ψ′̺2 ,Ψ′K) supt∈[0,T ]E̺′2
(
(S˜′ ∗ FX)t
)2
<∞.
Thus, S′ ∗ FX ∈ H2(T,Ψ′β) and hence A2 is well-defined.
(b) Now we will show that A2 is a contraction.
Let K ∈ KH(Ψ), υ ≥ 0 and X,Y ∈ H2(T,Ψ′β). Denote by ΨK the dual of the Hilbert
space Ψ′K . Let j
′
K be the dual operator of jK . Then, j
′
K corresponds to the canonical inclusion
from ΨK into Ψ. Let {ψj}j∈N be a complete orthonormal system in ΨK . Then, from Parseval’s
identity, Fubini’s theorem, (4.12), (5.14), (6.44) and (6.55), for every t ∈ [0, T ] we have
E
(
ηK
(
jK
∫ t
0
∫
U
S(t− r)′ (F (r, u,Xr)− F (r, u, Yr))M(dr, du)
)2)
=
∞∑
j=1
E
∫ t
0
∫
U
qr,u((F (r, u,Xr)
′ − F (r, u, Yr)′)S(t− r)j′Kψj)2µ(du)dr
= E
∫ t
0
∫
U
||(F (r, u,Xr)′ − F (r, u, Yr)′)S(t− r)j′K ||2L2(ΨK ,Φqr,u ) µ(du)dr
= E
∫ t
0
∫
U
||SK(t− r)′jK (F (r, u,Xr)− F (r, u, Yr))||2L2(Φ′qr,u ,Ψ′K) µ(du)dr
≤M2Ke2θKt E
∫ t
0
∫
U
||jK (F (r, u,Xr)− F (r, u, Yr))||2L2(Φqr,u ,Ψ′K) µ(du)dr (6.60)
On the other hand, for every t ∈ [0, T ] we have from Parseval’s identity, Fubini’s theorem and
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Assumption 6.22 that
E
∫ t
0
∫
U
||jK (F (r, u,Xr)− F (r, u, Yr))||2L2(Φqr,u ,Ψ′K) µ(du)dr
=
∞∑
j=1
E
∫ t
0
∫
U
qr,u((F (r, u,Xr)
′ − F (r, u, Yr)′) j′Kψj)2µ(du)dr
≤ E
∫ t
0
sup
ψ∈K
b(ψ, r) ηK (jK(Xr − Yr))2 dr (6.61)
Then, from (6.60), (6.61) and the Cauchy-Schwarz inequality we have
|||A2X − A2Y |||2υ,K,T
= sup
t∈[0,T ]
e−υtE
(
ηK
(
jK
∫ t
0
∫
U
S(t− r)′ (F (r, u,Xr)− F (r, u, Yr))M(dr, du)
)2)
≤M2Ke2θKT sup
t∈[0,T ]
e−υt E
∫ t
0
sup
ψ∈K
b(ψ, r) ηK (jK(Xr − Yr))2 dr
≤M2Ke2θKT |||X − Y |||2υ,K,T sup
t∈[0,T ]
∫ t
0
sup
ψ∈K
b(ψ, r)e−υ(t−r)dr
≤M2Ke2θKT
(∫ T
0
sup
ψ∈K
b(ψ, r)2dr
)1/2(∫ T
0
e−2υrdr
)1/2
|||X − Y |||2υ,K,T .
Therefore,
|||A2X − A2Y |||2υ,K,T ≤ C(2)υ,K,T |||X − Y |||2υ,K,T , (6.62)
where
C
(2)
υ,K,T =M
2
Ke
2θKT
(∫ T
0
sup
ψ∈K
b(ψ, r)2dr
)1/2(∫ T
0
e−2υrdr
)1/2
. (6.63)
Step 4 Collecting the estimates for A.
It follows from Steps 1 to 3 that A is well-defined. Moreover, note that for everyK ∈ KH(Ψ),
υ ≥ 0 and X,Y ∈ H2(T,Ψ′β), we have from the definition of the map A that
|||AX − AY |||2υ,K,T ≤ 2 |||A1X − A1Y |||2υ,K,T + 2 |||A2X − A2Y |||2υ,K,T . (6.64)
Then, it follows from (6.57), (6.58), (6.62), (6.63) and (6.64) that (6.46) is satisfied for Cυ,K,T =
(2C
(1)
υ,K,T + 2C
(2)
υ,K,T )
1/2 and then we can take υ sufficiently large such that Cυ,K,T < 1 and
consequently A is a contraction on H2(T,Ψ′β).
Now let X ∈ H2(T,Ψ′β). From Steps 1 to 3, there exist continuous semi-norms ̺0, ̺1 and
̺2 on Ψ such that A˜0X :=
{
S̺0(t)
′i′q,̺0 Z˜0 : t ∈ [0, T ]
}
is a Ψ′̺0-valued, continuous, predictable
version of A0X that satisfies (6.49), A˜1X :=
{∫ t
0
S̺1(t− r)′i′p,̺1B˜(r,Xr)dr : t ∈ [0, T ]
}
is a
Ψ′̺1-valued, continuous, predictable version of A1X that satisfies (6.52), and A˜2X := S˜
′ ∗ FX =
{(S˜′ ∗ FX)t}t≥0 is a Ψ′̺2 -valued, mean-square continous, predictable version of A2X that satisfies
(6.59).
Let ρ be a continuous Hilbertian semi-norm on Ψ such that ̺i ≤ ρ, for i = 0, 1, 2. Then, the
inclusions i̺i,ρ : Ψρ → Ψ̺i , i = 0, 1, 2 are linear and continuous. Hence, if we take
A˜X = i′̺0,ρ A˜0X + i
′
̺1,ρ A˜2X + i
′
̺2,ρ A˜2X,
then A˜X is a Ψ′ρ-valued predictable version of AX and from (6.49), (6.52), (6.59) it follows that
A˜X satisfies (6.48). 
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We are ready to show that there exists a unique (up to modification) mild solution to (6.6)
satisfying the statements of the theorem.
Proof of Theorem 6.23. For a fixed T > 0, as the map A is a contraction on H2(T,Ψ′β) (Lemma
6.24) and this is a complete, Hausdorff, locally convex space, it follows from the fixed point
theorem on locally convex spaces (see [9], Theorem 2.2) that A has a unique fixed point X(T ) =
{X(T )t }t∈[0,T ] in H2(T,Ψ′β). Therefore, X(T ) satisfies (6.8) for all t ∈ [0, T ]. Moreover, Lemma
6.24 shows that there exists a continuous Hilbertian semi-norm ρ = ρ(T ) on Ψ such thatX(T ) has
a Ψ′ρ-valued predictable version X˜
(T ) = {X˜(T )t }t∈[0,T ] satisfying supt∈[0,T ] E ρ′
(
X˜
(T )
t
)2
<∞.
Let {Tn}n∈N any sequence of positive real numbers such that limn→∞ Tn =∞ and for each
n ∈ N let X(T ) = {X(Tn)t }t∈[0,T ] as above. Let X = {Xt}t≥0 be given for each t ≥ 0 by
Xt = X
(Tn)
t if Tn−1 ≤ t < Tn, where we take T0 = 0. Then, is easy to see that X is well defined
and moreover that X is a Ψ′β-valued, regular, predictable process satisfying (6.8) for all t ≥ 0.
Therefore, X is a mild solution to (6.6) and is unique up to indistinguishable versions.
Finally, as X is a mild solution to (6.6), and from the arguments on the proof of Lemma
6.24 one can check that the conditions of Theorem 6.9 are satisfied, then it follows that X is
also a weak solution to (6.6). 
7 Applications to Stochastic Evolution Equations Driven by Le´vy Noise
Let Φ be a barrelled nuclear space and Ψ be a quasi-complete, bornological, nuclear space such
that every continuous semi-norm on Ψ′β is separable. Let L = {Lt}t≥0 be a Φ′β-valued ca`dla`g
Le´vy process with Le´vy -Itoˆ decomposition (2.12).
In this section our objective is to study the existence of weak and mild solutions to the
following Le´vy-driven stochastic evolution equation:
dXt = (A
′Xt +B(t,Xt))dt +
∫
Ψ′
β
F (t, u,Xt)L(dt, du), (7.1)
for all t ≥ 0 with initial condition X0 = Z0, where Z0 is a Ψ′β-valued, regular, F0-measurable,
square integrable random variable. We do this by employing the Le´vy -Itoˆ decomposition (2.12)
to L to write (7.1) as:
dXt = (A
′Xt +B(t,Xt))dt + F (t, 0, Xt)dWt
+
∫
Bρ′ (1)
F (t, u,Xt)N˜(dt, du) +
∫
Bρ′ (1)
c
F (t, u,Xt)N(dt, df), (7.2)
for all t ≥ 0 with initial condition X0 = Z0. We assume A, {S(t)}t≥0, B and F satisfy
Assumption 6.4 (A1), (A3), (A4), Assumption 6.15 (2) and Assumption 6.22 for U = Φ′β , µ = ν
where ν is the Le´vy measure of L, and with the family of continuous Hilbertian semi-norms
{qr,u : r ∈ R+, u ∈ Φ′} given by
qr,u(φ) =
{
Q(φ), if u = 0,
|u[φ]| , if u 6= 0, (7.3)
where recall that Q denotes the covariance functional of the Wiener process W .
However, note that in (7.2) there is still a difficulty to overcome because we have not defined
the stochastic integral with respect to the Poisson random measure N . We will provide a
meaning to the solutions to (7.2) by setting up the problem in a way that allow us to use our
theory of stochastic evolution equations developed in Section 6. We will do this by using the
properties of Le´vy processes in duals of nuclear spaces (Section 2.4), and by generalizing to our
more general context some arguments from Peszat and Zabczyk ([31], Section 9.7) used to show
the existence of solutions to stochastic evolution equations driven by Le´vy processes in Hilbert
spaces.
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First, from Theorem 2.6 there exists a weaker countably Hilbertian topology ϑL on Φ such
that P
(
Lt ∈ (Φ˜θL)′β , ∀ t ≥ 0
)
= 1. Let {ρn}n∈N be an increasing sequence of continuous Hilber-
tian semi-norms on Φ that generates the topology θL. Without loss of generality we can take
ρ1 = ρ, where ρ is a continuous Hilbertian semi-norm on Φ such that ρ
′ satisfies (2.8). Then,
because {ρn}n∈N is increasing it follows that (see [15], Section IV.2.2)
(Φ˜θL)
′
β =
⋃
n∈N
Φ′ρn =
⋃
n∈N
Bρ′n(n),
where we recall Bρ′n(n) = {f ∈ Φ : ρ′n(f) ≤ n}. Observe that {Bρ′n(n) : n ∈ N} is an increasing
sequence of bounded, closed, convex, balanced subsets of Φ′β . Furthermore,
P
(
Lt ∈
⋃
n∈N
Bρ′n(n), ∀ t ≥ 0
)
= 1. (7.4)
For each n ∈ N let Un = Bρ′n(n) and define τn by
τn(ω) := inf{t ≥ 0 : ∆Lt(ω) /∈ Un}, ∀ω ∈ Ω. (7.5)
It is clear that τn is an {Ft}-stopping time. Moreover, from (7.4) it follows that τn →∞ P-a.e.
as n→∞. Furthermore, observe that for each n ∈ N, from the definition of Un we have∫
Un
|u[φ]|2 ν(du) ≤ ρ1(φ)2
∫
Bρ′
1
(1)
ρ′1(u)
2ν(du) + n2ρn(φ)
2ν(Bρ′
1
(1)c) <∞, ∀φ ∈ Φ. (7.6)
Let R = A ∪ {0}. For every n ∈ N, let Mn = (Mn(t, A) : r ≥ 0, A ∈ R) be the Le´vy
martingale-valued measure given by
M(t, A) =Wtδ0(A) +
∫
Un∩(A\{0})
uN˜(t, du), for t ≥ 0, A ∈ R. (7.7)
Note that by (7.6)Mn is well-defined and from Example 3.5 it is a cylindrical martingale-valued
measure. Moreover, for m ≤ n, from the corresponding properties of the Poisson integral it is
not difficult to check thatMn−Mm is again a cylindrical martingale-valued measure on R+×R.
Furthermore, observe that on the set {t ≤ τm} for every 0 ≤ r ≤ t, A ∈ R and φ ∈ Φ we have
that
Mn(r, A)(φ) −Mm(r, A)(φ) = −r
∫
(Un\U1)∩(A\{0})
u[φ]ν(du) + r
∫
(Um\U1)∩(A\{0})
u[φ]ν(du).
(7.8)
Now, note that for each r ≥ 0, g ∈ Ψ′β the growth and Lipschitz conditions on F implies that∫
Un\U1
F (r, u, g)u ν(du) defined by(∫
Un\U1
F (r, u, g)u ν(du)
)
[ψ] =
∫
Un\U1
u[F (r, u, g)′ψ]u ν(du), ∀ψ ∈ Ψ,
is an element of Ψ′β. Moreover, if we define Bn by
Bn(t, g) = B(t, g) +
∫
Un\U1
F (r, u, g)u ν(du),
we can check that Bn also satisfies the growth and Lipschitz conditions. Therefore, for every
n ∈ N the following abstract Cauchy problem{
dX
(n)
t = (A
′X
(n)
t +Bn(t,X
(n)
t ))dt +
∫
U F (t, u,X
(n)
t )Mn(dt, du), for t ≥ 0,
X
(n)
0 = Z0.
(7.9)
has a unique mild solution X(n), that is also a weak solution, such that for each T > 0 there
exists a continuous Hilbertian semi-norm ηn = ηn(T ) on Ψ such that supt∈[0,T ] Eη
′
n(X
(n)
t )
2 <∞.
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Theorem 7.1. For every t ∈ [0, T ] and all m ≤ n, X(n)t = X(m)t P-a.e. on {t ≤ τm}. Moreover,
the Ψ′β-valued regular, predictable process X defined by Xt = X
(m)
t for t ≤ τm is a mild and a
weak solution to (7.2).
Proof. Let t ∈ [0, T ]. First, note that for each m ≤ n, from the properties of the Poisson
integral it is easy to check that for all A,B ∈ R and all φ, ϕ ∈ Φ, the real valued processes
{Mm(t, A)(φ)}t≥0 and {Mn(t, B)(ϕ)−Mm(t, B)(ϕ)}t≥0 are independent. Then, from Proposi-
tion 4.12 and because X(n) is a mild solution to (7.9), we have P-a.e.
(X
(n)
t −X(m)t )[ψ] =
∫ t
0
(B(r,X(n)r )−B(r,X(m)r ))[S(t− r)ψ]dr
+
∫ t
0
∫
Un\U1
u[F (r, u,X(n)r )
′S(t− r)ψ]ν(du)dr
−
∫ t
0
∫
Um\U1
u[F (r, u,X(m)r )
′S(t− r)ψ]ν(du)dr
+
∫ t
0
∫
U
(F (r, u,X(n)r )
′ − F (r, u,X(m)r )′)S(t− r)ψMm(dr, du)
+
∫ t
0
∫
U
F (r, u,X(n)r )
′S(t− r)ψ(Mn −Mm)(dr, du)
Now, by (7.8) we have on the set {t ≤ τm} that∫ t
0
∫
U
F (r, u,X(n)r )
′S(t− r)ψ(Mn −Mm)(dr, du)
= −
∫ t
0
∫
Un\U1
u[F (r, u,X(n)r )
′S(t− r)ψ]ν(du)dr
+
∫ t
0
∫
Um\U1
u[F (r, u,X(n)r )
′S(t− r)ψ]ν(du)dr.
Therefore, it follows from the above calculation that
(X
(n)
t −X(m)t )[ψ]1{t≤τm}
=
∫ t
0
(B(r,X(n)r )−B(r,X(m)r ))[S(t− r)ψ]dr1{t≤τm}
+
∫ t
0
∫
Um\U1
u[(F (r, u,X(n)r )
′ − F (r, u,X(m)r )′)S(t− r)ψ]ν(du)dr1{t≤τm}
+
∫ t
0
∫
U
(F (r, u,X(n)r )
′ − F (r, u,X(m)r )′)S(t− r)ψMm(dr, du)1{t≤τm}.
Then, from (4.12) and (7.3) we have
E
(∣∣∣X(n)t [ψ]−X(m)t [ψ]∣∣∣2 1{t≤τm})
≤ 4E
∫ t
0
∣∣∣(B(r,X(n)r )−B(r,X(m)r ))[S(t− r)ψ]∣∣∣2 1{t≤τm}dr
+ 4E
∫ t
0
∫
Um
qr,u(F (r, u,X
(n)
r )
′ − F (r, u,X(m)r )′)S(t− r)ψ)21{t≤τm}ν(du)dr
+ 4E
∫ t
0
∫
U
qr,u(F (r, u,X
(n)
r )
′ − F (r, u,X(m)r )′)S(t− r)ψ)21{t≤τm}ν(du)dr.
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Let Y (ψ, t) = E
(∣∣∣X(n)t [ψ]−X(m)t [ψ]∣∣∣2 1{t≤τm}). Observe that supt∈[0,T ] Y (ψ, t) < ∞. More-
over, from the Lipschitz conditions on B and F we obtain for t ≤ T :
Y (ψ, t) ≤ 8M2ψe2θ
2
ψt
∫ t
0
(a(ψ, r)2 + b(ψ, r)2)Y (ψ, r)dr.
Therefore, from Gronwall’s inequality if follows that Y (ψ, t) = 0. Hence, we have that X
(n)
t [ψ] =
X
(m)
t [ψ] P-a.s. on {t ≤ τm}. But since this is true for every ψ ∈ Ψ, because the Ψ′β-valued
processes X(n) and X(m) are regular, it follows from Proposition 2.1 that X
(n)
t = X
(m)
t P-a.e.
on {t ≤ τm}. Finally, because X(n) is a mild and a weak solution to (7.2) on {t ≤ τm}, then X
is also a mild and a weak solution to (7.2).
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