Abstract-Polar codes based on 2 × 2 non-binary kernels are discussed in this work. The kernel over GF(q) is selected by maximizing the polarization effect and using Monte-Carlo simulation. Belief propagation (BP) and successive cancellation (SC) based decoding algorithms are extended to non-binary codes. Additionally, a successive cancellation list (SCL) decoding with a pruned tree is proposed. Simulation results show that the proposed decoder performs very close to a conventional SCL decoder with significantly lower complexity.
I. INTRODUCTION
Polar codes were proposed in [1] , [2] and they achieve the capacity of binary-input discrete memoryless channels asymptotically in the block length [1] . Due to their low complexity and excellent performance, polar codes have been adopted for the control channel in 5G enhanced mobile broadband (eMBB).
Successive cancellation (SC) was the first decoding algorithm for polar codes but has poor performance at short or moderate block length. Successive cancellation list (SCL) decoding [3] improves the finite length performance significantly at the cost of higher latency, power and storage consumption. Another approach to improve decoding is successive cancellation flip (SCF) decoding [4] . SCF decoders try to identify and correct the first erroneous estimation during SC decoding by sequentially flipping the unreliable decisions. Belief propagation (BP) decoding algorithm for polar codes based on [5] was proposed in [6] . In contrast to the SC-based approaches, BP decoding can provide a soft-output reliability information. Non-binary polar codes based on Reed-Solomon kernels are discussed in [7] , [8] . The polarization theory for qary input channels are proposed in [9] , [10] . In [11] , two-stage polarization for higher-order modulation is proposed.
In this work, we discuss polar codes over GF(q) based on the non-binary extension of the Arıkan kernel. In particular, we investigate non-binary polar codes over extension fields of GF (2) . The kernel is selected by Monte-Carlo simulation to maximize the polarization effect in the first stage. The SC-based and BP decoding algorithms are extended to nonbinary symbols by using the message passing rule in the probability-domain proposed in [12] . The fast Fourier transform (FFT) based check node (CN) operation [13] reduces the CN complexity from O(q 2 ) to O(q log 2 q). Additionally, an SCL algorithm with a pruned tree is proposed. Simulation results show that the proposed decoder performs very close to the conventional SCL decoder with significantly lower average computational complexity.
This work is organized as follows. In Sec. II, non-binary SC decoding and the Monte-Carlo based kernel selection are introduced. In Sec. III, we extend BP, SCF and SCL decoding to the non-binary case and discuss the simulation results. SCL with a pruned tree is proposed in Sec. III-C. We conclude in Sec. IV.
II. POLAR CODES OVER GF(q)

A. Notation
Uppercase letters denote random variables (RVs) while the corresponding lowercase letters are their realizations. The notation c n denote a vector of length n. P X denotes the probability mass function (PMF) of a discrete RV X. We consider GFs of order q = 2 r , r > 1, i.e., extension fields of GF (2) . Binary and decimal representations are used to describe elements over GFs, i.e., GF(q) has q elements and the elements can be represented by binary r-tuples or integers between 0 and q − 1. The primitive polynomials [14] of extension fields are represented by decimals.
For the codes over GF(q), n c denotes the code length in symbols, n c,bin = n c r denotes the code length in bits, k c,bin is the code dimension in bits.
B. System Model
A non-binary polar code over GF(q) of length n c and dimension k c,bin is defined by the q-ary polar transform F ⊗ log 2 nc and n c,bin − k c,bin frozen (bit) positions, where F denotes the extended Arıkan kernel
and (·) ⊗ denotes the Kronecker power. Polar encoding can be represented by c nc = u nc F ⊗ log 2 nc . The vectors u nc , c nc and all (addition, multiplication) operations are defined over GF(q). The vector c nc denotes the code symbols. The vector u nc can be represented by n c,bin bits and includes information bits and frozen bits. For a symbol u i ∈ GF(q), the first t i bits can be selected as frozen, where t i = 0, . . . , r. The choice of symbol u i is then restricted to 0, . . . , 2 r−ti − 1 and the symbol carries r − t i bits of information (assuming that the left bit is most significant for the bit-to-symbol conversion). We define the set for all possibilities of symbol u i as S(
The code rate is given by k c,bin /n c,bin .
The transmission system with q-ary polar codes is shown in Fig. 1 . The vector u nc,bin b includes k information bits m k , ℓ CRC cyclic redundancy check (CRC) bits and n c,bin −k −ℓ CRC frozen bits (preset to zero). We have k c,bin = k + ℓ CRC in this case. u nc,bin b is then converted into the symbol vector u nc . For a binary input channel, the code symbol c i is mapped into r channel symbols:
where n = n c r = n c,bin denotes the number of channel uses. The discrete time memoryless additive white Gaussian noise (AWGN) channel with binary input is described by Y j = X j + σZ j , j = 1, . . . , n, where X ∈ X = {−∆, +∆} and Z n is a string of n independent and identically distributed zero mean Gaussian RVs with variance one. The signal-to-noise ratio
, where E(·) denotes expectation. At the receiver, the demapper computes the a posteriori probabilities (APPs) of X via
where
. Let P C|Y r ,i denote the PMF of code symbol C i given the relevant channel outputs:
where P C|Y r (c i |y
The PMFs of n c code symbols P nc C|Y r are delivered to the decoder. The decoder outputs the estimated information bitsm k with the help of the CRC. The transmission rate is k/n.
Due to limitations of space, we only consider binary input AWGN channel in this paper.
C. Message Passing on Non-Binary Graphs
Assume that the BP decoder operates in the probability domain. Then, each message A can be described as an RV with a PMF, i.e., P A = [P A (0), P A (1) . . . , P A (q − 1)] . We have three basic probability domain operations:
• Multiplication and addition:
Suppose B = Aα with α ∈ GF(q). We then have for the PMF P A (µ) = P B (µα), µ ∈ GF(q) and can find a q × q permutation matrix Π ·α such that
We can also find a permutation matrix Π +α for addition
Note that Π ·α and Π +α depend on the primitive polynomial.
• Check node (CN) update:
The CN node computes the PMF P A+B from P A and P B .
P A+B (µ) = µ1,µ2:µ1+µ2=µ
We have P A+B = P A ⊛ P B , where ⊛ denotes the cyclic discrete convolution and the complexity is given by O(q 2 ) [12] . By applying the fast Hadamard transform (FHT), the discrete convolution is translated to elementwise multiplication, which reduces the complexity of the CN update to O(q log 2 q). We have
where H(·) denotes the FHT operation and ⊙ denotes the element-wise multiplication. Note that the FHT is self inverse, i.e., H(·) = H −1 (·).
• Variable node (VN) update:
The VN node computes the PMF of A from two different observed PMFs P A,1 and P A,2 . We have P A (µ) = P A,1 (µ)P A,2 (µ), µ ∈ GF(q) and
The elements in the output message from the CNs and VNs must be normalized.
D. SC Decoding
The non-binary SC decoder follows mainly the implementation in [3, Algorithm 2-4]. Fig. 2 shows the extended recursive message update rules. We have
where the scalar a 1 and a 2 are the normalization factors that ensure that the probabilities in P ′ 1 and P ′ 2 sum up to 1. At the decoding phase i (1 ≤ i ≤ n c ), we get a conditional PMF of U i by recursively updating the messages
The hard decision of u i is given bŷ
E. Kernel Selection
From (11) and (12), we observe that the P ′ 1 (u 1 ) and P ′ 2 (u 2 ) depend only on the ratio α/β. We now use a Monte-Carlo approach to choose the best ratio α/β:
1. Set u 1 = 0 and select u 2 ∈ GF(q) randomly. 2. Encode (n c = 2): c 1 = u 1 + u 2 α and c 2 = u 2 β.
The transmission system with q-ary polar codes over binary input AWGN channel. The red part is only for SCL decoding and the blue part only for SCF decoding. P X|Y and P C|Y r are PMFs and consist of vectors of 2 and q probabilities.
Figure 2: Message update rules for q-ary SC decoder. 3. Map c 1 and c 2 to the n channel symbols (n = 2r). 4. Add noise σZ n and compute P ′ 2 (u 2 ). Note that P ′ 2 (u 2 ) is now a RV depending on σZ n . MonteCarlo simulation is used to find the optimal α/β which maximizes the "single-level" polarization effect, i.e., we choose α β = argmin α β ∈GF(q)
An example for GF(8) with binary input AWGN (biAWGN) is shown in Fig. 3 . We observe that the ratios α/β = 3 and α/β = 6 provide the strongest "single-level" polarization for any channel qualities. We summarize good kernels for GFs for other field orders in Table I .
III. IMPROVED DECODERS FOR NON-BINARY POLAR CODES
A. BP Decoding BP decoding of non-binary polar codes is a message passing algorithm on the encoding graph. We use the flooding schedule in [15, Sec. II-B] with the q-ary message passing rules described in Sec. II-C. An early stopping criteria [16] is used. The block error rate (BLER) and average number of iterations (I avg ) of BP decoding with I max = 20 and 100 is shown in Fig. 4 . We observe that the BP decoding (I max = 100) outperforms SC decoding by 0.4 dB with low average complexity/latency (I avg ≤ 5) in the high SNR regime (≥ 1.75 dB).
As a reference, we also provide simulation results for ultra sparse non-binary LDPC codes (with regular variable and check node degrees of two and four, respectively) [17] over GF(256) with the same parameters. We observe that the nonbinary LDPC code outperforms the polar code by 0.5 dB with BP decoding (I max = 100). 
B. SCF Decoding
Due to the serial nature of SC decoding, an erroneous bit decision can be caused by the channel noise or previous erroneous bit estimates. The main idea of SCF decoding [4] is trying to correct the first erroneous bit decision by sequentially flipping the unreliable decisions. The authors in [4] use an oracle-assisted SC decoder (SCO-1) to describe the potential benefits of correcting the first error. SCO-1 is an SC decoder that can identify and correct the first bit error. In the nonbinary case, an SCF decoder tries to correct the first erroneous decision for the q-ary symbols. Fig. 5 shows the histogram of the number of errors caused by the channel noise. We observe that 98.1% of the block errors at 2.25 dB are corrected by the SCO-1 decoder.
Consider q-ary polar codes with rate (k + ℓ CRC )/n c r = (k + ℓ CRC )/n c,bin . We use an ℓ CRC bits CRC outer code to check whether the output is a valid codeword or not. The SCF decoder starts by performing SC decoding to generate the first estimationû nc and stores the soft information in an n c × (q − 1) matrix Λ:
Ifû nc passes the CRC, the decoding is finished. In case the CRC fails, the SCF algorithm is given maximum T max attempts to correct the first symbol error. At the T -th attempt (1 ≤ T ≤ T max ), the decoder finds the T -th largest element in Λ. In case Λ i,µ is found, the SCF algorithm restarts the SC decoder by changing its estimateû i to µ. The CRC is checked after each attempt. This decoding process continues until the CRC passes or T max is reached. Note that the SCO-1 performance is a lower bound for SCF decoding.
The performance and the average number of attempts (T avg ) of SCF on a biAWGN channel is shown in Fig. 6 . A 16 bit CRC is used for error detection. We observe that SCF with T max = 50 performs very close to the SCO-1 bound. The average complexity and latency (T avg + 1) converge to SC in the high SNR regime (≥ 1.75 dB), i.e., T avg + 1 ≈ 1. 
C. SCL Decoding and SCL with a Pruned Tree
SCL decoding was proposed in [3] and improves the performance of SC decoding by deploying L parallel SC decoding paths. The reliability of each path is described by a path metric (PM). For q-ary polar codes, the PM ofû i and the recursive update rule is given by
where PM(û 0 ) = PM(∅) is initialized to 1. Assuming L i−1 paths of length i − 1 survive at the begin of decoding phase i. The SCL decoder first uses L i−1 parallel SC decoders to compute the PMF in (13) for all survived paths. Then |S(u i )|L i−1 PMs are computed by (18). The most likely L i paths are selected as survivors and passed into phase i + 1, where L i = min (L, |S(u i )|L i−1 ) . In our implementation, the "lazy copy" strategy is deployed to reduce copy operations and the PMs are normalized in the same manner as in [3, Algorithm 10, to avoid numerical problems.
The complexity of SCL decoding is dominated by the maximum list size L. In this work, we use the number of visited nodes in the decoding tree (N node ) to evaluate the SCL decoding complexity. For conventional SCL decoding, we have N node = nc i=1 L i . We observe that N node is independent of the channel quality, which means the conventional SCL decoder does not adapt its complexity for different SNRs.
We propose an approach to adapt the complexity by pruning the decoding tree of the conventional SCL algorithm. The basic idea is to delete "unreliable" decoding paths although they are the L i most likely. indexed by l is eliminated if at least one of the following conditions is fulfilled:
where 0 ≤ δ 1 ≤ δ 2 ≤ 1. The predefined parameters δ 1 and δ 2 describe a reliability requirement. If δ 1 = δ 2 = 0, this approach is equivalent to the conventional SCL decoder. If δ 1 = δ 2 = 1, this approach is equivalent to the SC decoder.
The performance and decoding complexity of SCL are shown in Fig. 7 (without CRC) and Fig. 8 (with CRC) . We observe that the proposed SCL with a pruned decoding tree performs very close to the conventional SCL with significantly lower complexity. In the high SNR regime (≥ 2.25 dB), the average complexity converges to SC, i.e., N node, avg ≈ N node,SC = n c . We also provide simulation results for binary polar codes in 5G with the same code length n c,bin , dimension k and outer codes. Fig. 7 shows that polar codes over GF(256) provide a better SC performance and distance properties than binary polar codes. In Fig. 8 , we observe that GF(256) polar codes can achieve the same performance of binary polar codes with the list size reduced by a factor of 4.
IV. CONCLUSION AND FUTURE WORK
We discussed non-binary polar codes based on q-ary 2 × 2 kernels. The kernel is selected by maximizing the "singlelevel" polarization effect. The performance and complexity of BP, SCF and SCL decoding algorithms based on q-ary message passing are analyzed. We proposed an SCL decoder with a pruned tree to adapt the decoding complexity.
A non-Monte-Carlo based code design (selection of frozen positions) and the analysis of non-binary polar codes for higher-order transmission will be investigated in the future. 
