Abstract-This paper proposes a new receiver structure for linear-dispersion (LD) codes, subsuming orthogonal, quasiorthogonal and V-BLAST codes. We suggest to use widely-linear minimum-mean-squared-error (WL-MMSE) estimates of transmitted symbols in lieu of the sufficient statistics for maximum likelihood (ML) detection of these symbols. Proposed structure offers both optimal (ML) and suboptimal solutions. Simulation results show that the suboptimal receiver performs close to the optimal one, while reducing the receiver's complexity. Structure of the proposed receiver is particularly studied for orthogonal and quasi-orthogonal LD codes. Specifically, it is proved that Alamouti's combining scheme provides WL-MMSE estimates of the transmitted symbols.
I. INTRODUCTION

D
URING the past decade, multiple-input multiple-output (MIMO) wireless systems have been extensively studied and used to mitigate the effect of multipath fading. An important class of space-time block-codes (ST-BC) for MIMO channels is linear dispersion (LD) code [1] . LD codes are usually used for quasi-static Rayleigh flat fading channels when the channel state information (CSI) is only available at the receiver side. These codes can be designed for arbitrary number of transmit/receive antennas, and offer a simple transceiver structure. In general, every ST-BC whose codewords are constructed from linear combination of input symbols and their complex conjugates is called an LD code. This class encompasses a wide range of space-time codes, such as V-BLAST [2] , orthogonal [3] , [4] , and quasi-orthogonal [5] codes. There exist various strategies for decoding LD codes, including maximum likelihood (ML) decoding, sphere decoding, and successive canceling and nulling.
It has been shown in [6] that when LD codes are used at the transmitter side, the transmitted symbols and received signals are jointly improper, i.e., their pseudo-covariance ( [7] ) is nonzero. However, most of the existing receiver structures have not taken into account this impropriety. This paper proposes a general decoding scheme for LD codes, which takes into account the inherent impropriety of these codes. This decoding scheme is based on using the minimal sufficient statistics for ML detection of transmitted symbols, as shown in Fig. 1 .
The proposed receiver first estimates the transmitted symbols using MMSE criterion. Then, it utilizes these estimates in lieu of the sufficient statistics for ML detection of the transmitted symbols. This framework is deployed in this paper to design both optimal (ML) and suboptimal receivers. Due to impropriety of LD codes, MMSE estimation of the transmitted symbols in our proposed structure requires linear processing of not only the received signals, but their complex conjugates as well [8] , [9] . This estimator is called a widely-linear (WL) estimator [8] , as opposed to strictly-linear estimators which only perform linear processing on received signals.
Previous work on utilization of WL processing in MIMO systems includes, but is not limited to, [6] , [10] - [15] . Among these, only [6] and [12] have considered LD codes; however, they have assumed that a convolutional data encoder is used prior to the space-time coder and have proposed iterative WL detection strategies for this case. This paper, however, focuses on decoding the space-time coded symbols regardless of the data coding prior to the space-time code. Due to the importance of orthogonal and quasi-orthogonal codes as two subsets of LD codes, this paper examines the structure of the proposed receiver for these codes in detail. Nevertheless, the general receiver structure derived in Section III can be applied to any LD code.
II. SYSTEM MODEL AND NOTATIONS
Throughout this paper, the following notations are used: is a scalar variable, z is a vector, and Z is a matrix. The real and complex domains are represented by ℝ and ℂ, and ℜ{ } and ℑ{ } represent the real and imaginary parts of . The complex conjugate, transpose, and Hermitian of vector z are denoted by z * , z , and z , respectively. Z − * denotes (Z −1 ) * . For = + , the variance and pseudo-variance [7] of will be respectively represented by
, where denotes the covariance between and . Similarly, the conventional covariance matrix and pseudo-covariance matrix between complex vectors z 1 and z 2 are denoted by C z1z 2 
By definition, z = x + y will be called proper or circularly symmetric if C zz = 0, which requires C xx = C yy and C xy = −C yx . This paper considers a MIMO system ( Fig. 1) with transmit antennas and receive antennas over quasi-static fading channel ( and are specified depending on the application).
Transmitter Structure: At the first stage of Fig. 1 , data bits are mapped into complex symbols ( ) using a set of complex-valued constellations (e.g., PSK or QAM). The transmitter transmits a block of symbols, denoted by
transmit antennas. Supposing that the quasi-static channel is constant for an interval of symbols, the value of has to satisfy the inequality ≤ (See [1] for a discussion on implications of different choices of ). The LD ST-BC forms a matrix of size × , denoted by S, as follows:
where A ( ) and B ( ) , called dispersion matrices, are fixed × complex-valued matrices. Dispersion matrices can be defined based on different criteria (See [1] , [4] , [5] ). Table I shows two examples of LD codes and their corresponding dispersion matrices. Finally, at the th symbol time, the th row of S (i.e., s = [ 1 , 2 , . . . , ]) is transmitted from antennas. Channel Model: This paper assumes a frequency-flat quasistatic fading channel model. Let ℎ denote the channel coefficient from transmitter to receiver . Using Rayleigh fading model, these coefficients can be characterized as i.i.d. circularly symmetric complex Gaussian random variables with zero-mean and unit variance. We assume that the CSI is available for the receiver in terms of matrix H ∈ ℂ × , whose elements are ℎ . Accordingly, the following baseband equation can be used to determine the output of the channel at the th symbol time:
denotes the received vector, where is the signal received by the th antenna at time . Also, s , a ( ) , and b ( ) are the th rows of S, A ( ) , and B ( ) , respectively. The additive noise component in (2) , denoted by n ∈ ℂ
1×
, is assumed to be spatially and temporally white with circularly symmetric complex Gaussian distribution.
Receiver Structure: The received vectors r , = 1, . . . , are collected in the observation vector y = [r 1 , r 2 , . . . , r ] ∈ 
. The proposed receiver uses ML criterion for detection of x, but it does not apply ML criterion directly to the observation y. This receiver first estimates the transmitted vector using a widely-linear MMSE estimator. This estimate, denoted byx, is the minimal sufficient statistics for x, and provides the same information about x as y does. Thus, the ML criterion is applied tox in the second stage to detect the transmitted vector x.
III. WIDELY LINEAR MMSE RECEIVERS FOR LINEAR DISPERSIVE SPACE-TIME CODES
It has been shown in [8] that when a random variable is to be estimated from a complex-valued observation vector y, the widely-linear estimator of the form
gives the minimum mean squared error if
This estimator is called widely-linear since it linearly processes both y and y * . By applying the results of [8] to the system model of Section II, we propose to estimate the transmitted symbols , = 1, . . . , , from observation vector y using˜= f y + g y * , where f and g can be determined from (4) and (5) by substituting with . It follows that:
where a ( ) and b ( ) are the th rows of the dispersion matrices A ( ) and B ( ) in (1), C nn is the covariance matrix of the noise. A simple inspection of the equations (4)-(9) reveals that there are two transmission scenarios for which C y ∕ = 0 and the receiver has to use the widely-linear estimator in (3) instead of the conventional strictly-linear estimator (˜= C y C −1 yy y): 1) The LD code transmits complex conjugate of the symbols, i.e., B ( ) ∕ = 0. This condition holds true for orthogonal and quasi-orthogonal codes of [3] - [5] and LD codes of [1] .
2) The modulation scheme used for generates improper symbols, i.e., 2 ∕ = 0. This condition holds true for BPSK modulation, as studied in [15] for layered STBCs, as well as some complex-valued modulations proposed for quasi-orthogonal codes in [16] . It has been shown in [17] that for jointly Gaussian 1 complex vectors x and y, the WL-MMSE estimate of x, denoted by
as the observation y. Thus, ML criterion can be applied tox instead of y, i.e.,x = arg max x y|x (y|x) = arg max xx|x (x|x).
Note that ML detection ofx both from y and from x requires us to search over all possible combinations of 1 , . . . , . The only exception is when the code has a specific orthogonal or quasi-orthogonal structure which results in reduction of the joint ML decision rule to separate decision rules. Thus, for nonorthogonal LD codes, the detection complexity 2 is ( ), where denotes the constellation size. However, the main advantage of usingx instead of y is that the resulting receiver can work in two operational modes: optimal and suboptimal. Wherever the complexity of the receiver is of major importance, the joint detector of Fig. 1 can be replaced by separate detectors of the form = arg maxx i|xi (˜| ). This reduces the complexity from ( ) to ( ). Although the resulting receiver is no longer optimal in ML sense; the simulation results show that it performs reasonably close to the optimal receiver.
IV. ANALYSIS OF WL-MMSE RECEIVER FOR SOME LD CODES
As mentioned in previous section, there exist two scenarios (B ( ) ∕ = 0 or 2 ∕ = 0) which require utilization of WL-MMSE receiver. Due to space limitations, we focus on the former scenario in the rest of this letter and provide some mathematically tractable examples to demonstrate some applications of the proposed optimal/suboptimal receiver structures.
A. WL-MMSE Receiver for an Orthogonal LD Code with
= 2, = 1, = 2 Table I represents a simple orthogonal LD code, called Alamouti code, which will be studied in this section as a simple example of orthogonal LD codes. Since Almaouti code has nonzero B ( ) , it can be concluded from the discussion of previous section that a widely-linear MMSE estimator is required to estimate 1 and 2 from y = [ 11 , 21 ] . Using (6)- (9), it follows that
(13) where (10) appears at the bottom of the page. 2 In this paper, our focus is on the the number of comparisons which should be performed in the ML detector.
By substituting these values in (4)-(5), the WL estimators for 1 and 2 can be easily determined. As an special case, if 1 and 2 are selected from a proper constellation (e.g., QAM or PSK) for which It can be easily shown that there exists no correlation betweeñ 1 and˜2. As a result, two separate ML detectors can be used for detection of each from˜, using the following set of decision rules:
where
The resulting receiver is illustrated in Fig. 2 .a.
Finally, it is noteworthy that for Alamouti code, the WL-MMSE receiver is indeed equivalent to the following ML detector proposed in [4] , which is commonly used in the literature:
21
. Obviously,ˇ1 andˇ2 are scaled versions of WL-MMSE estimates˜1 and˜2. Thus, the decoding scheme of (14) is equivalent to (15) , and both receivers exhibit the same performance. However, it should be noted that Equation (14) is derived for proper 1 and 2 with equal powers. Consequently, whenever one of these conditions is not satisfied, Alamouti's combining scheme no longer yields WL-MMSE estimation of .
B. Optimal WL-MMSE Receiver for a Quasi-Orthogonal LD code with
Quasi-orthogonal codes are another important subset of LD codes which can provide full coding rate, and also can achieve full diversity gain. Consider the quasi-orthogonal code given in Table I . For mathematical tractability, we assume that 2 = 2 = 0 and 2 = 2 for = 1, . . . , 4. Using (6)- (9), the WL-MMSE estimation of x, can be expressed as The receiver structure for (a) optimal WL-MMSE receiver for Alamouti code, (b) optimal WL-MMSE receiver for the quasi-orthogonal code given in Table I , (c) suboptimal WL-MMSE receiver for the quasi-orthogonal code given in Table I. and joint detection of the pair ( 1 , 4 ) from (˜2,˜3) using the following decision rules:
, and
It should be noted that an advantage of quasi-orthogonal code of Table I over other nonorthogonal LD codes is its special structure which provides group orthogonality between the subspace spanned by first and forth columns of S and the subspace spanned by second and third columns of S (See [5] ). This group orthogonality simplifies joint ML detection of the whole vectorx = [ˆ1,ˆ2,ˆ3,ˆ4] into separate detection of pairs (ˆ1,ˆ4) and (ˆ2,ˆ3). This simplification is regardless of whether the ML criterion is applied tox, as shown in (17), or the ML criterion is applied to the original observation y as derived in [5] :
where ( 
C. Suboptimal WL-MMSE Receiver for Quasi-Orthogonal Codes
In Section IV-B, it was mentioned that due to the special structure of the quasi-orthogonal code in Table I , both the proposed WL-MMSE receiver, given by (17) , and the conventional ML receiver of [5] , perform joint detection for pairs (ˆ1,ˆ4) and (ˆ2,ˆ3), rather than joint detection of the whole vectorx = [ˆ1,ˆ2,ˆ3,ˆ4] . As a result, in both methods it is required to compare 2 2 , rather than 4 , measurements in order to determine the most likely transmitted symbols. However, these codes still suffer from the complexity of joint detection of two symbols. Specially, this joint processing becomes a troublesome issue when increases.
One possible solution to reduce this complexity is to ignore the correlation existing between the elements ofx; hence, ignoring the cross terms 1 * 4 and 2 * 3 in ML decision rules. This results in a decision rule which is no longer optimal in ML sense. This suboptimal solution is of particular interest in this paper, in that it is compatible with the proposed twostage structure in Fig. 1 . The resulting suboptimal receiver is illustrated in Fig. 2 .c. It has the same WL-MMSE estimator in the first stage, but in the second stage the joint ML detectors of Fig. 2 .b are replaced with separate ML detectors which have the following decision rules:
Similarly, if we ignore the crossterms ( 1 * 4 and 2 *
3 ) in conventional ML detectors of (18), the argument of the decision rule reduces to the summation of two separate terms, each of which depends on only one unknown symbol. This results in the following suboptimal receiver:
whereˇare given in (19). Note that in both suboptimal receivers of (20) and (21), substitution of joint detectors with separate detectors results in reducing the complexity of detection algorithm from 2 2 to 4 . However, in the next section it will be shown that (20) outperforms (21). 
V. SIMULATION RESULTS
In Section IV-A, it was proved that for orthogonal code of Table I , the WL-MMSE receiver of (14) is identical with the conventional ML receiver of (15) . Therefore, this Section only studies the performance of the following receivers for quasi-orthogonal code of Table I : optimal WL-MMSE receiver given in (17), conventional ML receiver in (18), suboptimal WL-MMSE receiver in (20), and suboptimal receiver in (21). As explained in Section III, the rationale behind the proposed receiver structure is the sufficiency ofx, which requires the vectors x and y to be jointly Gaussian. However, this is not the case when is chosen from a discrete constellation (e.g., PSK or QAM). This section examines the performance of aforementioned receivers for the following widely-used constellations: 8-PSK and 16-QAM. Table II summarizes the simulation parameters, which are adopted from the EDGE standard. Figures 3-4 , reveal that the performance of optimal WL-MMSE receiver is the same as conventional ML receiver for both constellations, despite of the fact that the condition of joint Gaussianity of x and y is not satisfied. This justifies the utilization ofx in lieu of the sufficient statistic for x when PSK or QAM constellations are used together with LD codes.
It can also be seen that the suboptimal receiver of (21) has poor performance; however, the proposed suboptimal receiver of (20) performs near optimal over a wide range of SNR. Comparing decision rule of (21) with decision rule of (20), we can see that the former receiver is a matched filter which usesˇ, whereas the later receiver is a matched filter which uses˜. Obviously, (20) outperforms (21), owing to the fact that (20) deploys˜which has the minimum estimation error over all possible WL estimations of , includingˇ.
The performance loss resulted from using separate detectors in WL-MMSE receiver can be justified as follows. Consider detection ofˆ1 andˆ4. In joint detection of the pair (ˆ1,ˆ4), the receiver takes advantage of the correlation existing between˜1 and˜4 in (16) as a side information for detecting both symbols; however, whenˆ1 andˆ4 are detected separately, the receiver ignores this side information, which results in a performance loss. In general, performance loss Fig. 3 . Bit-error probability versus SNR for quasi-orthogonal code of Table I , using 8-PSK modulation and one receive antenna. of suboptimal WL-MMSE receiver depends on the amount of correlation existing between elements ofx. From Equations (3)- (9), it can be seen that E{˜˜ * } is a complicated function of dispersion matrices and variance/psuedo-variance of the constellations used for generating and . Therefore, performance loss of the suboptimal WL-MMSE receiver highly depends on the type of the LD code and constellation used at the receiver.
VI. CONCLUSION
We proposed a new receiver structure for LD codes, which applies ML detection criterion to WL-MMSE estimates of the transmitted symbols. Simulation results showed that the WL-MMSE estimates can be used in lieu of the sufficient statistics when the symbols are chosen from PSK or QAM constellations. Based on this new receiver structure, a suboptimal receiver was proposed which performs close to the optimal (ML) receiver while reducing the complexity of detection.
