In machine learning, nonconvex optimization problems with multiple local optimums are often encountered. Graduated Optimization Algorithm (GOA) is a popular heuristic method to obtain global optimums of nonconvex problems through progressively minimizing a series of convex approximations to the nonconvex problems more and more accurate. Recently, such an algorithm GradOpt based on GOA is proposed with amazing theoretical and experimental results, but it mainly studies the problem which consists of one nonconvex part. This paper aims to find the global solution of a nonconvex objective with a convex part plus a nonconvex part based on GOA. By graduating approximating non-convex part of the problem and minimizing them with the Stochastic Variance Reduced Gradient (SVRG) or proximal SVRG, two new algorithms, SVRG-GOA and PSVRG-GOA, are proposed. We prove that the new algorithms have lower iteration complexity (O(1/ε)) than GradOpt (O(1/ε 2 )). Some tricks, such as enlarging shrink factor, using project step, stochastic gradient, and mini-batch skills, are also given to accelerate the convergence speed of the proposed algorithms. Experimental results illustrate that the new algorithms with the similar performance can converge to 'global' optimums of the nonconvex problems, and they converge faster than the GradOpt and the nonconvex proximal SVRG.
Introduction
In machine learning, we often encounter the following optimization problem: min w F (w) = h(w) + f (w),
where h : R d → R is a convex function. Problem (1) encompasses a wide variety of problems which have been studied in many different areas, including image restoration [24] , pattern recognition [16] , and compressed sensing [8] . In regularized loss minimization problems, h(w) and f (w) could be considered as the regularization term and the loss term respectively. For example, given a training
, where x i ∈ R d and y i ∈ R, F (w) = If f (w) is convex, the ordinary convex optimization methods, such as gradient, dual, and so on, can solve Problem (1) . Furthermore, if f (w) is represented by limit-sum (i.e. f (w) = 1 n n i=1 f i (w)), some stochastic methods, such as Stochastic Gradient Descent (SGD) and Proximal SGD (Prox-SGD) can be adopted. Recent progress is the variance reduced stochastic methods, such as SVRG (stochastic variance reduced gradient) [15] , SAG (stochastic average gradient) [22, 23] , SDCA (stochastic dual coordinate ascent) [26] and SAGA [7] . There are also some improved methods including proximal stochastic based methods [15, 27, 17, 31, 3, 1] proposed in the past few years.
Graduated optimization algorithm (GOA) [4, 30, 11] is a global searching algorithm for nonconvex problems. It starts from an initial estimate and progressively minimizes a series of finer and simpler approximations to the original problem. In these sequences, if the solution to the previous problem falls within the locally convex region around the solution to the next problem, then the algorithm will find the globally optimal solution to the nonconvex optimization problem at the end of the sequence optimization. There are some ways to progressively deform the nonconvex objective to some convex task. One possible principle is by Gaussian smoothing [9] F δ (w) = E u [F (w + δu)], where u follows Gaussian distribution. Gaussian smoothing constructs a collection of functions ranging from a highly smoothed to the actual nonconvex function by adjusting δ from high to low.
Hazan et al. [14] proposed the GradOpt method based on GOA and Suffix-SGD for a class of nonconvex functions (a, σ)-nice. GradOpt constructs a series of local strong convex functions with u according to uniform distributions on norm balls. Then Suffix-SGD is used to solve these local strong convex functions efficiently. Hazan et al. [14] prove that GradOpt with proper parameters is able to converge to a global optimum for (a, σ)-nice functions, and give the convergence rate of GradOpt. Experimental results in [14] show that GradOpt is faster and yields a much better solution than Minibatch SGD. However, our experimental results illustrate that GradOpt has some shortcomings, for example, the Suffix-SGD which is used in GradOpt has slow convergence due to the inherent variance, the smooth version is far from the original function at the initial steps and the conditions of the definition of (a, σ)-nice are so strong that the application range of GradOpt is limited. For the non-(a, σ)-nice functions, GradOpt converges gradually slow with the increase of iterations and may terminate before finding the global optimum.
In this paper, our proposed methods overcome the shortcomings of the GradOpt. We study a class of non-convex optimization problems: a sum of a convex function and a nonconvex function which has multiple local optimums, and propose two low-complexity iteration algorithms to fast converge to the global optimum of such non-convex optimization problems.
Main Contributions. Our main contributions are stated below:
• SVRG/prox-SVRG is applied in the new algorithms instead of the Suffix-SGD as used in GradOpt. In the SVRG/Prox-SVRG in our algorithms, a projection step is added to avoid iteration points stepping out of a bound.
• The new algorithms are proved that they have the complexity (the number of iterations to obtain a ε-accuracy solution) O(1/ε). This is far superior to the complexity of GradOpt O(1/ε 2 ) [14] .
• By introducing a shrink parameter, the new definition (a, c, σ)-nice is proposed. Moreover, we design a better convex approximation method for the non-convex model (1) than δ-smooth in GradOpt.
Setting and Definitions
Notation: During this paper, we use B to denote the unit Euclidean ball in R d and B r (w) as the Euclidean r-ball in R d centered at w. u ∼ B denotes a random variable distributed uniformly over B. Then we have E u∼B [u] = 0 since the uniform ball smoothing with parameter δ is equivalent to (zero mean) Gaussian smoothing [14] and let E u∼B [uu ⊤ ] = ̺ 2 I. For convenience, · 2 denotes · 2 2 in this paper.
Common Definitions
Recall the definitions of strong-convex and L-Lipschitz functions as follows [25] .
is said to be σ-strongly convex over a set C if for any w 1 , w 2 ∈ C the following holds,
Partial δ-smooth
To construct finer and finer approximations to the original objective function, Paper [14] defines δ-smooth by adopting the uniform ball smoothing strategy [9] . According to δ-smooth, L-Lipschitz nonconvex function F (w) is smoothed aŝ
where E(·) denotes expectation, δ is the smooth parameter.
δ-smooth can transform a nonconvex function into a local strong convex function. But the smoothed version is a little far from the original function, see Fig. 1 . Fig. 1 gives a 1-dim non-convex function: y = In Def. 3, the smaller δ is, the better approximation is for f (w). If δ = 0, thenf δ (w) = f (w) and F δ (w) = F (w). Partial δ-smooth only smoothes the nonconvex part f (w), but remains the convex part h(w) unchanged for F (w) = h(w) + f (w). By comparison, in δ-smooth, both convex part and nonconvex part are smoothed. Fig. 1 confirms the effectiveness of our strategy. From Fig. 1 , it is easy to observe that the function yielded by Partial δ-smooth is closer to original function than by δ-smooth, and the functions yielded by these two methods are both local strong convex functions.
(a, c, σ)-nice Functions
Hazan et al. [14] define a class of nonconvex functions (a, σ)-nice (here a, σ > 0) and use GradOpt algorithm obtain the global optimum of (a, σ)-nice functions. In this subsection, we denote w * δ ∈ arg min w∈CFaδ (w). For every δ > 0, (a, σ)-nice functions requireF aδ (w) to be σ-stronglyconvex in B 3δ (w * δ ) and w * δ − w * δ/2 ≤ δ/2. The conditions in (a, σ)-nice functions are so strong that the application range of GradOpt is limited. To weaken the conditions of (a, σ)-nice functions and enlarge the application range of the GOA, we propose the following definition.
(a, c, σ)-nice is the main type of functions that we discuss in this article. When we let c = 1/2 and r = 3, then (a, c, σ)-nice functions are similar to the (a, σ)-nice functions. (a, c, σ)-nice functions imply that the optimum ofF aδ (w) is a good start for optimizing a finer approximated version F caδ (w), and for every δ > 0,F aδ (w) is local strong convex in B rδ (w * δ ). So GOA can be adopted to obtain the global minimization of (a, c, σ)-nice functions.
In (a, c, σ)-nice functions, it would be better to choose a larger c, such as c = 0.9, because small c may lead to an algorithm converging slowly after some iterations or termination before finding the global optimum, see ]. c = 1/2 is corresponding to the results of performing original GradOpt. From Fig. 2 , it can be shown that when c is set larger, such as c = 0.9, c = 0.8 and c = 0.7, GradOpt can find the global optimum. However, if c is set small, such as c = 0.62 and c = 0.5, GradOpt may converge to local optimum or terminate before finding an optimum. In addition, r is set as 3 in the definition of (a, σ)-nice functions, whereas Theorem 3.1 proves that r ≥ 1.5 is enough to guarantee an algorithm to converge to a global optimum point. 
Graduated Optimization Algorithm with SVRG
Suffix-SGD is used in GradOpt. It is an improved method of SGD. At each iteration k = 1, 2, . . . , T , Suffix-SGD draws i from {1, . . . , n} randomly, and
where η k decreases with the increasing of iteration number k, Π C (·) denotes projecting a vector onto an area C. In Suffix-SGD, randomly sampling may lead to large variance which slows down the convergence speed. In order to overcome this shortcoming, we propose Algorithm 1 based on SVRG.
SVRG-GOA
Algorithm 1 is an improvement of the GradOpt algorithm [14] . It is based on the GOA and SVRG. The idea of Algorithm 1 is that the original non-convex function is approximated by a series of local strong convex functionsF δm finer and finer for m = 1, . . . , M . Then SVRG with project step is adopted on C m which is the convex area ofF δm according to Theorem 3.1 in each iteration. In Algorithm 1, w is an estimate of optimum w * . step 5 to step 15 are the variant of SVRG. We add a projection step in step 12. The projection is defined as Π C (v) := arg min w∈C w − v , ∀v ∈ R d . In terms of the output of the SVRG, we also could set
Experimental results show that these options have similar performances [29] . Remark 3.2. In Algorithm 1, the computational cost of the Step 7 is high. Because we have to randomly sample u from B and calculate ∇f ( w + δ m u) for many times to obtain g. In practice, g can be approximately computed by
Algorithm 1 SVRG-GOA − Graduated Optimization Algorithm with SVRG Input: target error ε > 0, step size 0 < η < 1, decision set C, iterative number T , shrink factor 0 < c < 1 and M = 1/ε ≥ 1. Choose initial point w 1 ∈ C uniformly at random. Set
, and S = log
Set shrunk decision set C m := C ∩ B(w m , 1.5δ m ),
4:
w 0 = w m ;//Perform SVRG overf δm
5:
for s = 1 to S do 6:
w 0 = w 9:
for k = 1 to T do 10:
Randomly pick u ∈ C m and update 11:
end for 14: set w s = w k for randomly chosen k ∈ {0, . . . , T − 1}
15:
end for 16: w m+1 = w s
17:
δ m+1 = cδ m 18: end for Algorithm 1 may obtain the global minimum of the (a, c, σ)-nice functions by the properties of (a, c, σ)-nice and the principle of GOA. Furthermore, the results of our algorithm are stable because the minimum of every local strong convex function is unique in the convex area. Experimental results in Section 6.2 confirm our analysis above.
The lemma below states that v is an unbiased estimate of ∇F δ (w). (2) is an unbiased estimate for ∇F δ (w).
Lemma 3.3 indicates that we can use Eq. (2) to estimate ∇F δ (w). The following Theorem 3.4 illustrates that the variance of v is reduced.
then the variance of v k is bounded. Moreover, if w k−1 and w converge to optimum w * , then the variance of v k also converges to zero.
Theorem 3.4 implies that for the iterative formula w k = w k−1 − ηv k , step size η can be set as a little larger constant. In contrast, the step size of Suffix-SGD decreases with the number of iteration increasing. So our method may converge faster than Suffix-SGD. Algorithm 1 gives the full description of our method with constant step size η for non-convex (a, c, σ)-nice functions.
Convergence and Complexity Analyses
In this section, we will discuss the convergence and complexity analyses of Algorithm 1. A point w is called ε-accurate solution, if E[F (w)] − F (w * ) ≤ ε. First, we discuss the convergence and complexity of SVRG with project step. Because w k is the projection of (w k−1 − ηv k ) onto C, and w * ∈ C, we have that
According to the theorem in [15] (in [15] , let ψ(w) = h(w) + f (w + δu)), we have the following theorem: Theorem 3.5. SupposeF δ (w) is L-smoothness and σ-strong convex on C, and let w * = arg min wFδ (w) be an optimal solution. In addition, assume that T is sufficiently large so that
Then the SVRG with project step in algorithm 1 has geometric convergence in expectation:
Remark 3.6. In Eq. (3), denote θ = ηL and T = 100(L/σ). Then when 0 < θ < 2/9, we obtain that ρ < 1. For example, let θ = 0.2, then ρ = 3/4 < 1.
Corollary 3.7. In order to have an ε-accurate solution, the number of stages s needs to satisfy
Following Theorem gives the complexity of Algorithm 1:
be an L-smooth (a, c, σ)-nice function, then after O(1/ε) optimization steps, Algorithm 1 outputs a point w m+1 which is ε-accurate.
Proof. Let T total be the total number of steps made by Algorithm 1, then we have:
For simplicity, we set Γ = The complexity of GradOpt is O(1/ε 2 ) [14] , whereas that of our SVRG-GOA is O(1/ε). So our proposed algorithm has lower complexity than GradOpt.
Graduated Optimization Algorithm with Prox-SVRG
Proximal gradient method is another effective method to solve a sum of a convex function and a nonconvex function. Prox-SVRG was proposed by L. Xiao [29] . It has lower complexity comparing with proximal full gradient and proximal SGD. Based on Prox-SVRG, we present Algorithm 2: PSVRG-GOA.
Comparing with SVRG-GOA in Section 3, PSVRG-GOA does not need computing the gradient of h(w). In Algorithm 2, the proximal mapping is defined as:
If h(w) = λ 2 w 2 , by simple computation, we obtain prox ηh (ν) = 1 1+λη ν. The convergence analysis of Prox-SVRG from [29] and w k − w * 2 ≤ w k−1 − ηv k − w * 2 guarantees the convergence of the Prox-SVRG with project step in Algorithm 2:
Algorithm 2 PSVRG-GOA − Graduated Optimization Algorithm with Proximal SVRG Input: target error ε > 0, step size 0 < η < 1, decision set C, iterative number T , shrink factor 0 < c < 1 and M = 1/ε ≥ 1. Choose initial point w 1 ∈ C uniformly at random. Set
Set ε m := for k = 1 to T do 10: Randomly pick u ∈ C m and update 11 :
15:
17:
δ m+1 = cδ m 18: end for Theorem 4.1. SupposeF δ (w) is L-smooth and σ-strong convex on C, and let w * = arg min wFδ (w) be an optimal solution. In addition, assume that T is sufficiently large so that
Then the Prox-SVRG with project step in algorithm 1 has geometric convergence in expectation:
Following theorem gives the complexity of Algorithm 2:
Theorem 4.2. Let C is a convex set,F be an L-smooth (a, c, σ)-nice function, then after O(log(1/ε)) optimization steps, Algorithm 2 outputs a point w m+1 which is ε-accurate.
Extensions
In this section, we give two extensions for Algorithm 1 and 2.
Limit-Sum of Non-convex Function: In machine learning, we often encounter the problem
where f i (w) is non-convex for i = 1, · · · , n. To deal with such optimization problem, we need to replace ∇f (·) with
Step 11 in our Algorithms. It is no doubt that the calculation is mass. To simplify the calculation, we randomly pick i from {1, . . . , n}, and then calculate ∇f i (·) instead of ∇f (·) in Step 11. This method is reasonable and practical since E[∇f i (·)] = ∇f (·), and can greatly reduce the computation cost.
Mini-batch:
In this section, we give an extension for Algorithm 1 and 2 using mini-batch strategy. Mini-batching is a popular strategy in distributed and multicore setting since it helps to increase the parallelism and to further reduce the variance of the stochastic gradient method. For simplicity, we only give the key differences between the mini-batch SVRG-GOA/PSVRG-GOA and SVRG-GOA/PSVRG-GOA. To apply mini-batch strategy, we replace line 10 and 11 in Algorithms 1 and 2 with the following updates:
1. Randomly pick U ∈ C m such that |U | = b, and update 2.
When b = 1, mini-batch SVRG-GOA and mini-batch PSVRG-GOA are changed into Algorithm 1 and 2. Mini-batch strategy can increase the parallelism of the algorithms. In our experiments, we main discuss serial computing performance of the proposed algorithms.
Experiments
To illustrate the influence factors of the new methods, and to compare the performances of SVRG-GOA and PSVRG-GOA with several related algorithms, we present some results of numerical experiments. In every figure, x-axis is the number of effective passes over the data, where each effective pass performs one outer loop of the algorithms, and the total number of inner loops for all the compared algorithms are set the same. Each experiment is repeated many times independently, and the data in figures are the average results.
We focus on the differentiable robust least squares support vector machine [6] for binary classification: given a set of training examples (x 1 , y 1 ) , . . . , (x n , y n ), where x i ∈ R d and y i ∈ {+1, −1}, we find the optimal predictor w ∈ R d by solving
where
τ is the truncation parameter, and
In terms of the form of model (1) with
Influence Factors of SVRG-GOA
In this section, we discuss some factors which influence the performance of the proposed algorithms.
Experimental results in Section 6.2 are shown that PSVRG-GOA and SVRG-GOA always have the same performances, so we only discuss influence factors of SVRG-GOA.
6.1.1
Step Sizes η Fig. 3 shows the performance of SVRG-GOA with different step sizes η. It can be seen from the Fig. 3 that the convergence speed of SVRG-GOA becomes slow if η is set too small. Furthermore, when η is set too large, SVRG-GOA may converge to a local optimum. So step size cannot be set too large or too small. In this experiment, η = 0.2 is the best choice. In practice, η can be chosen according to Remark 3.6 , that is 0 < η < 
Initial smoothing factor δ
We vary the initial value of smoothing factor δ for GradOpt and SVRG-GOA on breast cancer data set. Fig. 4 illustrates how F (w k ) decreases as the increasing of the number of effective passes. In general, SVRG-GOA converges faster than GradOpt for any choices of δ. Furthermore, if δ is set too large, algorithms convergence slowly for both GradOpt and SVRG-GOA. GradOpt may even not converge to the global optimum when δ is set too small. In this experiment, δ = 1 is a good choice. In practice, δ can be chosen by cross-validation technique. 
Comparison with Related Algorithms
In order to illustrate the performances and properties of our methods, we compare the following algorithms:
• Nonconvex proxSVRG: the nonconvex proximal SVRG given in [21] with batch size b = 1.
The step size of it is a constant. This algorithm is denoted as Prox-SVRG in figures for simplicity.
• GradOpt: graduated optimization with a gradient oracle in [14] . It uses Suffix-SGD [19] in the algorithm, and the step size (η k = 1/σk) is reduced with the increasing of the iteration number k.
• SVRG-GOA: the method proposed in Algorithm 1 in this paper.
• PSVRG-GOA: the method proposed in Algorithm 2 in this paper using proximal SVRG.
We use publicly available data sets. Their sizes n, dimensions d as well as sources are listed in Table  1 . Table 1 also lists the values of λ and τ that were used in our experiments. These choices are typical in machine learning benchmarks to obtain good performance. 1.5
Fig . 5 shows the comparison of different methods on the data sets listed in Table 1 . We set the initial approximate parameter δ = 1, which decayed by shrinkage factor c = 0.9 for SVRG-GOA, PSVRG-GOA and GradOpt algorithms.
Step size was set as η = 0.2, which matches our theoretical analysis (see the Remark 3.6) for SVRG-GOA, PSVRG-GOA, and nonconvex proxSVRG. It can be seen that SVRG-GOA and PSVRG-GOA are both able to converge to the optimum and the convergence speed is faster than other methods. These two methods always have the similar performances. The superior performances of SVRG-GOA and PSVRG-GOA are due to their low complexity. In most cases, GradOpt may converge to the optimum, but the convergence speed is slower than SVRG-GOA and PSVRG-GOA. Nonconvex ProxSVRG is a convergent algorithm for nonconvex optimization problems. But it sometimes converges to the global optimums, and sometimes not, because nonconvex ProxSVRG is a stochastic method. We did a large number of experiments for nonconvex ProxSVRG on breast cancer data set, and then counted the number of converging to global optimums. The probability of converging to the global optimum is approximately 80.12% in this experiment. In contrast, the performances of SVRG-GOA, PSVRG-GOA, and GradOpt are stable because, in each iteration, these three methods deal with a local strong convex optimization problem whose optimum is unique in C m .
Discussion
In this paper, we present two algorithms based on graduate optimization to obtain the global optimum of a family of non-convex optimization. In the new algorithms, (proximal) stochastic variance reduction gradient technique with project step, new convex approximate and a new shrinkage factor are applied. We prove that our algorithms have lower complexity than GradOpt. Furthermore, we extend our analysis to mini-batch variants and to solving non-convex finite-sum problem. Experimental results show that our methods perform better than GradOpt and nonconvex Prox-SVRG.
However, there are also some interesting questions that remain to study: • How to obtain the global optimum of other non-convex optimization problems? Can the analysis in this paper extend to other non-convex problems besides the (a, c, σ)-nice functions? • The convergence rates of our methods are both O(1/ε). Are there second-order or other methods which can further accelerate convergence rate?
D Proof of Lemma B.1
Proof. First, we give a lemma which will be used in the following proof. 
This implies
∇f (w + δu) − ∇f (w * + δu) 2 ≤ 2L[f (w + δu) − f (w * + δu) − ∇f (w * + δu) ⊤ (w − w * )].
By taking expectation on both sides of the above inequality, we obtain E ∇f (w + δu) − ∇f (w * + δu) 2 ≤ 2L[f δ (w) −f δ (w * ) − ∇f δ (w * )(w − w * )].
Because w * is the optimum point ofF δ (w), there exist ξ * ∈ ∂h(w * ) such that ∇f + ξ * = 0. Therefore,f δ (w) −f δ (w * ) − ∇f δ (w * )(w − w * ) =f δ (w) −f δ (w * ) + ξ * (w − w * ) ≤f δ (w) −f δ (w * ) + h(w) − h(w * ) =F δ (w) −F δ (w * ).
The inequality uses the convexity of the h(w). We have the desired result from (6) and (7).
E Proof of Lemma D.1
Proof. The smoothness implies that we have
for all v, w. Setting v = w − 1 L ∇f (w) in the right-hand side of Eq. (8) and rearranging terms, we obtain 1 2L
