Abstract-A feedback interconnection of a neutrally stable, linear time-invariant system and a nonlinearity with 0 ( ) is called critical because the worst case linearization is at best neutrally stable. This characteristic makes the stability analysis of such systems particularly hard. It will be shown that an integrator and a sector bounded nonlinearity can be encapsulated in a bounded operator that satisfies several useful integral quadratic constraints, which gives powerful tools for stability analysis of a general class of critically stable systems.
The neck time marked with vertical lines in Fig. 1 has been calculated using (11) and indicates the accuracy of the method. Before applying the method to case studies in Fig. 1 , we approximate the plant input u p (t) to have a better understanding of the bias mechanism. The approximated u p (t) = (0; 2 u p (t))
T using a perturbation method takes the form 
The term p 1 + p 3 w 2 c in (13) explains the offsetting mechanism of the plant input. For example, selecting p 1 and p 3 so that p 1 =p 3 = 0w 2 c gives rise to a symmetric plant input, which was considered in Fig. 1 (solid line). Changing the ratio of p 1 and p 3 , any other bias in the plant response, up, can be obtained.
In Khajepour et al. [5] , we introduced an updating input algorithm (UIA) to utilize the neck phenomenon to vibration control. In this algorithm, the controller initial conditions are found using (8) . Having calculated the neck time using (11), the plant input u p (x c ) is applied for the neck time period. At this time, the controller initial conditions are updated to cause a new neck in the plant response. This process continues until an acceptable amplitude in the plant response is obtained. As seen in Fig. 1 , the neck time of the plant response for cases 1 and 2 are 0.51 s and 0.84 s, respectively. Updating the controller initial conditions at the neck time results in almost zero oscillations in the plant response. Fig. 2(a) is the controlled response of the plant shown in Fig. 1(a) using the UIA. The plant input
IV. CONCLUSION
In this paper, we developed a nonlinear control strategy for asymmetric actuators. Examples of asymmetric actuators are thrusters, shape memory alloy wires, and hydraulic or pneumatic cylinders. Using the proposed method, it is possible to generate any biased control input to match the actuator output, which is important because utilizing conventional controllers to asymmetric actuators reduces the controller performance and possibly increases instability in the system. The method is now limited to single degree-of-freedom systems and the possibility of extending the method to multidegree-of-freedom systems is under investigation.
I. INTRODUCTION
Integral quadratic constraints (IQC) provide a unifying framework for problems in modern robust control. Modern robust control works Fig. 1 . A feedback interconnection of a neutrally stable plant and a deadzone nonlinearity. It is assumed that G is stable, proper, and G(0) 6 = 0; i.e., the integrator pole is not removable.
be considered, which is not the case when standard Lyapunov techniques are used to investigate asymptotic stability. However, the use of bounded operators implies loss of important cases when one or several operators in the system are unbounded.
An important step was taken in [1] , in which it was shown that it sometimes is possible to encapsulate an unbounded operator in an artificial feedback loop, which defines a bounded operator. Stability analysis can then be performed in the usual IQC framework [2] . The purpose of this paper is to use encapsulations to treat a general class of systems with integrators, nonlinearities, and possibly uncertainties.
Let us illustrate the idea with a simple example. The system in Fig. 1 consists of a neutrally stable plant in feedback interconnection with a deadzone nonlinearity. The injected signal f can either be viewed as a disturbance or a signal that generates the initial condition of the plant. Such a system can, for example, represent a control system in which a PI regulator is used with an actuator that has a deadband.
In order to apply the usual IQC framework for stability analysis, we need to hide the unbounded mode of G(s)=s, i.e., the mode corresponding to the integrator pole. A partial fraction expansion gives G(s)=s = k(G 0 (s) 0 1=s), where k = 0G(0). We can now transform the system as in Fig. 2 , where G 0 is bounded and '(x) = k(x 0 sign(x)); jxj > 1 0; jxj 1:
The important point is that we have encapsulated the integrator in an operator defined by
which is bounded if (and only if) k 0; see the next section. We will derive several useful IQC's for the operator 1 ' that can be used for the stability analysis. The encapsulation method is not restricted to stability analysis of simple systems as in Fig. 1 T g(t) dt 1) . The smallest such constant is called the gain of 1.
A. IQC Theory
In this paper, we denote time
All quadratic forms considered in this paper are bounded.
We consider systems consisting of several perturbations 11; ...; 1N interconnected through linear transfer functions.
To apply the results in [2] , we need to consider parametrizations,
, of the perturbations that satisfy the following: The main result of [2] can be formulated as follows. 
III. IQC'S FOR THE ENCAPSULATION
We will derive several useful IQC's for the encapsulation, 1 ' , defined in (1) . However, we first prove the boundedness of 1 ' .
with gain no greater than k.
Remark 1:
The proof also shows that jz(T)j p 2kkP T vk for all T 0. 
because z(0) = 0. We get kwk = k _zk kkvk, as T ! 1.
The next theorem, which is the main result of this paper, provides a set of IQC's for 1' that corresponds to Zames and Falbs IQC for slope-restricted nonlinearities [3] . + 1) ) violates the residue condition 1), but the frequency inequality 2) is satisfied with H = 0. It can be verified that the feedback system is unstable. Note also that the stability criterion in [3] cannot be used for systems with an integrator pole.
Proof of Proposition 1:
We transform the system as in Fig. 2 . The conclusion of the theorem follows from this.
The encapsulation technique is also useful for analysis of more complex systems. As an illustration, consider the system in the upper part of is bounded and so is the encapsulation 1 ' . We can thus apply standard IQC theory for the stability analysis. A numerical example is given in [4] . Problems with many integrator poles and nonlinearities can be treated similarly as long as all integrators can be encapsulated.
VI. CONCLUSION
We have obtained useful tools for the stability analysis of critically stable systems. In the full version of this paper [4] , we also derive Popov IQC's for 1' both for the case when ' is sector bounded and slope restricted.
APPENDIX

Proof of Theorem 2:
The next lemma is a key ingredient in the proof. We will assume that L L As a first step of the proof, we show that the slope condition on ' can be used to prove the inequality We can get an additional inequality if ' is odd. For fixed , let be defined such that (t)(t0 ) = 01 and (t) 2 = 1; 8 t. Then, ifỹ T = (t)yT (t), we have sign(ỹT (t)ỹT(t 0 )) = 0sign(yT(t)yT(t 0 )); 8 t. Using thatw T (t) = '(ỹ T (t)) = (t)'(y T (t)) gives z T (t)(w T (t) 0 w T (t 0 ))dt (7) where as before = 61 if ' is odd and = 1 otherwise.
We will next see that a partial integration of the last integral in (7) gives terms that are benign in the sense that the limit as T ! 1 is well defined. The inequality in (6) will be obtained from this observation. Use of (9) and (10) in (7) gives (6) as T ! 1.
We are now at the last step of the proof. Let us first consider the general case when ' is not necessarily odd and = 1 and h(t) > 0. Finally, for the case when ' is odd, we multiply the inequalities in (7) with jh(0)j. The terms with an arbitrary sign for given can be mul- (y(t);f(t)) 2 R 1 (0:5y(t) + f (t)) 2 =2; (y(t);f(t)) 2 R 2 :
It is clear that V (t)is continuous, V (t) 0, and finally that V (0) = 0, because it assumes that y(0) = f (0) = 0. It remains to prove (13). In region R 1 , we need This inequality holds if c2 3=8 and c1 4:5, because fy y 2 =4
in R 2 .
We have thus proven that V in (14) satisfies the inequality in (13) if c1 4:5 and 3=8 c2 3=4. This concludes the proof of the lemma.
We will now prove (v). Let
I. INTRODUCTION
In general, Lyapunov exponents describe the exponential stability properties of linearized dynamical systems. Usually, they are investigated in a stochastic framework, i.e., when the system is perturbed by noise with some statistical structure (see, e.g., [1] ).
