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In order to model phenomena arising in matter ﬂows in electromagnetic ﬁelds,
engineers join systems of conservation laws with discontinuous coefﬁcients. The
simplest quasi-linear equation is ut + af ux = 0, where a is a given discontinuous
coefﬁcient function and f is a smooth function. We begin our study by solving the
Riemann problem, and then we construct a numerical scheme of Godunov type.
© 2001 Academic Press
1. INTRODUCTION
We consider the equation
utx t + ax tf ux tx = 0 t > 0 (1)
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with the initial condition
ux 0 = u0x (2)
and a ∈ L∞ × + f ∈  ∞ u0 ∈ BV  ∩ L∞
When ax t is constant, if f u = 1/2 u2, we recognize Burger’s equa-
tion. This is a scalar conservation law for which existence and uniqueness
results are well known.
When the function a is discontinuous, the situation is entirely different.
We shall ﬁnd a lack of uniqueness which is resolved by a microscopic con-
nection between the discontinuities of a 0 and of the initial condition u0.
When a and u0 are generalized functions and Eq. (1), with f u = u,
and the initial condition are stated in a space of generalized functions,
then the existence and the uniqueness of a solution have been proved by
Oberguggenberger [9].
First of all, we consider the case where f u = u : this is a linear partial
differential equation with a discontinuous coefﬁcient. Even in this simple
case, we need a theory of generalized functions in order to make sense
of products of distributions. Indeed, the function u may be discontinuous.
Then the term ux has the appearance of a Dirac delta function. Further-
more, with a discontinuous, the term aux is a product of two distributions
which is meaningless in the space of distributions. This leads us to use a
space of generalized functions introduced in [2, 5–9, 11].
In this work, we build a solution of the equation by using a Godunov
type numerical scheme; at ﬁrst we have to resolve Riemann’s problem, and
then prove the convergence of the scheme. In the general case, when f is
monotone, we obtain similar results by using an analogous method.
2. GENERALIZED FUNCTIONS
We recall brieﬂy some aspects of the theory of generalized functions we
use, more precisely about the algebra of simpliﬁed generalized functions
which is deﬁned as
 Sn = 	R 
 ε x ∈ ∗+ × n → Rε x ∈ 
∞ in the variable x ∀ε > 0
 MSn = 	R ∈  Sn/∀ K compact of n ∀ D derivative operator
∃ q ∈  c > 0 η > 0 
 DRε x ≤ c ε−q
∀x ∈ K ∀ 0 < ε < η
 Sn = 	R ∈  MSn/∀ K compact of n ∀ D derivative operator
∃ q ∈  
 ∀ p ≥ q ∃ c > 0 ∃ η > 0 
 DRε x ≤ c εp−q
∀x ∈ K ∀ 0 < ε < η
conservation laws 65
 Sn is an ideal of  MSn. The algebra of simpliﬁed generalized
functions is deﬁned as the quotient of  MSn by  Sn and is denoted
by  Sn.
In this algebra, there are two equalities, one strong and one weak. The
strong one is the classical algebraic equality; in other words, two simpliﬁed
generalized functions are equal if the difference of two of their represen-
tatives is in the ideal  Sn. The weak one is called association and is
denoted by the symbol ≈.
Deﬁnition 2.1. We say that G1G2 ∈ Sn are associated, if and
only if, for any  in n, we have∫
n
R1ε x − R2ε xxdx→ 0 when ε→ 0
with
R1 ∈  MSn a representative of G1
R2 ∈  MSn a representative of G2
The association is stable by differentiation but not by multiplication. Let
H be a Heaviside function; then Hn is also one, for every n ∈ ∗. But,
Hn = H (in ), for n > 1.
Indeed, if Hn = H ∀n ∈ , then nHnH ′ = HH ′ so HH ′ = 0, but HH ′ =
1
2 H2′ = 12H ′, so the derivative of the Heaviside function would be zero.
This contradicts the fact that the derivative of a Heaviside function is a
Dirac delta function.
This leads us to deﬁne the notions of generalized functions of Heaviside
and Dirac types.
Deﬁnition 2.2. A generalized function H in  S is called a Heavi-
side generalized function if it has a representative R ∈  MS satisfying
that there is Aε > 0Aε → 0 as ε→ 0, such that:
(i) Rε x = 0, for all ε > 0 and x < −Aε
(ii) Rε x = 1, for all ε > 0 and x > Aε
(iii) supε>0 x∈ Rε x < +∞.
Accordingly any power of a Heaviside generalized function is a
Heaviside generalized function, and two Heaviside generalized functions
are associated.
Deﬁnition 2.3. A Dirac generalized function on  is an element δ of
 S with a representative R ∈  MS such that:
(a) there is Aε > 0Aε → 0 as ε → 0 such that Rε x = 0 if
x > Aε, for all ε > 0
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(b)
∫
 Rε xdx = 1, for all ε > 0
(c) supε>0
∫
 Rε xdx < +∞.
Our aim is to study the nonlinear case (Section 7), but we ﬁnd it conve-
nient to present our method ﬁrst in the linear case since this is clearer and
relies on the same proofs (Sections 3–6).
3. RIEMANN’S PROBLEM
In this section, we are interested in Riemann’s problem in the linear case
ut + aux ≈ 0, ux 0 = u0x, with
ax t = al +  aY x  a = ar − al
u0x = ul +  uLx  u = ur − ul
where ar al ur ul are given constants and YL are Heaviside generalized
functions.
To have an idea of the solution, we make a regularization of u0 and a.
This gives u0ε and aε (as in Oberguggenberger’s theorem in [9]) and we
compute the exact solution by the characteristics’ method.
We may take u0ε and aε as some second degree polynomials:
u0εx =


ul if x ≤ −ε
ur − ul
2ε2
x+ ε2 + ul if − ε ≤ x ≤ 0
−ur − ul
2ε2
x− ε2 + ur if 0 ≤ x ≤ ε
ur if x ≥ ε
aεx t =


al if x ≤ −ε
ar − al
2ε2
x+ ε2 + al if − ε ≤ x ≤ 0
−ar − al
2ε2
x− ε2 + ar if 0 ≤ x ≤ ε
ar if x ≥ ε.
Then, we consider the equation
∂uε
∂t
x t + aεx t
∂uε
∂x
x t = 0
with the initial condition
uεx 0 = u0εx
This problem has a single solution given by the characteristics’ method, that
is to say,
uεx t = u0εyεx t 0
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where yεx t  is the characteristic curve passing through the point x t
and verifying 

∂yε
∂s
x t s = aεyεx t s s
yεx t t = x
This method shows that the form of the solution is subordinate to the
sign of al and ar (for more details, we refer to [10]). At the limit ε → 0,
one obtains:
If al ≤ 0 and ar ≥ 0, we have a shock spreading to the left and
the right. We discover from the characteristics that the intermediate val-
ues depend on the connections between the right and left values of u0ε
and aε.
If al ≥ 0 and ar ≥ 0, we have a shock spreading to the right.
If al ≤ 0 and ar ≤ 0, we have a shock spreading to the left.
If al ≥ 0 and ar ≤ 0, we have a motionless discontinuity at x = 0.
Our ﬁrst step is to compute the jump conditions in every case.
If al ≤ 0 and ar ≥ 0, we are looking for a solution in the form
ux t = ul + λ− ulHx− c′t + ur − λKx− ct
with c′ < 0 c > 0 λ a generalized real number, and HK Heaviside
generalized functions.
By replacing u in the equation ut + aux ≈ 0 and using the fact that
Y xH ′x− c′t ≈ 0 since c′ < 0
Y xK′x− ct ≈ K′x− ct since c > 0
and that two Heaviside generalized functions are associated, we get (this
follows also directly from the observation of the characteristics) that u
above is a solution of ut + aux ≈ 0 if and only if
c′ = al and c = ar
We have now to determinate the value of λ. This is done in the Appendix
from the initial condition ux 0 = u0x. We obtain
Y xL′x ≈ Aδx
with A = −λ− ur/ u and δ a Dirac generalized function.
This is equivalent to
λ = Aul + 1−Aur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Therefore, A (equivalently λ) is determinated by the above relation
between Y and L, that is, between a and u0. So if 0 < A < 1, we have
ul < λ < ur , which we consider as “reasonable” (in the sense that other
values of A would correspond to rather complicated physical phenomena).
In the same way, we ﬁnd:
If al ≥ 0 and ar ≥ 0, the solution has the form
ux t = ul +  uHx− art
If al ≤ 0 and ar ≤ 0, the solution has the form
ux t = ul +  uHx− alt
If al ≥ 0 and ar ≤ 0, the solution has the form
ux t = ul +  uHx
(putting this formula in ut + aux ≈ 0, we get that such a u is a solution
provided the relation YH ′ ≈ −al/ar − alH ′ holds).
We check that the above solution of Riemann’s problem (whatever
A 0 < A < 1) is stable. The number A stems from the microscopic
aspects of the jumps of u0x and ax, a typical feature occurring in this
setting of generalized functions [7].
4. A GODUNOV TYPE NUMERICAL SCHEME
In this section, we are going, in the linear case, to build a numerical
scheme of Godunov type. We will settle his properties as well as obtain a
convergence result.
Let h > 0 be the space meshsize and  t = rh be the time meshsize, with
r > 0 which will be ﬁxed later.
We discretize the x-axis, by setting, for all i ∈ Z,
Ii = xi−1/2 xi+1/2 with xi = ih
and the t-axis, by setting, for all n ∈ ,
Jn = tn tn+1 with tn = n t
We seek an approximation uni of the solution u at the time tn and at the
point xi. We denote by uh the function which is equal to u
n
i on the rectangle
Ii × Jn for i ∈ Z n = 0 1 2    .
Let ani be the mean value of the function a on each rectangle Ii × Jn,
and ah the function which is equal to a
n
i on this rectangle.
In order to construct the quantity uni , we proceed as follows.
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Let u0i be the mean value of the initial data u0 on each Ii. Then we
resolve Riemann’s problem on the rectangle Ii × Jn, and we set
un+1i =
1
h
∫
Ii
ux tn+1dx
Thus, we have four cases depending on the signs of ani−1 a
n
i , or a
n
i+1.
(a) if ani ≥ 0 and ani−1 ≤ 0 then
un+1i = uni + rani Ani uni−1 − uni  with Ani ∈ 0 1
(Ani must be chosen arbitrarily for each i n)
(b) If ani ≥ 0 and ani−1 ≥ 0 then
un+1i = rani uni−1 + 1− rani uni 
(c) If ani ≤ 0 and ani+1 ≤ 0 then
un+1i = −rani uni+1 + 1+ rani uni 
(d) If ani ≤ 0 and ani+1 ≥ 0 then
un+1i = uni + rani 1−Ani+1uni − uni+1 with Ani+1 ∈ 0 1
5. STABILITY PROPERTIES
Since a ∈ L∞×+, we have the Courant–Friedrichs–Lewy condition:
∃r > 0
/
sup
i∈Z n∈
ani  <
1
2r
satisﬁed if aL∞×+ <
1
2r

Theorem 5.1. Assume that a ∈ L∞×+ and u0 ∈ BV  ∩L∞.
Then the above scheme is stable for the L∞ − norm, for the total variation in
space, and for the total variation in time in the Tonnelli–Cesari sense. That is:
(i) uni  ≤ u0L∞ ∀i ∈ Z ∀n ∈ 
(ii)
∑
i∈Z uni+1 − uni  ≤ TV u0 ∀n ∈ 
(iii)
∑
i∈Z un+1i − uni  ≤ TV u0 ∀n ∈ ,
where TV u0 is the total variation of u0.
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Proof. Since the length of Ii is equal to h, u0i  ≤ u0L∞.
Assuming that uni  ≤ u0L∞, ∀i ∈ Z, we prove that un+1i  ≤
u0L∞ ∀i ∈ Z by using the deﬁnition of un+1i according to the sign of
ani−1 a
n
i , or a
n
i+1. Thus, (i) is proved by iteration on n.
We also prove (ii) by iteration on n.
Since u0 ∈ BV , we have
∑
i∈Z u0i+1 − u0i  ≤ TV u0, so we just have
to prove that ∑
i∈Z
∣∣∣un+1i+1 − un+1i
∣∣∣ ≤∑
i∈Z
∣∣∣uni+1 − uni
∣∣∣ (3)
Then, we will deduce (iii) by showing before that∑
i∈Z
∣∣∣un+1i − uni
∣∣∣ ≤∑
i∈Z
∣∣∣uni+1 − uni
∣∣∣ ∀n ∈  (4)
If a is such that the sequence ani i∈Z has a ﬁnite number of change of sign,
we show (3) and (4) by induction on the number of change of sign of this
sequence.
When ani i∈Z changes sign 0 or 1 time, we obtain (3) and (4), by using
the deﬁnition of the numerical scheme.
Now we assume that the inequalities (3) and (4) hold when ani i∈Z
changes of sign k times. We are going to prove (3) and (4) when ani i∈Z
changes sign k+ 1 times. We treat the case of the last change of sign in
xi1−1/2 with i1 ∈ Z.
In order to prove (3), we consider the following steps:
(1) Between tn and tn+1/2, we deﬁne bni i∈Z by
bni =
{
ani if i < i1
0 if i ≥ i1.
(2) Between tn+1/2 and tn+1, we deﬁne cn+1/2i i∈Z by
c
n+1/2
i =
{
0 if i < i1
ani if i ≥ i1.
Thus, by the induction hypothesis, since bni i∈Z changes sign k times, we
have ∑
i∈Z
∣∣∣un+1/2i+1 − un+1/2i
∣∣∣ ≤∑
i∈Z
∣∣∣uni+1 − uni
∣∣∣
where un+1/2i is deﬁned as u
n+1
i between tn and tn+1/2, and∑
i∈Z
∣∣∣un+1i+1 − un+1i
∣∣∣ ≤∑
i∈Z
∣∣∣un+1/2i+1 − un+1/2i
∣∣∣
since cn+1/2i i∈Z doesn’t change sign.
These successive steps allow the passage of tn to tn+1 by using the
sequence ani i∈Z and we obtain (3).
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In order to prove (4), we have to consider the two following cases:
• ani1−1 ≥ 0 and ani1 ≤ 0
• ani1−1 ≤ 0 and ani1 ≥ 0.
First Case. ani1−1 ≥ 0 and ani1 ≤ 0. We can write∑
i∈Z
un+1i − uni  =
∑
i≤i1−1
un+1i − uni  +
∑
i≥i1
un+1i − uni 
So we have to overestimate the terms
∑
i≤i1−1 un+1i − uni  and∑
i≥i1 un+1i − uni .
We consider the following cases.
(a) Between tn and tn+1, we use the sequences cni i∈Z and vni i∈Z
deﬁned by
cni =
{
0 if i < i1
ani if i ≥ i1
vni =
{
uni1 if i < i1
uni if i ≥ i1.
Since the sequence cni i∈Z doesn’t change sign, we have∑
i≥i1
un+1i − uni  =
∑
i∈Z
vn+1i − vni  ≤
∑
i∈Z
vni+1 − vni  =
∑
i≥i1
uni+1 − uni 
(b) Between tn and tn+1, we use the sequences bni i∈Z and wni i∈Z
deﬁned by
wni =
{
uni if i < i1
uni1 if i ≥ i1.
Since the sequence bni i∈Z changes sign k times, by the induction hypoth-
esis, we have∑
i<i1
un+1i − uni  =
∑
i∈Z
wn+1i −wni  ≤
∑
i∈Z
wni+1 −wni  =
∑
i<i1
uni+1 − uni 
Finally, with the sequences ani i∈Z and uni i∈Z , we use the preceding
results: ∑
i∈Z
un+1i − uni  ≤
∑
i<i1
uni+1 − uni  +
∑
i≥i1
uni+1 − uni 
≤∑
i∈Z
uni+1 − uni 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Second Case. ani1−1 ≤ 0 and ani1 ≥ 0. We can write∑
i∈Z
un+1i − uni  =
∑
i≤i1−2
un+1i − uni  + un+1i1−1 − uni1−1
+ un+1i1 − uni1  +
∑
i≥i1+1
un+1i − uni 
So we have to overestimate all these terms.
We consider the following cases.
(c) Between tn and tn+1, we use the sequences dni i∈Z and pni i∈Z
deﬁned by
dni =
{
ani if i ≤ i1 − 2
0 if i ≥ i1 − 1
pni =
{
uni if i ≤ i1 − 2
uni1−1 if i ≥ i1 − 1
Since the sequence dni i∈Z has less than k changes of sign, we have∑
i≤i1−2
un+1i − uni  =
∑
i∈Z
pn+1i − pni  ≤
∑
i∈Z
pni+1 − pni  =
∑
i≤i1−2
uni+1 − uni 
(d) Between tn and tn+1, we use the sequences eni i∈Z and qni i∈Z
deﬁned by
eni =
{
0 if i ≤ i1
ani if i ≥ i1 + 1
qni =
{
uni1 if i ≤ i1
uni if i ≥ i1 + 1.
Since the sequence eni i∈Z doesn’t change sign, we have∑
i≥i1+1
un+1i − uni  =
∑
i∈Z
qn+1i − qni  ≤
∑
i∈Z
qni+1 − qni  =
∑
i≥i1
uni+1 − uni 
Then, using the deﬁnition of the numerical scheme and the Courant–
Friedrichs–Lewy condition, we have
un+1i1−1 − uni1−1 <
1
2
uni1 − uni1−1
and
un+1i1 − uni1  <
1
2
uni1 − uni1−1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Finally, with the sequences ani i∈Z and uni i∈Z , we use the preceding results
and we have∑
i∈Z
un+1i − uni  ≤
∑
i≤i1−2
uni+1 − uni  + uni1 − uni1−1 +
∑
i≥i1
uni+1 − uni 
≤∑
i∈Z
uni+1 − uni 
Thus, we obtain (4) in the two cases.
We showed (3) and (4) by induction on the number of changes of sign of
ani i∈Z , so (ii) by induction on n, and thus (iii), when ani i∈Z has a ﬁnite
number of changes of sign.
Now, if ani i∈Z doesn’t stop changing sign, then we deﬁne the sequences
ani kk∈ and uni kk∈ by
ani k =
{
ani if −k ≤ i ≤ k
0 if i < −k or i > k
uni k =


un−k−1 if i < −k
uni if −k ≤ i ≤ k
unk+1 if i > k.
For all k in  ani ki∈Z changes sign a ﬁnite number of times. Then∑
−k−1≤i≤k
uni+1 − uni  =
∑
i∈Z
uni+1k − uni k ≤ TV u0
Let us set Ssk =
∑
−k−1≤i≤k uni+1 − uni  ∀k ∈ .
Then the sequence Sskk∈ is overestimated and increasing so conver-
gent and
lim
k→+∞
Ssk =
∑
i∈Z
uni+1 − uni  ≤ TV u0
that is, (ii), and∑
i≤k
un+1i − uni  =
∑
i∈Z
un+1i k − uni k ≤ TV u0
Let us set Stk =
∑
i≤k un+1i − uni  ∀k ∈ . Then, the sequence
Stkk∈ is overestimated and increasing so convergent. Further
lim
k→+∞
Stk =
∑
i∈Z
un+1i − uni  ≤ TV u0
that is, (iii).
Thus, for every behavior of the sequence ani i∈Z , we have (ii) and (iii).
Remark 5.1. We set um = uhm , with hm → 0 when m→ +∞. Then, by
using Helly’s theorem [3] and Theorem 5.1, there is a subsequence converg-
ing to u in L∞ × + for the σL∞ × + L1 × +-topology.
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6. A CONVERGENCE RESULT
Theorem 6.1. Assume that a ∈ L∞×+ and u0 ∈ L∞
⋂
BV .
Then there are A ∈  S × + and U ∈  S × + such that:
• Ut +AUx ≈ 0
• Ut=0 ≈ u0
• U ≈ u
• A ≈ a.
Proof. The proof is similar to the one given in detail in [2] for a system
in nonconservative form.
Let ρϕ be ∞ functions on  with support in −1 1, and ∫ ρxdx =∫
 ϕxdx = 1. Let us deﬁne Ra and Ru on 0+∞× × + by{
Raε x t =
∫ ∫
2 aεx− ε3ξ t − rε3τϕξϕτdξdτ
Ruε x t =
∫ ∫
2 uεx− ε3ξ t − rε3τρξρτdξdτ
if ε = hm, for some m, and Raε x t = Rahm x t, respectively,
Ruε x t = Ruhm x t, if hm+1 < ε < hm.
We may only consider the case ε ∈ 	hmm ∈ 
Writing Ra and Ru as convolution products and using Theorem 5.1, we
obtain that Ra and Ru belongs to  MS × +.
Let A and U be their respective class in S × +. We must prove
that, for each ψ ∈  × +, the quantity
Pε =
∫ ∫
×+
[
∂Ru
∂t
ε x t + Raε x t
∂Ru
∂x
ε x t
]
ψx tdxdt
tends to 0 as ε tends to 0.
The method is similar to that of [2], but we have to be careful with the
fact that the formulas giving un+1i change with the sign of a
n
i . Thus, we
obtain ∣∣∣∣∣Pε − ε
∑
n∈N
[ ∑
i∈En1
ψni un+1i − uni + un+1i+1 − uni+1
+rani + ani+1 − ani k1inuni+1 − uni 
]
+ ∑
i∈En2
ψni un+1i − uni + runi − uni−1ani−1 + ani − ani−1k2in
+ ∑
i∈En3
ψni un+1i − uni + runi+1 − uni ani + ani+1 − ani k1in
+ ∑
i∈En4
ψni runi+1 − uni ani + ani+1 − ani k1in
∣∣∣∣∣ ≤ Cε
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where
C is a constant independent of ε,
ψni = ψxi tn+1/2
En1 = 	i ∈ Z/ani ≤ 0 ani+1 ≥ 0,
En2 = 	i ∈ Z/ani ≥ 0 ani−1 ≥ 0,
En3 = 	i ∈ Z/ani ≤ 0 ani+1 ≤ 0,
En4 = 	i ∈ Z/ani ≥ 0 ani+1 ≤ 0,
k1in =
∫ xi+1/2+ε3
xi+1/2−ε3 H
1
ε i n′x− xi+1/2G1ε i nx− xi+1/2dx,
k2in =
∫ xi−1/2+ε3
xi−1/2−ε3 H
2
ε i n′x− xi−1/2G2ε i nx− xi−1/2dx,
since, for all i ∈ En1
⋃
En3
⋃
En4 , there are H
1
ε i n monotone and G
1
ε i n, 
∞
functions such that ∀x ∈ xi+1/2 − ε3 xi+1/2 + ε3 ∀t ∈ tn + rε3 tn+1 − rε3
Raε x t = ani + ani+1 − ani G1ε i nx− xi+1/2
Ruε x t = uni + uni+1 − uni H1ε i nx− xi+1/2
and for all i ∈ En2 , there are H2ε i n monotone and G2ε i n, ∞ functions
such that ∀x ∈ xi−1/2 − ε3 xi−1/2 + ε3 ∀t ∈ tn + rε3 tn+1 − rε3
Raε x t = ani−1 + ani − ani−1G2ε i nx− xi−1/2
Ruε x t = uni−1 + uni − uni−1H2ε i nx− xi−1/2
In order to prove that Pε → 0 when ε→ 0, let us set
E = ∑
i∈En1
ψni un+1i − uni + un+1i+1 − uni+1 + rani + ani+1 − ani k1i nuni+1 − uni 
+ ∑
i∈En2
ψni un+1i − uni + runi − uni−1ani−1 + ani − ani−1k2i n
+ ∑
i∈En3
ψni un+1i − uni + runi+1 − uni ani + ani+1 − ani k1i n
+ ∑
i∈En4
ψni runi+1 − uni ani + ani+1 − ani k1i n
and let us show that E = 0.
For this, we use the construction of the numerical scheme.
For all i in En1 ,
un+1i − uni + un+1i+1 − uni+1 + rani + ani+1 − ani k1i nuni+1 − uni 
= runi+1 − uni ani+1 − ani k1i n −Ani+1 = 0 when k1i n = Ani+1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For all i in En2 ,
un+1i − uni + runi − uni−1ani−1 + ani − ani−1k2i n
= runi − uni−1ani − ani−1k2i n − 1 = 0 when k2i n = 1
For all i in En3 ,
un+1i − uni + runi+1 − uni ani + ani+1 − ani k1i n
= runi+1 − uni ani+1 − ani k1i n = 0 when k1i n = 0
For all i in En4 ,
runi+1 − uni ani + ani+1 − ani k1i n = 0 when k1i n =
ani
ani − ani+1

Thus, with a good choice of the functions H1ε i nH
2
ε i nG
1
ε i nG
2
ε i n, we
show that E = 0. So Pε → 0 when ε→ 0, that is, Ut +AUx ≈ 0.
The proofs of the weak equalities U ≈ u and Ut=0 ≈ u0 are exactly
similar to the proofs given in detail in [2].
In order to prove that A ≈ a, we use a method similar to the proof of
Ut=0 ≈ u0. Let ψ be a ∞ function on  × + with compact support.
We have to prove that
Qε =
∫ ∫
×+
Raε x t − ax tψx tdxdt → 0 when ε→ 0
Using the deﬁnition of Ra and the fact that
∫
 ϕxdx = 1, we obtain
Qε =
∫
4
aεx tψx+ ε3ξ t + rε3τ − ψx tϕξϕτdxdtdξdτ
+
∫
2
aεx t − ax tψx tdxdt
The ﬁrst integral in this last equality clearly tends to 0 as ε→ 0.
Let ψni be the mean value of ψ on each Ii × Jn and let ψε be the step
function which is equal to ψni on each Ii × Jn. Then∫
2
aεx t − ax tψx tdxdt
=
∫
2
aεx t − ax tψx t − ψεx tdxdt
+
∫
2
ψεx taεx t − ax tdxdt
The last integral is equal to zero, since ψε = ψni  aε = ani on each Ii × Jn,
and
ani =
1
rε2
∫ ∫
Ii×Jn
ax tdxdt ∀i ∈ Z ∀n ∈ 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Then it sufﬁces to prove that∫
2
aεx t − ax tψx t − ψεx tdxdt → 0 as ε→ 0 (5)
By the mean value theorem we have, for each x ∈ Ii t ∈ Jn,∣∣∣ψx t − ψ(iε n
2
rε
)∣∣∣ ≤ c ε sup
×+
ψ′
Given x t ∈  × +, let i ∈ Z n ∈  be such that x ∈ Ii t ∈ Jn. Then∣∣∣ψεx t − ψ
(
iε
n
2
rε
)∣∣∣ =
∣∣∣ψα0 β0 − ψ
(
iε
n
2
rε
)∣∣∣
for some α0 ∈ Ii β0 ∈ Jn
Thus,
ψx t − ψεx t ≤ 2 c ε sup
×+
ψ′
Since furthermore, aεx t − ax t ≤ 2aL∞×+ for all x ∈  t ∈ +,
we get (5).
7. THE NONLINEAR CASE
We return to the general case with f a ∞ function.
The difference with the preceding case is that the study of Riemann’s
problem leads to different jump conditions (see the Appendix).
After the regularization of the data, we know the form of the solution.
It does not depend only on al and ar . The values of the velocities are now
c = arf ur − f λ/ur − λ and c′ = alf λ − f ul/λ− ul with
ul < λ < ur . But we don’t know at any time the sign of the last quotients.
This problem is solved when f is monotone (on an interval containing
the set of values uni i∈Z n∈ under consideration).
For example, when f is increasing, we have the following Godunov type
numerical scheme.
If ani−1 ≤ 0 and ani ≥ 0 then
un+1i = uni + rani Ani f uni−1 − f uni  with Ani ∈ 0 1
If ani−1 ≥ 0 and ani ≥ 0 then
un+1i = uni + rani f uni−1 − f uni 
If ani ≤ 0 and ani+1 ≤ 0 then
un+1i = uni − rani f uni+1 − f uni 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If ani ≤ 0 and ani+1 ≥ 0 then
un+1i = uni − rani 1−Ani+1f uni+1 − f uni  with Ani+1 ∈ 0 1
By a similar method to that of the linear case, we obtain the following
result.
Theorem 7.1. Assume that a ∈ L∞ × +, u0 ∈ L∞
⋂
BV ,
and that f is an increasing ∞ function. Then there are A ∈  S × +
and U ∈  S × + such that:
• Ut +Af Ux ≈ 0
• Ut=0 ≈ u0
• U ≈ u
• A ≈ a.
The same result occurs when f is decreasing.
Now, for a general ∞ function f , the situation is a little bit different.
In this case, the study of Riemann’s problem leads to the fact that the
solution relies on the sign of alf ′ul and arf ′ur when  u = ur − ul is
close to zero.
Indeed, if  u is close to 0 then:
when alf ′ul ≤ 0 and arf ′ur ≥ 0, the solution is a shock spreading
to the left and the right with a constant intermediate state,
when alf ′ul ≥ 0 and arf ′ur ≥ 0, the solution is a shock spreading
to the right,
when alf ′ul ≤ 0 and arf ′ur ≤ 0, the solution is a shock spreading
to the left,
when alf ′ul ≥ 0 and arf ′ur ≤ 0, there is a motionless discontinuity
at x = 0.
Thus, we build the following Godunov type numerical scheme.
The hypothesis  u close to zero in Riemann’s problem is replaced here
by h (space meshsize) close to zero.
If ani−1f
′uni−1 ≤ 0 and ani f ′uni  ≥ 0 then
un+1i = uni + rani f ′uni Ani uni−1 − uni  with Ani ∈ 0 1
If ani−1f
′uni−1 ≥ 0 and ani f ′uni  ≥ 0 then
un+1i = uni + rani f ′uni uni−1 − uni 
If ani f
′uni  ≤ 0 and ani+1f ′uni+1 ≤ 0 then
un+1i = uni − rani f ′uni uni+1 − uni 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If ani f
′uni  ≤ 0 and ani+1f ′uni+1 ≥ 0 then
un+1i = uni − rani f ′uni 1−Ani+1uni+1 − uni  with Ani+1 ∈ 0 1
By a similar method to that of the linear case, we obtain the following
result.
Theorem 7.2. Assume that a ∈ L∞ × +, u0 ∈ BV  ∩ L∞,
and that f is a ∞ function. Then, for h close to zero, the above scheme is
stable for the L∞ − norm, for the total variation in space, and for the total
variation in time in the Tonnelli–Cesari sense. That is,
(i) uni  ≤ u0L∞ ∀i ∈ Z ∀n ∈ 
(ii)
∑
i∈Z uni+1 − uni  ≤ TV u0 ∀n ∈ 
(iii)
∑
i∈Z un+1i − uni  ≤ TV u0 ∀n ∈ ,
where TV u0 is the total variation of u0.
Remark 7.1. In this case, the Courant–Friedrichs–Lewy condition is
∃r > 0
/
sup
i∈Z n∈
ani f ′uni  <
1
2r
and Remark 5.1 is valid.
Theorem 7.3. Assume that a ∈ L∞ × +, u0 ∈ L∞
⋂
BV ,
and that f is a ∞ function. Then there are A ∈  S × + and U ∈
 S × + such that:
• Ut +Af Ux ≈ 0
• Ut=0 ≈ u0
• U ≈ u
• A ≈ a.
Proof. The construction of A and U is exactly the same as that of the
linear case. We are going to use the same notations, with minor modiﬁca-
tions that we will specify.
Then, we have to prove that ∀ ψ ∈  × +, the quantity
Pε =
∫ ∫
2
[
∂Ru
∂t
ε x t + Raε x t
× f ′Ruε x t
∂Ru
∂x
ε x t
]
ψx tdxdt
tends to zero as ε tends to 0.
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By a similar method to that of the linear case, we obtain
∣∣∣∣Pε − ε
∑
n∈N
[ ∑
i∈En1
ψni un+1i − uni + un+1i+1 − uni+1
+ rani + ani+1 − ani k1inf uni+1 − f uni 
+ ∑
i∈En2
ψni un+1i − uni + rf uni  − f uni−1ani−1 + ani − ani−1k2in
+ ∑
i∈En3
ψni un+1i − uni + rf uni+1 − f uni ani + ani+1 − ani k1in
+ ∑
i∈En4
ψni rf uni+1 − f uni ani + ani+1 − ani k1in
]∣∣∣∣ ≤ Cε
where
C is a constant independent of ε,
En1 = 	i ∈ Z/ani f ′uni  ≤ 0 ani+1f ′uni+1 ≥ 0,
En2 = 	i ∈ Z/ani f ′uni  ≥ 0 ani−1f ′uni−1 ≥ 0,
En3 = 	i ∈ Z/ani f ′uni  ≤ 0 ani+1f ′uni+1 ≤ 0,
En4 = 	i ∈ Z/ani f ′uni  ≥ 0 ani+1f ′uni+1 ≤ 0,
k1i n =
∫ xi+1/2+ε3
xi+1/2−ε3 H
1
ε i n′x− xi+1/2G1ε i nx− xi+1/2dx,
k2i n =
∫ xi−1/2+ε3
xi−1/2−ε3 H
2
ε i n′x− xi−1/2G2ε i nx− xi−1/2dx,
since, for all i ∈ En1
⋃
En3
⋃
En4 , there existsH
1
ε i n monotone andG
1
ε i n, 
∞
functions such that ∀x ∈ xi+1/2 − ε3 xi+1/2 + ε3 ∀t ∈ tn + rε3 tn+1 − rε3
Raε x t = ani + ani+1 − ani G1ε i nx− xi+1/2
f Ruε x t = f uni  + f uni+1 − f uni H1ε i nx− xi+1/2
and for all i ∈ En2 , there are H2ε i n monotone and G2ε i n, ∞ functions
such that ∀x ∈ xi−1/2 − ε3 xi−1/2 + ε3 ∀t ∈ tn + rε3 tn+1 − rε3
Raε x t = ani−1 + ani − ani−1G2ε i nx− xi−1/2
f Ruε x t = f uni−1 + f uni  − f uni−1H2ε i nx− xi−1/2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In order to prove that Pε → 0 when ε→ 0, let us set
E = ∑
i∈En1
ψni un+1i − uni + un+1i+1 − uni+1
+ rani + ani+1 − ani k1i nf uni+1 − f uni 
+ ∑
i∈En2
ψni un+1i − uni + rf uni  − f uni−1ani−1 + ani − ani−1k2i n
+ ∑
i∈En3
ψni un+1i − uni + rf uni+1 − f uni ani + ani+1 − ani k1i n
+ ∑
i∈En4
ψni rf uni+1 − f uni ani + ani+1 − ani k1i n
and let us show that E → 0, when ε→ 0.
For this, we use the construction of the numerical scheme, which is pos-
sible since ε tends to zero.
For all i in En1 ,
un+1i − uni + un+1i+1 − uni+1 + rani + ani+1 − ani k1i nf uni+1 − f uni 
ε→0−→ rani f ′uni uni+1 − uni Ani+1 − k1i n + ani+1f ′uni+1
× uni+1 − uni k1i n −Ani+1 = 0 when k1i n = Ani+1
For all i in En2 ,
un+1i − uni + rf uni  − f uni−1ani−1 + ani − ani−1k2i n
ε→0−→ rani f ′uni uni − uni−1k2i n − 1 + rani−1f ′uni−1
× uni − uni−11− k2i n = 0 when k2i n = 1
For all i in En3 ,
un+1i − uni + rf uni+1 − f uni ani + ani+1 − ani k1i n
ε→0−→ rani+1f ′uni+1k1i nuni+1 − uni  − rani
× f ′uni k1i nuni+1 − uni  = 0 when k1i n = 0
For all i in En4 ,
rf uni+1 − f uni ani + ani+1 − ani k1i n
ε→0−→ runi+1 − uni 
× ani f ′uni  + ani+1f ′uni+1 − ani f ′uni k1i n = 0
when k1i n =
ani f
′uni 
ani f
′uni  − ani+1f ′uni+1
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Thus, with a good choice of the functions H1ε i nH
2
ε i nG
1
ε i nG
2
ε i n, for
each i ∈ Z n ∈ , we show that each term of the sums of E tends to zero
with ε, so E tends to zero when ε tends to zero.
Finally, Pε → 0 when ε→ 0, that is, Ut +Af Ux ≈ 0.
The proofs of the weak equalities Ut=0 ≈ u0U ≈ u, and A ≈ a are
exactly the same as those of the linear case since U and A are deﬁned in
the same way.
APPENDIX
The following calculations are quite easy but since they are done in the
context of generalized functions, we believe it is useful to give them in
detail. We put
ux t = ul + λ− ulHx− c′t + ur − λKx− ct
into
utx t + 	al +  aY x uxx t ≈ 0
in  S as a generalized function of x for each ﬁxed t. In this last sense
one may set t = 0 and one obtains
−c′λ− ulH ′x − cur − λK′x + 	al +  aY x uxx 0 ≈ 0
Expressing the initial condition ux 0 = u0x (expressed with = in S)
and since u0x = ul +  uLx, one has uxx 0 =  uL′x.
Therefore since c′ = al and c = ar ,
−alλH ′x + arλK′x + alulH ′x − arurK′x
+al uL′x +  a uY xL′x ≈ 0
If M is any Heaviside function then H ′ ≈ M ′ ≈ K′ ≈ L′ are Dirac delta
functions. So (since  a = ar − al and  u = ur − ul)
	 aλ+ alul − arur + alur − alulM ′x +  a uY xL′x ≈ 0
Dividing by  a = 0, one gets
λ− urM ′x +  uY xL′x ≈ 0
Thus
YL′ ≈ −λ− ur
 u
M ′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The nonlinear case ut + af ux ≈ 0 is a straightforward generalization.
The calculations are
−c′λ− ulH ′x − cur − λK′x + ax
∂
∂x
f u0x ≈ 0
Integration in x gives (all this makes sense in our setting)
−c′λ− ul − cur − λ +
∫ +∞
−∞
ax ∂
∂x
f u0xdx ≈ 0
Integrating by parts, one obtains
−c′λ− ul − cur − λ + axf u0x+∞−∞ −
∫ +∞
−∞
f u0xa′xdx ≈ 0
Since c′ = alf λ− f ul/λ−ul and c = arf ur− f λ/ur −λ,
we have
−alf λ − f ul − arf ur − f λ + arf ur − alf ul
≈  a
∫ +∞
−∞
f ul +  uLxY ′xdx
that is,
f λ ≈
∫ +∞
−∞
f ul +  uLxY ′xdx
(if f u = u one has λ ≈ ul + u
∫ +∞
−∞ LY
′dx = ul + u1−
∫ +∞
−∞ L
′Ydx =
ur −  u
∫ +∞
−∞ L
′Ydx, which is the formula found in the linear case).
Therefore the value f λ, and so λ, if for instance f is monotone, follows
from a “microscopic property” of the jumps of ax 0 and u0x, as in the
linear case. If for instance we decide L = Y then one ﬁnds at once
f λ = Fur − Ful
ur − ul
if F is a primitive of f . Thus if f is monotone, λ lies between ul and ur .
Numerical Tests
We test the numerical scheme for Riemann’s problem, and we ﬁnd again
the different solutions corresponding to the different cases of al and ar .
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The results (at t ﬁxed) are illustrated by:
FIG. 1. Case al ≤ 0 and ar ≥ 0. Discontinuity of u0 spreading to the left and the right with
an intermediate value obtained with A = 1/2.
FIG. 2. Case al ≥ 0 and ar ≥ 0. Discontinuity of u0 spreading to the right.
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FIG. 3. Case al ≤ 0 and ar ≤ 0. Discontinuity of u0 spreading to the left.
FIG. 4. Case al ≥ 0 and ar ≤ 0. Motionless discontinuity at x = 0.
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