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Résumé
La synthe`se binaurale est la technique de spatialisation sonore la plus proche de
l’e´coute naturelle. Elle permet un rendu spatialise´ d’une source monophonique a` une po-
sition donne´e avec seulement deux filtres qui correspondent aux oreilles gauche et droite :
les HRTF (Head Related Transfer Function). L’inconve´nient majeur de la technique bi-
naurale repose sur le fait que les HRTF, lie´es a` la morphologie de l’auditeur, sont propres
a` chaque utilisateur. Une e´coute avec des HRTF non-individuelles comporte des artefacts
audibles. Il faut donc acque´rir des HRTF individuelles. Cette the`se aborde le proble`me
de l’individualisation de la synthe`se binaurale dans le cadre de son imple´mentation en un
retard pur, la diffe´rence interaurale de temps (ITD), et un filtre a` phase minimale de´ter-
mine´ par le module de la HRTF. Le travail sur l’ITD permet de valider l’imple´mentation
choisie meˆme pour les positions ou` les HRTF sont mal de´crites par des filtres a` phase
minimale et permet de de´terminer, parmi les me´thodes classiques de calcul de l’ITD,
celles qui estiment une ITD proche de la perception. Une e´tude expe´rimentale est aussi
mene´e pour e´tablir la re´solution de l’ITD avec l’angle d’e´le´vation. Les re´sultats indiquent
la ne´cessite´ perceptive de reproduire les variations de l’ITD en e´le´vation. Une nouvelle
formule d’estimation de l’ITD cre´e´e sur la base d’un mode`le de teˆte sphe´rique, la formule
de de´placement des oreilles (FDO), est de´veloppe´e pour rendre compte de ces variations.
L’optimisation des parame`tres de cette formule aux ITD de toute une base de donne´es
de HRTF permet d’entrevoir une formulation moyenne convenant pour un grand nombre
de personne et pour de nombreuses applications. L’e´tude s’est ensuite focalise´e sur la
mode´lisation du module spectral (filtre a` phase minimale). Le travail re´alise´ sur l’appli-
cation des me´thodes de calcul par e´le´ments de frontie`re (BEM pour Boundary Element
Method) pour l’acquisition de HRTF, indique que cette me´thode, peut notamment eˆtre
utilise´e en comple´ment des mesures pour l’acquisition de la partie basse fre´quence des
HRTF. Une approche originale, qui applique des techniques d’apprentissage statistique,
est propose´e et e´tudie´e pour la mode´lisation de HRTF. Un re´seau de neurones artificiels
(RNA) est entraˆıne´ pour calculer des HRTF d’un individu a` partir de la connaissance
des HRTF mesure´es en un nombre re´duit de positions. Les premiers re´sultats sont en-
courageants : le mode`le permet d’atteindre un degre´ assez fin d’individualisation, ce qui
sugge`re un protocole simplifie´ d’acquisition de HRTF. Un faible nombre de mesures est
acquis et les autres sont pre´dites par le mode`le.
Mots cle´s : Synthe`se binaurale, son 3D, HRTF, filtre a` phase minimale, psychoacous-
tique, ITD, JND, BEM, re´seaux de neurones artificiels.
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Introduction
Les syste`mes de rendu sonore spatialise´ connaissent un essor conside´rable. Ces sys-
te`mes sont aujourd’hui utilise´s dans de nombreux domaines et depuis peu dans des appli-
cations grand public. La spatialisation sonore apporte une autre dimension a` la diffusion
d’informations visuelles. Dans les syste`mes de visio-confe´rence, les voix de locuteurs dis-
tants peuvent eˆtre spatialise´es. Dans les syste`mes de re´alite´ virtuelle, la spatialisation
sonore est comple´mentaire de la vision et l’auditeur est immerge´ dans un espace senso-
riel virtuel. Les jeux multi-me´dia gagnent en re´alisme graˆce a` la spatialisation sonore et
l’inte´reˆt porte´ par le joueur est augmente´. Enfin, la dimension supple´mentaire apporte´e
par un rendu sonore spatialise´ sert autant pour la sonification d’interface homme-machine
que de message d’alerte : par exemple un pilote d’avion de chasse peut suivre la trajectoire
d’une cible venant de l’arrie`re.
La synthe`se binaurale est la technique de spatialisation sonore la plus proche de
l’e´coute naturelle. Le principe de cette technique repose sur la reproduction au niveau
des oreilles d’un auditeur de toutes les informations ne´cessaires pour la construction d’une
image sonore extra-craˆnienne. La synthe`se binaurale permet une localisation pre´cise des
sources sonores en trois dimensions ainsi qu’un rendu fide`le de l’environnement sonore
(effet de salle). Contrairement aux autres syste`mes de spatialisation sonore qui ne´cessitent
parfois un nombre important de haut-parleurs, la diffusion des informations binaurales
est re´alise´e graˆce a` un casque ste´re´ophonique classique. L’utilisation d’un casque, et d’un
syste`me de suivi de mouvement, permet une immersion totale de l’auditeur dans une
sce`ne sonore sans interaction avec le monde exte´rieur et la synthe`se n’est pas re´duite a`
une zone de reconstruction optimale. De plus, la synthe`se binaurale est re´alise´e graˆce a`
des filtres de spatialisation et les indices perceptifs qui gouvernent la localisation sonore
peuvent en eˆtre extraits. Cette spe´cificite´ autorise l’e´tude psychoacoustique des indices
de localisation.
Le principe de la synthe`se binaurale repose sur la connaissance de filtres de spa-
tialisation. Ces filtres contiennent les informations lie´es aux phe´nome`nes de diffraction,
diffusion et re´flexion que subit une onde sonore lors de son trajet entre son point source
et l’entre´e du canal auditif de l’auditeur. Ces filtres sont commune´ment appele´s Head
Related Transfer Function ou HRTF et leurs e´quivalents temporels sont nomme´s Head
Related Impulse Response ou HRIR. Toutes les informations de spatialisations sont
consigne´es dans les HRTF. C’est un des avantages de la synthe`se binaurale par rapport
aux autres syste`mes de spatialisations sonores qui se basent sur des mode`les de recons-
truction du champ sonore. La perception d’une source sonore a` une position donne´e est
alors obtenue par la convolution du signal monophonique avec les HRIR droite et gauche
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correspondant a` la position souhaite´e. Les HRTF sont propres a` l’individu et a` la po-
sition de l’espace simule´e. Pour assurer un rendu optimal de la synthe`se binaurale, il
faut utiliser un grand nombre (environ 1000 par oreille) de HRTF individuelles de´crivant
des positions de sources autour de l’auditeur. Le principe de la mesure de HRTF est de
placer des microphones dans les oreilles et d’enregistrer les signaux qui correspondent a`
diffe´rentes positions de source. Les HRTF sont les fonctions de transfert entre les signaux
sources et les signaux au niveau des oreilles.
Si le principe de la mesure est simple, sa mise en oeuvre n’en reste pas moins de´licate,
couˆteuse et longue. C’est pourquoi un des axes de recherche sur la synthe`se binaurale est
de´die´ a` la simplification des proce´de´s d’acquisition des HRTF. Un autre axe de recherche
concerne la re´duction du couˆt d’imple´mentation des filtres binauraux. Cette re´duction
s’accompagne souvent d’artefacts audibles qu’il convient d’estimer et de corriger. Il est
aussi propose´ d’adapter la synthe`se binaurale plutoˆt que de mesurer les filtres de spatia-
lisation pour chaque utilisateur : de nombreuses e´tudes se sont consacre´es a` l’individua-
lisation de la synthe`se binaurale, c’est-a`-dire a` l’adaptation des indices binauraux a` un
individu.
L’ensemble des travaux de the`se pre´sente´s ici est de´die´ au proble`me de l’individua-
lisation de la synthe`se binaurale. Son imple´mentation {ITD⊕HRTFmin} est la plus
commune : elle est utilise´e comme base de travail. Les efforts d’individualisation se sont
alors porte´s sur l’ITD (Interaural Time Difference ou Diffe´rence Interaurale de Temps)
d’une part et sur les HRTFmin (HRTF a` phase minimale) d’autre part. Le premier cha-
pitre de la the`se pre´sente la synthe`se binaurale dans le contexte de la spatialisation sonore
et met en valeur ses spe´cificite´s. Les hypothe`ses simplificatrices ainsi que l’imple´menta-
tion choisie sont de´crites. Les voies d’analyses emprunte´es pour le travail de the`se sont
alors de´taille´es.
L’ITD (l’indice perceptif de spatialisation le plus important) a e´te´ tre`s e´tudie´e dans
le passe´ comme indice de localisation isole´ et peu d’e´tudes l’ont aborde´e dans le cadre
de l’imple´mentation choisie. Afin de de´terminer la meilleure technique d’estimation de
l’ITD, il est propose´ de l’estimer du point de vue psychoacoustique. La sensibilite´ du
syste`me auditif a` l’ITD est ensuite e´value´e. Cette e´tude fait l’objet du second chapitre.
L’individualisation de l’ITD est alors aborde´e a` la lumie`re de la sensibilite´ et de la
variation inter-individuelle de l’ITD. La validite´ de l’imple´mentation choisie est aussi
examine´e.
Le troisie`me chapitre de´crit les techniques d’acquisition des HRTF par la mesure et
par le calcul par e´le´ments de frontie`res. L’apport de mode´lisations ge´ome´triques simples
de la morphologie de l’auditeur pour le calcul de HRTF est e´value´.
La mesure d’un grand nombre de HRTF ne peut eˆtre re´alise´e dans le cadre d’ap-
plication grand public. Le quatrie`me chapitre de´crit une solution propose´e pour re´duire
la complexite´ de l’acquisition des HRTF individuelles. Cette solution est base´e sur la
mise en oeuvre d’un re´seau de neurones artificiels (RNA). Une e´tude de faisabilite´ de la
mode´lisation de HRTF par RNA est mene´e. Un des objectifs est de re´duire le nombre de
points de mesure et de pre´dire les autres points. Cette e´tude e´tablit les performances de
pre´diction du mode`le neuronal construit.
Enfin le dernier chapitre re´sume les principaux re´sultats de la the`se. Un de´but de
re´flexion y est propose´ quant a` l’interaction entre le trio perception/couˆt/application lie´e
a` l’utilisation de la synthe`se binaurale.

2 Chapitre Introduction
I
Contexte de l’étude
1 CONTEXTE ET HISTORIQUE DE LA SPATIALISATION SONORE.
La synthe`se binaurale est un proce´de´ de reproduction sonore en trois dimensions.
Le premier syste`me de reproduction sonore est invente´ en 1876 par Bell et n’est autre
que le te´le´phone, suivi une anne´e apre`s par le phonographe de Cros et Edison. Avant
ces deux inventions, un e´ve´nement sonore e´tait indissociable de l’endroit et de l’instant
ou` il e´tait e´mis. La proble´matique ge´ne´rale des syste`mes de reproduction sonore est de
donner l’illusion d’une sce`ne sonore re´elle. Pour ce faire, il faut restituer a` l’auditeur
toutes les informations qu’il percevrait en situation d’e´coute re´elle. Dans une sce`ne so-
nore, notre syste`me auditif capte principalement le message sonore. Ce message peut
eˆtre la voix d’un interlocuteur, le phrase´ d’un instrument de musique ou encore un signal
d’alerte (klaxon). Mais un message sonore ne pourrait rendre compte de la globalite´ d’une
sce`ne sonore et notre syste`me auditif est capable aussi d’identifier le positionnement des
sources sonores et la nature de leur environnement acoustique. La perception de l’envi-
ronnement acoustique, ou effet de salle, est un phe´nome`ne complexe lie´ principalement
aux multiples re´flexions, atte´nuations, diffractions et diffusion sur les e´le´ments constitu-
tifs de l’environnement physique autour de la source sonore que subit l’onde acoustique
dans sa propagation, de la source jusqu’au tympan. Le sche´ma repre´sente´ en figure I.1
illustre ce propos avec l’exemple d’un musicien soliste e´coute´ par un auditeur dans une
salle de concert. Les syste`mes de reproduction sonore doivent donc reproduire a` la fois
le positionnement et les mouvements des sources sonores par rapport a` l’auditeur mais
aussi l’effet de salle. Un des premiers syste`mes prenant en compte ses deux aspects est
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Fig. I.1 – L’effet de salle est la re´sultante de multiples transformations d’un e´ve´nement
acoustique.
re´alise´ en 1881 pour l’exposition Universelle de Paris par Ader avec l’expe´rience du the´aˆ-
trophone. Cette expe´rience avait pour but de retransmettre un spectacle donne´ a` l’Ope´ra
Garnier jusqu’au Palais de l’Industrie (2 km). La prise de son e´tait assure´e par une di-
zaine de microphones re´partis autour de la sce`ne et la reproduction e´tait assure´e par des
re´cepteurs te´le´phoniques. Ader a ainsi mis au point le premier syste`me ste´re´ophonique
car les auditeurs pouvaient entendre avec deux e´couteurs te´le´phoniques, les informations
venant de la droite et celles de la gauche (auditeur place´ au centre de la figure I.3).
Cette expe´rience publique eut un succe`s conside´rable et chaque soir d’Ope´ra durant
l’exposition Universelle, la salle de restitution du the´aˆtrophone e´tait remplie. Les audi-
teurs utilisant les deux e´couteurs de´crivaient une sensation d’espace et de relief et un
tre`s bon rendu des mouvements des acteurs. Le the´aˆtrophone permet d’illustrer toutes
les composantes des syste`mes de spatialisation sonore :
Cre´ation du contenu Le contenu peut eˆtre une sce`ne sonore re´elle ou artificielle. Dans
le cas du the´aˆtrophone, l’e´ve´nement sonore est l’information capte´e par les micro-
phones. Dans les syste`mes actuels, il peut s’agir du contenu pre´-enregistre´ ou cre´e´
en temps re´el.
Encodage L’encodage est lie´ au contenu. Pour des sce`nes sonores re´elles, l’encodage
de´pend du syste`me microphonique de captation, mais peut eˆtre modifie´ pour un
I.1 Contexte et historique de la spatialisation sonore. 5
Fig. I.2 – Sche´ma du dispositif du the´aˆtrophone.
format particulier plus adapte´ au transport. L’encodage du the´aˆtrophone corres-
pond au nombre et a` la disposition des microphones autour de la sce`ne (cf. fig.
I.3). Dans le cas de sce`ne artificielle, l’e´ve´nement peut eˆtre directement encode´ a`
sa cre´ation.
Transport Selon le canal de transport de l’information, un type d’encodage peut eˆtre
privile´gie´. C’est l’e´tape la plus contraignante et nombre de recherches son axe´es
sur la re´duction du de´bit d’information (voir les travaux sur le BCC (Binaural Cue
Coding) [Faller and Baumgarte (2002); Baumgarte and Faller (2003); Faller and
Baumgarte (2003)]. Cette e´tape est encore plus de´licate quand il s’agit d’une appli-
cation de diffusion en temps re´e´l. Autant de canaux de transmissions te´le´phoniques
que de capteurs ont e´te´ utilise´s pour le the´aˆtrophone. Ce genre d’architecture est
bien sur inapplicable a` grande e´chelle.
De´codage et restitution Le format de de´codage de´pend du syste`me de restitution et
sera diffe´rent selon qu’est utilise´ un syste`me a` deux, quatre ou N haut-parleurs.
Un premier de´codage est re´alise´ pour l’expe´rience de Ader : un mixage des voies
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a) Re´cepteurs te´le´phoniques du the´aˆtrophone.
b) Captation du son pre`s de la sce`ne du the´aˆtrophone.
Fig. I.3 – Le the´aˆtrophone : diffusion (en haut) et captation du spectacle (en bas).
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de droite et des voies de gauche est effectue´ pour l’e´coute sur deux e´couteurs.
L’exemple du the´aˆtrophone peut paraˆıtre pittoresque, mais peu de syste`mes actuels
sont capables de transmettre en temps re´el une prise de son multi-canal. Plus tard en
1930, l’inge´nieur anglais Blumlein e´tudie la ste´re´ophonie et le proce´de´ fut exploite´ de
manie`re commerciale par Disney pour le film Fantasia en 1939. Ce fut le premier film
disposant d’une bande sonore diffuse´e en ste´re´ophonie. Ce proce´de´ est encore tre`s lar-
gement utilise´ dans le cine´ma, la te´le´vision, la radio et la prise de son musicale. Bien
plus tard, les avance´es technologiques et l’ave´nement de l’ordinateur, ont permis l’e´tude
et la cre´ation de proce´de´s innovants tels que les syste`mes multi-canaux, Ambisonic et la
synthe`se binaurale. Ces proce´de´s ame´liorent les effets de spatialisation par rapport a` la
ste´re´ophonie et permettent notamment un meilleur rendu de l’effet de salle. Ces tech-
niques se sont longtemps heurte´es a` la complexite´ de leur installation et l’augmentation
du nombre de proce´de´s a conduit a` des proble`mes de compatibilite´ de formats. Ces pro-
ce´de´s sont de´sormais de plus en plus utilise´s graˆce aux progre`s techniques et scientifiques
de ces 20 dernie`res anne´es. De nouvelles applications grand public sont apparues et les
syste`mes de spatialisation sonore connaissent aujourd’hui un essor conside´rable (jeux sur
ordinateur, cine´ma, home-cine´ma, re´alite´ virtuelle, etc...). Les syste`mes de te´le´communi-
cation utilisent encore peu les informations de spatialisation principalement du fait d’une
bande passante re´duite. Une partie des recherches dans le domaine du son spatialise´ est
consacre´e a` la de´finition de codage et d’encodage optimaux pour les te´le´communications
et les re´centes avance´es ont permis des applications telles que le mur de te´le´pre´sence ou
la diffusion sur te´le´phone mobile d’une bande d’annonce spatialise´e du film Stars War
via des e´couteurs ste´re´ophoniques.
La re´alisation de proce´de´ de spatialisation sonore doit prendre en compte les per-
formances du syste`me auditif. La premie`re partie de ce chapitre pre´sente les re´sultats
fondamentaux issus de la litte´rature consacre´e a` l’e´tude des performances de localisation
sonore et des indices perceptifs qui la gouvernent. Deux types de syste`me de spatialisa-
tion sonore peuvent eˆtre distingue´s : ceux qui visent la reproduction d’un champ sonore
et ceux qui utilisent des indices perceptifs pour rendre compte d’effets de spatialisation.
La troisie`me partie de ce chapitre de´crit brie`vement les diffe´rents proce´de´s les plus re´pan-
dus. La quatrie`me partie est consacre´e a` la synthe`se binaurale et expose ses spe´cificite´s.
La cinquie`me partie pre´sente les proble´matiques globales lie´es a` l’utilisation de l’e´coute
binaurale pour une large audience et introduit le concept de binaumaton. Enfin, la der-
nie`re partie est consacre´e au plan de´taille´ de l’ensemble des travaux re´alise´ pour la the`se
ainsi qu’aux proble´matiques aborde´es.
2 LA LOCALISATION SONORE
La localisation sonore de´signe la capacite´ du syste`me auditif a` de´terminer la position
relative d’une source sonore. Cette capacite´ est a` diffe´rencier de la perception de l’espace
sonore qui correspond a` la perception de l’effet de salle. Dans la suite du paragraphe,
et pour des raisons de clarte´ de l’expose´, la description des me´canismes de localisation
sonore se restreint au cas d’une seule source en e´coute en champ libre. Cette description
ne prend pas en compte la perception de la distance, car d’une part, les performances
d’estimation de la distance absolue d’une source sonore en e´coute ane´cho¨ıque sont faibles
et d’autre part, les bases de donne´es de HRTF sont ge´ne´ralement mesure´es a` rayon
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constant. De plus, il semble qu’une loi classique de de´croissance du niveau sonore de 6
dBSPL par doublement de la distance est satisfaisante du point de vue perceptif.
Une fois pre´sente´s les syste`mes de coordonne´es servant a` repe´rer une source sonore,
les performances de localisation du syste`me auditif sont de´crites succinctement. Les me´-
canismes de localisation sont ensuite pre´sente´s.
2.1 Le re´fe´rentiel auditeur
Pour repe´rer la position d’une source sonore par rapport a` un auditeur, il est pratique
d’utiliser un syste`me de coordonne´es dont le centre est confondu avec le centre de la
teˆte. Le re´fe´rentiel est celui de l’auditeur (cf. fig. I.5) : on dira qu’une source sonore a
une trajectoire et non que l’auditeur de´crit un mouvement autour de la source. Deux
principaux syste`mes de coordonne´es sphe´riques employe´s sont repre´sente´s en figure I.4 :
le syste`me polaire-vertical dont l’axe de re´fe´rence est l’axe (Oz) et le syste`me polaire-
interaural dont l’axe de re´fe´rence est l’axe interaural (Ox). Le syste`me polaire-vertical est
le plus intuitif, mais il n’est pas adapte´ pour la description des plans sagittaux re´partis
le long de l’axe interaural. De manie`re usuelle, une source sonore sera repe´re´e par ses
Fig. I.4 – Syste`mes de coordonne´es sphe´riques utilise´s en spatialisation sonore. A gauche,
syste`me polaire-vertical, a` droite, syste`me polaire-interaural.
coordonne´es (r, θ, φ). Trois plans sont couramment employe´s pour de´crire l’analyse de la
localisation sonore : le plan me´dian qui est de´fini par θ = 0°, le plan horizontal de´crit
par φ = 0° et le plan frontal par θ = 90° en coordonne´es polaires-verticales (cf. fig. I.5).
La position frontale de´signe la position a` θ = 0° et φ = 0°.
2.2 Performances de localisation du syste`me auditif
De nombreux travaux psychoacoustiques ont e´tudie´ la capacite´ du syste`me auditif
a` localiser une source sonore. Ces travaux ont commence´ avec [Lord Rayleigh (1876)]
et se continuent de nos jours [Blauert (1983)]. Les performances de localisation sont ici
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Fig. I.5 – Le re´fe´rentiel auditeur.
pre´sente´es en deux parties : la localisation en azimut puis en e´le´vation. Cette dichotomie
ne pre´sume en rien d’un traitement similaire du syste`me auditif et ce´re´bral, mais pre´sente
un avantage pratique. Les me´canismes et les performances sur les plans diagonaux sont
encore soumis a` des hypothe`ses multiples [Grantham et al. (2003)].
La localisation auditive est une capacite´ que le cerveau ame´liore au cours du plus jeune
aˆge. Il s’agit d’un processus complexe d’inte´gration d’informations auditives, visuelles
et cognitives. Le nourrisson re`gle sa perception sonore sur sa perception visuelle et la
premie`re taˆche qu’il effectue est de repe´rer la provenance de la voix de sa me`re. C’est
peut-eˆtre alors parce que la localisation auditive est e´talonne´e par la localisation visuelle1,
et ceci tout au long de la vie2, que les performances de localisation auditive sont tre`s
proches des performances de discrimination visuelle.
La figure I.6 indique de manie`re synthe´tique les performances de localisation sur le
plan horizontal. Les sources sont mieux discrimine´es devant que derrie`re et que sur les
coˆte´s. La pre´cision de localisation est de l’ordre de 3° devant et atteint 10° sur les coˆte´s.
La pre´cision moyenne en azimut en fonction de l’e´le´vation est quasi-constante et reste
infe´rieure a` 10° (cf. fig. I.7).
1L’e´talonnage de la localisation auditive met en oeuvre d’autres processus qui peuvent notamment
eˆtre mis en e´vidence dans le cas des aveugles.
2Des expe´riences ont montre´ que la localisation sonore pouvait eˆtre modifie´e par des stimuli visuels.
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Fig. I.6 – Pre´cision de localisation en azimut [Blauert (1983)].
A) Erreur angulaire en fonction de l’azimut B) Erreur angulaire en fonction de l’e´le´vation
Fig. I.7 – Pre´cision de localisation en azimut [Oldfield and Parker (1984)]. Les courbes en
trait plein indiquent les erreurs absolues et les courbes en pointille´, les erreurs relatives.
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La figure I.12 et I.9 indiquent les performances de localisation dans le plan me´dian.
Les sources frontales sont les mieux discrimine´es. Les positions ze´nithales semblent eˆtre
les moins bien discrimine´es avec une pre´cision la localisation proche de 20°. Oldfield et
Parker indiquent quant a` eux une pre´cision de localisation quasi-constante en e´le´vation
de 8.3° en moyenne [Oldfield and Parker (1984)]. La pre´cision en e´le´vation en fonction de
l’azimut est quasi-constante et reste infe´rieure a` 10° (cf. fig.I.7). Les positions situe´es dans
l’he´misphe`re arrie`re pour des e´le´vations autour de 40° sont les moins bien discrimine´es.
Fig. I.8 – Pre´cision de localisation en e´le´vation [Blauert (1983)].
2.3 Indices perceptifs de la localisation sonore
2.3.1 La the´orie duplex
En 1907, Rayleigh [Lord Rayleigh (1907)] publie la Duplex Theory qui permet une
description simple des me´canismes de perception en azimut (dimension gauche-droite).
Cette the´orie se base sur la de´finition de deux indices acoustiques la diffe´rence interaurale
(cf. fig. I.10) de temps et de niveaux (cf. fig. I.11) :
- ITD La diffe´rence interaurale de temps d’arrive´e de l’onde sonore entre les deux
oreilles, ou ITD pour Interaural Time Difference, est l’indice de localisation pre´-
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A) Erreur angulaire en fonction de l’azimut B) Erreur angulaire en fonction de l’e´le´vation
Fig. I.9 – Pre´cision de localisation en e´le´vation [Oldfield and Parker (1984)]. Les courbes
en trait plein indiquent les erreurs absolues et les courbes en pointille´, les erreurs relatives.
dominant3. Sa contribution majeure se situe en basses fre´quences (f < 1500 Hz).
La localisation en azimut est une fonction quasi-line´aire de l’ITD. Une source est
ge´ne´ralement perc¸ue plus proche de l’oreille qui est atteinte en premie`re par le
front d’onde. Plus l’ITD est grande, plus la source paraˆıt late´ralise´e. En premie`re
approximation, les variations de l’ITD en fonction de l’azimut θ sont donne´es par
la formule de Woodworth [Woodworth and Schloesberg (1962)] :
ITDsphere(θ) =
a
c
(sin(θ) + θ) (I.1)
Cette formule correspond a` une estimation de l’ITD haute fre´quence d’un mode`le
de teˆte sphe´rique rigide de rayon a.
- ILD La diffe´rence interaurale d’amplitude de l’onde sonore entre les deux oreilles,
ou ILD pour Interaural Level Difference, est l’indice de localisation comple´mentaire
de l’ITD. Sa contribution majeure se situe en hautes fre´quences (f > 1500 Hz). La
fonction entre l’angle d’azimut perc¸u et ILD est aussi quasi-line´aire pour une onde
monochromatique. Mais elle est de nature moins triviale pour un son complexe. Une
source est ge´ne´ralement perc¸ue plus proche de l’oreille recevant le plus d’e´nergie
acoustique. Plus l’ILD est importante, plus la source paraˆıt late´ralise´e.
Malgre´ la simplicite´ de la the´orie duplex, elle repre´sente une tre`s bonne approximation
de la perception dans le plan horizontal, et l’importance relative des indices binauraux
ainsi que la se´paration effectue´e a` 1500 Hz entre ITD et ILD a e´te´ utilise´e pendant tre`s
longtemps. Ce n’est que re´cemment que cette the´orie a e´te´ re´-e´xamine´e a` la lumie`re
de la synthe`se binaurale [Macpherson and Middlebrooks (2002)]. Cette the´orie ne peut
toutefois pas rendre compte de la perception des sources avec l’e´le´vation. En effet, pour
un meˆme angle d’azimut, il existe un nombre infini de positions ayant meˆme ILD et meˆme
ITD (cf. fig.I.13.B). Ces positions sont appele´es coˆnes de confusion et selon la the´orie
duplex, elles ne peuvent pas eˆtre distingue´es les unes des autres.
3L’acronyme anglais est utilise´ dans tout le document car il est d’usage courant
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Fig. I.10 – ITD en fonction de l’angle d’azimut selon la formule de Woodworth (cf.
e´quation II.1).
2.3.2 Les coˆnes de confusion
Un coˆne de confusion est de´fini comme le lieu des points pour lesquels la distance
entre les deux oreilles est la meˆme, pour le mode`le simplifie´ de teˆte compose´ seulement
de deux oreilles (cf. fig.I.13.A). Ce lieu est de´crit par une hyperbolo¨ıde dont le centre
est situe´ sur l’axe interaural et qui peut eˆtre approche´e par la surface exte´rieure d’un
coˆne en champ lointain [Blauert (1983); Shin-Cunningham et al. (2000)]. L’intersection
des coˆnes de confusion avec une sphe`re centre´e sur la teˆte de´finit des cercles dont les
centres sont re´partis sur l’axe interaural (cf. fig.I.13.B). Dans le syste`me de coordonne´es
polaires-interaurales, ces cercles sont inclus dans des plans d’azimut constant. L’ITD de
la formule de Woodworth (cf. equation .II.1) ne de´pend pas de l’e´le´vation (en coordonne´es
polaires-interaurales). Une trajectoire a` azimut et rayon constant de´crit une ligne iso-ITD.
Dans la suite du document, le terme coˆne de confusion de´signe les lignes iso-ITD
du mode`le de teˆte sphe´rique, c’est-a`-dire des trajectoires a` azimut et rayon constant
en coordonne´es polaires-interaurales. Les principaux artefacts audibles lie´s aux coˆnes
de confusion sont les confusions avant/arrie`re : le sujet indique qu’une source situe´e
dans l’he´misphe`re avant est perc¸ue dans l’he´misphe`re arrie`re. Ce type de confusion est
ge´ne´ralement re´solu par des petits mouvements de teˆte [Wightman and Kistler (1999)].
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Fig. I.11 – Utilisation de l’ITD pour la localisation en azimut. Une source est ge´ne´rale-
ment perc¸ue plus proche de l’oreille atteinte en premier par le front d’onde. Plus l’ITD
est grand, plus la source paraˆıt late´ralise´e [Cheng and Wakefield (2001)].
La the´orie duplex ne de´crit pas la perception des sons en e´le´vation et ne peut expliquer
que les positions situe´es sur le plan me´dian, par exemple, sont discrimine´es. Ce pouvoir
de discrimination fut la preuve pour de nombreux auteurs de me´canismes de localisation
monaurale qui reposent sur les colorations spectrales induites par les multiples re´flexions,
diffraction et diffusion de l’onde sur notre corps avant d’atteindre les tympans.
2.3.3 Les indices spectraux
Le terme indices spectraux de´signe, en localisation auditive, les modifications fre´quen-
tielles apporte´es au spectre d’une source sonore par le filtrage ope´re´ par les re´flexions
sur les diffe´rentes parties du corps de l’auditeur. Le couplage source sonore / pavillon de
l’oreille e´tant un syste`me interfe´rentiel, le moindre changement de position de la source
sonore modifie les indices spectraux et donc il est attendu que les indices spectraux jouent
un roˆle dans la localisation auditive. Blauert [Blauert (1983)] a ainsi montre´ que, pour
que des sujets localisent correctement des sources en e´le´vation, les stimuli doivent eˆtre
large bande et contenir des informations au-dela` de 7 kHz. La localisation auditive a`
partir des indices spectraux est base´e sur l’hypothe`se que le syste`me auditif effectue la
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Fig. I.12 – Utilisation de l’ILD pour la localisation en azimut. Une source est ge´ne´rale-
ment perc¸ue plus proche de l’oreille recevant le plus d’e´nergie acoustique. Plus l’ILD est
important, plus la source paraˆıt late´ralise´e [Cheng and Wakefield (2001)].
de´convolution du spectre de la source et des indices spectraux lie´s a` la morphologie et
a` la position de la source. Il est meˆme montre´ que les indices spectraux seraient sto-
cke´s en me´moire et que la de´termination de la position d’une source serait effectue´e par
identification apre`s l’e´tape de de´convolution. [Middlebrooks (1992)].
La relation entre la position perc¸ue et les indices spectraux est complexe. La litte´-
rature rapporte ge´ne´ralement que les modifications spectrales d’une onde sonore sont
responsables de la localisation en e´le´vation. Cette hypothe`se est confirme´e notamment
par les expe´riences reporte´es dans [Blauert (1983)] qui montrent que la position appa-
rente de stimuli a` bande e´troite est premie`rement gouverne´e par leur fre´quence centrale
et non par leur position re´elle (cf. fig.I.14). Plus re´cemment [Langendijk and Bronkhorst
(2002)], il a e´te´ montre´ que les informations ne´cessaires a` la perception des sources sur
l’axe haut-bas se situent dans la bande [6 - 12] kHz et celles indiquant la dimension
avant / arrie`re se situent dans la bande [8 - 16] kHz. Des e´tudes ont montre´ que la lo-
calisation auditive e´tait sensible a` la position des anti-re´sonances des indices spectraux
[Shaw (1982)], c’est-a`-dire la fre´quences des minima locaux, d’autres montrent que c’est
la pente des anti-re´sonances qui gouverne la localisation des sources sonores [Han (1994)]
tandis que d’autres encore montrent la pertinence des pics, c’est-a`-dire la fre´quence des
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A) Mode`le simplifie´e de la teˆte B) Teˆte humaine
Fig. I.13 – De´finition des coˆnes de confusion. A) Mode`le de teˆte ne comportant que deux
oreilles [Blauert (1983)]. B) Repre´sentation d’un coˆne de confusion au sens de la the´orie
duplex pour une teˆte humaine [Chateau (1996)].
Fig. I.14 – Bandes directionnelles propose´es par [Blauert (1983)].
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maxima locaux [Blauert (1983); Middlebrooks et al. (1989)]. La forme complique´e des
indices spectraux (cf. fig. I.25) associe´e a` la primaute´ du codage fre´quentiel exerce´ par
la cochle´e, rend les e´tudes entre localisation et indices spectraux difficiles a` mener et il
n’existe pas encore de mode`le de localisation base´ sur les informations fre´quentielles. De
plus, les nombreuses tentatives de the´orie unifie´e sur le sujet se heurtent aux variabilite´s
inter-individuelles des performances de localisation qui laissent supposer que diffe´rentes
strate´gies sont utilise´es en fonction du sujet et de la taˆche qui lui est demande´e.
2.3.4 Indices monauraux et indices interauraux
Le paradigme de la localisation auditive monaurale est que le syste`me auditif peut
localiser des sons avec seulement les informations provenant d’une oreille. De nombreuses
expe´riences ont ainsi montre´ qu’au moins les performances de localisation sur la dimen-
sion haut-bas sont conserve´es meˆme avec une seule oreille, et que des sujets sourds d’une
oreille arrivaient a` localiser des sources en azimut. Cependant, Wightman et Kistler
[Wightman and Kistler (1997)] ont examine´ les diffe´rents proble`mes qui peuvent pertur-
ber les re´sultats de telles expe´riences et ont montre´, graˆce a` la synthe`se binaurale, qu’en
re´alite´, le paradigme de localisation monaurale n’est pas adapte´ a` l’e´tude des indices
spectraux monauraux pour les me´canismes de la localisation sonore. En effet, d’une part
l’e´coute avec une seule oreille est tre`s difficile a` re´aliser et d’autre part, elle correspond
a` une e´coute artificielle manquant de cohe´rence. Il est alors difficile de conclure sur la
pertinence d’indices monauraux. De plus, une e´tude sur l’importance relative des indices
interauraux et monauraux [Jin et al. (2004)] a montre´ que les re´ponses des sujets a` un
test de localisation sont lie´es aux variations des indices interauraux et non aux variations
des indices monauraux. Dans la suite du document, il ne sera conside´re´ que l’importance
perceptive des indices interauraux.
2.3.5 Les HRTF
L’ensemble des modifications spectrales que subit une source sonore pour arriver a`
nos oreilles constitue les filtres lie´s a` la teˆte, ou HRTF pour Head Related Transfert
Function. Les HRTF traduisent les phe´nome`nes physiques qui re´sultent du parcours de
l’onde sur notre corps, principalement le torse, la teˆte et le pavillon. De ce fait, les HRTF
sont relie´es a` la morphologie d’un auditeur et sont donc individuelles, spe´cifiques a` chaque
oreille et de´pendent e´galement de la position de la source sonore. Toutes les informations
de spatialisation sont contenues dans les HRTF, et les indices perceptifs, ITD, ILD et
indices spectraux peuvent en eˆtre extraits. L’ILD est calcule´e par le rapport de l’e´nergie
entre le signal pre´sente´ a` l’oreille droite et le signal a` l’oreille gauche. L’estimation de
l’ITD est plus complexe et reste une question ouverte. Une partie des travaux de the`se
est consacre´e a` l’estimation de l’ITD (cf. chapitre II). Dans la suite du document il est
conside´re´ que le module des HRTF contient l’ILD.
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3 LES SYSTE`MES DE SPATIALISATION SONORE
3.1 Ste´re´ophonie, quadriphonie et syste`mes n.m
Utilisant les indices psychoacoustiques de localisation que sont la diffe´rence de temps
et la diffe´rence de niveau entre les deux oreilles d’un auditeur, la ste´re´ophonie fut la
premie`re technique restituant des effets de spatialisation. Le concept de source virtuelle
est ne´ avec la ste´re´ophonie. Les effets rendus sont principalement la late´ralisation de la
source virtuelle (d’autre effets peuvent eˆtre obtenus par l’ajout d’un effet de salle). Le
controˆle du retard et du gain entre les deux hauts-parleurs permet de de´placer la source
virtuelle entre les deux hauts-parleurs (cf. fig. I.15). Ce controˆle se re´alise simplement
sur les consoles de mixage par l’interme´diaire du panoramique d’intensite´. L’effet droite-
gauche est rendu de manie`re optimale si les positions des deux hauts-parleurs et de
l’auditeur forment un triangle e´quilate´ral. Les informations de retard et de gain peuvent
Fig. I.15 – Principe de la source virtuelle.
eˆtre capte´es directement par un couple de microphones (cf. [Mercier (1993)] pour les
techniques de prise de son.) :
– ste´re´ophonie de temps : couple de microphones omnidirectionnels e´carte´s de quelque
centime`tres,
– ste´re´ophonie d’intensite´ : couple XY, ste´re´osonic, MS (moyennant un de´codage),
– ste´re´ophonie mixte : couple AB.
Dans les anne´es 1970, la quadriphonie fit brie`vement une apparition. Base´e sur le
meˆme principe que la ste´re´ophonie, la quadriphonie offre une spatialisation sur le plan
horizontal : la spatialisation sonore passe du 1D au 2D. Cette technique ne s’est pas
de´veloppe´e principalement pour des proble`mes de format proprie´taire : aucun n’a fait
l’unanimite´. La quadriphonie est reste´e au stade d’expe´rience d’e´coute particulie`re. A
noter toutefois que le groupe de rock Pink Floyd fut parmi les premiers a` proposer des
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albums en quadriphonie (Atom Heart Mother, The Dark Side of the Moon, et Wish you
Were Here), ces albums se sont vendus essentiellement en ste´re´ophonie. Cette technique
fut aussi utilise´e lors de concerts (M. Jonasz, Pink Floyd) et certains artistes sont encore
inte´resse´s par ce syste`me de reproduction (le groupe M).
Fig. I.16 – Restitution en Dolby ste´re´o dans une salle de cine´ma.
Si la quadriphonie n’a pas su trouver un standard pour se de´velopper, le syste`me Dolby
ste´re´o s’est impose´ a` l’inverse dans les salles de cine´ma comme standard de diffusion 2D.
En 1965, l’inge´nieur R. Dolby a propose´ sur l’ajout deux voies audio supple´mentaires
sur les pellicules 35 mm (les deux canaux ste´re´ophoniques se trouvent sur la bande noire
de la pellicule) graˆce a` un encodeur matriciel base´ sur la phase des signaux. Quatre
voies peuvent alors eˆtre diffuse´es : une a` droite, une au centre, une a` gauche et une
centrale a` l’arrie`re qui restitue une ambiance sonore (cf. fig.I.16) . Le Dolby ste´re´o eut un
immense succe`s car les salles ont pu s’e´quiper a` moindre couˆt, le syste`me e´tant adaptable
a` un rendu monophonique, ste´re´ophonique sur deux canaux et ste´re´ophonique sur quatre
canaux. Depuis les anne´es 1980, la plus grande partie des salles de cine´ma sont e´quipe´es
de syste`me Dolby ste´re´o.
Au de´but des anne´es 1990, les formats de diffusion sonore sont devenus nume´riques.
Ainsi en 1992, le Dolby ste´re´o devient le Dolby SRD (Spectral Recording Digital), ou
format AC3. Ce format nume´rique propose, outre un algorithme de re´duction de bruit
de fond, deux autres pistes audio (qui sont rajoute´es entre les perforations d’entraˆıne-
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ment des pellicules cine´matographiques). Six canaux discrets, sans matric¸age mais avec
compression des donne´es, peuvent alors eˆtre diffuse´s : c’est le syste`me 5.1 conc¸u avec 3
canaux en fac¸ade (droite-centre-gauche) dans la bande [3 Hz - 20 kHz], deux canaux ar-
rie`res (droite-gauche) pour l’ambiance et un canal (ge´ne´ralement central) pour les basses
fre´quences dans la bande [3 Hz - 120 Hz] (cf. fig. I.17). Ce syste`me de diffusion connaˆıt
aujourd’hui un de´veloppement conside´rable et des installations domestiques a` moindre
couˆt sont disponibles (< 100 ¿). Par la suite, d’autres syste`mes base´s sur des canaux
discre´ts ont vu leur apparition : 6.1, 7.1, 7.2, 9.2, 2.2.2 (2 canaux sure´le´ve´s.) Le principal
Fig. I.17 – Diffe´rents syste`mes de restitution base´s sur la technique Dolby Digital.
avantage de ces me´thodes est d’offrir au grand public des syste`mes a` moindre couˆt et
facile d’installation. De plus, un nombre important de contenus est disponible (DVD et
DVD musicaux, jeux).
L’utilisation de syste`mes multi-haut-parleur discre`ts rencontrent deux inconve´nients
majeurs. Premie`rement, la zone de diffusion ou les effets de spatialisation sont les plus
intenses (ou sweet spot), est tre`s re´duite. Par exemple, pour un dispositif domestique,
le sweet spot ne peut contenir qu’un seule personne. De plus les effets de spatialisation
sont principalement obtenus par mixage des diffe´rentes voix : l’emploi d’un inge´nieur du
son est alors ne´cessaire et le prix de production augmente. Un bon enregistrement 5.1
rele`ve plus de l’art que de la science. Deuxie`mement, ces syste`mes sont pour l’instant
cantonne´s a` une restitution en deux dimensions.
3.2 Ambisonic et holophonie
3.2.1 Ambisonic
Apparue dans les anne´es 1970 graˆce aux travaux de Gerzon, la technique Ambisonic
repose sur une de´composition / recomposition du champ acoustique en un point corres-
pondant au centre de la teˆte de l’auditeur. La de´composition s’effectue sur la base des
harmoniques sphe´riques4 (cf. e´quation I.2) tronque´e a` un certain ordre et la recomposition
4Les harmoniques cylindriques ont aussi e´te´ utilise´es.
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de´pend du nombre et du positionnement des hauts-parleurs autour de l’auditeur.
p(~r) =
+∞∑
m=0
(2m+ 1)jm
∑
0≤n≤m,σ=±1
BσmnY
σ
mn(θ, φ)jm(kr)
avec
Y σmn(θ, φ) = Pmn(sin θ)×
{
cos(nφ) si σ = 1
sin(nφ) si σ = −1
(I.2)
ou`Bσmn sont les coefficients ambisoniques, Y
σ
mn(θ, φ) les harmoniques sphe´riques d’ordre
m et jm les fonctions de Bessel sphe´riques d’ordre m. La relation entre la de´composition
et la reproduction est donne´e par la matrice de de´codage Md :
g =Md ·Bσmn (I.3)
ou` le vecteur g repre´sente l’ensemble des gains a` appliquer aux hauts-parleurs. Les coef-
ficients de la matrice de de´codage sont trouve´s par des me´thodes d’identification dans le
cas d’un espacement re´gulier des hauts-parleurs et dans les autres configurations par des
me´thodes d’optimisation privile´giant soit l’e´nergie, soit la phase du vecteur re´sultant de
la reproduction. Un syste`me ambisonique est inde´pendant du syste`me de diffusion car la
matrice de de´codage s’y adapte. La contrainte sur le nombre N de hauts-parleurs pour
une restitution sur le plan horizontal est N ≥ 2m+1, avec m ordre de de´composition sur
les harmoniques sphe´riques. L’utilisation de shell-filter permet d’appliquer un de´codage
diffe´rent selon la fre´quence (souvent un de´codage basse fre´quence et un de´codage haute
fre´quence).
Cette technique a d’abord e´te´ propose´e a` l’ordre 1 de de´composition puis e´tendue aux
ordres supe´rieurs par Bamford puis par Daniel [Daniel (2000)]. La prise de son a` l’ordre
1 consiste en un syste`me microphonique contenant quatre capsules cardio¨ıdes (cf. fig.
I.18.A). Il est de´montre´ que les signaux ambisoniques peuvent eˆtre obtenus simplement
par une combinaison line´aire des signaux des quatre capsules.
L’avantage de cette technique est la possibilite´ d’une reconstruction exacte du champ
de pression autour d’un auditeur. Elle offre de plus une inde´pendance entre encodage et
de´codage ce qui la rend bien approprie´e pour la diffusion sur un re´seau de te´le´commu-
nication. Le principal de´faut est la taille du sweet spot qui est fortement re´duit pour les
hautes fre´quences. Les recherches actuelles sont axe´es sur une prise de son aux ordres
supe´rieurs qui devrait assurer une meilleur reconstruction des hautes fre´quences (cf. fig.
I.21).
3.2.2 Holophonie
Comme l’holographie optique qui permet la visualisation d’une image tri-dimen-
sionnelle, l’holophonie reproduit un champ de pression tri-dimensionnel. S’inspirant du
principe de Huygens, l’holophonie consiste a` reproduire un champ acoustique en trois
dimensions a` partir d’un enregistrement sur une surface (ferme´e ou plane) et se formule
comme un proble`me aux limites. Le champ sonore a` l’inte´rieur d’un volume s’exprime
sous la forme de l’inte´grale de Kirchoff-Helmholtz :
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A) Microphone Soundfield.
B) De´composition d’une onde plane a` l’ordre 1 sur les harmoniques sphe´riques.
Fig. I.18 – Re´alisation pratique d’une prise de son ambisonique a` l’ordre un. Figure du
haut : microphone Soundfield, figure du bas : de´composition d’une onde a` l’ordre un sur
les harmoniques sphe´riques.
Fig. I.19 – Prototype de microphone ambisonique pour les ordres de de´compositions
supe´rieurs.
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p(~r, ω) =
∫∫
∂Ω
[(
~∇p0 · ~n
)e−jkR
4piR
− p0 cosα(1 + jkR)e
−jkR
4piR2
]
dS
avec
∂Ω la surface entourant le volume conside´re´(
~∇p0 · ~n
)
de´rive´e normale a` ∂Ω de la pression surfacique
e−jkR
4piR
monopoˆle acoustique
cosα(1 + jkR) e
−jkR
4piR
dipoˆle acoustique
p0 pression surfacique
(I.4)
Enonce´e par Jessel en 1973, l’holophonie fut applique´e a` la visioconfe´rence par Nicol
en 1999 a` partir des travaux mene´s a` l’Universite´ de Delft sur le syste`me de Wave Field
Synthesis (WFS). Une des re´alisations pratiques de cette technique est pre´sente´e sur la
figure I.20 et I.21.
Fig. I.20 – Re´seaux de captation et de restitution pour l’holophonie.
L’holophonie permet une restitution a` l’identique du champ sonore et contrairement a`
la me´thode ambisonique, le champ est reconstruit sur une vaste zone englobant plusieurs
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Fig. I.21 – Re´seau de 48 hauts-parleurs pour une restitution holophonique.
auditeurs qui peuvent se de´placer dans le champ sonore. L’inconve´nient principal de cette
technique repose dans le nombre important de microphones et de hauts-parleurs ce qui la
rend tre`s couˆteuse et difficile a` installer et a` controˆler. Elle pose e´galement des proble`mes
en termes de d’e´chantillonnage et de troncature spatiale.
3.3 La technique binaurale
La technique binaurale repose sur une reproduction au niveau du conduit auditif de
l’auditeur, des informations acoustiques ne´cessaires a` la construction par le syste`me audi-
tif d’une image sonore spatialise´e. Enregistrements binauraux et synthe`se binaurale sont
deux techniques distinctes. L’enregistrement binaural consiste a` placer des microphones
dans les oreilles d’une teˆte, humaine ou artificielle, et a` enregistrer une sce`ne sonore. La
diffusion de l’enregistrement se fait au casque sans aucun matric¸age des signaux (cf. fig.
I.22). Le principe des enregistrements binauraux a e´te´ de´veloppe´ dans les anne´es 1960 et
a surtout contribue´ a` la de´finition de teˆtes artificielles (cf. fig I.23).
La synthe`se binaurale consiste a` simuler un enregistrement binaural a` l’aide de filtres :
les HRTF. Une fois les HRTF connues, il suffit d’effectuer la convolution entre un son
monophonique et les HRTF associe´es a` l’auditeur, a` la position simule´e et de diffuser
le re´sultat de la convolution a` l’aide d’un casque d’e´coute. Le principe de la synthe`se
binaurale est illustre´ en figure I.24. N’importe quel contenu peut eˆtre ainsi spatialise´ et
notamment l’effet de salle5. Les premie`res e´tudes sur la synthe`se binaurale ont montre´
l’e´quivalence perceptive entre une e´coute champ libre et une e´coute binaurale [Wightman
5La simulation binaurale d’un effet de salle fait notamment appel a` la notion de HRTF diffuse pour
le champs re´verbe´re´ dont la mesure reste complexe
I.3 Les syste`mes de spatialisation sonore 25
Fig. I.22 – Principe d’un enregistrement binaural.
and Kistler (1989a,b)]. Soit x(t) un signal monophonique et [hr(t) ;hl(t)] un couple de
HRIR correspondant a` une position de l’espace. L’illusion d’une e´coute tri-dimensionnelle
sera alors donne´e par la pre´sentation des signaux L(t) et R(t) aux oreilles respectivement
gauche et droite d’un auditeur :
L(t) =
∫ t
0
hl(τ)x(t− τ)dτ (I.5)
R(t) =
∫ t
0
hr(τ)x(t− τ)dτ (I.6)
Le principal avantage de la technique binaurale et de proposer une reconstitution 3D
parfaite du champ sonore avec seulement deux signaux. Cette reconstitution ne ne´cessite
aucun traitement supple´mentaire sur les deux signaux alimentant le casque d’e´coute.
De plus, l’extraction des indices de localisation a` partir des HRTF autorise un controˆle
aussi pre´cis que la localisation en champ libre. Les techniques binaurales ont ainsi permis
de nombreuses e´tudes psychophysiques sur les me´canismes perceptifs et ce´re´braux. En
pratique, les limitations se situent dans les mesures des HRTF. Les HRTF sont par
de´finition individuelles et l’utilisation d’une synthe`se binaurale non individualise´e peut
engendrer des de´fauts plus ou moins critiques comme les confusions avant / arrie`re et
une perception intra-craˆnienne (comme une e´coute ste´re´ophonique au casque). Or, la
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Fig. I.23 – Teˆtes artificielles pour la technique binaurale.
mesure de HRTF est tre`s de´licate, couˆteuse et longue (le sujet doit rester plusieurs
heures immobile sur une chaise dans une chambre sourde) ce qui pose des proble`mes
pour appliquer la synthe`se binaurale au grand public. De plus, dans le cas ide´al, deux
filtres doivent eˆtre associe´s pour chaque source sonore et pour chaque position. Le couˆt
d’imple´mentation devient rapidement prohibitif quand plusieurs sources sont simule´es
simultane´ment.
La synthe`se binaurale peut aussi eˆtre reproduite sur deux haut-parleurs. Il s’agit alors
de la technique transaurale. Afin de reproduire un rendu binaural sur haut-parleur il faut
prendre soin d’annuler les trajets croise´s (cf. fig. I.15). Cette ope´ration est assure´e par
des filtres dont l’imple´mentation reste de´licate.
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Fig. I.24 – Principe de la synthe`se binaurale.
4 INTEˆRET ET SPE´CIFICITE´ DE LA SYNTHE`SE BINAURALE
4.1 De´composition des HRTF
Les HRTF peuvent eˆtre repre´sente´es soit par des fonctions complexes soit par une
approche traitement du signal qui les repre´sentent comme des filtres ou des re´ponses
impulsionnelles. Les HRTF sont alors conside´re´es comme des syste`mes line´aires et inva-
riants dans le temps. De plus, provenant de mesures physiques, elles sont repre´sente´es par
des filtres RIF (Re´ponse Impulsionnelle Finie), ou FIR en anglais (Finie Impulse Res-
ponse), causables et stables. Ces filtres sont appele´s HRTF a` phase mixte (HRTFmixte).
Il est alors possible de les de´composer en une composante a` phase minimale HRTFmin
et une composante a` exce`s de phase HRTFexcess. La composante a` exce`s de phase est
un filtre passe-tout qui contient les principales informations de phase. La composante a`
phase minimale a un module e´gal a` celui de la composante a` phase mixte. La phase de
la composante a` phase minimale ϕmin se de´duit du module de la HRTFmixte par une
transforme´e de Hilbert (cf. e´quation I.9 [Oppenheim and Schafer (1989)]). Pour la plu-
part des positions mesure´es, la phase de la composante a` exce`s de phase ϕexcess peut eˆtre
conside´re´e comme line´aire et peut eˆtre remplace´e par un retard pur sans artefact audible
[Kistler and Wightman (1992)]. L’imple´mentation la plus commune des HRTF est alors
compose´e d’un retard pur et d’une composante a` phase minimale. La diffe´rence entre les
retards purs droit et gauche donne acce`s a` l’ITD. Cette imple´mentation qui re´sulte de
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Fig. I.25 – HRTFmixte et HRIRmixte. En rouge : oreille droite, en bleu : oreille gauche.
Colonne de gauche : position θ = 0° φ = 0°, colonne de droite position θ = 90° φ = 0°.
Figures en haut : HRIR. Figures au milieu : module de la HRTFmixte. Figures en bas :
phase de la HRTF. Les courbes en pointille´ repre´sentent l’estimation line´aire sur ϕexces.
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Fig. I.26 – HRTF et HRIR. En rouge : oreille droite, en bleu : oreille gauche. Colonne
de gauche : position θ = 0° φ = 0°, colonne de droite position θ = 90° φ = 0°. Figures en
haut : phasemin. Figures en bas : phaseres.
plusieurs hypothe`ses est de´signe´e par {ITD⊕HRTFmin} dans la suite du document.
Les diffe´rentes de´compositions des HRTF sont re´capitule´es ici et sont repre´sente´es sur la
figure I.25 :
HRTFmixte = H · eϕ (I.7)
|HRTFmin| = H (I.8)
ϕmin = Im
[
Hilbert(− log(|H|))] (I.9)
|HRTFexcess| = 1 (I.10)
ϕexcess = ϕ− ϕmin (I.11)
ϕ̂excess ≈ 2pifτ (I.12)
ϕres = ϕexcess − 2pifτ (I.13)
ITD = τdroit − τgauche (I.14)
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La phase re´siduelle ϕres re´sultant de l’approximation line´aire de l’exce`s de phase est
le plus souvent ne´glige´e car elle n’est pas audible. Cependant, il existe des HRTF dont
les positions se situent principalement pre`s de l’axe interaural et pour lesquelles cette
information doit eˆtre reproduite. La figure I.26 (en bas) repre´sente la phase re´siduelle
pour les positions (θ = 90°, φ = 0°) et (θ = 0°,φ = 0°). Dans [Plogsties et al. (2000)] il est
montre´ que la phase re´siduelle peut eˆtre premplace´e par un retard pur additionnel sans
l’introduction d’artefact audible. La figure I.26 fait apparaˆıtre une composante line´aire
qui cre´e une avance de phase pour certaines fre´quences. Ceci illustre les difficulte´s d’esti-
mations de la composante line´aire de l’exce`s de phase. La composante line´aire de la phase
re´siduelle devrait eˆtre prise en compte par la me´thode d’estimation. Cette observation
pose aussi la question de la validite´ du mode`le {ITD⊕HRTFmin}. Cette question sera
aborde´e au chapitre consacre´ a` l’ITD.
4.2 Egalisation des HRTF
Quand les HRTF sont issues de mesures re´alise´es sur des sujets humains ou des teˆtes
artificielles, il convient d’e´liminer les contributions de la chaˆıne de mesure ainsi que toutes
les contributions non spatiales. Pour enlever les contributions de la chaˆıne de mesure, une
mesure de re´fe´rence est effectue´e au centre du syste`me. Toutes les HRTF sont ensuite
de´convolue´es par cette mesure de re´fe´rence. La suppression des autres contributions non
spatiales est re´alise´e graˆce a` une e´galisation par rapport a` un champ sonore de re´fe´rence.
L’e´galisation champ libre consiste a` de´convoluer les HRTF par la HRTF a` une position
donne´e, principalement la position (θ = 0°,φ = 0°). Cette e´galisation optimise la re-
production des sources frontales. L’e´galisation champ diffus (cf. fig. I.27) ne privile´gie
aucune direction et permet une optimisation de l’effet de salle. Les HRTF sont alors
de´convolue´es par une HRTF moyenne´e sur toutes les directions. Diffe´rentes me´thodes
d’estimations d’un champ diffus sont disponibles [Larcher (2001)]. Une HRTF moyenne
comporte moins de fluctuations qu’une HRTF mesure´e. L’e´galisation champ diffus re´duit
davantage les colorations que l’e´galisation champ libre.
4.3 Lissage fre´quentiel des HRTF
L’ope´ration de lissage permet de re´duire les variations des HRTF (cf. fig. I.27) pour
prendre en compte la re´solution fre´quentielle du syste`me auditif. Cette ope´ration est
re´alise´ par des moyennes glissantes du module des HRTF sur des tailles de feneˆtres fre´-
quentielles variables (cf. § 3.3.2). La taille des feneˆtres fre´quentielles est de´finie selon
des e´chelles lie´es a` la re´solution fre´quentielle du syste`me auditif. Les HRTF lisse´es pre´-
sentent des variations plus douces de leur module ce qui est be´ne´fique pour les ope´rations
de mode´lisation des HRTF.
4.4 Re´duction du couˆt d’imple´mentation
Les HRTF mesure´es sont stocke´es sous la forme de filtres nume´riques RIF (Re´ponse
Impulsionnelle Finie) ge´ne´ralement d’ordre 256, 512, 1024 ou 2048, pour une fre´quence
d’e´chantillonnage de 44100 Hz ou 48000 Hz selon les bases de donne´es. Ces informations
doivent eˆtre re´duites pour de nombreuses applications (temps re´el, multi-sources). Les
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A) HRTF non e´galise´es
B) HRTF e´galise´es champ diffus
C) HRTF e´galise´es champ diffus et lisse´es
Fig. I.27 – HRTF d’un meˆme individu pour un angle d’azimut variant entre -80° et 80°.
Figures du haut : HRTF non e´galise´es. Figures du milieu : HRTF e´galise´es champ diffus.
Figures du bas : HRTF e´galise´es champ diffus et lisse´es.
HRIR (cf. fig I.25 du haut) sont majoritairement compose´es de ze´ros et l’information est
concentre´e dans les premiers e´chantillons. Sandvad et Hammershø¨ı montrent que l’ordre
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du filtre RIF peut eˆtre re´duit a` 72 [Sandvad and Hammershøi (1994)].
La spatialisation sonore a` l’aide d’indices spectraux est gouverne´e par les motifs,
principalement les creux et les bosses, pre´sents dans les HRTF. Asano et al. utilisent
une mode´lisation pole-zero, ou mode´lisation RII (Re´ponse Impulsionnelle Infinie) pour
rendre compte des motifs macroscopiques [Asano et al. (1990)]. Les re´sultats psychoa-
coustiques de cette e´tude indiquent qu’un mode`le poˆle-zero d’ordre 40, c’est-a`-dire 81
coefficients, est perceptivement e´quivalent a` un mode`le tout-zero d’ordre 512. Sandvad
et Hammershø¨ı montrent qu’un mode`le poˆle-zero d’ordre 48 est ne´cessaire pour atteindre
l’e´quivalence perceptive. Blommer et Wakefield indiquent qu’un mode`le poˆle-ze´ro d’ordre
60 est comparable a` un filtre RIF d’ordre 2048 [Blommer and Wakefield (1997)]. Bien
que la mode´lisation poˆle-ze´ro puisse entraˆıner des artefacts de type confusion avant /
arrie`re [Asano et al. (1990)], les algorithmes de mode´lisation des HRTF par des filtres
RII sont toujours d’actualite´ [Hasegawa et al. (2000); Kulkarni and Colburn (2004)].
Le couˆt d’imple´mentation de la synthe`se binaurale peut aussi eˆtre re´duit graˆce a`
l’imple´mentation multi-canal. Cette imple´mentation permet la reproduction des HRTF
par un jeu de filtres de reconstruction et de gains spatiaux. Les filtres de reconstruction
peuvent eˆtre obtenus par une analyse en composantes principales [Kistler and Wightman
(1992)] ou par des techniques de projection des HRTF dans une base ou` leurs expressions
peuvent eˆtre simplifie´es [Larcher (2001)] (cf. chapitre 1 § 1.2). Cette imple´mentation per-
met la re´duction du couˆt de calcul surtout pour des synthe`ses qui impliquent plusieurs
sources (car le nombre de filtres est constant quelque soit le nombre de sources), mais
introduit des artefacts audibles. Les techniques de de´composition doivent alors eˆtre adap-
te´es pour re´duire l’erreur perceptive [Rio and Warusfel (2002)].
4.5 Perception et technique binaurale
La technique binaurale permet en the´orie de reproduire la perception naturelle. Le
couˆt d’imple´mentation et les mesures des HRTF sont les principaux inconve´nients de
la me´thode. De plus, l’utilisation de HRTF non-individuelles engendrent de nombreux
artefacts audibles dont les confusions avant/arrie`re. L’utilisation d’un syste`me de suivi
de mouvement de la teˆte, ou Head-Tracker en anglais, allie´ a` une imple´mentaion temps
re´el de la synthe`se binaurale permet de re´duire le taux de confusion avant/arrie`re et
ame´liore la perception des sons en e´le´vation [Bronkhorst (1995); Wightman and Kistler
(1999)]. Ce syste`me de reproduction qui permet la prise en compte des mouvements
de la teˆte de l’auditeur par rapport a` une sce`ne sonore est appele´ synthe`se binaurale
dynamique par opposition a` la synthe`se binaurale statique qui offre une sce`ne sonore fixe.
L’apport de la synthe`se binaurale dynamique serait tel qu’il permettrait la re´duction des
artefacts audibles lie´es a` des HRTF non-individuelles [Mackensen (2004)]. Cependant
l’e´coute statique est indispensable pour le controˆle pre´cis des stimuli lors d’expe´riences
psychoacoustiques : elle sera utilise´e pour les tests d’e´coute re´alise´s dans le pre´sent travail
de the`se.
Une sce`ne sonore est ge´ne´ralement compose´e de nombreuses sources sonores et l’effet
de salle peut eˆtre conside´re´ comme une pre´sentation simultane´e des multiples sources-
images lie´es aux re´flexions sur les parois autour de l’auditeur. Les tests d’e´coute de´crits
dans ce document se sont tous de´roule´s avec une seule source a` la fois et sans effet de
salle. Ceci permet l’e´tude syste´matique du parame`tre teste´.
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4.6 Un exemple de moteur de spatialisation : le Spat˜
Le Spat˜ (cf. fig. 4.66), issu d’une collaboration entre l’IRCAM et France Telecom
R&D, a pour objet la conception de mode`les et de programmes de traitement du signal
de´die´s a` la spatialisation sonore. Son domaine d’application couvre la cre´ation musicale,
les productions audio-visuelles, la re´alite´ virtuelle et les te´le´communications. Il se com-
pose d’un ensemble de modules logiciels de traitement du signal en temps re´el. Il inte`gre,
dans un meˆme environnement, la synthe`se de la localisation des sources sonores et celle de
l’effet de salle (re´verbe´ration artificielle). L’architecture modulaire du Spatialisateur per-
met de s’adapter a` la puissance de calcul disponible sur l’ordinateur hoˆte et de couvrir les
diffe´rents formats de restitution classiques ou re´cents (ste´re´o, panoramiques d’intensite´
2D ou 3D, binaural, transaural, ambisonic, wave field synthesis). Cette librairie existe,
d’une part, sous la forme d’objets compatibles avec les environnements temps re´el Max
et jMax, et d’autre part, sous la forme d’une librairie de fonctions e´crites en C/C++.
La technologie Spat˜ a fait l’objet de deux brevets et est utilise´e dans de nombreuses
productions musicales en concert ou dans la post-production discographique.
Les HRTFmin utilise´es pour le format binaural sont imple´mente´es sous la forme de
filtre RII d’ordre 12 (25 coefficients) pour des raisons de compacite´. Le format original des
HRTFmixte est sous la forme de filtres RIF de 512 coefficients. Un test a e´te´ re´alise´ pour
estimer les e´ventuelles de´gradations apporte´es lors des e´tapes transformant les filtres RIF
en filtres RII (les de´tails du test sont donne´s en annexe A).
Etant donne´ le caracte`re informel de ce test, les re´sultats sont pre´sente´s sous la forme
d’une synthe`se des propos recueillis. Les diffe´rences perc¸ues portent sur le timbre, la lo-
calisation, la largeur de la tache sonore et l’externalisation de la source. Dans la premie`re
phase, les sujets connaissant les types de traitement du son e´coute´, arrivent a` de´crire
des diffe´rences par rapport a` la synthe`se directe a` quasiment toutes les e´tapes. Lors de
l’e´coute en aveugle certaines diffe´rences n’apparaissent plus. L’importance des de´grada-
tions perc¸ues semble de´pendre de la position synthe´tise´e. Certaines e´tapes introduisent
tre`s peu d’effets perceptibles. C’est le cas du lissage de l’amplitude des HRTF, du war-
ping fre´quentiel et de la syme´trisation. La mode´lisation RII des HRTF entraˆıne parfois
un rapprochement de la source et procure une tache sonore moins pre´cise. De plus une
le´ge`re diffe´rence de timbre entre les me´thodes RII apparaˆıt. Toutefois, lors du test en
aveugle, quasiment aucun sujet ne reporte des diffe´rences entre les me´thodes RII.
Les de´gradations les plus importantes apparaissent avec la mode´lisation de l’ITD.
Ces de´gradations sont aussi celles qui persistent avec le test en aveugle, avec un effet
moindre. Ainsi la mode´lisation de la phase par l’ITD entraˆıne les de´fauts suivants :
– modification du timbre avec un contenu plus basses fre´quences
– de´calage en localisation (sur ou sous-estimation de l’ITD), avec une le´ge`re e´le´vation
de la source
– tache sonore plus diffuse, plus large
– le´ger rapprochement de la source (pour les positions frontales).
Les modifications perc¸ues peuvent venir de l’imple´mentation de l’ITD au moyen d’un
retard fractionnaire. En effet la re´ponse en fre´quence de ce retard montre qu’il effectue
un filtrage passe-bas sur le signal avec une fre´quence de coupure a` -3 dB vers 13 kHz.
Cette modification du contenu fre´quentiel peut aussi eˆtre a` l’origine d’une sensation
6Informations disponibles a` l’adresse suivante : http://recherche.ircam.fr/equipes/salles/
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Fig. I.28 – Interface principale du Spat˜.
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d’e´le´vation de la source (cf. § 2.3.3) et d’un e´largissement de la tache sonore.
Meˆme si l’imple´mentation Spat˜ engendre des modifications perceptibles par rapport
a` la convolution avec les HRIR mesure´es et compense´es champ diffus, ces modifications
restent faibles et de´pendent de la position synthe´tise´e. Cependant, ce test n’a pas permis
de savoir si ces transformations sont perc¸ues comme des de´gradations. Ce test permet
toutefois d’illustrer l’importance d’une mode´lisation correcte de l’ITD et justifie l’orien-
tation de la the`se dont une grande partie est consacre´e a` l’imple´mentation de l’ITD.
5 LE BINAUMATON
Pour s’approcher le plus de la perception naturelle, la synthe`se binaurale doit uti-
liser des HRTF individuelles. Devant la difficulte´ de la mesure indivuelle de HRTF, la
proble´matique globale de la synthe`se binaurale peut eˆtre e´nonce´e de la fac¸on suivante :
Comment obtenir un rendu binaural de qualite´ sans mesurer les HRTF d’un auditeur ?
Plusieurs techniques sont propose´es dans la litte´rature :
Jeu de HRTF ”proches” : les HRTF sont principalement de´termine´es par la morpho-
logie de l’auditeur. Les caracte´ristiques morphologiques de l’auditeur sont mesure´es
et sont compare´es a` celles associe´es aux HRTF stocke´es dans une base de donne´e.
Les HRTF les plus proches, au sens de la morphologie, sont alors se´lectionne´es pour
cet auditeur.
Adaptation de HRTF : les distances inter-individuelles peuvent eˆtre re´duites par une
dilatation fre´quentielle des HRTF [Middlebrooks (1999); Busson et al. (2004)]. Une
correspondance entre facteur de dilatation optimal et parame`tres morphologiques
peut eˆtre trouve´e afin d’adapter les HRTF d’un mannequin artificiel, par exemple,
a` n’importe quel auditeur.
Choix de HRTF : Plusieurs jeux de HRTF sont propose´s et l’auditeur choisit celles
qui lui conviennent le mieux. Cette proce´dure peut aussi eˆtre applique´e pour le
choix du coefficient de dilatation fre´quentielle.
Construction de HRTF : les techniques nume´riques de mode´lisation physique per-
mettent une estimation des HRTF par le biais d’une repre´sentation physique de
l’auditeur.
D’autres approches hybrides peuvent eˆtre re´alise´es. L’ide´e du binaumaton s’inspire du
photomaton pour offrir a` n’importe quel auditeur ses HRTF individualise´es a` partir de
sa morphologie identifie´e d’apre`s des prises de vues . Cette ide´e a fait l’objet d’un de´poˆt
de brevet (FR 03 02467).
6 AXE DE RECHERCHE DE LA THE`SE
L’ensemble des travaux re´alise´s pour la the`se est de´die´ au proble`me de l’individua-
lisation de la synthe`se binaurale. Son imple´mentation {ITD⊕HRTFmin} est la plus
commune : elle est utilise´e comme base de travail. Les efforts d’individualisation se sont
alors porte´s sur l’ITD, d’une part, et sur le module des HRTF 7, d’autre part.
7Comme la phase des HRTFmin est entie`rement de´termine´e par son module, travailler sur le module
des HRTF revient a` travailler sur les HRTFmin.
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6.1 Individualisation de l’ITD
L’ITD a e´te´ tre`s e´tudie´e dans le passe´ comme indice de localisation isole´ et peu
d’e´tudes l’ont aborde´e dans le cadre de l’imple´mentation {ITD⊕HRTFmin}. Afin de
de´terminer la meilleure technique d’estimation au sens de la perception, il convient d’e´ta-
blir les valeurs de l’ITD psychoacoustique et sa re´solution en fonction de la position.
Le premier axe d’e´tude (cf. chapitre II) est consacre´ a` l’e´tablissement des ces donne´es.
L’individualisation de l’ITD est alors aborde´e a` la lumie`re de la sensibilite´ et de la varia-
tion inter-individuelle de l’ITD. Deux e´tudes expe´rimentales sont mene´es pour connaˆıtre
d’une part l’ITD psychoacoustique dans le plan horizontal et d’autre part la sensibilite´
perceptive a` l’ITD sur les coˆnes de confusion. La premie`re expe´rience permet en outre
la validation perceptive de l’imple´mentation {ITD⊕HRTFmin} meˆme pour les posi-
tions ou` elle peut eˆtre remise en cause. Une nouvelle formulation de l’ITD du mode`le de
teˆte sphe´rique est aussi propose´e. Cette formulation prend en compte les variations de
l’ITD avec l’e´le´vation et permet une estimation robuste et fide`le de l’ITD pour un grand
nombre de sujets.
6.2 Acquisition de HRTF
L’e´valuation d’un moteur de synthe`se binaurale est souvent re´alise´e par comparaison
avec l’utilisation de HRTF individuelles. L’acquisition des HRTF est une taˆche difficile.
L’axe de recherche concerne les techniques d’acquisition des HRTF par la mesure et par
le calcul par e´le´ments de frontie`re. Les diffe´rentes bases de donne´es de HRTF utilise´es
pour ce travail de the`se sont de´crites. Une me´thode d’estimation perceptive de l’erreur
introduite n’existe pas et le proble`me de la mesure de l’erreur est aborde´. Graˆce aux
calculs par e´le´ments de frontie`re, l’apport de mode´lisations ge´ome´triques simples, base´es
sur la morphologie de l’auditeur est e´value´. La me´thode de calcul par e´le´ments de frontie`re
donne acce`s aux informations basses fre´quences contenues dans le module des HRTF.
6.3 Apprentissage de HRTF par la technique neuronale
Le troisie`me axe de recherche est l’e´tude d’une solution alternative a` la mesure et aux
calculs par e´le´ments de frontie`re (cf. chapitre 1). Une e´tude de faisabilite´ est mene´e pour
e´valuer l’inte´reˆt des re´seaux de neurones pour re´duire le nombre de mesures. L’ide´e est
de mesurer un nombre restreint de positions et de pre´dire les autres positions. Le re´seau
de neurones apprend les relations de haut niveau entre les HRTF mesure´es et les HRTF
a` pre´dire. La question de la position et du nombre de HRTF a` mesurer est aborde´e. Les
e´coutes informelles re´alise´es avec des HRTF pre´dites par le re´seau de neurones sont tre`s
encourageantes et le re´seau est capable de reproduire des de´tails spectraux fins qui sont
responsables du caracte`re idiosyncratique des HRTF.
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II
Quelle différence interaurale
de temps pour la synthèse
binaurale?
INTRODUCTION
La plupart des moteurs de rendu binaural effectuent une se´paration entre ITD et
HRTFmin ce qui permet une re´duction du couˆt d’imple´mentation de la synthe`se binau-
rale. Les informations de phase droite et gauche sont regroupe´es dans une seule valeur
l’ITD (cf. § I.4.1). Le pre´sent chapitre s’inte´resse au proble`me de l’individualisation de
l’ITD, les aspects relatifs aux informations spectrales contenues dans le filtre a` phase
minimale seront aborde´s aux chapitres III et 1.
L’imple´mentation de l’ITD comme un retard pur impose une discre´tisation en nombre
entier d’e´chantillons1. Cette repre´sentation est lie´e au contexte d’imple´mentation et peut
sembler e´loigne´e de la de´finition psychoacoustique de l’ITD comme premier indice per-
ceptif de spatialisation ainsi que de la de´finition physique de´crivant l’ITD comme la
diffe´rence de temps d’arrive´e entre l’oreille droite et l’oreille gauche d’une onde de pres-
sion acoustique. La proble´matique du travail pre´sente´ dans ce chapitre pose la question
de la valeur d’ITD a` appliquer a` un filtre a` phase minimale pour que le rendu de l’im-
ple´mentation {ITD⊕HRTFmin} soit le plus proche, au sens de la perception, de la
1Les me´thodes de de´lai fractionnaire peuvent introduire des artefacts audibles [Laakso et al. (1996)]
42 Chapitre II Quelle diffe´rence interaurale de temps pour la synthe`se binaurale ?
HRTFmixte. Cette proble´matique a e´te´ aborde´e selon deux approches comple´mentaires :
- Estimation la valeur de l’ITD : Plusieurs me´thodes d’estimation de l’ITD existent
et font appel a` des principes physiques, psychoacoustiques ou expe´rimentaux. Quelle
me´thode est la plus proche de la perception ?
- Sensibilite´ perceptive a` l’ITD : L’estimation de l’ITD est soumise a` de nombreuses
variations et il convient d’estimer dans quelle mesure il faut les reproduire d’un
point de vue perceptif. Quelle est notre sensibilite´ a` l’ITD?
La valeur du retard pur a` associer aux filtres binauraux doit prendre en compte ces
deux aspects pour de´terminer l’effort d’individualisation a` apporter a` l’ITD au regard de
l’application de´sire´e (temps re´el ou pre´-calcule´, public occasionnel ou sujet entraˆıne´).
Pour apporter des e´le´ments de re´ponse a` cette question, la premie`re partie de ce cha-
pitre est consacre´e a` l’expose´ et a` la confrontation de l’e´tat des connaissances sur l’ITD.
Premie`rement, les aspects lie´s a` la perception seront pre´sente´s. Ensuite, les mode`les de
pre´diction de l’ITD issus d’une mode´lisation physique de l’auditeur seront expose´s et
l’avantage du mode`le de teˆte sphe´rique sera de´gage´. Puis les trois familles de me´thodes
d’estimation de l’ITD a` partir des mesures seront de´crites. Enfin, les diffe´rentes de´pen-
dances de l’ITD seront compare´es et une tentative de hie´rarchisation de leur importance
sera propose´e. La premie`re partie de´gagera les lacunes des connaissances actuelles lie´es a`
la proble´matique ge´ne´rale du chapitre. Les autres parties du chapitre exposent le travail
re´alise´ pour tenter de re´pondre aux questions ouvertes que sont l’estimation de l’ITD et
de sa sensibilite´.
La deuxie`me partie pre´sente le travail the´orique re´alise´ pour la de´finition d’une nou-
velle formule d’estimation de l’ ITD. Cette formule est base´e sur le mode`le de teˆte sphe´-
rique et offre une mode´lisation plus re´aliste de l’ITD. Elle fournit, entre autre, la possi-
bilite´ d’une individualisation plus pointue de l’ITD.
La troisie`me partie de´crit une e´tude expe´rimentale permettant d’une part de vali-
der le mode`le d’imple´mentation {ITD⊕HRTFmin} et de de´terminer d’autre part les
me´thodes de calcul les plus a` meˆme de reproduire les variation de l’ITD sur le plan
horizontal. La sensibilite´ a` l’ITD n’e´tant que tre`s peu e´tudie´e dans le cadre de l’imple´-
mentation {ITD⊕HRTFmin} de la synthe`se binaurale, la cinquie`me partie pre´sentera
une expe´rience psychoacoustique qui a e´te´ mene´e pour mesurer les e´carts perceptibles
d’ITD. En fonction de cette sensibilite´, il faudra adapter les mode`les et les me´thodes
d’estimations. Enfin, une sixie`me et dernie`re partie regroupe les re´sultats obtenus au
cours des deux expe´riences re´alise´es et propose des suites a` donner a` ces travaux.
1 ETAT DE L’ART DE LA CONNAISSANCE SUR L’ITD
Dans l’expose´ de la the´orie duplex de la localisation auditive, Rayleigh [Lord Rayleigh
(1907)] indique que la perception de la direction des sources sonores est gouverne´e par
deux indices : l’ITD et l’ILD. Sans remettre en question l’importance perceptive de l’ILD,
cette dichotomie n’est pas re´alise´e dans les travaux pre´sente´s ici et une des hypothe`ses de
travail est de conside´rer que l’ILD est compris dans les diffe´rences spectrales interaurales
re´sultant d’une pre´sentation dichotique des HRTF.
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1.1 ITD et localisation auditive
La diffe´rence interaurale de temps est l’indice psychoacoustique le plus important
dans la localisation perceptive des sources sonores [Blauert (1983)]. Bien que l’ITD varie
e´galement avec l’e´le´vation, la contribution principale de l’ITD a` la localisation sonore est
la perception des sources en azimut. Suivant cette de´finition, le principe de la mesure de
l’ITD consiste alors a` pre´senter des stimuli dont l’ITD est controˆle´ et de demander au
sujet d’indiquer la direction perc¸ue. Ce principe se heurte a` deux difficulte´s majeures : le
controˆle de l’ITD et le report de la direction perc¸ue. Le proble`me du report des re´ponses
dans les tests d’e´coute en synthe`se binaurale reste une question ouverte. Cette question
aborde des the´matiques tre`s diverses comme l’interaction multi-modale ou la kinesthe´sie.
Le proble`me du report des re´ponses n’a pas e´te´ aborde´ dans ces travaux de the`se et le
lecteur pourra se reporter aux travaux expose´s dans [Pernaux et al. (2003)]. Ensuite le
controˆle de l’ITD pose directement la question du type d’e´coute re´alise´. Le controˆle de
l’ITD en continu ne peut se re´aliser que dans le cas d’une e´coute au casque. En effet,
lors d’une e´coute en champ libre, l’auditeur perc¸oit les sons a` travers les HRTF et donc
le controˆle de l’ITD en champ libre revient a` extraire l’ITD de la meˆme manie`re qu’il
est extrait a` partir des mesures. L’utilisation de la technique transaurale pose le meˆme
proble`me. Par contre, une e´coute au casque permet de controˆler l’ITD avec une ligne a`
retard [Klump and Eady (1956); Domnitz (1973); Domnitz and Colburn (1977)], mais
cela revient a` effectuer des e´coutes sans indices spectraux car il faudrait controˆler les
HRTF de manie`re continue comme l’ITD. Ce type d’e´coute re´duit la spatialisation a`
une perception intra-craˆnienne : l’ITD n’est plus alors un indice de localisation mais un
indice de late´ralisation.
Un autre principe de mesure de l’ITD, qui rejoint la de´finition de l’ITD physique,
serait de placer une source mobile e´mettant une impulsion de Dirac sur un arc avec
en son centre deux microphones espace´s d’une distance e´gale a` la distance interaurale.
Cette mesure est a` la fois difficile a` re´aliser et presque hors de propos. En effet, d’une
part, une impulsion de Dirac n’est pas re´alisable avec un syste`me haut-parleur du fait de
l’e´nergie ne´cessaire et de l’ine´vitable dispersion introduite par les e´le´ments me´caniques
(seul un doublet acoustique peut eˆtre re´alise´), et d’autre part, re´duire l’oreille externe a`
deux capsules microphoniques espace´es, c’est omettre d’importantes contributions de la
morphologie de l’auditeur en terme de trajets acoustiques de la source aux tympans. La
mesure de l’ITD ne´cessite alors d’utiliser d’autres signaux sources et une mode´lisation
fide`le d’un auditeur, comme une teˆte artificielle, ce qui revient a` extraire l’ITD de HRTF
mesure´es.
Si l’ITD au sens de la psychoacoustique semble difficilement mesurable, la connais-
sance de l’ITD relatif, ou plus pre´cise´ment l’e´cart d’ITD non perc¸u, ou encore la Just
Noticeable Difference (JND) en anglais, permettrait la de´finition d’une marge d’erreur
acceptable sur l’ITD. La mesure de la JND de l’ITD semble plus simple que la mesure
de l’ITD proprement dite et fait appel a` des me´thodes de mesure de seuil de la psy-
choacoustique. Comme de´crit auparavant, cette mesure est de´pendante du type d’e´coute
re´alise´.
Etant donne´ la proble´matique centrale de ce chapitre, des tests d’e´coute doivent
eˆtre conduits pour re´pondre a` cette question. Par contre, la mode´lisation physique de
l’auditeur permet d’obtenir des valeurs de´terministes de l’ITD, e´vitant ainsi de lourdes
proce´dures psychoacoustiques.
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1.2 Pre´diction de l’ITD a` partir d’une mode´lisation physique de l’au-
diteur
La mode´lisation physique de l’auditeur fut une des premie`res me´thodes pour e´tudier
les de´pendances spatiales de l’ITD. Cette me´thode conside`re la morphologie de l’auditeur
comme e´tant compose´e de formes ge´ome´triques simples comme des sphe`res ou des ellip-
so¨ıdes. L’utilisation de formes simples permet la re´solution des e´quations de propagation
des ondes acoustiques. Des formules analytiques de l’ITD en fonction des coordonne´es
spatiales sont alors extraites. L’utilisation de formes simples permet aussi la formulation
de relations analytiques entre les parame`tres du mode`le et l’ITD par le biais de conside´-
rations de trace´ de rayon acoustique. La formulation la plus simple donnant l’ITD sur le
plan horizontal, et aussi la plus utilise´e, est ainsi obtenue par Woodworth [Woodworth
and Schloesberg (1962)] qui conside`re la teˆte de l’auditeur comme une sphe`re rigide de
rayon a et dont les oreilles sont diame´tralement oppose´es (cf. fig.II.1) :
Fig. II.1 – Mode`le de teˆte sphe´rique de rayon a.
ITDsphere(θ) =
a
c
(sin(θ) + θ) (II.1)
ou` c repre´sente la ce´le´rite´ des ondes acoustiques et θ l’azimut de la source. Cette for-
mulation a e´te´ largement e´tudie´e et notamment certains travaux reportent sa bonne
ade´quation avec des mesures effectue´es sur une teˆte artificielle [Kuhn (1977)] et avec une
moyenne des ITD individuelles de 70 personnes [Plogsties et al. (2000)].
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Cette formule a d’abord e´te´ propose´e avec un rayon correspondant a` une moyenne
anthropome´trique de 8.75 cm. Dans [Algazi et al. (2001c)] une e´tude empirique est mene´e
pour individualiser le rayon du mode`le sphe´rique. Un rayon optimal est obtenu au sens
de la minimisation de l’erreur quadratique entre les valeurs de l’ITD donne´es par la
formule de Woodworth (cf. e´quation II.1) et l’ITD estime´ a` partir des mesures des 25
individus utilise´s dans l’e´tude. La me´thode d’estimation de l’ITD est une me´thode de
type seuil (cf. § 1.3.1) et est applique´e a` des HRIR filtre´es passe-haut a` fc = 1.5 kHz.
Le seuil est pris a` 10% de la valeur maximale de la HRIR (qui est sure´chantillonne´e d’un
facteur 8). L’ITD obtenu est alors lisse´ par projection sur les harmoniques sphe´riques et
troncature des ordres supe´rieurs de la projection. La proce´dure de minimisation vise une
re´duction de l’erreur quadratique par rapport a` l’erreur introduite en utilisant le rayon
anthropome´trique moyen. Afin d’obtenir ce rayon, les auteurs re´alisent une re´gression
multi-line´aire entre diffe´rents parame`tres anthropome´triques et le rayon optimal. Le rayon
optimal est alors calcule´ a` partir de la demi-largeur, la demi-profondeur et la demi-
hauteur de la teˆte respectivement X1, X2 et X3 dans l’e´quation II.2 :
Aopt = 0, 51X1 + 0, 019X2 + 0, 18X3 + 3, 2 (II.2)
ou` Aopt de´signe le rayon optimal en cm.
Plusieurs e´tudes ont permis d’ajouter la de´pendance de l’ITD avec l’e´le´vation. L’e´le´-
vation est ici de´finie dans le syste`me de coordonne´es polaires verticales avec des mesures
re´alise´es par plan d’azimut constant. Deux formulations co-existent sur la base de leur
ade´quation avec la base de donne´es dont elles ont e´te´ extraites. [Larcher and Jot (1999)]
proposent la formulation suivante :
ITDLarcher(θ) =
a
c
(arcsin(sin(θ) cos(φ)) + sin(θ) cos(φ)) (II.3)
tandis que [Saviojaa et al. (1999)] utilisent celle-ci :
ITDSavioja(θ) =
a
c
(sin(θ) + θ). cos(φ) (II.4)
Les erreurs dues a` la mode´lisation de la teˆte de l’auditeur par une sphe`re avec oreilles
centre´es sont principalement une sous-estimation de l’ITD pour les positions proches de
l’axe interaural et une ITD constant avec l’e´le´vation. Les sources identifie´es de ces erreurs
sont la non sphe´ricite´ de la teˆte et la position des oreilles par rapport au centre de la teˆte
[Algazi et al. (2001c); Duda et al. (1999)]. Les variations non reproduites par le mode`le
de teˆte sphe´rique sont situe´es sur les coˆnes de confusion (cf. § 2.3.2 et fig. II.9), ou` les
variations de l’ITD en e´le´vation, dans un syste`me de coordonne´es polaires-interaurales,
peuvent atteindre 18 % de la valeur maximale de l’ITD sur un plan d’azimut constant.
Le mode`le sphe´rique permet un pre´diction robuste et assez fide`le de l’ITD mais qui ne
varie pas avec l’e´le´vation. Une autre mode´lisation physique de l’ITD a e´te´ alors cre´e´e en
conside´rant la teˆte de l’auditeur comme une ellipso¨ıde rigide [Duda et al. (1999)]. L’ITD
est obtenue de la meˆme manie`re que pour la formule de Woodworth par la de´finition de
trajet acoustique a` la surface de l’ellipso¨ıde. Le mode`le ellipso¨ıdal permet une meilleure
pre´diction en e´le´vation que le mode`le sphe´rique. Cependant le calcul est re´alise´ au moyen
d’un algorithme prenant en compte la position relative du placement des oreilles ce qui
se re´ve`le beaucoup moins robuste et surtout moins pratique qu’une formule analytique.
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La mode´lisation de l’ITD par la me´thode de trace´ de rayons est de´licate pour des
formes moins triviales. Pour e´tudier des mode´lisations physiques plus complexes, le cal-
cul de HRTF par e´le´ments de frontie`re peut eˆtre utilise´. L’ITD est alors estime´e par les
techniques d’extraction a` partir des HRTF. Dans [Pernaux (2003)] une e´tude est mene´e
sur l’ITD extraite a` partir de HRTF calcule´e par la technique BEM. Plusieurs mode´lisa-
tions sont re´alise´es : mode`le sphe´rique avec et sans mode´lisation du pavillon et mode`le
ellipso¨ıdal avec et sans de´calage des oreilles. L’ITD est calcule´e par la me´thode MaxIacc
(cf. § 1.3.2) sur la composante a` exce`s de phase des HRIR. Ces travaux montrent que ni
une mode´lisation du pavillon ni le mode`le de teˆte ellipso¨ıdale n’apporte des variations
de l’ITD en e´le´vation, ce qui est contradictoire avec [Duda et al. (1999)]. Par contre, les
travaux montrent que le de´calage des oreilles permet d’apporter des variations de l’ITD
en e´le´vation proches de celles observe´es sur les mesures.
Les mode´lisations physiques permettent une pre´diction robuste et simple d’emploi de
l’ITD. Cependant, la simplicite´ des mode`les engendre des erreurs parfois importantes.
Les me´thodes d’estimation a` partir des mesures offrent l’avantage de ne pas faire d’ap-
proximation de la morphologie de l’auditeur en travaillant directement avec les HRTF
contenant tous les indices de localisation.
1.3 Estimation de l’ITD a` partir des HRTF/HRIR
Les techniques d’estimation de l’ITD a` partir des mesures sont nombreuses et les
principes sur lesquels elles sont fonde´es sont he´te´roclites. Comme toute me´thode d’esti-
mation, elles sont soumises a` des proble`mes de biais, de robustesse et de confiance. La
pre´sentation des estimateurs de l’ITD, qui ne saurait eˆtre exhaustive vu le nombre de
techniques disponibles, est ici divise´e en trois groupes :
- Les me´thodes d’estimation de seuil
- Les me´thodes de corre´lation entre les HRTF, ou les HRIR, droits et gauches
- Les me´thodes utilisant la phase des HRTF.
Au sein de ces trois groupes, de nombreuses variantes existent selon les auteurs et selon
les propos.
1.3.1 Estimation de seuil
Le principe des me´thodes d’estimation de l’ITD de type seuil est de de´terminer le
temps d’arrive´e, ou encore le retard initial de l’onde sur l’oreille droite τd et sur l’oreille
gauche τg. L’ITD est alors donne´e par (cf. fig. II.2) :
ITDseuil = τd − τg (II.5)
La me´thode la plus courante estime le temps d’arrive´e comme l’instant ou` la HRIR
de´passe un seuil donne´. Par exemple, le temps d’arrive´e peut correspondre au temps
pour lequel la HRIR atteint 10 % de son maximum. Cette me´thode conside`re donc que
les HRIR sont constitue´es d’un pic principal situe´ au temps initial, ce qui revient a`
dire qu’une fois le retard initial retire´, les HRIR sont des re´ponses impulsionnelles de
filtres a` phase minimale. Bien que cette me´thode semble eˆtre tre`s proche a` la fois de
la de´finition de l’ITD et de la de´composition la plus commune des HRTF, elle souffre
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Fig. II.2 – Principe de l’estimation de l’ITD par le me´thode de seuil : trace´ des HRIR
et du niveau de seuil. Figure du haut : estimation de τg, figure du bas : estimation de τd.
L’ITD est alors la diffe´rence τd − τg.
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premie`rement de sa forte de´pendance a` la valeur du seuil choisie (cf. fig. II.3). Comme
le rapport signal a` bruit diminue pour les positions contralate´rales, une valeur faible du
seuil peut correspondre a` une estimation au niveau du bruit (cf. fig. II.3 pour le seuil
a` 10 %). De plus, et toujours pour les positions contralate´rales, les HRTF peuvent ne
plus eˆtre bien de´crites par un filtre a` phase minimale. Ceci se traduit par l’apparition
d’un pic secondaire de meˆme niveau que le pic principal (cf. fig. II.3 pour le seuil a`
90 % qui montre une sur-estimation de l’ITD aux positions proches de l’axe interaural).
Enfin, certains auteurs utilisent non plus des HRIR mais l’e´nergie des HRIR ou encore
des portions d’e´nergies des HRIR calcule´es sur certaines bandes de fre´quences.
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Fig. II.3 – Variation de la me´thode d’estimation de ITDseuil en fonction de la valeur
du seuil sur le plan horizontal. Les ITD repre´sente´es sont moyenne´es sur toute la base
LISTEN (cf. § III.1.3.1).
1.3.2 Corre´lation droite-gauche
Initialement propose´e par [Kistler and Wightman (1992)] la me´thode MaxIACC
(Maximum of the Interaural Cross Corre´lation function) effectue le calcul de la fonc-
tion de corre´lation interaurale, c’est-a`-dire la corre´lation entre le signal de l’oreille droite
et le signal de l’oreille gauche. Cette me´thode est base´e sur l’hypothe`se que le syste`me
auditif effectue la corre´lation entre les signaux droit et gauche pour re´aliser des taˆches
d’identification et de localisation de sources sonores. L’ITD est alors le temps pour lequel
la fonction d’inter-corre´lation atteint son maximum (cf. fig. II.2) :
ITDMaxIACC = max
τ
∫ t2
t1
R(t).L(t− τ)dt√∫ t2
t1
R(t)2dt
∫ t2
t1
L(t)2dt
(II.6)
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Fig. II.4 – Principe de l’estimation de l’ITD par la me´thode de MaxIACC. Evolution
de la fonction d’intercorre´lation entre une HRIR droite et une HRIR gauche en fonction
du retard. L’ITD est le valeur du retard ou` la fonction d’intercorre´lation atteint son
maximum.
avec t2− t1 la feneˆtre temporelle d’inte´gration. Afin d’ame´liorer la pre´diction, les signaux
R et L qui a` l’origine de´signent les HRIR droite et gauche, peuvent de´signer l’enveloppe2
des HRIR ou encore l’enveloppe de l’e´nergie des HRIR (cf. fig. II.5). Cette me´thode
est la plus robuste des me´thodes d’estimation. Des modifications de cette technique ont
conside´re´ ce meˆme calcul en diffe´rentes bandes fre´quentielles. Les limites de l’estima-
tion MaxIACC se situent au niveau des positions proches de l’axe interaural. Comme
indique´ au paragraphe pre´ce´dent, les HRIR contralate´rales posse`dent parfois deux pics
principaux, alors que les HRIR ipsilate´rales sont constitue´s d’un seul pic : le maximum
de la fonction d’inter-corre´lation peut alors eˆtre situe´ sur le deuxie`me pic de la HRIR
contralate´rale.
1.3.3 Hypothe`se de line´arite´ de la phase
La troisie`me cate´gorie d’estimateurs de l’ITD utilise les informations de phase conte-
nues dans la composante a` exce`s de phase des HRTF. La phase de l’exce`s de phase e´tant
quasi-line´aire : un retard pur associe´ a` la pente de la phase peut eˆtre extrait. Une re´-
gression line´aire sur la phase de HRTFexcess est effectue´e sur un intervalle fre´quentiel
donne´ et le retard pur est la pente de la droite de re´gression. L’ITD est obtenue par la
diffe´rence des pentes (cf. fig. II.6) :
2L’enveloppe d’un signal temporel x(t) est donne´e par le module de sa transforme´e de Hilbert :
Envx(t)(t) = |Hilbert(x(t))|
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Fig. II.5 – Variation de la me´thode du maximum de la fonction d’intercorre´lation sur le
plan horizontal pour un calcul sur l’enveloppe de l’e´nergie des HRIR (turquoise) et pour
une mode´lisation gausienne de l’e´nergie (rouge). Les ITD repre´sente´es sont moyenne´es
sur toute la base LISTEN.
ITDphase = pentedroite − pentegauche (II.7)
Cette me´thode d’estimation est a` l’origine de la de´composition la plus commune
des HRTF qui motive cette e´tude et qui fait l’hypothe`se que les HRTFexcess sont des
filtres a` phase line´aire. Cependant, si le caracte`re line´aire de la phase peut eˆtre conside´re´
comme e´tant respecte´ a` toutes les positions, c’est alors la composante a` phase minimale,
sur laquelle est reporte´e la phase re´siduelle qui n’est plus ne´gligeable pour les positions
contrale´tarales, qui perd ses proprie´te´s de filtre a` phase minimale. Toutefois, il a e´te´
reporte´ que, malgre´ le caracte`re non-line´aire de la phase re´siduelle, ce surplus de phase,
qui est mode´lise´ par un filtre passe-tout, peut eˆtre remplace´ par un retard pur addi-
tionnel sans introduire d’artefacts audibles [Minaar et al. (2000)]. Enfin, l’ITDphase est
le´ge`rement de´pendante de la bande fre´quentielle dans laquelle est effectue´e la re´gression
line´aire (cf. fig. II.7).
Une autre me´thode d’estimation de l’ITD a` partir des informations de phase a e´te´
propose´e dans [Plogsties et al. (2000)]. L’ITD correspond au retard de groupe3 interaural
extrapole´ a` 0 HZ (cette technique est appele´e IGD0). Le retard de groupe de l’exce`s de
phase est mode´lise´ par des cellules d’ordre un et deux mises en cascades. Ces cellules ont
toutes un comportement asympotique plat en basses fre´quences, ce qui correspond a` un
retard pur. La valeur estime´e du retard de groupe est alors le re´sultat de la sommation de
tous ces comportements asympotiques des cellules, dont la valeur est lue a` la fre´quence
0 Hz. Dans [Minaar et al. (2000)], plusieurs me´thodes sont de´crites pour re´aliser cette
3Le retard de groupe est la valeur oppose´e de la de´rive´e de la phase en fonction de la fre´quence.
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Fig. II.6 – Principe de l’estimation de l’ITD par la me´thode de phase line´aire. Les deux
barres verticales repre´sentent la largeur de bande pour le calul de re´gression linaire.
L’ITD est obtenue par la diffe´rence des coefficients directeurs droit et gauche.
estimation, faisant ainsi le lien avec toutes les autres me´thodes existantes. Pour que cette
me´thode soit efficace, il faut forcer le module des HRTF a` eˆtre e´gal a` 1 a` 0 Hz, ce qui
peut poser des proble`mes d’interpolation vu le peu de confiance qu’il faut accorder aux
mesures des HRTF en basses fre´quences. Cette me´thode n’a pas e´te´ imple´mente´e dans
le reste de l’e´tude.
1.3.4 Conclusion sur les estimateurs de l’ITD
La description des diffe´rents types d’estimateurs illustre bien les difficulte´s rencontre´es
pour le choix d’une me´thode pour le mode`le {ITD⊕HRTFmin}, tant les me´thodes
propose´es diffe`rent sur leur imple´mentation et sur leur fondement. Etant donne´es les
JND rapporte´es en e´coute ste´re´ophonique, de l’ordre de 10 µs pour des sources frontales,
ainsi que la pre´cision de localisation en azimut, de l’ordre du degre´ [Blauert (1983)], une
erreur d’un seul e´chantillon temporel, qui a` 44100 Hz vaut 22,8 µs, devrait conduire a`
des artefacts audibles. Bien plus qu’une simple erreur de localisation, c’est surtout le
manque de cohe´rence entre ITD et composante a` phase minimale qui risque de ge´ne´rer
de plus grands de´fauts tels que la perception intra-craˆnienne. Une comparaison objective
et subjective des estimateurs apparaˆıt ne´cessaire. Avant de comparer les estimateurs, le
travail pre´sente´ dans le paragraphe suivant permet de mieux appre´hender les diffe´rentes
de´pendances de l’ITD.
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Fig. II.7 – Variation de la me´thode de line´arite´ de la phase sur le plan horizontal en
fonction de la bande de fre´quence de re´gression. Les ITD repre´sente´es sont moyenne´es
sur toute la base LISTEN.
1.4 De´pendances spatiales, fre´quentielles et individuelles de l’ITD
L’ITD, premier indice de localisation, varie principalement avec l’azimut de la source
sonore. L’ITD est contenue dans les HRTF a` phase mixte. De ce fait elle varie aussi
en e´le´vation, d’une personne a` une autre, avec la fre´quence, et comme indique´ dans le
paragraphe 1.3 avec la me´thode d’estimation. Ce paragraphe montre ces variations en
tentant d’en e´tablir une hie´rarchie.
1.4.1 L’ITD varie en azimut
La figure II.8 montre les variations d’une ITD moyenne en microseconde avec l’angle
d’azimut en degre´. L’ITD est calcule´e avec la me´thode MaxIACC (cf. § 1.3.2) pour des
positions de´crivant le plan horizontal (plan d’e´le´vation ou` les variations en azimut sont
maximales) et moyenne´e sur tous les sujets de la base de HRTF LISTEN (cf. § 1.3.1).
Avec ce calcul, l’ITD sur le plan horizontal est en moyenne de 6.1 µs. La valeur the´o-
rique est de 0 µs, ce qui correspond la valeur imple´mente´e car 6.1 µs est infe´rieure au pas
d’e´chantillonnage temporel (22,8 µs). L’ITD est globalement syme´trique par rapport au
plan me´dian et atteint ses extrema en θ = 90° et θ =270°. La figure II.8 fait apparaˆıtre
une pre´dominance des valeurs l’ITD pour l’he´misphe`re arrie`re. Globalement, cette obser-
vation n’est pas ve´rifie´e par un test de comparaison de moyenne4. Par contre, les positions
4Pour la comparaison des moyennes pour chaque he´misphe`re, un test de Kruskal-wallis est re´alise´
car la distribution n’est pas gaussienne. Pour la comparaison des positions syme´triques, une ANOVA
re´alise´e sur les positions. L’ANOVA indique un effet significatif de l’azimut.
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105° et 255° ont des ITD supe´rieurs (en valeur absolue), aux positions syme´triques de
l’he´misphe`re avant, c’est-a`-dire θ = 75° et θ = 285°. Cette observation est confirme´e par
un test HSD (Honestly Significant Difference) de Tuckey qui montre que les diffe´rences
observe´es sont significatives. Ces observations peuvent se justifier par la position relative
des oreilles par rapport au plan frontal, qui se trouvent le´ge`rement dans l’he´misphe`re
arrie`re [Algazi et al. (2001a)]. Ceci montre la pre´sence de diffe´rents morphotypes dans la
base LISTEN. Si les oreilles sont diame´tralement oppose´es, comme pour le mode`le de teˆte
sphe´rique de [Woodworth and Schloesberg (1962)], l’axe interaural est confondu avec un
diame`tre et les maxima de l’ITD sont atteints en ± 90°. Si les oreilles sont positionne´es
dans l’he´misphe`re arrie`re, les maxima sont situe´s, par exemple, en θ = 105° et θ = 255°
et l’axe interaural est une corde, pour le mode`le sphe´rique, et est de´place´ par rapport au
centre de la teˆte.
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Fig. II.8 – ITDMaxIACC moyenne en valeur absolue pour la base LISTEN sur le plan
horizontal. L’ITD est affiche´e en microseconde.
1.4.2 L’ITD varie en e´le´vation
Comme le mode`le de teˆte sphe´rique a longtemps e´te´ utilise´ pour de´crire la localisa-
tion auditive, les variations de l’ITD avec l’e´le´vation, au sens des coordonne´es polaires-
interaurales, n’e´taient pas prises en compte. En effet, le mode`le sphe´rique, ainsi que tout
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autre mode´lisation avec les oreilles diame´tralement oppose´es, a ses coˆnes de confusions
inclus dans des plans d’azimut constant (plans sagittaux). Pourtant le simple report de
l’ITD sur des plans sagittaux fait apparaˆıtre des variations. Ces variations, dues a` la non
sphe´ricite´ de la teˆte et au de´calage des oreilles par rapport en centre de la teˆte, peuvent
atteindre 18 % de la valeur maximale de l’ITD, ce qui correspond a` un de´calage de la
source de 15° en azimut [Duda et al. (1999)]. La figure II.9 repre´sente l’ITD moyenne´e
(en microseconde) en fonction de l’angle d’e´le´vation en degre´ pour tous les sujets de la
base CIPIC (cf. § III.1.3.2) pour trois plans sagittaux (25°, 45° et 65° d’azimut). L’ITD
augmente avec l’e´le´vation jusqu’a` φ = 120° et diminue ensuite, ce qui peut eˆtre explique´
par la position des oreilles le´ge`rement situe´es dans l’he´misphe`re infe´rieur [Duda et al.
(1999); Algazi et al. (2001a)]. L’amplitude de variation de´pend de l’azimut du coˆne et
est maximale pour le coˆne a` 45°.
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Fig. II.9 – ITDseuil moyenne en valeur absolue de la base CIPIC sur des plans verti-
caux. Cone 65° en bleu, Cone 45° en rose et Cone 25° en rouge. L’ITD est affiche´e en
microseconde.
1.4.3 L’ITD varie individuellement
Les variations en azimut et en e´le´vation de´pendent du sujet. Les variations indivi-
duelles sont directement lie´es a` la morphologie du sujet et elles doivent eˆtre reproduites
pour l’individualisation de la synthe`se binaurale. Par exemple, les valeurs extreˆmes aug-
mentent avec le pe´rime`tre de la boˆıte craˆnienne ou la largeur de la teˆte [Middlebrooks
II.1 Etat de l’art de la connaissance sur l’ITD 55
(1999)]. La position du canal auditif par rapport au centre de la teˆte joue aussi un roˆle
dans les variations de l’ITD [Duda et al. (1999); Algazi et al. (2001c)]. La figure II.10
de´crit l’e´volution de l’ITDMaxIACC en microseconde des 51 sujets de la base LISTEN en
fonction de l’angle d’azimut pour le plan horizontal. La valeur maximale varie entre 650
µs et 900 µs et trois types de sujets se de´tachent :
- les sujets dont les extremum se situent en θ =90° et θ =270° (55 % des sujets),
- les sujets dont les extremum se situent dans l’he´misphe`re arrie`re en θ =105° et
θ =255° (41 % des sujets).
- les sujets dont le maximum se situe en θ =285° (4 % des sujets).
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Fig. II.10 – Diagramme polaire de l’ITDMaxIACC en valeur absolue pour chaque sujet
de la base LISTEN sur le plan horizontal. L’ITD est affiche´e en microseconde.
La figure II.11 de´crit l’e´volution de l’ITDMaxIACC en microseconde des 45 sujets de
la base LISTEN en fonction de l’angle d’e´le´vation en degre´ pour le plan vertical d’azimut
65°. Pour ce plan vertical, l’ITD varie entre 350 µs et 650 µs. L’ITD varie en valeur
moyenne et la position du maximum se de´place d’une teˆte a` l’autre.
1.4.4 L’ITD varie avec l’estimation
L’analyse du paragraphe 1.3 ayant montre´ les diffe´rences au sein meˆme d’une famille
d’estimateurs, il est inte´ressant de comparer globalement ces familles. Pour comparer
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Fig. II.11 – Diagramme polaire de l’ITDseuil en valeur absolue pour tous les sujets de
la base CIPIC sur le plan vertical d’azimut 65°. L’ITD est affiche´e en microseconde.
ces me´thodes sans trop introduire les variations individuelles, une ITD normalise´e est
calcule´e sur le plan horizontal de la manie`re suivante :
ITDnorm(θ) =
1
Nbsujet
∑
i
ITDi(θ)
maxθ{ITDi(θ)} (II.8)
avec i indice du sujet. Cette ITD est calcule´e a` partir de quatres me´thodes diffe´rentes :
- ITDphase = re´gression line´aire de la phase de l’exce`s de phase pour l’intervalle
[1000-5000] Hz (vert),
- ITDMaxIACC = maximum de la fonction d’intercorre´lation sur l’enveloppe des
HRIR (rouge),
- ITDseuil = seuil a` 50 % du maximum de la HRIR (bleu),
- ITDsphere = ITD du mode`le de teˆte sphe´rique avec oreilles diame´tralement oppose´es
et a = 87.5 mm (noir),
La figure II.12 illustre les 4 ITD ainsi de´crites. Les diffe´rences entre les me´thodes sont
bien visibles et apparaissent principalement pour les positions late´rales. L’ITDphase fait
apparaˆıtre une plus grande variabilite´ inter-individuelle : le maximum e´loigne´ de la valeur
1 signifie que l’azimut du maximum se de´place d’un sujet a` l’autre. De plus les autres
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Fig. II.12 – ITDnorm moyenne en valeur absolue de la base LISTEN sur le plan horizontal
pour trois estimations. Courbe bleue : ITDseuil, Courbe rouge : ITDMaxIACC , Courbe
verte : ITDphase et Courbe noire ITDsphere.
positions font apparaˆıtre de faibles valeurs de ITDnorm ce qui montre que le maximum de
l’ITD est sur-dimensionne´ par rapport aux autres valeurs. Les autres me´thodes ne font
pas apparaˆıtre de tels comportements. L’ITDseuil semble proche de ITDsphere qui est
parfaitement syme´trique. La diffe´rence entre ITDseuil et ITDMaxIACC reste assez faible.
1.4.5 L’ITD varie avec la fre´quence
La de´finition mathe´matique de l’ITD en fonction de la fre´quence est la diffe´rence du
retard de groupe entre les HRIR droite et gauche [Algazi and Duda (2002)]. Dans [Kuhn
(1977)], une e´tude expe´rimentale est mene´e sur des mesures effectue´es sur un mannequin
KEMAR et l’ITD est donne´e par la diffe´rence de phase entre les deux microphones.
Kuhn de´termine l’existence de deux ITD asymptotiques : une ITD basse fre´quence et
une ITD haute fre´quence, la transition s’effectuant entre 500 Hz et 3000 Hz. Un rapport
de 1
2
est alors observe´ entre l’ITD HF et l’ITD BF. L’ITD HF est bien reproduite par la
formule de Woodworth (cf. e´quation II.1). Seulement cette observation est contradictoire
avec l’hypothe`se de line´arite´ de l’exce`s de phase, qui suppose un retard pour toutes les
fre´quences, et la zone de raccordement fre´quentiel des deux ITD n’est pas bien de´finie.
Perceptivement, il semble difficile de conside´rer qu’une source large bande soit entendue
a` deux endroits diffe´rents. McFadden [McFadden (1981)] explique que le syste`me auditif
aurait besoin de le´ger retards entre ses fibres nerveuses, accorde´es sur diffe´rentes bandes
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fre´quentielles, pour construire le meˆme azimut entre les diffe´rentes bandes fre´quentielles.
Ainsi l’ITD objective varie avec la fre´quence, et l’apprentissage fait que le traitement
binaural de l’information regroupe les diffe´rentes ITD pour construire une seule position
subjective. De plus, comme tous les travaux pre´sente´s ici sont re´alise´es dans le cadre
de l’imple´mentation {ITD⊕HRTFmin} de la synthe`se binaurale, la variation de l’ITD
avec la fre´quence n’est pas aborde´e et il est recherche´ une ITD ade´quate pour toute la
bande audible.
1.4.6 L’ITD varie avec la distance
Dans une e´tude comparative de diffe´rentes me´thodes de calcul de l’ITD, Miller [Miller
(2001)] montre que l’ITD varie tre`s peu avec la distance de la source. Cette observation est
cohe´rente avec [Brown and Duda (1998); Duda et al. (1999)] qui indiquent que la variation
de l’ITD est plus importante avec la fre´quence qu’avec la distance. Dans [Miller (2001)],
l’auteur e´tablit une formulation de l’ITD du mode`le sphe´rique sur des conside´rations
ge´ome´triques et introduit ainsi la de´pendance avec la distance. Cette de´pendance est
importante surtout pour le champ proche mais semble artificielle compare´e a` des mesures
effectue´es a` diffe´rentes distances sur un mannequin KEMAR. De plus, les mesures de
HRTF sur lesquelles sont re´alise´s les travaux pre´sente´s ici, ont toutes e´te´ re´alise´es a`
distance fixe. La variation de l’ITD avec la distance n’est donc pas aborde´e ici.
1.4.7 Comparaison des de´pendances
Le tableau II.1 pre´sente l’amplitude de variation des diffe´rentes de´pendances de l’ITD.
Pour les variations en azimut et en e´le´vation, une ITD moyenne´e sur les individus est
conside´re´e : pour l’azimut il s’agit de l’ITDMaxIACC sur le plan horizontal pour les sujets
de la base LISTEN et pour l’e´le´vation il s’agit de l’ITD donne´e par la base CIPIC pour
le plan d’azimut θ = -45°. Pour les variations selon la me´thode, l’amplitude de variation
correspond a` l’ITD maximale par les trois me´thodes de calculs (seuil, phase et MaxIACC
) pour tous les sujets de la base LISTEN pour le plan horizontal. Pour la comparaison
des variations selon les individus, l’intervalle reporte´ correspond a` la variation entre les
maxima d’ITD pour la me´thode MaxIACC et pour la base LISTEN.
Tab. II.1 – Amplitude de variation des de´pendances de l’ITD.
De´pendance [Min - Max] (µs)
Azimut [-716 ; 730]
Elevation [333 ; 417]
Me´thode [748 ; 884]
Individu [635 ; 884]
Une comparaison des de´pendances de l’ITD ne saurait eˆtre exhaustive et demande-
rait de nombreux calculs et notamment le calcul d’ITD normalise´e dont la nature du
terme normalisateur reste a` de´finir. Le tableau II.1 permet tout de meˆme une premie`re
e´valuation de l’importance des variations de l’ITD. Ainsi, la variation de l’ITD est plus
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importante en azimut qu’en e´le´vation. Selon les crite`res employe´s, la variation inter-
individuelle est plus importante que les variations en e´le´vation. De plus, les variations
entre me´thodes semblent plus faibles que les variations entre individus.
Le choix d’un estimateur de l’ITD tient en compte le fait qu’il reproduise correctement
les diffe´rents variations spatiales et individuelles de l’ITD. Ce choix peut aussi eˆtre re´alise´
en conside´rant que l’erreur introduite par l’estimateur reste infe´rieure a` l’acuite´ auditive
de l’ITD. Cette acuite´ est caracte´rise´e par la mesure du seuil d’audibilite´ d’un e´cart entre
deux ITD (ITD calcule´e et ITD perc¸ue). Il s’agit de la plus petite diffe´rence perc¸ue entre
deux ITD ou JND (Just Noticeable Difference) de l’ITD. Le paragraphe suivant pre´sente
les principales me´thodes pour la mesure d’une JND et leur application a` l’ITD.
1.5 Acuite´ auditive de l’ITD
L’ITD varie sur les plans sagittaux et les donne´es pre´sentes dans la litte´rature ne
permettent pas de re´pondre, du moins dans l’e´tat des connaissances rassemble´es pour
cette e´tude, a` la question de la perception de ces variations. Le pouvoir de se´paration
angulaire de sources sonores a e´te´ e´tablit, mais rien n’est connu sur l’acuite´ auditive
de l’ITD sur les plans sagittaux. Des donne´es psychoacoustiques sont manquantes : la
connaissance de la JND de l’ITD pour des plans sagittaux permettrait de re´pondre.
La de´marche suivie (cf e´quation II.9) consiste a` conside´rer qu’un e´cart est perc¸u si il
est supe´rieur a` la JND meˆme si la de´finition d’une JND est lie´e a` un pourcentage de
de´tection qui peut varier entre 50% et 100 % selon les me´thodes de mesure de la JND.
ITDcalcul est perceptivement correct si et seulement si
|ITDcalul − ITDref | < JND (II.9)
ou` ITDref est une ITD de re´fe´rence, par exemple l’ITD a` φ = 0° par rapport aux autres
e´le´vations pour savoir si les variations de l’ITD en e´le´vation sont perc¸ues.
De nombreuses me´thodes existent pour l’estimation d’un seuil de perception et elles
ont e´te´ applique´es pour de´terminer les JND de l’ITD mais, comme le montre la par-
tie consacre´e a` l’e´tat de l’art dans ce domaine, le cas de l’imple´mentation {ITD⊕
HRTFmin} de la synthe`se binaurale n’a pas e´te´ e´tudie´. Le principe de base des me´-
thodes d’estimation de seuil est de pre´senter des couples de stimuli, par exemple un
stimulus avec une ITD de re´fe´rence, ITDref , et un stimulus avec une ITD variable e´gale
a` ITDvar = ITDref +∆ITD. Le parame`tre de l’expe´rience est alors ∆ITD.
Cette section est divise´e en deux parties. La premie`re partie de´crit l’e´tat de l’art sur
l’estimation de la JND de l’ITD. La deuxie`me partie expose les travaux expe´rimentaux
qui conduisent au choix de deux me´thodes. Ces deux protocoles sont ensuite utilise´s dans
la section consacre´e a` la mesure de la JND de l’ITD sur les coˆnes de confusion (cf. § 4).
1.5.1 Etat de l’art sur l’estimation de la JND de l’ITD
La JND de l’ITD ainsi que la re´solution spatiale du syste`me auditif humain, qui per-
met une interpre´tation en terme d’ITD, a e´te´ largement e´tudie´e. Devant cette litte´rature
abondante, il peut eˆtre utile de distinguer les e´tudes en e´coute champ libre [Mills (1958);
Blauert (1983); Oldfield and Parker (1984); Perrot (1984); Perrot and Saberi (1990)], des
e´coutes avec un casque ste´re´ophonique [Klump and Eady (1956); von Be´ke´sy (1960);
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Hershkowitz and Durlach (1969); Domnitz (1973); Hafter and Maio (1975); McFadden
and Pasanen (1976); Domnitz and Colburn (1977); Zurek (1985); Tollin and B. (1998);
Litovsky et al. (2000)] et des e´coutes en synthe`se binaurale ou` les stimuli sont filtre´s
par des HRTF [Ericson and McKinley (1989); Divenyi and Oliver (1989); Grantham
et al. (2005); Best et al. (2004)]. Globalement, les expe´riences mene´es en champ libre et
en e´coute ste´re´ophonique rapportent une JND similaire. La JND augmente avec l’angle
d’azimut et atteint son minimum pour le plan me´dian. Certaines e´tudes ont meˆme re-
porte´ l’impossibilite´ d’obtenir la JND pour les positions proches de l’axe interaural [Mills
(1958)] ou quand l’e´cart angulaire entre deux stimuli n’est pas assez important [Divenyi
and Oliver (1989)].
Klump et Eady [Klump and Eady (1956)] ont e´value´ la JND de l’ITD pour diffe´rents
types de stimuli et pour diffe´rentes ITD de base, c’est-a`-dire pour diffe´rentes positions
dans le plan horizontal, en e´coute ste´re´phonique. Les sujets e´coutent deux sons conse´cutifs
et il leur est demande´ d’identifier lequel est perc¸u le plus a` gauche. La JND est estime´e
a` 75 % de la courbe psychome´trique. Cette e´tude donne les variations de JND pour des
bruits de diffe´rentes bandes de fre´quences, pour des clicks uniques ou en se´rie, pour des
sons purs de fre´quences comprises entre 90 Hz et 3200 Hz et ce pour diffe´rents ITDref . La
JND la plus faible est obtenue pour ITDref = 0 µs (position frontale) avec un bruit dans
une bande [100 ; 1700] Hz et vaut 9 µs. Dans une e´tude sur la discrimination angulaire
(MAA en anglais pour Minimum Audible Angle) en champ libre5, [Mills (1958)] demande
au sujet de juger la position relative de deux stimuli conse´cutifs. La JND est estime´e a` 50
% de la courbe psychome´trique par une interpolation line´aire entre les points repre´sentant
25 % et 75 % . Bien que l’e´coute champ libre contienne une ILD qui donne au sujet des
indices de localisation supple´mentaires, un seuil de 10 µs est trouve´ pour un son pur a` 750
Hz. Dans [Domnitz and Colburn (1977)], l’e´tude est consacre´e a` l’effet conjoint de l’ITD
et l’ILD sur la JND de l’ITD. Le protocole utilise´ est une me´thode adaptative a` choix force´
avec retour visuel sur la validite´ de la re´ponse. Le stimuli est un son pur a` 500 Hz d’une
dure´e de 300 ms et la JND obtenue la plus faible est de 10 µs. Cette JND est confirme´e
par Zurek [Zurek (1985)] pour des stimuli large bande et par Henning [Henning (1974)]
pour un son harmonique module´ en amplitude. Cette valeur de 10 µs est aussi en accord
avec Hafter et Maio [Hafter and Maio (1975)] qui utilisent des clicks de 20 µs de fre´quence
centrale variant entre 100 Hz et 2000 Hz et avec une proce´dure adaptative a` choix force´
avec retour visuel des re´ponses. Meˆme avec une synthe`se binaurale non-individuelle, une
JND de 16 µs est estime´ [Grantham et al. (2003)]. La seule e´tude connue au moment de
la re´daction se rapportant a` la re´solution de l’e´coute en synthe`se binaurale individuelle
est [Best et al. (2004)]. Best et al. donne une JND de 50 µs pour des stimuli simultane´s.
Cette valeur est nettement supe´rieurs aux autres donne´es des e´tudes pre´ce´dentes. Une
cause possible de cette diffe´rence est explique´e par le fait qu’il est plus difficile d’extraire
de l’information de provenant de sons simultane´s que d’une pre´sentation conse´cutive. Les
principales donne´es de la litte´rature sont reporte´es dans le tableau II.2.
L’e´tude pre´sente´e ici a pour but d’estimer la JND de l’ITD associe´ a` une imple´menta-
tion {ITD⊕HRTFmin} de la synthe`se binaurale, pour des positions variant en azimut
et en e´le´vation. La recherche bibliographique pre´sente´e dans le paragraphe pre´ce´dent ne
permet pas de de´gager le protocole le mieux adapte´ a` cette estimation. Le paragraphe
suivant expose des tests d’e´coute permettant de mieux appre´hender les diffe´rences entre
5La relation entre MAA et JND est base´e sur des mesures de phase re´alise´es sur une teˆte artificielle
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Tab. II.2 – JND des e´tudes ante´rieurs pour ITDref = 0µs.
Re´fe´rence Condition d’e´coute JND (µs)
[Klump and Eady (1956)] ste´re´phonique 9
[Mills (1958)] champ libre 10
[Domnitz and Colburn (1977)] ste´re´phonique 10
[Grantham et al. (2003)] binaurale 16
[Best et al. (2004)] binaurale individualise´e 50
les protocoles.
1.5.2 Comparaison de diffe´rents protocoles : pre´sentation
De nombreux protocoles expe´rimentaux existent pour la mesure de seuils de percep-
tion. En plus du protocole, plusieurs types de pre´sentations des stimuli et plusieurs types
de taˆches existent et influent sur les valeurs des seuils, ou sur les moyens de les obtenir.
Un seuil de perception est de´fini par rapport a` la courbe psychome´trique du parame`tre
teste´ et correspond a` un niveau du parame`tre qui donne X % de bonnes re´ponses (par
exemple seuil a` 75%). Une bonne re´ponse de´pend du type de pre´sentation des stimuli
associe´ a` la question pose´e au sujet. Il peut eˆtre distingue´ principalement deux sortes de
protocoles pour la construction de la courbe psychome´trique ou pour l’estimation directe
d’une valeur de seuil.
Me´thodes des constantes Dans ce genre d’expe´rience, l’expe´rimentateur doit cre´er a`
l’avance les groupes de stimuli correspondant a` diffe´rents niveaux du parame`tre teste´. Il
doit donc s’assurer que les valeurs teste´es couvrent une plage de parame`tre assez large,
par exemple pour couvrir la courbe psychome´trique de 10 % a` 90 % de bonnes re´ponses.
Les diffe´rents groupes de stimuli sont pre´sente´s dans un ordre ale´atoire. L’estimation du
seuil se fait sur le trace´ de la courbe psychome´trique ou sur une fonction repre´sentative
des re´sultats [Levitt (1970)]. L’avantage de cette me´thode est qu’elle couvre un large
panel de valeurs du parame`tre et que le nombre de pre´sentations de chaque valeur de
parame`tre est le meˆme. L’inconve´nient majeur est qu’il faut connaˆıtre a` l’avance un ordre
de grandeur du seuil a` estimer, sinon un nombre important de stimuli doit eˆtre pre´sente´s.
De plus, si un seul seuil est de´sire´, le temps de test est beaucoup plus long que pour les
me´thodes adaptatives.
Me´thodes adaptatives Ce sont des me´thodes qui de´terminent le niveau du parame`tre en
fonction du niveau pre´ce´dent et de la re´ponse du sujet. Plusieurs protocoles adoptent ce
principe de fonctionnement et de nombreuses familles de me´thode adaptatives existent.
La me´thode Von Be´ke´sy, pour la de´termination rapide des seuils d’audition, ou courbes
isosoniques, est une me´thode adaptative. La me´thode adaptative consiste en un parcours
de re´ponses. Un parcours type est repre´sente´ en figure II.13. Une se´rie de re´ponses dans
un sens est appele´ un run. Un changement de direction est nomme´ un retournement. Si
le sujet donne un bonne re´ponse le niveau du parame`tre baisse. En revanche, il augmente
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si la re´ponse est mauvaise. A chaque retournement, le pas est re´duit et la convergence
est assure´e par un nombre de retournements fixe´.
Fig. II.13 – Repre´sentation des ITD en nombre d’e´chantillons au cours d’un essai. Les
valeurs d’ITD modifie´es par le sujet sont repre´sente´es a` l’aide d’e´toiles bleues. Le pas de
variation est re´duit apre`s chaque retournement.
Ces me´thodes ont l’avantage particulier de s’adapter aux re´ponses du sujet et donc
peu de choses sont a` connaˆıtre a priori. De plus, une estimation rapide du seuil est pos-
sible, sans avoir a` tracer la courbe psychome´trique. La me´thode retenue pour l’estimation
rapide du seuil, consiste a calculer la moyenne du deuxie`me run, ou mid-run estimate.
Cette estimation du seuil a empiriquement donne´ de meilleur re´sultats que des me´thodes
complexes d’analyse de donne´es. Une ve´rification de l’influence de la me´thode d’estima-
tion re´alise´e sur les donne´es expe´rimentales expose´es plus loin dans le document a montre´
la faible variation inter-me´thodes (cf. fig. II.14). Par contre une attention particulie`re doit
eˆtre porte´e sur la valeur des pas de variations : si ils sont trop grands l’estimation du
le seuil risque d’eˆtre peu fiable, si il est trop petit de nombreuses observations risquent
d’eˆtre inutiles. Dans [Levitt (1970)], des proce´dures adaptatives modifie´es sont propose´es.
Ces me´thodes proposent diffe´rentes strate´gies de convergence. Par exemple, la me´thode
2down-1up fait augmenter le seuil, re´ponse haute, pour une mauvaise re´ponse et le fait
baisser, re´ponse basse, pour une se´rie de deux bonnes re´ponses conse´cutives. Les me´-
thodes adaptatives modifie´es permettent ainsi d’estimer un seuil au niveau duquel la
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probabilite´ de re´ponse haute est e´gale a` la probabilite´ de re´ponses basses. Par exemple,
dans le cas d’une me´thode 1down-1up, le seuil est estime´ a` 50 % de la courbe psychome´-
trique et dans le cas d’une me´thode 2down-1up, le seuil est estime´ a` 70 % de la courbe
psychome´trique.
Me´thodes de pre´sentation des stimuli Le type de pre´sentation des stimuli peut avoir
une influence sur la valeur des seuils de perception et une combinaison ade´quate de
proce´dure psychophysique et de pre´sentation des stimuli doit eˆtre trouve´e [Kollmeier et al.
(1988)]. Les taˆches de discrimination de sources en e´coute binaurale sont particulie`rement
difficiles et il faut s’assurer que la taˆche demande´e au sujet maximise ses chances de
re´ussites. Quatre proce´dures diffe´rentes, trois constantes et une adaptative, sont teste´es
pour la de´termination de la JND de l’ITD :
AB : Le sujet entend deux stimuli qui diffe`rent seulement par leur ITD et il lui est
demande´ d’indiquer celui qui lui paraˆıt le plus a` gauche. La proce´dure employe´e est
la me´thode des constantes. Ce type de proce´dure est aussi nomme´e 2-intervalles
2-ACF.
ABX : Le sujet entend trois stimuli et le dernier est une re´pe´tition du premier ou du
deuxie`me. Il est demande´ d’indiquer si X=A ou X=B. La proce´dure employe´e est
la me´thode des constantes. Ce type de proce´dure est aussi nomme´e 3-intervalles
2-ACF.
ABC1 : Le sujet entend trois stimuli dont deux sont identiques. Il est demande´ d’indi-
quer celui qui est diffe´rent des deux autres. La proce´dure employe´e est la me´thodes
des constantes. Ce type de proce´dure est aussi nomme´e 3-intervalles 3-ACF.
ABC2 : Meˆme proce´dure qu’avec ABC1 mais en employant une me´thode adaptative
modifie´e de type 2down-1up.
Ces me´thodes sont re´alise´es avec retour visuel des re´ponses. Les combinaisons des
stimuli sont pre´sente´es de manie`re ale´atoire, sauf pour ABC2. Les stimuli sont des bruits
blancs gaussiens de dure´e e´gale a` 400 ms avec une attaque et une fin en cos2 de 10 ms
chacune. La dure´e inter-stimuli est de 500 ms. Les stimuli sont e´chantilonne´s a` 96 kHz,
ce qui donne un ∆ITDmin de 10.4 µs. Les stimuli sont justes retarde´s par un ∆ITD et
aucun filtrage par des HRTF n’est re´alise´ : la perception est intra-craˆnienne. Les re´sultats
attendus doivent eˆtre alors proches des valeurs issues de la litte´rature, c’est-a`-dire 10 µs
pour ITDref = 0 µs.
1.5.3 Comparaison de diffe´rents protocoles : e´tude expe´rimentale
1.5.4 Test ABC2
Proce´dure Un protocole adaptatif modifie´ est re´alise´. Les parame`tres du protocole sont
les suivants :
- re`gles de parcours : 2down-1up
- convergence : 6 retournements ou 2 bonnes re´ponses pour ∆ITD = 1 e´chantillon
- ∆ITD de de´part : choix ale´atoire dans l’intervalle [1 - 5] e´chantillons
- variation du pas : [4 3 2 1 1 1] e´chantillon
28 sujets na¨ıfs ont participe´ a` cette expe´rience (11 femmes et 17 hommes). Les seuils
sont mesure´s autour de 4 ITD de re´fe´rence : ITDref1 = 0 µs (position frontale, θ = 0° et
φ = 0°), ITDref2 = 250 µs (θ = 30° et φ = 0°), ITDref3 = 500 µs (θ = 60° et φ = 0°) et
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ITDref4 = 750 µs (oreille droite, θ = 90° et φ = 0°)6. Chaque ITDref est re´pe´te´e 5 fois.
Un apprentissage de 10 min e´tait donne´ aux sujets avant de passer le test.
Re´sultats Les re´sultats pre´sente´s ne tiennent pas compte des re´ponses de 5 sujets pre´-
sentant des seuils pour ITDref1 supe´rieurs a` 120 µs et 3 sujets dont les re´ponses s’e´cartent
de deux fois l’e´cart-type par rapport a` la moyenne des re´ponses. Plusieurs me´thodes
d’estimation du seuil existent et e´vitent de devoir balayer une large plage de valeurs de
parame`tres pour la construction de la courbe psychome´trique. Quatres me´thodes d’esti-
mations sont compare´es :
- mid-run estime le seuil en calculant la moyenne du run compris entre le 1er et le
2ieme retournement,
- quatre dernie`res calcul une moyenne sur les 4 derniers run,
- meilleure dernie`re donne la valeur la plus faible de la fin du parcours,
- moyenne globale e´value une moyenne sur toutes les valeurs du parcours.
Les valeurs des seuils pour diffe´rentes me´thodes d’estimation de seuil sont reporte´es en
figure II.14. Comme attendu [Klump and Eady (1956)], le seuil augmente avec ITDref
et cette tendance est suivie par toutes les me´thodes d’estimation. Les e´carts entre les
me´thodes testent faibles, sauf pour ITDref4. Comme mid-run pre´sente les valeurs les
plus faibles, c’est cette technique qui est retenue dans la suite.
La figure II.15 repre´sente la dispersion de la JND en fonction de ITDref pour la
me´thode d’estimation mid-run. Elle fait apparaˆıtre une augmentation du seuil moyen.
La dispersion des re´ponses est quasiment constante sauf pour ITDref4 qui pre´sente une
dispersion largement supe´rieure. Cette dispersion maximum pour ITDref4 est cohe´rente
avec une augmentation de la difficulte´ de la taˆche pour des positions perc¸ues proches
d’une oreille [Mills (1958)]. Ces observations sont confirme´es par les valeurs inscrites
dans le tableau 1.5.4.
Tab. II.3 – Moyennes et e´cart-types des seuils mesure´s pour les diffe´rents ITDref . Valeurs
calcule´es sur la base de cent estimations du seuil.
ITDref (µs) 0 250 500 750
Moyenne (µs) 69.9 86.4 100.7 151.1
Ecart-type (µs) 23.6 26.0 30.3 68.4
Les valeurs moyennes du tableau 1.5.4 donnent des seuils largement supe´rieurs a`
ceux des e´tudes pre´ce´dentes. Plusieurs points doivent eˆtre pris en conside´ration pour
comparer ces re´sultats a` ceux de la litte´rature. Premie`rement, les sujets n’ont rec¸u qu’un
entraˆınement rapide d’une dizaine de minutes. Les e´tudes sur les JND de l’ITD font
souvent mention de plusieurs heures d’entraˆınement, voir une centaine. Deuxie`mement, la
me´thode utilise´e est a` choix force´ de 1 parmi 3 stimuli. La plupart des e´tudes pre´ce´dentes
ont eu recours a` des me´thodes a` choix force´ de 1 parmi 2 stimuli. Par exemple, dans
[Klump and Eady (1956)] les sujets doivent juger lequel des deux sons pre´sente´s est situe´
le plus a` gauche. Ce type de jugement peut paraˆıtre plus facile a` re´aliser, vu qu’il ne
6Les positions d’azimut indique´es sont donne´es a` titre indicatif sur la base de la formule de Woodworth
avec un rayon de teˆte e´gale a` 875 mm et de´pendent fortement de l’individu.
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Fig. II.14 – JND en en fonction de l’ITD de base et pour plusieurs estimateurs du seuil.
mid-run estime le seuil en calculant la moyenne du run compris entre le 1er et le 2ieme
retournement, quatres dernie`res calcul une moyenne sur les 4 derniers run, meilleure
dernie`re donne la valeur la plus faible de la fin du parcours et moyenne globale e´value
une moyenne sur toutes les valeurs du parcours.
fait appel ni aux performances de localisation, ni a` la me´moire, le sujet jugeant d’un
mouvement de la source. Les avantages de ces me´thodes sont de´crits dans [Yost et al.
(1974)].
Les me´thodes adaptatives sont tre`s utilise´es dans les expe´riences d’e´coute et notam-
ment en e´coute binaurale car elles pre´sentent de nombreux avantages par rapport aux
autres techniques tels qu’une meilleure efficacite´, une plus grande flexibilite´ et une moins
grande de´pendance aux hypothe`ses restrictives. Ainsi Perrot et Saberi [Perrot and Saberi
(1990)] utilisent une me´thode adaptative 1 intervalle 2 ACF 3down-1up et un retour vi-
suel des re´ponses (le sujet indique s’il entend le deuxie`me son a` gauche ou a` droite du
premier son) pour mesurer des MAA en e´coute en champ libre pour des positions qui
varient en e´le´vation et en azimut. Tolling et al. [Tollin and B. (1998)] se servent d’une
me´thode adaptive 2 intervalles 2 ACF avec retour visuel des re´ponses, 3 down-1up pour
e´tudier l’influence de la dure´e de l’intervalle entre deux clicks sur l’ITD. Trahiotis et al.
[Trahiotis et al. (1990)] montrent meˆme que ces me´thodes permettent d’atteindre avec des
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Fig. II.15 – JND en fonction de ITDref . Les parties infe´rieures et supe´rieures des boˆıtes
bleues sont les 1er et 3ime quartiles. La ligne rouge au milieu de la boˆıte repre´sente la
valeur me´diane. Les valeurs indique´es par les barres horizontales de part et d’autre de
la boˆıte repre´sentent une mesure de dispersion donne´e par 150 % de la distance inter-
quartiles.
sujets na¨ıfs et de`s la premie`re session (pas d’effet d’apprentissage observe´) des niveaux
de seuils e´tablis par des experts avec des me´thodes a` parame`tres fixe´s. Cependant pour
notre expe´rience, les re´sultats de ce premier test font apparaˆıtre des seuils de perceptions
largement supe´rieurs a` ceux rencontre´s dans la litte´rature (10 µs contre 70 µs).
1.5.5 Tests AB, ABX et ABC1
Protocole Trois autres tests ont e´te´ re´alise´s pour e´valuer les diffe´rences avec trois autres
me´thodes constantes. Quatre sujets ont participe´ a` ce test comparatif (3 hommes et une
femme) dont deux na¨ıfs et deux experts. Le parame`tre e´tait l’ITD variant entre 0 µs
et 52 µs par pas de 10.4 µs (valeur d’un e´chantillon a` Fe = 96000 Hz). Chaque valeur
d’ITD e´tait re´pe´te´e 50 fois. Le niveau ITDref = 0 µs e´tait pre´sente´ a` chaque essai. Aucun
entraˆınement spe´cifique n’a e´te´ de´livre´ aux sujets avant d’aborder ce test.
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Re´sultats Un e´cart ∆ITD est de´signe´ comme perc¸u si le pourcentage de re´ponses cor-
rectes de la condition ITDref +∆ITD est significativement diffe´rent du pourcentage de
re´ponses correctes de la condition ITDref (hypothe`se nulle
7 rejete´e a` 95 %). La figures
II.16, II.17 et II.18 pre´sentent les pourcentages de re´ponses correctes en fonction de l’ITD
pre´sente´e.
Fig. II.16 – Pourcentage de re´ponses correctes en fonction de ∆ITD pour la proce´dure
AB.
Les figures II.16, II.17 et II.18 montrent clairement des diffe´rences entre les seuils
mesure´s. Les seuils d’ITD perc¸us les plus bas sont obtenus par la me´thode AB et les
seuils les plus e´leve´s par la me´thode ABX. Une augmentation du pourcentage de re´ponses
correctes avec l’ITD est observe´e globalement pour toutes les me´thodes. La me´thode
ABX semble eˆtre la moins bien re´alise´e par les sujets : il n’y a pas d’e´volution franche du
pourcentage de re´ponses correctes et aucun ∆ITD n’a pu eˆtre conside´re´ comme perc¸u
pour le sujet 3 avec cette me´thode. D’apre`s des entrevues informelles a` la suite du test,
il est apparu nettement que la tache ABX a e´te´ la plus dure a` re´aliser. Le tableau II.4
donne les JND en fonction de la me´thode utilise´e. La dernie`re colonne reporte le seuil
obtenu avec le test ABC2 pour la condition ITDref = 0 µs.
Le tableau II.4 fait clairement apparaˆıtre des diffe´rences sur les seuils de perception en
fonction de la me´thode utilise´e. Seule la me´thode AB procure des JND similaires a` ceux
7Hypothe`se nulle : la diffe´rence observe´e entre les pourcentages est due au hasard de l’e´chantillonnage.
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Fig. II.17 – Pourcentage de re´ponses correctes en fonction de ∆ITD pour la proce´dure
ABC.
Tab. II.4 – Comparaison des JND en fonction des protocoles utilise´s. Une croix indique
qu’aucun ∆ITD teste´ n’a pu eˆtre conside´re´ comme perc¸u. Les JND sont donne´es en µs.
XXXXXXXXXXXXSujet
Me´thode
ABX AB ABC1 ABC2
Sujet 1 31 21 21 44
Sujet 2 21 10 31 71
Sujet 3 X 31 42 117
Sujet 4 31 10 21 54
de la litte´rature. La me´thode ABC2 pour la condition ITDref = 0 µs donne des seuils
plus de deux fois supe´rieurs a` ceux obtenus par la me´thode ABC1. Il semble donc que le
proce´de´ d’adaptation soit responsable de l’augmentation du seuil. Ceci peut notamment
s’expliquer par le fait qu’une erreur d’attention est moins pe´nalisante pour les me´thodes
non adaptatives. En effet, une erreur est ensuite moyenne´e sur un grand nombre de
pre´sentations (50 ici), tandis que pour une me´thode adaptative, une erreur fait augmenter
le seuil et le sujet peut avoir beaucoup de difficulte´ a` revenir au niveau du seuil avant
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Fig. II.18 – Pourcentage de re´ponses correctes en fonction de ∆ITD pour la proce´dure
ABX.
la faute d’attention car cela lui demande une grande se´rie de bonnes re´ponses. De plus,
comme mentionne´ dans [Trahiotis et al. (1990)], une proce´dure adaptative permet un
entraˆınement moins lourd, voir aucun, par rapport aux me´thodes constantes. En contre
partie, le sujet ne dispose pas assez d’e´coutes pour les niveaux faibles du parame`tre teste´s
alors que les me´thodes constantes offrent un nombre e´gal d’e´coutes pour tous les niveaux
du parame`tre.
1.6 Conclusion sur l’estimation de la JND de l’ITD
Diffe´rentes me´thodes et proce´dures de´taille´es et largement utilise´es dans la litte´rature
sont teste´es. La comparaison des me´thodes c’est faite sur l’estimation de la JND de
l’ITD seule, c’est-a`-dire sans filtrage par les HRTF, qui est une valeur connue pour la
position frontale (ITDref = 0 µs). Ce test met en e´vidence les diffe´rences dans les JND
obtenues. Dans le choix d’un protocole expe´rimental, bien d’autres aspects sont a` prendre
en compte, notamment la fatigue du sujet, sa disponibilite´ et son entraˆınement. Comme
la mesure de la JND de l’ITD dans l’imple´mentation {ITD⊕HRTFmin} de la synthe`se
binaurale n’est pas reporte´e dans les e´tudes ante´rieurs, la JND sera alors mesure´e avec
deux me´thodes diffe´rentes : la me´thode ABC2 (la plus rapide mais donnant le seuil le
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plus haut) et la me´thode AB (la plus longue mais donnant le seuil le plus bas).
1.7 Bilan des connaissances sur l’ITD et pre´sentation des axes de re-
cherches sur l’ITD
Devant la multitude des me´thodes de calcul de l’ITD, leur complexite´ de mise en
oeuvre, et surtout devant le fait qu’elles sont des me´thodes d’estimations, dans le sens
ou` les mesures sont ne´cessaires, une formulation simple comme celle du mode`le de teˆte
sphe´rique devient inte´ressante du point de vue pratique. Le mode`le sphe´rique est indi-
vidualisable et l’approche mene´e par [Algazi et al. (2001c)] semble une piste a` suivre.
Cependant, l’individualisation du mode`le sphe´rique est limite´e et ce mode`le ne rend pas
compte des variations de l’ITD sur des coˆnes de confusion. Dans [Duda et al. (1999)]
l’hypothe`se que le de´calage des oreilles modifie l’ITD est faite. Cette hypothe`se est ve´-
rifie´ dans [Pernaux (2003)] graˆce a` la formulation analytique des HRTF du mode`le de
teˆte sphe´rique. Le paragraphe 2.3 pre´sente l’e´tude the´orique re´alise´e pour les travaux
de the`se de´crivant une formulation analytique de l’ITD du mode`le sphe´rique prenant en
compte le de´calage des oreilles sur la sphe`re. Cette e´tude e´value l’importance relative des
parame`tres de cette formule qui reproduit les variations observe´es de l’ITD sur des coˆnes
de confusions. Outre une mode´lisation plus fine de l’ITD, un gain d’individualisation
est aussi escompte´. Ces travaux ont donne´ lieu a` une pre´sentation et un article pour le
congre`s CFA/DAGA 2004 [Busson et al. (2004)].
Les me´thodes d’estimation et de pre´diction sont tre`s varie´es et leur comportement
global et individuel est diffe´rent d’une me´thode a` l’autre. Cependant l’hypothe`se d’une
e´quivalence perceptive entre les HRTF a` phase mixte et le mode`le {ITD⊕HRTFmin}
est valide´e pour toutes les positions [Minaar et al. (2000)]. Un doute persiste pour les
positions contralate´rales, positions ou le signal est tre`s atte´nue´ et re´sulte des phe´nome`nes
complexes de diffraction autour de la teˆte [Avendano et al. (1999)]. Pour ces positions,
la phase n’est plus line´aire [Møller et al. (1995)] et le mode`le peut eˆtre remis en cause.
Dans une se´rie d’articles consacre´s a` la synthe`se binaurale [Minnaar et al. (1999); Plog-
sties et al. (2000); Minaar et al. (2000)], l’e´quipe du laboratoire d’acoustique de l’Uni-
versite´ d’Aalborg montre que le mode`le {ITD⊕HRTFmin} reste valide meˆme pour les
positions late´rales et que la phase de la composante a` exce`s de phase des HRTF peut
toujours eˆtre remplace´e par un retard pur, meˆme si les HRTF ne sont plus mode´lisables
par des filtres a` phase minimale pour ces positions. Ce retard pur est le retard de groupe
de la composante a` exce`s de phase cumule´ a` 0 Hz. Or, comme indique´ dans [Algazi et al.
(2001c)], les HRTF sont peu valides en basses fre´quences et les informations doivent y
eˆtre extrapole´es. Il apparaˆıt alors ne´cessaire de mener des tests psychoacoustiques pour
connaˆıtre d’une part la validite´ d’autres me´thodes que celle du retard de groupe a` 0
Hz et d’autre part ve´rifier l’ade´quation de ces autres me´thodes avec le mode`le {ITD⊕
HRTFmin}. L’e´tude expe´rimentale de´crite au paragraphe 3 a e´te´ mene´e dans ce sens et
a donne´ lieu a` une pre´sentation et un article a` la 118th convention AES [Busson et al.
(2005a)].
Dans la connaissance de l’importance d’un parame`tre, il faut e´tablir deux types de
valeurs : la valeur absolue et la sensibilite´ a` cette valeur. Les valeurs absolues subjectives
et objectives de l’ITD e´voluent principalement avec l’azimut de la source et l’individu
et ces aspects ont e´te´ largement traite´s dans la litte´rature. Par contre, a` l’inverse de la
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sensibilite´ de l’ITD e´tudie´e comme un indice isole´, tre`s peux d’e´tudes ont porte´ sur la
sensibilite´ de l’ITD dans le mode`le {ITD⊕HRTFmin}. Devant le nombre de me´thodes
de calcul, la JND de l’ITD reveˆt un inte´reˆt particulier pour la comparaison subjective
de me´thodes objectives et de´termine le degre´ de pre´cision ne´cessaire pour reproduire les
variations de l’ITD. Le paragraphe 4 de´crit l’e´tude expe´rimentale qui a permis la mesure
de la JND de l’ITD sur des plans sagittaux dans le cadre de l’imple´mentation {ITD⊕
HRTFmin} de la synthe`se binaurale. Cette e´tude est aussi de´crite dans [Busson et al.
(2005b)].
2 INDIVIDUALISATION DU MODE`LE DE TEˆTE SPHE´RIQUE POUR LA
REPRODUCTION DES VARIATIONS DE L’ITD SUR DES COˆNES DE
CONFUSION
Le mode`le de teˆte sphe´rique avec oreilles centre´es est la mode´lisation physique de
l’auditeur la plus utilise´e et la plus e´tudie´e. Elle permet l’obtention a` moindre couˆt
d’imple´mentation d’indices monauraux et binauraux apportant des informations de spa-
tialisation convenant globalement. Les indices spectraux sont meˆme tre`s bien reproduits
jusqu’a` 2 kHz [Katz (1998)]. L’ITD donne´e par la formule de Woodworth (cf. e´quation
II.1) convient en moyenne et offre des performances individuelles proches d’autres me´-
thodes de calcul beaucoup plus couˆteuse en terme d’imple´mentation (cf. tableau II.7).
L’ITD du mode`le sphe´rique peut eˆtre individualise´e en calculant un rayon optimal mi-
nimisant l’erreur entre l’ITD issue des mesures et l’ITD du mode`le. Cette de´marche est
suivie par [Algazi et al. (2001c)] qui obtiennent ainsi une formule empirique entre trois
parame`tres morphologiques et le rayon optimal. L’ITDsphere calcule´e de cette manie`re
offre une erreur faible (32 µs en moyenne) sur la pre´diction de l’ITD hautes fre´quences
(f > 1.5 kHz). Les erreurs re´manentes sont principalement localise´es sur les positions
late´rales et sont dues au caracte`re non-sphe´rique de la teˆte de l’auditeur et au de´calage
des oreilles par rapport au centre de la teˆte [Algazi et al. (2001c); Duda et al. (1999)].
En effet, le trace´ de l’ITD sur un plan sagittal fait apparaˆıtre des variations que les
mode`les de teˆtes avec oreilles centre´es, c’est-a`-dire diame´tralement oppose´es, ne peuvent
reproduire. La figure II.19 illustre ce propos : la ligne horizontale repre´sente l’ITD du
mode`le sphe´rique avec oreilles centre´es et la courbe rouge la moyenne des ITD des sujets
de la base CIPIC pour le coˆne de confusion correspondant a` θ = 45°.
Afin d’ame´liorer la pre´diction de l’ITD par le mode`le de teˆte sphe´rique, une formule
analytique ,nomme´e FDO pour Formule de De´calage de Oreilles, qui prend en compte un
de´calage en e´le´vation et en azimut de la position des oreilles par rapport a` une position
diame´tralement oppose´e a e´te´ mise au point. Cette formule est valide´e dans le cas ou` le
de´calage est nul, c’est-a`-dire par rapport a` la formule de Woodworth et la formule de
Larcher et est ensuite utilise´e pour de´crire l’influence du de´calage des oreilles sur une
sphe`re pour le calcul de l’ITD. Suivant la proce´dure d’optimisation de´crite dans [Algazi
et al. (2001c)], le de´calage des oreilles ainsi que les rayon optimaux pour les sujets de la
base de donne´es FTR&D ont e´te´ calcule´s. Enfin les re´sultats de la proce´dure d’optimi-
sation sont analyse´s et permettent de de´gager l’importance relative des parame`tres de la
formule FDO.
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Fig. II.19 – ITD du plan sagittal θ= 45° en fonction de l’e´le´vation pour la moyenne des
ITD de la base CIPIC (courbe rouge) et pour la formule de Woodworth (ligne bleue).
2.1 Formule de De´calage des Oreilles
Une formule analytique donnant l’ITD pour un mode`le de teˆte sphe´rique avec prise
en compte d’un de´calage des oreilles par rapport au centre de la teˆte n’apparaˆıt pas
dans la litte´rature. La formule FDO conside`re une sphe`re rigide de rayon R, une vitesse
du son c et, comme la formule de Woodworth, le masquage de la teˆte est exprime´ en
fonction de la distance parcourue sur la sphe`re. L’onde incidente et la position des oreilles
sont repe´re´es par l’interme´diaire de vecteurs unitaires de´crivant la direction et le sens de
l’onde incidente et l’orientation des oreilles par rapport au centre de la sphe`re. Le vecteur
unitaire de l’onde,
−→
U inc, est oriente´ vers le centre de la sphe`re et les vecteurs unitaires des
oreilles, respectivement
−→
U d pour l’oreille droite et
−→
U g pour l’oreille gauche, sont oriente´s
vers l’exte´rieur de la sphe`re. Les distances d’arc sont calcule´es avec des produits scalaires
entre les vecteurs d’ondes et les vecteurs d’oreille. Quatres cas sont distingue´s selon que
l’onde incidente e´claire ou pas les oreilles (cf. fig.II.20) :
– Cas 1 : L’onde incidente e´claire les deux oreilles,
ITD = −R
c
∗ (−→U inc · −→U g +−→U inc · −→U r) (II.10)
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Fig. II.20 – Diffe´rents cas de figure pour le calcul de l’ITD du mode`le sphe´rique avec
oreilles de´cale´es. La ligne noire indique la se´paration entre la zone de masquage et la
zone e´claire´e.
– Cas 2 : L’onde incidente e´claire l’oreille gauche
ITD = −R
C
∗ (pi
2
− arccos(−→U inc · −→U g)−−→U inc · −→U d) (II.11)
– Cas 3 : L’onde incidente e´claire l’oreille droite,
ITD = −R
C
∗ (pi
2
− arccos(−→U inc · −→U d)−−→U inc · −→U g) (II.12)
– Cas 4 : L’onde incidente est masque´e par la teˆte,
ITD =
R
C
∗ (arccos(−→U inc · −→U g)− arccos(−→U inc · −→U d)) (II.13)
Cette formulation prends en compte l’azimut et l’e´le´vation de l’onde incidente et re-
produit ainsi les variations de l’ITD avec l’e´le´vation dans un repe`re polaire-vertical. La
validation de cette formule est effectue´e en conside´rant le cas ou` les oreilles sont diame´-
tralement oppose´es. La validation dans le plan horizontal est re´alise´e par comparaison
avec la formule de Woodworth et par la formule de Larcher et Jot pour les autres plans
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Fig. II.21 – Validation de la formule FDO. A) Comparaison avec formule de Larcher
et Jot pour toutes les positions de la base FTR&D. B) Comparaison avec la formule de
Woodworth sur le plan horizontal.
d’e´le´vation. Pour les deux validations, le rayon de la sphe`re est pris e´gal au rayon moyen
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anthropome´trique (R = 87,5 mm).
Les figures II.21.A et II.21.B montrent une parfaite correspondance entre les formules
de Woodworth et de Larcher et Jot. Il est de´montre´ en annexe B que les formules de
Woodworth et FDO sont e´quivalentes sur le plan horizontal. La formule FDO est donc
valide´e dans le cas ou` il n’y a pas de de´calage des oreilles. La validation pour les cas avec
de´calages ne peut se faire que par l’interme´diaire de me´thodes de calcul de l’ITD a` partir
de HRTF ou HRIR. Ceci entraˆıne des proble`mes lie´s a` l’estimation et donc il ne pourrait y
avoir une correspondance parfaite comme avec les formules analytique de Woodworth et
de Larcher et Jot. Le travail rapporte´ au paragraphe 2.3 montre la capacite´ d’adaptation
de la formule FDO a` des ITD issues de mesures.
2.2 Influence du de´calage des oreilles sur le mode`le de teˆte sphe´rique
pour le calcul de l’ITD
L’influence des parame`tres de la formule FDO sur l’ITD est e´value´ sur le plan sagittal
de´fini par θ = 60° en coordonne´es polaires-interaurales. Une ITD normalise´e est utilise´e :
les valeurs donne´es par FDO sont normalise´es par l’ITDsphere pour θ = 60°. La figure
II.23.b repre´sente l’influence d’un de´calage des oreilles en azimut et la figure II.23.a
l’influence d’un de´calage des oreilles en e´le´vation. Le de´calage en azimut est compte´
positivement lorsqu’il correspond a` un de´placement vers l’he´misphe`re avant, et compte´
ne´gativement vers l’he´misphe`re arrie`re. Le de´calage en e´le´vation est compte´ positivement
lorsqu’il correspond a` un de´placement vers l’he´misphe`re supe´rieur, et compte´ ne´gative-
ment vers l’he´misphe`re infe´rieur (cf. fig. II.22).
Les deux effets majeurs du de´calage des oreilles sont d’une part l’apparition d’une
bosse qui se transforme en pic quand le de´calage augmente et d’autre part une baisse
de la valeur moyenne de l’ITD. La position de la bosse ne change pas avec le de´calage,
c’est juste son amplitude qui e´volue. De´calages en azimut et de´calages en e´le´vation ont
des effets similaires mais dans des directions diffe´rentes. Un de´calage positif en azimut
entraˆıne l’amplification de la bosse pour l’e´le´vation basses -50° et un de´calage ne´gatif en-
traˆıne l’amplification de la bosse pour l’e´le´vation haute autour de 90°. En ce qui concerne
le de´calage des oreilles en e´le´vation, un de´calage positif entraˆıne l’augmentation de la va-
leur maximale d’une bosse autour de 20°. Un de´calage ne´gatif a un effet similaire mais
pour une bosse autour de 165°. Les variations engendre´es sont syme´triques par rapport
aux valeurs d’e´le´vation indique´es (syme´trie due a` la sphe`re). Ces effets sont d’autant plus
importants que l’azimut du plan sagittal conside´re´ est proche de l’axe interaural.
2.3 Optimisation des parame`tres de la formule FDO
La de´marche de´crite dans [Algazi et al. (2001c)] est applique´e aux huit sujets de la
base de HRTF FTR&D. Une ITD haute fre´quence est calcule´e a` partir de HRIR et l’erreur
rms entre cette ITD et l’ITD donne´e par diffe´rents mode`les est estime´e. Le calcul se fait
sur les 965 positions de la base FTR&D. Ensuite une proce´dure est mene´e de la meˆme
fac¸on pour optimiser le rayon de la formule de Woodworth et aussi le de´calage optimal
des oreilles graˆce a` la formule FDO. Cette proce´dure consiste a` calculer l’erreur pour
toute une plage de variation des parame`tres et re´cupe´rer les parame`tres qui procurent
une erreur minimale. Les valeurs des diffe´rentes erreurs rms sont reporte´es dans le tableau
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Fig. II.22 – Convention pour le de´calage des oreilles.
II.5.
Le tableau II.5 montre que globalement la formule d’Algazi reliant trois parame`tres
morphologiques et un rayon optimal permet une re´duction de l’erreur de 11 % par rapport
a` la formule de Woodworth. Cependant, ce rayon n’est pas optimal pour la base de
donne´es FTR&D. En effet, la proce´dure de minimisation sur le rayon donne un autre
rayon optimal. Ce nouveau rayon re´duit l’erreur par rapport a` la formule de Woodworth
de 15.3 % en moyenne. Enfin, il apparaˆıt que le de´calage des oreilles permet de re´duire
l’erreur de pre´diction de 27.1 % en moyenne, ce qui repre´sente une ame´lioration de
14.3 % par rapport a` la formule avec le nouveau rayon. Les valeurs des nouveaux rayons
et des de´calages des oreilles optimaux sont reporte´s dans le tableau II.6. Les de´calages
en azimut sont tous ne´gatifs et tous positifs en e´le´vation. Les valeurs restent dans des
ordres de grandeur re´alistes.
Une re´gression multi-line´aire est re´alise´e entre trois parame`tres morphologiques, res-
pectivement largeur X1, hauteur X2 et profondeur de la teˆte X3, et le nouveau rayon.
Les poids suivants sont obtenus pour un rayon donne´ en millime`tres (965 positions, 8
sujets) :
RN = −0.0094 ∗X1 + 0.5064 ∗X2 + 0.2045 ∗X3 + 17.5 (II.14)
Algazi et al. trouvent les poids suivants (1250 positions, 25 sujets) :
Ra = 0.51 ∗X1 + 0.019 ∗X2 + 0.19 ∗X3 + 32 (II.15)
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Fig. II.23 – Influence du de´calage des oreilles sur l’ITD normalise´e.
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Tab. II.5 – Erreurs rms entre les me´thodes de calcul de l’ITD et l’ITD haute fre´quence
estime´e a` partir de HRIR. Les valeurs des erreurs sont donne´es en µs. Les pourcentages
sont calcule´s par rapport a` l’erreur rms de la formule Woodworth.
Sujets FTR&D Woodworth Rayon Algazi Nouveau rayon FDO
Ma 58 43 42 37
Jm 54 44 34 32
Va 42 46 42 37
Je 45 41 41 35
Ro 41 45 39 30
Mo 34 36 36 28
Pa 54 49 38 34
No 40 38 37 33
Moyenne 46 43 38 33
Ame´lioration
par rapport a`
Woodworth
11 % 15.3 % 27.1 %
Tab. II.6 – Nouveaux rayons et de´calages des oreilles pour les sujets FTR&D.
Sujets FTR&D Nouveau rayon (mm) de´calage en azimut (°) de´calage en e´le´vation (°)
Ma 99 -11.5 2
Jm 99 -13 2
Va 92 -11 5
Je 95 -11 5
Ro 95 -13.5 5
Mo 90 -13 5
Pa 99 -10.5 5
No 94 -9 5
tandis que Larcher [Larcher (2001)] donne (825 positions de l’he´misphe`re supe´rieur, 17
sujets) :
Rl = 0.66 ∗X1 − 0.04 ∗X2 + 0.11 ∗X3 + 33.3 (II.16)
Si les poids changent peu entre la formule donne´e par Algazi et al. et celle donne´e par
Larcher, la diffe´rence est nette avec la formule tire´es des donne´es FTR&D. L’importance
des parame`tres est redistribue´e : ainsi la largeur de la teˆte influence beaucoup RN . La
valeur de la constante et presque divise´e par deux. Ceci est plutoˆt encourageant pour
la formule du nouveau rayon car cela signifie que les parame`tres morphologiques ont
globalement plus d’influence sur le rayon optimal que dans les autres formules. Cette
comparaison des formules montrent qu’une base de donne´es se doit d’eˆtre universelle
pour que des formules de ce types soient optimales pour tous. De plus, il a e´te´ montre´ que
le rayon optimal de´pend des positions sur lequel il est optimise´ (r2d et r3d dans [Larcher
(2001)]). C’est pourquoi, l’utilisation de la formule d’Algazi et al. pour la pre´diction
II.2 Individualisation du mode`le de teˆte sphe´rique pour la reproduction des variations
de l’ITD sur des coˆnes de confusion 79
de l’ITD des sujets de la base FTR&D n’est pas satisfaisante vu que la formule de
Woodworth donne de meilleurs re´sultats (cf. tableau II.7).
La formule FDO optimise´e permet une ame´lioration de 27 % par rapport a` la formule
de Woodworth, ce qui re´duit l’erreur moyenne de 13 µs. Cette re´duction peut sembler
faible, mais le de´calage des oreilles sur une sphe`re est surtout inte´ressant pour reproduire
les variations de l’ITD individuelle des coˆnes de confusion. Ainsi, avec un de´calage appro-
prie´, il est possible d’adapter l’ITD d’une sphe`re afin que celle-ci reproduise globalement
les variations sur les coˆnes de confusions. Seulement, l’ITD individuelle issue des mesures
fait apparaˆıtre des variations qui sont peu syme´triques et surtout qui de´pendent du coˆne
de confusion. Ainsi, si on veut adapter une sphe`re de telle sorte qu’elle reproduise des
variations fines de l’ITD, il faut choisir un coˆne en particulier. En effet, comme de´crit
auparavant, l’effet du de´calage des oreilles est a` la fois l’apparition d’une bosse dans le
profil de l’ITD avec l’e´le´vation et une re´duction de la valeur moyenne. Cette re´duction de
la valeur moyenne doit est compense´e par une augmentation du rayon e´quivalent. Pour
un sujet donne´, rayon et de´calage des oreilles optimaux sont donc spe´cifiques a` chaque
coˆne de confusion.
Fig. II.24 – ITD moyen du coˆne a` 65° de la base CIPIC et FDO optimise´e en fonction
de l’e´le´vation.
Une fonction imple´mente´e avec Matlab est e´crite pour trouver les de´calages des oreilles
qui minimisent l’erreur de reconstruction pour un coˆne en particulier. Etant donne´ que
les variations de l’ITD sont plus importantes au fur et a` mesure que l’on s’e´loigne du
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centre de la teˆte, il est pre´fe´rable de se focaliser sur un coˆne dont l’amplitude de variation
de l’ITD est la plus forte. La figure II.24 repre´sente l’ITD moyenne de la base CIPIC
pour le coˆne a` 65° d’azimut et l’ITD donne´e par FDO optimise´e pour cette ITD. FDO
s’adapte remarquablement bien aux donne´es qui lui sont pre´sente´es. Le rayon optimal et
alors de 91 mm et les de´calages des oreilles en azimut et en e´le´vation sont respectivement
de -3° et de 19°.
2.4 Conclusion
La formule FDO du mode`le de teˆte sphe´rique avec de´calage des oreilles est valide´e.
Cette formule prend en compte les variations de l’ITD avec l’e´le´vation et permet de
re´duire l’erreur avec les mesures par un positionnement approprie´ du placement des
oreilles. L’hypothe`se e´mise par Duda [Duda et al. (1999)], c’est-a`-dire que le de´placement
des oreilles permet de faire varier l’ITD sur un plan sagittal, est ve´rifie´e. Le de´calage des
oreilles permet ainsi a` l’ITD du mode`le sphe´rique de s’adapter a` l’ITD d’un coˆne de
confusion. La question de savoir si ces variations doivent eˆtre reproduites est aborde´e
au paragraphe 4. Une e´tude expe´rimentale y est mene´e pour connaˆıtre la sensibilite´
perceptive a` l’ITD sur les coˆnes de confusion.
L’e´tude sur la formule FDO a montre´ que le mode`le sphe´rique pouvait eˆtre ame´liore´
pour la pre´diction de l’ITD. La formule FDO permet une estimation de l’ITD rapide et
sans mesure de HRTF. Le paragraphe qui suit pre´sente une e´tude expe´rimentale pour la
mesure de l’ITD psychoacoustique. Cette ITD permet la comparaison des performances
des me´thodes de calcul de l’ITD.
3 ESTIMATION SUBJECTIVE DE L’ITD SUR LE PLAN HORIZONTAL
3.1 But du test
Les amplitudes de variation de l’ITD sont maximales sur le plan horizontal et les
me´thodes de calcul diffe`rent le plus pour les positions late´rales (cf. § 1.4). Le but du test
est de de´terminer les valeurs psychoacoustiques de l’ITD sur le plan horizontal et ainsi
d’estimer l’ade´quation des me´thodes de calcul avec les donne´es psychoacoustiques. Par
valeurs psychoacoustiques il faut comprendre ici les valeurs de l’ITD qui associe´es avec
un filtre a` phase minimale procurent le meˆme rendu perceptif que le filtre a` phase
mixte. Le rendu n’est toutefois e´value´ que par l’interme´diaire de la pre´cision de locali-
sation et il est demande´ au sujet d’ajuster l’ITD d’un son test pour que sa position
perc¸ue corresponde a` la position perc¸ue d’un son cible. Le sujet manipule presque di-
rectement le son test : il s’agit alors d’un pointeur acoustique. Une telle proce´dure e´vite
de nombreux artefacts. Les proce´dures utilisant un syste`me de report non-acoustique in-
troduisent des biais psychomoteurs et kinesthe´siques en plus de l’apprentissage spe´cifique
dans la manipulation du syste`me.
3.2 Choix d’un protocole expe´rimental
Dans certaines e´tudes sur la JND de l’ITD [Domnitz and Colburn (1977); Klump
and Eady (1956); Moushegian and Jeffress (1959)], les sujets ajustent l’ITD par l’inter-
me´diaire d’un bouton rotatif qui est relie´ a` une ligne a` retard introduisant l’ITD entre
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les signaux envoye´s aux deux oreilles. Des e´coutes pre´liminaires ont mis en e´vidence les
difficulte´s pour faire spatialement8 correspondre un son convolue´ par une HRIR a` phase
mixte avec un son convolue´ avec une HRIR a` phase minimale pour les positions late´rales.
Si par exemple, le son cible correspond a` la position θ = 90° et que le sujet essaie d’ajus-
ter l’ITD d’un son test de manie`re continue, comme avec un bouton, il se peut que le
sujet n’ait jamais satisfaction. Cet effet peut s’expliquer par la perte d’information lie´e a`
l’e´limination de la composante passe-tout des HRTF mais est aussi lie´ a` la notion de tra-
jectoire et a` des phe´nome`nes complexes de pre´sentation des stimuli. Le sujet augmentera
l’ITD avec l’impression que la position perc¸ue ne change plus jusqu’a` ce que l’ITD at-
teigne des valeurs ne permettant plus la fusion des informations droites et gauches (ITD
proche de 1 ms). Pour e´viter ce proble`me, une me´thode qui assure la convergence de la
valeur d’ITD est utilise´e et la plage de variation de l’ITD est restreinte. Cette proce´dure
est issue des me´thodes adaptatives de´crites dans [Levitt (1970)].
Comme il est propose´ une adaptation d’un protocole existant, il convient de s’assurer
que le nouveau protocole n’introduit que des artefacts audibles acceptables. C’est pour-
quoi une condition expe´rimentale de controˆle est cre´e´e. Dans cette condition, le sujet
effectue la meˆme taˆche, mais cette fois-ci avec des stimuli de meˆme nature, c’est-a`-dire
un son convolue´ par une HRIR a` phase minimale. L’ITD du son test doit eˆtre alors tre`s
proche de l’ITD utilise´ pour le son cible.
3.3 Description du protocole expe´rimental
Stimuli Le stimulus de base est un bruit blanc gaussien d’une dure´e de 400 ms filtre´
pass-bas a` fc = 3 kHz. Cette bande de fre´quence est choisie pour favoriser la localisation
a` partir de l’ITD et amoindrir l’effet d’une ILD perturbateur constant par rapport a`
l’ITD qui varie. Une pente de croissance et de de´croissance en cosinus d’une dure´e de 5
ms est applique´e au stimulus de base pour obtenir une attaque douce du son reproduit
sur casque. Ce stimulus est ensuite soit convolue´ avec une paire de HRIR a` phase mixte,
pour le son cible de l’expe´rience principale, soit un son convolue´ avec une HRIR a` phase
minimale, pour tous les autres stimuli. Les filtres sont issus de bases de donne´es et sont
imple´mente´s sour la forme de filtre RIF. Les HRIR sont propres a` chaque sujet et sont
e´galise´es en champ diffus.
Positions teste´es Les positions teste´es sont restreintes au plan horizontal et sont in-
dique´es sur le sche´ma de la figure II.25. Elles correspondent aux 12 angles d’azimut
suivants : 0◦, 45◦, 75◦, 90◦, 105◦, 135◦, 180◦, 235◦, 255◦, 270◦, 285◦, 315◦. Chaque posi-
tion est teste´e cinq fois (cinq essais) et fait l’objet d’une pre´sentation ale´atoire, pour un
total de 60 essais.
Protocole expe´rimental Le protocole est inspire´ d’une proce´dure adaptative a` choix
force´ [Levitt (1970)] (cf. § 1.5.2). Le sujet entend une se´quence joue´e deux fois et compose´e
de deux stimuli : le son cible puis, 500 ms apre`s, le son test. A la fin de chaque se´quence,
il est demande´ au sujet de re´pondre a` la question suivante :
8Au sens de la perception
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Fig. II.25 – Positions tests pour l’estimation subjective de l’ITD sur le plan horizontal.
Les positions sont indique´es au moyen de losanges rouges. Vue de dessus.
Utilisez les touches u et o pour rapprocher le plus possible le 2e`me son du 1er. Pour
e´couter une nouvelle fois, tapez i. Si les positions vous semblent identiques, validez leur
position en re´-e´coutant trois fois.
Il est indique´ au pre´alable la direction la plus fre´quemment provoque´e par une pression
sur les touches u ou o, c’est-a`-dire droite ou gauche, du clavier situe´ devant le sujet. Les
fle`ches directionnelles n’ont pas e´te´ utilise´es car des confusions avant / arrie`re peuvent
se produire et perturber le sujet quant au de´placement perc¸u du son test. Le sujet a la
possibilite´ de re´pe´ter deux fois la se´quence et la troisie`me fois sert de validation de la
position si une correspondance exacte entre le son cible et le son test est perc¸ue.
Au de´but de l’essai, le son cible est positionne´ ale´atoirement. Le positionnement du
son test est re´alise´ avec une ITDMaxIACC auquel est rajoute´ une ITD supple´mentaire
variant ale´atoirement entre un et quatre e´chantillons temporels (un e´chantillon temporel
correspond a` 22.8µs). Apre`s l’e´coute de la se´quence, le sujet presse une touche du clavier
situe´ devant lui et indique la direction que doit prendre le son test pour se rapprocher
du son cible. Cette direction est prise en compte et l’ITD du son test est modifie´ dans
ce sens. La convergence de l’essai est assure´e par la prise en compte des changements
de direction, limite´ a` six, et par la re´duction du pas de variation de l’ITD du son test a`
chaque changement de direction [Levitt (1970)]. Pour le premier run, le pas de variation
est fixe´ a` cinq e´chantillons et pour le dernier run un e´chantillon. La valeur d’ITD perc¸ue
est prise comme la valeur de la moyenne du deuxie`me run [Levitt (1970)] (cf. § 1.5.2).
Comme indique´ pre´ce´demment, des difficulte´s peuvent apparaˆıtre pour les positions
late´rales ou` une ITD trop importante entraˆıne un manque de cohe´rence avec les indices
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spectraux. Pour e´viter cette situation, un interval de variation fixe´ a` [1.5∗ITDMaxIACCmin
− 1.5 ∗ ITDMaxIACCmax] ou` les extremum sont calcule´s pour chaque sujet, est calcule´. Si
le sujet arrive a` une ITD en dehors de cet intervalle, un message apparaˆıt a` l’e´cran lui
indiquant qu’il a atteint les bornes de variation.
Avant le de´but du test, le sujet est familiarise´ a` la taˆche avec quatre essais d’entraˆıne-
ment. Le sujet a la possibilite´ de faire autant de pauses qu’il (elle) le de´sire et un message
s’affiche tous les 20 essais pour lui rappeler qu’il (elle) doit faire une pause. Le test dure
en moyenne une heure.
Sujets 21 sujets (6 femmes et 15 hommes) participent a` ces deux tests : 10 pour la
condition de controˆle et 11 pour la condition expe´rimentale. Les HRTF individuelles des
sujets appartiennent a` deux bases de HRTF diffe´rentes : la base LISTEN (15 sujets) et
la base FTR&D (6 sujets). Une ANOVA re´alise´e sur toutes les donne´es n’a pas mis en
e´vidence un effet de la base de donne´es.
Dispositif expe´rimental Le sujet est assis dans une cabine insonorise´e offrant un niveau
de bruit de fond de 20 dBA. L’interface graphique, l’algorithme de test et la cre´ation des
stimuli sont re´alise´s avec Matlabrinstalle´ sur une station de travail UNIX (700 MHz).
Le signal est traite´ par une carte son RME ADI-8 Prorrelie´e a` un amplificateur Yamaha
P2075r. Le sujet e´coute les stimuli a` un niveau sonore de 78 dBA sur un casque d’e´coute
AKG K240r.
3.4 Re´sultats de la condition de controˆle
La condition de controˆle donne la possibilite´ au sujet d’entendre exactement les deux
meˆmes stimuli, c’est-a`-dire des stimuli convolue´s par un mode`le {ITD⊕HRIRmin} des
HRTF. Il est donc attendu que les valeurs perc¸ues de l’ITD soient e´gales a` l’ITDMaxIACC
utilise´ pour positionner le son cible. Les e´carts observe´s sont des indications sur la diffi-
culte´ globale de la taˆche. Les contributions des diffe´rentes erreurs (localisation, manque
de cohe´rence du mode`le, algorithme de convergence) ne peuvent cependant pas eˆtre
dissocie´es. Pour les positions late´rales, si les valeurs obtenues restent cohe´rentes cela si-
gnifie que d’une part la taˆche est re´alisable meˆme pour ces positions particulie`res et que
d’autre part cela apporte des premie`res informations sur la validite´ du mode`le {ITD⊕
HRIRmin}. En effet pour ces positions, la litte´rature rapporte que les HRTF sont
mal mode´lisables par un filtre a` phase minimale [Avendano et al. (1999); Kulkarni et al.
(1999)]. De plus, le positionnement relatif de sources sonores sur les positions late´rales
est une taˆche difficile meˆme en e´coute champ libre [Mills (1958); Braasch and Hartung
(2002)].
La figure II.26 repre´sente les valeurs d’ITD perc¸ues en fonction des valeurs d’ITD
cible. La droite rouge indique le cas ide´al, c’est-a`-dire une droite d’un coefficient directeur
e´gal a` 1. Globalement les re´ponses sont tre`s proches des valeurs pre´sente´es et peu de
points semblent aberrants. La pente de la droite de re´gression passant par tous les points
est e´gale a` 0.954, ce qui confirme l’observation globale. Ces observations permettent de
conclure que globalement la taˆche est re´alise´e et que le mode`le est cohe´rent pour toutes
les positions.
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Fig. II.26 – ITD perc¸ue en fonction de l’ITD cible pour les re´ponses de la condition
controˆle. La droite rouge repre´sente le cas ide´al.
Pour e´valuer globalement la faisabilite´ de la condition de controˆle, une ITD normalise´e
est calcule´e avec l’e´quation II.8 utilisant la moyenne des cinq re´ponses par position. La
figure II.27 repre´sente les variations de l’ITD moyen normalise´ pour chaque sujet ainsi
que l’intervalle correspondant a` deux fois l’e´cart-type. L’e´cart-type ainsi calcule´ est alors
inde´pendant des diffe´rences inter-individuelles qui modifient conside´rablement la valeur
absolue de l’ITD (cf. § 1.4.3). L’e´cart-type de´pend de l’azimut. Il est plus important pour
les positions late´rales et atteint son minimum pour les positions dans le plan me´dian (θ =
0° et θ = 180°). L’e´cart-type peut eˆtre relie´, entre autres, a` la difficulte´ de la taˆche. Celle-ci
est donc plus difficile a` re´aliser pour les positions late´rales que pour les positions frontales.
Cette observation est cohe´rente avec l’e´volution des performances de discrimination de
sources sonores en azimut [Blauert (1983)].
Une re´ponse errone´e est compte´e comme telle quand l’ITD a` la fin de l’essai est
au-dela` de l’intervalle [1.5 ∗ ITDMaxIACCmin − 1.5 ∗ ITDMaxIACCmax]. La figure II.28
repre´sente le pourcentage de re´ponses errone´es en fonction de l’azimut du son cible. Ces
re´ponses errone´es sont localise´es sur les positions late´rales et ne de´passent jamais 6 % du
nombre de re´ponse total par position de son cible. Sur l’ensemble des re´ponses, ce taux
n’exce`de pas 1 %.
II.3 Estimation subjective de l’ITD sur le plan horizontal 85
0 50 100 150 200 250 300
−1.5
−1
−0.5
0
0.5
1
1.5
azimut (°)
Fig. II.27 – ITD moyenne normalise´e en fonction de l’azimut de la position cible. Les
barres rouges verticales borne´es par des triangles noires repre´sentent deux fois l’e´cart-
type.
La faisabilite´ de la taˆche est maintenant e´value´e graˆce a` l’erreur absolue moyenne
entre l’ITD cible et l’ITD perc¸ue. L’erreur est calcule´e de la manie`re suivante :
E(θ) =
1
N
N∑
i=1
|ITD(θ, i)− ÎTD(θ, i)| (II.17)
ou` la valeur d’ITD, moyenne´e sur les cinq essais, reporte´e par le ime sujet est ÎTD(θ, i)
et celle utilise´e pour le son cible est ITD(θ, i), N est le nombre de sujet (e´gal a` 10). La
figure II.29 de´crit les variations de cette erreur en fonction de l’azimut de la position cible.
Cette erreur de´pend de l’azimut et est plus faible pour les positions frontales que pour
les positions late´rales, ce qui est en accord avec la perception. L’erreur vaut 14 µs pour la
position θ = 0° et 12 µs pour θ = 180° ce qui, compare´ au pas d’e´chantillonnage est tre`s
faible. De plus, comme l’indique la figure II.30 qui repre´snte la fonction de re´partition
empirique9 de l’erreur absolue, 68 % des erreurs sont infe´rieures ou e´gales a` 22.3 µs. Dans
l’expe´rience de´crite dans [Mills (1958)], une JND de 10 µs10 est obtenu pour la position
9La fonction de re´partition empirique d’une loi de probabilite´ associe a` un re´el x la probabilite´ cumule´e
F(x) des valeurs infe´rieures ou e´gales a` x.
10JND estime´e a` 50 % de la courbe psychome´trique
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Fig. II.28 – Pourcentage de re´ponses errone´es en fonction de l’azimut de la position cible.
θ = 0°.
Ces observations permettent de conclure sur la validite´ globale du protocole expe´-
rimental. Les sujets re´alisent correctement la taˆche. Les e´carts d’estimation de l’ITD
restent faibles, et pour les positions du plan me´dian ils sont infe´rieurs au pas d’e´chan-
tillonnage. Les erreurs sont proches a` la fois des seuils de perception reporte´s dans la
litte´rature et de la pre´cision temporelle des ITD pre´sente´s. Les re´sultats de la condition
controˆle assurent la validite´ des re´sultats de la condition de test.
3.5 Re´sultats de la condition de test
Avant d’analyser les re´sultats, les re´ponses des sujets sont examine´es pour e´viter la
prise en compte de points aberrants. Si la dernie`re valeur d’un essai est en dehors de
l’intervalle [1.5ITDMaxIACCmin − 1.5ITDMaxIACCmax] la valeur de l’essai est remplace´e
par la moyenne des autres re´ponses pour la meˆme position. Seulement 17 (2.6%) re´ponses
sur un total de 660 sont ainsi corrige´es.
Une ANOVA re´alise´e sur la totalite´ des re´ponses des deux conditions expe´rimen-
tales, c’est-a`-dire controˆle et test, n’indique pas d’effet de la condition expe´rimentale
(F (1, 176) = 0.3, p = 0.605). Qui plus est un t-test effectue´ sur les deux conditions
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Fig. II.29 – Erreur absolue moyenne d’ITD en fonction de l’azimut de la position cible.
La courbe en pointille´s rouges indique la valeur moyenne de l’ITD cible pour une com-
paraison visuelle.
montre que la diffe´rence des re´sultats entre les deux tests n’est pas significative. Comme
les re´sultats de la condition de controˆle ont montre´ que la taˆche est re´alise´e avec suc-
ce`s ceci indique que la taˆche de la condition test est aussi re´alise´e correctement. Cette
analyse confirme une fois de plus la bonne correspondance perceptive entre des HRIR a`
phase mixte et le mode`le {ITD⊕HRIRmin}.
Les re´ponses des sujets en fonction de l’azimut du son cible sont repre´sente´es sur
la figure II.31. Les re´ponses sont donne´es sous la forme de boˆıtes a` moustaches dont
le descriptif est donne´ dans la le´gende de la figure II.31. Comme attendu, l’ITD perc¸u
varie avec l’azimut et comme pour les valeurs donne´es par les diffe´rents calculs, l’ITD
est plus importante sur les coˆte´s que sur le plan me´dian. Cette observation est confirme´e
par une analyse de variance ANOVA qui montre comme seul effet, l’effet de l’azimut
(F (11, 120) = 511.6, p < 0.001). Les variations de la dispersion des re´ponses sont cohe´-
rentes avec, a` la fois l’e´volution de la pre´cision de localisation en champ libre [Blauert
(1983); Mills (1958)] et les variations de la JND de l’ITD avec l’azimut [Klump and
Eady (1956); Hershkowitz and Durlach (1969)]. Pour chaque position, l’ITD est donne´e
avec une dispersion comparable aux diffe´rences inter-individuelles. La figure II.31 ne fait
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Fig. II.30 – Fonction discre`te de re´partition empirique de l’erreur absolue d’ITD pour
la position θ = 0°.
apparaˆıtre que trois points aberrants. Ces observations confirment une fois de plus que
le mode`le {ITD⊕HRIRmin} est valide et que la pre´cision de localisation associe´ a` ce
mode`le est comparable a` la pre´cision en e´coute champ libre.
Les variations perc¸ues de l’ITD avec l’azimut comportent plusieurs asyme´tries (par
rapport a` un mode`le de teˆte sphe´rique avec oreilles centre´es). Premie`rement, une dissy-
me´trie gauche-droite est observe´e. Par exemple, la re´ponse moyenne a` 90° et de -657µs
alors qu’elle est e´gale 683 µs pour θ = 270°. Cette observation n’est toutefois pas signi-
ficative (au sens d’un test de Tuckey). Cependant, ce de´calage est aussi observe´ sur les
diagrammes polaires de l’ITD normalise´e pour la comparaison des me´thodes d’estimation
(cf. fig. II.12) ce qui laisse penser a` un de´calage des mesures vers la droite et donc cette
dissyme´trie serait inde´pendante de la perception. Par contre, la dissyme´trie par rapport
a` l’axe interaural semble eˆtre un e´le´ment a` reproduire. La valeur moyenne a` 75° est -608
µs et celle a` 105°, la position syme´trique de 75° par rapport a` l’axe interaural, est -647 µs.
Cette dissyme´trie est reproduite pour 255° et 285°. Un test de Tuckey montre que pour
les re´sultats du test, ces dissyme´tries ne sont pas significatives. Mais l’e´tude mene´e au
paragraphe 1.4.1 a montre´ que ces dissyme´tries existent et sont significatives pour l’ITD
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Fig. II.31 – ITD perc¸ue en µs en fonction de l’azimut du son cible. Les parties infe´rieures
et supe´rieures des boˆıtes bleues sont les 1er et 3ime quartiles. La ligne rouge au milieu de
la boˆıte repre´sente la valeur me´diane. Les valeurs indique´es par les barres horizontales
de part et d’autre de la boˆıte repre´sentent une mesure de dispersion donne´e par 150 %
de la distance inter-quartiles. Les points rouges montrent la pre´sence de donne´es isole´es.
issue de mesures. La figure II.12 fait aussi apparaˆıtre de tels comportement spatiaux
pour certains estimateurs. La me´thode ITDphase indique meˆme des extremum atteints
en 105° et 255°. Par contre l’ITDseuil, comme l’ITD du mode`le sphe´rique, ne pre´sente
pas de dissyme´trie. La pre´sence de ce type de variations spatiales peut ainsi devenir un
crite`re de comparaison entre les diffe´rentes me´thodes de calculs de l’ITD pour autant
que l’asyme´trie soit ve´rifie´e.
3.6 Comparaison des estimateurs sur le plan horizontal
Les valeurs moyennes des re´ponses des sujets ainsi que les moyennes des diffe´rents
types de me´thodes de calcul de´crites auparavant sont reporte´es sur les figures II.32 A),
B), C), et D). Les me´thodes semblent toutes reproduire correctement les valeurs des
re´ponses des sujets. Seul le mode`le ITDsphre avec rayon individualise´ sous-estime toutes
les valeurs sauf pour les positions θ = 90° et θ = 270°, au contraire de l’ITDsphere avec le
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rayon moyen qui sous-estime l’ITD perc¸ue pour les valeurs late´rales. Cette observation
est cohe´rente avec [Miller (2001); Minaar et al. (2000)] qui montrent aussi une sous-
estimation de l’ITD aux positions late´rales. Il convient alors de rappeler que la formule
reliant le rayon optimal et trois parame`tres morphologiques est obtenue pour la base de
donne´es CIPIC. L’e´tude mene´e au paragraphe 2.3 a montre´ que cette formule de´pend de
la base de HRTF utilise´e. Il se peut alors que l’erreur observe´e soit due a` une mauvaise
correspondance entre le rayon optimal obtenu pour les sujets de la base CIPIC et le rayon
optimal pour les sujets qui ont passe´ le test. De plus ce rayon est optimal pour toutes
les positions et pas seulement pour le plan horizontal.
Les autres me´thodes montrent des re´sultats tre`s proches des re´ponses des sujets et
seul leur comportement pour les positions late´rales semblent pouvoir les de´partager.
Dans l’analyse des re´sultats (cf. §3.5), il est mentionne´ une dissyme´trie par rapport a` l’axe
interaural. Cette dissyme´trie est aussi pre´sente pour les valeurs donne´es par ITDMaxIACC
et ITDphase, c’est-a`-dire que les valeurs a` 75°, respectivement 285°, sont infe´rieures aux
valeurs a` 105°, respectivement 255°. ITDphase exhibe meˆme des extrema de´localise´s (105°
et 255° au lieu de 90° et 270°). Cependant, si ce comportement est proche des re´ponses
des sujets l’erreur introduite semble trop importante pour eˆtre perceptivement correcte.
Le calcul de l’erreur absolue permet de mieux appre´hender la teneur des performances
des estimateurs. L’erreur est calcule´e selon la formule II.17, mais cette fois-ci ITD(θ, i)
de´signe l’ITD calcule´e par la me´thode en question, et N est le nombre de sujets de la
condition test (11). La figure II.33 repre´sente EC(θ) pour les quatre types de me´thodes de
calcul en fonction de l’azimut. Cette figure montre clairement que ITDphase et ITDsphere
avec rayon individualise´ introduisent des erreurs importantes par rapport aux autres
me´thodes : ITDsphere donne des erreurs re´parties sur toutes les positions tandis que
ITDphase donne des erreurs faibles sauf pour les positions late´rales qui peuvent atteindre
200 µs d’erreur absolue. Ce crite`re permet de distinguer les autres me´thodes comme
proches de la perception.
La comparaison des performances des me´thodes de calcul est maintenant analyse´e
avec trois autres crite`res. Le premier, appele´ Ec1 est simplement la moyenne de EC(θ)
sur toutes les positions :
EC1 =
1
N
1
M
θM∑
θj=1
N∑
i=1
|ITD(θj, i)− ÎTD(θj, i)| (II.18)
avec M le nombre de positions (12). Le second crite`re permet la comparaison de la re´-
partition empirique des erreurs. Pour chaque EC(θ), la fonction de re´partition empirique
est de´termine´e et le seuil correspondant a` 75 % de la re´partition empirique des erreurs
est retenu. Ce crite`re est nomme´e EC2. Le troisie`me et dernier crite`re, le plus restrictif,
fait le comptage des valeurs calcule´es qui sortent de l’intervalle de dispersion de´finit par
[ITD(θ) − S, ITD(θ) + S], ou` ITD(θ) repre´sente les re´ponses moyennes individuelles
en fonction de l’azimut et ou` S repre´sente l’e´cart-type associe´ a` ITD(θ). Cet intervalle
englobe alors 68 % des re´ponses11. Ce dernier crite`re est appele´ EC3 et correspond au
pourcentage par rapport au nombre de re´ponses moyenne´es, c’est-a`-dire 252 (11 sujets*
12 positions).
11Le pourcentage donne´ correspond a` une distribution normale des re´ponses, qui est ve´rifie´ mais non
repre´sente´ ici.
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Fig. II.32 – Comparaison entre ITD perc¸ue (vert) et me´thodes de calcul (bleu et rouge) en
fonction de l’azimut. Les barres verticales indiquent l’e´cart-type des re´ponses. A) Mode`les
Sphe´riques ; en rouge mode`le de Woodworth avec a = 875 mm et en bleu moyenne des
ITD individualise´s selon la formule d’Algazi (cf. § 1.2), B) Re´gression line´aire de la phase
de l’exce`s de phase sur [1000 - 5000] Hz, C) Estimation du Seuil des HRIR a` 50% de leur
maximum et D) Maximum de la fonction de corre´lation entre les enveloppes des HRIR
droites et gauches.
Le tableau II.7 fait ressortir ITDseuil et ITDMacIACC comme e´tant les deux me´thodes
produisant les erreurs moyennes les plus faibles avec 55 µs et 56 µs respectivement. Ces
me´thodes pre´sentent aussi des valeurs faibles pour EC2. Par contre, du point de vue
individuel, ITDphase semble la me´thode de calcul la plus pertinente. Seulement, EC1 et
EC2 sont assez importants pour cette me´thode ce qui indique que la me´thode introduit
92 Chapitre II Quelle diffe´rence interaurale de temps pour la synthe`se binaurale ?
0 45 90 135180225270315
0
50
100
150
200
azimut (°)
Er
re
ur
 (µ
s)
0 45 90 135180225270315
0
50
100
150
200
azimut (°)
Er
re
ur
 (µ
s)
0 45 90 135180225270315
0
50
100
150
200
azimut (°)
Er
re
ur
 (µ
s)
0 45 90 135180225270315
0
50
100
150
200
azimut (°)
Er
re
ur
 (µ
s)
Sphère MaxIACC
Seuil Phase
Linéaire
Fig. II.33 – Erreur absolue moyenne entre ITD perc¸ue et ITD calcule´e en fonction de
l’azimut. En haut a` gauche : mode`les sphe´riques, en jaune mode`le de Woodworth avec a
= 87,5 mm et en bleu ITD individualise´e selon la formule d’Algazi (cf. § 1.2) ; en haut
a` droite : maximum de la fonction de corre´lation entre enveloppe des HRIR droites et
gauches ; en bas a` gauche : estimation du seuil des HRIR a` 50% de leur maximum ; en
bas a` droite : re´gression line´aire de la phase de l’exce`s de phase sur [1000 - 5000] Hz.
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Tab. II.7 – Crite`res d’erreurs et me´thodes de calcul de l’ITD.
Sphe`re Sphe`re individualise´e Phase line´aire Seuil MaxIACC
EC1 (µs) 60 87 75 55 56
EC2 (µs) 89 118 91 77 79
EC3 (%) 19 28,2 16,7 19,4 17,5
moins d’erreurs individuelles mais que ces erreurs sont plus importantes par rapport aux
autres me´thodes. Le tableau II.7 montre aussi que ITDsphere avec un rayon moyen offre
de bonnes performances, surtout en conside´rant qu’il s’agit d’une formule analytique.
Par contre, ITDsphere avec rayon individualise´ selon la formule II.2 montre que les poids
calcule´s avec la base CIPIC ne re´duisent pas l’erreur de l’ITD sphe´rique sur le plan
horizontal.
3.7 Conclusion
Cette e´tude a permis de valider une nouvelle fois le mode`le {ITD⊕HRTFmin}
pour l’imple´mentation de la synthe`se binaurale. Malgre´ les diffe´rences analytiques et
perceptives qui peuvent apparaˆıtre pour les positions late´rales, les sujets ont globalement
re´ussi a` faire correspondre un stimulus avec la mode´lisation et un stimuli avec des HRTF
a` phase mixte. L’analyse des re´sultats montre que la difficulte´ de la taˆche, associe´e
a` la dispersion des re´ponses, est plus importante pour les positions proches de l’axe
interaural ce qui est cohe´rent avec les re´sultats en e´coute champ libre [Blauert (1983);
Mills (1958)] et en e´coute au casque ste´re´ophonique [Klump and Eady (1956); Domnitz
and Colburn (1977)]. En effet, ces e´tudes montrent que la re´solution angulaire ou les
JND de l’ITD augmentent avec l’azimut. La comparaison des me´thodes de calcul de
l’ITD a permis de mettre en avant les me´thodes ITDseuil et ITDMacIACC comme e´tant
les plus proches de la perception. L’ITD de la formule de Woodworth (cf. e´quation II.1)
offre cependant un compromis inte´ressant entre facilite´ d’usage et performance. Enfin
cette e´tude permet de valider un protocole expe´rimental pour la de´termination de l’ITD.
Des ame´liorations peuvent eˆtre apporte´es a` ce protocole, notamment en modifiant les
parame`tres de la proce´dure adaptative utilise´e (variation du pas, nombre de retournement
pour la convergence).
4 ESTIMATION DE LA JND DE L’ITD SUR DES COˆNES CONFUSION
L’ITD varie principalement avec l’angle d’azimut de la source sonore et, dans une
moindre mesure, avec l’angle d’e´le´vation (cf. tableau II.1). L’e´tude pre´sente´e dans la
partie pre´ce´dente du chapitre a montre´ que le mode`le de teˆte sphe´rique offre des per-
formances presque similaires, dans le plan horizontal, compare´es aux performances des
techniques d’estimation de l’ITD ne´cessitant des mesures de HRTF/HRIR. L’utilisation
de la formule FDO permet de plus, et contrairement au mode`le classique de teˆte sphe´-
rique, d’obtenir des variations de l’ITD avec l’e´le´vation proche de celles observe´es a` partir
des mesures. Seulement, la question de l’audibilite´ des variations de l’ITD en e´le´vation
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est une question ouverte. De plus, ces variations semblent individuelles (cf. fig. II.9) et
la capacite´ de la formule FDO a` reproduire ces variations est alors aussi pose´e.
L’e´tude expe´rimentale pre´sente´e dans ce paragraphe a pour but de de´terminer si les
variations de l’ITD le long d’un coˆne de confusion sont audibles. Les re´sultats permettront
de de´gager des tendances pour l’optimisation de la pre´cision ne´cessaire des syste`mes de
spatialisation sonore au regard de la re´solution auditive. L’objectif est l’e´valuation des
JND de l’ITD pour les coˆnes de confusion. Cette e´valuation se fera dans le cadre d’une
e´coute se´quentielle des stimuli ce qui est pertinent pour la simulation de trajectoire
sonore.
Les sujets doivent de´tecter des variations d’ITD pour des positions de sources simule´es
par la synthe`se binaurale de´crivant des coˆnes de confusion. Pour chaque position, l’ITD
variable (ITDvar) est compare´e par rapport a` une ITD de re´fe´rence (ITDref ) qui est
de´finie comme l’ITD calcule´e a` partir des HRTF mesure´es sur les sujets selon la me´thode
de´crite dans [Algazi et al. (2001c)]. La JND de l’ITD est estime´e pour diffe´rents coˆnes
de confusion de´finis par leur angle d’azimut a` φ = 0°. L’analyse des re´sultats de cette
expe´rience donnera des e´le´ments de re´ponse aux questions suivantes :
Premie`rement : Les variations de l’ITD pour des sources situe´es le long de coˆnes de
confusion sont-elles audibles ?
Deuxie`mement : Si ces variations sont audibles, c’est-a`-dire si elles sont supe´rieures
aux JND, est-ce que le caracte`re individuel de ces variations doit-eˆtre reproduit ?
En d’autres termes, est-ce qu’une ITD qui pre´sente des variations moyennes est
acceptable du point de vue de la JND?
Troisie`mement : Est-ce que la formule de Woodworth individualise´e ou la formule
FDO permet une reproduction satisfaisante des variations de l’ITD et e´ventuelle-
ment des variations individuelles ?
4.1 Protocoles expe´rimentaux
Les e´tudes pre´liminaires (cf. §1.5.2) ont montre´ que le choix d’une proce´dure psy-
chophysique est un parame`tre expe´rimental. Ces e´tudes sont axe´es sur l’estimation de la
JND de l’ITD en l’absence d’indices de localisation supple´mentaires comme l’ILD. Les
deux proce´dures teste´es ici sont respectivement celles qui donnent les re´sultats les plus
faibles (me´thode des constantes, 2-intervalles 2 ACF), protocole 2, et celle qui donne
les seuils les plus importants (me´thode adaptative modifie´e 2down-1up, 3-intervalles 3
ACF), protocole 1 (cf. § 1.5).
4.1.1 Stimuli
Chaque stimulus est cre´e´ en effectuant la convolution d’un bruit blanc gaussien d’une
dure´e de 400 ms avec une attaque et une fin en cos2, c’est-a`-dire le meˆme bruit que celui
utilise´ dans les e´tudes pre´liminaires (cf. § 1.5.2), avec laHRIRmin retarde´e correspondant
a` la position teste´e. A chaque pre´sentation, les deux stimuli diffe´rents sont le stimulus
retarde´ par ITDref et le stimulus retarde´ par ITDref +∆ITD. Le pas de variation du
parame`tre ∆ITD est obtenu en sure´chantillonnant les HRIR a` fe =96000 Hz, ce qui
donne un pas de 10,41 µs, c’est-a`-dire un pas correspondant au JND de la litte´rature.
Le sure´chantillonnage est pre´fe´re´ aux techniques de de´lais fractionnaires qui introduisent
des artefacts audibles (filtrage passe-bas)[Laakso et al. (1996)].
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4.1.2 Positions simule´es
Le JND de l’ITD est e´value´ en fonction de l’angle d’azimut et d’e´le´vation de la position
simule´e. La re´partition empirique spatiale en azimut, dans un syste`me de coordonne´es
polaire-vertical, des points de mesures de la base de HRTF FTR&D est constante pour
une e´le´vation donne´e mais varie avec l’e´le´vation (cf. § 1.3.3). Cet e´chantillonnage spatial
n’est pas adapte´ pour la de´finition de coˆnes de confusion qui sont des plans d’azimut
constant dans un syste`me de coordonne´es polaires-interaurales. C’est pourquoi, les po-
sitions se´lectionne´es pour cette expe´rience ne de´crivent pas parfaitement des coˆnes de
confusion, mais des trajectoires qui peuvent s’en e´carter de quelques degre´s. La cre´ation
de trajectoires qui approchent des coˆnes de confusion est pre´fe´re´e a` l’utilisation de tech-
nique d’interpolation susceptible d’introduire des artefacts audibles. L’erreur introduite
est de l’ordre de grandeur des erreurs cause´es par un mouvement de la teˆte du sujet
pendant une session de mesures (cf. § 1.2). De plus, comme la taˆche du sujet est d’effec-
tuer une comparaison de stimuli ne diffe´rant que par leur ITD, ces erreurs ne sont pas
pe´nalisantes.
Vue de face Vue de profil
Fig. II.34 – Positions des HRTF mesure´es (*) et positions des points se´lectionne´s pour
la de´finition de coˆnes de confusion. Vue de face a` gauche et vue de profil a` droite. Les
positions teste´es pour le coˆne a` 0° sont repre´sente´es par des triangles, celles pour le coˆne
a` 22° par des cercles, celles pour le coˆne a` 61° par des carre´s et celle pour le coˆne a` -61°
par des points.
Les points de mesure de la base de HRTF FTR&D ainsi que les points se´lectionne´s
pour l’expe´rience sont repre´sente´s en figure II.34. Pour des raisons pratiques, le syste`me de
coordonne´es polaires-interaurales est utilise´ dans la suite de l’e´tude et les positions teste´es
sont re´fe´rence´es par rapport a` l’azimut du coˆne de confusion auquel elles appartiennent.
Quatre cones de confusion qui correspondent aux angles d’azimut 0°, 22°, 61° et -61°
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sont teste´s. Les quatre coˆnes sont nomme´s respectivement coˆne 0°, coˆne 22°, coˆne 61° et
coˆne -61°. La comparaison des re´sultats entre les coˆnes 61° et -61° donnera des e´le´ments
de re´ponse quant a` la syme´trie de la JND par rapport au plan me´dian. A cause de la
re´partition empirique spatiale des points de mesure, les coˆnes n’ont pas tous le meˆme
nombre de positions. Les 26 positions teste´es sont re´pertorie´es dans le tableau II.8.
Tab. II.8 – Angles d’azimut et d’e´le´vation dans un syste`me de coordonne´es polaires-
interaurales des positions teste´es.
Azimut
du
coˆne
en bas
de-
vant
niveau
des
yeux
de-
vant
en
haut
de-
vant
ze´nith en
haut
der-
rie`re
niveau
des
yeux
der-
rie`re
en bas
der-
rie`re
0° -50.5° 0° 45° 90° 135° 180° 230.5°
22° -56° 0° 45° 67.5° 135° 180° 236°
61° -28° 0° 28° 118° 180° 208°
-61° -28° 0° 28° 118° 180° 208°
4.1.3 Proce´dures
Protocole 1 Il s’agit d’une me´thode adaptative a` choix force´ parmi trois propositions
(3AFC) avec une re`gle d’e´volution du parame`tre de type 2down-1up et un retour visuel
sur les re´ponses. Chaque se´quence sonore est compose´e de trois stimuli : deux sont iden-
tiques, un est diffe´rent. La taˆche du sujet est d’identifier le stimulus diffe´rent. L’essai est
stoppe´ quand le parcours a effectue´ un sixie`me retournement, ou quand le sujet donne
deux bonnes re´ponses conse´cutives pour la valeur minimale du seuil ∆ITDmin, c’est-a`-
dire 10, 41 µs. Au de´but de chaque essai, ∆ITD est e´gal a` quatre ∆ITDmin et de´croˆıt
apre`s chaque retournement par pas de ∆ITDmin. L’estimation du seuil est re´alise´e avec
la me´thode mid-run et compte-tenu de la re`gle d’e´volution choisie, le seuil correspond
a` 70,7 % de bonnes re´ponses [Levitt (1970)]. Le sujet rec¸oit un entraˆınement de quatre
essais dont les seuils ne sont pas pris en compte par la suite. Le sujet peut effectuer des
pauses quand il (elle) le de´sire. Chaque position est teste´e trois fois et est pre´sente´e dans
un ordre ale´atoire. De plus, comme il a e´te´ reporte´ [Domnitz and Colburn (1977)] que
la JND de´croˆıt lorsque l’ITD est en compe´tition avec l’ILD12, deux sens de variation,
correspondant a` un ∆ITD > 0 et un ∆ITD < 0, sont pre´sente´s au sujet. Au total, un
sujet re´alise 156 essais (26 positions * 2 signes de ∆ITD * 3 re´pe´titions).
Protocole 2 C’est une me´thode a` parame`tres constants a` choix force´ parmi deux (2AFC)
avec retour visuel sur les re´ponses. Chaque se´quence sonore est compose´e de deux stimuli :
un avec ITDref et l’autre avec ITDvar. Un ensemble de 10 valeurs de ∆ITD est utilise´ :
12Par exemple, pour une positions situe´e a` θ = 61°, un ∆ITD ne´gatif de´place le son vers le centre
ce qui est contradictoire avec l’ILD contenu dans les HRTF et qui indiquent une position situe´e dans
l’he´misphe`re droit, tandis qu’un ∆ITD positif renforce la late´ralisation de la position simule´e.
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de ∆ITD = 0, pour une mesure du niveau de chance, a` ∆ITD = 9∆ITDmin. La taˆche
du sujet est d’indiquer lequel des deux stimuli est perc¸u le plus a` gauche. Chaque paire
de stimuli est pre´sente´e trente fois et l’ordre de pre´sentation et de combinaison des
couples ITDref/ITDvar est ale´atoire. Le seuil est le plus petit ∆ITD qui atteint 75%
de bonnes re´ponses. Selon le test du χ2, pour trente re´pe´titions, le niveau de 75% est
significativement diffe´rent du niveau de chance (50%). Pour ce protocole, seuls les coˆnes
a` 0°, 22° et 61° sont teste´s, l’hypothe`se de syme´trie des performances est teste´e avec le
protocole 1. Chaque sujet re´alise 6000 essais (20 positions * 10 ∆ITD * 30 re´pe´titions),
re´partis en deux sessions.
4.1.4 Sujets
Cinq sujets, deux hommes et trois femmes, ont participe´ a` l’expe´rience gouverne´e par
le protocole 1. Leur courbe d’audition a e´te´ ve´rifie´e avant l’expe´rience. Les sujets 1 a` 4
e´coutent leurs propres HRTF et le sujet 5 e´coute avec les HRTF d’une autre personne.
Seuls les sujets 4 et 5 ont participe´ a` l’expe´rience utilisant le protocole 2.
4.2 Re´sultats
Le but premier de l’e´tude mene´e ici est d’estimer la JND de l’ITD pour des positions
e´voluant en azimut et en e´le´vation dans le contexte d’une imple´mentation {ITD⊕
HRTFmin} de la synthe`se binaurale. Trois facteurs expe´rimentaux sont e´tudie´s : l’azimut
du coˆne de confusion, l’e´le´vation le long d’un coˆne de confusion et le sens de variation
de l’ITD. Les re´sultats du protocole 1 sont d’abords pre´sente´s et ensuite compare´s aux
re´sultats du protocole 2.
4.2.1 Protocole 1
Une analyse de variance (ANOVA) est re´alise´e sur les JND obtenues pour chaque
sujet en conside´rant trois facteurs expe´rimentaux : l’azimut du coˆne, l’e´le´vation le long
d’un coˆne et le signe de ∆ITD. Elle montre que le seul effet significatif sur la JND
est l’azimut du coˆne (F(3,192) = 4.44 , p < 0.05 ) et que ni l’e´le´vation sur un coˆne de
confusion (F(5,192) = 0.51, p = 0.76 ), ni le signe de ∆ITD (F(1,192) = 0.01, p = 0.93 )
n’ont un effet significatif. L’inde´pendance de la JND avec l’e´le´vation est cohe´rente avec les
observations de [Oldfield and Parker (1984)] qui montrent, dans une expe´rience en champ
libre, que la pre´cision de localisation en azimut, qui peut eˆtre relie´e avec la JND de l’ITD,
ne de´pend quasiment pas de l’e´le´vation. Le fait que la JND ne de´pende pas du signe de
∆ITD semble contradictoire avec les observations issues de la litte´rature [Moushegian
and Jeffress (1959); Domnitz and Colburn (1977); Blauert (1983)] qui indiquent que la
JND de l’ITD augmente quand ITD et ILD sont en opposition, c’est-a`-dire par exemple
quand l’ITD indique une position situe´e sur la droite et l’ILD une position situe´e sur
la gauche. Cette diffe´rence avec les travaux pre´sente´s ici et les e´tudes ante´rieures peut
s’expliquer par le fait que dans la pre´sente expe´rience ITD et ILD peuvent eˆtre en le´ger
de´saccord, de quelques degre´s, mais qu’elles indiquent rarement des positions perc¸ues
dans deux re´gions tre`s diffe´rentes comme c’est le cas dans les travaux ante´rieurs.
Les variations de la JND avec le coˆne de confusion sont reporte´es en figure II.35.
Les valeurs affiche´es correspondent aux moyennes des JND re´alise´es en regroupant les
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Fig. II.35 – JND moyenne issue du protocole 1 en fonction de l’azimut du coˆne de
confusion. Les barres verticales indiquent l’intervalle de confiance a` 95%.
variations avec l’e´le´vation et les variations avec le signe de ∆ITD puisque l’ANOVA
montre que ces variations n’ont pas d’effet significatif sur la JND. Les barres verticales
qui traversent chaque point repre´sentent l’intervalle de confiance a` 95%. Cet intervalle
est quasiment le meˆme d’un coˆne a` l’autre et varie entre ±7µs et ±8µs. Ces valeurs
sont faibles compare´es a` la pre´cision du test (10,41 µs) ce qui indique que la taˆche est
correctement re´alise´e par les sujets. Les valeurs les plus faibles sont issues du coˆne 0°, ce
qui est cohe´rent avec les e´tudes ante´rieures, avec une moyenne de 74 µs. Les JND des
autres coˆnes de confusion ne sont pas significativement diffe´rentes les unes des autres, au
sens d’un test HSD de Tuckey, ce qui indique notamment que la JND semble syme´trique
par rapport au plan me´dian, car les JND moyennes des coˆnes 61° et -61° ne sont pas
significativement diffe´rents. Les valeurs des JND et leurs intervalles de confiance a` 95%
pour chaque sujet sont reporte´s dans le tableau II.9. Globalement, les JND obtenues avec
le protocole 1 sont largement supe´rieurs a` ceux des e´tudes ante´rieurs.
Les re´sultats entre les diffe´rents sujets sont affiche´s sur la figure II.36 qui repre´sente les
valeurs du tableau II.9. Des diffe´rences importantes existent entre les sujets, observation
de´ja` reporte´e pre´ce´demment dans des expe´riences similaires [Domnitz (1973); Best et al.
(2004)]. Ces diffe´rences sont principalement dues au sujet 3 qui contrairement aux autres
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Fig. II.36 – JND moyenne issue du protocole 1 en fonction de l’azimut du coˆne de
confusion pour les 5 sujets. Les barres verticales indiquent l’intervalle de confiance a`
95%.
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Tab. II.9 – JND1 moyenne et intervalle de confiance a` 95% pour les 5 sujets et pour les
4 coˆnes de confusion.
PPPPPPPPPCoˆne
Sujet
1 2 3 4 5 Moyenne
0° Moyenne 62 71 114 55 67 74
Intervalle
de
confiance
± 8.6 ± 17.4 ± 22.1 ± 8.1 ± 10.1 ± 7
22° Moyenne 88 81 138 73 76 91
Intervalle
de
confiance
± 10.1 ± 22.5 ± 22.2 ± 9.8 ± 11.3 ± 7.9
61° Moyenne 83 89 103 79 95 90
Intervalle
de
confiance
± 15.9 ± 18.7 ± 19.9 ± 13.4 ± 20.7 ± 8
-61° Moyenne 76 83 118 63 77 84
Intervalle
de
confiance
± 11.8 ± 20.8 ± 14.5 ± 7.7 ± 14.4 ± 7
sujets, qui obtiennent des JND comprises entre 60 µs et 100 µs, reporte des JND toujours
supe´rieures a` 100 µs. Cette diffe´rence peut s’expliquer par le niveau d’expertise des sujets.
En effet les sujets 1, 2, 4 et 5 sont experts en tests d’e´coute. De surcroˆıt le sujets 1, 4 et 5
sont experts en son 3D. Une autre remarque concernant les sujets, est que le sujet 5 qui
ne be´ne´ficiait pas d’une synthe`se binaurale individualise´e, obtient des JND semblables
aux sujets 1 et 4.
4.2.2 Protocole 2
Les re´sultats des deux protocoles sont pre´sente´s en figure II.37 en fonction de l’azi-
mut du coˆne, c’est-a`-dire 0°, 22° et 61°, et pour les deux sujets ayant participe´ aux deux
protocoles (sujet 4 et 5 de l’expe´rience pre´ce´dente). La figure II.38 repre´sente quant a`
elle les variations de la JND avec l’e´le´vation pour les trois coˆnes de confusion et pour les
deux protocoles. Comme indique´ par les expe´riences pre´liminaires (cf. § 1.5.2), les JND
obtenues avec le protocole 2 sont globalement infe´rieures a` ceux du protocole 1 et notam-
ment, les JND du sujet 4 pour le protocole 2 sont deux fois plus bas. Pour le protocole 2,
les JND des deux sujets montrent des tendances diffe´rentes. Les JND du sujet 5 suivent
globalement la meˆme variation avec l’azimut du coˆne, c’est-a`-dire une augmentation de
la JND avec l’azimut, tandis que les JND du sujet 4 restent constantes, au contraire de
ses JND obtenues au protocole 1. Les JND du sujet 4 pour le protocole 2 varient entre
20 µs et 40 µs : ces valeurs sont cohe´rentes avec la litte´rature (cf. tableau II.2). Le fait
que la JND ne varie pas avec l’azimut est cohe´rent avec les observations reporte´es dans
[von Be´ke´sy (1960)], qui indiquent que la JND est constante pour un ITDref < 600
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Fig. II.37 – Comparaison des JND moyennes issues des deux protocoles en fonction
de l’azimut du coˆne de confusion pour les sujets 4 er 5. Les barres verticales indiquent
l’intervalle de confiance a` 95%. Les lignes relie´es par des cercles repre´sentent les valeurs
du protocole 1 et celles relie´es par des e´toiles indiquent les valeurs du protocole 2.
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µs, mais contradictoire avec la plupart des autres e´tudes [Klump and Eady (1956); Mills
(1958); Grantham et al. (2003)]. Les JND du sujet 5 augmentent fortement avec l’azimut,
pour atteindre meˆme les JND du protocole 1. De plus, pour certaines positions forte-
ment late´ralise´es, les seuils obtenus ne sont pas significativement diffe´rents du niveau de
chance. Pour le coˆne a` 61°, le sujet 5 n’a obtenu qu’un seul seuil significatif sur les 6 e´le´va-
tions du coˆne. Le fait que le sujet 5 utilisait les HRTF d’un autre personne peut expliquer
cette observation. L’utilisation de HRTF non-individuelles entraˆıne des artefacts audibles
comme une perception intra-craˆnienne et une augmentation des confusions avant/arrie`re.
Qui plus est, il est reporte´ dans des e´tudes pre´ce´dentes des difficulte´s pour recueillir des
JND ou des MAA pour les positions fortement late´ralise´es [Mills (1958); Grantham et al.
(2003)]. Lors d’une perception intra-craˆnienne, ou lors d’une perte d’externalisation des
sources, le sujet peut alors avoir de grande difficulte´ a` percevoir les positions relatives
des stimuli car la perception de leur espacement est fortement re´duit. Cette difficulte´ n’a
apparemment pas e´te´ releve´e pour le protocole 1. Dans la partie consacre´e a` l’analyse
des re´sultats, seules sont conside´re´es les JND du sujet 4 car elles sont les plus restrictives
pour la comparaison des mode´lisations de l’ITD.
4.3 Analyse
La comparaison des protocoles utilise´s conduit a` la de´finition de deux JND. La pre-
mie`re partie de l’analyse compare les deux protocoles et donne des e´le´ments de re´ponse
quant a` leur signification et leur utilisation.
Les valeurs de la JND de´finissent une zone de flou de l’ITD, c’est-a`-dire un ensemble
de valeur d’ITD qui ne sont pas discrimine´es par un individu. La mesure de cette zone de
flou permet de de´terminer l’audibilite´ des variations de l’ITD sur les coˆnes de confusion
dans le but de connaˆıtre le degre´ de pre´cision ne´cessaire aux moteurs de rendu sonore
spatialise´. La question de l’audibilite´ des variations de l’ITD avec l’e´le´vation est aborde´e
dans la deuxie`me partie de l’analyse.
Les variations de l’ITD avec l’e´le´vation de´pendent de l’individu. Graˆce a` la mesure
de la zone de flou, il peut eˆtre de´termine´ si une mode´lisation de l’ITD avec des va-
riations moyennes en e´le´vation est satisfaisante. Dans la troisie`me partie de l’analyse,
l’individualisation des variations de l’ITD sur les coˆnes de confusion est examine´e.
Les variations fines de l’ITD qui ne sont pas perc¸ues, au sens de la JND, sont percepti-
vement inutiles et peuvent eˆtre supprime´es ce qui entraˆıne une re´duction de la complexite´
et du couˆt d’imple´mentation de la synthe`se binaurale. Deux me´thodes de calcul de l’ITD
sont examine´es pour connaˆıtre leur capacite´ a` reproduire les variations perc¸ues :
– le mode`le de teˆte sphe´rique avec rayon individualise´ [Algazi et al. (2001c)]
– le mode`le FDO [Busson et al. (2004)].
L’avantage principal de ces me´thodes est qu’elles permettent une estimation de l’ITD
d’un individu sans avoir a` mesurer ses HRTF. La validite´ perceptive de ces deux me´thodes
est e´tudie´e dans la quatrie`me partie de l’analyse.
4.3.1 Comparaison des deux protocoles
L’e´tude de comparaison des protocoles (cf. §1.5.2) met en e´vidence des diffe´rences im-
portantes. Ce paragraphe reprend en partie l’analyse commence´e et rajoute des e´le´ments
de discussion a` la lumie`re des JND.
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Fig. II.38 – JND moyennes issues des deux protocoles pour chaque coˆne de confusion
pour le sujet 4, colonne de gauche, et pour le sujet 5, colonne de droite, en fonction de
l’e´le´vation. Les lignes relie´es par des cercles repre´sentent les valeurs du protocole 1 et
celles relie´es par des e´toiles indiquent les valeurs du protocole 2.
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Les avantages des me´thodes adaptatives par rapport aux me´thodes des constantes
sont nombreux [Trahiotis et al. (1990)]. Notamment, il n’est pas ne´cessaire de connaˆıtre
a` l’avance avec pre´cision l’intervalle des valeurs du parame`tre a` balayer car le protocole
s’adapte automatiquement a` la perception du sujet. La me´thode d’estimation du seuil
avec la me´thode des contantes est base´e sur la construction de la courbe psychome´-
trique du parame`tre en question. La construction de la courbe psychome´trique requiert
un nombre important de re´ponses a` collecter pour obtenir une bonne pre´cision dans l’es-
timation du seuil, d’ou` un test long. La me´thode d’estimation du seuil utilise´e pour la
proce´dure adaptative est au contraire a` la fois rapide et fiable [Levitt (1970)]. Cette pre-
mie`re analyse permet d’expliquer la diffe´rence de dure´e du test entre les deux protocoles :
2 heures pour la me´thode adaptative et 7 heures pour la me´thode des constantes.
Comme indique´ dans la comparaison des protocoles (cf. §1.5.2), les me´thodes adap-
tatives ne ne´cessitent pas d’entraˆınement spe´cifique. Cependant, les e´tudes psychoacous-
tiques en synthe`se binaurale sont souvent de´crites avec un entraˆınement intensif des sujets
qui e´coutent plusieurs centaines, voir plusieurs milliers de stimuli avant de commencer
l’expe´rience [Trahiotis et al. (1990)]. Dans la phase d’entraˆınement, le nombre de stimuli
a` faible niveau du parame`tre doit eˆtre important pour que les sujets apprennent les in-
dices ne´cessaires a` la constitution d’une strate´gie de re´ponse efficace. Dans les me´thodes
adaptatives, il se peut que le sujet n’entende pas assez de stimuli a` faible niveau du
parame`tre pour e´tablir sa strate´gie de re´ponse, ce qui peut expliquer en partie la grande
diffe´rence observe´e dans le mesure de la JND. De plus, une erreur d’inattention est plus
pe´nalisante dans une proce´dure adaptative (cf. § 1.5.2).
La taˆche du sujet est plus complexe lors d’une pre´sentation des stimuli du type ABC
(analyse des diffe´rences de 3 stimuli et identification, et donc me´moire et appariement,
de deux stimuli complexes) que pour une pre´sentation de type AB (de´tection d’un mou-
vement). De plus, en raison du nombre important de stimuli pour le protocole 2, un effet
d’apprentissage est observe´ entre les deux sessions de 3000 stimuli chacune. Les valeurs de
la JND pour la premie`re session sont supe´rieures a` ceux du deuxie`me bloc. Vu le nombre
de stimuli, les valeurs de la JND obtenues avec le protocole 2 doivent conduire aux plus
petites valeurs que l’on puisse mesurer. Le protocole 1 semble alors donner des valeurs
proches d’une perception moyenne. En effet, les seuils issus du protocole 2 sont extraits
a` partir d’un parcours de re´ponses ou` le sujet entend diffe´rents niveaux du parame`tre
(cf. fig. II.13). Le protocole 1 semble alors suffisant pour des applications grand public
ou des e´coutes occasionnelles, telle une visite sonore de muse´e (avec spatialisation des
commentaires en fonction de l’orientation relative du visiteur et des objets), alors que le
protocole 2 donnerait des valeurs inte´ressantes pour des donne´es psychoacoustiques ou
des applications spe´cifiques comme l’entraˆınement des pilotes d’avion de chasse ou le jeu.
4.3.2 Perception des variations de l’ITD
L’analyse de l’audibilite´ des variations de l’ITD avec l’e´le´vation est effectue´e sur les
ITD de 43 sujets13 de la base de donne´es CIPIC (cf. chapitre III § 1.3.2). L’analyse
est effectue´e sur les coˆnes de confusion a` 0°, 20° et 65°. Pour examiner l’audibilite´ des
variations de l’ITD sur ces coˆnes de confusion, un parame`tre adimensionnel est calcule´. Ce
13La base de HRTF du CIPIC contient 45 sujets, mais deux sujets qui pre´sentent des valeurs aberrantes
d’ITD ont e´te´ supprime´s de l’analyse
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parame`tre permet la comparaison des variations de l’ITD des 43 sujets par l’utilisation
d’un facteur de normalisation propre au sujet. Ce crite`re rend compte des variations
individuelles de l’ITD en prenant l’ITD individuelle a` l’e´le´vation φ = 0° comme re´fe´rence
au sein d’un meˆme coˆne de confusion. Il est de´fini par la formule suivante :
evari(θ) =
ITDi(θ, φ)− ITDi(θ, 0)
ITDmaxi
(II.19)
ou` ITDi(θ, φ) repre´sente l’ITD de l’individu i a` l’azimut θ et a` l’e´le´vation φ, ITDmaxi
est l’ITD maximale de l’individu i. De la meˆme manie`re, une valeur normalise´e de la
JND est calcule´e :
JNDnorm(θ) =
JND(θ)
1
M
∑M
i=1 ITDmaxi
(II.20)
ou` JND(θ) est la JND en fonction de l’azimut du coˆne et ITDmaxi est l’ITD maximale
pour le sujet i. Le crite`re de dispersion est calcule´ pour chaque individu et pour chaque
e´le´vation. 2150 valeurs du crite`re sont alors estime´es pour chaque coˆne de confusion et les
fonctions de re´partitions empiriques des crite`res evari(θ) sont e´value´es pour les trois coˆnes.
Les trois fonctions correspondant aux trois coˆnes de confusion sont repre´sente´es en figure
II.39. Les valeurs adimensionnelles des deux JND y sont repre´sente´es. Ainsi, la probabilite´
d’audibilite´, au sens d’une JND, est de´termine´e par pJNDnorm = 1 − F (JNDnorm). En
effet, F (JNDnorm) donne la probabilite´ que evari(θ) soient infe´rieurs ou e´gales a` JNDnorm
ou en d’autre termes, que les variations individuelles soient non perc¸ues au sens de
l’e´quation II.9, et donc la probabilite´ que les variations individuelles soient perc¸ues est
donne´e par p(audible) = 1− F (JNDnorm). La probabilite´ d’audibilite´ est reporte´e dans
le tableau II.10 pour les trois coˆnes de confusion et pour les deux JNDnorm. D’apre`s la
JND1, il est clair que les variations de l’ITD par rapport a` ITDθ,0 ne sont pas audibles.
Le pourcentage d’audibilite´ reste infe´rieur a` 16 % quel que soit l’azimut du coˆne. Par
contre, les pourcentages d’audibilite´ par rapport aux JND2 sont largement supe´rieurs
et atteignent 73 % pour le coˆne a` 65° ce qui sugge`re que les variations doivent eˆtre
reproduites pour une synthe`se binaurale fine.
Tab. II.10 – Pourcentage d’audibilite´ des variations de l’ITD sur les coˆnes de confusion
en fonction des deux protocoles.
Coˆne pJND1norm pJND2norm
0° 7 53
20° 1 33
65° 16 73
Il semble que pour des applications grand public, les variations de l’ITD sur les coˆnes
de confusions n’ont pas besoin d’eˆtre reproduites. Une ITD constante en e´le´vation suffit,
si la valeur qu’elle donne en azimut est correcte. Par contre, les variations de l’ITD
en e´le´vation sont perc¸ues selon la JND2. Ces variations de´pendent de l’individu. Au
paragraphe suivant, les variations moyennes sont examine´es pour savoir s’il faut qu’elles
soient individualise´es.
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Fig. II.39 – Fonctions cumulatives de distribution du crite`re evari(θ) pour les trois
coˆnes de confusions et pour tous les sujets. Les lignes verticales rouges correspondent
a` JND2add(θ) et les lignes verticales bleues correspondent a` JND1add(θ).
4.3.3 Individualisation de l’ITD sur les coˆnes de confusion
Afin d’examiner si les variations de l’ITD sur les coˆnes de confusion doivent eˆtre
individualise´es, un autre crite`re adimensionnel est calcule´. Ce crite`re est e´value´ de la
meˆme manie`re que pour le paragraphe pre´ce´dent mais en conside´rant cette fois-ci l’e´cart
par rapport a` une ITD moyenne. L’ITD moyenne correspond a` la moyenne pour les 43
sujets de la base CIPIC de l’ITD en fonction de l’azimut et de l’e´le´vation :
ITDmoy(θ, φ) =
1
M
43∑
i=1
ITDi(θ, φ) (II.21)
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Le crite`re adimensionnel est donne´ par :
eindi(θ, φ) =
ITDi(θ, φ)− ITDmoy(θ, φ)
ITDmaxi
(II.22)
Les valeurs de eindi(θ, φ) sont calcule´es pour tous les individus et toutes les positions
et ensuite regroupe´es par coˆnes de confusion. L’audibilite´ des variations individuelles est
de´termine´e par le trace´ de la fonction de re´partition empirique du crite`re eindi(θ, φ) et par
la valeur de 1− F (JNDnorm). Les pourcentages d’audibilite´ des variations individuelles
par rapport a` une ITD moyenne sont reporte´s dans le tableau II.11. Selon JND1, les
variations individuelles n’ont pas besoin d’eˆtre reproduites et la pre´sentation d’une ITD
moyenne est perceptivement satisfaisante. Meˆme avec JND2, les pourcentages d’audibilite´
restent tre`s faibles et ne de´passent pas 36 %.
Tab. II.11 – Pourcentage d’audibilite´ des variations individuelles de l’ITD sur les coˆnes
de confusion en fonction des deux protocoles.
Coˆne pJND1norm pJND2norm
0° 1 22
20° 0 28
65° 1 36
Le tableau II.11 indique que les variations individuelles de l’ITD sur les coˆnes de
confusion ne sont pas audibles et une ITD qui reproduit des variations moyennes suffit.
Cependant, pour des syste`mes de spatialisation sonore demandant une tre`s grande pre´-
cision, il peut eˆtre ne´cessaire de re´duire les taux d’audibilite´. Toujours dans une optique
de re´duction du couˆt d’imple´mentation de la synthe`se binaurale, la pre´cision apporte´e
par des formules analytiques de´crivant l’ITD et n’ayant pas besoin des mesures de HRTF
est analyse´e dans le paragraphe suivant.
4.3.4 Validation perceptive des mode´lisations sphe´riques de l’ITD
Deux me´thodes de calcul de l’ITD sont compare´es. Ces deux me´thodes correspondent
a` une mode´lisation de la teˆte de l’auditeur par une sphe`re et correspondent d’une part
a` la formule de Woodworth avec un rayon individualise´ selon la me´thode propose´e dans
[Algazi et al. (2001c)], nomme´e ici MSI (Model Sphe´rique Individualise´) et d’autre part
a` la formule FDO qui apporte des variations de l’ITD sur des coˆnes de confusion graˆce
au de´calage des oreilles sur la sphe`re. Comme de´crit au paragraphe 2.3, la formule FDO
peut eˆtre optimise´e par une proce´dure de minimisation de l’erreur quadratique pour
reproduire certaines valeurs de l’ITD. Ainsi, la formule FDO est adapte´e a` l’ITD de
chaque sujet et ce uniquement pour les positions de´crivant le coˆne a` 65°. Les variations
du coˆne a` 65° e´tant supe´rieures a` celles des autres coˆnes il est attendu que si FDO
reproduit correctement les variations de l’ITD pour le coˆne a` 65°, elle reproduise aussi
les variations pour les autres coˆnes. La me´thode d’e´valuation d’audibilite´ est re´ite´re´e ici
avec le calcul d’un nouveau crite`re adimensionnel :
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Fig. II.40 – Fonctions de re´partition empirique du crite`re eindi(θ) pour les trois coˆnes
de confusions et pour tous les sujets. Les lignes verticales rouges correspondent a`
JND2norm(θ) et les lignes verticales bleues correspondent a` JND1norm(θ).
emodi(θ, φ) =
ITDi(θ, φ)− ITDmod(θ, φ)
ITDmaxi
(II.23)
ou` l’indicemod est relatif a` MSI ou FDO. Les fonctions de re´partitions empiriques des cri-
te`res emodi(θ, φ) sont affiche´es en figure II.41. Le troisie`me mode`le utilise´ est une formule
FDO qui a e´te´ optimise´e sur l’ITD moyenne des 43 sujets pour le coˆne a` 65° (cf. fig.II.24).
Les parame`tres de cette FDO moyenne sont un rayon de teˆte de 91 mm, un de´calage des
oreilles en azimut de -3° et en e´le´vation de 19°. L’inte´reˆt de cette FDO moyenne est de
pouvoir donner une formule moyenne pour l’ITD qui apporte des variations de l’ITD sur
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les coˆnes de confusion contrairement aux autres formulations (par exemple la formule de
Woodworth). Les pourcentages d’audibilite´ sont reporte´s dans le tableau II.12 pour les
deux mode´lisations et la figure II.41 repre´sente les fonctions de re´partitions empiriques
relatives a` eMSI , eFDO et eFDOmoy pour les trois coˆnes de confusion.
D’apre`s les re´sultats du tableau II.12 les mode´lisations MSI et FDO sont perceptive-
ment correctes au sens de la JND1. L’individualisation re´alise´e pour obtenir le mode`le
MSI est suffisante pour une pre´cision moyenne de la synthe`se binaurale. Les re´sultats
relatifs a` JND2 montrent la ne´cessite´ de l’individualisation du mode`le FDO. L’utilisa-
tion d’une FDO moyenne permet de re´duire l’audibilite´ pour le coˆne ou` la formule a e´te´
optimise´e mais ne montre pas de meilleures performances que la formule FDO pour les
autres coˆnes. La formule FDO moyenne montre des performances tre`s encourageantes :
meˆme pour les coˆnes ou` elle n’a pas e´te´ optimise´e, les taux d’audibilite´ restent faibles (<
30%).
Tab. II.12 – Pourcentage d’audibilite´ des mode´lisations de l’ITD sur les coˆnes de confu-
sions.
MSI FDOind FDOmoy
Coˆne pJND1norm pJND2norm pJND1norm pJND2norm pJND1norm pJND2norm
0° 2 22.5 2 23 2 23
20° 1 36 0 28 0 34
65° 2 51 0 4 0 36
4.4 Conclusion
L’e´tude pre´liminaire ayant montre´ les diffe´rences existantes entre diffe´rents protocoles
expe´rimentaux, l’audibilite´ des variations de l’ITD sur les coˆnes de confusion est e´tudie´e
en fonction de deux proce´dures expe´rimentales. L’analyse des diffe´rences entre les deux
protocoles choisis pour l’e´tude psychoacoustique incite a` conside´rer les seuils obtenus
par la proce´dure adaptative, c’est-a`-dire JND1, comme des indicateurs d’une perception
moyenne, qui sont mieux adapte´s a` un utilisateur occasionnel de la synthe`se binaurale.
Par contre, les seuils obtenus avec la me´thode des constantes, c’est-a`-dire JND2, semblent
plus proches de niveaux de perception asymptotique. L’analyse mene´e sur les re´sultats
des tests suit cette dichotomie.
Les performances moyennes correspondent a` une JND entre 74 µs et 91 µs tandis
que les performances asymptotiques se situent entre 20 µs et 40 µs ce qui est proche des
performances du syste`me auditif en e´coute champ libre et en e´coute ste´re´ophonique. Glo-
balement, la JND de l’ITD ne varie pas avec l’e´le´vation et de´pend seulement de l’azimut
du coˆne de confusion conside´re´. D’autres expe´riences sont ne´cessaires pour e´tablir une
cartographie plus comple`te de la JND de l’ITD. Cette premie`re e´tude permet ne´anmoins
de restreindre les champs d’investigation de la JND, ce qui est indispensable pour une
e´tude expe´rimentale utilisant la proce´dure des constantes.
Au regard d’une perception moyenne, les variations sur les coˆnes de confusion ne
sont pas perc¸ues et n’ont donc pas besoin d’eˆtre reproduites. Une mode´lisation {ITD⊕
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Fig. II.41 – Fonctions de re´partition empirique du crite`re emod(θ) pour les trois coˆnes
de confusion et pour les trois mode´lisations. Les lignes verticales rouges correspondent a`
JND2add(θ) et les lignes verticales bleues correspondent a` JND1add(θ). Les figures du
haut repre´sentent eMSI(θ) , celles du mileu eFDO(θ) et celles du bas eEDFmoy(θ).
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HRTFmin} de la synthe`se binaurale avec une ITD ne de´pendant que de l’azimut de la
source est alors suffisante. L’ITD variant avec l’azimut doit toutefois eˆtre fide`le a` l’ITD
du sujet sur le plan horizontal (cf. § 3). A ce titre, l’ITD de la formule de Woodworth
convient. L’ITD MSI doit par contre eˆtre adapte´e en fonction de la base de donne´e (cf.
§ 2.3).
Au vu d’une synthe`se binaurale recherchant un bon compromis entre pre´cision et
couˆt d’imple´mentation, les variations de l’ITD sur les coˆnes de confusion doivent eˆtre
reproduites. Une ITD qui reproduit des variations moyennes permet de re´duire l’erreur
introduite et est perceptivement valide. La formule FDO individualise´e et optimise´e sur
un coˆne de confusion ayant un maximum de variation d’ITD repre´sente une mode´lisation
tre`s inte´ressante des variations individuelles de l’ITD. L’utilisation de la formule FDO
est donc encourageante et une relation multi-line´aire entre de´calage optimal des oreilles
et parame`tres morphologiques, de la meˆme manie`re que la formule du rayon optimal dans
[Algazi et al. (2001c)], permettrait une ITD individuelle reproduisant les variations de
l’ITD sur les coˆnes de confusion de manie`re acceptable sans avoir a` mesurer les HRTF
d’un individu.
5 CONCLUSION
Les e´tudes expe´rimentales et the´oriques pre´sente´es dans ce chapitre permettent de
mieux appre´hender le choix d’une me´thode de calcul de l’ITD dans le cadre de l’imple´-
mentation {ITD⊕HRTFmin} de la synthe`se binaurale.
La mesure de l’ITD psychoacoustique dans le plan horizontal, c’est-a`-dire la` ou` l’ITD
varie le plus, a permis de valider l’imple´mentation la plus couramment utilise´e de la
synthe`se binaurale et ce meˆme pour les positions ou` les HRTF sont mal repre´sente´s par
des filtres a` phase minimale. Cette e´tude expe´rimentale a mis en e´vidence les perfor-
mances globales et individuelles des me´thodes d’estimation a` partir des mesures que sont
la me´thode seuil a` 50 % des HRIR et la me´thodeMaxIACC sur les enveloppes des HRIR.
Cependant, l’utilisation d’une formule analytique qui ne requiert pas de mesures a
priori procure un inte´reˆt en terme de couˆt d’imple´mentation. La formule FDO de´ve-
loppe´e avec le travail the´orique reporte´ dans ce chapitre offre une pre´diction plus fine
et une capacite´ d’individualisation supe´rieure aux formules classiques. L’adaptation des
parame`tres de la formule FDO permet une reproduction fide`le des variations de l’ITD
et notamment les variations en e´le´vation qui n’e´taient pas reproduites avec les formules
classiques.
La mesure du pouvoir de discrimination de l’ITD, ou JND de l’ITD, a montre´ que les
variations de l’ITD sur des plans sagittaux doivent eˆtre reproduites. Les JND obtenues
sont constantes avec l’angle d’e´le´vation. Elles ne de´pendent que de l’azimut du plan
sagittal et les valeurs les plus faibles sont proches des performances de localisation en
e´coute champ libre. L’optimisation de la formule FDO permet d’obtenir une ITD qui
reproduit les variations individuelles de l’ITD sur des plans sagittaux.
L’application d’une de´marche d’optimisation entre parame`tres de la formule FDO et
certaines donne´es morphologiques propres a` chaque sujet permettra l’obtention d’une
relation d’individualisation des parame`tres sans avoir recours aux mesures de HRTF.
Cette relation devra eˆtre e´tendue a` plusieurs bases de donne´es pour obtenir une relation
la plus universelle possible.
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III
Acquisition de HRTF
INTRODUCTION
Le but de ce chapitre est de pre´senter deux me´thodes d’acquisition de HRTF : la
mesure empirique et le calcul nume´rique par e´le´ments de frontie`re. La mesure permet
l’obtention de HRTFmixte tandis que le calcul n’a e´te´ utilise´ ici que pour l’acquisition
du module des HRTFmixte, la mode´lisation de l’ITD est aborde´e au chapitre II. Cette
e´tude part du principe qu’une reproduction fide`le de l’e´coute naturelle graˆce a` la synthe`se
binaurale est obtenue avec les HRTF individuelles de chaque auditeur : les mesures sont
alors le me`tre e´talon. Cependant, la mesure des HRTF est un proble`me majeur de la
synthe`se binaurale. C’est une taˆche de´licate soumise a` de nombreuses sources d’erreurs.
La mesure est longue et demande un mate´riel couˆteux, notamment le syste`me me´canique
pour le positionnement relatif microphone/haut-parleur. La mesure ne´cessite aussi un
environnement spe´cifique, comme l’utilisation d’une chambre ane´cho¨ıque. Le choix meˆme
des positions a` mesurer est loin d’eˆtre e´vident. Le calcul de HRTF reveˆt ici toute son
importance : pour la faisabilite´ de l’application grand public de la synthe`se binaurale, il
est impe´ratif de se doter d’une proce´dure simple d’acquisition des HRTF.
La re´solution nume´rique du proble`me acoustique correspondant a` la mesure des HRTF
permet de s’affranchir de la lourde taˆche de la mesure. L’approche aborde´e dans les tra-
vaux re´alise´s est celle des e´le´ments de frontie`re, ou BEM pour Boundary Element Me-
thod. Cette me´thode permet l’obtention d’un champ de pression dans un volume par le
calcul du champ de pression sur la surface entourant le volume. La surface conside´re´e
est, pour notre e´tude, une mode´lisation ge´ome´trique de la morphologie d’un auditeur.
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L’avantage principal de la BEM par rapport aux mesures est une re´pe´tabilite´ assure´e. De
plus cette technique permet le placement des microphones et des sources avec une tre`s
grande pre´cision, sans souci d’encombrement (microphone place´ dans le conduit auditif).
Enfin, il est possible de controˆler l’impe´dance des surfaces et les caracte´ristiques du fluide
entourant l’objet d’analyse. La BEM permet ainsi d’effectuer un travail syste´matique sur
l’influence des parame`tres de mode´lisation de l’objet d’analyse (morphologie de l’audi-
teur). Par exemple, un travail qui examine l’influence sur les HRTF, de la position du
canal auditif par rapport au centre d’une sphe`re repre´sentant la teˆte d’un auditeur peut
eˆtre mene´. Cependant, la me´thode BEM applique´e au proble`me particulier de l’acquisi-
tion de HRTF requiert des ressources informatiques conside´rables, me´moire vive, vitesse
du processeur, pour re´aliser un calcul dans des temps acceptables.
Ce chapitre s’articule autour de deux parties. La premie`re partie est consacre´e a`
la comparaison de diffe´rentes bases de HRTF mesure´es. Les trois principales bases de
donne´es utilise´es au cours des ces travaux sont de´crites et compare´es. Le principe ge´ne´ral
de la mesure est pre´sente´ et les erreurs introduites lors des sessions de mesures sont
expose´es.
La deuxie`me partie de ce chapitre pre´sente le travail re´alise´ pour l’acquisition de
HRTF en utilisant la me´thode BEM. Ces travaux repre´sentent une avance´e dans la
compre´hension de l’influence de la morphologie de l’auditeur sur les HRTF. L’auditeur
est ici mode´lise´ par des formes ge´ome´triques simples. Le premie`re section est consacre´e
a` l’e´nonce´ du proble`me et a` la description du principe de la me´thode BEM. Les aspects
pratiques sont analyse´s et les limites techniques de la BEM sont mises en e´vidence. Les
travaux ante´rieurs consacre´s a` l’application de me´thodes nume´riques pour le calcul de
HRTF sont ensuite rapporte´s. L’apport du travail re´alise´ sur l’application de la me´thode
BEM a` des ge´ome´tries simplifie´es de la morphologie de l’auditeur pour le calcul de HRTF
est expose´. Enfin, la dernie`re partie conclut sur l’utilisation de la BEM pour la pre´diction
de HRTF.
1 LA MESURE DE HRTF
1.1 Principe de la mesure de HRTF
Une HRTF est une fonction de transfert complexe entre la pression de´livre´e par une
source sonore en champ libre P1, c’est-a`-dire la pression au lieu du centre de la teˆte
de l’auditeur, et la pression re´sultante au niveau du tympan P2 [Møller (1992); Møller
et al. (1995); Hammershø¨ı and Møller (2002)]. L’auditeur est vu comme un objet qui
diffracte une onde en champ libre. Les HRTF sont les fonctions de diffraction, re´flexion
et re´sonance de cet objet. Cette fonction de transfert de´pend de la position relative de
la source sonore par rapport a` l’auditeur, de la morphologie de l’auditeur et du contenu
fre´quentiel de la source sonore. La mesure de la position de la source sonore est effectue´e
en utilisant des syste`mes de coordonne´es, le plus souvent sphe´riques, inclus dans le re´-
fe´rentiel auditeur (cf. fig.I.5). Le centre de la teˆte e´tant difficile a` de´finir et a` mesurer,
il est alors utilise´ des syste`mes de coordonne´es dont un des axes est confondu avec l’axe
interaural (cf. fig.I.4) : le centre de la teˆte, et donc du re´fe´rentiel sujet, est le milieu de
l’axe interaural.
Le principe de la mesure est de placer la source sonore a` une position de l’espace repe´re´e
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par ses coordonne´es Θ, de mesurer P2 graˆce a` un microphone situe´ au niveau des tym-
pans, de mesurer P1 au lieu du centre de la teˆte, auditeur absent, pour obtenir la HRTF
aux coordonne´es Θ :
HRTF (Θ, f, λ) =
P2(λ)
P1(Θ, f)
=
Pression au niveau du tympan
Pression de´livre´e par une source sonore
(III.1)
L’espace auditif est souvent repre´sente´ a` l’aide de coordonne´es sphe´riques qui sont
bien adapte´es aux performances de localisation : la perception de la distance absolue, qui
plus est en condition ane´cho¨ıque, est tre`s peu de´veloppe´e chez l’homme. Par contre le
syste`me auditif discrimine tre`s bien des sources en azimut. La variation des HRTF, et des
indices monoraux et interauraux, avec la distance n’a pas e´te´ aborde´e dans les travaux
pre´sente´s ici1. Les mesures de HRTF sont pour la plupart effectue´es a` rayon constant.
Pour des raisons physiologiques e´videntes, il est impossible de mesurer un signal
acoustique au niveau du tympan. La position du point de mesure dans le conduit auditif
a longtemps e´te´ une question ouverte [Møller (1992); Hammershø¨ı and Møller (2002);
Algazi et al. (1999)]. Aujourd’hui, la me´thode de mesure au niveau de l’entre´e du conduit
auditif avec le conduit bouche´ (cf. fig. III.2), blocked ear canal en anglais, est utilise´e
au lieu des me´thodes en conduit ouvert (cf. fig. 1.1). En effet il a e´te´ reporte´ que les
modifications introduites par le conduit auditif sont inde´pendantes de la position de la
source sonore. Les variabilite´s inter-individuelles, autre source d’erreurs inde´pendantes
de la position, sont atte´nue´es en conduit bloque´ [Møller (1992); Chateau (1996)].
Les HRTF e´tant largement de´pendantes de la fre´quence, une attention particulie`re
doit-eˆtre apporte´e a` la nature du signal source. Diffe´rents types de signaux ont e´te´ teste´s
et une revue des avantages et inconve´nients de quatre me´thodes (impulsion, bruit blanc
gaussien, se´quence de longueur maximale et codes de Golay) est pre´sente´e dans [Cheng
and Wakefield (2001)]. L’article ne fait cependant pas mention d’un type de signal tre`s
avantageux : le sinus glissant (chirp ou encore sweep en anglais) (cf. figure III.3).
y(t) = sin(f(t).t) (III.2)
Ce type de signal permet l’obtention de toute la bande audio en une seule mesure et
comporte assez d’e´nergie pour une utilisation line´aire du haut-parleur. De plus ce si-
gnal e´tant de´terministe, il est facilement reproductible et les traitements pour re´cupe´rer
l’information sont simplifie´s.
Les HRTF sont finalement obtenues par la division fre´quentielle du signal rec¸u au
niveau du tympan et du signal mesure´, avec la meˆme configuration sujet absent, au lieu
du centre de sa teˆte (souvent confondu avec le centre du dispositif de mesure.) Cette
ope´ration permet d’enlever la contribution de la chaˆıne de mesure (le choix de la position
relative du microphone et du Haut-parleur est arbitraire). Enfin, une dernie`re e´tape
permet d’enlever toutes contributions non spatiales : c’est l’e´galisation par rapport a` un
champ de re´fe´rence. Cet aspect est aborde´ au paragraphe 4.2 qui de´crit les deux types
d’e´galisation les plus utilise´s.
1Le lecteur pourra se reporter aux travaux expose´s dans [Brungart and Rabonowitz (1998)] et [Du-
raiswami et al. (2004)] pour avoir plus d’informations a` ce sujet
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a) Moule pour microphone
b) Placement du moule
Fig. III.1 – Dispositif expe´rimental de placement de microphone en conduit ouvert
[Wightman and Kistler (1989)].
1.2 Sources d’erreur lors des campagnes de mesures
La mesure acoustique est globalement une chose de´licate et qui doit eˆtre le fruit de
nombreuses pre´cautions. Par exemple la condition de mesures ane´cho¨ıques est difficile
a` re´aliser a` cause des multiples re´flexions sur le syste`me de mesure. Plutoˆt que de re-
chercher la mesure la plus propre, une estimation des erreurs introduites par le syste`me
de mesure est re´alise´e. Les erreurs sont ensuite retire´es de la mesure. C’est le but de la
mesure sujet absent que d’estimer les contributions de la chaˆıne de mesure. Cependant,
cette ope´ration ne´cessite que les erreurs restent limite´es : c’est le proble`me de toute ope´-
ration de de´convolution. Cette e´tape est encore plus sensible pour enlever la contribution
du couplage pavillon-e´couteur lors d’e´coutes au casque. Un article sur les me´thodes de
de´convolution de re´ponse de casque conseille meˆme de ne pas effectuer de telle ope´ration
sur des donne´es aussi sensibles a` la coloration spectrale que les HRTF [Kulkarni and
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Fig. III.2 – Utilisation de moulage du conduit auditif pour le placement des microphones
en conduit ferme´ [Vandernoot].
a) Repre´sentation temporelle b) Spectrogramme
Fig. III.3 – Sinus glissant line´aire de fre´quence d’e´chantillonnage 1 kHz.
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Colburn (2000)]. Cette e´tape est conside´re´e comme une ope´ration de post-traitement et
n’est pas de´taille´e ici.
Plusieurs types d’erreurs sont re´fe´rence´s dans la litte´rature. La liste ci-dessous de´crit
les principales sources d’erreur.
- Re´flexions sur le syste`me de mesure : le syste`me de mesure de HRTF est souvent
complexe et comporte de nombreux e´le´ments me´caniques, notamment une arche de-
vant supporter le HP et e´ventuellement le sie`ge du sujet. Tous ces e´le´ments doivent
eˆtre recouverts d’un absorbant acoustique. La moindre re´flexion peut contaminer
les mesures. Le feneˆtrage des mesures est aussi indispensable et toutes les pre´cau-
tions doivent y eˆtre apporte´ (utilisation de feneˆtre approprie´e au rapport signal a`
bruit).
- Erreur de positionnement du microphone : la me´thode de mesure avec conduit au-
ditif bloque´ permet entre autre d’enlever la variance sur la position du microphone
dans le canal auditif. Cependant, selon la taille de la capsule microphonique, une
erreur de positionnement persiste a` l’entre´e au niveau du meatus (cf. fig. III.4).
Fig. III.4 – Photographie d’un pavillon de l’oreille externe (cf. http://www.iha-online.co.
uk/).
Une solution pratique pour re´soudre ce proble`me est l’utilisation de moulage du
conduit (cf. fig. III.2). Le moulage est perce´ pour y incorporer les capsules : le
placement du microphone est alors moins variant. Cette technique a e´te´ utilise´e
pour la base de HRTF LISTEN [Vandernoot].
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- Erreur de positionnement du sujet : dans certains dispositifs [Møller et al. (1995)],
le sujet est debout lors de la mesure, ce qui correspond a` une situation naturelle
d’e´coute. Meˆme avec un dispositif aidant le sujet a` se placer au centre du repe`re des
erreurs sont introduites. Møller et al. estiment que pour leur syste`me de mesure,
une erreur de placement du sujet de 10 mm entraˆıne un de´calage temporel de 30
µs sur les HRIR [Møller et al. (1995)]. Le placement du sujet sur un sie`ge au centre
du repe`re permet de re´duire ces erreurs.
- Mouvements de teˆte : la position relative du haut-parleur et de la teˆte du sujet
est cruciale. Pour les HRTF frontales, un proble`me de positionnement peut eˆtre
a` l’origine d’une mauvaise perception des sources devant (θ = 0° et φ = 0°) : les
sources sont alors perc¸ues plus proches de la teˆte et en hauteur. Certains protocoles
utilisent un support permettant de maintenir la teˆte des sujets tout au long de la
se´ance de mesures. Ceci re´duit les mouvements de la teˆte mais ne les e´limine pas
et le maintien prolonge´ de la teˆte rajoute de l’inconfort. Møller et al. analysent ce
type d’erreur en terme d’ITD pour θ = 0° et φ = 0° et indiquent qu’une rotation
de la teˆte de 5° entraˆıne une ITD de 80µs alors que la valeur 0 est attendue pour
cette position [Møller et al. (1995)]. Seulement cette mesure peut eˆtre noye´e dans
les dissyme´tries morphologiques des sujets.
- Basses fre´quences : pour assurer une condition de champ libre, les syste`mes de
mesure sont souvent place´s dans des chambres ane´cho¨ıques. L’absorbtion des ondes
y est garantie sur une large bande de fre´quences. Seulement la condition ane´cho¨ıque
est difficilement re´alisable pour les basses fre´quences. De plus, la taille des haut-
parleurs se doit d’eˆtre re´duite pour limiter l’encombrement et leur poids faible pour
soulager le support et e´viter une forte inertie lors du de´placement du haut-parleur.
C’est pourquoi la partie basses fre´quences des HRTF est souvent peu fiable et donc
ignore´e. Une solution a` la mesure des basses fre´quences, est l’utilisation de mode`le
nume´rique de HRTF. Ainsi la partie basses fre´quences des HRTF de la base CIPIC
est reconstruite a` partir d’un filtre RII [Algazi et al. (2001a)] pour f < 400 Hz.
- Reproductibilite´ : la contribution globale des erreurs pre´ce´dentes est estime´e par
des mesures re´pe´te´es dans les meˆmes conditions a` diffe´rents intervalles de temps.
Møller et al. effectuent trois mesures dans ce sens et indiquent une tre`s faible varia-
tion jusqu’a` 20 kHz (de l’ordre de 1 db en basses fre´quences) [Møller et al. (1995)].
Des variations plus importantes sont observe´es pour les positions contralate´rales.
Dans [Miller (2001)] l’erreur quadratique moyenne Erms entre les puissances des
mesures sert de crite`re d’analyse pour la mesure de l’erreur de reproductibilite´ :
Erms =
√√√√ 1
N − 1
N∑
i=1
∣∣ 20 ∗ log10(HRTF1(i)
HRTF2(i)
)
∣∣2 (III.3)
avec N nombre de fre´quences des HRTF, HRTF1(i) repre´sente une HRTF a` une
position donne´e et HRTF2(i) la meˆme HRTF mesure´e soit un jour plus tard, soit
une semaine plus tard. Trois mesures sont ainsi effectue´es. Sur trois sujets diffe´-
rents, l’erreur de re´pe´tabilite´ est en moyenne sur toutes les positions (24 positions
re´parties sur le plan horizontal) de 2.63 dB pour le de´lai de 1 jour et de 4.43
dB pour le de´lai d’une semaine. Cette erreur est importante mais reste heureuse-
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ment en-dessous des erreurs introduites par l’utilisation de HRTF non-individuelles
(comprises entre 7 et 13 dB) [Miller (2001)].
1.3 Les trois bases de donne´es utilise´es
De nombreuses bases de donne´es de HRTF, publiques ou prive´es, existent. Ce para-
graphe pre´sente celles utilise´es au cours des travaux de the`se que ce soit pour des tests
perceptifs (cf. chapitre II) ou pour la mode´lisation (cf. chapitre 1). La description de ces
trois bases met en e´vidence des diffe´rences entre les syste`mes de mesure. Ces diffe´rences
rendent difficile la re´union de bases de HRTF. Or, les mode`les de pre´diction de HRTF
(cf. chapitre 1) doivent eˆtre construits sur des bases de donne´es qui comportent le plus
de mesures possible pour assurer l’universalite´ du mode`le. Le tableau III.1 re´capitule les
principales caracte´ristiques de chaque base de donne´es.
Tab. III.1 – Principales caracte´ristiques des trois bases de donne´es de HRTF utilise´es
dans la the`se.
Base de
HRTF
Positions
mesure´es
par oreille
Fre´quence
d’e´chan-
tillonnage
(kHz)
Signal Avantages Inconve´nients
Listen
187 positions
50 sujets
e´le´vation
constante
∆azmin =
15°
∆elmin =
15°
44,1 sweep sujets
disponibles
2, rapidite´
peu de
points de
mesures
FTR&D
965 positions
9 sujets
e´le´vation
constante
∆azmin =
5.625°
∆elmin =
5.625°
48 bruit large
bande
re´pe´tabilite´,
bon e´chan-
tillonnage
spatial,
sujets
disponibles
Se´ances de
mesures
longues, peu
de sujets
CIPIC
1250 positions
45 sujets
azimut
constant
∆azmin = 5°
∆elmin =
5.625°
44.1 Code de
Golay
e´chantillonage
spatial
de´crivant
des coˆnes de
confusion
Basses
fre´quences
mode´lise´es,
sujets non
disponibles
1.3.1 La base LISTEN
La base de HRTF LISTEN correspond aux mesures effectue´es a` l’IRCAM3 dans le
cadre du projet europe´en LISTEN4. Un total de 187 positions ont e´te´ mesure´es pour les
3Institut de Coordination Acoustique/Musique, 1 place Igor Stravinsky, 75004 Paris
4http://recherche.ircam.fr/equipes/salles/listen/context.html
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51 sujets de la base. Le protocole est de´crit en de´tail dans [Vandernoot]. Les principaux
e´le´ments sont rappele´s ici. Le sujet est assis sur une chaise fixe´e a` une table tournante :
l’angle de la table tournante de´finit l’azimut de la mesure. La teˆte du sujet est attache´e a`
un repose-teˆte. Le haut-parleur est fixe´ a` une structure me´tallique dont l’axe de rotation
est confondu avec l’axe interaural. La rotation du haut-parleur de´crit alors un arc fixe
de´finissant des angles d’e´le´vation variant entre −40 et +90. Les mesures sont re´alise´es
par plan d’e´le´vation constante.
La totalite´ des mesures est re´alise´e en 1 heure. Le de´clenchement des mesures n’est
effectue´ que si la position de la teˆte, controˆle´e par un head-tracker magne´tique, est
correcte.
Fig. III.5 – Syste`me de mesure de HRTF pour la base de donne´es LISTEN (cf. http:
//recherche.ircam.fr/equipes/salles/listen/system/protocol.html).
1.3.2 La base CIPIC
Les donne´es de la base CIPIC [Algazi et al. (2001a)] comportent 1250 positions (50
e´le´vations * 25 azimuts) mesure´es sur 43 sujets humains et 2 teˆtes artificielles (KEMAR
avec 2 moulages d’oreilles diffe´rents). Les mesures sont re´alise´es en conduit auditif ferme´.
Le sujet est assis au centre du repe`re. Un arc comportant 5 HP et dont l’axe de rotation
est perpendiculaire a` l’axe interaural du sujet,
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Fig. III.6 – Syste`me de mesures de HRTF pour la base de donne´es CIPIC.
La partie Basses-Fre´quences (jusqu’a` 400 Hz) est mode´lise´e par un filtre RII prenant
en compte la diffraction de l’onde acoustique sur le torse.
1.3.3 La base FTR&D
La base de HRTF de FTR&D comporte 965 mesures re´alise´es sur 8 sujets humains
et une teˆte artificielle (HMSIII, Head Acoustics). Le syste`me de mesure utilise´ pour
constituer la base de HRTF de FTR&D [Pernaux (2003)] est celui de´crit dans [Bronkhorst
(1995)] et se situe au TNO Human Factors Research Institut a` Soesterberg (Pays-Bas).
Les mesures sont effectue´es en conduit auditif ferme´. Le sujet, dont la teˆte est maintenue,
est assis sur une chaise pivotante et son axe interaural est confondu avec l’axe de rotation
du rail supportant le haut-parleur (pour la position az = 0° et el = 0°). Le haut-parleur
se de´place sur un rail en forme d’arc de rayon 1.40 m. Les positions relatives de la teˆte
du sujet et du haut-parleur sont controˆle´es par un head-tracker magne´tique. Un message
sonore automatique indique au sujet les corrections a` apporter a` sa posture et la position
du HP est ajuste´ (le positionnement du haut-parleur par rapport au sujet est obtenu avec
une pre´cision de 1°). La se´quence de mesure est gouverne´e par un algorithme minimisant
les trajets du haut-parleur.
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Fig. III.7 – Syste`me de mesure de HRTF pour la base de donne´es FTR&D.
1.3.4 conclusion
Le tableau III.1 re´capitule les donne´es expose´es aux paragraphes pre´ce´dents. La
re´union de ces trois bases de donne´es est proble´matique sous plusieurs aspects. Pre-
mie`rement, le mate´riel, la salle et le processus sont spe´cifiques a` chaque base de donne´es.
Deuxie`mement, les points de mesure sont diffe´rents (cf. fig. III.8). Pour l’e´tude sur la
mode´lisation, cela est re´dhibitoire quant a` l’utilisation de re´union de base car la cre´a-
tion du mode`le doit se faire avec des instances de vecteurs qui repre´sentent les meˆmes
donne´es. Pour obtenir les meˆmes points de mesure, les points manquants peuvent eˆtre
interpole´s. Cependant cette option n’a pas e´te´ retenue car elle peut entraˆıner des modifi-
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cations audibles. Il ne semble donc pas possible de cre´er un mode`le a` partir de diffe´rentes
bases de donne´es, c’est-a`-dire un mode`le transverse aux bases et ceci pose le proble`me de
l’universalite´ des mode`les de pre´diction binauraux. De plus, vu les ressources ne´cessaires
a` la mesure de HRTF, la cre´ation d’une base comportant 1000 sujets (nombre d’instances
parfois ne´cessaire a` un syste`me de pre´diction) est difficilement envisageable.
Dans le processus de construction d’un mode`le de pre´diction il est alors inte´ressant
d’estimer la capacite´ de ge´ne´ralisation. Par exemple, les donne´es sont partage´es en deux
ensembles : un pour la cre´ation du mode`le, l’autre pour sa validation. L’erreur introduite
par le mode`le est calcule´e sur le premier ensemble et le deuxie`me ensemble permet d’e´va-
luer la capacite´ du mode`le a` s’adapter a` des nouvelles instances qui n’ont pas servi a`
la construction du mode`le. Cette approche est notamment utilise´e dans la cre´ation d’un
re´seau de neurones (cf. chapitre 2).
Fig. III.8 – Points de mesure de trois bases de donne´es de HRTF. Figures de gauche :
vue de face, Figures de droite : vue du dessus. Les points de mesures ont e´te´ ramene´s a`
un rayon unitaire.
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1.4 La mesure de HRTF est un proble`me qui reste d’actualite´
Que ce soit pour la validation perceptive ou pour la mode´lisation de HRTF, et malgre´
les sources d’erreurs inhe´rentes, les mesures sont ne´cessaires car elles sont la seule signa-
ture des informations qui arrivent aux tympans. De plus, les tests perceptifs ne´cessitent la
disponibilite´ d’un grand nombre de sujets. Une autre alternative est l’utilisation de teˆtes
artificielles (cf. fig.I.I.23). Elles permettent une meilleur reproductibilite´ des mesures. Des
se´ances de mesures plus longues sont re´alisables et le nombre de points de mesures peut
eˆtre augmente´. Cependant l’utilisation de HRTF non-individuelles entraˆıne des artefacts
perceptifs.
Les bases de donne´es de HRTF continuent de se constituer et les syste`mes de mesure
sont un sujet d’e´tude. Dans [Zotkin et al. (2004)] un syste`me de mesure utilisant une
formulation re´ciproque de la mesure de HRTF est de´crit : un haut-parleur miniature est
place´ dans les oreilles du sujet et une matrice sphe´rique de microphones est dispose´e
autour du sujet. Ce syste`me permet de mesurer jusqu’a` 64 HRTF simultane´ment (cf. fig.
III.9). Les principales limitations de ce syste`me sont lie´es a` la taille des haut-parleurs.
Les mesures ne sont valides qu’a` partir de 2.5 kHz et le niveau de sortie faible conduit a`
un faible rapport signal a` bruit.
Fig. III.9 – Syste`me de mesures re´ciproque de HRTF [Zotkin et al. (2004)].
Le calcul de HRTF par BEM repre´sente une alternative a` la mesure. L’acquisition
de grandes bases de donne´es est plus facilement re´alisable et la re´pe´tabilite´ est assure´e.
Cependant, la BEM se base sur une mode´lisation physique de l’auditeur. La puissance
de calcul requise pour obtenir les HRTF d’une repre´sentation fine, telle que la forme
complique´e du pavillon, sont conside´rables. Une mode´lisation qui utilise des formes ge´o-
me´triques simples, comme des sphe`res, demande moins de ressources informatiques. Il
convient alors de tester la capacite´ de mode´lisation de formes simples. La suite du chapitre
de´crit le travail d’application de la BEM aux calculs de HRTF. Des formes ge´ome´triques
simples sont utilise´es pour rendre compte de la morphologie d’un auditeur. Un nouveau
mode`le est calcule´ et permet de mieux appre´hender la plage de travail de la BEM pour
le calcul HRTF.
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2 ACQUISITION DE HRTF PAR MODE´LISATION NUME´RIQUE
INTRODUCTION
Un rendu optimal de la synthe`se binaurale est assure´ en utilisant des HRTF indi-
viduelles. Un des moyens permettant de s’affranchir de la lourde taˆche de mesure de
HRTF, est la mode´lisation nume´rique du proble`me acoustique correspondant. Plusieurs
me´thodes nume´riques sont disponibles au sein desquelles plusieurs formulations existent.
A la diffe´rence des mesures acoustiques, ces me´thodes garantissent la reproductibilite´
des re´sultats. De plus ces techniques permettent le placement des microphones et des
sources avec une tre`s grande pre´cision, sans souci d’encombrement (microphone place´
dans le conduit auditif). Enfin, il est possible de controˆler l’impe´dance des surfaces, les
caracte´ristiques du fluide entourant l’objet d’analyse. Ces conditions ide´ales permettent
un travail syste´matique sur l’influence des parame`tres de mode´lisation de l’objet d’ana-
lyse. Les mode`les e´tudie´s dans la pre´sente e´tude sont compose´s de formes simples : sphe`re,
cylindre, ellipso¨ıde. Les solutions analytiques existent pour ces ge´ome´tries car les fonc-
tions propres des syste`mes de coordonne´es sphe´riques, cylindriques et ellipso¨ıdales sont
connues. Mais leur utilisation peut eˆtre complexe et les solutions analytiques pour des
combinaisons de formes simples sont difficiles a` obtenir.
L’objet des paragraphes suivants est de pre´senter le travail re´alise´ graˆce a` ces me´-
thodes. L’e´tude ayant e´te´ faite graˆce a` la technique BEM, une plus grande partie lui sera
consacre´e. La premie`re partie est consacre´e a` l’e´nonce´ du proble`me et au principe de la
BEM. Ensuite, les principes de trois autres me´thodes couramment utilise´es pour le calcul
de HRTF sont explique´s. La quatrie`me partie de ce chapitre analyse les aspects pratiques
et met en e´vidence les limites techniques de la BEM pour la pre´diction de HRTF. La
cinquie`me partie est consacre´e a` l’expose´ des re´sultats des travaux ante´rieurs. Ensuite,
la sixie`me partie pre´sente les travaux re´alise´s au cours de cette e´tude. Enfin, la dernie`re
partie conclura sur l’utilisation de la BEM pour la pre´diction de HRTF.
2.1 Principe de la mode´lisation par e´le´ments de frontie`res
La BEM (Boundary Element Method), ou me´thode par e´le´ment de frontie`re, est une
me´thode de calcul nume´rique tre`s employe´e pour la re´solution de proble`mes de diffraction.
La me´thode permet l’obtention du champ de pression dans un volume a` partir du calcul de
la pression a` la surface entourant le volume. Les solutions sont obtenues par la re´solution
de la formulation inte´grale de l’e´quation d’onde. Pour le calcul de HRTF, le proble`me
physique e´quivalent est la diffraction d’une onde par un volume repre´sentant la teˆte et
e´ventuellement le cou, le torse et l’oreille externe.
2.2 Enonce´ du proble`me
Le principe de la BEM est de remplacer un proble`me diffe´rentiel aux limites du
domaine d’e´tude par un proble`me inte´gral sur les bords du domaine.
Soit un domaine D ferme´ et de´limite´ par une surface SD contenant un fluide homo-
ge`ne, la variation de pression p(M, t) pour un point M appartenant a` D de coordonne´es
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(x, y, z) au temps t est donne´e par l’e´quation d’onde :
1
c2
∂2p
∂t2
−∆p = f (III.4)
avec c la vitesse du son dans le fluide, ∆ l’ope´rateur de Laplace et f terme de source
acoustique.
L’e´quation d’onde (III.4) de´crit le comportement de l’onde acoustique a` l’inte´rieur
du domaine D. Par contre rien n’est connu du comportement de l’onde sur SD, c’est-
a`-dire sur les parois entourant le fluide. Il est alors ne´cessaire de de´finir des conditions
de surface qui de´crivent le comportement de l’onde sur SD. Dans le cas particulier du
proble`me acoustique lie´ a` la mode´lisation de HRTF, un volume V de´limite´ par une
surface S est introduit : ce volume repre´sente la mode´lisation du corps de l’auditeur.
Ainsi la surface de´limitant le domaine D est la re´union de S et de SU qui de´limite le
domaine d’e´tude (cf. fig.III.10). En pratique, SU est rejete´e a` l’infini et les conditions de
type Sommerfeld sont applique´es (pas de re´flexion de l’onde sur SU). Il est souvent plus
Volume V
S
u
S
Su U S = SD
p(x,y,z,t)
Fig. III.10 – Sche´ma du domaine D d’e´tude. Le volume D repre´sente une mode´lisation
de l’auditeur.
pratique d’exprimer le proble`me en re´gime harmonique. L’expression du proble`me avec
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les conditions de surfaces devient alors :{
∆p+ k2p = −f ∀M ∈ V
∂p
∂n0
+ jk0βp = U0 ∀M ∈ S (III.5)
ou` k = 2pif
c
est le nombre d’onde, β de´signe l’admittance spe´cifique des parois et U0
jk0β
la
vitesse vibratoire impose´e a` la surface.
2.3 Re´solution analytique
Comme le proble`me est line´aire (cf. e´quation III.5), la solution peut eˆtre recherche´e
comme la superposition de champs e´le´mentaires cre´e´s par chaque e´le´ment de source f .
Le proble`me e´le´mentaire associe´ a` un e´le´ment de source est le suivant :{
[∆ + k2]χ(~r, ~r0;ω) = −δ(~r − ~r0) ∀M ∈ V
∂χ
∂n
+ jk0βχ = 0 ∀M ∈ S (III.6)
avec δ(~r− ~r0) source e´le´mentaire situe´e en ~r = ~r0, avec ~r les coordonne´es d’un point de D
et ~r0 les coordonne´es d’un point de S, dont la solution χ en espace infini est la fonction
de Green :
G(~r, ~r0) =
ejkr
4pir
(III.7)
avec r =| ~r − ~r0 |.
La formulation inte´grale du proble`me III.5 est alors obtenue graˆce a` la fonction de
Green [Bruneau (1998)] :
p(~r) =
∫∫∫
D
G(~r, ~r0)f(~r0) dD0 +
∫∫
S
[
∂G(~r, ~r0)
∂n0
p(~r0)−G(~r, ~r0)∂p(~r0)
∂n0
]
dS0 (III.8)
ou` le terme ∂
∂n0
de´signe la de´rive´e par rapport a` ~r0. La solution s’exprime alors comme
la superposition de sources re´parties dans D et de sources localise´es sur les bords du
domaine. Les sources de frontie`res se pre´sentent sous la forme d’une combinaison line´aire
de G (source monopolaire) et ∂G
∂n0
(source dipolaire) [Bruneau (1998)]. En conside´rant une
source n’e´mettant plus, le champ de pression peut alors eˆtre e´crit comme suit :
p(~r) =
∫∫
S
[
∂G
∂n0
p−G ∂p
∂n0
]
dS0 (III.9)
Une attention particulie`re doit eˆtre porte´e a` la direction de la normale a` S qui de´finit
l’inte´rieur du volume V . Ainsi pour les proble`mes internes a` V , la normale doit pointer
vers l’inte´rieur du volume alors que pour les proble`mes externes, mode´lisation de HRTF
par exemple, elle doit pointer vers l’exte´rieur. En BEM, les normales aux surfaces doivent
toutes avoir la meˆme orientation. Pour le calcul de HRTF, les normales doivent indiquer
l’exte´rieur de la surface : il s’agit donc d’un proble`me externe.
2.4 Re´solution nume´rique
Pour re´soudre nume´riquement l’e´quation III.9, les expression de p et ∂p
∂n0
sur S sont
discre´tise´es : {
p =
∑np
i=1 pifi
∂p
∂n0
=
∑np
i=1
∂p
∂n0i
fi
(III.10)
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avec fi fonction d’approximation du champ de pression, n points de discre´tisation des
inconnues, ou e´le´ments de frontie`re. L’ensemble des points de dicre´tisation de la surface
forme un maillage surfacique du volume d’e´tude. Il faut alors e´valuer pour chaque point
de la discre´tisation l’e´quation (III.9) :
p(~r) =
n∑
i=1
∫
S
[
∂G
∂n0
pi −G ∂p
∂n0i
]
dS0 (III.11)
En introduisant des conditions aux frontie`res de type Neumann :
∂p
∂ni
= −jρωVi (III.12)
avec Vi la vitesse vibratoire de l’e´le´ment de surface Si, il ne reste plus alors que les n
pi inconnues. Chaque pi est ensuite exprime´e dans un syste`me de coordonne´es locales et
graˆce a` des fonctions d’interpolation du champ de pression. Le syste`me d’e´quation don-
nant acce`s aux pi peut eˆtre e´crit de manie`re matricielle [Ciscowski and Brebbia (1991)] :
{p} = [K1]{p} − [K2]{V } (III.13)
ou` {p} = {p1, p2, . . . , pn}, {V } = {V1, V2, . . . , Vn}, [K1] et [K2] correspondent respective-
ment aux e´valuations de
∫
S
G et
∫
S
∂G
∂n0
dans le syste`me de coordonne´es locales. Le travail
principal des codes de calcul BEM est d’estimer et surtout d’inverser les matrices [K1]
et [K2].
2.5 Choix des conditions aux limites
Pour re´soudre un proble`me de propagation d’onde, les conditions aux limites sont
indispensables. Elles traduisent les effets d’interaction de l’onde sonore avec la surface
du mode`le d’e´tude et apportent les e´quations ne´cessaires a` la re´solution du proble`me.
Les mode`les e´tudie´s ici, de´crivent la morphologie humaine de la teˆte et du haut du corps
et sont utilise´s pour rendre compte des effets de diffraction d’une onde sonore sur un
auditeur. Dans ce proble`me, le volume discre´tise´ n’e´met pas d’onde sonore, n’a pas de
mouvement et ne re´sonne pas. Le choix d’une condition aux frontie`res se fera donc sur
la base du choix d’une impe´dance de surface pour tenir compte, ou pas des effets de
l’impe´dance de la peau et/ou des cheveux. De plus, le choix d’une impe´dance complexe
pour la peau peut permettre d’atte´nuer les effets d’artefacts mathe´matiques lie´es a` la
me´thode BEM. Ce paragraphe de´crit deux sortes de conditions aux limites :
– Impe´dance infinie
– Impe´dance complexe
2.5.1 Condition de Neumann
Cette condition a e´te´ utilise´e pour de´crire la de´marche de mise en forme matricielle de
la technique BEM. Elle de´crit des e´le´ments de frontie`re soumis a` une vitesse vibratoire :
∂p
∂n
= −jρωVn (III.14)
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Cette e´quation relie la de´rive´e normale a` la surface de la pression acoustique a` la
vitesse vibratoire normale de la structure. Dans le cas ou la structure est fixe´e, la vitesse
vibratoire est nulle et la relation III.14 devient :
∂p
∂n
= 0 (III.15)
Cette relation sera utilise´e en premie`re hypothe`se. Elle permet la simplification des re-
lations matricielles. Elle correspond a` conside´rer la partie du corps en question comme
comple`tement rigide.
2.5.2 Condition de Robin
Dans une e´tude sur la mode´lisation de HRTF par BEM [Katz (2001b)], B. Katz
a introduit l’impe´dance des cheveux dans un mode`le BEM (l’impe´dance de la peau est
conside´re´e comme rigide). Le maillage a e´te´ obtenu par un scanner laser sur une personne
et modifie´ pour les spe´cificite´s de la BEM. Pour prendre en compte l’effet des cheveux,
il a utilise´ un mode`le simple : il de´finit une impe´dance pour une zone du maillage cor-
respondant a` la partie de la teˆte du sujet recouverte de cheveux. Bien que peu re´el5, ce
mode`le a montre´ que l’effet des cheveux sur le spectre des HRTF de´pend de la fre´quence
et de la position. Son influence majeure se situe pour des HRTF contralate´rales : par
rapport a` un mode`le rigide, les cheveux atte´nuent le signal pour f < 3.5kHz et l’amplifie
pour f > 3.5kHz. Bien que l’influence de l’impe´dance des cheveux et de la peau semble
peu modifier le spectre des HRTF, rajouter une condition d’impe´dance peut faciliter la
convergence du calcul et atte´nuer l’effet des artefacts mathe´matiques.
2.6 Fre´quences irre´gulie`res en proble`me externe
Lorsque l’on travaille avec un proble`me externe, des artefacts mathe´matiques peuvent
apparaˆıtre dans la re´solution du proble`me. L’apparition des ces artefacts de´pend du de-
gre´ de syme´trie du volume diffractant et de sa taille. Ces artefacts se traduisent par des
valeurs de pression errone´es, voire des impossibilite´s de recherche de solution pour cer-
taines fre´quences. Ces fre´quences sont appele´es fre´quences irre´gulie`res et correspondent
aux fre´quences des modes de re´sonance du volume diffractant en conside´rant le proble`me
dual au proble`me externe. Par exemple, si l’on conside`re un proble`me externe avec des
conditions de Neumann nulles aux frontie`res ( ∂p
∂n
= 0), alors les fre´quences irre´gulie`res
apparaˆıtront pour les re´sonances du proble`me interne en condition de Dirichlet p = 0.
Ce proble`me est duˆ a` la non unicite´ de la formulation inte´grale en proble`me externe
[Schenck (1968)].
Principalement deux me´thodes ont e´te´ de´veloppe´es pour tenter de re´soudre ce proble`me.
L’approche de Burton et Miller [Burton (1973)] consiste a` e´crire une combinaison line´aire
de deux e´quations pour chaque noeud : l’e´quation de Helmholtz (III.5) et la de´rive´e nor-
male de l’e´quation de Helmholtz. Cette approche permet de travailler avec un syste`me
d’e´quation de Kramer et le proble`me peut eˆtre re´solu avec des me´thodes classiques. Ce-
pendant, l’inte´grale de la de´rive´e normale peut eˆtre de´licate a` calculer et il n’y a pas
5Comme le pre´conise Katz, il aurait fallu de´finir un fluide avec l’impe´dance des cheveux entourant
une partie de la teˆte et ce pour tout angel d’incidence, mais le logiciel utilise´ pour l’e´tude ne permettait
que la de´finition d’incidence non normale
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de me´thodes formelles pour trouver les coefficients de la combinaison line´aire des deux
e´quations. L’autre approche est appele´e me´thode CHIEF pour Combined Helmholtz
Integral Equation Formulation. Cette me´thode consiste a` placer des noeuds supple´men-
taires a` l’inte´rieur du volume et a` y adjoindre la condition p = 0. De cette manie`re, et
si les points rajoute´s ne sont pas place´s sur un noeud de pression d’un des modes du
volume, la nullite´ de la pression interne est assure´e. Les avantages principaux de la me´-
thode CHIEF sont sa rigueur the´orique et sa simplicite´ d’emploi. Par contre, l’ajout de
noeuds au proble`me rend le syste`me sur-de´termine´ ce qui complique l’e´tape d’inversion
des matrices.
2.7 Autres me´thodes de mode´lisation nume´rique
L’objet de ce paragraphe est de pre´senter brie`vement les autres me´thodes de re´solu-
tion nume´rique d’un proble`me de diffraction acoustique. L’objet de l’e´tude n’est ni de
de´terminer la faisabilite´ du calcul de HRTF avec ces me´thodes, ce qui a e´te´ largement
fait par Katz [Katz (1998)] et Kahana [Kahana (2000)], ni d’e´lire la meilleure technique
en terme de rapidite´, de pre´cision ou de robustesse.
2.7.1 Me´thode indirecte par e´le´ments de frontie`re
La me´thode de´crite pre´ce´demment, pre´cise´ment appele´e Direct Collocationnal BEM,
ne peut eˆtre utilise´e que pour les surfaces closes : le proble`me est alors soit inte´rieur, soit
exte´rieur au volume V de´limite´ par S. La me´thode IBEM, Indirect Boundary Element
Method, pour permet de travailler avec des surfaces ouvertes ou ferme´es. Ceci peut s’ave´-
rer particulie`rement avantageux pour le calcul de diffraction sur un volume a` syme´trie
de re´volution : une inte´grale est calcule´e sur un arc et le re´sultat pour tout le volume est
obtenue par rotation [Kahana (2000)]. La me´thode indirecte travaille avec des potentiels
de couche qui sont diffe´rents de part et d’autre de la surface. Les quantite´s situe´es sur
l’exte´rieure de V sont note´es p+ et ∂p
+(r0)
∂n
et les quantite´s a` l’inte´rieur de V sont note´e
p− et ∂p
+(r0)
∂n
. Les potentiels de couches sont de´finis comme suit :
µ(r0) = p
+(r0)− p−(r0)
µ est appele´ saut de pression ou potentiel de double couche et repre´sente une distri-
bution de sources dipolaires sur la surface S. Pour la de´rive´e normale de la pression, le
potentiel de couche est :
σ(r0) =
∂p+(r0)
∂n
− ∂p
−(r0)
∂n
σ est ge´ne´ralement appele´ saut de la de´rive´e normale de la pression ou potentiel de
simple couche et repre´sente une distribution de sources monopolaires sur la surface S.
La formulation inte´grale (III.9) prend alors la forme :
p(~r, t) =
∫
S
[
∂G
∂n
µ(r0)−Gσ(r0)
]
dS (III.16)
Le proble`me des fre´quences irre´gulie`res est traite´ en ajoutant des e´le´ments de surface
avec des conditions de frontie`re absorbante.
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2.7.2 Me´thode par e´le´ments finis
La me´thode FEM requiert la division du volume d’e´tude V en un grand nombre de
petits e´le´ments de volume. Cette e´tape est appele´e discre´tisation du domaine. Le champ
de pression est discre´tise´ sur tout le volume d’e´tude et non plus sur la surface. Les points
de dicre´tisation doivent eˆtre proches les uns des autres pour obtenir une description
satisfaisante de la distribution de pression dans V . Une e´quation est obtenue pour chaque
point de dicre´tisation et le syste`me d’e´quations ainsi cre´e´ peut-eˆtre re´solu. Le re´sultat est
alors la pression pour chaque point. Il existe un grand nombre de me´thodes a` e´le´ments
finis et toutes utilisent la discre´tisation du volume d’e´tude. La technique FEM permet
la de´finition de couplage entre le fluide entourant la surface d’e´tude et l’objet immerge´.
Cette formulation pourrait eˆtre utilise´e pour prendre en compte l’influence des che-
veux sur les HRTF. Les cheveux pourraient eˆtre mode´lise´s comme un fluide entourant
la teˆte. Cependant, la de´finition d’un volume sphe´rique entourant la teˆte d’un rayon
d’environ 1 m, correspondant aux points de mesures de HRTF, rend cette technique
difficilement applicable pour le calcul de HRTF.
2.7.3 Me´thode par e´le´ments finis e´tendue a` l’infini
La technique FEM est utilise´e pour re´soudre des proble`mes inte´rieurs. Cependant il
existe des formulations qui permettent d’e´tendre les solutions a` un domaine exte´rieur
infini, ce qui est requis pour la de´finition de conditions en champ libre. Le volume exte´-
rieur est alors divise´ en deux. Le champ proche est mode´lise´ par un maillage FEM comme
de´crit dans le paragraphe pre´ce´dent, tandis que le champ lointain est mode´lise´ avec une
couche simple d’e´le´ments spe´ciaux s’e´tirant a` l’infini. Les fonctions d’interpolation pour
ces e´le´ments spe´ciaux doivent de´croˆıtre a` l’infini6.
2.8 La mode´lisation par e´le´ments finis en pratique
Comme il a e´te´ de´crit dans les paragraphes pre´ce´dents, de nombreuses solutions tech-
niques sont disponibles pour la pre´diction de HRTF. L’e´laboration d’un code de calcul
n’e´tant pas un axe de recherche retenu pour cette e´tude, la solution technique choisie est
alors celle des logiciels de calcul a` disposition. Au cours de ces travaux deux logiciels ont
e´te´ retenus pour le calcul et un pour la cre´ation des maillages :
– un logiciel commercial : VNOISE2.0
– un code de recherche : Front3D
– un logiciel commercial pour la creation des maillages : 3DSMAX4.2
Cette e´tude a donc commence´ par une validation des codes de calculs7 graˆce a` des
re´sultats de Kahana publie´s sur internet8 et a` la formulation analytique de la diffraction
d’une onde plane sur une sphe`re.
6De nombreuse autres formulations existent. Le lecteur pourra se reporter a` Acta Acustica United
with Acustica, vol 89, pp 1-85, 2003
7La validation du logiciel VNOISE a de´ja` e´te´ re´alise´e dans [Pernaux (2003)] mais pour des versions
plus anciennes (1.0 et 1.1)
8http ://www.isvr.soton.ac.uk/FDAG/VAP/index.htm
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2.8.1 Le mailleur
Un maillage est une surface discre´tise´e. Le but de l’e´tude e´tant de connaˆıtre les perfor-
mances d’individualisation de mode`les ge´ome´triques simples (pour une parame`trisation
de la synthe`se binaurale) l’utilisation de techniques de maillages, telles que le scanner
laser, donnant acce`s a` des de´tails tre`s fins n’a pas e´te´ retenue. De plus, les maillages issue
d’un scanner ne´cessitent des manipulations pour rendre le maillage viable en entre´e d’un
code de calcul BEM [Katz (1998); Kahana (2000)]. Les e´le´ments du maillage doivent eˆtre
des formes ge´ome´triques simples et connues (triangulaire de pre´fe´rence) pour la de´fini-
tion des fonctions d’interpolation. Enfin, la re´solution du maillage doit tenir compte de
plusieurs contraintes relie´es entre elles et qui de´finissent le cadre d’application de la tech-
nique BEM pour le calcul des HRTF. Trois e´le´ments fondamentaux sont alors a` prendre
en conside´ration :
– la limitation fre´quentielle du calcul
– la taille du mode`le
– les capacite´s de stockage me´moire disponible
Limitation fre´quentielle du calcul La fre´quence maximale est de´termine´e par la finesse
du maillage. Pour reconstruire un signal issu de calculs par e´le´ments de frontie`re, la
pratique recommande une re´solution de 4 a` 10 noeuds par longueur d’onde [Katz (1998);
Kahana (2000)]. Cette re´solution de´pend des fonctions d’approximation du champ de
pression a` la surface. Ainsi, si une re´solution de 6 e´le´ments par longueur d’onde, note´e
λ/6, est utilise´e et que la taille maximale du maillage entre deux noeuds est de 14 mm,
la fre´quence maximale de calcul est :
fmax =
340
0.014 ∗ 6 = 4046Hz (III.17)
Katz indique que l’on peut travailler avec une condition de λ/4 pour des positions
frontales, λ/6 pour des positions late´rales et λ/10 pour des positions contralate´rales
ou` peu d’e´nergie est disponible. Cette condition impose´e par le calcul en e´le´ments de
frontie`re est pre´ponde´rante dans la de´finition d’un maillage.
Le mailleur utilise´ pour cette e´tude est 3DSMAX4.2. Ce logiciel est de´die´ a` la construc-
tion d’environnement graphique en trois dimensions (jeu, clip, film). La de´finition de
maillage y est tre`s rapide. Des ve´rifications sont parfois ne´cessaires, comme l’absence
d’e´le´ments pathologiques (e´le´ments non triangulaires, etc...). La distance inter-noeuds
doit eˆtre mesure´e car non parame`trable. L’exportation d’un maillage du mailleur vers
le logiciel de calcul BEM se fait par l’interme´diaire de fichiers textes ou` sont liste´es les
coordonne´es des noeuds ainsi que le nume´ro des noeuds de´finissant chaque e´le´ment.
La taille du mode`le De la taille du mode`le de´pend le nombre de noeuds. Plus les
surfaces discre´tise´es sont grandes, plus le nombre de noeuds augmente et ce de manie`re
non-line´aire. Par exemple, une sphe`re de rayon 16 cm avec une condition de λ/6 pour une
fre´quence maximale de 12000 Hz avec des e´le´ments triangulaires fait 12252 noeuds tandis
qu’une sphe`re de 8 cm avec les meˆmes conditions fait 3242 noeuds. Ainsi, l’ajout d’un
torse, qui est mode´lise´ par une ellipso¨ıde, abaisse notablement la fre´quence maximale de
calcul.
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La capacite´ de stockage me´moire Les calculs en e´le´ments finis, une fois un maillage
re´alise´ et les coefficients issus de l’inte´grale de Green calcule´s, peuvent se re´sumer a` un
calcul d’inversion de matrice. Dans le cas d’une formulation directe de la BEM avec cal-
cul de la pression a` chaque noeud du maillage, nn e´tant le nombre de noeuds, la matrice
a` inverser est de taille nn ∗ nn. La pre´cision ne´cessaire aux calculs requiert l’utilisation
de coefficients de type double, ce qui correspond a` 8 octets par e´le´ment de matrice. Les
calculs s’effectuent de plus avec des coefficients complexes (les HRTF sont des fonctions
complexes), donc les calculs demandent 16 octets par e´le´ment de matrice. La taille me´-
moire pour stocker une matrice de 10 000 * 10 000 noeuds est donc : 100002 ∗ 16 = 1, 6
Go. Le syste`me d’exploitation utilise´ est Windows XP, que ce soit pour Front3D ou
VNOISE2.0, ce qui autorise au maximum 2 Go de´die´s pour une application. Les limites
de me´moire vive, RAM (Read Only Memory), sont atteintes assez rapidement surtout
pour des mode`les disposant de grandes surfaces (torse).
2.9 Les codes de calculs
Chaque code utilise des formulations diffe´rentes que ce soit pour la mise en forme ma-
tricielle du proble`me acoustique a` re´soudre, pour la gestion des fre´quences irre´gulie`res ou
pour l’inversion de la matrice. Il est donc inte´ressant de comparer les deux formulations.
VNOISE2.0 Logiciel de´veloppe´ par la socie´te´ STS9, VNOISE2.0 est un logiciel de´die´
aux calculs BEM. Seules les fonctionnalite´s de calcul, d’importation et d’exportation de
donne´es ont e´te´ utilise´es. VNOISE2.0 utilise la formulation direct de la BEM. L’inversion
de la matrice se fait de manie`re ite´rative en utilisant des algorithmes de calcul base´s sur la
me´thode des sous-espaces de Krylov [Francescantonio (2003)]. Outre un gain e´ventuel de
vitesse dans l’inversion de la matrice, VNOISE2.0, graˆce aux solveurs ite´ratifs, propose
une paralle`lisation du calcul : le calcul est re´parti sur plusieurs machines relie´es par un
re´seau (5 au maximum). Les ressources me´moires des machines sont alors additionne´es,
la rapidite´ du calcul est alors largement augmente´e. VNOISE2.0 propose aussi d’utiliser
non plus de la RAM pour stocker les coefficients de la matrice mais de spe´cifier un espace
disque. Ceci pre´sente l’avantage de pouvoir travailler avec un nombre de noeuds beaucoup
plus important qu’avec de la RAM. Cependant, l’acce`s en e´criture d’un disque dur est
1000 fois moins rapide que l’acce`s a` la RAM : les temps de calcul en configuration
disk solver sont prohibitifs (environ 3 semaines de calcul pour un maillage de 12000
noeuds). Un inconve´nient a` l’utilisation d’algorithmes ite´ratifs est que le calcul doit eˆtre
recommence´ pour chaque fre´quence et pour chaque position de mesure.
Les positions teste´es lors de cette e´tude e´tant les meˆmes que celles des mesures de
la base de HRTF TNO, 965 au total, et en conside´rant qu’un calcul d’un maillage de
2000 noeuds demande 5 heures, le temps de calcul pour toutes les positions atteint vite
des proportions de´raisonnables. Pour re´soudre ce proble`me, le principe de re´ciprocite´ 10
applicable aux e´quations de l’acoustique a e´te´ utilise´ pour re´duire conside´rablement le
temps de calcul. Ainsi, si le proble`me initial e´tait la diffraction d’une onde plane sur le
mode`le pour des points sources situe´s sur une sphe`re de 1,40 m de rayon (comme pour
9www.sts-soft.com
10La pression produite en un point A par une source situe´e en B est e´gale a` la pression en B produite
par la meˆme source situe´e en A
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les mesures de HRTF) centre´e sur le mode`le et le point de mesure situe´ au niveau du
canal auditif, le proble`me re´ciproque est la diffraction d’une source monopolaire situe´e
au niveau du canal auditif avec des points de mesure situe´s sur une sphe`re de 1,40 m
de rayon 11. A la distance de 1,40 m, l’onde sonore est conside´re´e comme plane. Ainsi
le calcul pour 965 points de mesure ne´cessite l’ajout de 965 noeuds supple´mentaires au
mode`le. La formulation re´ciproque ne´cessite des modifications du maillage. Kahana a
mis en e´vidence que la proximite´ de la source avec le maillage entraˆıne des erreurs de
calcul. C’est pourquoi il faut raffiner le mode`le a` proximite´ de la source : la distance
inter-noeuds doit eˆtre de l’ordre de grandeur de la distance source-surface.
Les re´sultats de la formulation re´ciproque doivent aussi eˆtre e´galise´s afin d’e´liminer
les contributions de la chaˆıne de mesure [Kahana (2000)]. Pour les mesures de HRTF,
l’e´galisation par une mesure en champ libre est parfois utilise´e. Cette e´galisation consiste
a` mesurer la re´ponse au centre de la teˆte en l’absence de l’auditeur pour une incidence
donne´e et de diviser toutes les mesures par cette mesure en champ libre. Pour la formu-
lation re´ciproque, le champ libre consiste a` placer une source monopolaire au centre du
repe`re et de calculer la fonction de transfert pour les 965 points de mesure. Seulement,
ne travaillant qu’avec des sources et des microphones ide´aux, cette ope´ration consiste
a` soustraire un gain constant correspondant a` l’atte´nuation de l’onde et un retard pur
pour le temps de trajet.
Front3D Issu d’une collaboration entre France Telecom R&D et le Laboratoire d’Acous-
tique et de Me´canique UPR7051 du CNRS, le logiciel Front3D programme´ en Fortran90
re´alise des calculs BEM utilisant la formulation directe. La principale diffe´rence entre
VNOISE2.0 et Front3D est que ce dernier calcule la pression non plus pour chaque
noeud mais pour chaque e´le´ment du mode`le. De plus, Front3D inverse comple`tement la
matrice de calcul et donc un calcul fournit la pression en diffe´rents points de mesure
simultane´ment : la formulation re´ciproque n’a donc pas e´te´ imple´mente´e. L’e´criture en
Fortran90 permet l’utilisation de librairies mathe´matiques optimise´es et gratuites telles
que Lapack. Le calcul sur les e´le´ments du mode`le et non sur les noeuds a l’inconve´nient
de multiplier les ressources me´moires ne´cessaires par 4. En effet, le nombre d’e´le´ments
d’un maillage est a` peu pre`s deux fois plus grand que son nombre de noeuds. Ainsi pour
un calcul avec un maillage de 5 000 noeuds, la taille des matrices a` inverser est d’environ
1.6 Go de RAM. Le proble`me des fre´quences irre´gulie`res n’est pas spe´cifiquement traite´,
mais les algorithmes utilise´s semblent plus robustes que les solveurs ite´ratifs. Une version
de ce logiciel est aussi disponible avec une inte´raction fluide-fluide, en conside´rant la teˆte
comme de l’eau, mais cela ne´cessite le calcul de vitesse acoustique des e´le´ments et donc
requiert 4 fois plus de RAM.
2.10 Travaux ante´rieurs
La formulation de la me´thode BEM est apparue au cours du 20e sie`cle et a e´te´
d’abord utilise´e pour re´soudre des proble`mes en e´lectromagne´tisme. Cette me´thode a
connu un essor conside´rable durant les anne´es 80 et 90 graˆce a` l’ave`nement des micro-
ordinateurs et s’est e´tendue a` de nombreux domaines de la physique. L’e´volution rapide
de la puissance des ordinateurs ainsi que leurs capacite´s de stockage a permis l’e´tude
11Des bases de donne´es de HRTF ont e´te´ mesure´es de cette manie`re [Zotkin et al. (2004)]
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de mode`les physiques de plus en plus complexes. Pour un historique des applications
de la BEM a` l’acoustique, le lecteur pourra consulter l’ouvrage de Ciscowski et Brebbia
[Ciscowski and Brebbia (1991)]. En ce qui concerne la mode´lisation de HRTF par BEM,
Weinrich [Weinrich (1984)] fut le premier a` montrer la validite´ de la me´thode. Il a calcule´
la re´ponse en champ proche d’un mode`le de teˆte de 212 e´le´ments, sans pavillon qu’il a
compare´ avec des mesures sur une re´plique du maillage. Etant donne´e la re´solution du
maillage (5 cm entre chaque noeud) la fre´quence maximale de calcul est de 1,7 kHz
avec la condition de 4 noeuds par longueur d’onde. La comparaison entre mesure et
simulation est satisfaisante. Malgre´ l’utilisation d’un mode`le grossier sans pavillon, et
donc une simulation de HRTF bien e´loigne´e d’une HRTF de teˆte humaine, ce travail a
montre´ la validite´ de la me´thode.
Poursuivant la meˆme approche, c’est-a`-dire l’e´tude de l’influence des diffe´rentes par-
ties du corps sur les HRTF graˆce a` des mode´lisations de la morphologie d’un auditeur,
les travaux de Katz [Katz (1998)] ont montre´ que la BEM pouvait travailler avec des
maillages aux formes complexes comme le maillage de la teˆte d’un auditeur. Des maillages
d’une grande pre´cision (valable jusqu’a` 57 kHz) ont e´te´ re´alise´s sur la base de scan la-
ser 3D cylindrique d’un ensemble teˆte + cou. Se limitant a` 5,4 kHz comme fre´quence
maximale de calcul a` cause de ressources informatiques limite´es, il a mis en e´vidence par
la BEM l’influence du pavillon externe et l’influence de l’impe´dance des cheveux et de
la peau sur les HRTF. La peau peut eˆtre facilement assimile´e a` une surface totalement
re´fle´chissante dans la bande de fre´quences audibles, par contre les cheveux, malgre´ un
mode`le d’impe´dance simpliste, ont une influence pouvant atteindre 6 dB (pour l’oreille
contralate´rale). Il a aussi e´tudie´ la re´ponse d’un mode`le de teˆte sphe´rique jusqu’a` 6 kHz.
Les travaux de Kahana [Kahana (2000)] ont permis une meilleure compre´hension des
techniques d’e´le´ments finis et de frontie`re pour la pre´diction des HRTF. Il a effectue´
des comparaisons entre BEM, IBEM, FEM et IFEM. Ainsi, si la me´thode FEM est
difficilement applicable aux calculs de HRTF en raison de la complexite´ du maillage
volumique, BEM, IBEM et IFEM semblent bien approprie´es. La BEM est plus rapide
que la IBEM mais cette dernie`re ne´cessite moins d’espace me´moire. Il a aussi travaille´ sur
des formulations permettant la re´duction des couˆts de calculs. Le principe de re´ciprocite´
a e´te´ applique´ et valide´ : une source virtuelle est place´e a` proximite´ de la position du
canal auditif du mode`le et les points de mesures sont des microphones virtuels autour
du mode`le. Un raffinement local du maillage a` proximite´ de la source virtuelle doit alors
eˆtre apporte´. Une e´galisation en champ libre est ne´cessaire pour se replacer dans les
conditions de mesure. L’application du principe de re´ciprocite´ permet un gain de temps
conside´rable : un seul calcul donne la re´ponse pour toutes les positions souhaite´es. De
plus il a montre´ qu’il e´tait possible, dans le cas de mode`les syme´triques (par rapport a`
un axe ou un plan) de re´duire le temps de calcul en n’utilisant qu’une partie du mode`le.
Graˆce a` ses me´thodes optimise´es et aux progre`s de l’informatique, il a calcule´ les re´ponses
de mode`les plus complets : teˆte ellipso¨ıdale et maillage issu d’un scanner laser d’une teˆte
artificielle comprenant les e´paules et le torse. Limite´ par le stockage me´moire, le mode`le
complet n’a pu eˆtre calcule´ que jusqu’a` 2500 Hz. Kahana a aussi calcule´ des re´ponses
de pavillon dispose´ sur un plan infini (quelques me`tres de coˆte´) et ce pour des mode`les
tre`s pre´cis jusqu’a` 16000 e´le´ments. Ces re´ponses sont proches de re´ponses de pavillon sur
une teˆte humaine mais il a e´te´ ainsi mis en e´vidence la ne´cessite´ de travailler avec des
maillages haute re´solution pour reproduire fide`lement la re´ponse de pavillons re´els. Les
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difficulte´s principales sont dues a` la mauvaise reproduction du volume arrie`re du pavillon
et de la forme de la conque.
Des travaux plus re´cents ont e´te´ mene´s par Algazi et al [Algazi and Duda (2002)].
Leurs motivations concernaient la faisabilite´ de pre´diction de HRTF a` partir de mode´-
lisation simple de la morphologie de l’auditeur. La teˆte e´tait mode´lise´e par une sphe`re
et le torse soit par une sphe`re, soit par une ellipso¨ıde, le cou n’a pas e´te´ pris en compte
dans leur mode`le baptise´ Snowman. Les re´sultats des simulations BEM, effectue´es dans
la bande de fre´quence [500 - 5000] Hz, montrent de tre`s bonnes correspondances avec
les mesures sur une re´plique physique du mode`le, ceci donnant une autre preuve de la
validite´ de la BEM pour la pre´diction de HRTF. Une identification des contributions de
la teˆte et du torse est effectue´e par l’observation de figures de diffraction. Ces figures
sont pre´sentes sur les HRTF de teˆte humaine et sur les HRTF du Snowman. Les auteurs
concluent sur la validite´ de mode`les ge´ome´triques simples pour la pre´diction de HRTF en
basses fre´quences. Le mode`le Snowman e´tant individualisable, cette e´tude montre aussi
que l’on peut adapter des mode`les ge´ome´triques simples a` la morphologie d’un auditeur.
Fig. III.11 – Re´plique physique du mode`le Snowman. La teˆte est re´alise´e avec une balle
de croquet de 4.15 cm de rayon et le torse avec une boulle de bowling de 10.9 cm de
rayon [Algazi and Duda (2002)].
Un mode`le parame´trique obtenu par un logiciel de CAO (Conception Assiste´ par Or-
dinateur) repre´sentant la teˆte avec un pavillon, le cou et le haut du torse avait de´ja` e´te´
propose´ par Genuit [Genuit (1984)]12 et a e´te´ adapte´ par J. Fels et al [Fels et al. (2004)]
pour un travail sur la mode´lisation des HRTF d’enfants. Ce mode`le comporte 34 para-
me`tres dont 5 pour le pavillon (cf. fig.III.12). Fels a d’abord travaille´ sur la ge´ne´ration
de maillage a` partir de 4 photographies nume´riques. Le sujet porte des points de mesure
sur le visage, sous la forme de pastilles, qui de´crivent des courbes utilise´es ensuite par un
12Les informations de´crites sur le mode`le de Genuit ont e´te´ extraites de [Fels et al. (2004)].
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Fig. III.12 – Mode`le parame´trique pour le calcul de HRTF [Genuit (1984)].
logiciel de CAO pour de´finir un maillage. Cette technique permet d’obtenir des maillages
tre`s fide`les. Seulement, elle souffre d’un temps de mis en place conside´rable, de l’utilisa-
tion d’un syste`me photographique complexe. La de´finition d’un maillage ade´quat pour
la BEM (surface continue et ferme´e) complique la cre´ation du maillage. C’est pourquoi
Fels et al. (cf. fig.III.13) utilisent le mode`le de Genuit. Ils se servent de la formulation
re´ciproque pour abaisser la charge de calcul BEM en de´finissant l’entre´e du canal auditif
comme un piston vibrant. Les calculs sont mene´s jusqu’a` 6-8 kHz et ont e´te´ valide´s sur
une re´plique physique du mode`le parame´trique de Genuit.
L’e´tude re´alise´e avec la BEM au cours de ces travaux de the`se se situent dans la
droite ligne´e de ceux commence´s par Pernaux [Pernaux (2003)]. Il a calcule´ des HRTF
de mode`les ge´ome´triques simples, partant de la sphe`re avec oreilles centre´es a` un mode`le
complet teˆte sphe´rique- cou cylindrique - demi torse ellipso¨ıdal jusqu’a` 3 kHz en passant
par l’ellipso¨ıde avec oreilles de´cale´es. Son travail s’est porte´ sur les performances d’invi-
dualisation de ses mode`les autant pour l’ITD que pour les HRTF. Ses travaux ont donne´
lieu a` un brevet sur l’individualisation des HRTF. A partir d’une photographie de face
et une autre de profil, les parame`tres du mode`le complet sont estime´s et les HRTF du
mode`le sont calcule´es pour eˆtre utilise´es pour un rendu binaural personnalise´.
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Fig. III.13 – Mode`le CAO pour le calcul de HRTF d’enfants [Fels et al. (2004)].
2.11 Application de la BEM a` des ge´ome´tries simplifie´es de morpholo-
gie pour le calcul de HRTF
L’utilisation de mode`les ge´ome´triques simples permet une e´tude syste´matique des
influences de leurs parame`tres. Ces mode`les de´crivent la morphologie de l’auditeur de
manie`re grossie`re, une sphe`re pour une teˆte par exemple, mais sont capables de rendre
compte de nombreux de´tails pre´sents dans les HRTF de personnes humaines. Etant donne´
les limites mate´rielles lie´es a` la BEM, les mode`les ne seront e´value´s que jusqu’a` la fre´-
quence de 5000 hz. De plus, comme les premie`res contributions du pavillon se situent
autour de 3 kHz [Algazi and Duda (2002); Kahana (2000)], voire autour de 1.5 kHz pour
les sources frontales [Katz (2001a)], le calcul pour des mode`les sans pavillon pour des
fre´quences au-dela` de 4 kHz entraˆınerait de grandes diffe´rences lors d’une comparaison
avec des mesures. Cependant il a e´te´ montre´ de manie`re empirique que l’on peut addi-
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tionner les re´ponses d’e´le´ments se´pare´s pour reconstituer une re´ponse comple`te [Algazi
et al. (2001d)]. Il est donc possible de calculer la re´ponse d’un mode`le sans pavillon et de
lui adjoindre la re´ponse d’un pavillon baﬄe´. Cependant, cette composition fait appel a`
des parame`tres estime´s empiriquement tels des angles de rotation pour faire correspondre
les e´le´ments entre eux. Cette approche n’a donc pas e´te´ retenue.
2.11.1 Motivation des travaux
Le but principal de cette e´tude est de connaˆıtre les performances d’individualisation
de mode`les ge´ome´triques simples. Pour ce faire, une premie`re partie sera consacre´e a` la
validation des deux codes de calcul utilise´s. Ensuite, les diffe´rentes ge´ome´tries utilise´es
seront compare´es aux mesures re´alise´es sur un sujet pour estimer les contributions des
diffe´rentes parties du corps. Enfin une e´valuation des performances d’individualisation
d’un mode`le comprenant une partie pour la teˆte, pour le cou et pour le torse sera effectue´e.
2.11.2 Validation des codes de calculs
La formulation analytique de la diffraction d’une onde plane par une sphe`re e´tant
disponible, la validation des codes de calcul se fera donc pour un mode`le de teˆte sphe´-
rique. Le mode`le pre´sentant un nombre infini d’axes de syme´trie passant par le centre,
la validation ne se fera que sur le plan horizontal. La pression a` la surface d’une sphe`re
pour une e´le´vation nulle et excite´e par une onde plane est [Morse and Ingrad (1968)] :
ptot(θ) = p0 exp(jωt)
∞∑
m=0
jm−1(2m+ 1)(ka)−2Pm(cos θ)
h−′m (ka)
(III.18)
avec p0, ω et θ respectivement l’amplitude, la pulsation et l’angle d’incidence de l’onde
incidente, k = ω
c
le nombre d’onde, a le rayon de la sphe`re, Pm(cos θ) est le polynoˆme
de Legendre d’ordre m et h
′
m2 la de´rive´e premie`re de la fonction de Hankel de second
espe`ce d’ordre m. Le maillage utilise´ pour ce calcul est repre´sente´ figure III.16. La zone
de raffinement autour de l’axe interaural est d’environ 20 mm de rayon. Le rayon de la
sphe`re est de 118 mm. Ce rayon correspond a` la moyenne des trois mesures de la teˆte
effectue´ sur le sujet X1X2X3 dans [Algazi et al. (2001c)], respectivement demi-hauteur,
demi-largeur, et demi-profondeur de la teˆte. Le maillage est compose´ de 3572 noeuds
pour 7140 e´le´ments. La distance inter-noeuds maximale est de 10 mm, ce qui autorise
une fre´quence maximale de calcul de Fmax = 5000Hz a` la condition λ/6.
La figure III.14 repre´sente l’e´volution de la pression en dB en fonction de la fre´quence
pour l’incidence 0° et la figure III.15 pour l’incidence 90° dans le plan horizontal. Pour
les deux incidences, les valeurs des re´sultats des simulations, en prenant en compte un
facteur de calibration, sont tre`s proches et l’e´cart reste infe´rieur a` 1 dB. Les diffe´rences
observe´es probablement dues aux diffe´rences de placement du microphone. En effet, pour
la simulation VNOISE2.0, la formulation re´ciproque est utilise´e : la source sonore est donc
place´e a` quelques millime`tres de la sphe`re, alors que le point de mesure pour la formule
analytique se situe sur la sphe`re. Comme l’e´cart est de l’ordre du de´cibel, il peut eˆtre
conclu que les codes de calcul sont valide´s.
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Fig. III.14 – Validation des codes de calculs pour la position (θ = 0° ; φ = 0°).
2.11.3 Mode`le de teˆte sphe´rique
Le mode`le de teˆte sphe´rique a e´te´ le premier a` eˆtre utilise´ avec la technique BEM pour
simuler des HRTF [Weinrich (1984)]. On peut de´finir un mode`le sphe´rique avec un seul
parame`tre : le rayon. D’autres travaux ont ensuite apporte´s le de´calage des oreilles par
rapport au centre de la sphe`re [Kahana (2000); Pernaux (2003)]. Le mode`le sphe´rique
calcule´ pour cette e´tude correspond a` un mode`le individualise´. Le rayon est obtenu de la
meˆme fac¸on qu’au paragraphe pre´ce´dent, c’est-a`-dire une moyenne de trois parame`tres
morphologiques. Le maillage utilise´ est le meˆme que celui de´crit dans le paragraphe
pre´ce´dent. Le placement de la source sonore, en utilisant la formulation re´ciproque, est
θ = 270° et φ = -22° . La zone grise´e a` cet endroit correspond au raffinement local du
maillage ne´cessaire en formulation re´ciproque. Les figures III.16a) et III.16b) montrent
la correspondance entre mode`le et photographie du sujet.
La mode´lisation de la teˆte du sujet par une sphe`re vise a` identifier le volume de la
sphe`re et de la teˆte. Une sphe`re de ce type est mieux adapte´e a` la pre´diction de HRTF
qu’une sphe`re ayant comme valeur de diame`tre la distance interaurale (Sphe`re EqVol et
IAS dans [Katz (1998)]. Les figures III.17, III.18 et III.19 montrent les HRTF de l’oreille
droite pour respectivement les mesures lisse´es en bandes critiques [Smith (1983)], le
mode`le sphe´rique calcule´ avec VNOISE2.0 et le mode`le sphe´rique calcule´ avec Front3D.
La plage de fre´quence est [500 ; 5000] Hz.
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Fig. III.15 – Validation des codes de calculs pour (θ = 90° ; φ = 0°).
Les figures III.17 a), III.18 a) et III.19 repre´sentent les variations des HRTF sur le
plan horizontal (de´finit par φ = 0°) et les figures note´es III.17 b) et III.18 b) les HRTF
pour l’e´le´vation variant de -56° a` 240° (plan de´finit par θ= 0°). Bien que repre´sentant une
approximation grossie`re d’une teˆte humaine, le mode`le sphe´rique contient des figures de
diffraction proches de celles pre´sentes sur les mesures notamment dans le plan horizontal.
Plan horizontal La figure III.17 fait apparaˆıtre deux parties bien distinctes : la par-
tie ipsilate´rale et la partie contralate´rale. Les HRTF ipsilate´rales sont du coˆte´ droit des
figures note´es a) et correspondent aux HRTF recevant le plus d’e´nergie (rouge) et aux
angles d’azimuth inclus dans θ = [180° ;360°], tandis que les HRTF contralate´rales cor-
respondent aux angles d’azimuth compris dans [0° ; 180°] et aux HRTF recevant le moins
d’e´nergie (vert/bleu). Ces deux parties sont bien pre´sentes sur la re´ponse de la sphe`re
individualise´e (cf. fig.III.18 et fig. III.19). De plus, la figure de diffraction observe´e sur
la partie contralate´rale est aussi reproduite mais avec moins de de´tails. Cette figure est
due a` la zone d’ombre cre´e´e par la teˆte ou` la superposition de l’onde directe et de l’onde
diffracte´e donne naissance a` des interfe´rences destructives. La re´gularite´ et la syme´trie
de cette figure de diffraction est due a` la syme´trie du mode`le sphe´rique. La diffe´rence
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a) Vue de droite b) Vue de face
Fig. III.16 – Correspondance entre photographie du sujet et sphe`re individualise´e. a)
Vue de droite, b) Vue de face. Le bonnet noir permet une meilleur estimation de la taille
re´elle de la teˆte du sujet.
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Fig. III.17 – Modules des HRTF en dB en fonction de la fre´quence. Mesures lisse´es.
a) Plan horizontal, b) Plan vertical. L’amplitude du module est indique´e par la barre
colore´e sur la droite des figures.
majeure entre HRTF et mode`le sphe´rique est l’amplitude des variations des re´ponses.
Pour les mesures, la plage de variation du module est de [-42 ; 15] dB tandis qu’elle n’est
que de [-20 ; 2] dB pour le mode`le sphe´rique. Cette diffe´rence majeure est due a` l’ab-
sence de pavillon sur le mode`le sphe´rique. Le pavillon cre´e des modulations d’amplitude
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Fig. III.18 – Modules des HRTF mode´lise´es par une sphe`re individualise´ en dB en
fonction de la fre´quence. Re´sultats issus de VNOISE2.0. a) Plan horizontal , b) Plan
vertical. L’amplitude du module est indique´e par la barre colore´e sur la droite des figures.
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Fig. III.19 – Modules des HRTF mode´lise´es dans la plan horizontal par une sphe`re
individualise´ en dB en fonction de la fre´quence. Re´sultats issus de Front3D. L’amplitude
du module est indique´e par la barre colore´e sur la droite de la figure.
comprises entre [-20 ; 15] dB [Kahana (2000)] et ce a` partir de 2-3 kHz. La re´sonance du
pavillon est visible sur la partie ipsilate´rale. Le mode`le sphe´rique ainsi que les mesures
ont des modules variant peu dans la plage de fre´quences [500 ; 1500] Hz avec un niveau
autour de 5 dB. Par contre au-dela` de 1500 Hz des variations d’amplitude sont visibles
sur les mesures alors que pour le mode`le sphe´rique, le module varie peu pour toute la re´-
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gion ipsilate´rale (fond orange). Ces variations sont dues au torse, aux formes irre´gulie`res
d’une teˆte humaine [Algazi et al. (2001b)] et au pavillon. Les effets du torse sont plus
visibles sur le plan vertical.
Plan vertical Les modules des re´ponses sont re´fe´rence´s par la lettre b). Si le module
est assez bien reconstruit sur le plan horizontal, la re´ponse du mode`le sphe´rique sur le
plan vertical est tre`s e´loigne´e des mesures. Le module du mode`le sphe´rique varie tre`s
peu ([-6 ; 0] dB) alors que les mesures font apparaˆıtre des figures de diffraction avec
une amplitude comprise dans [-36 ; 13] dB. Seule une petite variation avec l’e´le´vation est
observe´e : l’amplitude est plus importante pour les re´gions situe´es en-dessous du niveau de
l’axe interaural. Cette variation est due au placement individualise´ du point source (qui
correspond a` l’entre´e du canal auditif) a` une e´le´vation ne´gative φ = -22°. La position du
point de mesure, ou point source13, est donc importante a` reproduire. La figureIII.17b)
comporte une zone de forte e´nergie dans la re´gion φ ∈ [-30° ; 90°] correspondant aux
re´sonances du pavillon. Les figures de diffraction en formes d’arches visibles en basses
fre´quences sont dues au torse [Algazi et al. (2001b)].
Comparaison des codes de calculs Les figures III.18 et III.19 indiquent les re´sultats des
calculs BEM effectue´s avec VNOISE2.0 et Front3D respectivement. Les re´sultats sont
tre`s similaires autant au niveau des figures de diffraction que de la dynamique du module.
Les re´sultats de VNOISE2.0 et Front3D ont meˆme amplitude de variation de 18 dB. Si
les figures pre´sentent des diffe´rences, elles sont dues en grande partie a` un facteur de
calibration qui peut modifier le niveau moyen, et donc la teinte moyenne des figures de
HRTF. Cependant les re´sultats de Front3D font apparaˆıtre trois fre´quences irre´gulie`res
qui font diverger les calculs pour tous les positions : 3200 Hz, 4300 Hz et 4900 Hz (cf.
fig 2.11.3). Ces fre´quences sont aussi visibles sur la figure III.19 : des traits horizontaux
apparaissent aux fre´quences irre´gulie`res et sur les figures III.14 et III.14. En effet, au
contraire de VNOISE2.0 qui utilise la me´thode CHIEF [Schenck (1968)] pour re´soudre
le proble`me des fre´quences irre´gulie`res, Front3D ne dispose pas d’algorithme particulier
pour prendre en compte cet artefact mathe´matique. On peut donc noter que la me´thode
CHIEF montre ici de bons re´sultats. De plus, la diffe´rence de temps de calcul entre les
deux codes est assez conside´rable : pour VNOISE2.0, 4 heures pour les 965 positions de
la base de HRTF TNO et environ 12 heures pour Front3D et ceci seulement pour 130
positions. Il convient de noter l’apport de la paralle`lisation du calcul avec VNOISE2.0, qui
pour la pre´sente e´tude ne s’est faite qu’en utilisant 3 PC, alors que VNOISE2.0 propose
d’utiliser jusqu’a` 5 PC. Les techniques de re´partition de charge de calcul permettent donc
un gain de temps conside´rable en plus d’une capacite´ de calcul augmente´e par l’addition
des ressources me´moires des PC. Le calcul en paralle`le peut aussi eˆtre imple´mente´ avec
FRONT3D.
Conclusion sur le mode`le sphe´rique Malgre´ sa simplicite´, le mode`le de teˆte sphe´rique
individualise´ apporte une assez bonne pre´diction des HRTF du sujet pour le plan hori-
zontal. Il est meˆme reporte´ que son comportement est tre`s similaire a` un mode`le de teˆte
13La de´nomination est point de mesure si on parle des mesures ou d’une formulation direct de la
BEM, Front3D par exemple, ou point source si l’on parle de formulation indirecte, avec VNOISE2.0 par
exemple.
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Fig. III.20 – Module de la HRTF d’une sphe`re calcule´e avec FRONT3D pour la position
(θ = 50° ; φ =0°). Les textes fle´che´s indiquent les fre´quences irre´gulie`res.
sans pavillon jusqu’a` 2 kHz [Katz (1998)]. Cependant, la grande syme´trie de ce mode`le
ne permet pas une bonne pre´diction pour le plan vertical. Cependant la perception des
sources sur le plan horizontal est majoritairement gouverne´e par l’ITD. L’apport du mo-
de`le sphe´rique pour une reproduction fide`le de la synthe`se binaurale semble alors faible,
mais il peut toutefois servir a` reconstruire la partie basse fre´quence des mesures (les
basses fre´quences sont difficilement mesurables (cf. § 1.2)).
2.11.4 Mode`le de teˆte ellipso¨ıdale
Le mode`le de teˆte ellipso¨ıdale a de´ja` e´te´ e´tudie´ dans [Kahana (2000); Pernaux (2003)].
Les auteurs reportent une meilleure pre´diction des HRTF par rapport au mode`le de teˆte
sphe´rique. Le maillage ellipso¨ıdal utilise´ dans la pre´sente e´tude comporte 1949 noeuds et
3894 e´le´ments. Les figures III.21a) et b) indiquent la correspondance entre le maillage et
la morphologie du sujet. Le point source est identifiable par la zone grise´e qui correspond
au raffinement ne´cessaire du maillage en formulation re´ciproque de la BEM.
Sur le plan horizontal, l’apport principal du mode`le ellipso¨ıdal par rapport au mode`le
sphe´rique est la figure de diffraction mieux de´finie sur le coˆte´ contralate´ral (masquage de
la teˆte) avec des anti-re´sonances plus accentue´es. Globalement la dynamique est mieux
respecte´e : [-27 ; 7] dB. Par contre le mode`le ellipso¨ıdal semble apporter peu de modifi-
cation par rapport au mode`le sphe´rique sur le plan vertical, malgre´ l’avantage que peu
procurer un tel mode`le pour la reconstruction de l’ITD en e´le´vation [Duda et al. (1999)].
La dynamique reste faible : [-1 ; 5] dB.
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a) Vue de droite b) Vue de face
Fig. III.21 – Correspondance entre photographie du sujet et ellipso¨ıde individualise´e. a)
Vue de droite , b) Vue de face.
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Fig. III.22 – Modules des fonctions de transferts du mode`le ellipso¨ıdal individualise´ en
de´cibels en fonction de la fre´quence pour : a) Plan horizontal , b) Plan vertical
2.11.5 Mode`le complet
Le mode`le complet calcule´ pour cette e´tude est compose´ d’une teˆte ellipso¨ıdale, d’un
cou cylindrique a` section elliptique et d’un torse ellipso¨ıdal. La figure III.23 indique la
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correspondance entre le mode`le et les photos du sujet. La taille du torse est un facteur
limitant pour les calculs BEM. Ainsi pour le mode`le pre´sente´ ici, le maillage du torse
repre´sente plus de 76 % du nombre total de noeuds (6252/8219) alors que le maillage de
la teˆte contient 1695 noeuds (21%) et celui du cou 272 (3%). Le calcul re´alise´ sur 3 PC
en paralle`le a pris moins d’un jour.
a) Vue de face b) Vue de gauche
Fig. III.23 – Mode`le complet individualise´ : a) Vue de face , b) Vue de gauche.
Les re´sultats sont reproduits sur la figure III.24. Pour le plan horizontal, la pre´sence
du cou fait re´-apparaˆıtre la figure de diffraction lie´e a` la teˆte sur le coˆte´ ipsitralate´ral et qui
e´tait occulte´e dans le mode`le pre´ce´dent. Le mode`le complet apporte aussi une asyme´trie
sur cette figure de diffraction, asyme´trie introduite par l’anisotropie d’une ellipso¨ıde. La
dynamique est bien reproduite et vaut 36 dB. Globalement, la correspondance avec des
mesures effectue´es sur un mannequin KEMAR sans pavillon (fig. 13 et 14 de [Algazi
and Duda (2002)]) est tre`s bonne. Le cote´ ipsilate´ral, comporte de´sormais une figure
de diffraction sour la forme de deux creux. Ce dernier motif est toutefois atte´nue´ sur
les mesures car le pavillon introduit alors des modifications conside´rables. Pour le plan
vertical, le mode`le complet reproduit la plupart des motifs pre´sents sur les mesures.
Comme le mode`le pre´ce´dent, les figures de diffraction se traduisent par des modulations
en arches. Ces modulations de´pendent de l’e´le´vation. Cependant, le caracte`re syme´trique
de ces modulations pourrait empeˆcher une diffe´renciation avant/arrie`re. La diffe´rence
principale avec les mesures est l’absence de pavillon dans les mode`les teˆte + cou + torse.
Ceci est cohe´rent avec le fait que le pavillon apporte les indices majeurs pour la perception
de l’e´le´vation. Cependant, et jusqu’a` 2000 Hz, c’est le torse qui donne la perception de
l’e´le´vation.
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Fig. III.24 – Modules des fonctions de transferts du mode`le complet individualise´ en
de´cibels en fonction de la fre´quence pour : a) Plan horizontal , b) Plan vertical
3 CONCLUSION
3.1 Travaux pre´sents et futurs
La technique BEM a e´te´ utilise´e pour la mode´lisation des HRTF. Par le biais de
mesures simples, a` partir de photographies du sujet par exemple, un mode`le ge´ome´trique
simple comportant un nombre limite´ de parame`tres est estime´ et le maillage correspon-
dant a e´te´ re´alise´. Ce maillage, repre´sentation surfacique du volume cre´e´, a e´te´ introduit
dans les codes de calculs BEM mis a` disposition. Le mode`le le plus e´volue´ comporte 14
parame`tres et traduit une mode´lisation de la teˆte, du cou et du torse. Un maillage de
ce mode`le contient environ 8000 noeuds. Ce mode`le apporte des fonctions de transfert
tre`s proches de HRTF mesure´es et presque identiques a` des mesures effectue´es sur un
KEMAR sans pavillon [Algazi and Duda (2002)]. Ce mode`le a permis l’identification des
roˆles joue´s par la teˆte, le cou et le torse dans les HRTF. Ainsi, en accord avec [Algazi
et al. (2001b); Algazi and Duda (2002)], le torse permet la perception de l’e´le´vation pour
des sources basses fre´quences (F < 3000 Hz). La taille du torse e´tant tre`s variable d’une
personne a` l’autre, il est attendu que l’individualisation du mode`le complet soit be´ne´-
fique pour la pre´diction des HRTF. La figure III.25 repre´sente les diffe´rentes acquisitions
re´alise´es au cours de l’e´tude (plan horizontal).
Une de´marche est propose´e ici pour tester les capacite´s d’individualisation du mode`le
complet. Il faut commencer par photographier les 8 sujets de la base TNO, de face et de
profil et re´aliser les 8 mode`les complets. Auparavant, il pourra eˆtre ne´cessaire d’e´valuer
la reproductibilite´ de la construction du mode`le. Ensuite, il convient de calculer les 8
mode`les et d’estimer la variance inter-mode`le sur les fonctions de transfert calcule´e. Cette
variance en fonction de la fre´quence et des coordonne´es d’espace doit alors eˆtre compare´e
a` la variance inter-individuelle des mesures des sujets filtre´es a` 4000 hz et lisse´es.
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b) Mode`le complet
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c) Mode`le ellipso¨ıdal
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d) Mode`le sphe´rique
Fig. III.25 – Comparaison des HRTF sur le plan horizontal obtenues pour diffe´rentes
acquisitions. De haut en bas : mesures, mode`le complet, teˆte ellipso¨ıdale et teˆte sphe´rique.
III.3 Conclusion 155
3.2 La BEM est une me´thode basse fre´quence
La BEM est une me´thode extreˆmement couˆteuse en ressources me´moire et en temps
de calcul. La formulation de Front3D, qui calcule les valeurs de pression sur les e´le´ments,
ne permet pas des calculs sur des maillages supe´rieurs a` 5000 noeuds, et donc de travailler
sur le mode`le complet. Les limitations de VNOISE2.0 sont moins importantes. En the´orie,
VNOISE2.0 n’a pas de limite du fait de la paralle`lisation du calcul. En pratique, il faut
e´viter un calcul en RAM-disk car les temps de calculs sont alors prohibitifs. Ce qui au
mieux, en conside´rant 5 PC avec 2 Go de RAM de´die´s au calcul, donnerait un maillage
de 35000 noeuds. Seulement, Kahana [Kahana (2000)] a montre´ que pour reproduire
fide`lement une re´ponse d’un pavillon seul, un maillage tre`s fin est ne´cessaire. Donc,
les limites de VNOISE2.0 sont presque atteintes. Toutefois, ces remarques de´pendent
largement du syste`me informatique dans lesquels sont installe´s les logiciels de calcul. De
meilleures performances sont re´alisables avec des syste`mes de´die´s aux calculs. De plus,
la paralle`lisation de calcul peut eˆtre imple´mente´e dans FRONT3D.
Une premie`re remarque est qu’une utilisation en temps re´el de la BEM pour une large
bande de fre´quences semble de´licate. De plus, la re´ponse d’un pavillon est un syste`me
interfe´rentiel : le moindre changement dans la ge´ome´trie peut apporter des figures de
diffractions et la question de la viabilite´ de la mode´lisation du pavillon par BEM est
pose´e. Par contre, il a e´te´ montre´ que le mode`le complet permet une bonne reproduction
des HRTF et des e´coutes informelles [Algazi and Duda (2002); Pernaux (2003)] ont
indique´ l’ame´lioration apporte´e par la pre´sence du torse. Ainsi, la BEM peut apporter
des re´ponses aux tre`s basses fre´quences, la` ou` les mesures sont difficilement re´alisables
(cf. § 1.2). Les mode`les calcule´s a` partir de la BEM peuvent donc servir a` apporter
l’information manquante en basses fre´quences des HRTF et/ou a` repre´senter la partie
basse fre´quence d’une HRTF hybride dont le reste du spectre serait estime´ par une autre
me´thode.
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IV
Modélisation de HRTF par
réseaux de neurones
INTRODUCTION
Le chapitre pre´ce´dent a pre´sente´ deux techniques d’acquisition de HRTF : la mesure
et le calcul par e´le´ments de frontie`res. La mesure, seule technique qui permet l’obtention
de toutes les caracte´ristiques individuelles des HRTF, reste une technique couˆteuse en
temps et en mate´riel. La BEM permet l’acquisition reproductible de HRTF et peut eˆtre
utilise´e en comple´ment des mesures. Cependant, la BEM ne´cessite des ressources infor-
matiques conside´rables qui semblent la cantonner a` l’acquisition en basses fre´quences des
HRTF. Le pre´sent chapitre s’inte´resse a` une alternative a` ces deux me´thodes d’acquisi-
tion. L’approche envisage´e utilise les techniques d’apprentissage statistique et notamment
les re´seaux de neurones.
Le principe ge´ne´ral de cette approche est de cre´er un mode`le mathe´matique permet-
tant de calculer les HRTF d’un individu a` partir d’un ensemble de parame`tres qui lui
sont propres. Les parame`tres d’entre´e du mode`le peuvent eˆtre par exemple des donne´es
anthropome´triques ou tout autres donne´es contenant des informations a` partir desquelles
les HRTF individuelles peuvent eˆtre reconstruites. Les parame`tres d’entre´es peuvent aussi
contenir des HRTF mesure´es.
Ainsi, cette approche de mode´lisation de HRTF est a` la frontie`re entre deux proble´-
matiques largement e´tudie´es de la synthe`se binaurale : l’interpolation et la pre´diction
de HRTF. L’interpolation consiste a` cre´er des HRTF a` des positions non mesure´es a`
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partir de HRTF mesure´es : il s’agit d’une interpolation spatiale des HRTF. Pour la pre´-
diction, on conside`re ici les mode`les qui permettent la cre´ation de HRTF a` partir de
parame`tres d’entre´e ne contenant pas de HRTF mesure´es. L’approche conside´re´e pour
les travaux pre´sente´s dans ce chapitre a aussi un lien avec les techniques de re´duction de
donne´es comme l’analyse en composante principale (ACP) ou l’analyse en composante
inde´pendante (ACI) qui ont e´te´ largement applique´es aux bases de donne´es des HRTF.
Ce chapitre est divise´ en trois parties. La premie`re partie est consacre´e a` la pre´-
sentation des me´thodes classiques de mode´lisation de HRTF. Elle rappelle les principes
gouvernant ces me´thodes et les travaux les plus importants qui les ont utilise´es. La
deuxie`me partie pre´sente les techniques d’apprentissage par re´seaux de neurones et leurs
applications en synthe`se binaurale. La troisie`me partie rapporte le travail effectue´ selon
l’approche conside´re´e graˆce a` des techniques statistiques et neuronales. Ce travail est
pre´sente´ sous la forme d’une e´tude de faisabilite´ quant a` la re´duction du nombre de
mesures pour la pre´diction de tout un ensemble de HRTF. La question du nombre et
de la position des points de mesures est aborde´e graˆce a` une classification des HRTF et
la pre´diction des autres HRTF est re´alise´e graˆce a` un apprentissage des donne´es par un
re´seau de neurones artificiels (RNA). La conclusion de ce chapitre propose une compa-
raison entre les techniques classiques de re´duction de donne´es et l’approche aborde´e pour
le travail de the`se.
Ces travaux ont fait l’objet de deux stages co-encadre´s au sein de France Telecom
R&D. Pour plus de de´tails, le lecteur pourra se reporter aux rapports de stage [Choqueuse
(2004); Vovor (2005)]. Ces travaux ont fait l’objet de deux de´poˆts de brevets (nume´ro
FR 05 00218 et INPI 05 10995).
1 ME´THODES CLASSIQUES DE MODE´LISATION DE HRTF
Cette partie pre´sente l’application de me´thodes classiques de re´duction de donne´es a` la
synthe`se binaurale : l’interpolation et la de´composition line´aire de HRTF. L’interpolation
de HRTF est pre´sente´e succintement tant cette technique a e´te´ et est encore un sujet
d’e´tude. Des re´fe´rences sont donne´es sur le sujet. Une plus grande partie est consacre´e
a` la de´composition line´aire des HRTF car cette me´thode permet notamment un gain
d’imple´mentation de la synthe`se binaurale.
1.1 Interpolation de HRTF
L’interpolation de HRTF est conside´re´e ici sous l’angle des techniques de re´duction
de donne´es : un ensemble re´duit de HRTF permet la cre´ation d’un ensemble complet par
interpolation. De nombreuses me´thodes existent pour interpoler une HRTF a` une posi-
tion non mesure´e. L’interpolation peut servir a` recre´er une HRTF manquante, e´viter le
stockage couˆteux des HRTF en termes de ressources me´moires sur les micro-processeurs
ou encore obtenir une re´partition continue des HRTF pour la spatialisation dynamique.
Le choix d’une technique d’interpolation se fait en deux e´tapes. D’abord il faut de´ter-
miner si l’interpolation s’effectue de manie`re globale, sur des fonctions de base, ou de
manie`re locale, par exemple entre une combinaison de positions mesure´es proches au sens
ge´ode´sique. Ensuite, il faut choisir les variables d’interpolation.
Dans le cas d’une interpolation locale line´aire entre des HRIR, les coefficients de la
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HRIR peuvent eˆtre obtenus de la manie`re suivante :
Ĥ(n) =
∑
i
αiHi(n)
αi
(IV.1)
avec Hi l’ensemble des plus proches voisins de la position a` interpoler.
L’interpolation line´aire des coefficients des HRIR ou des HRTF (me´thode valide´e per-
ceptivement dans [Langendjik and Bronkhorst (2000)]), donne de tre`s bons re´sultats en
comparaison des me´thodes plus complexes comme les re´seaux de neurones a` fonction
d’activation non-line´aires [Nishino et al. (1996)] ou l’interpolation de type spline [Ni-
shino et al. (2000); Matusmoto et al. (2004)]. Ces me´thodes sont aussi applique´es a` des
repre´sentations des mesures : mode`les RII [Jenison (1995)] ou coefficients spatiaux issus
d’analyse en composante principale [Chen et al. (1995); Jin et al. (2002)].
1.2 De´composition line´aire des HRTF
Les HRTF peuvent eˆtre rassemble´es sous la forme d’une matrice dont les colonnes
forment des fonctions de directivite´ de´pendant de la fre´quence et les lignes des filtres de
spatialisation en fonction de la position. Ainsi, les techniques de re´duction matricielle
issues de l’alge`bre line´aire peuvent eˆtre applique´es aux bases de donne´es de HRTF. Ces
techniques consistent a` trouver une repre´sentation compacte des donne´es. Une re´duction
du nombre de filtres, ou du nombre de fonctions spatiales est obtenue. Ces techniques ont
e´te´ largement e´tudie´es et sont utilise´es dans certains moteurs de spatialisation sonore.
Si, par exemple, 10 filtres de reconstruction sont calcule´s, alors il suffit d’estimer les 10
coefficients a` appliquer aux filtres de reconstruction pour obtenir une HRTF reconstruite
proche de la HRTF mesure´e. Un gain d’imple´mentation est ainsi obtenu : le nombre
de filtres reste constant quel que soit le nombre de sources a` simuler, la synthe`se d’une
source supple´mentaire consiste alors a` l’ajout de 2n gains. Dans l’optique d’une re´duction
de la proce´dure de mesures, les techniques de de´composition offrent la possibilite´ d’une
proce´dure simplifie´e d’individualisation de la synthe`se binaurale. L’individualisation re-
vient alors a` estimer les coefficients a` appliquer aux filtres de reconstruction. Pour que
cette approche soit viable pour n’importe quel auditeur, il faut que l’identification des
filtres de reconstruction s’effectue sur une base de HRTF la plus universelle possible (cf.
§ III.1.3.4) pour obtenir par exemple des filtres de reconstruction universels.
La de´composition line´aire des HRTF repre´sente´es sous la forme d’une matrice H de
taille N ×M , ou` N est le nombre de positions et M le nombre de points fre´quentiels,
consiste a` trouver la matrice C de fonctions spatiales, de dimension N × r, ainsi que la
matrice L des filtres de reconstruction, de dimension r ×M , de telle sorte que H puisse
eˆtre exprime´e par le produit de C et de L [Larcher (2001)] :
H ≈ C.L (IV.2)
L’erreur de reconstruction Er est alors e´value´e par :
Er = ‖H − C.L‖ (IV.3)
Un exemple d’un telle de´composition est donne´ par la figure IV.1. Cette de´composition
peut eˆtre obtenue par diffe´rentes me´thodes de l’alge`bre line´aire :
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Fig. IV.1 – Imple´mentation multi-canale de la synthe`se binaurale : de´composition line´aire
des HRTFmin.
- Optimisation des fonctions spatiales pour des filtres de reconstruction fixe´s. Les
fonctions spatiales sont obtenues par projection orthogonale des HRTF sur les
filtres de reconstruction.
- Optimisation des filtres de reconstruction pour des fonctions spatiales fixe´es (par
exemple les harmoniques sphe´riques). Les filtres de reconstruction sont obtenus par
projection orthogonale des HRTF sur les fonctions spatiales.
- Optimisation commune des fonctions spatiales et des filtres de reconstruction :
une ACP, ou ACI, est conduite sur les HRTF. Une telle de´composition assure une
minimisation de l’erreur de reconstruction Er (cf. eq IV.3).
1.2.1 De´composition en valeurs propres et valeurs singulie`res
La me´thode de de´composition de l’alge`bre line´aire la plus re´pandue est la de´composi-
tion d’une matrice en valeurs propres. Les valeurs propres λk d’une matrice carre´e A sont
les solutions de det(A − λkId) = 0, ou` Id repre´sente la matrice identite´, et les vecteurs
propres Xk associe´s a` λk sont tels que A ·Xk = λkXk. Cette me´thode permet d’e´crire une
matrice carre´e A sous la forme d’un produit de trois matrices dont une est diagonale :
A = PDP−1 (IV.4)
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avec P matrice de passage compose´e des vecteurs propres de A et D matrice diagonale
compose´e des valeurs propres de A. Comme la matrice des HRTF n’est pas carre´e, cette
technique n’est pas applicable et la de´composition en valeur singulie`re (SVD en anglais
pour Singular Value Decomposition) est utilise´e. Dans le contexte de l’alge`bre line´aire,
les valeurs singulie`res d’une matrice A ∈ Cp,f sont les racines carre´es des valeurs propres
de AAT , ou` AT repre´sente la matrice trans-conjugue´e de A. La SVD est donne´e par :
A = UTDV (IV.5)
avec U ∈ Cp,r et V ∈ Cr,f matrices unitaires, c’est-a`-dire UTU = Id et V TV = Id, et
D ∈ Cr,r matrice diagonale compose´e des valeurs singulie`res de A range´es par valeurs ab-
solues de´croissantes. Les colonnes de U sont les vecteurs propres de AAT . Cette technique
a e´te´ applique´e aux HRIR droites et gauches dans [Grantham et al. (2005)] pour re´duire
la complexite´ de filtres transauraux. Une re´duction de la taille des filtres RIF de 512
a` 90 e´chantillons n’entraˆıne pas de de´gradation des performances de localisation. Dans
[Kahana (2000)], la technique SVD a e´te´ utilise´e pour mettre en e´vidence le lien entre la
base de de´composition des HRTF et la base des fonctions propres de l’e´quation d’onde
en coordonne´es sphe´riques (cf. e´quation III.4) c’est-a`-dire les harmoniques sphe´riques. Le
lien a d’abord e´te´ montre´ analytiquement sur une sphe`re puis e´tendu a` des ge´ome´tries
complexes tel des moules de pavillons. La SVD est aussi utilise´e, notamment par [Larcher
(2001)], pour la technique de de´composition des HRTF nomme´e subset selection. Cette
technique applique les fonctions spatiales issues d’une SVD a` des HRTF sur lesquelles est
applique´e une de´composition QR1 avec pivot de colonne. Cette de´composition permet
une hie´rarchisation des fonctions spatiales selon leur norme. Cet ordonnancement des
positions est utilise´ pour se´lectionner les HRTF qui constitueront les filtres de recons-
truction. Ces HRTF particulie`res peuvent aussi indiquer des positions privile´gie´es pour
la mesure des HRTF.
1.2.2 Analyse en Composante Principale (ACP)
La technique d’analyse en composante principale, ou de´veloppement de Kahunen-
Loeve, permet d’exprimer une matrice dans une base ou` son expression devient plus
compacte. Ceci est re´alise´ en re´duisant l’information partage´e par les variables de de´part,
les fonctions de directivite´ par exemple, et en re´partissant l’erreur re´siduelle sur les
nouvelles variables de dimension re´duite [Larcher (2001)]. Les nouvelles variables sont
orthogonales et sont ordonne´es en terme de pourcentage de variance apporte´e par chaque
composante. Ainsi, la premie`re composante principale contient les informations relatives
a` la variance maximale, la deuxie`me contient les informations relatives a` la variance
suivante. Le processus est re´pe´te´ jusqu’a` l’obtention de la nme et dernie`re composante
principale. Les pertes d’informations diminuent d’une e´tape a` la suivante. Les diffe´rentes
ope´rations de l’ACP sont :
– calcul de la matrice de covariance
– calcul des valeurs et vecteurs propres de la matrice de covariance
Les re´sultats de l’ACP sont les n premie`res valeurs propres non nulles de la matrice
de covariance. On peut ne garder que les variables les plus repre´sentatives de la variance
1Une de´composition QR consiste a` de´composer une matrice un en produit dune matrice orthogonale
et d’une matrice diagonale supe´rieure.
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de de´part. La se´lection est alors effectue´e sur la base de la minimisation de l’erreur de
reconstruction (cf. e´quation IV.3) au sens des moindres carre´s.
Les premie`res applications de l’ACP se sont re´alise´es pour la de´composition du spectre
d’amplitude des HRTF [Martens (1987); Middlebrooks and Green (1992); Kistler and
Wightman (1992)]. Ainsi, Kistler et al [Kistler and Wightman (1992)] effectuent une
ACP sur 5300 modules en de´cibel de HRTF a` phase minimale e´galise´es en champ diffus
(10 sujets × 265 directions × 2 oreilles) pour en extraire 5 composantes principales,
ici 5 filtres de bases, repre´sentant 90% de la variance (la premie`re composante contient
entre 70 et 80 % de la variance). Un test d’e´coute mene´ sur 5 sujets montre une bonne
correspondance perceptive entre HRTF mesure´es et HRTF reconstruites a` partir des 5
composantes principales. Dans [Chen et al. (1995)] une ACP est conduite sur des HRTF
a` phase mixte d’un mannequin KEMAR (2188 HRTF) et d’un chat (1816 HRTF). Seize
composantes principales fre´quentielles donnent une erreur de reconstruction infe´rieure
a` 1%. Les fonctions spatiales extraites sont lisse´es pour ame´liorer l’interpolation pour
des positions non mesure´es. Les auteurs de [Wu et al. (1997)] effectuent une ACP sur
des HRIR dont il a e´te´ extrait l’ITD et l’ILD. Sur les meˆmes donne´es que [Chen et al.
(1995)], c’est-a`-dire 1816 HRTF de chat, 20 composantes principales donnent 99,9 % de
la variance.
Les liens entre composantes principales de HRTF et parame`tres morphologiques
peuvent conduire a` une individualisation de la synthe`se binaurale a` moindre couˆt. Ainsi
dans [Jin et al. (2000a)] une comparaison des performances de localisation de HRTF
re´duites par ACP est effectue´e pour une base de 36 sujets. Les re´sultats montrent qu’une
reconstruction des HRTF contenant 60 % de la variance (7 composantes) des HRTF
de de´part ne de´grade pas les performances des sujets. Une ACP est aussi conduite sur
des parame`tres morphologiques des sujets. Ces 20 parame`tres sont mesure´s par le re-
leve´ de leurs coordonne´es spatiales. Une re´gression line´aire est ensuite effectue´e sur les
composantes principales morphologiques pour pre´dire les 7 composantes principales fre´-
quentielles. L’e´valuation perceptive de cette dernie`re e´tape n’est pas donne´e dans l’article,
mais cette approche a fait l’objet d’un brevet (nume´ro US 0138107).
1.2.3 Analyse en Composante Inde´pendante (ACI)
L’analyse en composante inde´pendante permet une repre´sentation compacte d’une
matrice en de´terminant une base de projection ou` les vecteurs de base sont inde´pen-
dants. Cette nouvelle base est obtenue par la maximisation d’une fonction de contraste
qui de´termine le niveau d’inde´pendance des variables. L’ACI reveˆt un inte´reˆt particulier
pour la synthe`se binaurale graˆce au lien entre inde´pendance des variables statistiques
et compacite´ de support [Larcher (2001)]. Ainsi, l’ACI peut eˆtre mene´e sur les HRIR
pour obtenir une base de re´ponses impulsionnelles a` support compact [Dudouet and
Martin (1998)], ou sur les HRTF soit pour calculer une base de filtres de reconstruction
a` supports fre´quentiels disjoints [Emerit and Martin (1995)], soit pour la de´finition de
fonctions spatiales discre`tes [Larcher (2001)]. Cette dernie`re approche est particulie`re-
ment inte´ressante pour le proble`me de la re´duction du nombre de points de mesures des
HRTF. Les fonctions spatiales issues de l’ACI indiquent des directions privile´gie´es pour
les points de mesure des HRTF.
Le paragraphe suivant pre´sente une me´thode qui est a` la frontie`re entre interpola-
tion et re´duction de donne´es. Depuis une vingtaine d’anne´es, les techniques d’analyse de
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grandes bases de donne´es, ou data mining en anglais, ont connu un essor conside´rable.
Capable de de´terminer des groupes de variables a` caracte´ristiques communes ou encore
de mettre en e´vidence des relations de tre`s haut niveau entre groupes de variables, ces
techniques sont applique´es dans des domaines aussi varie´s que les transactions bour-
sie`res ou la pharmacologie. Ces techniques sont aussi utilise´es en synthe`se binaurale pour
l’interpolation de HRTF ou pour la pre´diction de parame`tres de spatialisation tels les
coefficients a` appliquer a` des filtres de reconstruction.
2 LES RE´SEAUX DE NEURONES ARTIFICIELS
2.1 Principe
2.1.1 Historique
La the´orie des re´seaux de neurones artificiels (RNA) repose sur l’observation des
neurones biologiques constituant le cerveau. Le cerveau humain contient entre 1010 et
1012 neurones et chaque neurone est connecte´ a` environ 1000 autres neurones. Le neurone
effectue une inte´gration spatiale et temporelle des signaux e´lectriques en provenance
d’autres neurones via les dendrites (cf. fig.IV.2).
Fig. IV.2 – Repre´sentation sche´matique d’un neurone biologique.
166 Chapitre IV Mode´lisation de HRTF par re´seaux de neurones
De fac¸on ge´ne´rale, le de´but des re´seaux de neurones artificiels est situe´ en 1943 avec
les travaux de McCulloch et Pitts qui montrent qu’un re´seau de neurones discret, sans
contrainte de topologie, peut repre´senter n’importe quelle fonction boole´enne et donc
e´muler un ordinateur. Le neurone formel (cf. fig. IV.3) de McCulloch et Pitts est un
ope´rateur binaire effectuant la somme ponde´re´e des valeurs d’entre´e par des coefficients
synaptiques a` valeurs re´elles. Si cette somme ponde´re´e de´passe un certain seuil θ alors le
neurone est actif. Un neurone formel est constitue´ des e´le´ments suivants :
Fig. IV.3 – Neurone formel de McCulloch et Pitts
– e est le vecteur d’entre´e du neurone, il repre´sente soit l’ensemble des signaux en
provenance de l’environnement, soit les sorties d’autres neurones.
– w est un vecteur dont le roˆle est de simuler les ponde´rations synaptiques a` l’aide
de poids associe´s respectivement a` chaque entre´e du neurone.
– b est le biais du neurone.
– a est une variable qui repre´sente le potentiel du neurone. Cet e´tat interne du neu-
rone (activite´) est de´fini par une somme des entre´es ponde´re´es par le vecteur de
poids
– s est une variable qui repre´sente la sortie du neurone envoye´e vers d’autres unite´s.
Elle est calcule´e en appliquant une fonction mathe´matique a` l’activite´ du neurone.
– σ est la fonction d’activation (ou de transfert) qui est applique´e a` l’activite´. Il peut
s’agir par exemple de la fonction signe ou de la fonction de Heaviside.
Il s’agit d’une simplification grossie`re du neurone biologique. Cependant la ge´ne´rali-
sation de ce mode`le va permettre des architectures de re´seaux de neurones complexes et
de nouveaux algorithmes pour travailler sur ces mode`les.
Ainsi, en 1958 Rosenblatt propose le premier algorithme d’apprentissage, qui permet
d’ajuster les parame`tres d’un neurone. En 1969, Minsky et Papert publient le livre Per-
ceptrons dans lequel ils utilisent une argumentation mathe´matique pour de´montrer les
limitations des re´seaux de neurones a` une seule couche. En 1982, Hopfield propose des
re´seaux de neurones associatifs. En 1986, Rumelhart, Hinton et Williams publient, l’al-
gorithme de la re´tropropagation de l’erreur qui permet d’optimiser les parame`tres d’un
re´seau de neurones a` plusieurs couches. La recherche sur les re´seaux de neurones connaˆıt
alors un essor fulgurant et les applications commerciales de ce succe`s acade´mique suivent
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au cours des anne´es 90.
Les applications sont nombreuses et partagent toutes un point commun essentiel a`
l’utilite´ des re´seaux de neurones : les processus pour lesquels on de´sire e´mettre des pre´dic-
tions comportent de nombreuses variables explicatives et surtout, il existe la possibilite´ de
de´pendances non-line´aires de haut niveau entre ces variables qui, si elles sont de´couvertes
et exploite´es, peuvent servir a` l’ame´lioration de la pre´diction du processus. L’avantage
fondamental des re´seaux de neurones par rapport aux mode`les statistiques traditionnels,
comme les de´compositions line´aires, re´side dans le fait qu’ils permettent d’automatiser
la de´couverte des de´pendances les plus importantes du point de vue de la pre´diction du
processus [APSTAT Technologies (2002)].
2.1.2 Le perceptron multi-couche
Un RNA est un re´seau d’unite´s e´le´mentaires interconnecte´es a` fonctions d’activation
line´aires ou non. Ces unite´s se de´composent (pour les re´seaux multi-couches) en au moins
deux sous-ensembles de neurones (cf. fig. IV.4) ou couches 2 : une couche d’entre´e, une
autre de neurones de sortie et e´ventuellement une couche de neurones cache´s. Il existe de
nombreux mode`les de re´seaux de neurones : les re´seaux de Kohonen [Kohonen (1995)],
ou carte de Kohonen, les re´seaux a` fonctions de base radiales [Jenison (1995); Jenison
and Fissell (1996)], les perceptrons multicouches [Cun (1987)] (MLP pour Multi Layer
Perceptron) ayant des architectures de complexite´ variable (les diffe´rentes unite´s sont
interconnecte´es aux autres, soit comple`tement, soit partiellement). La connaissance in-
cluse dans le re´seau de neurones est me´morise´e dans les poids et l’architecture du re´seau.
Chaque couche d’un MPL est entie`rement connecte´e a` la suivante et son graphique de
connectivite´ ne posse`de pas de cycle.
Le MLP est un re´seau de neurones avec un algorithme d’apprentissage, c’est-a`-dire
avec un processus d’adaptation des poids du re´seau. Le choix d’un processus d’appren-
tissage est de´termine´ par la nature de la taˆche a` effectuer. Dans l’e´tude pre´sente´e ici, il
s’agit d’une taˆche d’approximation : on cherche a` mode´liser une application non-line´aire
de Rm vers Rn a` l’aide de couples d’exemples d’entre´e-sortie. Il existe deux classes d’ap-
prentissage :
1 L’apprentissage non-supervise´ : Le re´seau va essayer de s’adapter aux re´gularite´s
des statistiques des donne´es d’entre´e. Il est alors conside´re´ que toute l’information
ne´cessaire se trouve dans les donne´es d’entre´e et dans la structure topologique
qui est impose´e aux donne´es d’entre´e par l’analyste. L’apprentissage non-supervise´
permet des taˆches de cate´gorisation (cf. § 4.2).
2 L’apprentissage supervise´ : Il s’agit d’un mode d’apprentissage ou` le re´seau est
guide´. La me´thode classique pour l’apprentissage supervise´ consiste a` pre´senter un
ensemble d’exemples, c’est-a`-dire un ensemble fini de couples de vecteurs (xi, yi)
avec xi l’entre´e du re´seau et yi la sortie de´sire´e pour cette entre´e. La fonction
calcule´e par le re´seau est e´crite sous une forme parame´trique : f(x,w) ce qui de´signe
la sortie du re´seau quand on lui pre´sente en entre´e le vecteur x et qu’il utilise les
poids synaptiques contenus dans la matrice w. Suivant un crite`re d’erreur donne´ d,
une mesure de l’erreur entre la sortie effective du RNA, f(x,w), et la sortie de´sire´e,
2Le terme couche de´signe un ensemble de poids synaptiques
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Fig. IV.4 – Graphique de connectivite´ d’un perceptron multi-couches
yi, est calcule´e. Le but est alors de trouver w qui minimise l’erreur totale introduite
par le re´seau. L’erreur totale peut s’exprimer de la manie`re suivante :
Etotale =
n∑
i
d(f(xi;w); yi) (IV.6)
avec n le nombre total de neurones. Cette erreur est fonction de l’ensemble des poids
synaptiques et est appele´e fonction de couˆt. Les techniques classiques d’optimisation
de fonctions pour trouver son minimum peuvent eˆtre utilise´es et notamment la
technique de descente du gradient qui est expose´e en annexe D.
2.1.3 Apprentissage et ge´ne´ralisation
Dans un processus d’apprentissage le re´seau de neurones est construit en minimisant,
par exemple, une fonction de couˆt sur un ensemble fini d’exemples : l’ensemble d’ap-
prentissage. Cependant, le re´seau doit pouvoir ge´ne´raliser la repre´sentation construite
par le re´seau a` d’autres donne´es, y compris celles n’appartenant pas a` l’ensemble d’ap-
prentissage. Une manie`re d’e´valuer cette faculte´ consiste a` mesurer les performances du
re´seau de neurones sur des donne´es non apprises. Il s’agit d’une e´valuation de l’erreur de
ge´ne´ralisation. Cette erreur est calcule´e entre les sorties pre´dites par le RNA et les sorties
connues de l’ensemble de ge´ne´ralisation. La diffe´rence entre l’erreur d’apprentissage et
l’erreur de ge´ne´ralisation repre´sente une mesure de la qualite´ de l’apprentissage.
Certaines me´thodes qui e´valuent l’erreur de ge´ne´ralisation sont base´es sur la parti-
tion de l’ensemble des donne´es en plusieurs sous-ensembles : par exemple, un ensemble
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utilise´ pour l’apprentissage et un ensemble de validation. L’ensemble de validation est
utilise´ pour controˆler et mesurer la ge´ne´ralisation du re´seau, ou erreur de test. Pendant
l’apprentissage l’erreur d’apprentissage de´croˆıt, tandis que sur l’ensemble de validation
elle commence a` diminuer pour atteindre un minimum. A partir de ce point, le re´seau
apprend par coeur les donne´es de l’ensemble d’apprentissage et l’apprentissage doit eˆtre
stoppe´ (cf fig.IV.5).
Diffe´rents crite`res d’arreˆt ont e´te´ de´veloppe´s :
– quand l’erreur d’apprentissage a atteint un seuil fixe´
– apre`s un nombre fixe´ de cycles d’apprentissage
– quand une estimation de l’erreur de ge´ne´ralisation est minimum.
Si l’apprentissage continue, le RNA apprend par coeur les donne´es de l’ensemble
d’apprentissage et n’est plus capable de ge´ne´raliser. L’erreur de test se met alors a` croˆıtre.
La figure IV.6 illustre ce dilemme.
exemple d’apprentissage
Capacitéfaible Capacitémoyenne Capacitéforte
Fig. IV.5 – Repre´sentation de donne´es cibles (points) et de donne´es pre´dites (ligne) :
capacite´ du re´seau et sur-apprentissage. Figure de gauche : mode´lisation de la tendance
ge´ne´rale des donne´es. Figure du milieu : prise en compte de variations fines. Figure de
droite : la mode´lisation a appris par coeur les donne´es [Lemaire (2001)].
Les ensembles d’apprentissage et de validation servent a` de´terminer l’architecture la
plus approprie´e : pour diffe´rentes architectures (nombre de neurones cache´s variable),
l’erreur de validation est controˆle´e et l’architecture pour laquelle elle est minimale est
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Fig. IV.6 – Evolution des erreurs d’apprentissage et de test en fonction du temps d’ap-
prentissage [Lemaire (1999)].
choisie. Plusieurs techniques qui utilisent cette me´thodologie existent. La me´thode rete-
nue pour l’apprentissage du re´seau est la technique nomme´e se´paration d’e´chantillons.
Elle re´serve un troisie`me ensemble de donne´es appele´ ensemble de test, pour tester le
re´seau sur des donne´es qui n’ont jamais e´te´ utilise´es ni pour l’apprentissage ni pour la
validation. La technique de validation croise´e est utilise´e pour de´terminer l’architecture
du re´seau. Une se´paration de la base de donne´es en k ensembles est re´alise´e, k pouvant
eˆtre la taille de la base. L’apprentissage est effectue´ k fois avec k − 1 parties re´serve´es a`
l’apprentissage et la partie restante servant a` la validation et le test.
2.2 Application des re´seaux de neurones artificiels aux HRTF
Les travaux ante´rieurs concernant l’application des re´seaux de neurones au contexte
de la spatialisation sonore et notamment de la synthe`se binaurale ont porte´ principale-
ment sur deux aspects :
1 La cre´ation de mode`les de perception pour la localisation auditive : il s’agit de
simuler les processus perceptifs et de pre´dire la direction dans laquelle une source
virtuelle sera localise´e a` partir de signaux pre´sente´s aux oreilles d’un auditeur.
2 La pre´diction de filtres binauraux : a` partir d’un ensemble de parame`tres d’entre´es,
une ou plusieurs HRTF sont cre´e´es.
Mode`le d’e´coute binaurale Dans [Paloma¨ki et al. (2000)], les auteurs ont compare´ les
performances des cartes de Kohonen et des re´seaux des neurones MLP pour la pre´diction
de localisation de sources sonores dans l’espace. Les entre´es des re´seaux de neurones
sont les sorties d’un mode`le de localisation sonore [Pulkki et al. (1998)] qui donne une
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estimation de l’ITD et de l’ILD en 32 bandes ERB. L’e´tude conclut que les deux me´thodes
offrent des performances similaires et que des donne´es psychoacoustiques sont ne´cessaires
pour entraˆıner le MLP et adapter le mode`le binaural afin que leurs performances soient
proches de celles d’un vrai auditeur.
Les mode`les d’e´coute binaurale peuvent aider a` la compre´hension de certains me´ca-
nismes physiologiques de la perception auditive. Dans [Jin et al. (2000b)], un mode`le
d’image auditive (AIM pour Auditory Image Model), base´ sur le mode`le de´crit dans
[Patterson and Allerhand (1995)], est utilise´ avec un MLP qui incorpore une composante
temporelle (TDNN pour Time Delay Neural Network) pour pre´dire la localisation de
stimuli filtre´s par des HRTF. Un TDNN a e´te´ pre´fe´re´ a` un MLP car il peut traiter a`
la fois les donne´es spectrales et temporelles comme le ferait le syste`me auditif. Ainsi
la tonopie du codage re´alise´ par le syste`me auditif a pu eˆtre incorpore´e dans un RNA.
Le mode`le AIM ge´ne`re un profil d’activite´ neuronale qui simule la sortie des cellules
cillie´es internes de l’organe de Corti. Ce profil d’activite´ neuronale indique la probabilite´
d’activite´ du nerf auditif. L’association de l’AIM et d’un TDNN a permis d’atteindre
qualitativement les performances humaines pour des stimuli large bande et des stimuli
filtre´s a` la condition que le TDNN soit entraˆıne´ sur un large panel de stimuli (diffe´rentes
largeur de bandes et de diffe´rentes fre´quences centrales).
Pre´diction de HRTF Dans [Jenison and Fissell (1996)] un apprentissage est re´alise´
pour la pre´diction de poids a` associer a` des composantes principales issues d’une ACP
sur 400 modules de HRTF. Les entre´es du re´seau sont les coordonne´es de la HRTF a`
reconstruire. La particularite´ de cette e´tude est la comparaison des performances ob-
tenues pour deux types de fonctions d’activation : les fonctions de base radiale (RBF
pour Radial Basis Functions) et les fonctions de base de von Misses (VMBF pour Von
Misses Basis Functions). Les VMBF sont l’e´quivalent d’une fonction gaussienne en coor-
donne´es sphe´riques. Les re´seaux sont entraˆıne´s sur 400 HRTF de´compose´es et teste´es sur
50 HRTF. L’e´tude montre un bon comportement du RNA pour la pre´diction des poids
a` associer aux composantes principales et l’avantage des VMBF sur les RBF.
Utilisant a` nouveau les VMBF, Jenison [Jenison (1995)] e´tudie la pre´diction par un
RNA des coefficients IIR d’un ensemble de HRTF, les entre´es e´tant les coordonne´es de
la HRTF a` reconstruire. Les re´sultats montrent une tre`s bonne correspondance dans la
bande [5-12] kHz. Cependant un e´cart de 10 dB a` 2kHz est observe´. La mode´lisation
RII donne un ensemble de 30 poˆles communs aux 50 HRTF a` phase minimale apprise.
L’article conclut alors que les poˆles ne de´pendent pas de la direction mais de´pendraient de
l’individu. Ce re´sultat est cohe´rent avec l’approche d’individualisation des HRTF utilise´e
dans [Middlebrooks (1999)].
Dans [Wu et al. (1998)], un apprentissage par RNA, qui utilise comme entre´es les
coordonne´es de la HRTF a` reconstruire, est effectue´ pour la pre´diction de fonctions spa-
tiales issues d’une ACP. Le but est d’obtenir une reconstruction de HRIR pour n’importe
quelle position de l’espace. 710 HRIR e´galise´es en champ diffus, 600 pour l’apprentissage
et 110 pour la validation, mesure´es sur un mannequin KEMAR sont utilise´es sous une
forme de´compose´e.
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2.3 Pre´sentation des proble´matiques aborde´es pour la mode´lisation de
HRTF
Les RNA, qualifie´s parfois d’approximateurs universels, pre´sentent un inte´reˆt en terme
de mode´lisation. Ils sont capables de de´terminer des relations de haut niveau entre les
variables d’entre´e et les variables de sortie. Le travail mene´ dans la pre´sente e´tude vise a`
de´terminer dans quelle mesure et avec quelle fiabilite´ les RNA sont capables de mode´liser
des HRTF mesure´es. Une premie`re diffe´rence avec les autres e´tudes de la litte´rature est
l’obtention de HRTF directement utilisables et non une mode´lisation des HRTF (poids
a` associer a` des composantes principales, coefficients d’un filtre RII). Les RNA vont eˆtre
utilise´s pour mode´liser la fonction f de Rm dans Rn suivante :
HRTF = f(parame`tres d’entre´e) (IV.7)
Un point important de cette mode´lisation porte sur le choix et la nature des para-
me`tres d’entre´e du mode`le. Ces parame`tres peuvent eˆtre, par exemple, la direction de
la HRTF cible, ou des parame`tres morphologiques de l’individu. Une des originalite´s de
l’approche de´crite dans la suite du chapitre est d’appliquer des HRTF mesure´es en en-
tre´e du mode`le. Le but est d’obtenir une proce´dure simplifie´e de mesures qui ne ne´cessite
qu’un nombre re´duit de directions a` mesurer : le RNA apprend et pre´dit les directions
manquantes. Le proble`me re´side alors dans le choix et le nombre des HRTF a` appliquer
en entre´e du mode`le. La solution adopte´e pour identifier les HRTF a` appliquer en entre´e
consiste a` utiliser une me´thode de regroupement de variable, ou clustering en anglais,
qui est e´galement base´e sur des RNA nomme´s cartes de Kohonen.
Une question commune a` tout proble`me de mode´lisation est la de´finition d’un crite`re
d’erreur pour la construction du mode`le et pour l’e´valuation de ses performances. Cette
question est proble´matique pour les HRTF a` cause de leur nature duale : les HRTF sont
a` la fois des objets mathe´matiques, qui traduisent des phe´nome`nes physiques, et des
objets perceptifs. Il conviendrait alors de se doter d’un crite`re qui rende compte de la
perception.
La suite du chapitre pre´sente les de´tails de cette e´tude. Premie`rement, une re´flexion
sera porte´e sur la nature du crite`re d’erreur. Les crite`res d’erreur classiques sont pre´sente´s
ainsi que les crite`res ge´ne´ralement utilise´s en synthe`se binaurale. Ensuite, la question du
nombre et de la position des HRTF mesure´es a` mettre en entre´e de la fonction f (cf.
e´quation IV.7) sera aborde´e. Deux me´thodes sont compare´es dont une qui utilise des
regroupements statistiques des HRTF. Enfin, un RNA sera construit pour la pre´diction
de HRTF a` partir d’un ensemble re´duit de HRTF mesure´es. Cette e´tude e´valuera la
faisabilite´ de la pre´diction d’abord pour un seul individu d’une base de HRTF, puis pour
tous les individus de la base.
3 DE L’IMPORTANCE DU CRITE`RE D’ERREUR
3.1 Introduction
Un crite`re d’erreur est une mesure de distance entre deux objets. La distance est ici
une mesure de la diffe´rence entre un objet cible et un objet mode´lise´ : elle sert pour la
validation de la construction du mode`le et pour la mesure de la qualite´ de mode´lisation.
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Du point de vue mathe´matique, une distance d de´finit une relation stable entre deux
e´le´ments x, y d’un ensemble E et jouit des proprie´te´s suivantes :
d(x, y) = d(y, x) (IV.8)
d(x, y) = 0 ⇔ x = y (IV.9)
∨x, y, z ∈ E, d(x, z) 6 d(x, y) + d(y, z) (IV.10)
Une mesure de dissimilarite´ posse`de les meˆmes proprie´te´s sans l’ine´galite´ triangulaire.
Les objets particuliers que sont les HRTF peuvent eˆtre purement nume´riques (e´chan-
tillons d’un signal), acoustiques (re´alisation sonore d’un objet nume´rique) ou perceptif
(image mentale cre´e´e par un auditeur a` la re´ception d’un objet acoustique). En synthe`se
binaurale, il s’agit d’e´valuer une distance entre deux HRTF (du point de vue signal) ou
d’e´valuer une distance perceptive entre deux re´alisations sonores. Le ou est exclusif : le
fonctionnement du syste`me auditif n’est pas entie`rement connu et donc un crite`re de dis-
tance applique´ entre deux HRTF n’est qu’une repre´sentation d’une distance perceptive.
Pour obtenir une distance perceptive, il peut eˆtre envisage´ de de´terminer un espace
perceptif multidimensionnel dans lequel des HRTF pourraient eˆtre projete´es. Ainsi, les
distances entre HRTF dans cet espace multidimensionnel repre´senteraient les distances
perceptives recherche´es. Cette approche a e´te´ utilise´e notamment par McAdams pour
la de´termination d’un espace perceptif multidimensionnel du timbre musical [McAdams
(1994)]. L’espace a e´te´ construit sur la base de jugements de dissimilarite´ entre des
paires de sons d’instruments de musique. Les jugements de dissimilarite´ sont traduits en
distances et la matrice des distances permet la projection de l’ensemble des objets sonores
dans un espace multi-dimensionnel, selon un mode`le mathe´matique. Dans cet espace, les
objets similaires sont proches et les objets dissemblables sont e´loigne´s. L’e´tape suivante
consiste a` caracte´riser, d’un point de vue perceptif, chacune des dimensions de l’espace et
a` les interpre´ter d’un point de vue physique, c’est-a`-dire a` les relier a` des crite`res objectifs.
Ainsi, McAdams a relie´ la premie`re dimension de l’espace des timbres a` la brillance qui
semble eˆtre lie´e a` l’enveloppe spectrale. Cette de´marche applique´e aux HRTF permettrait
a` la fois la construction d’un espace perceptif ou` les HRTF pourraient eˆtre projete´es, et
l’interpre´tation des distances perceptives entre HRTF par des descripteurs physiques.
Cependant cette approche se heurte a` plusieurs difficulte´s. Premie`rement,l’hypothe`se
que l’objet d’e´tude peut eˆtre de´crit selon plusieurs dimensions continues est faite. Or il
se peut tre`s bien que les HRTF soient cate´gorielles. De plus on peut se demander si le
jugement de similitude, ou de pre´fe´rence, a` un sens pour les HRTF? Quand bien meˆme
un sujet serait capable de juger une paire de HRTF selon leur similitude, quel type de
stimuli (trajectoire ou point, son complexe ou son pur, sce`ne complexe ou e´ve´nement
ponctuel) pourrait permettre d’en juger ? Deuxie`mement, apre`s construction de l’espace,
il faut donner une signification objective aux axes. Ce travail peut eˆtre complexe tant les
axes de projection peuvent exprimer des relations non line´aires des variables objectives
classiques (niveau de pression, fre´quences, sonie, centre de gravite´).
Une alternative a` la construction d’un espace perceptif des HRTF serait un espace
se´mantique. Les HRTF seraient alors projete´es dans un espace ou` les relations de proxi-
mite´ traduisent une verbalisation, et donc un sens, similaire. La verbalisation associe´e aux
axes principaux est ensuite identifie´e en termes de parame`tre objectif. Cette approche a
e´te´ de´veloppe´e par Osgood sous le nom de diffe´rentiation se´mantique. Les sujets doivent
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placer des stimuli sur plusieurs e´chelles bipoˆlaires (par exemple axe a¨ıgu⇔ grave). Cha-
cune des e´chelles a ses extre´mite´s de´finies par des attributs verbaux oppose´s. Ensuite, au
moyen d’une analyse factorielle (ACP par exemple), les composantes qui expriment le
plus de variances sont extraites pour de´finir un sous-espace de repre´sentation des HRTF.
Cependant, on pressent la difficulte´ de trouver plusieurs qualificatifs verbaux permet-
tant de de´crire la sensation produite par l’e´coute d’une sce`ne via des HRTF (qualificatifs
verbaux qui pourraient par ailleurs eˆtre diffe´rents selon les stimuli mis en jeu).
Une autre approche serait alors de re´pertorier tous les parame`tres objectifs des HRTF
et de faire une e´tude syste´matique sur leur influence perceptive. Cette approche a` de´ja`
e´te´ aborde´e, notamment dans [Bronkhorst (1995)], ou` est de´crit l’influence de zones
fre´quentielles des HRTF. Cependant, une e´tude syste´matique ne saurait eˆtre exhaustive
vu le nombre de parame`tres en jeu (coordonne´es spatiales, fre´quences, amplitude).
Un crite`re de distance perceptive entre deux HRTF n’existe pas a` l’heure actuelle et
sa re´alisation ne semble pas aise´e. Les questions pose´es sont inhe´rentes au proble`me de
relation entre parame`tres physiques estimables et ressentis perceptifs, et de´passent lar-
gement le cadre des travaux de cette the`se. L’alternative propose´e est alors d’appliquer
des crite`res objectifs classiques, comme la distance euclidienne. La distance n’est pas
alors interpre´table en terme de qualite´ de rendu binaural, mais l’utilisation de crite`res
classiques autorise un premier travail exploratoire qui permettra e´ventuellement la de´fi-
nition d’axes de recherches pour la cre´ation d’un crite`re d’erreur adapte´ a` la pre´diction
de HRTF. En l’absence d’un crite`re perceptif, des e´coutes doivent toujours eˆtre re´alise´es
pour s’assurer de la qualite´ du rendu sonore. Une premie`re me´thode consiste a` re´aliser
une comparaison par paire entre mode´lisation et mesure.
Dans la suite de cette section, les principales distances classiques sont de´crites : elles
servent de formulation de base a` des crite`res d’erreur plus adapte´s aux spe´cificite´s de la
synthe`se binaurale. Ensuite, les modifications qui peuvent eˆtre apporte´es, a` la fois aux
HRTF et a` la formulation des crite`res classiques, seront pre´sente´s sous le terme de crite`re
d’erreur pour les filtres binauraux.
3.2 Crite`re d’erreur classique
La qualite´ objective des outils de pre´diction ou de mode´lisation est e´value´e graˆce a`
la fonction d’erreur complexe :
E(eiωt) = ‖H(eiωt)− Ĥ(eiωt)‖ (IV.11)
ou` H(eiωt) est la HRTF a` reproduire et Ĥ(eiωt) est la HRTF mode´lise´e. Plusieurs
normes existent au sens mathe´matique. L’objet de ce paragraphe est de pre´senter les
principales normes qui sont utilise´es comme crite`re d’erreur.
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3.2.1 Norme L1
La norme L1 permet une estimation line´aire de l’erreur et est souvent utilise´e en
premier lieu. Son expression est la suivante :
‖E‖1 = ‖H(eiωt)− Ĥ(eiωt)‖1 (IV.12)
=
∞∑
n=0
|h(n)− ĥ(n)| (IV.13)
= ‖h(n)− ĥ(n)‖1 (IV.14)
(IV.15)
Cette norme pre´sente l’avantage d’eˆtre continue par morceaux et donc d’eˆtre diffe´ren-
tiable par morceaux ce qui autorise l’emploi de techniques de gradient pour l’apprentis-
sage du mode`le.
3.2.2 Norme L2
La norme Euclidienne, note´e L2 et aussi appele´e norme de Frobenius, est particulie`-
rement bien adapte´e a` la synthe`se binaurale car, graˆce a` la relation de Parseval, L2 peut
eˆtre applique´e sur la composante a` phae minimale des HRIR ou des HRTF. Le crite`re
d’erreur associe´ prend la forme suivante :
‖E‖2 = ‖H(eiωt)− Ĥ(eiωt)‖2 (IV.16)
=
√√√√ ∞∑
n=0
(h(n)− hˆ(n))2 (IV.17)
= ‖h(n)− ĥ(n)‖2 (IV.18)
L’avantage de cette norme est la pre´sence d’un minimum global, car la fonction d’erreur
est quadratique. Un ve´ritable avantage de cette norme est qu’elle est diffe´rentiable, ce
qui autorise l’emploi de techniques de gradient pour les ope´rations d’optimisation.
3.2.3 Norme de Chebyshev
La norme L∞ cherche a` minimiser le maximum de la fonction d’erreur E :
‖E‖∞ = ‖H(eiωt)− Ĥ(eiωt)‖∞ (IV.19)
= max
−pi<ω<pi
|H(eiωt)− Ĥ(eiωt)| (IV.20)
La norme de Chebyshev peut repre´senter un bon choix pour la pre´diction de HRTF
car les HRTF comportent de nombreux pics et creux qui sont perceptivement importants
a` reproduire [Huopaniemi and Smith (1999)]. La re´solution logarithmique en amplitude
de l’oreille peut eˆtre incorpore´e dans la nome L∞. Un de´savantage a` l’utilisation de cette
norme est la possibilite´ d’instabilite´ et/ou la pre´sence de minima locaux fre´quentiels. De
plus, elle n’est pas diffe´rentiable et peut se re´ve´ler de´licate a` employer en optimisation.
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3.3 Crite`re d’erreur pour les filtres binauraux
De nombreux crite`res d’erreur existent dans la litte´rature scientifique consacre´e a` la
synthe`se binaurale. La comparaison peut se faire sur de nombreux points. Etant donne´
le but de l’e´tude, qui est la pre´diction de HRTF, les crite`res d’erreurs binauraux doivent
donner une indication sur l’e´cart perceptif entre la HRTF a` mode´liser et la HRTF pre´-
dite. Ainsi un crite`re d’erreur optimal serait un crite`re binaire : 0 = ”l’e´cart n’est pas
perc¸u ” = la pre´diction est correcte, 1 = ”l’e´cart est perc¸u ” = la pre´diction n’est pas
correcte. Seulement comme indique´ en introduction du § 3, la cre´ation d’un tel crite`re
sort du domaine de cette e´tude (de nombreuses expe´riences sont ne´cessaires). L’e´cart de
pre´diction se fait donc par l’interme´diaire d’une fonction d’erreur qui peut eˆtre difficile
a` interpre´ter en terme de qualite´ de pre´diction.
Finalement, la comparaison entre des HRTF s’effectue souvent sur l’observation de
leur repre´sentation, comme par exemple la comparaison du module des HRTF en fonction
de coordonne´es spatiales. De plus, les HRTF e´tant un syste`me interfe´rentiel ou` le moindre
de´calage peut engendrer des e´carts conside´rables, une figure permet d’avoir une vue
d’ensemble des ade´quations entre deux ensembles de HRTF. Ainsi, dans le chapitre III,
consacre´ a` l’acquisition de HRTF par BEM, les comparaisons entre les calculs BEM et
les mesures se fait graˆce a` l’affichage des HRTF sur un plan (e´le´vation constante par
exemple). L’observation des figures permet entre autre de comparer la dynamique des
modules et la reproduction ou non des figures de diffraction qui sont des indices pertinents
pour la localisation sonore.
L’objet de ce paragraphe est de pre´senter les principaux crite`res utilise´s en synthe`se
binaurale. Ces crite`res se basent sur des distances mathe´matiques. Les modifications
apporte´es sont soit sur les donne´es en entre´e soit dans le crite`re lui-meˆme.
3.3.1 Modification de l’e´chelle des fre´quences
Echelle perceptive des fre´quences L’utilisation de la transforme´e de Fourier pour l’ana-
lyse des signaux impose l’utilisation d’une e´chelle fre´quentielle a` pas constant alors qu’il
a e´te´ montre´ que le syste`me auditif est sensible a` une e´chelle des fre´quences non-line´aire
du type e´chelle ERB (Equivalent Rectangular Bandwidth), dont l’e´chelle de Bark [Hart-
mann (1998)]. La re´solution fre´quentielle du syste`me auditif est alors traduite en terme
de largeur de bandes fre´quentielles a` l’inte´rieur desquelles le syste`me auditif extrait une
unique valeur, moyenne des contributions relatives de chaque fre´quence dans la bande.
Plusieurs e´chelles ont e´te´ propose´es, les trois principales sont pre´sente´es. Pour l’e´chelle
ERB, la largeur de bande est donne´e en fonction de la fre´quence centrale fc :
∆fCE = 24.7(4.37fc + 1) (IV.21)
L’e´chelle de Bark utilise la formule suivante :
∆fCB = 25 + 75
(
1 + 1.4(
fc
1000
)2
)0.69
(IV.22)
et la largeur des bandes critiques est donne´e par :
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∆fcc = 100Hz pourf < 500Hz (IV.23)
∆fcc = 0.2× f pourf ≥ 500Hz (IV.24)
Graˆce a` ces e´chelles fre´quentielles plus proches de la perception qu’une e´chelle line´aire,
des crite`res d’erreurs prenant en compte la re´solution du syste`me auditif peuvent eˆtre
alors utilise´es.
Distorsion de l’e´chelle des fre´quences Afin d’ame´liorer la mode´lisation dans une zone
particulie`re de fre´quences, une distortion de l’e´chelle des fre´quences peut eˆtre applique´e
afin, par exemple, de dilater les basses fre´quences et de comprimer les hautes fre´quences.
Cette technique, dite de warping fre´quentiel est notamment utilise´e pour la mode´lisation
des HRTF en filtres RII, ce qui permet de concentrer l’effort de mode´lisation sur les
basses fre´quences [Marin (1996)]. Il s’agit d’une transforme´e biline´aire ope´re´e dans le
plan des z qui re´e´chantillonne le spectre sur une nouvelle e´chelle des fre´quences :
z → z + λ
λz + 1
(IV.25)
ou` λ est le parame`tre de dilatation ou warping en anglais. Pour des valeurs de λ comprises
entre 0 et 1, les basses fre´quences sont e´tire´es et les hautes fre´quences sont compresse´es
(cf. fig. IV.7). Les valeurs de λ correspondant aux e´chelles ERB et Bark sont donne´es
dans [Smith and Abel (1999)]. Le spectre initial H(ejωk), avec k = 0 . . . N est remplace´
par :
Hλ(e
jωk) = H
( ejωk + λ
λejωk + 1
)
(IV.26)
Les nouveaux vecteurs d’entre´e du mode`le sont alors les Hλ. Les vecteurs de sortie Ĥλ
doivent alors subir la transforme´e biline´aire inverse pour revenir a` l’e´chelle de fre´quence
initiale :
z → z − λ
1− λz (IV.27)
3.3.2 Pre´-traitement des HRTF
Trois techniques de traitement des HRTF sont pre´sente´es. Ces techniques permettent
la prise en compte de la re´solution du syste`me auditif dans la repre´sentation des signaux.
Lissage des HRTF Le lissage des HRTF consiste a` re´aliser des moyennes glissantes
du module des HRTF sur des tailles de feneˆtres fre´quentielles variables de la manie`re
suivante :
|Hs(f)| =
√
1
f1 − f0
∫ f1
f0
|Hs(f)|2df (IV.28)
avec f1 − f0 la largeur de bande autour de f . La taille de la feneˆtre peut eˆtre de´finie
par une e´chelle ERB, par bande d’octave entie`re ou fractionnaire ou encore par les bandes
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Fig. IV.7 – Re´-arrangement des fre´quences par la technique de warping fre´quentiel.
Modules de HRTF correspondant a` az = 0° et el = 0°. Rouge : HRTF initiale, Bleue :
HRTF modifie´e
critiques du syste`me auditif. L’effet du lissage des spectres des HRTF est illustre´ sur la
figure IV.8. Le lissage pre´sente´ est re´alise´ en bandes critiques. Ce type de lissage n’est
pas audible.
Une autre technique de lissage, utilise´e le plus souvent en traitement de la parole,
peut eˆtre applique´e aux HRTF [Kulkarni and Colburn (1995)]. Cette technique consiste
a effectuer une moyenne glissante sur le cepstre de la re´ponse impulsionnelle a` phase
minimum. Cependant cette technique ne constitue pas un lissage perceptif car l’e´chelle
de fre´quence utilise´e est constante.
Ponde´ration fre´quentielle La re´solution fre´quentielle de l’oreille peut eˆtre utilise´e pour
ponde´rer le signal de manie`re perceptive. Ainsi les poids applique´s peuvent correspondre
a` l’inverse de la largeur de bande ERB (cf. e´quation IV.21) ou Bark (cf. e´quation IV.22)
en fonction de la fre´quence. Par exemple, pour la norme L2 entre deux HRTF e´chan-
tillonne´es :
Epond =
√√√√ ∞∑
n=0
wn(h(n)− hˆ(n))2 (IV.29)
avec wn =
1
∆fn
largeur de bande autour de f. La figure IV.9 donne les valeurs des coeffi-
cients fre´quentiels Bark et ERB dans le cas d’une ponde´ration par l’inverse de la largeur
de bande.
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a) Mesures non lisse´es.
b) Mesure lisse´es en bandes critiques.
Fig. IV.8 – Illustration de l’effet d’un lissage des modules de HRTF. Les HRTF sont
pre´sente´es pour le plan horizontal de 500 a` 5000 Hz. a) Mesures non lisse´es , b) Mesure
lisse´es en bandes critiques.
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Fig. IV.9 – Coefficients de ponde´ration fre´quentielle relatifs a` l’inverse de la largeur de
bande conside´re´e : e´chelle de Bark (bleu) et e´chelle ERB (rouge).
Ponde´ration spatiale Les performances du syste`me auditif de localisation d’une source
sonore de´pendent fortement de la position de la source. Ainsi, il a e´te´ montre´ que le
pouvoir de re´solution du syste`me auditif est plus important devant, de l’ordre de 2°-3°,
que derrie`re, (5°) et est plus faible sur les coˆte´s, (7°-10°) [Blauert (1983); Mills (1958);
Oldfield and Parker (1984)]. Ainsi il peut eˆtre inte´ressant d’introduire ces de´pendances
dans les calculs d’erreur. Une premie`re ponde´ration est effectue´e lors de l’e´galisation
des HRTF issues de mesures (cf. § I.4.2) : l’e´galisation champ diffus ne privile´gie aucune
direction de l’espace tandis que l’e´galisation champ libre privile´gie la reconstruction pour
une certaine direction, typiquement la direction frontale (θ = 0° et φ = 0°). Il peut
eˆtre aussi inte´ressant d’ame´liorer la pre´diction pour des HRTF ayant une faible e´nergie
(principalement les HRTF contralate´rales), car les crite`res d’erreur usuels ne´gligent les
erreurs faibles. Une ponde´ration par l’inverse de l’e´nergie de chaque position remplit ce
roˆle :
wi =
1∑q
j=1 |Hi,j|2
(IV.30)
avec i indice de position et j indice de fre´quence. La reproduction de sources frontales
est souvent proble´matique en synthe`se binaurale, surtout dans le cas d’une e´coute avec
des HRTF non-individuelles. C’est pourquoi, une ponde´ration spe´cifique privile´giant les
positions situe´es devant l’auditeur peut eˆtre apporte´e. Un exemple d’une telle ponde´ra-
tion est donne´e dans [Rio and Warusfel (2002)] et passe par la de´finition d’un vecteur
d’e´cart par rapport a` la position frontale :
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vi(λ) =
(1− λ)(cos(θi) cos(φi) + 1)
2(1− λ cos(θi) cos(φi)) (IV.31)
ou` λ est un coefficient de´terminant la largeur de la courbe de´finie par vi(λ). Le vecteur
d’e´cart vaut 1, son maximum, pour θ = 0 et φ = 0 et vaut 0, son minimum pour θ = 0
et φ = 180. Ce vecteur est ensuite utilise´ dans la fonction de ponde´ration wi :
wi(α, λ) = 1 + (α− 1)vi(λ) (IV.32)
ou` α de´signe le rapport entre poids arrie`re et poids avant. La figure IV.10 montre sur
sa partie gauche les valeurs de vi pour diffe´rentes valeurs de λ et sur sa partie droite la
famille de fonction de poids pour α = 1.5.
Fig. IV.10 – Diagrammes polaires de ponde´rations spatiales privile´giant les positions
frontales.
3.4 Conclusion
Un large choix de crite`res d’erreur objectifs est disponible et de nouveaux crite`res qui
tiennent compte de la re´solution fre´quentielle et angulaire peuvent eˆtre cre´e´s. L’e´tude
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pre´sente´e dans la suite du document est de nature exploratoire, car le re´seau est entraˆıne´
pour pre´dire des HRTF, et non des parame`tres de mode´lisation de HRTF. Dans ce cas,
il est pre´fe´rable d’utiliser des outils bien maˆıtrise´s. Ainsi, l’erreur base´e sur la norme L2
est utilise´e notamment pour ces proprie´te´s de de´rivabilite´ qui autorise l’utilisation d’al-
gorithme d’optimisation tel que la re´tropropagation du gradient de l’erreur. La norme L1
est elle utilise´e pour l’e´valuation des performances de mode´lisation. Un axe de recherche
pertinent serait la prise en compte du crite`re d’erreur comme parame`tre de mode´lisation
et d’e´valuation.
4 CLASSIFICATION DE HRTF : QUELS SONT LES VECTEURS D’ENTRE´E
DU MODE`LE ?
Le but de l’e´tude pre´sente´e dans ce chapitre est de de´terminer la faisabilite´ d’une
re´duction du nombre de HRTF dans une proce´dure de mesure et de pre´dire les autres
au moyen d’un RNA. La technique neuronale est vue ici comme une technique de re´duc-
tion de donne´es tout comme les techniques de de´composition line´aire des HRTF (cf. §
1.2. L’apport du RNA est que la de´composition est non line´aire ce qui lui autorise l’ap-
prentissage de relations de haut niveau entre les HRTF en entre´e du mode`le (les HRTF
mesure´es) et HRTF en sortie (les HRTF a` des positions non mesure´es).
L’e´tude est se´pare´e en deux parties : choix du nombre et de la position des points
de mesure et pre´diction des autres mesures. L’ide´e est de re´aliser un regroupement des
HRTF par similarite´ et d’e´lire des centres, ou repre´sentants, au sein de chaque groupe :
les centres de´signent alors les positions des HRTF a` soumettre en entre´e du mode`le
de pre´diction. Deux types de regroupement sont effectue´s : un regroupement sur les
modules des HRTF, de´signe´ me´thode statistique par la suite, et un regroupement sur les
coordonne´es des positions des HRTF, labellise´ me´thode ge´ome´trique.
Cette section pre´sente en premier lieu le principe des me´thodes utilise´es pour la clas-
sification des donne´es. Trois me´thodes de classification sont aborde´es : l’algorithme des
k-moyennes, la classification hie´rarchique ascendante (CHA) et les cartes de Kohonen.
Ensuite le travail de se´lection des HRTF repre´sentatives, c’est-a`-dire les HRTF a` appli-
quer en entre´e du RNA, est pre´sente´.
4.1 Me´thodes de Classification
4.1.1 Introduction
Le but des me´thodes de clustering (de l’anglais cluster = groupe, amas ) est de
regrouper entre elles des variables semblables. Il est alors possible de remplacer les groupes
ainsi de´termine´s par un repre´sentant. Un exemple de clustering est l’algorithme des k-
moyennes. La grande difficulte´ de cet algorithme est sa non-reproductibilite´ et le choix
difficile d’un nombre optimal de centres. Les techniques de classification hie´rarchique
ascendante (CHA) sont aussi des techniques de clustering, meˆme s’il est plus difficile de
trouver un repre´sentant pour les classes (les classes ne sont pas ne´cessairement convexes
et la moyenne de la classe peut eˆtre en dehors de la classe par exemple). Ces techniques
sont difficiles a` appliquer directement sur les donne´es (trop d’individus). Souvent, ces
techniques de classification hie´rarchique, dont le but est plus de montrer la structure des
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donne´es, sont applique´es apre`s une application de l’algorithme des k-moyennes avec k
grand, ce qui permet d’e´viter d’avoir a` choisir au pre´alable le nombre de centres.
Dans tous les cas, le de´faut de ces techniques est que la description des donne´es est
encore faite dans un espace de grande dimension (meˆme si c’est avec nettement moins
de variables) et qu’il reste a` comparer ces variables entre elles pour prendre vraiment
connaissance des donne´es. La classification hie´rarchique ascendante re´pond en partie a` ce
proble`me en regroupant entre eux des groupes proches mais elle n’y re´pond qu’en partie
car elle n’apprend rien par exemple sur les relations de plus ou moins grande proximite´
entre des groupes classe´s dans des branches diffe´rentes de l’arbre.
La succession de deux algorithmes de classification, telle qu’un premier regroupement
effectue´ par la me´thode des k-moyennes et un deuxie`me avec la me´thode CHA sur les
groupes issus de la premie`re me´thode, a beaucoup d’avantages car elle corrige dans une
large mesure les de´fauts des deux algorithmes :
– choix d’un nombre important de classes pour les k-moyennes
– la sensibilite´ aux conditions initiales devient anecdotique puisque la CHA va faire
de ”grands” regroupements (la structure ”ultra-fine” de ces regroupements n’est
d’aucun inte´reˆt)
– la CHA travaille avec peu de variables : elle est donc viable
– la me´thode des k-moyennes a re´gle´ en grande partie le proble`me des points aberrants
et isole´s ce qui ame´liore la classification de la CHA.
La me´thode statistique de se´lection de HRTF repre´sentatives utilise une succession de
deux me´thodes : une carte de kohonen pour obtenir un premier regroupement des HRTF
suivie d’un CHA pour re´duire le nombre de groupes.
4.1.2 Algorithme des k-moyennes
Le clustering par l’algorithme des k-moyennes permet le regroupement de donne´es
en k classes, k e´tant fixe´ au de´part [Gray (1984)]. Les quatre e´tapes de cet algorithme
sont les suivantes :
1 de´finir k vecteurs comme e´tant les centres,
2 attribuer chaque vecteur au centre dont il est le plus proche, au sens de la distance
euclidienne,
3 calculer les coordonne´es des nouveaux centres comme la moyenne des vecteurs qui
leurs sont attribue´s,
4 tant que l’e´tape 3 modifie les centres, aller a` l’e´tape 2
4.1.3 Classification Hie´rarchique Ascendante
Le principe des algorithmes de classification hie´rarchique ascendante est simple :
– Initialisation : chaque e´le´ment de l’espace de de´part constitue une classe. Une dis-
tance D est calcule´e entre toutes les classes.
– Tant que nombre de classes > 1
– regrouper les deux classes les plus proches au sens de la distance D,
– calcul des distances entre la nouvelle classe et les autres.
Dans l’e´tude pre´sente´e ici, cette me´thode est applique´e a` une partition de l’ensemble
de donne´es issue de la carte de Kohonen des HRTF. Le crite`re de distance inter-classe
utilise´ est le crite`re de Ward qui mesure l’inertie intra-classe. L’utilisation de ce crite`re
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permet l’obtention de classes convexes. La valeur du crite`re est fixe´e selon un compromis
entre le nombre de classes et la perte de variance intra-classe. La figure IV.11 indique
l’e´volution du crite`re de Ward en fonction du nombre de classes. La valeur du crite`re de
Ward normalise´ est choisie e´gale a` 0,5.
Fig. IV.11 – Evolution du crite`re de Ward normalise´ en fonction du nombre de classes.
La valeur du crite`re choisie correspond ici a` 13 clusters.
4.1.4 Clustering de HRTF
Le clustering peut servir de plusieurs manie`res en synthe`se binaurale, selon que l’on
cherche a` pre´dire les HRTF [Lemaire et al. (2005)], interpoler les HRTF [Fahn and Lo
(2003)] ou encore travailler sur des mode`les d’e´coute binaurale [Paloma¨ki et al. (2000)].
Dans une e´tude sur le clustering des HRTF d’un mannequin KEMAR dans le plan
horizontal, Fahn [Fahn and Lo (2003)] utilisent la repre´sentation cepstrale des HRTF
mode´lise´es par des filtres IIR en entre´e d’un algorithme LBG. Cet algorithme permet
de regrouper les 72 HRTF du plan horizontal en 12 clusters. 12 HRTF repre´sentatives
sont alors e´lues et l’e´tude montre que les HRTF restantes peuvent eˆtre correctement
interpole´es par une interpolation line´aire entre les HRTF repre´sentatives les plus proches.
4.2 Cartes de Kohonen
4.2.1 Pre´sentation
Une carte de Kohonen est compose´e d’un ensemble de k points de l’espace (espace
dans lequel reposent les donne´es) lie´s entre eux par des relations de voisinage. L’ensemble
de ces relations de voisinage constitue la topologie de la carte. La topologie de´finit des
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relations de voisinage entre points de la carte et ces relations de voisinage n’ont a priori
aucun caracte`re me´trique : des voisins au sens de la topologie peuvent eˆtre tre`s e´loigne´s
dans l’espace des donne´es (la carte en deux dimensions ne repre´sente pas bien l’organi-
sation des donne´es) et de meˆme des points tre`s proches de la carte peuvent ne pas eˆtre
voisins (cas rare ou` la carte doit eˆtre se´pare´e en deux pour une meilleure repre´sentation
de la topologie des donne´es). La notion de voisinage dans l’espace des donne´es est lie´e au
calcul de distance entre deux e´le´ments de l’espace des donne´es. Dans notre e´tude il s’agit
de la distance inter-spectre de la norme L2. Le processus d’apprentissage de la carte de
Kohonen consiste a` faire correspondre le voisinage topologique a` une proximite´ me´trique
et peut eˆtre re´sume´ par les 4 e´tapes suivantes, une fois la topologie choisie et initialise´e :
1 Un vecteur est tire´ au hasard dans l’espace des donne´es,
2 Le point de la carte le plus proche de ce vecteur est de´termine´ (le point gagnant
ou BMU en anglais pour Best Matching Unit),
3 Le BMU est rapproche´ du vecteur,
4 Les voisins du BMU sont aussi rapproche´s du vecteur (cf. fig.IV.12).
Fig. IV.12 – Processus d’adaptation du BMU et des ses voisins a` la pre´sentation d’un
e´chantillon x. Les lignes continues correspondent a` la situation ante´rieure et les lignes en
pointille´ a` la nouvelle situation.
Cet apprentissage fait en sorte que le voisinage topologique vienne co¨ıncider avec la
proximite´ me´trique : comme le BMU traˆıne ses voisins avec lui quand il est attire´ par
un individu, on comprend que des points voisins au sens de la topologie ont tendance a`
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aller du meˆme coˆte´. Une carte de Kohonen de dimension 2 peut eˆtre interpre´te´e comme
des points repre´sentatifs d’une sous-varie´te´ de dimension 2 qui passe le mieux possible
(au sens de la me´trique) a` travers les donne´es. Comme une me´thode factorielle, ACP ou
ACI par exemple, la carte de Kohonen effectue une diminution du nombre de dimensions
pour la repre´sentation des donne´es ; cette diminution est meˆme drastique, la dimension de
repre´sentation e´tant en ge´ne´ral 2 mais a` la diffe´rence des me´thodes factorielles classiques,
cette repre´sentation en dimension 2 n’est pas un plan mais une sous-varie´te´ de dimension
2 ce qui permet d’e´pouser beaucoup mieux la distribution des donne´es tout en restant
lisible comme une carte. Les cartes de Kohonen sont donc a` la fois une me´thode de
clustering des donne´es (les k points de l’espace des donne´es) et une technique de re´duction
de la dimensionnalite´ des donne´es (la repre´sentation en deux dimensions des donne´es).
Si on visualise sur la carte la valeur de la projection d’une variable pour chaque
point repre´sentatif, on a une image de la re´partition de la variable sur la carte. Ces
images peuvent eˆtre conside´re´es comme les vecteurs repre´sentatifs des variables et ces
vecteurs peuvent a` leur tour servir a` la construction d’une carte de Kohonen, la carte des
variables, qui peut a` son tour servir de base a` l’e´tude des relations des variables entre
elles (clustering des variables en particulier).
4.2.2 Construction d’une carte de Kohonen
Les cartes de Kohonen, ou cartes auto-organisatrices, sont une disposition de neurones
artificiels3, les n points de l’espace de de´part, selon une grille re´gulie`re. Le nombre de
neurones est fixe´ a priori et peut atteindre plusieurs milliers. Chaque neurone de la carte
est repre´sente´ par un vecteur de poids m = [m1, ...,md], ou prototype, de dimension d
e´gale a` la dimension des vecteurs d’entre´e. Le prototype repre´sente une forme moyenne
des vecteurs contenus dans le neurone et est compose´ des attributs caracte´ristiques des
vecteurs du neurone. La topologie de la carte est de´finie a` l’aide de deux facteurs : la
forme globale de la carte (cf. fig.IV.13) et la structure locale du treillis(cf. fig.IV.14).
L’algorithme d’apprentissage est proche d’une me´thode de quantification vectorielle
telle que l’algorithme des k-moyennes (cf. § 4.1.2), dont le re´sultat est le prototype pour
chaque neurone. La diffe´rence avec un algorithme des k-moyennes est que le voisinage
du prototype s’e´tire en direction d’un nouvel e´chantillon (cf. fig.IV.12).
Deux types de fonctionnement sont distingue´s. Dans un premier temps, l’ensemble
des vecteurs devant eˆtre appris est pre´sente´ au re´seau et les vecteurs de poids sont mis a`
jour de manie`re a` approximer les vecteurs d’entre´e (algorithme d’apprentissage global).
Les parame`tres de la carte sont adapte´s au fur et a` mesure pour qu’elle se stabilise de
plus en plus : c’est l’e´tape d’initialisation de la carte. La deuxie`me e´tape est la phase
d’utilisation proprement dite. Dans ce cas, on pre´sente un motif particulier et c’est le
neurone dont le vecteur de poids minimise la distance avec le vecteur d’entre´e qui re´agit
(algorithme d’apprentissage se´quentiel).
Algorithme d’apprentissage global L’algorithme d’apprentissage global est ite´ratif. Les
donne´es en entre´e sont la totalite´ des donne´es partage´es en n groupes de neurones : un
vecteur d’entre´e appartient au groupe de neurones qui minimise la distance entre le
vecteur d’entre´e et le groupe de neurones. Apre`s cette e´tape de partage des donne´es, les
3Pour l’e´tude pre´sente´e ici, un neurone regroupe plusieurs modules de HRTF
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A) Forme par de´faut. B) Forme cylindrique. C) Forme toro¨ıdale.
Fig. IV.13 – Diffe´rentes formes de carte de Kohonen. A) Forme par de´faut, et deux
formes adapte´es a` des donne´es circulaires B) Cylindrique et C) Toro¨ıdale [Vesanto et al.
(2000)].
A) Treillis hexagonal. B) Treillis rectangulaire.
Fig. IV.14 – Diffe´rent treillis avec leurs voisinages 0, 1 et 2. A) Treillis hexagonal B)
Treillis rectangulaire. Le polygone le plus au centre correspond au voisinage 0, le second
au voisinage 1 et le plus grand au voisinage 3 [Vesanto et al. (2000)].
prototypes sont calcule´s :
mi(t+ 1) =
∑n
j=1 hic(t)xj∑n
j=1 hic(t)
(IV.33)
avec c = argmink ‖xj −mk‖ est l’index du BMU correspondant au vecteur xj, et le
n le nombre de groupes de neurones. Les nouveaux prototypes sont des moyennes des
vecteurs d’entre´e ponde´re´s par la valeur de la fonction de voisinage hic(t) prise pour le
BMU, c’est-a`-dire a` l’index c. L’apprentissage s’arreˆte quand les prototypes ne sont plus
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modifie´s. La fonction de voisinage est une fonction de´croissante de l’ite´ration et de la
distance entre le neurone i et le neurone contenant le BMU (neurone c). Elle de´crit la
zone d’influence d’un vecteur d’entre´e sur la carte (cf. fig. IV.16).
Algorithme d’apprentissage se´quentiel Les cartes de Kohonen sont construites de ma-
nie`re ite´rative. A chaque pas d’apprentissage, un vecteur x des donne´es de de´part est
choisi ale´atoirement et les distances entre lui et tous les prototypes sont calcule´es. Le
prototype qui minimise la distance avec x, le BMU, correspond a` :
‖x−mc‖ = min
i
‖x−mi‖ (IV.34)
avec ‖.‖ crite`re de distance, ge´ne´ralement la distance euclidienne ou moindre carre´e,
mi le prototype associe´ au neurone i et mc le BMU. Apre`s avoir e´lu le BMU, la to-
pographie de la carte est modifie´e ainsi que les valeurs des prototypes. La position des
prototypes est modifie´e de telle sorte que le BMU et ses voisins se retrouvent plus pre`s du
vecteur d’entre´e et ce dans l’espace de de´part et sur la carte. La modification topologique
induite par ce processus est sche´matise´e sur la figure IV.12. La re`gle d’adaptation d’un
prototype est donne´e par :
mi(t+ 1) =mi(t) + α(t)hci(t)[x(t)−mi(t)] (IV.35)
ou` i est l’indice du neurone, t le temps d’apprentissage, x(t) un vecteur d’entre´e
choisi ale´atoirement au temps t, hci(t) est la fonction de voisinage autour du BMU mc et
α(t) le taux d’apprentissage au temps t (cf. fig. IV.15). Le processus d’apprentissage est
ge´ne´ralement re´alise´ en deux phases. Dans la premie`re, des taux d’apprentissage α0 et des
rayons de voisinage σ0 e´leve´s sont utilise´s. Ceci permet d’accorder approximativement la
carte a` l’espace des donne´es. Ensuite, dans la deuxie`me phase, des taux d’apprentissage et
des rayons de voisinage relativement petits sont utilise´s ce qui permet un accord fin de la
carte. Dans la pre´sente e´tude, un taux d’apprentissage fixe et petit (0,001 typiquement)
et une fonction de voisinage feneˆtre de´croissant line´airement jusqu’a` un voisinage de
taille 1 (cf. fig.IV.14), pour conserver le lien avec les premiers voisins, sont utilise´s.
4.3 Application des cartes de Kohonen a` la classification des HRTF
Le but de cette e´tude est de connaˆıtre le nombre et la localisation des HRTF re-
pre´sentatives pour une base de donne´es. Deux me´thodes sont compare´es : une me´thode
statistique et une me´thode ge´ome´trique. La me´thode statistique est une me´thode de se´-
lection de variables : clustering des modules des HRTF par carte de Kohonen suivi d’une
CHA (Clustering Hierarchique Ascendant) pour re´duire le nombre de groupes de´finis par
la carte de Kohonen. La me´thode ge´ome´trique est une se´lection des coordonne´es spatiales
des HRTF uniforme´ment re´parties sur la sphe`re des points de mesures. La figure IV.17
illustre les me´thodes employe´es et la figure IV.18 indique les re´sultats des deux me´thodes
pour le cas de 4 repre´sentants. L’approche statistique pour le regroupement des HRTF
permet d’appre´hender la pre´sence de redondance entre les HRTF et ainsi appliquer une
re´duction des donne´es qui assimile les HRTF d’un groupe a` la HRTF repre´sentative.
L’erreur introduite par cette re´duction de donne´e est appele´e erreur de quantification.
Cette erreur permet d’estimer la qualite´ du regroupement.
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Fig. IV.15 – Diffe´rents taux d’apprentissage : line´aire (ligne continue) α(t) = α0(1− tT ),
puissance (ligne interrompue) α(t) = α0(
0.005
α0
)
t
T et inverse (ligne en pointille´s) α(t) =
α0
(1+ 100t
T
)
. T repre´sente la longueur de l’apprentissage et α0 le taux initial d’apprentissage
[Vesanto et al. (2000)].
4.3.1 Nature des donne´es
Les HRIR disponibles dans la base de donne´es CIPIC sont utilise´es pour cette e´tude
[Algazi et al. (2001)]. Les HRIR y sont re´pertorie´es pour chaque oreille des individus
et pour les diffe´rentes positions de mesures de´termine´es par les angles θ et φ, respecti-
vement azimut et e´le´vation en coordonne´es sphe´riques-interaurales (cf. § III.1.3.2). La
base comporte 44 individus et 2500 HRIR par individus (1250 positions * 2 oreilles). Le
travail s’est effectue´ sur les modules des HRTF, c’est-a`-dire sur les 100 composantes des
fre´quences positives de la transforme´e de Fourier des HRIR de l’oreille droite (1250*100
e´chantillons fre´quentiels). Une des re`gles de travail avec les RNA est d’apporter toutes
les informations disponibles a priori. Cela aide le re´seau dans sa taˆche : des relations de
haut niveau et de nature tre`s complexe peuvent apparaˆıtre entre les entre´es et les sorties.
Cependant il se peut aussi que le re´seau donne de meilleurs re´sultats avec des donne´es
brutes non transforme´es. C’est pourquoi l’influence de diffe´rents types de vecteurs d’en-
tre´e est e´tudie´e. Principalement deux types d’e´galisation des HRTF existent (cf. § I.4.2)
et sont applique´s aux vecteurs d’entre´es : l’e´galisation champ libre et l’e´galisation champ
diffus. De plus, afin de tenir compte de la re´solution fre´quentielle du syste`me auditif, une
ponde´ration fre´quentielle de type ERB est apporte´e aux donne´es (cf. § 3.3.2). C’est pour-
quoi la premie`re partie de l’e´tude compare les performances d’apprentissage du re´seau
en utilisant 4 types de vecteurs d’entre´es qui sont de´finis dans le tableau IV.1.
Qui plus est, l’oreille est un capteur sensible a` des variations logarithmiques de la
pression acoustique, toutes les e´tudes pre´sente´es au tableau IV.1 sont effectue´es sur le
logarithme des modules de HRTF. Enfin, pour re´duire la dynamique des vecteurs d’entre´e,
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Fig. IV.16 – Diffe´rentes fonctions de voisinage. De gauche a` droite : feneˆtre hci(t) =
L(σt−dci), gaussienne hci(t) = exp(−d
2
ci
2σ2t
) , gausienne coupe´e hci(t) = exp(
−d2ci
2σ2t
)L(σt−dci)
et ep max 0, 1− (σt − dci)2, avec σt le rayon de voisinage au temps t, dci = ‖rc − ri‖ la
distance entre le neurone c et le neurone i and L(x) est la function de Heaviside : L(x) = 0
si x < 0 et L(x) = 1 si x > 0. Les figures situe´es sur la range´e supe´rieure repre´sentent
les fonctions de voisinage pour une carte a` une dimension et les figures sur la range´e
infe´rieure pour des cartes en deux dimensions [Vesanto et al. (2000)].
Tab. IV.1 – Nature des vecteurs d’entre´es.
Ponde´ration fre´quentielle Egalisation Identification
non champs libre e´tude 1
ERB champs libre e´tude 2
non champs diffus e´tude 3
ERB champs diffus e´tude 4
les variations ont e´te´ limite´es au seuil de -80 dB. Ainsi les vecteurs d’entre´e sont de la
forme :
Ve =

20.
√
α1. log10(max(HRTFθ,φ(f1), 0.0001))
20.
√
α2. log10(max(HRTFθ,φ(f2), 0.0001))
...
20.
√
α100. log10(max(HRTFθ,φ(f100), 0.0001))
 (IV.36)
avec αi = 1 dans le cas des e´tudes 1 et 3 et αi = (24.7(4.37fi + 1))
−1 pour les e´tudes
2 et 4.
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Fig. IV.17 – Sche´ma illustrant les diffe´rentes e´tapes des deux me´thodes de se´lection des
re´pre´sentants.
4.3.2 Clustering par carte de Kohonen
La carte de Kohonen des HRTF est entraˆıne´e avec la distance euclidienne entre deux
vecteurs d’entre´e :
d(HRTFλ,θ,φ, HRTFλ′,θ′,φ′) =
1
100
100∑
n=1
(
20.
√
α1.log10(
max(abs(HRTFθ,φ(fn)), 0.0001)
max(abs(HRTFλ′,θ′,φ′(fn)), 0.0001)
)
)2
(IV.37)
avec λ indice relatif a` l’individu. Tous les calculs de carte de Kohonen sont re´alise´s
graˆce a` la boˆıte a` outils SOM toolbox [Vesanto et al. (2000)]. La topologie de la carte
est choisie en deux dimensions avec un voisinage hexagonal et est compose´e de 144
neurones (12 × 12). Cette topologie est de´termine´e empiriquement : il n’existe pas de
me´thode d’optimisation d’une topologie de carte pour un proble`me donne´. L’algorithme
de cre´ation de la carte est sche´matise´ sur la figure IV.19. La figure IV.20 montre les
re´sultats obtenus pour la carte de Kohonen des 1250 HRTF d’un individu la base CIPIC.
Le regroupement des HRTF donne´ par la carte de la figure IV.20 est maintenant ana-
lyse´ en e´tudiant les diffe´rents parame`tres, ou variables, associe´s aux HRTF. La projection
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Méthode de sélection géométrique
Fig. IV.18 – Les deux me´thodes de se´lection des HRTF repre´sentatives. Figure su-
pe´rieure : me´thode statistique (les repre´sentants sont les centres des clusters), Figure
infe´rieure : me´thode ge´ome´trique (les repre´sentants sont uniforme´ment re´partis sur la
sphe`re).
IV.4 Classification de HRTF : quels sont les vecteurs d’entre´e du mode`le ? 193
Fig. IV.19 – Topologie de la carte de Kohonen 12*12.
Fig. IV.20 – Carte de Kohonen des 1250 HRTF d’un individu la base CIPIC. La taille
des losanges noirs est proportionnelle au nombre de HRTF contenu dans le neurone.
de variables sur la carte permet d’avoir une vue d’ensemble de la re´partition des HRTF
en fonction des variables projete´es. Ainsi, la figure IV.21 montre l’e´volution ge´ographique
de la moyenne dans chaque neurone des azimuts des HRTF (figure de droite) et de la
moyenne des e´le´vations (figure de gauche).
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Fig. IV.21 – Carte de Kohonen des 1250 HRTF d’un individu de la base CIPIC. Figure de
droite : moyenne des azimuts des HRTF de chaque neurone, Figure de gauche : moyenne
des e´le´vations des HRTF de chaque neurone.
Fig. IV.22 – Carte de Kohonen des 1250 HRTF d’un individu de la base CIPIC. Figure
de droite : e´cart-type des azimuts des HRTF de chaque neurone, Figure de gauche :
e´cart-type des e´le´vations des HRTF de chaque neurone.
La figure des azimuts moyens (cf. fig. IV.21 droite) fait apparaˆıtre un bonne homo-
ge´ne´ite´ du regroupement en fonction de l’azimut : les couleurs transitent graduellement
du clair au sombre quand la carte est parcourue du sud-ouest au nord-est. Cela signifie
que l’azimut est un facteur pertinent pour le regroupement statistique des HRTF sur
la base de leur proximite´ fre´quentielle. La projection de l’e´cart-type des azimuts sur la
carte, figure IV.22, indique aussi une bonne homoge´ne´ite´ intra-groupe : les HRTF proches
spatialement sont regroupe´es autour du meˆme prototype. L’e´cart-type reste infe´rieur a`
10°. Par contre la projection de la moyenne de l’e´le´vation (cf. fig. IV.21 gauche), fait
IV.4 Classification de HRTF : quels sont les vecteurs d’entre´e du mode`le ? 195
apparaˆıtre une forte he´te´roge´ne´ite´ inter-groupe. Des e´le´vations spatialement distantes
sont regroupe´es dans des neurones voisins : les couleurs de proche en proche varient
brutalement. La projection de l’e´cart-type (cf. fig. IV.22 gauche), confirme une forte he´-
te´roge´ne´ite´ intra-groupe pour l’e´le´vation. Ainsi certains neurones regroupent des HRTF
appartenant a` des he´misphe`res diffe´rents : de fortes valeurs de l’e´cart-type (niveau re-
pre´sente´ en rouge) sont observe´es. Ce proble`me est bien illustre´ sur la figure IV.25 qui
repre´sente 13 clusters construits a` partir des 144 neurones de la carte de Kohonen.
Etant donne´ que la carte de Kohonen pre´sente de fortes he´te´roge´ne´ite´s, les donne´es
sont se´pare´es selon leur appartenance a` un he´misphe`re. Deux cartes de Kohonen sont
alors construites : une pour les donne´es relatives aux HRTF de l’he´misphe`re avant et
une pour les donne´es de l’he´misphe`re arrie`re. La topologie reste identique a` la premie`re
carte. La projection des moyennes et des variances des donne´es d’azimut donne des re´-
sultats similaires a` ceux pre´sente´s en figures IV.21 droite et IV.22 droite. Afin d’illustrer
l’ame´lioration en terme d’homoge´ne´ite´ des nouvelles cartes, seules les projections des
moyennes de l’e´le´vation sont indique´es sur la figure IV.23, figure de droite pour l’he´-
misphe`re avant et figure de gauche pour l’he´misphe`re arrie`re, ainsi que les projections
des e´cart-types sur la figure IV.24. La se´paration en deux he´misphe`res permet donc de
re´duire les he´te´roge´ne´ite´s intra et inter-groupe : sur la carte des moyennes, les couleurs
e´voluent graduellement et l’e´cart-type est largement re´duit par rapport a` la carte globale
(cf. fig. IV.22 droite). Cette configuration de carte sera conserve´e dans la suite car la
topologie est ici adapte´e aux variations spatiales des HRTF.
Fig. IV.23 – Carte de Kohonen des 1250 HRTF d’un individu de la base CIPIC. Se´pa-
ration en deux cartes de Kohonen : projection de l’e´le´vation moyenne des HRTF dans
chaque neurone. Figure de droite : he´misphe`re avant, Figure de gauche, he´misphe`re ar-
rie`re.
4.3.3 Regroupement des neurones de la carte de Kohonen par CHA
Une CHA (cf. § 4.1.3) est re´alise´e sur les prototypes pour de´terminer des groupes
de prototypes. Cette ope´ration permet de re´duire encore les dimensions du proble`me.
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Fig. IV.24 – Carte de Kohonen des 1250 HRTF d’un individu de la base CIPIC. Se´-
paration en deux cartes de Kohonen : projection de l’e´cart-type en e´le´vation des HRTF
dans chaque neurone. Figure de droite : he´misphe`re avant, Figure de gauche, he´misphe`re
arrie`re.
Le choix d’un crite`re de Ward e´gal a` 0.5 permet de regrouper les neurones en e´vitant
des variations intra-classe e´leve´es. Les 144 neurones de chaque carte sont alors regroupe´s
en 13 clusters (26 pour la carte entie`re). Le fait que chaque carte se regroupe en 13
classes est une co¨ıncidence car les donne´es sont inde´pendantes. Les figures IV.26 et IV.27
pre´sentent les clusters obtenus par CHA pour les deux he´misphe`res et la figure IV.25
indique les clusters de la carte de Kohonen entie`re. La comparaison des clusters obtenus
avec et sans se´paration de la carte permet de mieux appre´hender l’inte´reˆt d’un telle
se´paration. Globalement, il est observe´ sur les figures IV.26 et IV.27 que les clusters
varient plus en azimut qu’en e´le´vation : pour passer de -80° a` 80° en azimut 6 a` 7 clusters
sont traverse´s alors que pour passer de -50° a` 90° en e´le´vation seulement 4 clusters sont
parcourus. La se´paration de la carte de Kohonen e´vite l’apparition de clusters pre´sents
dans les deux he´misphe`res. Par exemple, le cluster repre´sente´ par la couleur bleue fonce´e
sur la figure IV.25, est pre´sent sur l’he´misphe`re avant et sur l’he´misphe`re arrie`re. Une
telle inhomoge´ne´ite´ montre que la topologie de la carte ne traduit pas correctement les
variations spatiales des HRTF. L’e´tape de CHA fait aussi apparaˆıtre un regroupement
inte´ressant des HRTF. Certains clusters regroupent les HRTF sur des plans d’azimuts
constants. Ces plans co¨ıncident avec des coˆnes de confusion lie´es aux indices interauraux
tels que l’ITD et l’ILD du mode`le de teˆte sphe´rique (cf. § I.2.3.2). Une des hypothe`ses
avance´es dans la litte´rature pour comprendre les me´canismes de discrimination auditive
de sources sonores localise´es sur les coˆnes de confusion, est que ces HRTF ne partagent
pas les meˆmes indices spectraux. Les re´sultats pre´sente´s ici ne repre´sentent que les HRTF
de l’oreille droite, mais il peut eˆtre suppose´ que le meˆme traitement sur les HRTF de
l’oreille gauche donnerait globalement des re´sultats similaires. L’observation de la figure
IV.25 permet donc de nuancer cette hypothe`se : des HRTF re´parties sur un meˆme coˆne
de confusion partagent les meˆmes caracte´ristiques spectrales moyennes. Ceci signifierait
que le syste`me auditif se base sur des diffe´rences spectrales interaurales fines telles que
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Fig. IV.25 – Projection en 3 dimensions des clusters obtenus par CHA sur la carte
de Kohonen de l’e´tude 4. Une meˆme couleur indique des HRTF appartenant au meˆme
cluster, c’est-a`-dire partageant les meˆmes caracte´ristiques spectrales moyennes. De haut
en bas et de gauche a` droite : Vue de derrie`re, Vue de doite, Vue de dessus, Vue de gauche
et Vue de face.
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celles introduites par des petits mouvements de teˆte.
Fig. IV.26 – Cluster obtenus par CHA sur les prototypes de l’he´misphe`re avant.
Fig. IV.27 – Cluster obtenus par CHA sur les prototypes de l’he´misphe`re arrie`re.
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4.3.4 Se´lection des repre´sentants
L’e´tape de CHA permet donc d’obtenir 26 clusters de HRTF. Les HRTF repre´senta-
tives sont se´lectionne´es avec l’aide des clusters. Elles sont les parangons des clusters : elles
minimisent la somme des distances avec les autres HRTF du meˆme cluster. La distance
conside´re´e est ici la distance euclidienne sur chaque cluster Cq :
Rq = min
n∈Cq
( Nq∑
j=1
100∑
i=1
(Vn(fi)− Vj(fi))2
)
(IV.38)
ou` Rq de´signe la HRTF repre´sentative, Vi une HRTF du cluster Cq et Nq le nombre
de HRTF dans le cluster. La position des repre´sentants sur la sphe`re des mesures est
indique´e en figure IV.28.
Fig. IV.28 – Position des HRTF repre´sentatives sur la sphe`re des mesures. Vue de dessus.
4.3.5 Me´thode de regroupement ge´ome´trique
M repre´sentants uniforme´ment re´partis sur la sphe`re des mesures sont e´lus selon la
me´thode suivante :
– conversion en coordonne´es carte´siennes des positions des HRTF
– regroupement des donne´es spatiales des HRTF en k-clusters, (k=M), par l’algo-
rithme des k-moyennes
– e´lection de k positions de HRTF repre´sentatives (cf. e´quation IV.38).
L’e´chantillonnage spatial de la base CIPIC n’est pas uniforme. Graˆce a` l’algorithme
des k-moyennes sur les coordonne´es spatiales des HRTF, la partition obtenue des posi-
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Tab. IV.2 – Erreur de quantification pour un individu.
Nume´ro
de
l’e´tude
Nombre
de
cluster
obtenus
Erreur
moyenne
Erreur
mini-
male
Erreur
me´diane
Erreur
maxi-
male
1 26 3.40 1.68 3.43 5.17
2 26 3.36 1.63 3.38 5.15
3 27 3.41 1.63 3.42 5.28
4 28 3.36 1.69 3.35 5.23
tions rend maximum la distance entre les repre´sentants ce qui assure une bonne unifor-
mite´ de l’e´chantillonnage.
4.3.6 Influence des vecteurs d’entre´e pour la se´lection des HRTF repre´sentatives
L’e´tude de l’influence des repre´sentations des vecteurs d’entre´e (cf. tableau IV.1) ainsi
que la comparaison des me´thodes de se´lection des HRTF repre´sentatives, statistique ou
ge´ome´trique, se fait graˆce au calcul de l’erreur de quantification. C’est un calcul de
distance entre la HRTF repre´sentative Ĥλ,θ,φ et les autres HRTF au sein d’un meˆme
cluster Hλ,θ,φ. Cela permet de mesurer l’erreur introduite si la HRTF repre´sentative est
utilise´e au lieu de la vraie HRTF. L’erreur de quantification est donne´e par l’e´quation
IV.39.
Eλ,θ,φ =
1
100
100∑
n=1
∣∣∣Ĥλ,θ,φ(fn)−Hλ,θ,φ(fn)∣∣∣ (IV.39)
Eλ,θ,φ est ensuite moyenne´e sur toutes les positions, pour l’e´tude sur un seul individu
et sur tous les individus pour l’e´tude sur tous les individus. Pour chaque e´tude, des
couples (θ, φ) de´crivant les positions des HRTF repre´sentatives sont obtenues a` partir de
la me´thode de´crite pre´ce´demment dont les principales e´tapes sont rappele´es ici :
– Se´paration des donne´es en deux he´misphe`res
– Cre´ation de deux cartes de Kohonen
– CHA utilisant un crite`re de Ward de 0.5
– Election des HRTF repre´sentatives
Le tableau IV.2 pre´sente la valeur moyenne pour chaque e´tude calcule´e sur l’ensemble
de test d’un seul individu. Les diffe´rentes e´tudes montrent des re´sultats tre`s similaires.
L’e´tude 2, c’est-a`-dire pour des vecteurs d’entre´es dont les modules sont e´galise´s en champ
libre et ponde´re´s par des coefficients ERB (cf. § 3.3.2), est retenue car elle offre un nombre
minimal de repre´sentants et une erreur de quantification minimale.
4.3.7 Evaluation de la me´thode statistique de se´lection des HRTF repre´sentatives
Erreur de quantification pour un individu La figure IV.29 montre l’e´volution de l’er-
reur de quantification moyenne en fonction du nombre de repre´sentants pour la me´thode
statistique (SOMs) et pour la me´thode ge´ome´trique (Uniform). Comme attendu, l’er-
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Fig. IV.29 – Erreur de quantification moyenne pour un individu en fonction du nombre
de repre´sentants pour la me´thode statistique (SOMs) et pour la me´thode ge´ome´trique
(Uniform).
reur de quantification diminue avec le nombre de repre´sentants. Pour un individu, la
me´thode statistique atteint la valeur de Equant = 3 pour 45 repre´sentants alors qu’il faut
70 repre´sentants uniforme´ment re´partis pour atteindre ce niveau d’erreur. Globalement
la me´thode statistique apporte de meilleurs re´sultats. Cependant les erreurs entre les
deux me´thodes restent tre`s proches bien que les deux me´thodes soient tre`s e´loigne´es en
terme d’imple´mentation : la me´thode ge´ome´trique n’a besoin d’aucune mesure sur l’indi-
vidu, tandis que la me´thode statistique requiert un nombre important de mesures pour
constituer un ensemble suffisant a` l’apprentissage de la carte de Kohonen.
Erreur de quantification pour tous les individus L’e´valuation de la me´thode de se´lec-
tion des HRTF repre´sentatives est maintenant conduite sur tous les individus de l’en-
semble de test (11 individus). L’erreur de quantification est calcule´e avec les positions
des HRTF repre´sentatives de´termine´es sur un individu et applique´es a` tous les autres.
La figure IV.31 montre l’e´volution de l’erreur de quantification en fonction du nombre
de clusters. Les tendances sont inverse´es par rapport a` la figure IV.29 : la me´thode ge´o-
me´trique pre´sente une erreur globalement plus faible. Le niveau de Equant = 3, 5 pour la
me´thode statistique est cette fois-ci atteint pour 90 repre´sentants.
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Fig. IV.30 – Erreur de quantification moyenne pour tous les individus de la base en fonc-
tion du nombre de repre´sentants pour la me´thode statistique (SOMs) pour un individu
et pour la me´thode ge´ome´trique (Uniform).
4.4 Discussion
Les erreurs de quantification entre les deux me´thodes sont reporte´es dans le tableau
IV.3. L’erreur de quantification est plus faible pour la me´thode de se´lection statistique
dans le cas ou les repre´sentants sont de´termine´s sur un individu et applique´s a` ce meˆme
individu. Par contre, la me´thode ge´ome´trique donne une erreur de quantification plus
faible quand les positions des HRTF repre´sentantes de´termine´es sur un individu sont
applique´es a` tous les individus. Le manque de ge´ne´ralisation de la me´thode statistique
ame`ne plusieurs questions. D’abord, le choix de l’individu sur lequel est applique´e la
me´thode n’est peut-eˆtre pas le bon. Un bon individu serait alors celui dont les mesures
sont une bonne repre´sentation de la moyenne des HRTF. A ce titre, les HRTF d’une
teˆte artificielle pourraient eˆtre une solution. Cependant rien ne garantit la pertinence
de l’utilisation d’une telle mode´lisation de la morphologie d’un individu. En effet, les
diffe´rences inter-individuelles des HRTF sont surtout situe´es en hautes fre´quences, zone
fre´quentielle gouverne´e par la diffraction de l’onde sonore sur le pavillon des sujets. Or
la de´finition d’une forme moyenne d’un pavillon artificiel semble extreˆmement de´licate
vue la complexite´ et la variance des formes de vrais pavillons. Pour tenter de re´pondre
a` la question du bon individu, il faudrait mener la meˆme e´tude comparative sur tous les
individus de la base de donne´es. Cette e´tude n’a pas e´te´ mene´e pour des raisons de temps.
Ensuite, la diffe´rence entre les deux me´thodes sur tous les individus peut eˆtre interpre´te´e
en termes d’individualisation de la synthe`se binaurale. La me´thode statistique apporte
des informations individuelles du sujet sur lequel elle est conduite et ces informations ne
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conviennent pas aux autres individus. Les positions des HRTF repre´sentatives doivent
donc eˆtre individualise´es.
Tab. IV.3 – Comparaison des erreurs de quantification pour les deux me´thodes utilise´es
dans le cas de 26 repre´sentants.
Nombre
d’indivi-
dus
HRTF
repre´-
senta-
tives
Erreur
moyenne
Erreur
mini-
male
Erreur
me´diane
Erreur
maxi-
male
1 SOM 3.40 1.68 3.43 5.17
Uniform 3.79 1.66 3.72 6.95
Ensemble
de test
SOM 4.31 1.95 4.21 6.98
Uniform 3.93 1.81 3.86 7.06
5 MODE´LISATION DE HRTF PAR RE´SEAU DE NEURONES MLP
Une fois les HRTF repre´sentatives se´lectionne´es, elle sont pre´sente´es a` un MLP (Multi
Layer Perceptron). Le MLP utilise´ est compose´ de trois couches : une couche d’entre´e,
une couche cache´e compose´e de 50 neurones et 100 neurones dans la couche de sortie. La
fonction d’activation est la fonction tangente hyperbolique. Le re´seau est entraˆıne´ par la
me´thode de re´tropropagation de l’erreur quadratique
5.1 Ensembles d’apprentissage statistique
L’e´tude de´crite ici est de nature exploratoire. Il est alors approprie´ de diviser la base
de donne´es en trois ensembles :
1. un ensemble d’apprentissage servant a` ajuster les parame`tres du mode`le,
2. un ensemble de validation qui permet de controˆler la ge´ne´ralisation lors de l’ap-
prentissage,
3. un ensemble de test pour mesurer les capacite´s de mode´lisation sur des donne´es
non apprises.
Ces ensembles repre´sentent respectivement (50 %), (25 %) et (25 %) du nombre de
vecteurs total de la base de donne´e utilise´e pour l’e´tude.
Concernant l’e´tude sur un individu, ces trois ensembles correspondent a` une partition
des 1250 modules des HRTF de l’oreille droite d’un seul individu. En indexant les HRTF
de 1 a` 1250, par plan azimuth constant et par e´le´vation croissante, l’ensemble d’appren-
tissage est compose´e des HRTF {1, 5, 9,..} et {2, 6, 10,..}, l’ensemble de validation des
HRTF {3, 7, 11,..} et l’ensemble de validation des HRTF {4, 8, 12,..}.
Pour l’e´tude sur toute la base de donne´es CIPIC, les trois ensembles sont des groupes
d’individus. L’indexation concerne ici le nume´ro du sujet de la base et l’ensemble d’ap-
prentissage, l’ensemble de validation, l’ensemble de validation regroupent respectivement
les individus 1 a` 22, 23 a` 33 et 34 a` 44.
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Les donne´es pre´sente´es pour l’apprentissage du MLP sont centre´es et re´duites4. Cette
ope´ration e´vite au MLP d’apprendre la moyenne des vecteurs, fonction qu’il apprend en
premier. La structure du re´seau est de´termine´ par la me´thode de cross-validation (cf. §
2.1.3).
5.2 Apprentissage sur un seul individu
Le MLP est utilise´ pour pre´dire les HRTF d’un individu a` partir des 26 repre´sentants
e´lus pour le meˆme individu. Les vecteurs d’entre´e sont compose´s d’une HRTF repre´sen-
tative statistique HRTFri et des coordonne´es (θ0, φ0) de la HRTF a` pre´dire. La HRTF
repre´sentative du vecteur d’entre´e est le repre´sentant du cluster auquel appartient la
HRTF a` pre´dire. Le vecteur de sortie est HRTFλ,θ0,φ0 . Le neurone apprend la fonction
qui de´pend de l’individu λ, fλ de R102 −→ R100 suivante :
HRTFλ,θ0,φ0 = fλ(HRTFri, θ0, φ0) (IV.40)
Afin d’e´valuer les performances du MLP cre´e´, un apprentissage en re´gression line´aire
utilisant un MLP avec un seul neurone dans la couche cache´e et qui contient une fonction
d’activation line´aire est conduit avec les meˆmes donne´es. Les re´sultats en terme d’erreur
de mode´lisation sur l’ensemble de test sont reporte´s dans le tableau IV.4.
Tab. IV.4 – Comparaison des erreurs de mode´lisation pour une re´gression line´aire et
pour le MLP.
Type de
re´gression
Erreur
moyenne
Erreur
minimale
Erreur
me´diane
Erreur
maximale
Line´aire 3.59 2.29 3.60 5.04
Non line´aire 1.88 0.92 1.71 3.24
L’erreur de mode´lisation du MLP non-line´aire est tre`s faible. L’erreur est plus im-
portante pour les positions contra-late´rales et pour les hautes fre´quences. Une re´duction
conside´rable de l’erreur de mode´lisation est apporte´e par l’apprentissage non-line´aire
(47%) par rapport a` une re´gression line´aire. De plus, il y a bien apprentissage du RNA
car l’erreur de mode´lisation est plus faible que l’erreur de quantification. La re´duction de
l’erreur graˆce a` l’apprentissage est de 45%. Qui plus est, une me´thode de se´lection de va-
riable de´crite dans [Lemaire and Cle´rot (2004)] a mis en e´vidence que le vecteur d’entre´e
peut se re´sumer aux simples coordonne´es de la HRTF de´sire´e. Les re´sultats montrent
alors une erreur de mode´lisation de 1.81.
5.3 Apprentissage sur tous les individus
Le MLP est utilise´ pour pre´dire les HRTF de n’importe quel individu, de l’ensemble
de test, a` partir de ses propres HRTF repre´sentatives e´lues par la me´thode ge´ome´trique
(cf. § 4.3.5). La fonction que le re´seau apprend est alors la suivante :
4La transformation suivante est ope´re´e : x→ x−mσ ou` m est la moyenne de x et σ son e´cart-type
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HRTFλ,θ0,φ0 = f(HRTFriλ , θ0, φ0) (IV.41)
ou` HRTFriλ est le plus proche repre´sentant de HRTFλ(θ0, φ0) la HRTF a` pre´dire.
L’erreur de quantification ainsi que l’erreur de mode´lisation sont reporte´es en figure IV.31
en fonction du nombre de HRTF repre´sentatives. Etant donne´ que l’e´tape de se´lection
des repre´sentants n’est effectue´e ici que sur un individu, le nombre de 26 re´pre´sentants
n’est plus statistiquement correct et il est alors inte´ressant de comparer l’e´volution des
erreurs en fonction du nombre de repre´sentants utilise´s.
Fig. IV.31 – Erreur de quantification (QE) et erreur de mode´lisation (ME) pour les
individus de l’ensemble de test en fonction du nombre de repre´sentants ge´ome´triques.
L’erreur de mode´lisation est globalement infe´rieure a` l’erreur de quantification et le
niveau de Equant = 3 est atteint avec 50 repre´sentants pour le MLP et 90 pour la quan-
tification. Ce re´sultat prouve que le re´seau ge´ne´ralise et s’adapte a` la pre´sentation d’un
nouveau sujet. La fonction apprise contient les informations pour traduire les de´pen-
dances entre des HRTF uniforme´ment re´parties sur la sphe`re des mesures et les autres
HRTF. Le nombre de 50 mesures devant eˆtre re´alise´es est tre`s encourageant et permet
d’envisager des sessions de mesures re´duites.
La figure IV.32 permet de faire la comparaison visuelle entre des HRTF pre´dites
et des HRTF mesure´es (figures du haut). Les HRTF d’un individu de l’ensemble de
test sont repre´sente´es dans un plan d’azimut 0°, figures de droites, et pour un plan
d’e´le´vation 0°, figures de gauche, pour un entraˆınement du re´seau avec 100 repre´sentants
(Emod = 2.66) et pour 50 repre´sentants (Emod = 2.95). Les lignes noires correspondent
aux emplacements des HRTF repre´sentatives.
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Fig. IV.32 – HRTF pour l’individu 4 de l’ensemble de test. Le niveau des HRTF est indi-
que´ graˆce a` un code couleur calibre´ sur la barre colore´e situe´e a` droite des figures. Figures
de gauche : plan horizontal, Figure de droite : plan vertical. Figure du haut : mesures,
Figures du milieu : mode´lisation avec 100 repre´sentants, Figures du bas : mode´lisation
avec 50 repre´sentants. Les lignes verticales noires sont les positions des repre´sentants non
affiche´es.
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Les figures du haut et du milieu sont globalement tre`s similaires et la dynamique
est correctement reproduite. Les figures de diffraction dues au torse et a` la teˆte sont
tre`s bien reproduites (plan vertical φ ∈ [-50° ;50°] et f ∈ [2kHz − 4kHz]). Le plus
remarquable est la pre´diction de la diffraction induite par le pavillon qui reste fide`le meˆme
en hautes fre´quences (f > 6kHz). Cette observation indique que le re´seau est capable
d’individualiser a` un fort niveau : les variations inter-individuelles sont plus fortes en
hautes fre´quences. Les figures du bas permettent de se rendre compte des de´gradations
introduites avec seulement 50 repre´sentants. Les re´sonances et anti-re´sonances du pavillon
sont le´ge`rement moins nettes. La figure de diffraction du torse reste cependant bien
de´crite.
Des e´coutes informelles avec 100 repre´sentants indiquent que les HRTF mode´lise´es
sont tre`s proches perceptivement des HRTF mesure´es. La trajectoire de´crivant le plan
d’e´le´vation 0° est particulie`rement bien reproduite.
6 CONCLUSION
L’e´tude mene´e a permis de valider l’utilisation d’outils statistiques tels que les re´seaux
de neurones et les cartes de Kohonen pour la classification et la mode´lisation de HRTF.
Premie`rement, la se´lection des repre´sentants par les cartes de Kohonen pour un individu
a montre´ de bons re´sultats compare´s a` la me´thode ge´ome´trique. Les clusters cre´e´s par
la CHA apportent des informations sur des zones de similitudes des HRTF notamment
pour les zones mises en jeu dans le proble`me perceptif des confusions avant / arrie`re.
Le fait que les repre´sentants statistiquement e´lus n’offrent pas une bonne ge´ne´ralisation,
indique qu’il faut appliquer cette technique a` toute la base de donne´es pour se´lectionner
des HRTF repre´sentatives universelles. Il serait alors inte´ressant de comparer les positions
repre´sentatives de toute la base avec les directions indique´es par la me´thode de type ACI
ou subset selection. Deuxie`mement, le re´seau est capable de traduire des de´pendances
non-line´aires de haut niveau entre les donne´es et reproduit des de´tails tre`s fins des HRTF
individuelles. Les e´coutes informelles sont prometteuses. Des tests psychoacoustiques
doivent eˆtre re´alise´s pour e´valuer perceptivement les performances du MLP, notamment
en fonction du nombre de repre´sentants.
La capacite´ de ge´ne´ralisation de la fonction apprise peut eˆtre mesure´e en utilisant la
fonction sur d’autres mesures issues d’une autre base de donne´es de HRTF. Des perfor-
mances e´quivalentes devraient eˆtre obtenues en supposant que les diffe´rences entre les
syste`mes de mesure sont ne´gligeables. Trouver des diffe´rences importantes reviendrait a`
mettre indirectement en e´vidence une forte contribution du dispositif aux mesures. Une
capacite´ de ge´ne´ralisation plus importante sera obtenue avec des bases de donne´es conte-
nant plus de sujets. Une solution, qui e´vite une campagne de mesures de HRTF, serait
de re´unir des bases existantes. Cependant, l’union des bases pose un proble`me pour la
cre´ation d’une base unique d’apprentissage du fait notamment des re´partitions spatiales
diffe´rentes des points de mesures.
L’e´valuation de l’apport des techniques neuronales peut se faire en comparaison des
performances des me´thodes classiques. Dans les me´thodes pre´sente´es en de´but de cha-
pitre, seules les techniques ACI et subset selection pourraient eˆtre compare´es. En effet,
l’entre´e du re´seau de neurone est compose´e de HRTF mesure´es. Les techniques ACI et
subset selection peuvent aboutir a` des fonctions spatiales tre`s directives qui engendrent
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l’espace de repre´sentation des HRTF. Ces directions ainsi isole´es indiquent alors des po-
sitions de mesures privile´gie´es. En revanche, la technique ACP utilise des composantes
principales qui sont des formes moyennes ge´ne´ratrices du sous-espace de repre´sentation.
Une mode´lisation des HRTF d’un individu avec l’ACP ne´cessite la de´finition d’un pro-
tocole de mesure pour estimer les poids a` associer aux composantes principales.
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Conclusion
1 RE´SULTATS
L’individualisation de la synthe`se binaurale a e´te´ aborde´e sur les deux principaux
indices qui gouvernent la localisation auditive : la diffe´rence interaurale de temps (ITD)
et les indices spectraux contenus dans les fonctions de transfert binaurales (HRTF). Cette
dichotomie permet une e´valuation des capacite´s d’individualisation de l’imple´mentation
la plus commune de la synthe`se binaurale qui utilise un retard pur associe´ a` un filtre a`
phase minimale ({ITD⊕HRTFmin}).
La premie`re e´tude sur l’individualisation de l’ITD a permis, graˆce a` un protocole
expe´rimental spe´cifique pour l’estimation psychoacoustique de l’ITD, de valider l’imple´-
mentation choisie et ce meˆme pour les positions ou` les HRTF sont mal de´crites par un
filtre a` phase minimale. La comparaison entre l’ITD psychoacoustique et l’ITD donne´e
par les me´thodes classiques de calcul a permis de de´gager les me´thodes les plus aptes a`
reproduire des variations individuelles de l’ITD. La contribution principale de ce travail
se situe dans une nouvelle formulation de l’ITD issue d’une mode´lisation sphe´rique de la
teˆte d’un auditeur. Cette formulation permet une meilleure reproduction de l’ITD pour
toutes les positions et l’ajustement des parame`tres de cette formule autorise un niveau
supe´rieur d’individualisation de l’ITD. En effet, la formule FDO (Formule de De´place-
ment des Oreilles) permet la reproduction des variations individuelles de l’ITD sur les
coˆnes de confusion. La deuxie`me e´tude expe´rimentale sur l’ITD a montre´ que ces varia-
tions devaient eˆtre reproduites pour une meilleure perception des sources en e´le´vation.
Les re´sultats de cette deuxie`me e´tude, qui a comple´te´ des donne´es psychoacoustiques, a
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permis d’e´tablir des parame`tres moyens de la formule FDO qui semblent convenir a` un
grand nombre de personnes.
Le travail d’individualisation sur les indices spectraux des HRTF s’est base´ sur l’hy-
pothe`se commune´ment faite qu’une synthe`se binaurale optimale est obtenue avec des
HRTF propres a` chaque individu, c’est-a`-dire acquises par la mesure. Une alternative a`
la mesure de HRTF, qui est une taˆche de´licate et qui repre´sente le principal obstacle a`
l’e´mergence d’une synthe`se binaurale pour le grand public, est l’acquisition de HRTF par
le calcul BEM. Diffe´rentes mode´lisations de la morphologie de l’auditeur sont pre´sente´es
et leur capacite´ a` reproduire les motifs spectraux pre´sents dans les HRTF a e´te´ e´value´e.
L’analyse de diffe´rentes mode´lisations de l’auditeur par des formes simples (sphe`re, ellip-
so¨ıde) permet en outre une meilleure compre´hension de l’influence des diffe´rentes parties
du corps sur les HRTF. Ainsi l’ajout d’une mode´lisation du torse apporte des indices
spectraux pour la perception en e´le´vation des sources basses fre´quences. La reproduction
correcte des basses fre´quences est primordiale pour la perception des sons environnemen-
taux et n’est pas assure´e par la mesure de HRTF. Bien que l’utilisation de la BEM pour
l’acquisition de HRTF reste encore limite´e, principalement a` cause des ressources infor-
matiques requises, la me´thode reveˆt un inte´reˆt particulier pour la pre´diction en basses
fre´quences des HRTF.
Enfin, une alternative a` l’acquisition de HRTF par BEM et par la mesure a e´te´
propose´e. Cette approche combine diffe´rentes me´thodes d’apprentissage statistique pour
d’une part de´terminer un nombre re´duit de points de mesures optimaux et d’autre part
construire un mode`le qui pre´dit un ensemble de HRTF a` partir des points de mesures
optimaux. Le choix des points de mesures optimaux est re´alise´ par des me´thodes de clas-
sification, dont les cartes de Kohonen. Le mode`le de pre´diction construit avec un re´seau
de neurones permet la reproduction de motifs spectraux fins responsables du caracte`re
individuel des HRTF. Ces re´sultats sugge`rent la de´finition d’un protocole simplifie´ de
mesure de HRTF : un nombre re´duit de mesures est effectue´ et le mode`le mathe´matique
pre´dit les autres HRTF aux positions non mesure´es.
2 PERSPECTIVES
Validation perceptive du mode`le de pre´diction de HRTF Des e´coutes informelles ont
e´te´ re´alise´es pour l’e´valuation perceptive du mode`le de pre´diction. Elles indiquent que
les HRTF mode´lise´es sont tre`s proches perceptivement des HRTF mesure´es. Il reste
a` mener une e´tude subjective comple`te des HRTF mode´lise´es. Il faudrait notamment
e´tablir l’influence du nombre de HRTF en entre´e du mode`le sur la qualite´ de pre´diction.
En appliquant ce mode`le pour des HRTF d’une base de donne´es qui n’a pas servi pour
la construction du mode`le, sa capacite´ de ge´ne´ralisation pourra eˆtre e´value´e. L’analyse
des erreurs perceptives introduites servira pour l’optimisation d’un crite`re d’erreur utilise´
pour la construction du mode`le, afin de prendre en compte a` la fois les spe´cificite´s des
techniques neuronales et la re´solution du syste`me auditif.
Cre´ation d’un espace multidimensionnel de repre´sentation perceptive des HRTF Les
e´coutes doivent toujours avoir lieu pour e´valuer perceptivement un mode`le car un crite`re
d’erreur perceptif sur la base de parame`tres objectifs n’existe pas a` l’heure actuelle. La
projection des HRTF dans un espace de repre´sentation perceptif, ou` deux HRTF proches
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perceptivement, sont proches dans l’espace de projection, pourrait aider a` la de´finition
d’un tel crite`re. Une des difficulte´s rencontre´es pour la construction d’un espace perceptif
est l’e´tape de verbalisation des dimensions. Une approche psycholinguistique, notamment
avec la me´thode de cate´gorisaton prototypique, pourrait aider a` de´gager des descripteurs
se´mantiques lie´s aux HRTF.
Remise en cause de l’hypothe`se de de´part L’e´tude sur l’individualisation des HRTF
est base´e sur l’hypothe`se qu’une synthe`se binaurale de qualite´ est obtenue avec des HRTF
individuelles. Un test re´alise´ a` France Telecom R&D a mis en e´vidence des e´le´ments en
contradiction avec cette hypothe`se. Ce test a consiste´ a` pre´senter aux sujets des HRTF
de diffe´rents individus et a` leur demander leur HRTF pre´fe´re´e. Ce test a mis en e´vidence
une importante non reproductibilite´ des re´sultats. De plus, certains sujets ont pre´fe´re´ des
HRTF qui n’e´taient pas les leurs. Par ailleurs, des travaux reporte´s dans la litte´rature
ont montre´ que des HRTF mode´lise´es pouvaient offrir de meilleures performances de
localisation que les HRTF mesure´es. Ainsi, Cheng montre que des sources synthe´tise´es
avec des HRTF interpole´es sont mieux localise´es que des sources synthe´tise´es avec des
HRTF issues de mesure [Cheng (2001)]. Qui plus est, des e´tudes ont mis en e´vidence un
phe´nome`ne de plasticite´ de la localisation sonore, a` long terme [Hofman et al. (1998)],
mais aussi a` court terme [Blum et al. (2004)]. Une de´marche comple´mentaire entre mo-
de´lisation et plasticite´ pourrait repre´senter une alternative a` la recherche syste´matique
de HRTF individuelles.
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Annexes

A
Expérimentation sur
l’implémentation des filtres
binauraux
Le test comporte deux taches :
– e´coute des diffe´rentes estimations des HRIR qui conduisent a` l’imple´mentation
Spat˜ et qui sont succeptibles d’introduire des de´gradations perceptibles.
– comparaison du type A-B-X.
Premie`rement, il est demande´ aux sujets d’e´couter les diffe´rentes e´tapes de l’imple´men-
tation des HRIR. Les sujet cliquent sur des boutons pour e´couter un son spatialise´ aux
azimuts et e´le´vations choisies au pre´alable (cf. fig.A.1). Sur les boutons, apparaissent
le nom de la modification des HRIR par rapport aux HRIR originales (HRIR mesure´es
a` l’IRCAM et e´galise´es champ diffus). Il est demande´ au sujet de bien e´couter toutes
les e´tapes et d’exprimer leurs impressions sur les e´ventuels de´fauts perc¸us. Ensuite, la
deuxie`me taˆche s’effectue en aveugle. Trois sons sont diffuse´s l’un apre`s l’autre, le troi-
sie`me e´tant une re´pe´tition d’un des deux premiers. Il est alors demande´ au sujet d’iden-
tifier a` quel son correspond le troisie`me. Si le sujet donne la bonne re´ponse, il lui est
demande´ sur quels crite`res se base son analyse.
Le stimulus correspond a` un bruit blanc gaussian d’une dure´e de 600 ms et e´chan-
tillonne´ a` 44100 Hz, avec une attaque et une de´croissance en cosinus d’une dure´e de 5 ms.
Le test utilise une interface graphique e´crite sous Matlab. Cette interface est compose´e,
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Fig. A.1 – Interface d’e´valuation des diffe´rentes e´tapes de l’imple´mentation des HRTF
pre´sentes dans Spat˜.
sur la gauche d’une colonne de six boutons pour les diffe´rentes e´tapes de l’imple´mentation
et sur la droite de cinq menus de´roulants pour les parame`tres et une case d’e´dition d’un
coefficient multiplicateur de l’ITD (cf. fig.A.1). Les six boutons de gauche permettent
d’e´couter la convolution du son avec les HRIR :
– compense´es en champ diffus (Raw).
– phase minimum avec estimation de l’ITD par la me´thode MaxIACC.
– phase mixte avec lissage du module.
– phase mixte, lissage, warping fre´quentiel1 et mode´lisation RII.
– ITD, lissage, warping fre´quentiel et mode´lisation RII.
– ITD, lissage, warping fre´quentiel, mode´lisation RII et syme´trisation des deux oreilles2
(=imple´mentation Spat˜).
Les parame`tres re´glables sont :
– l’azimut par pas de 15°, le choix “plan” permettait la synthe`se d’une trajectoire sur
toutes les azimuts.
1warping fre´quentiel de´signe la transformation homothe´tique des HRTF selon l’axe des fre´quences
cf. § .
2Une moyenne est effectue´e entre les HRTF de l’oreille droite et celles de l’oreille gauche pour obtenir
un jeu commun de HRTF pour les deux oreilles
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– l’e´le´vation, seulement 0° et 30°.
– le coefficient du warping fre´quentiel, 0, 0.4 et 0.7.
– la me´thode de mode´lisation RII d’orde 12, Yule-Walker et Steiglitz-Mc Bride.
– un coefficient multiplicatif de la valeur de l’ITD.
Huits sujets ont passe´ le test. Tous sont experts en acoustique.
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B
Formule de Déplacement
des Oreilles
De´monstration de l’e´quivalence entre la formule FDO et la formule de Woodworth
(cf. eq.B.1) pour le calcul de l’ITD dans le plan horizontal. La mode`lisation physique de
l’auditeur est alors une sphe`re de rayon a et les oreilles sont diame´tralement oppose´es.
L’incidence de l’onde qui arrive aux oreilles de l’auditeur est repe´re´e par l’angle θ (cf.
fig.B.1). La direction et le sens de l’onde incidente et l’orientation des oreilles par rapport
au centre de la sphe`re sont repe´re´s par l’interme´diaire de vecteurs unitaires. Le vecteur
unitaire de l’onde incidente,
−→
U inc, est oriente´ vers le centre de la sphe`re et les vecteurs
unitaires des oreilles, respectivement
−→
U d pour l’oreille droite et
−→
U g pour l’oreille gauche,
sont oriente´s vers l’exte´rieur de la sphe`re. Les distances d’arc sont calcule´es avec des
produits scalaires entre les vecteurs d’ondes et les vecteurs d’oreille. L’angle θ varie entre
0 et 2pi. La de´monstration se restreint au cas ou` l’ITD est positif, c’est-a`-dire pour
θ ∈ [0− pi].
ITDsphere(θ) =
a
c
(sin(θ) + θ) (B.1)
Quatres cas sont distingue´s selon que l’onde incidente e´claire ou pas les oreilles (cf.
fig.II.20). Le cas 3 correspond a` la plage de variation choisie.
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Fig. B.1 – Convention d’orientation des angles.
−→
U inc,
−→
U d et
−→
U g repre´sentent respecti-
vement, les orientations de l’onde incidente, de l’oreille droite et de l’oreille gauche.
ITD = −R
C
∗ (pi
2
− arccos(−→U inc · −→U d)−−→U inc · −→U g) (B.2)
= −R
C
∗ (pi
2
− arccos(cos(θ + pi
2
))− cos(pi
2
− θ)) (B.3)
= −R
C
∗ (pi
2
− θ − pi
2
− sin(θ)) (B.4)
=
R
C
∗ (θ + sin(θ))¥ (B.5)
(B.6)
C
fdo.m
FDO.M
function ITD = itd_sphere_dec(Inc,G,D,R)
% ITD_ SPHERE_DEC calcul de l’ITD Hautes Fre´quences (> 1500 Hz) pour une
% sphe`re avec oreilles de´cale´es
% Parame`tres d’entre´e :
% Inc = structure relative a` l’onde incidente
% G = structure relative a` la position de l’oreille gauche
% D = structure relative a` la position de l’oreille droite
% R = Rayon de la sphe`re (en m)
% chaque structure de parame`tres doit contenir les champs :
% elev_v et azim_v
% example : ITD = itd_sphere_dec(Inc,G,D,R)
%
% S. Busson, R. Nicol 09/2003
c = 344; % ce´le´rite du son
u_inc = zeros(1,3); u_gau = zeros(1,3); u_dro = zeros(1,3);
[u_gau_x,u_gau_y,u_gau_z] = sph2cart(G.azim_v,G.elev_v,R);
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[u_dro_x,u_dro_y,u_dro_z] = sph2cart(D.azim_v,D.elev_v,R);
u_gau = [u_gau_x,u_gau_y,u_gau_z]; u_gau = u_gau./norm(u_gau);
u_dro = [u_dro_x,u_dro_y,u_dro_z]; u_dro = u_dro./norm(u_dro);
for i = 1:length(Inc.azim_v)
%Vecteurs unitaires en coordonne´es carte´siennes
[u_inc_x,u_inc_y,u_inc_z] = sph2cart(Inc.azim_v(i),Inc.elev_v(i),R);
u_inc = [u_inc_x,u_inc_y,u_inc_z];
u_inc = u_inc./norm(u_inc);
%Les trois cas a` distinguer selon le signe des produits scalaires
scal_1 = u_inc*u_gau’ ;
scal_2 = u_inc*u_dro’ ;
% 1) l’onde incidente voie les deux oreilles
if scal_1 <= 0 & scal_2 <= 0
ITD(i) = -R/c.*(scal_2-scal_1);
% 2) l’onde incidente voie une des deux oreilles
elseif scal_1 <= 0 & scal_2 > 0;
ITD(i) = -R/c.*(pi/2 - acos(scal_2) - scal_1 );
elseif scal_2 <= 0 & scal_1 > 0;
ITD(i) = R/c.*(pi/2 - acos(scal_1) - scal_2 );
% 3) l’onde incidente ne voie aucune des oreilles
elseif scal_1 > 0 & scal_2 > 0
ITD(i) = -R/c.*( - acos(scal_2) + acos(scal_1) );
end
end
D
Méthode d’apprentissage par
descente de gradient
L’apprentissage d’un RNA par correction d’erreur consiste a` minimiser la fonction de
couˆt. Pour ce faire, l’algorithme le plus utilise´ est l’algorithme de descente de gradient.
Le calcul du gradient se fait en utilisant l’algorithme de la re´tro-propagation de l’erreur
[Rumelhart et al. (1986)]. Cette algorithme consiste en 4 e´tapes applique´es a` chaque pas
d’apprentissage du RNA (cf. fig.D.1) :
1. proposer des couples entre´e - sortie voulues
2. calculer l’erreur totale (cf. eq IV.6)
3. calculer la contribution de chaque neurone a` l’erreur totale, c’est-a`-dire calculer
les de´rive´es partielles de l’erreur totale par rapport a` chaque neurone, ou encore
calculer le gradient de l’erreur par rapport a` w.
4. ajuster les coefficients synaptiques dans le sens inverse du gradient de l’erreur.
L’e´tape 3 est la plus de´licate a` re´aliser et impose la continuite´ et la de´rivabilite´
des fonctions d’activations. La de´monstration qui suit fait l’hypothe`se d’une fonction
d’activation de type sigmo¨ıde a` seuil nul (cf. fig.D.2) :
σ(x) =
ekx
1 + ekx
=
1
1− ekx (D.1)
avec k ≥ 1. Dans la suite k = 1.Cette fonction est une approximation inde´finiment
de´rivable de la fonction a` seuil de Heaviside, d’autant meilleure que k est grand. La
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Fig. D.1 – Repre´sentation sche´matique de la re´tropropagation de l’erreur
Fig. D.2 – Fonction sigmoide
de´rive´e de la fonction σ est simple a` calculer :
σ′(x) =
ex
(1 + ex)2
= σ(x)(1− σ(x)) (D.2)
239
Dans souci de lisibilite´, le calcul ne s’effectue que sur un exemple et non sur la totalite´
de l’ensemble des exemples. Il est essentiel que ce calcul soit simple, puisqu’il doit eˆtre
effectue´ autant de fois qu’il y a de neurones, a` chaque e´tape de modification des poids
synaptiques. Un re´seau comprenant q + 1 couches nume´rote´es de 0 a` q est conside´re´ et
les notation suivantes sont utilise´es (cf. fig.D.3) :
– nL le nombre de cellules de la couche L
– y
(L)
i l’entre´e de la i
eme cellule de la couche L pour L ≥ 1.
– z
(L)
i l’e´tat de la i
eme cellule de la couche L. L’e´tat co¨ıncide avec l’entre´e si L = 0 et
avec la sortie si L = q.
– α
(L)
ij le coefficient synaptique entre la j
eme cellule de la couche L−1 et la ieme cellule
de la couche L
– t
(q)
j la sortie attendue de la j
eme cellule de la couche de sortie
Fig. D.3 – Repre´sentation d’une couche cache´e
La sortie d’une couche L est donne´e par :
z
(L)
i = σ(y
(L)
i ) et y
(L)
i =
∑
j
α
(L)
ij z
(L−1)
j (D.3)
L’erreur du re´seau pour une entre´e s = (y
(0)
i , ..., y
(0)
n0 ) est e´gale a` l’erreur quadratique
moyenne :
E(s) =
1
2
∑
j
(z
(q)
j − t(q)j )2 (D.4)
La re´tropropagation de l’erreur consiste a` calculer re´cursivement les quantite´s ∂E
∂y
(L)
j
.
Pour L = q :
∂E
∂y
(q)
j
=
∂E
∂z
(q)
j
∂z
(q)
j
∂y
(q)
j
= z
(q)
j (1− z(q)j )
∂E
∂z
(q)
j
= z
(q)
j (1− z(q)j )(z(q)j − t(q)j ) (D.5)
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Pour L<q, on a :
∂E
∂y
(L)
j
=
∂E
∂z
(L)
j
∂z
(L)
j
∂y
(L)
j
= z
(L)
j (1− z(L)j )
∂E
∂z
(L)
j
(D.6)
et
∂E
∂z
(L)
j
=
∑
k
α
(L+1)
kj
∂E
∂y
(L+1)
k
(D.7)
Les quantite´s ∂E
∂y
(L)
j
e´tant connues, la contribution a` l’erreur des coefficients α
(L)
ji peut
eˆtre calcule´e :
∂E
∂α
(L)
ji
=
∂E
∂y
(L)
j
∂y
(L)
j
∂α
(L)
ji
= z
(L−1)
j
∂E
∂y
(L)
j
(D.8)
Par suite on obtient les valeurs des modifications des poids du perceptron au coeffi-
cient ² pre`s :
∆α
(L)
ji = −²
∂E
∂α
(L)
ji
(D.9)
² est un coefficient re´el positif qui repre´sente le pas de de´placement en direction de
la pente de la fonction de couˆt. Dans la recherche d’un mimimum global, il se peut que
l’algorithme pre´sente´ converge vers un minimum local. C’est pourquoi un terme d’inertie
peut-eˆtre rajoute´ a` l’e´quation eq.D.9 :
∆α
(L)
ji = −²
∂E
∂α
(L)
ji
+ β∆αji (D.10)
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ABSTRACT
Just noticeable differences (JND) of the interaural time difference (ITD) are measured
for locations describing four cones of confusion. Wide band stimuli are played back to
subjects using minimum phase individual and non-individual Head Related Transfer
Function (HRTF). Two psychoacoustic protocols are compared : an adaptive 2 down-1
up 3AFC procedure and a 2AFC procedure. The lowest JND ([20 ; 40] µs) are obtained
with the 2AFC procedure which exhibits thresholds close to those reported in previous
studies in free field and in dichotic experiments. JND are larger for locations near to the
interaural axis than in the front and are elevation independent. In the light of the JND, it
is examined to what level of accuracy the ITD variation along a cone of confusion has to
be modelled in the context of binaural synthesis. The ITD variation is not audible in the
median plane and for low azimuth angles, whereas it may be audible near to the interaural
axis. Two ITD models are perceptually assessed. The question of ITD individualization
is also investigated. All these issues are analyzed by considering a whole HRTF database.
ASA-PACS numbers : 43.66.Pn, 43.66.Mk
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I. INTRODUCTION
Head Related Transfer Functions (HRTF) embody all the necessary cues to render
natural spatial sound through headphones. HRTF are determined by the individual mor-
phology and the use of non-individualized HRTF to spatialize sound sources can lead
to audible artefacts like front-back confusion or intracranial localization (Middlebrooks,
1999). A common implementation of HRTF is based on the decomposition into a mi-
nimum phase component and an excess phase component. It has been shown that the
excess phase component can be replaced by a pure delay without audible artefacts (Kist-
ler and Wightmann, 1992). The difference between the right and left pure delay gives the
Interaural Time Difference (ITD) which is the primary cue for sound source localization
(Rayleigh, 1906 ; Blauert 1974). Instead of estimating ITD from HRTF measurement,
virtual auditory display (VAD) may also use mathematical formula to associate an ITD
value with a location in space. The most often used formula is the Woodworth’s formula
(Woodworth and Schloesberg, 1962). The ITD (in seconds) is computed in the horizontal
plane for a Spherical Head Model (SHM) with the entries of the ear canals diametrically
placed :
ITD =
a
c
[sin(θ) + θ] (E.1)
where a is the head radius (m), c is the speed of sound (m/s) andθ is the azimuth of the
source (rad).
The original formula is based on a head radius corresponding to an anthropometric
mean (a = 8.75 cm). Algazi et al. have proposed to apply the Woodworth’s formula with
an individualized head radius which is derived experimentally from morphological data
(Algazi, 2001 a). In addition, some studies have suggested improving this formula in
order to account for the variation of the ITD with the elevation angle that are observed
on subjects (see Fig. 1) (Larcher and Jot, 1999 ; Savioja, 1999). However, SHM fails
for sound source locations along a cone of confusion. A cone of confusion is defined as
the locus of all points for which the differences between distances to the left and right
ear are the same, considering the simplest head model composed of only two points as
two ears (see Fig. 2). This locus is described by a hyperboloid centred on the interaural
axis, which may be approximated by the shell of a cone in the far field (Blauert, 1983 ;
Shin-Cunningham et al., 2000). The intersection of the cone of confusion with a sphere
centred on the head are concentric circles distributed along the interaural axis (see Fig.
3, on the right). In interaural-polar coordinates, these circles are defined by a constant
azimuth angle. The ITD given by the Woodworth’s formula does not depend on the
elevation angle and therefore is constant along a cone of confusion. On the contrary, the
ITD estimated from individual HRTF measurement varies along a cone of confusion, as
can be seen in Fig. 1. Near to the interaural axis, these variations can reach 18 % of the
maximum value of the ITD, which corresponds to a shift of almost 15° in azimuth. These
variations are mainly due to the shift of the ears according to the head centre and to the
non-sphericity of the head (Duda et al., 1999).
The present paper describes a subjective experiment which aims at determining whe-
ther the ITD variation along a cone of confusion is audible or not. Subjects are asked to
detect variations of ITD for locations along various cones of confusion. For each location,
the varied ITD (ITDvar) is judged in comparison with a reference ITD (ITDref )which is
defined as the ITD estimated from the measured HRTF of the subject according to the
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Fig. E.1 – Variation of the ITD (µs) of 5 subjects, taken from the CIPIC database,
along two different cones of confusion. Lower curves : 20° azimuth cone, Upper curves :
65° azimuth cone. Azimuth and elevation are considered according to interaural-polar
coordinates.
Fig. E.2 – Definition of a cone of confusion – For a simplified model of head [Blauert
1983] (on the left) and for a typical head (on the right).
method described in (Algazi et al., 2001 a)1. The Just Noticeable Difference (JND) of
ITD is thus collected for various elevation along a set of cones of confusion. With this ex-
periment, it is intended to assess to what extent the SHM is relevant for ITD modelling.
1The ITD estimation consists in using a threshold estimate method in the high frequency range in
combination with a spherical harmonic expansion.
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Fig. E.3 – The two coordinate systems commonly used in binaural synthesis – Vertical-
polar coordinates (on the left) and interaural-polar coordinates (on the right). Taken
from [Pernaux 2003].
If the results lead to the conclusion that the ITD variation is audible, the SHM must
be discarded and replaced by a new model which accounts for this ITD variation. Many
studies have given insight into the JND of ITD, but most of them consider either the
free-field condition or the dichotic listening, which provides poor information about the
JND of ITD for binaural synthesis, where spectral cues may disturb the temporal cues.
The state of the art concerning the studies about the JND of ITD will be briefly recalled
in part 2. Then the experiment will be described in part 3 and the JND values obtained
for the various locations are presented in part 4. In the last part, the audibility of ITD
variation along the cones of confusion is examined in the light of the JND of ITD. The
requirement for individualized ITD variation is also investigated. Two ITD modelling
are assessed : the SHM with individualized head radius (Algazi, 2001 a) and the Ear
Displacement Formula (EDF) (Busson et al., 2004), which allows shifting the ears with
respect to the symmetry axis of the head in order to account for ITD variation along the
cones of confusion.
II. PREVIOUS WORK
The JND of the ITD as well as the spatial resolution of the auditory system has
been extensively studied. It can be useful to distinguish the studies considering the free-
field sound localization (Mills, 1958 ; Blauert, 1983 ; Oldfield and Parker, 1984 ; Perrot
and Saberi, 1990) from those concerning the stereophonic rendering over headphones
(Klump and Eady, 1956, Hershkowitz and Durlach, 1969 ; Domnitz, 1973 ; Tolling and
Henning, 1998 ; Litovsky et al., 2000] and those focussing on binaural synthesis, where
the stimulus is filtered by HRTF (Ericsson and McKinley, 1990 ; Grantham et al., 2003 ;
Best et al., 2004). Free-field and stereophonic headphone listening give JND values of the
same order. It is also observed that the JND of the ITD increases with the azimuth angle,
i.e. the JND value is the lowest in the median plan. Some studies have even reported the
impossibility of obtaining a JND value for highly lateralized positions, i.e. near to the
interaural axis (Mills, 1958).
In (Klump and Eady, 1956) the authors have evaluated the JND of the ITD for various
types of stimuli. The subject listens to two sequential sounds and he (she) is asked to
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determine which one he (she) localizes more to the left. The results highlight how the
JND depends on the stimulus for noises of different bandwidth, for a single click or trains
of clicks, for pure tones with frequencies going from 90 Hz to 3200 Hz and for different
ITDref . The lowest JND, equal to 9 µs, is obtained for ITDref= 0 µs and for a noise with
bandwidth [100 - 1700 Hz]. In the study on the Minimum Audible Angle (MAA), Mills
(1958) describes a free field experiment where the subjects judge the relative position of
two sequentially presented stimuli. Although free field listening conditions also contain
an interaural level difference (ILD) which provides an additional localization cue, this
study reports a minimum JND2 of 10 µs for a pure tone of 750 Hz. In (Domnitz and
Colburn, 1977) the study is focussed on the combined effect of the ITD and the ILD
on the JND of the ITD. The author uses a 500 Hz - 300 ms tone burst. The method of
two Alternatives Forced Choice (2AFC) with feedback of correct answer is applied. The
lowest threshold obtained is 10 µs. This threshold is also confirmed by Zurek (1985) for
broadband stimuli, by Henning (1974) for a harmonic sound modulated in amplitude.
This value agrees also with the threshold obtained by Hafter and Maio (1975) for clicks of
[100 - 2000 Hz] frequency range (2AFC procedure with correct answer feedback). Even
with non-individualized binaural synthesis, a 16 µs JND is obtained in (Grantham et
al., 2003). The experiment presented in (Best, 2004) gives brief answer in the case of
concurrent sources where an average JND of 50 µs is extracted. The authors explain
that it may be more difficult to extract from a concurrent presentation of stimuli than
from a sequential one. All these results are listed in Table I.
Tab. E.1 – JND value of the ITD in the median plane according to various experiments.
Reference Listening condition JND value of the
ITD in the frontal
position (az = 0° el
=0°)
[Mills 1958] free field 10 µs
[Klump & Eady
1956]
stereophonic
headphones
9 µs
[Domnitz 1977] stereophonic
headphones
10 µs
[Grantham & al.
2003]
binaural synthesis 16 µs
[Best & al 2004] Individualized
binaural synthesis.
Concurrent
presentation
50 µs
Fig. 1 illustrates the ITD as a function of the elevation angle for the 20° and 65° cone
of confusion. Several questions arise from Fig. 1 :
– Is the variation of ITD along a cone of confusion audible or not ?
2The relation between MAA and JND is explained in [Mills 1958]. It is based on HRTF measurement
with an artificial head.
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– If the variation of ITD along a cone of confusion is not audible, is the ITD given
by a spherical head (Algazi et al., 2001 a) sufficient from a psychoacoustic point of
view ?
– Are the individual differences of the ITD along a cone of confusion audible or not ?
In the present paper it is intended to investigate the auditory discrimination of ITD along
the cones of confusion for binaural synthesis. The objective is to adjust and optimize the
accuracy of ITD modelling or rendering in VAD by taking into account the properties
of auditory perception. Our experiment aims at evaluating the JND of the ITD for
sequential listening, which is relevant for the simulation of spatialized trajectories. In
addition, as preliminary experiments show deviations in collected data from one protocol
to another, psychoacoustic procedures for JND evaluation will be compared.
III. EXPERIMENT
The choice of the experimental protocol is a critical issue. Preliminary experiments
were carried on in order to compare various protocols. These experiments focused on the
JND value of the ITD without any additional localization cue such as spectral cues or
ILD. The JND values collected by the various protocols showed a great variance, which
suggests that the experiment protocol is another experimental factor which must be taken
into account. The two protocols, which are considered in the present study, correspond
respectively to the ones that provided the highest (protocol 1) and the lowest (protocol
2) threshold estimates during the preliminary experiments.
A. Stimuli
Each sound stimulus is computed using the convolution of a 400 ms Gaussian noise
burst (10 ms cosine-squared onset-offset ramp) and the appropriate delayed minimum
phase Head Related Impulse Response (HRIR) corresponding to the tested location. The
two different stimuli are the stimulus delayed by ITDref (ITD estimated by the method
described in (Algazi et al., 2001 a)) and the stimulus delayed by a modified ITD value :
ITDvar = ITDref + ∆ITD. Fine varying of ITD is obtained by oversampling, which is
preferred to fractional delay in order to avoid audible artefacts (Laakso et al, 1996). The
HRIR is oversampled at a sampling rate of 96 kHz, which allows varying the ITD in
steps of about 10 µs (∆ITDmin= 10,41 µs).
B. Location of the virtual sound source
The JND value of the ITD will be evaluated as a function of azimuth and elevation
angles. It is expected that the JND value increases with the azimuth of the cone and
for high elevation angles. The 965 measurement locations of the HRTF database used
in the experiment cover the elevation angle range [-56° ; 90°] and the azimuth range [0° ;
355°] in vertical-polar coordinates (see coordinates (see Fig. 3)). The azimuth sampling
is constant for a given constant elevation plane and varies with elevation angle (Pernaux,
2003). This spatial sampling is not well suited for cones of confusion defined as constant
azimuth planes in interaural-polar coordinates (Fig. 3). Therefore, the locations selected
to represent a given cone do not exactly match the cone of confusion, but deviate slightly
(by a few degrees) from the ideal trajectory. The error introduced is of the same order
as the error due to subject’s head movement during measurements (Algazi et al., 1999).
Furthermore, as the task is to judge ITDvar in comparison with ITDref , this deviation
is not disturbing. Fig. 4 shows the distribution of the measurement locations and of
the selected locations for the listening test. For convenience, the interaural-polar coordi-
nates will be used in the next parts and the tested locations distributed along a cone of
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confusion will be referred to as the azimuth angle of the cone. confusion are considered
corresponding respectively to 0°, 22°, 61° and -61° azimuth angle. They are referred to as
0° cone, 22° reasons as previously, it was not possible to have the same elevation angle
for each cone. The 26 locations selected are listed in Table II. Fig. 5 illustrates the axis
references for a better understanding of the azimuth and elevation angle.
Fig. E.4 – Locations of the measured HRTF (∗) and of the selected HRTF corresponding
to the cones of confusion considered in the experiment – Front view (left) and side view
(right). Tested locations for the 0° cone are depicted with triangles, for the 22° cone
with empty circles, for the 61° cone with empty squares and for the -61° cone with plain
circles.
Tab. E.2 – Azimuth and elevation angle of the tested locations in vertical-polar coordi-
nates.
Azimuth
Cone
low
eleva-
tion
eye-
level
front
high
eleva-
tion
front
zenith high
eleva-
tion
be-
hind
eye-
level
be-
hind
low
eleva-
tion
be-
hind
0° -50.5° 0° 45° 90° 135° 180° 230.5°
22° -56° 0° 45° 67.5° 135° 180° 236°
61° -28° 0° 28° - 118° 180° 208°
-61° -28° 0° 28° - 118° 180° 208°
C. Protocols
Protocol 1 is an adaptive method based on a 2down-1up three Alternative Forced
Choice (3AFC) with correct answer feedback (Levitt, 1971). Each trial is composed
of three stimuli : two are identical, one is different. The subject is asked to identify
which of the three stimuli is different. The test is stopped either when the maximum
number of reversals is reached, which is fixed to six reversals in our experiment, or when
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Fig. E.5 – Axis reference for the azimuth and elevation angle used for the description of
the location of the virtual sound source.
the minimum difference (∆ITDmin) is identified by the subject (two consecutive correct
answers). The first step is equal to four ∆ITDmin and decreases by step of ∆ITDmin for
each new run. The JND value is computed as the midpoint of every second run. This
estimate of the JND value corresponds to 70.7 % of right answers (Levitt, 1971). The
subject is trained along four independent tests. He (she) can make a pause whenever
he (she) wants. Each ITD difference is tested three times. There are two conditions for
each position depending on the sign of ∆ITD. Indeed, it is reported that the JND value
decreases when the ITD variation interacts in the same way3 as the ILD cue (Domnitz and
Colburn, 1977). Therefore, for protocol 1, the subject listens to 156 trials (26 locations
x 2 ITD variations x 3 repetitions).
Protocol 2 is a non-adaptive process based on a two Alternative Forced Choice (2AFC)
method. Each trial is composed of two stimuli : one with the reference ITD, the other
with the modified ITD. A set of ten values of ITD variation from zero sample (i.e. :
ITDvar = ITDref ) to nine samples is considered. The subject is asked to identify which
of the stimuli is on the left. Each pair of the same stimuli is presented 30 times. The
JND value is estimated as the minimum ITD difference for which the subject’s answers
are 75% right. According to the χ2-test, the 75% level is significantly different from the
chance level (50%) for 30 repetitions. For protocol 2, only the cones 0°, 20° and 61° are
considered since the symmetry is studied in trials (20 locations x 10 ITD thresholds x
30 repetitions), which locations x 10 ITD thresholds x 30 repetitions), which are divided
into two blocks.
In the two protocols, a correct answer feedback is given to the subject after each trial
and all the experimental conditions are randomly presented.
D. Subjects
Five subjects, two men and three women, take part in the experiment using protocol
1. It is checked before the experiment that they have normal hearing. Subjects 1 to 4
listen to binaural rendering with their own HRTF, while the HRTF of another individual
are used for subject 5. Only subjects 4 and 5 take part in the experiment with protocol
2.
3For example, for a location of 60° azimuth, a negative ∆ITD moves the sound localization towards
the centre, which counteracts the ILD cue which indicates a location on the right, whereas a positive
∆ITD enhances the lateralization of the virtual sound source.
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D. Equipment
The subject is seated in an anechoic room with a cut-off frequency of 45 Hz. The
stimuli as well as the visual interface is computed with MATLAB®. The virtual sound
sources are rendered via a TERRATEC EWS-88 MT® sound card (sampling rate : 96
kHz). The subject listens over a SENNHEISER HD650® headphone via a MCA Audio
U4410® headphone amplifier. The sound level is 75 dBA measured on an artificial head
B&K HATS 4128C for the frontal position, i.e. azimuth angle 0° and elevation angle 0°.
IV. RESULTS
The first objective of the experiment is to estimate the JND value of ITD in the
context of binaural synthesis. Three experimental factors are considered : the cone azi-
muth, the elevation angle along a cone, and the way of ITD variation (i.e. increasing or
decreasing ITD). The second objective of the experiment is to investigate to what extent
and how the JND value of ITD is influenced by these experimental factors. The results
obtained according to experimental protocol 1 (cf. Sec. III) will first be described. Then
the results of protocol 1 and 2 will be compared.
An ANalysis Of VAriance (ANOVA) conducted on the individual JND’s considering
the experimental factors cone, elevation and way of variation, shows that the only signi-
ficant effect is the cone azimuth (F(3,192) = 4.44 , p < 0.05 ). Thus, neither the elevation
angle along a cone (F(5,192) = 0.51, p = 0.76), nor the way of ITD variation (F(1,192) =
0.01, p = 0.93) has a significant effect. It is striking that the JND value of ITD does not
depend on elevation, which is also suggested by the study of Oldfied and Parker (1984).
Previous work has highlighted that the ITD and the ILD may interact as localization cues
(Domnitz and Colburn, 1977 ; Blauert, 1983). Nevertheless, in the present experiment,
the JND value of ITD does not depend on whether the ITD variation counteracts or not
the ILD.
Fig. E.6 – Mean JND value of ITD (µs) in function of the cone azimuth (°) – Mean for all
the elevation angles, the 5 subjects and the 2 ways of ITD variation, the corresponding
95% confidence interval is also plotted as an error bar.
Fig. 6 depicts the mean JND value of ITD as a function of the cone azimuth. For
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each cone azimuth, the mean value pulls together the data from all elevation angles and
the two ways of ITD variation, since the ANOVA points out that these factors have no
significant effect. The confidence interval is almost the same for all the cone azimuths.
It varies between ± 7 and ± 8 µs, which is quite low. Moreover, it should be reminded
that, in this experiment, the ITD is varied in step of one sample. The confidence interval
is thus very close to the sample period (10.4 µs for a sample rate of 96 kHz). It can be
noticed that the JND value of ITD is the lowest (74 µs) in the median plane (i.e. cone 0°).
The JND values of the other cones do not significantly differ from each other (according
to a Honestly Significant Difference Tukey Test). In addition, there is no significant
difference between the JND value of ITD for the cone 61° and for the cone -61°, which
shows the symmetry of JND with respect to the median plane. The JND values of ITD
and their corresponding confidence intervals are given in Table III. It is striking that the
JND values obtained in our experiment are strongly higher than the thresholds given by
previous work which reports JND values as low as 10 µs in the median plane (see Sec.
II).
Tab. E.3 – Mean JND value of ITD (protocol 1) and 95% confidence interval (µs)
Subject
Cone
1 2 3 4 5 Mean
0˚
Mean 62 71 114 55 67 74
95% Confidence
Interval
± 8.6 ± 17.4 ± 22.1 ± 8.1 ± 10.1 ± 7
22˚
Mean 88 81 138 73 76 91
95% Confidence
Interval
± 10.1 ± 22.5 ± 22.2 ±9.8 ±11.3 ± 7.9
61˚
Mean 83 89 103 79 95 90
95% Confidence
Interval
± 15.9 ± 18.7 ±19.9 ± 13.4 ±20.7 ± 8
-61˚
Mean 76 83 118 63 77 84
95% Confidence
Interval
± 11.8 ± 20.8 ±14.5 ± 7.7 ±14.4 ± 7
To go into the details of individual trends, the mean thresholds obtained by each
individual are plotted for the 5 subjects in Fig. 7. Numerical values are also listed in Table
III. Noticeable differences between the subjects are remarked as reported in (Domnitz,
1973 ; Best et al., 2004). Most of the subjects show JND value within the range [60 ; 100
µs], except for subject 3 who reports JND greater than 100 µs. It should be highlighted
that subject 1, 4 and 5 are experts in 3D audio, whereas subjects 2 and 3 are not, which
may explain the high thresholds obtained by subject 3. Moreover, contrary to the other
four subjects, subject 5 did not use his own HRTF, but the HRTF of another individual.
It is noteworthy that, despite non-individualized HRTF, subject 5 shows results which
are very close to subject 1 and 4.
Fig. 8 compares the JND value of ITD obtained by subject 4 and subject 5 according
to the two experimental protocols, for the three common cone azimuths 0°, 22° and 61°.
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Fig. E.7 – Mean JND value of ITD (µs) in function of the cone azimuth (°) for the
5 subjects – Mean for all the elevation angles and the 2 ways of ITD variation, the
corresponding 95% confidence interval is also plotted as an error bar.
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Fig. E.8 – Comparison between protocol 1 and 2 for subject 4 (on the left) and 5 (on the
right) - Mean JND value of ITD (µs) in function of the cone azimuth (°) – Mean for all
the elevation angles and the 2 ways of ITD variation, the corresponding 95% confidence
interval is also plotted as an error bar.
The JND values for all locations according to the two protocols are detailed in Fig. 9. As
expected, the JND values of ITD provided by protocol 2 are protocol 2 are globally lower
than by protocol 1. Particularly subject 4 exhibits JND two times lower than in protocol
1, which leads to JND values within the range [20 – 40 µs]. These thresholds are closer
to the values reported by previous work (see Sec. II). It should also be noticed that for
subject 4 the JND from protocol 2 does not depend on the cone azimuth. The comparison
between subject 4 and 5 shows discrepancies. Firstly, the decrease of JND for subject 5
is less obvious. Secondly, the JND increases with the cone azimuth for subject 5 in the
same way as in protocol 1. Besides, subject 5 exhibits poor judgment for the 61˚ cone : his
discrimination of the ITD variation is not level. Some studies report that JND are difficult
to obtain for highly lateralized locations (Mills 1958, Grantham et al., 2003). Subject 5
uses non-individual HRTF, which may lead to front / back confusions (Middlebrooks,
1999). These confusions could make the task more difficult. In the next sections only
threshold for subject 4 are considered when dealing with results from protocol 2.
The previous results point out strong discrepancies between the 2 protocols. A tho-
rough investigation of the two experimental procedures is beyond the scope of the present
paper. The following is only an attempt to analyze and understand the differences bet-
ween protocol 1 and 2. Protocol 1 is an adaptive procedure, unlike protocol 2. The
advantages of an adaptive procedure are manifold (Trahiotis et al., 1990). First, it is not
required to know in advance the range of threshold values, since the experiment process
will automatically adapt in order to reach these values. On the contrary, in protocol 2,
a set of arbitrary values is tested, which implies preliminary experiments in order to
determine the range of threshold values. Second, in protocol 2 the threshold is derived
from the psychometric curve, which requires a high number of trials, whereas protocol 1
is based on a quick and reliable estimate of the threshold (Levitt, 1971). The consequence
is that protocol 1 leads to a shorter experiment than protocol 2. In our case, protocol 1
lasts 2 hours, whereas protocol 2 lasts up to 7 hours.
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Fig. E.9 – Comparison between protocol 1 and 2 for subject 4 (on the left) and 5 (on
the right) - JND value of ITD (µs) for the 20 locations.
However the adaptive procedure may have one drawback. Indeed, it is often reported
that thousands of trials are needed to perform discrimination task in a binaural listening
test (Trahiotis et al., 1990). In an adaptive procedure without intensive training, the
subject will listen to small differences only if he (she) gives a continuous series of correct
answers. Thus the subject may not listen to little differences enough to learn the subtle
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cues to answer. This could be a reason for higher thresholds in protocol 1. In addition, the
authors have made some observations during the experiments which are reported here.
Protocol 1 is more sensitive to a lack of attention of the subject than protocol 2. Indeed,
a mistake of the subject affects the remaining runs of the trial in protocol 1, whereas
it has only a local effect in protocol 2. Another fact is that the subject’s task may be
more complex in protocol 1 (identifying the dissimilar stimulus among three, without
any possibility to replay the sequence) than in protocol 2 (identifying the stimulus which
is most on left). A learning effect was also noticed for protocol 2 : because of the high
number of trials, the subject learns to sharpen his (her) auditory perception. Indeed, for
protocol 2, the experiment was divided into two blocks and it was observed that the JND
values of the first part were higher than those of the second part. This learning effect
suggests that protocol 2 leads to the lowest threshold that could be expected. Protocol
1 seems to be closer to average performance. For psychoacoustic knowledge or specific
task as fighter pilot training, the lowest threshold is required, but for binaural synthesis
dedicated to public application, as museum audio visit, the average performance should
be sufficient.
V. Discussion
The JND value defines an ITD blur, i.e. the range in which individual ITD values
cannot be discriminated from one to another. From the knowledge of this ITD blur,
the audibility of individual variation of ITD along cones of confusion will be examined.
It is intended to determine to what degree of accuracy the ITD should be modelled in
binaural synthesis for VAD. To that respect, all the fine details of ITD variation, which
are not perceived according to the JND blur, may be considered as perceptually useless
and can be omitted, which may lead to simplified and cost efficient modelling of ITD.
Two ITD models will be assessed here : the SHM with individualized head radius (Algazi,
2001 a) and the Ear Displacement Formula (EDF) (Busson et al., 2004), which allows
shifting the ears with respect to the symmetry axis of the head in order to account for
ITD variation along the cones of confusion. Another advantage of these ITD modellings
is that they both provide an easy way to individualize ITD without HRTF measurement
by using only anthropometric data. This question of ITD individualization will also be
investigated in the light of the JND blur. All these issues will be analysed by considering
the CIPIC HRTF database (Algazi, 2001 b), which gives a high number of subjects.
– Audibility of ITD variation
The ITD data, which will be used in the following study, are taken from the CIPIC
HRTF database. The analysis is focussed on three cones of confusion corresponding to
the azimuth angles 0˚, 20˚ and 65˚. The data obtained for 434 subjects are considered. The
first question aims at assessing whether the ITD variation along a cone of confusion is
audible or not. In order to quantify the variability of ITD along a cone of confusion, the
following criterion of ”ITD deviation5” ei (θ, ϕ) is defined :
ei (θ, ϕ) =
ITDi (θ, ϕ)− ITDi (θ, 0)
ITDimax
(E.2)
where ITDi (θ, ϕ) denotes the individualized ITD of azimuth angle θ and elevation angle
4The CIPIC HRTF database comprises 45 subjects, but a careful examination of the ITD estimated
for each subject shows that the results given subjects are somewhat anomalous. These subjects are
discarded from the present study.
5However it should be noticed that this criterion of ITD deviation is not a standard deviation.
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ϕ for the ith subject. ITDimax is the maximum value reached by the ITD of the ith subject
along the cone of azimuth θ = 80°. This criterion quantifies the deviation of ITD around
a reference value which is arbitrarily chosen as the chosen as the ITD at elevation ϕ = 0˚.
The criterion is normalized by the maximum ITDimaxof the subject in non-dimensional
value which can be compared and merged with the results of the other subjects. For
direct comparison with the ITD deviation criterion, the JND value is also normalized by
the mean value of the maximum ITDimaxof all the subjects :
JNDnorm(θ) =
JND(θ)
1
N
∑N
i=1 ITDimax
(E.3)
where N is the total number of subjects.
The ITD deviation criterion is computed for each subject and for each location.
For one cone of azimuth, a total number of 2150 data (43 subjects x 50 elevations) is
collected. Instead of conventional statistical tools (i.e. mean and standard deviation for
instance), it is preferred to analyze this data set in terms of probability distribution,
because it gives thorough insight into the distribution of the values obtained by the
criterion among all the individuals. The empirical cumulative distribution function is
thus estimated for the three cones 0˚, 20˚ and (see Fig. 10). This function denoted by
F(e) gives the probability that the criterion is less than or equal to the value e. It is
examined then where the JND value intersects the cumulative distribution function. The
corresponding probability is interpreted as the probability that the ITD variation is not
audible. The probability obtained for the three cones and according to the JND of the
two protocols is listed in Table IV. For JND1 (Protocol 1), the ITD variation is little
audible. For 0° and 20°, the probability of non-audibility is higher than 0.9. than 0.9.
However, for 65°, the probability decreases to 0.84. the probability strongly decreases
(near to 0.5 for 0°) according to JND2 (Protocol 2). For 65°, the probability is as low as
0.27. Concerning the audibility of ITD variation, it can be concluded that near to the
median plane it is very little audible. it is more audible for lateral locations and it may
be audible in applications requiring a high degree of accuracy or for expert listeners.
Tab. E.4 – Audibility of ITD variation along cones of confusion
Probablility that : e ≤ JND (normalized)
Protocol
Cone
1 2
0˚ 0.93 0.47
20˚ 0.99 0.67
65˚ 0.84 0.27
– Individualization of ITD variation
There are two issues concerning the audibility of ITD variation. First, does the ac-
curacy of the auditory system allow one individual to perceive the ITD variation along
a cone of confusion ? This question was examined in the previous paragraph. It is shown
that the ITD variation is partly audible. However it should be reminded that the ITD
variation along a cone of confusion depends on the individual (see Fig. 1). It is now
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Fig. E.10 – Audibility of ITD variation : Cumulative distribution function derived from
the criterion ei (θ, ϕ) (CIPIC HRTF database, azimuth cone : 0˚, 20˚ and 65˚). The JND
value is plotted as vertical dashed line (dark line : JND value of 1, light line : JND value
of Protocol 2).
of interest to investigate whether the auditory system is able to discriminate the ITD
variation of two individuals. Since ITD variation along a cone of confusion is useful, is
it required to individualize the ITD variation or is it possible to use a mean variation of
ITD?
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In order to answer this question, the mean ITD of the subjects of the CIPIC HRTF
database is computed for each location :
ITDmean(θ, ϕ) =
1
N
N∑
i=1
ITDi(θ, ϕ) (E.4)
Then it is examined for each subject whether he (she) is able to discriminate this mean
ITD from his (her) individualized ITD in terms of the JND of ITD. The criterion defined
for the audibility of ITD variation is thus modified in order to account for the differences
between the individualized ITD and the mean ITD :
eindi (θ, ϕ) =
ITDi (θ, ϕ)− ITDmean (θ, ϕ)
ITDimax
(E.5)
This criterion is computed for all the subjects and all the locations. In the same way as
previously, these data are analysed in terms of cumulative distribution function for each
cone of confusion. These functions are plotted in Fig. 11. The probability corresponding
to the JND value is given in Table V. According to JND1, the mean variation of ITD is
not discriminated from the individualized one, since the probability of non audibility is
very close to 1. If JND2 is considered, the probability of non audibility decreases to 0.78
in the median plane and 0.64 for the 65° cone, which is still quite high. The requirement
of individualizing the ITD variation is less strong than the requirement of ITD variation
itself. However the individualization of ITD variation may be useful for lateral location
in high quality context.
Tab. E.5 – Audibility of individual variation of ITD along cones of confusion
Probablility that : eind ≤ JND (normalized)
Protocol
Cone
1 2
0˚ 0.99 0.78
20˚ 1 0.72
65˚ 0.99 0.64
– Perceptual assessment of ITD modelling : SHM and EDF
It has been shown that ITD variation and individualized variation are audible in some
cases. This result highlights the interest of assessing various ITD modelling corresponding
to increasing level of accuracy. Two models will be compared : the SHM with individua-
lized head radius (Algazi, 2001 a) and the Ear Displacement Formula (EDF) (Busson et
al., 2004). The SHM provides no ITD variation along a cone of confusion, whereas the
EDF gives individualized variation of ITD. Indeed this latter consists in shifting the ears
with respect to the symmetry axis of the head. The optimal shift is computed from least
square fit so that the modelled ITD best matches the ITD extracted from the measured
HRTF for a given cone of confusion, which is chosen as the 65° cone in our study. An
example of the ITD obtained by SHM and EDF is depicted for one individual in Fig. 12.
In the same way as the perceptual difference between the mean variation of ITD and the
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Fig. E.11 – Individualization of ITD variation : Cumulative distribution function derived
from the criterion eindi (θ, ϕ) (CIPIC HRTF database, azimuth cone : 0°, 20° and 65°).
The JND value is plotted as vertical dashed line (dark line : JND value of Protocol 1,
light line : JND value of Protocol 2).
individualized one was previously investigated, the following criteria are defined for the
assessment of SHM and EDF :
emodi (θ, ϕ) =
ITDi (θ, ϕ)− ITDmod (θ, 0)
ITDimax
mod = SHM,EDF (E.6)
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Fig. E.12 – ITD modelling : Comparison between SHM and EDF for one subject of
the CIPIC HRTF database for the 0°, 20° and 65° cones (ITD estimate from HRTF
measurement : , ITD computed by SHM : ooo , ITD computed by EDF : ***).
The cumulative distribution functions estimated from the data collected for the two
models are plotted in Fig. 13 and 14. The probability corresponding to the JND value is
given in Table VI. According to JND1, both SHM and EDF are perceptually equivalent to
ITD estimate from HRTF measurement. However, EDF stands out when the results are
examined in terms of JND2. Indeed, whereas the probability of non audibility decreases
to 0.49 for SHM for the 65° cone, EDF reaches a probability of 0.96. For the 65° cone,
the ITD computed by EDF is not discriminated from the ITD even according to JND2.
This result is not surprising since the parameters of EDF are optimized for this cone, but
it is striking that EDF succeeds noticeably well in individualizing the ITD variation for
lateral locations, where SHM gives poor modelling. modelling. Moreover, for the 0 and 20°
cones, the probability greater than 0.7. Therefore ITD modelling by EDF perceptually
matches well the measured ITD.
In addition, the ITD modelling by applying EDF with a set of parameters optimized
for the mean ITD6 is assessed. The associate cumulative distribution function and the
probability values are given in Fig. 15 and Table VI. The results are very are very
close to SHM except for the 65˚ cone where EDF with parameters matches better the
measured ITD than SHM, but worse than EDF with individualized parameters. VI.
6The parameters are the following : the head radius is 91 mm, the ears are shifted of 3° in azimuth
toward back hemisphere and 19° in elevation toward up hemisphere with respect to the interaural axis.
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Fig. E.13 – Perceptual assessment of ITD modelling by SHM : Cumulative distribution
function derived from the criterion eSHMi (θ, ϕ) (CIPIC HRTF database, azimuth cone :
0°, 20° and 65°). The JND value is plotted as vertical dashed line (dark line : JND value
of Protocol 1, light line : JND value of Protocol 2).
CONCLUSION
This paper describes psychoacoustic experiments investigating the JND value of ITD
along the cones of confusion for binaural synthesis. A first experiment using an adaptive
3-AFC procedure gives JND values within the range [74 – 91 µs] (JND1), which is
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Fig. E.14 – Perceptual assessment of ITD modelling by EDF : Cumulative distribution
function derived from the criterion eEDFi (θ, ϕ) (CIPIC HRTF database, azimuth cone :
0°, 20° and 65°). The JND value is plotted as vertical dashed line (dark line : JND value
of Protocol 1, light line : JND value of Protocol 2).
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Fig. E.15 – Perceptual assessment of ITD modelling by EDF applied with the parameters
optimized for the mean ITD : Cumulative distribution function derived from the criterion
eEDFopti (θ, ϕ) (CIPIC HRTF database, azimuth cone : 0°, 20° and 65°). The JND value
is plotted as vertical dashed line (dark line : JND value of Protocol 1, light line : JND
value of Protocol 2).
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Tab. E.6 – Perceptual validity of ITD modelling (SHM, EDF)
SHM Probablility that : eSHM ≤ JND (normalized)
Protocol
Cone
1 2
0˚ 0.98 0.775
20˚ 0.99 0.64
65˚ 0.98 0.49
EDF Probablility that : eEDF ≤ JND (normalized)
Protocol
Cone
1 2
0˚ 0.98 0.77
20˚ 1 0.72
65˚ 1 0.96
EDF mean Probablility that : eEDFmean ≤ JND (normalized)
Protocol
Cone
1 2
0˚ 0.98 0.77
20˚ 1 0.66
65˚ 1 0.64
rather high in comparison with the literature. A second experiment based on a non-
adaptive 2-AFC procedure reports JND values two times lower [20 – 40 µs] (JND2).
Further investigation and new experiments would be required to fully understand this
discrepancy between the two experiment protocols, but this issue is beyond the scope of
the present paper.
The objective of the study is to infer from the JND value of ITD the level of accuracy
required for the modelling and the individualization of the ITD. According to JND2 ([20
– 40 µs]), the ITD variation along the cones of confusion are audible for lateral locations
(65° cone), which motivates ITD modelling which accounts for ITD variation. The EDF,
which provides ITD variation by shifting the ears with respect to the symmetry axis of
the head, is one solution. Two ITD modelling, EDF and SHM, have been assessed in
the light of the JND value of ITD. It is shown that EDF succeeds very well in rendering
individualized variation of ITD.
The conclusions differ if JND1 ([74 – 91 µs]) is considered. Indeed, according to JND1,
the ITD variation along the cones of confusion is not audible. Assuming that JND2 de-
notes discrimination performance of audio experts, whereas JND1 denotes non-expert
performance, this result suggests that the requirement of modelling and individualiza-
tion of ITD variation along the cones of confusion is weaker for standard applications
which do not require a high level of accuracy. In this context, ITD modelling by SHM is
perceptually sufficient,.
In addition it should be noticed that this study is based on a particular estimate of
ITD (Algazi et al., 2001 a). An issue of interest for future research would be to investigate
to what extent the previous conclusions may depend on the choice of the method of ITD
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estimate (Busson et al., 2005).
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abstract
Binaural synthesis is a sound spatialization technology, which is the closest to na-
tural hearing. It allows the spatialization of a monophonic sound source with only two
filters for a given position. The filters are defined by the HRTFs (Head Related Transfer
Function) corresponding to the left and right ear of the listener. The major drawback of
binaural synthesis is that the HRTF, which are related to the listener’s morphology, are
strongly individual. Listening with non-individual HRTF could lead to audible artifacts.
Therefore binaural rendering of high quality requires individualized HRTF. This thesis
tackles the problem of the individualization of binaural synthesis in the framework of
its implementation as a pure delay, the interaural time difference (ITD), and a minimal
phase filter determined by the magnitude of the HRTF. The work conducted on the ITD
validates the implementation chosen even for the positions where the HRTF are poorly
minimum phase filters. In addition the ITD calculation methods which are close to per-
ception are pointed out. An experimental study is also undertaken to investigate the
resolution of the ITD with the elevation angle along the cones of confusion. Perceptual
results indicate that the ITD variation with the elevation angle needs to be reproduced.
In order to account for this variation, a new formula is proposed on the basis of the
spherical head model. Optimization of the parameters of this formula for a whole ITD
database provides an average formulation which is appropriate for a large number of sub-
jects and for many applications. Concerning the modeling of the spectral cues (HRTF
magnitude), the Boundary Element Method (BEM) has been examined. It is concluded
that BEM methods are useful in combination with measurement for the modeling of
the low frequency part. A new approach, which involves statistical learning technique, is
proposed for the HRTF prediction. A neural network is built to compute HRTF in any
direction from a limited set of measured HRTF. Preliminary assessment of this modeling
shows that the neural network succeeds well in individualizing spectral cues. This result
suggests a simplified protocol of HRTF measurement : HRTF are measured for only a
few directions and the HRTF for the other locations are obtained by the neural network.
Key words : Binaural synthesis, 3D sound, HRTF, minimum phase filter, psychoacous-
tics, ITD, JND, BEM, neural network.
