Production ordering and inventory dynamics in a manufacturing system are analyzed using function transformation techniques (z-transform) and their conditions for stability are examined. A generic model which captures the mixing and variability in the production process is developed. Variation in the stability of the system operating under sufficient inventory coverage and under limited inventory coverage is highlighted. The effects of the frequency of information update on stability are then examined by relating the update frequency to the sampling interval of the underlying difference equations. System dynamics simulations are used to demonstrate the stable or unstable behaviour of the production-inventory system.
Introduction
In current volatile markets, companies need to respond quickly to changes in customer demand and adapt quickly to changes in technology. This necessitates the modelling and analysis of the dynamic behaviour of companies, especially their production-inventory systems (Ortega and Lin, 2004) . Analysis of production and inventory dynamics helps reveal periods of inventory build-ups, stock-outs, overtime production and production shutdown, which costs the companies in terms of profits, market position and customer satisfaction. Hence, it becomes critical to model and analyze the dynamics of production inventory systems. The dynamic behaviour or dynamic complexity is said to arise from the interaction between the various system components over time (Sterman, 2000) . Dynamic systems, characterized by delays, feedbacks and nonlinearities, cannot be adequately captured using mathematical programming techniques such as linear/nonlinear/stochastic programming. A natural choice to examine the production and inventory dynamics is the application of control theoretic techniques. This often involves capturing of the production-inventory system using feedback-based structures (Forrester, 1961; Towill, 1982; Axsa¨ter, 1985; Edghill and Towill, 1990; Sterman, 2000) and analysis of the system through the application of control theoretic tools such as block diagrams, Bode plots, and functional transformations (Wikner et al., 1992; John et al., 1994; Grubbstro¨m and Wikner, 1996; Disney and Towill, 2002; Disney et al., 2004) .
In this research work, modified causal loop diagrams are used to capture (model) the production-inventory system, which is then analyzed by applying z-transformation technique (a type of function transformation technique). Function transformation technique maps the system from the time domain to the frequency domain; the advantages of which are summarized below :
Frequency response analysis has been found to be an efficient tool to examine the critical design parameters and identify ranges of parameter values that give good transient response performance (Ortega and Lin, 2004) .
Standard techniques exists to analyze the system performance such as rise time, peak overshoots, and settling time, without recourse to simulation (Bissell, 1996) , Frequency domain calculations can be computationally very simple (Bissell, 1996) . Closed loop transfer functions of the system can be obtained that enables to gain insight into the stability of the system, Appropriate integration of transfer functions with simulation enables additional system analysis .
A number of techniques exists for transferring problems from one domain (Laplace, z, Fourier, w, frequency, etc) to another domain, to help gain insight from situations that have already been encountered and solved in other domains .
Transforms can be used to capture the stochastic properties by serving as moment generating functions (Grubbstro¨m, 1998) .
A comprehensive literature review on the use of control theoretic concepts for the dynamic analysis of production-inventory systems can be found in Ortega and Lin (2004) and Disney and Towill (2002) . John et al. (1994) demonstrated the stabilizing effect of including a supply line (work-in-progress, WIP) component into an inventory and order based production control system (Towill, 1982) , using block diagrams and Laplace transform. Towill et al. (1997) examined the critical design parameters within an adaptive model consisting of three feedback loops-inventory error loop, desired order in pipeline loop and the lead time loop, and highlighted how the total orders in the pipeline can be used for assessing the load of the internal manufacturing pipeline. Grubbstro¨m (1998) used Laplace transform, z-transform and Net Present Value on MRP systems and showed a three-fold use of transfer functions: (1) describes production, demand and inventory dynamics in a compact way, (2) captures stochastic properties by serving as moment generating functions, and (3) assesses the cash flows up capturing the net present value in the transfer functions. White (1999) has showed that simple inventory management systems are analogous to the proportional control in conventional control theory, and has demonstrated that the use proportional, integrative and derivative (PID) control algorithms can result in saving of up to 80%. total number of stages of production XWIP q work-in-progress at production stage q, units XPRATE q production rate at production stage q, units/week
Optimal control parameters for use in general production and inventory control systems have been found by Disney et al. (2000) using genetic algorithm. The performance measures characteristics considered by them include (1) inventory recovery to ''shock'' demands, (2) in-built filtering capability, (3) robustness to the production lead-time variations, (4) robustness to pipeline level information fidelity, and (5) systems selectivity. Dejonckheere et al. (2003) have employed filter theory to relate the dynamics of order replenishment to the production planning strategies ranging from lean systems to agile systems, highlighting the flexibility of their order replenishment policy. Lin et al. (2004) studied the stability and bullwhip effect assuming sufficient supply stock for a serial supply chain using z-transform analysis. They concluded that bullwhip effect will occur if the ordering policy includes forecasting; and developed control schemes to reduce the bullwhip effects. Disney et al. (2004) have studied a general production-inventory control system which is guaranteed to be stable through the use of Deziel-Eilon arbitrary setting (Deziel and Eilon, 1967) . They have derived analytical expressions for the bullwhip and inventory variance produced by the control system, and highlighted the bullwhip boundary as a function of the inventory feedback gain. Using linear z-transform analysis, Disney and Towill (2005) have identified and proposed a method to eliminate the possibility of an inventory drift due to uncertain pipeline lead times.
In this paper, a novel production ordering and inventory control system, which allows for the capture of mixing and variability in the production process and inventory management is presented using a causal loop diagram. The proposed system can be viewed as an extension of the automated pipeline inventory and order based production control system (APIOBPCS) family of models (Towill, 1982; John et al., 1994) , with the key enhancements lying in the representation of the production process, information update frequency and shipment-backlog constraints. The difference equation models of the system are constructed and the generalized transfer function of the production release order is obtained using z-transform techniques for infinite inventory coverage and for limited inventory coverage. The boundary conditions for the system stability are computed based on Jury's Test (1964) . Stability refers to the classical definition from the control system perspective, which indicates the ability of the system to return to the original state once the source of disturbance has been removed. Insights into the non-linear dynamic behaviour of the system are drawn from the mathematical models developed, the results of which are supported through simulation results. The effect of the frequency of information update on the stability of the system has been demonstrated by relating the update frequency to the sampling interval of the underlying difference equations. Hence, the existence of instability due to the improper selection of system parameters and the choice of sampling interval is confirmed. Finally, guidance for the selection of parameters to guarantee system stability is presented.
Modelling the production ordering and inventory control system
The underlying model of the production ordering and inventory control system in this work is adapted from the generic stock management structure (Sterman, 2000) and the APIOBPCS family of models (Towill, 1982; John et al., 1994) . In these models, the ordering rule is based upon the forecasted demand (FD), the difference between the desired level of inventory (DINV) and the actual inventory level, and the difference between the desired level of WIP (DWIP) and the actual WIP level. The ordering rule is a very general replenishment rule, the advantages of which include ability to represent material requirements planning (MRP) systems as a special case (Disney, 2001 ), ability to represent order-up-to systems and many variants as special cases (Dejonckheere et al., 2003) , lean and agile scheduling policies can be incorporated (Dejonckheere et al., 2003) , re-entrant manufacturing systems can be modelled (Tang and Naim, 2004) , vendor managed inventory (VMI) strategy can be coupled (Disney, 2001; Disney et al., 2003) , representative of industrial performance in UK (Coyle, 1977) , represents human behaviour models whilst playing the Beer Game (John et al., 1994) .
In this research, the above ordering rule is adapted to represent the production release ordering rules. However, the model developed in this research improves over the APIOBPCS model in the following aspects:
Representation of the production process using a higher order material delay modelling construct rather than a fixed pipeline delay. This allows for a better account of the production process by capturing the mixing of products and variability in processing times.
Explicit representation of the frequency of information update, through the use of a sampling interval, to study its effect on the system stability.
Maintenance of an order backlog to ensure that the orders not fulfilled immediately are not lost. The shipment rate is then defined as a function of order backlog and inventory on hand to ensure that the shipment does not exceed the inventory in hand.
In the following sections, the production ordering and inventory control model is defined conceptually and then translated into differential or difference equation models which can be readily simulated. Causal loop diagrams (CLDs) are used to represent the conceptual feedback structure of systems (Richardson 1986; Sterman 2000) . The CLDs are interpreted as follows:
The CLD consists of variables that are connected by causal links, represented by arrows, indicating the influence amongst the variables.
In each causal link, the variable at the tail of the arrow is called the independent variable and the variable at the head of the arrow is called the dependent variable.
A positive (+) causal link means that when the independent variable increases (decreases), the dependent variable increases above (decreases below) what would have been if the independent variable did not change.
A negative (-) causal link means that when the independent variable increases (decreases), the dependent variable decreases below (increases above) what would have been if the independent variable did not change.
In this work, the CLDs are used as a system descriptive and communication tool. Hence, stocks and flows are explicitly included as part of the causal diagram to enhance clarity (Sterman, 2000) . Stocks, represented by rectangles, are accumulations that characterize the state of the system, provide inertia and memory, and act as source of delays and create disequilibrium dynamics (Sterman, 2000) . It is noted that the stocks only change through the flows (or flow rates) and there is no causal link directly into the stocks.
Description of the proposed model
The functions of the production ordering and inventory management system include demand forecasting, customer order fulfilment, production ordering (determining the production release quantities), and the production process. These functions have been identified based on their direct influence on the production-inventory control system and based on the past research works. The conceptual model is shown in Figs. 1 and 2 using CLD with the stock-flow structure, where Fig. 1 depicts the causal loop diagram of a manufacturer showing the product production and inventory management and Fig. 2 (explained in detail in Section 3.4) depicts the causal loop diagram of manufacturer's product production process. The sequence of operations in a given time period is as follows: Calculation of order backlog, Forecasting, Calculation of DWIP and desired inventory, Determining the current period's production release, Determining the production rate, Computing the current WIP, and Computing the current inventory levels. The underlying equations governing each function, along with their validity and appropriateness, are as described in the following sections.
Demand forecasting
The FD of the products is based on first order exponential smoothing of the customer sales rate (SALES), with a smoothing constant r and sampling interval d (Fig. 1 , top left):
The sampling interval (d) is said to correspond with the frequency at which the information is updated within the system. Typically, in the past research works (Grubbstro¨m, 1998; Disney and Towill, 2002) , the sampling interval d is implicitly assumed to equal to 1, indicating a weekly update of the ordering rule. In the current research work, the impact of the frequency of information update on the dynamics of the system is explicitly measured. It is noted that d appears only in those equations modelling the stocks, namely the forecast, order backlog, inventory, and WIP. Also, for the purpose of this research, it is desirable to minimize the impact of forecasting methods on the system dynamics. Based on the pilot experiments by Venkateswaran and Son (2004) , it was seen that exponential smoothing exhibits the least oscillations and has the desirable property of low mean absolute deviation when compared to the moving average method. Also, Dejonckheere et al. (2002) showed that simple exponential smoothing results in the lowest ordering costs.
Customer order fulfilment
A backlog of unfulfilled orders (OBKLG) that accumulates the difference between the sales rate and the shipment rate (Fig. 1 , top right) is explicitly considered (see Eq. (2)). The inclusion of the backlog improves the validity of the model as most manufacturing firms cannot deliver goods immediately (Sterman 2000) . The shipment rate (SHIP) of the physical goods is determined as a function of the current order backlog and the inventory in stock, to ensure that the shipment does not exceed the inventory in hand (see Eqs. (3)- (5)). 
Production ordering
The production ordering aspect ( Fig. 1 ) determines the production release quantities (PREL) using the ordering rule, based upon the FD (Eq. (1)), the difference between the DWIP and the current WIP level (WIP), and difference between the DINV and the current inventory level (INV):
The fractional adjustment rate for WIP (a) describes how much of the discrepancy between the desired and current levels of WIP are to be added to the production release order. The fractional adjustment rate for inventory (b) describes how much of the discrepancy between the desired and current levels of inventory are to be added to the production release order. Based on the Little's law, the DWIP in the system is set to yield the desired throughput, given the lead time (L) (see Eq. (6)). The desired throughput is set equal to the FD. To provide adequate coverage of inventory, the manufacturer seeks to maintain a DINV set equal to the FD (see Eq. (7)). Also, the inventory level (INV) accumulates the difference in the production rate (PRATE) and the shipment rate (see Eq. (8)). The WIP level (WIP) and the production rate are modelled as higher order delays, as explained in detailed in the Section 3.4. 
Production process
The production process is typically modelled as a fixed pipeline delay (Towill, 1982; John et al., 1994) . However, this does not capture the mixing of products and the variability in processing times. The other extreme is to represent the delay as a first-order delay, where there is a high mixing and variability in the processing times. Between the extremes of pipeline delay (no mixing and constant delays) and firstorder delay (high mixing and variation) lies the intermediate cases where there is some mixing in the processing order. Examples of such delays in the manufacturing domain include job shop and cellular manufacturing systems. Hence in this research, to capture the production dynamics accurately, the delays are modelled as a higher-order material delay. The response of higher order delays slowly increases to a peak and then trails off. The Qth order delay can be seen as a sequence of Q first-order delays, which is referred to as 'stages'.
In this paper, the stock WIP (Fig. 1 , shown in grey) is now replaced by a higher order delay (of order Q=3), as shown in Fig. 2 . Still, the total WIP in the stages accumulates the difference in the PRATE and the production release rates (PREL) (see Eq. (9)). The individual stage WIP (XWIP q ) accumulates the difference in the exit production rate in the previous (q-1)th stage and the exit production rate in the current qth stage (XPRATEq) (see Eq. (10)):
Furthermore, based on Little's law, the exit production rate (XPRATE q ) is set to yield the desired throughput for the given levels of WIP at each stage and the average lead time at each stage (see Eq. (11)). The average lead time at each stage is defined by the ratio of the total lead time and the number of stages.
XPRATE qt ¼ XWIP q;tÀ1 =ðL=QÞ; 8q 2 ð1; . . . ; QÞ (11)
System analysis using z-transform technique
Ordering and inventory-based production control systems have been analyzed using the z-transform technique (Vassian, 1954; Adelson, 1966; Deziel and Eilon, 1967; Bonney et al., 1994; Grubbstro¨m, 1998; Disney and Towill, 2002) . In this paper the z-transform technique is used to obtain generalized transfer functions of the production release order (and later the stability conditions). As opposed to the past works, the transfer functions are obtained in terms of the following system parameters: (1) fractional adjustment of WIP, (2) fractional adjustment of inventory, (3) exponential smoothing constant for forecast, (4) number of production stages (or order of production delay), (5) production lead time and (6) the sampling interval. That is, in the past works the transfer functions were obtained in terms of some of the above parameters (1, 2, 3, and/or 5), while in this work, all six are included. The z-transform technique is applicable for the functional transformation of sequences. Production and inventory control systems can be readily viewed as a system sampled at regular discrete intervals, since the ordering rules are evaluated only at discrete points in time, such as every day or every week. The underlying equations (shown in Section 3) are discrete, and hence z-transform can be readily applied. Now, a necessary step before the z-transform analysis is the linearization of the non-linear functions present in the system model. Linearization is important as the exact solution using z-transform analysis can be obtained only for linear system. The non-linear functions are found to arise in the inventory and production control systems due to 'saturation effect'. The saturation effect results in sharp discontinuities in the output response to a varying input. In the model, the shipment rate is a typical non-linear function characterized by the saturation effect. In this paper, such non-linear functions are linearized using local linearization technique, in which the non-linear function is separated into piecewise linear functions. In Section 3.2 (Eq. (3)), the shipment rate is given as a function of the order backlog and the inventory available. Assuming a sharply discontinuous function, it is seen that when the sales is less than the inventory available, the shipment rate equals the sales rate; and when the sales rate is more than the inventory available, the shipment rate equals the inventory available, as shown below:
In the following sections, two distinct regimes of inventory operations are analyzed using z-transform techniques. In the first operational regime, it is assumed that there is always sufficient inventory coverage to meet the desired shipments. In the second operational regime, it assumed that there is not sufficient inventory coverage to meet the desired shipments. It is noted that the dynamic behaviour of the system often results in transition between the operational regimes, which are not captured in such separate analysis. However, useful insights can be drawn from such segregated analysis as illustrated in Section 6.
z-Transform description
The z-transform of the discretized production ordering and inventory control system (refer Section 3), with the excess equations reduced, are given as follows:
The z-transform of the exponentially smoothing demand forecasting function (Eq. (1)) is as shown in Eq. (13). Eqs. (14a) and (14b) represent the z-transforms of the shipment rate in terms of the sales and current inventory level, which is obtained by combining and reducing Eqs. (2)-(4). Eq. (14a) is used in the transform analysis of cases in which there is always sufficient inventory coverage to meet the desired shipments. Eq. (14b) is used in the transform analysis of cases in which there is not sufficient inventory coverage to meet the desired shipments. Eqs. (5)- (7) are combined and reduced to represent the production release order rate in terms of the FD, WIP and inventory levels, and the z-transform of which is shown in Eq. (15). The inventory policy, shown in Eq. (8), is converted into the z-domain using the Heaviside step function or the integration term 1/(1Àz À1 ) . Using the principles of mathematical induction, the Eqs. (9)-(12) are algebraically treated to derive the closed form z-transforms of the WIP (Eq. (17)) and the end production rate (Eq. (18)) for a general Q stage production process, the detailed description of which is presented in Appendix A. It is readily seen that when L ¼ dQ and d ¼ 1, the Eq. (18) collapses to the form PRATE½z ¼ z ÀL PRELS½z, which is the z-domain conversion of a pipeline delay policy.
System transfer function for infinite inventory coverage
In this case, it is assumed that, there is always sufficient product inventory coverage to meet the desired product shipment rate (i.e.DSHIPpINV). Using algebra, the transfer function for PREL/SALES has been obtained by solving Eqs. (13), (14a)-(18) simultaneously; the simplified form of which is presented below:
System transfer function for limited inventory coverage
In this case, it is assumed that, there is not sufficient product inventory coverage to meet the desired product shipment rate (i.e.DSHIP4INV). Using algebra, the transfer function for PREL/SALES has been obtained by solving Eqs. (13), (14b)- (18) simultaneously; the simplified form of which is presented below:
The difference in the transfer functions between Eqs. (19) and (20) and the respective resultant system become explicit when studied in terms of system stability, as detailed in Section 5.
Stability analysis
It is important to understand how the production ordering and inventory control system responds to any change in its input (i.e. sales rate), especially under a fluctuating market. Does the response result in increasing amplitude oscillations and chaos in general, or does the response appear controllable and damped? Thus it becomes essential to know under what conditions the system is stable or unstable. In this section, the general conditions for the system stability, from the PREL transfer functions in Eqs. (19) and (20), is presented in terms of the various design parameters. Now, a system given by its closed form transfer function is said to be stable if all the roots (poles) of the transfer function's denominator polynomial lie within the unit circle in the complex plane (Jury, 1964) . Systems with poles that are outside the unit circle or with repeated poles on the unit circle are said to be unstable, as they expand. Systems with non-repeating poles on the unit circle are termed as critically/ marginally stable, as they neither converge nor expand. In general, complex pair of poles inside (outside) the unit circle indicate an oscillatory damping (growth) in the system output; and real poles inside (outside) the unit circle indicate an exponential damping (growth) in the system output, which maybe oscillatory. Also it can be observed that, the further inside the unit circle the poles are, the faster the damping and, hence higher the stability. The roots of the numerator polynomial (zeros) represent the roots of the feed forward part of the transfer function of a system. There is no restriction on the values of zeros other than that required to shape the dynamic response.
However, the denominator polynomial of the transfer functions is often of higher order, and the algebraic solution involves complex mathematical calculations. In such cases, it is desirable to test the location of the roots on the complex z-plane, without explicitly solving for the roots. In this research, Jury's Test (Jury, 1964 ) is employed to determine the location of the roots. Though this method enables a solution, it still involves tedious calculations, which are hence performed by the authors by using Mathematica
For a given characteristic polynomial (denominator of the transfer function), cðzÞ ¼ a 0 z n þ a 1 z nÀ1 þ Á Á Á þ a n ða 0 40Þ, Jury's Table is constructed as shown in Table 1 . For stability, all a k 0 s must be positive. Inspection of the denominator polynomial of the PREL transfer functions in Eqs. (19) and (20) reveals a polynomial whose order is contingent upon the value of Q. In order to avoid solving a transcendental function, the value of Q is fixed arbitrarily at 3, which is used for the remainder of the paper. The transfer functions for infinite inventory coverage and limited inventory coverage are now reduced to Eqs. (21) and (22), respectively.
The control parameters identified to affect the system stability are the fractional adjustment rate for WIP (a), fractional adjustment rate for inventory (b), sampling interval or frequency of information update (d), exponential smoothing constant for forecasting demand (r) and the production lead time (L). The stability conditions for the two different operational regimes considered are obtained in terms of the above control parameters.
Stability Conditions for Infinite Inventory Coverage
The denominator polynomial of the PREL transfer function in Eq. (21) is expanded to reveal a polynomial in the fifth degree. The list of coefficients for the different powers of z is as shown in Table 2 . The Jury's table (not shown) is then constructed for these coefficients. The a k 0 's (with k ¼ 1; . . . ; 5) in their natural form are very lengthy mathematical expressions, which are not shown in this paper for the sake of brevity. Now, for specified settings of the system parameters, the stability conditions are derived in terms of a and b. The production lead time L, is set arbitrary at 3 to reflect a pipeline delayed production process. The exponential smoothing parameter r is fixed at an arbitrary value of 1, and the sampling interval (d) is set equal to 1 week (d ¼ 1 since the measurement units of the system terms are per week). Upon solving the a k 0 's (with k ¼ 1; . . . ; 5) with the above settings of the parameters, the stability criteria are obtained, where all a k 0 's must be positive for the system to remain stable. Given the nature of the construction of the Jury table, the stability conditions in terms of a and b can be obtained by solving for the roots of the stability criteria a 0 0 for a: 
The stable (grey region) and unstable regions are plotted on the parameter plane as shown in Fig. 3 . The system guarantees to be stable when the values of a and b are restricted to the stable region. Four sample data points (shown as black dots in Fig. 3 ) are used to illustrate the stability of the system response, as shown in Fig. 4 .
Stability conditions for limited inventory coverage
For the case of limited inventory coverage, the denominator polynomial of the PREL transfer function in Eq. (22) is expanded to reveal a polynomial in the sixth degree. The list of coefficients for the different powers of z is as shown in Table 3 . The Jury's Table is constructed for the above coefficients. Analogous to the previous case (Section 5.1), the stability conditions are derived in terms of a and b for specified settings of the parameters (L ¼ Q ¼ 3, r ¼ 1, and d ¼ 1), as shown in Eq. (24). The conditions are obtained by solving for the roots of the stability criteria a 0 0 for b.
b4 À 1 þ a and bo1:
The stable (grey region) and unstable regions are plotted on the parameter plane as shown in Fig. 5 . The system guarantees to be stable when the values of a and b are restricted to the stable region. Four sample data Table 2 List of coefficients for denominator of the PREL transfer function with Q ¼ 3 points (shown as black dots in Fig. 5 ) used in the case of infinite inventory coverage are used also in this case to illustrate the stability of the system response, as shown in Fig. 6 . It is observed that, the same parameters producing a critically stable response in the infinite inventory coverage case, produces a stable response in the limited inventory coverage (Fig. 4a vs. Fig. 6a ); parameters producing a stable response in the infinite inventory coverage case, produces a critically stable response in the limited inventory coverage (Fig. 4c vs .  Fig. 6c ); parameters producing a unstable response in the infinite inventory coverage case, produces a stable response in the limited inventory coverage (Fig. 4d vs. Fig. 6d ). These results clearly reveal the importance of different inventory coverage schemes considered in modelling.
Time domain response of non-linear production ordering and inventory control system
At this juncture, it is important to present the dynamic behaviour of the original non-linear system in response to time varying system input. Stability regions have been obtained for two distinct instances of system operations: (1) under infinite inventory coverage and (2) under limited inventory coverage. However, the dynamic behaviour of the system often results in transition between one operational regime to the other, which is not captured in such separate analysis. It is of interest to validate the applicability of such separate analysis by observing the shift in the stability regions when the system switches from one operational regime to another. The system response (PREL) to a staggered step demand pattern is as shown in Fig. 7 . The system parameters are set at the values of
The fractional adjustment rate for WIP (a) and fractional adjustment rate for inventory (b) are set equal to 1. The sales rate is kept constant at 5 units/week, increased to 10 units/week at week 20 and again increased to 30 units/week at week 50. It is assumed that the system operates at below capacity for the first 50 weeks, i.e., having sufficient inventory coverage to meet the required sales. Fig. 7 clearly illustrates the change in the stability region of the system in response to the change in the operational regime.
Analysis of effect of sampling interval on system stability
The sampling interval (d) is said to correspond with the frequency at which the information are updated within the system. In the current research work, the impact of the frequency of information update on the dynamics of the production ordering and inventory control is explicitly measured. In this section, the effect of different settings of the sampling interval d on the stability conditions in terms of a and b are obtained, first for the infinite inventory coverage case and next for the limited inventory coverage case. For both cases, the exponential smoothing parameter r is fixed at an arbitrary value of 0.2; the production process is captured as a higher order delay with Q ¼ 3 and L ¼ 4 weeks. Substituting the above values of r and L into the general PREL transfer functions for Q ¼ 3 (Eqs. 21 and 22), and solving the resultant denominator polynomial using Table 3 List of coefficients for denominator of the PREL transfer function with Q ¼ 3 Fig. 8 . In Fig. 8 , for a given value of d, the region enclosed above the solid curve and below the corresponding dotted curves is the stable region of the system (system unstable elsewhere). The upper curve (dotted curves) marking the boundary of the stability region for dp1=2 are not shown as they lie beyond a ¼ 3. However, it is noted the boundary dotted curves for d values of 1/2, 1/4,1/7 and 1/14 are almost parallel to the dotted curve of d ¼ 1, intersecting the y-axis (a) at approximately 4, 8, 14 and 28, respectively. It is observed from Fig. 8 that the region of stability expands with decreasing values of d. Value of d ¼ 2 marks a very narrow stability region where a % b and ao1 and bo1. Value of d ¼ 1 encloses the previous region, allowing for a more cautious or aggressive ordering policy. Higher values of a and b indicate an aggressive ordering policy that aims to rectify the WIP and inventory discrepancies faster, respectively. Hence, for aggressive firms it is desirable to have frequent updates of information (lower d), to ensure that system performs within the stable region. Also, it is clear that firms ordering only based on the end inventory levels ignoring the current WIP or supply line (a ¼ 0, b40) becomes unstable even if it fully accounts for the inventory levels (b ¼ 1), allowing only for very cautious ordering policy (bo0:5). This condition remains true even for very frequent updates of information.
Investigation of a Special case: a ¼ b
The setting of a ¼ b, which is referred to as the Deziel-Eilon arbitrary setting (1967) , results in the production release order rate to be stable for all values of a ¼ b (Towill, 1982; Disney and Towill, 2002) . Specifically, the transfer function of production release rate is found to be stable for a pipeline delayed production process with sampling interval of d ¼ 1. It is of our interest to understand the effect of varied sampling intervals on the stability when a ¼ b.
Setting a ¼ b reduces the PREL transfer function (with Q ¼ 3) in Eq. (21) to the Eq. (25) shown below:
Given the simplistic nature of the transfer function, the poles and zeros can be directly computed without resort to the Jury's Test, as shown in Table 4 . Upon inspection of the poles, it is immediately apparent that the system is always stable if ða ¼ bÞo2=d (poles must lie within the unit circle in the complex plane for stability). This relation is critical in selecting the appropriate (though equal) values of a ¼ b based on the frequency of information update. It is noted that the role of the production process delay (effect of Q and L) on stability is eliminated by the use of equal values for a and b.
Effect of sampling interval: limited inventory coverage
For the limited inventory coverage case, the stability conditions (roots of a 0 0 ) for varying values of d are plotted in the aÀb plane as shown in Fig. 9 . In Fig. 9 , for a given value of d, the region enclosed above the solid curve and below the corresponding dotted curves is the stable region of the system (system unstable elsewhere). The curves (dotted & solid curves) marking the boundary of the stability region for dp1=4 are not shown as they lie beyond the plot range. However, it is noted the solid curves for d values of 1/2, 1/4, 1/7 and 1/14 intersects x-axis (a) at approximately 4, 8, 14, and 28, respectively. This observation is similar to the infinite inventory coverage case (Section 7.1). However, in the infinite inventory coverage case it was seen that for any value of d, the firm cannot order only based on the end inventory levels ignoring the supply line (a ¼ 0, b40). In the case of limited inventory coverage it can be seen from Fig. 9 that the stability regions grows in both directions of a and b. This allows for firms whose demand always exceeds supply to choose the best combination of a and b. For such firms information synchronization at d ¼ 1=2 itself yields a sufficiently large decision space in a and b.
Also, it is noted that the stability conditions plotted are for the production release. Now, it is suspected that the system goes under a 'false' sense of stability since the quantity dispatched always equals the inventory available; which explains the large stability region as compared to infinite inventory coverage. It is easily seen that the order backlog would keep increasing since sales exceeds inventory. The investigation of the stability of system in terms of different outputs-production release rate, order backlog, etc is left for future research. 
Conclusions
A general production ordering and inventory control system has been described and analyzed. Generalized stability conditions have been derived using z-transformation techniques with the system parameters including fractional adjustment of WIP, fractional adjustment of inventory, exponential smoothing constant for forecast, number of production stages (or order of production delay), production lead time and the sampling interval. The stability boundaries for system operating under inventory adequacy and inventory insufficiency have been established. Jury's Test has been employed to derive the stability conditions for the complex higher order polynomials. These results have been verified through the simulation of the dynamic behaviour of the original system. The effect of the frequency of information update on the stability of the system has also been analyzed. The frequency of information update has been mapped on to the sampling interval of the underlying difference equations. Results have revealed that aggressive ordering policies (higher values of the fractional adjustment rates for WIP and inventory) require a more frequent information update, i.e. lower sampling interval. Also, the stable Deziel-Eilon settings of the fractional adjustment rates have been found to be dependent on the sampling interval, stressing the need to select the appropriate control parameters also based on the sampling interval.
Further investigations need to be carried out to study the effect of multiple parameters, multiple non-linear constraints and their interactions. The influence of the sampling interval on special ordering schemes and manufacturing policies also needs to be studied.
The natural progression of this paper would involve the future extension of this work in two directions. One direction is a horizontal extension to supply chain settings, where the stability effects of information update frequency between members of the supply chain analyzed in relation to the strategy of the supply chain employed (viz. lean, agile, vendor managed inventory). The other direction is a vertical extension within an enterprise to analyze the dynamic interactions between hierarchical planning and scheduling systems resulting in stable or unstable behavioural patterns, especially in the presence of disturbances.
Appendix A
A.1. Derivations of closed form function for higher order WIP and production rate
The production process models are developed using the following underlying difference equations: The closed form z-transforms for WIP (WIP) and PRATE for a general Q stage production system with lead time L has been obtained using the principle of mathematical induction. Model equations are defined for Q ¼ 1; 2; . . . z-transforms are obtained for each XWIP and XPRATE. These equations are solved simultaneously using basic algebra to eliminate XWIP and XPRATE and obtain closed form z-transforms for WIP and PRATE. For Q ¼ 1, the individual transfer equations are: 
