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Abstract—Virtual training systems are attracting 
paramount attention from the manufacturing industries 
due to their potential advantages over the conventional 
training practices. Significant cost savings can be 
realized due to the shorter times for the development of 
different training-scenarios as well as reuse of existing 
designed engineering (math) models. This paper 
presents a newly developed virtual environment (VE) for 
training of procedure tasks i.e. object assembly. Unlike 
existing VE systems, the presented idea tries to imitate 
real physical training scenarios by providing 
comprehensive user interaction, constrained within the 
physical limitations of the real world. These physical 
constrains are imposed by the haptics devices in the 
virtual environment. As a result, in contrast to the 
existing VE systems that are capable of providing 
knowledge generally about assembly sequences only, the 
proposed system helps in cognitive learning and 
procedural skill development due to its high physically 
interactive nature. In addition a novel evaluation 
framework has also been proposed to evaluate system 
efficacy through a large scale of user-testing, which is 
often been neglected by design experts in the field of 
VEs. Results confirm the practical significance of 
evaluating a VE design by involving sample of real and 
representative users through the effective discovery of 
critical usability problems and system deficiencies. 
Results also indicate benefits of collecting multimodal 
information for accurate and comprehensive assessment 
of system efficacy. Evaluation results and improvement 
of existing design are also presented. 
Keywords - Virtual environment; Training; User-ecntred 
evaluation; Performance; Perception; Memory 
I.  INTRODUCTION  
Assembly is one of the most studied processes in 
manufacturing and a number of computer based virtual 
reality systems has been proposed, developed [1, 2] and 
adopted by the manufacturing industries due to their 
potential advantages over the conventional training 
practices. Significant cost savings can be realized due to the 
shorter training-scenarios development times and reuse of 
existing engineering math models. In addition, by using 
computer based virtual environments (VE) based training 
systems, the time span from the product design to 
commercial production can be shortened due to non-reliance 
on hardware parts for training. The system demonstrated by 
(Vizendo) is currently used by car manufacturing 
companies, such as Volvo and SAAB, to train assembly 
sequences to the assembly operators. Such training systems 
are effective if the knowledge required to be transferred is 
just process sequence such as assembly sequence. However, 
knowledge transfer for procedural and cognitive learning as 
well as skills development is very limited, due to the lack of 
user interactivity and immersion. Keeping in mind, the short 
comings of aforementioned VE systems, a complete 
interactive and immersive VE system is presented. The 
presented idea tries to imitate real physical training 
scenarios by providing comprehensive user interaction, 
constrained within the physical limitations of the real world 
imposed by the haptics devices within the virtual 
environment. As a result, in contrast to the existing VE 
systems that are capable of providing knowledge generally 
about assembly sequences only, the proposed system helps 
in cognitive learning and procedural skill development as 
well, due to its high physically interactive nature. The 
system is designed to imitate the real physical training 
environments within the context of visualization and 
physical limitations.  
The aim of the proposed system is to support the learning 
process of general assembly operators as well as provide an 
intuitive training platform to enable assembly operators to 
perform their learning practices, repeatedly, until they are 
proficient with their assembly tasks and sequences. Their 
levels of proficiency could be measured by quantifiable data 
such as the percentage of correct tools/parts selected and the 
time they took to complete the specified tasks. Moreover, 
because the purpose of the system is to help users participate 
in assembly training rather than in learning how to use the 
system itself it is pertinent to design an engaging interface so 
that the system is easy and pleasurable to use.  
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A. Design for Users 
    Specifically, the virtual environment training systems aim 
to provide an interactive training platform where users can 
explore their targeted assembly sequences through 
experiential learning in 3D virtual space. Users are able to 
interact with virtual objects directly and experience the 
effects of their interactions. The effects are likely to include 
visual, audio and haptic feedback. Through direct 
manipulation, implicit and explicit learning modes can be 
induced [3]. Implicit learning is "the induction of an 
underlying representation that mirrors the structure intrinsic 
to the environment"[4]. On the other hand, explicit learning 
is characterized by the formation and refinement of mental 
models [5]. An additional consequence of direct 
manipulation of virtual objects is that users' motivation is 
increased and concepts become more readily internalized 
[6].  
 
B. Evaluation with Users 
    As we are interested in thorough evaluation of human-VE 
interaction (HVEI), and learning outcomes achieved in VE 
training, maximum user’s role and feedbacks is essential [7]. 
Thus, apart from assessing the functionality of the VE 
independently that is considered to be inadequate according 
to user-centered evaluation paradigm; we also assess the 
performance and perceptions of users and embedded 
functional usability into such evaluation process. Even 
though, human performance and interaction with advanced 
computer technologies have been extensively studied for a 
long time, performance and task-related interactions relates 
to users’ affective perceptions, recognition and ability of 
recall are not well understood. We took the initial steps 
towards the quantification of VE efficacy through integration 
of multimodal information. Moreover, since affective 
perceptions and cognition of users are at the heart of human-
VE interaction and experience, we believe that interest in 
evaluating the affective and cognitive aspect of learning 
outcomes evoked by VE will grow in the future. This paper 
has following organization: section II describes the design 
aspect of the virtual environment training system; section II 
introduces the empirical design and methods for evaluating 
the system, section IV presents the evaluation results; 
Section V discuss the design improvement and concludes the 
paper.  
II. VIRTUAL ENVIRONMENT TRAINING SYSTEM DESIGN  
A. System Architecture 
   The overall VE training system architecture, as shown in 
Figure 1, uses a modular approach where different software 
modules process information independently. This modular 
approach makes the system highly scalable as new modules 
can be added into the system or discarded at anytime with 
minor changes in the central processing module. 
Furthermore, independent processing modules take 
advantage of the current multi-core architectures of the 
computer processors by running operations in parallel if 
processes are completely independent. Moreover, the 
functional aspects of the VE training system are event-driven 
where communications between system modules are 
encapsulated as events that are propagated to the appropriate 
destinations. This event-driven approach provides a 
framework of assessment and evaluation of the user's 
performance. It also portrays an outlook similar to computer 
games, keeping the user motivated to keep progressing 
throughout the simulation. This event-driven system design 
considers the repository, object interaction and user interface 
aspects of the system. The repository is needed to provide 
storage and retrieval of geometric models representing 
virtual worlds and assembly parts as well as the information 
models encapsulating relevant assembly sequences. The 
overall system could be divided into two broad classes i.e. 
software modules and hardware equipments. Hardware part 
of the system includes I/O devices such as Phantom® haptic 
device, 5DT® data glove, Flock of Birds and visualization 
equipments such as Emagin's Z800 HMD or Stereo 
projectors. Software part of the system is responsible of 
providing interactive functionality to the user.  
 
Figure 1. System Architecture 
   The hardware modules used to provide complete 
immersive and interactive training environment can be 
divided into two broad categories that are the devices to 
provide immersion and the devices responsible for 
interaction. For display purposes, two different stereoscopic 
modes are provided that are stereo projection system mode 
and HMD mode. The display of graphical user interface 
(GUI) of the VE system can be selected in any of the 
aforementioned display modes. Both of the modes provide 
depth perception to the user. HMDs are capable of providing 
better immersion to the user however suffers with 
shortcomings [8]. For the developed setup of the VE, NEC® 
stereo projection system and eMagin’s Z800 HMD is used. 
Software training environment consists of different 
information processing modules separated on the basis of 
information availability to the user and interaction required 
form the user. The software modules developed within the 
functionality of VE training system are Central information 
processing module, Registration Module, Physics Engine, 
Data Acquisition Module, Collision Detection engine, 
Evaluation Module. The overall architecture of the VE 
training system can be represented by a block diagram 
shown in Figure 1. Moreover, Head Mounted Displays 
(HMDs) are used for immersive visualization equipped with 
6DOF trackers to keep the virtual view synchronized with 
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the human vision; PHANTOM devices are used to impose 
physical movement constraints. In addition, 5DT data gloves 
are used to provide human hand representation within the 
virtual world.  
B. Training Design 
   Training consists of user selectable difficulty levels and 
training modes. Four training modes provided: Process 
Demonstration, Guided Assembly, Unguided Assembly and 
Free Play. Provided training modes require different 
interaction levels from the user. In general less difficult 
training mode requires less interaction or input from the user 
and provides more visual and audio feedbacks to guide the 
user through the simulation. In contrast as difficulty level 
rises, user interactivity increases and feedbacks decreases so 
as to provide grounds for assessment and evaluation of the 
knowledge transfer to the user.  
 
Figure 2. VE hardware setup 
C. Human-VE Interaction Design 
   The user interaction can be defined in terms of the I/O 
devices that are used to interact with the virtual training 
environment and triggers different events embedded into the 
system as shown in Figure 2. In general user wears the data 
glove attached to the haptic device to perform tasks. The 
data glove provides the visualization of virtual hand within 
the virtual environment whereas the haptic device provides 
the force sensation to the user as well as the tracking 
information that is the location and orientation of the hand. 
The user is able to grasp and manipulate the objects by 
touching them and making a predefined hand gesture. While 
the objects are in user's grasp can be dragged throughout the 
virtual environment, however with physical constraints, i.e. 
not being able to pass through other objects. The user is then 
supposed to assemble the objects by fitting them to 
appropriate locations. To be able to fit the object, the user 
has to perform alignment of the objects according to the 
fitting space, as the physical constraints imposed by the 
haptic device restrict the assembly operation to be fulfilled 
otherwise. The user is also provided with the visual and 
audio feedbacks to inform about different events that occur 
during the operation such as completion of any specific 
assembly operation. 
III. USER-CENTRED EVALUATION 
   In order to evaluate the proposed design, we refer to a set 
of philosophy, methods, practices, and studies of user-
centred design and evaluation as our methodological 
approach. This approach focuses on the involvement of users 
in the design of computerized systems [9]. Along with 
usability evaluation methods, they are bringing new insight 
for VE development [9, 10].  This is realized through 
enhancement of traditional usability evaluation methods, and 
tailors them to suite evaluation of 3D VEs. The ultimate goal 
is to achieve systematic and comprehensive evaluation 
through collecting both subjective and objective data streams 
from users. Such data streams are consistent of performance 
data, perceptions data, and memory test data. Combining 
these data streams not only enable us to get a broad view of a 
complete human-VE interaction (HVEI) and functional 
usability of the VE under evaluation, but also provide us an 
enriched view of human-side efficacy of the VE.  
A. Overview of Experimental Design  
   In this study, we are specifically interested in 
documenting the benefits of our virtual training system 
design, and to what extent it is in procedure tasks training. 
We adapted a Multi-dimensional User-centred Systematic 
Training Evaluation (MUSTe) method (Jia et al. 2009) for 
achieving this goal.    Seventy six volunteers with diverse 
background and age-level differences performed a series of 
object assembly tasks in the VE training system. Out of 
these 76 participants, 56 are male and 20 are female. 
Subjects are falling into four age groups: 18-24 (N=32), 25-
34 (N=33), 33-45 (N=8) and three (N=3) are over 46 years 
old.  
B. Design of Assembly Tasks 
   Procedural tasks such as object assembly require users to 
comprehend assembly sequence presented in the VE; 
recognize correct objects for specific task procedure, and 
utilize various VE input and output devices to achieve 
learning. Design of the tasks was based on field observation 
of automotive assembly production line. Seven objects 
assembly tasks (Figure 3) with various levels of difficulty 
(Table I) were embedded in the VE training system. 
 
 
 
Figure 3. Screenshot of the practice task 
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Figure 4. MUSTe automatic data collection tool 
C. Material and measures 
    Two self-report user perceptions measures, self-efficacy 
scale (SE) and perceived VE scale (PVE) were utilized. 
These scales allow us to gather users’ subjective perceptions 
of the VE training system. For example, on a 10-point 
semantic differential rating scales (from 0 to 100 with 0 
being the lowest rating), participants rate their capability in 
performing a training test with similar type of tasks in terms 
of accuracy, efficiency and effectiveness (SE). PVE was 
used to measure the individual’s beliefs of the effectiveness 
to which the VE assisted them in learning object assembly 
tasks. A 7-point Likert scale was used to gather participants’ 
rating for each item, ranging from 1 (Strongly disagree) to 7 
(Strongly agree).Sample questions include “I was able to 
focus my attention on learning assembly procedures rather 
than the input control tools (e.g. haptics device)”, “ the input 
control tools (e.g. haptics device, data glove and 3D mouse) 
were comfortable to operate together in unison” and “ I have 
a strong sense of “being there” (sufficiently immersed) in 
the virtual training environment”. Higher ratings are 
considered to indicate higher perception of VE efficacy.  
 
   Objective measures of task performance and performance 
memory test on recognition and recall were also used in the 
evaluation process. Users’ performance test on trained skills 
was automatically recorded through logging file with 
detailed information of ‘time on task’ and ‘accuracy’ of task 
performance. Their performance procedures were also 
recorded using video. Memory test questionnaire (MTQ) 
was used to aid assessment of engagement and immersion of 
user experience in VE [11]. By focusing on questions 
related to VE structure and characteristics, user may reveal 
his/her spatial awareness, sense of presence and attention on 
VE. An automatic data collection and analysis tool, as 
shown in Figure 4, was used in collecting user perceptions 
measures. Objective performance data, video recordings of 
performance procedures, interviews are added later to this 
tool for easy analysis of multimodal information.  
 
IV. RESULTS 
Results below are derived from multimodal information 
collected using various measurement methods. We group 
evaluation results into two categories, objective performance 
outcomes, and subjective user perceptions, for easy 
interpretations and communication of the research findings. 
Suggestions for improvement of current design also 
presented based on the evaluation results. 
A. Objective Performance Outcomes 
   Objective performance outcomes consist of task 
performance outcome and performance memory test 
outcome. Seven object assembly tasks were used in the 
training test to assess users’ skill-based learning in the VE. 
Overall, subjects showed high level of object assembly 
skills after training in VE, and mean score of task 
performance is 79 (M=79.47, SD=18.88, N=76). It is also 
apparent that task completion rate was much higher for the 
task with low level of difficulty, and was much less for 
highly difficulty task. Mixed results were achieved for task 
with moderate level of difficulty.  
TABLE I.  TASK PERFORMANCE OUTCOMES 
Object Assembly Tasks Level of 
difficulty 
Task completed 
by number of 
users out of 76 
Fix radio box  Low 74 
Drill in screw bolt1 Moderate 74 
Drill in screw bolt2 Moderate 74 
Drill in screw bolt 3 Moderate 74 
Drill in screw bolt 4 Moderate 74 
Fix stereo Moderate 50 
Fix poser connector High 26 
 
   Memory test included a list of questions and images of 
assembly objects and tools they were used in VE training. 
To successfully answer these questions, subjects needed to 
recognize and recall of VE technology and training 
procedures and interaction experience. Specifically, 
questions were related to trained assembly procedure, 3D 
virtual objects, and system or user interface of the VE.   
Majority of the subjects were able to recognize and recall of 
learnt task procedure and tools used in VE. Mean score of 
memory test was 73 (M=72, SD=20, N=19).  
B. Subjective Perceptually-based outcomes 
   Two perceptually-based subjective measures, self-efficacy 
and perceived VE efficacy were used to gather users’ 
feedback of existing design and suggestions for 
improvement. Self-efficacy measure required subjects to 
estimate their capability of performing objected assembly 
tasks prior to the training test. Overall subject had moderate 
self-efficacy beliefs (SE) M=59.75, SD=13.62, N=75, which 
means subjects believe they are reasonably capable of 
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performing trained object assembly effectively in the VE. 
Moreover, Table II indicates similar mean scores were 
found between subjects’ own estimation on performing task 
accurately (EstAccuracy), M=67, SD= 17, N=75, and their 
estimated training task score (EstTTS), M=69, SD=15, 
N=75.  These self-estimated mean scores were lower than 
mean score of subjects’ actual task performance outcome. 
TABLE II.  SELF-EFFICACY SUB-SCALE 
Self-estimated task performance 
criteria 
Mean SD 
EstAccuracy  68 17 
EstTTS 69 15 
Overall SE 60 14 
 
    Users’ perceptions (positive and/or negative) of a system 
are a key index of system effectiveness.  In usability 
evaluation, many perceptually-based criteria, such as users’ 
subjective sense of immersion, engagement, satisfaction and 
feeling of being in control have attained the focus in system 
evaluation. However, not much research provides empirical 
validated results to suggest what factors are important for 
evaluating VE efficacy, and how they are associated 
inference to quality of the design. Furthermore, most studies 
in the field of usability engineering were focused on specific 
aspects of users’ perception of quality of experience in VEs, 
such as the aforementioned criteria. To the best of our 
knowledge, none of the previous studies have provided a 
comprehensive and complete picture of what users see and 
feel of the design flaws and associate their perceptions with 
other measurement methods to draw an evaluative 
conclusion.  
    Our previous studies made an attempt to fill this gap [12-
14] and established a comprehensive set of perceptually-
based factors based on emprial validation. Table III presents 
these factors. We utilize these factors in cuurent study to 
present findings of perceptually-based evalaution restuls. 
Mean scores for each factor are listed under each factor 
label. It is noticeble that the more importanct factors have 
higher mean scores. This are attributed to factor analysis 
and allows us to rank the factors.  
TABLE III.  USER PERCEIVED VE EFFICACY  
Quality
/VE 
efficacy 
User perceptions 
Cognitive 
learning 
Interaction 
experience 
System and user 
interface usability 
*** Objective awareness 
Engagement and 
control 
Interactive 
usability 
V.  
M=37 
SD=9 
M=37 
SD=9 
M=33 
SD=9 
** Cognitive load Interactivity 
Visualization 
usability 
VI.  
M=12 
SD=5 
M=8 
SD=2 
M=9 
SD=2 
* Knowledge transfer Immersion Feedbacks 
Quality
/VE 
efficacy 
User perceptions 
Cognitive 
learning 
Interaction 
experience 
System and user 
interface usability 
VII.
M=9 
SD=12 
M=6 
SD=2 
M=4 
SD=1 
Overall M=58 SD=13 
M=52 
SD=13 
M=45 
SD=11 
   *Importance of factors for examining a VE design  
A. Suggestions for Design Improvement 
   37 participants provided valuable feedbacks for enhance 
the efficacy of VE by address the limitations of current 
design. Table V list some of the feedbacks. 8 participants 
claim that the VE is perfect that nothing need to be done 
regards to the current design. “Satisfied currently”; “It all 
worked fairly well!”; “Really encourage this new system of 
learning [object assembly]”. Moreover, prior experience 
seems play a significant role in users’ perceptions and 
performance.  
  
TABLE IV.  USABILITY PROBLEMS AND USER COMMENTS 
Problems Sample of suggestions for improvement  
Data Glove (N=8) “I needed a smaller glove. That is all”; Perhaps the 
movement of the glove could be more flexible, I felt a 
little restrictive with the gripper” 
Haptics (N=1) “The haptic device is needed to improve to display 
the coordinates of x, y, z, and positions between 
hands and object” 
3D mouse (N=3)  “3D mouse, I think it's kind of cool. I just want more 
practice.” 
HMD (N=2) “..to provide adequate clear vision to the user” 
Graphics (N=1) “Make the angle and distance of the objects to be 
more realistic” 
Instruction (N=1) “Rotational view & movements, some indications [to 
assist rotation & movement]” 
Others (N=3)  “More timing [on training]”; “Perhaps include a 
time to show how you are progressing”; “Easier to 
get help, maybe ongoing instructions as you finish 
each assembly” 
 
   Suggested in previous research [15] that as users gain in 
experience, their intentions are more strongly influenced by 
affect and perceived behavioural control and less influenced 
by perceived usefulness, these were also found in our study. 
For example, through observing users’ task performance 
and screening video interview transcripts, we gradually see 
a pattern that more experienced participants of manipulating 
3D objects in gaming or computer environment prior to their 
participation, were the ones have stronger intention of 
training in VEs. These are also the ones who enjoy more 
from the VE training experience, and have higher 
perceptions of system efficacy, compare with these less 
experienced participants. On the other hand, more 
experienced participants are also more critical of the design 
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features, therefore less tolerate of usability problems. As 
one participant explains: “Feel good [after training], 
perhaps if [felt a bit] frustrated because I have far more 
experience in 3D object manipulation. What frustrated [me] 
is give me a day or two, I properly get used to it. It is really 
a matter of getting used to it. I can pretty much do 
everything” 
 
VIII. CONCLUSION AND FUTURE WORK 
   In this paper, we presented a novel VE system for object 
assembly training. Design of the system tries to imitate real 
physical training scenarios by providing comprehensive user 
interaction, constrained within the physical limitations of the 
real world. Through the utilisation of haptics device, 
providing realistic force feedback, users were able to engage 
in object assembly training with stronger sense of ‘reality’. 
Unlike previous studies that put entire focus on design 
aspect, and overlook how effective the design is, we assess 
our design through a large-scale user-testing. Results show 
high level of skill-based learning outcomes and perceptions 
of VE efficacy from the collected user samples. Results 
show users were able to identify critical usability problems 
of the VE training system, and had positive general 
perception of the utility of VEs for training. Results also 
showed both perceptually-based measures give consistent 
performance outcomes of the VE training system. Given 
empirical results illustrate a reasonable high level of 
outcomes on both groups of subjective and objective 
measures. It is evident that mixed modalities evoked by the 
VE engaged users’ perceptual, cognitive, motor skills and 
understanding what is being presented in a virtual world 
[16]. Thus provides empirical evidence of training 
effectiveness using our VE system.  
 
REFERENCES 
[1] F. Crison, A. Lecuyer, D. M. d'Huart, J.-M. 
Burkhardt, G. Michel, J.-L. Dautin, and F. ESIEA, 
"Virtual technical trainer: learning how to use 
milling machines with multi-sensory feedback in 
virtual reality," in Virtual Reality 2005, Bonn, 
2005, pp. 139-145. 
[2] L. Malmskold, R. Ortengren, B. Carlson, and P. 
Nylen, "Instructor Based Training versus Computer 
Based Training-A Comparative Study," 
Educational Technology System, vol. 35, pp. 457-
478, 2006. 
[3] S. G. Schar, "The influence of the user interface on 
solving well- and ill-defined problems," 
International Journal of Human-Computer Studies, 
vol. 44, pp. 1-18, 1996. 
[4] A. S. Rebert, "Implicit Learning and Tacit 
Knowledge," Experimental Psychology: General, 
vol. 118, pp. 219-235, 1989. 
[5] S. G. Schar, F. Stoll, and H. Krueger, "The Effect 
of the Interface on Learning Style in a Simulation-
Based Learning Situation," Human-Computer 
Interaction, vol. 9, pp. 235-253, 2001. 
[6] T. Koschmann, "Medical education and computer 
literacy: learning about, through, and with 
computers," Academic Medicine, vol. 70, pp. 818-
821, 1995. 
[7] S. Treu, User Interface Evaluation: A Structured 
Approach. New York: Plenum Press, 1994. 
[8] C. Baber, "Wearable Computers: A Human Factors 
Review," International Journal of Human-
Computer Interaction, vol. 13, pp. 123-145, 2001. 
[9] J. L. Gabbard, D. Hix, and J. E. Swan, "User-
Centered Design and Evaluation of Virtual 
Environments," IEEE Computer Graphics and 
Applications, vol. 19, pp. 51-59, 1999. 
[10] D. A. Bowman, E. Kruijff, J. J. LaViola, and I. 
Poupyrev, 3D User Interfaces: Theory and 
Practice. Boston: Addison-Wesley/Pearson 
Education, 2004. 
[11] J.-W. J. Lin, "Enhancement of User-Experiences in 
Immersive Virtual Environments that Employ 
Wide-Field Displays," in Industrial Engineering. 
vol. Doctor of Philosophy Washington: University 
of Washington 2004, p. 207. 
[12] D. Jia, A. Bhatti, and S. Nahavandi, "Computer-
simulated Environment (VE) for Training: 
Challenge of Efficacy Evaluation," in The 
Simulation Industry Association of Australia’s 
annual Conference (SimTecT2008), Melbourne, 
2008, pp. 275-279. 
[13] D. Jia, A. Bhatti, C. Mawson, and S. Nahavandi, 
"User-centred evaluation of a virtual environment 
training system: utility of user perception 
measures," in International Conference on Human-
Computer Interaction (HCII2009), San Diego, 
2009b. 
[14] D. Jia, A. Bhatti, and S. Nahavandi, 
"Quantification of virtual environment efficacy for 
procedural task training through measure of self 
efficacy and perceived virtual environment 
efficacy," International Journal of Human-
Computer Studies, vol. In review process, 2009. 
[15] R. Thompson, D. Compeau, C. Higgins, and N. 
Lupton, "Intentions to use information 
technologies: An integrative model," in End User 
Computing Challenges and Technologies: 
Emerging Tools and Applications, S. Clarke, Ed. 
New York: Information Science Reference, 2008, 
pp. 79-101. 
[16] M. Turk and G. Robertson, "Perceptual user 
interfaces," Communications of the ACM, vol. 43, 
pp. 33-34, 2000. 
 
 
Authorized licensed use limited to: DEAKIN UNIVERSITY LIBRARY. Downloaded on February 3, 2010 at 00:25 from IEEE Xplore.  Restrictions apply. 
