Introduction
When analysing general systems of partial differential equations (PDEs) it is important to check if the system is involutive, and if not then transform it to the involutive form. For example, in [6] we proved that some systems may not be elliptic initially (even in the general sense), but their involutive forms are elliptic. The technical definition of the involutive form is quite complicated (see [10] , [13] and [12] and for the actual definition). However, essentially the involutivity means that one has to find all integrability conditions (or differential consequences) of the given system up to some order. Now the involutive form is in general overdetermined. To study overdetermined systems one needs to find all solvability conditions, or more generally, to construct a compatibility complex for the corresponding overdetermined operator. We show that for linear partial differential operators with constant coefficients one can compute the compatibility complex by simply computing the free resolution of the module generated by the rows of operators. Incidentally this shows that the length of the compatibility complex is at most the number of independent variables. However, to study boundary value problems one needs to compute the compatibility operators involving the boundary operators. To perform this task it is convenient to further transform the involutive system to a normalised system. Roughly speaking, an operator is normalised if it is a first order involutive operator and there are no (explicit or implicit) algebraic (i.e., non-differential) relations between dependent variables. A boundary value problem operator is normalised if the system is normalised and the boundary conditions contain only differentiation in directions tangent to the boundary. Computing the compatibility complex for a normalised boundary problem operator is not as straightforward as the simple free resolution, but anyway we show that the problem can be formulated again with modules, and choosing suitable module orderings we can compute the necessary information by Gröbner basis techniques. We explain how to construct the compatibility complex for a general boundary problem operator using the compatibility complex for a corresponding normalised boundary problem operator. The construction of compatibility complexes is useful and even necessary when investigating the well-posedness of overdetermined boundary value problems. In [8] and [7] we have used compatibility complexes to study well-posedness of elliptic problems and moreover, in [9] compatibility complexes are even used in the numerical solution of PDEs. Note that constructions given in this paper are also essential in the theory of overdetermined parabolic and hyperbolic systems of PDEs.
Preliminaries

Formal Theory of PDEs
Let us consider a smooth 1 manifold X . Let π : V → X be a vector bundle over X and let π q : J q (V ) → X be the bundle of q -jets of the bundle V . Let us also introduce the canonical projections π q r : J q (V ) → J r (V ), for r < q. Let y be a section of the bundle V . Then its q th prolongation, a section of J q (V ), is denoted by j q y. We write C ∞ (V ) for the space of smooth sections of the bundle V . 
. Now with ϕ A one can represent a differential equation as a zero set of a bundle map,
) is said to be the r th prolongation of A. The associated bundle map is denoted by p r (ϕ A ).
Then we can define the rth prolongation of R q by R q+r = ker p r (ϕ A ). We also define R
q+r ⊂ R q+r , but in general these sets are not equal. The formal integrability of an operator A of order q means that for any r ≥ 1, all the differential consequences of order q + r of the relations Ay = 0 may be obtained by means of differentiations of order no greater than r, and application of linear algebra. The formal integrability cannot in general be checked in practice because there is an infinite number of conditions. Hence we need a stronger property, the involutivity of the system, which implies formal integrability, and can be checked in a finite number of steps. For the actual definition of involutivity we refer to [12] , [10] , [11] . There is the following important result. In practice to complete a system to the involutive form one may use DETOOLS package [2] in the computer algebra system MUPAD [4] . In the context of the formal theory the principal symbol of the system is defined as follows. Let us first define the embedding ε q by requiring that the following complex be exact
Here S q is the bundle of symmetric tensors of order q. Recall that in a complex a composition of two consecutive maps is zero, and the exactness means that image of each map is the kernel of the following map. 
To see that this actually coincides with the classical definition we need to introduce a coordinate system on X . Then a linear q th order partial differential equation R q is given by
Fixing any one form ξ we get a bundle
A differential operator A is said to be elliptic if σA(x, ξ) is injective for all x ∈ X and ξ ∈ R n \ {0}.
Compatibility Complexes
is a necessary condition for the solvability of the system Ay = f . A classical example of an overdetermined operator in X ⊂ R 3 is the gradient which maps a scalar function y to ∇y = (∂y/∂x 1 , ∂y/∂x 2 , ∂y/∂x 3 ). A necessary solvability condition for the system ∇ y = f is
The operator ∇× is itself overdetermined because ∇ · ∇× = 0, where
Hence setting
we get a complex
The main problem in studying overdetermined systems consists in finding all solvability conditions for a given system Ay = f . The following definition explains the meaning of the words "all solvability conditions".
Definition 2.7 Let
This idea leads naturally to
The following theorem gives the main result about the existence of compatibility complexes (see [3] , [10] and [13] for more details).
Theorem 2.9 Every sufficiently regular differential operator has a compatibility complex.
Cochain Equivalence
We want to construct the compatibility complex for a given operator. However, it turns out that to do this we must first complete the system into involutive form, and then reduce it to a certain first order system. These other systems should be equivalent to the original one in order that this construction makes sense. The following definition gives the appropriate meaning of equivalence. 
Definition 2.10 Two complexes
are cochain equivalent.
If we know a compatibility complex for some operator, we can construct a compatibility complex for a cochain equivalent operator as follows. by the following formula.
For the details of the proof we refer to [13, p. 28 ].
Compatibility Complexes for Operators with Constant Coefficients in a Domain without Boundary
Consider a differential operator : 
Computing the syzygy of module M 0 , we get
Computing the syzygy of M 1 , we get M 2 = 0. Hence we have the following free resolution for A 3 /M 0 : 
Thus, the compatibility complex for
A is 0 / / C ∞ (X × R 3 ) A / / C ∞ (X × R 4 ) (∇·,0) / / C ∞ (X × R) / / 0 .
Definition 4.1 An operator
where A i,j are differential operators, is called a boundary problem operator.
If W 0 = 0, we obtain in this way an operator A(y) = (Ay, γBy) which defines a classical boundary problem on X .
It turns out that one can construct the compatibility complex for a boundary problem operator A = (A, γB) using a certain equivalent first order system.
Definition 4.2 A differential operator
Condition (iii) means that there are no (explicit or implicit) algebraic (i.e., non-differential) relations between dependent variables in the system. If such relations exist, then we may use them to reduce the number of dependent variables. For the proofs of the above theorems we refer to [13] .
To construct compatibility operators, we introduce the tangent part of a first order differential operator A :
. Let us choose a coordinate system x = (x 1 , . . . , x n ) such that the boundary is given by the equation x n = 0. Then in these coordinates there is a part of A which contains differentiations only with respect to x 1 , . . . , x n−1 . This part is denoted by [3] .
If we have a system Ay = f , then for the tangent part we get a system A τ y = f τ . This defines a projection
Now we can rewrite any normalised boundary problem operator in the form
where A 2,1 is a differential operator on the boundary Y. Then on Y we define a differential operator We start the construction of a compatibility operator. It suffices to consider regular normalised boundary problem operators. Then, we can use Theorems 4.5 and 2.12, which enable us to construct a compatibility operator for an arbitrary regular boundary problem operator.
Let A be a regular normalised boundary problem operator given by (4.1), A τ 1,1 be the tangent part of A 1,1 and A τ the operator defined by (4.2). As A τ is sufficiently regular, by Theorem 2.9 it has a compatibility operator A τ 1 which can always be written in the form 
where A 
If A is regular but not normalised, then it needs to be replaced by an equivalent normalised operator for which the compatibility complex is constructed. But then by Theorem 2.12 we can construct the compatibility complex for A using the compatibility complex of the corresponding normalised operator.
Computations
Here we show that on each step of the construction of a compatibility operator for a normalised boundary problem operator one may effectively use Gröbner basis computations.
•
Computation of the tangent part
Let M ⊂ A m be the module generated by the rows of the full symbol of A. We choose a product ordering such that ξ n is bigger than all other ξ i . Then we define a TOP module ordering using this ordering and compute the Gröbner basis of M . Now 
2 ). Now let us compute a compatibility operator for A 0 . Computing the syzygy module of the module generated by the rows of the full symbol of A 0 , we have 
Using (4.4) we find a compatibility operator for the normalised boundary problem operator A , 
.2) implies that
It is clear that the compatibility operator for A 1 τ is the zero operator. Since the compatibility operator for A 1 1,1 is equal to zero, the compatibility operator for A 1 is the zero operator as well. Hence, we arrive at the following compatibility complex for the normalised boundary problem operator A ,
A and A are cochain equivalent with the following operators in Definition 2.11, Hence, we arrive at the following compatibility complex for the original boundary problem operator A,
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