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We distinguish self-reducibility of a language L with the question of
whether search reduces to decision for L. Results include: (i) If NE{E,
then there exists a set L in NP&P such that search reduces to decision
for L, search does not nonadaptively reduce to decision for L and L is
not self-reducible. (ii) If UE{E, then there exists a language L #
UP&P such that search nonadaptively reduces to decision for L, but L
is not self-reducible. (iii) If UE & co-UE{E, then there is a disjunctive
self-reducible language L # UP&P for which search does not nonadap-
tively reduce to decision. We prove that if NE3 BPE, then there is a
language L # NP&BPP such that L is randomly self-reducible, not
nonadaptively randomly self-reducible, and not self-reducible. We
obtain results concerning trade-offs in multiprover interactive proof
systems and results that distinguish checkable languages from those
that are nonadaptively checkable. Many of our results are proven by
constructing p-selective sets. We obtain a p-selective set that is
not Ptt-equivalent to any tally language, and we show that if P=PP,
then every p-selective set is PT -equivalent to a tally language.
Similarly, if P=NP, then every cheatable set is Pm-equivalent to a tally
language. We construct a recursive p-selective tally set that is not
cheatable. ] 1996 Academic Press, Inc.
1. INTRODUCTION
One of the early fundamental observations about SAT
and other NP-complete sets is that functional versions of
these problems are Turing reducible in polynomial time to
their corresponding decision problems. It has long been
known that the problem of finding a satisfying assignment
for a formula of propositional logic is Turing reducible in
polynomial time to SAT, the set of all satisfiable formulas.
Loosely speaking, a decision problem is the problem of
determining membership in a language L, and, for a
language L # NP, a search problem is the problem of
computing witnesses for membership in L. We say that
search reduces to decision for a language L # NP if the search
problem for L is Turing reducible in polynomial time to L.
Beigel et al. [BBFG9l] provides evidence that search
does not reduce to decision for all of NP. It has long been
felt that the structural property that causes search to be
reducible to decision is disjunctive self-reducibility. It
follows from [Sel88] that search reduces to decision for all
disjunctive self-reducible sets and for all NP-complete sets
(even though not all NP-complete sets are known to be
disjunctive self-reducible). Again loosely speaking, a set is
self-reducible if the membership question for any element
can be reduced in polynomial time to the membership ques-
tion for a number of shorter elements, and a set L is dis
junctive self-reducible if there is a polynomial-time trans-
ducer that for any element x computes a list of smaller
article no. 0061
1940022-000096 18.00
Copyright  1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
* Funding for this research was provided by the National Science
Foundation under Grant CCR-9002292.
- Research performed while visiting the Department of Computer
Science, State University of New York at Buffalo, Jan. 1993June 1993.
 Research performed while visiting the Department of Computer
Science, State University of New York at Buffalo, Jan. 1992Dec. 1992 and
while affiliated with the Department of Computer Science, University of
Electro-Communications. Supported in part by the JSPS under Grant
NSF-INT-9116781JSPS-ENG-207.
File: 571J 143302 . By:BV . Date:25:09:96 . Time:14:42 LOP8M. V8.0. Page 01:01
Codes: 6671 Signs: 6100 . Length: 56 pic 0 pts, 236 mm
elements x1 , ..., xn such that x # L if and only if at least one
of the smaller elements belongs to L. Again, the classic
example is SAT: SAT is disjunctive self-reducible because a
Boolean formula ,(x1 , ..., xn) is satisfiable if and only if
at least one of the shorter formulas ,(0, x2 , ..., xn) or
,(1, x2 , ..., xn) is satisfiable. Disjunctive self-reducibility is
the structural property that forms the basis of the work by
Berman [Ber78], Fortune [For79], Mahaney [Mah82],
and others, concerning reductions to sparse sets. An
obvious and well-known algorithm with SAT as an oracle
uses the disjunctive self-reducibility of SAT in order to
compute a satisfying assignment for any satisfiable formula.
Under a reasonable assumption about exponential time
(NE{E), we construct a language in NP for which search
reduces to decision, but that is not self-reducible. Balca zar
[Bal90] has demonstrated that search reduces to decision
for a set L if and only if L is a self-1-helper, a notion defined
by Ko [Ko87]. As a consequence, our result solves the
principal open question in [Ko87]. Ko’s theorem states
that if a set L is disjunctive self-reducible, then it is a self-1-
helper. As Joseph and Young write in [JY90], ‘‘One of the
major open problems left by Ko’s work is: What is the rela-
tionship between self-helping and self-reducibility? For
instance, is the converse of the above theorem true?’’ Our
construction shows that the converse fails under the above
assumption.
We compare the properties we have been considering
with the possibility of there existing a nonadaptive procedure
for a set L # NP that reduces search to decision. Under
reasonable assumptions about unambiguous exponential
time, we construct languages in NP that are not self-
reducible, but for which search nonadaptively reduces to
decision, and we construct languages that are disjunctive
self-reducible (hence, for which search reduces to decision),
but for which search does not nonadaptively reduce to
decision. These results provide answers for the remaining
open questions about self-1-helpers in [Ko87].
We apply our techniques to similar issues concerning
random self-reducibility [FF93, AFK89, FFLS95].
Informally, a set is randomly self-reducible if a probabilistic
Turing machine can determine membership in the set by
determining membership at other ‘‘random’’ instances. In
[FFLS95] under the assumption that NEEE3 BPEEE,
the authors construct a language that is randomly self-
reducible. but that is not randomly self-reducible by any
nonadaptive procedure. We use our techniques to obtain
their conclusion, and simultaneously a language that is not
self-reducible, with the weaker hypothesis that NE3 BPE.
We prove that if UE & co-UE3 BPE, then there exists a
language L # NP that is checkable [BK95] but is not
nonadaptively checkable.
Lastly, we consider the natural extension of ‘‘search
reduces to decision for L’’ to interactive proof systems. We
call a prover natural if it is an oracle for L, and we define a
natural proof system to be one in which all honest provers
are natural. (Natural proof systems are similar to
competitive proof systems defined in [BBFG91, BG94].) If
a language L has a natural interactive proof system how
much interaction is required? We show under the assump-
tion NE3 BPE that there is a language L # NP&BPP such
that L has a natural proof system but L does not have any
one-round natural proof system even if we permit a polyno-
mial number of provers. Thus, there is no trade-off between
the number of rounds and the number of provers.
Let us say a few words here about our techniques, for, as
it turns out, this paper is also about p-selective sets [Sel79].
It has been known that a set L belongs to P if and only if it
is both p-selective and disjunctive self-reducible. Thus, to
construct a language in NP&P that has certain desired
properties but that is not disjunctive self-reducible, a
natural approach would be to construct a language that is
in NP&P, that has the desired properties, but that is
p-selective. This requires new methods for constructing
p-selective sets. The only known method for constucting
p-selective sets has been the standard left cut construction
[Sel79, Sel82a]. Although we construct p-selective sets in
this paper that are not standard left cuts, every p-selective
set we construct is Pm-equivalent to some standard left cut,
and, as the following theorem demonstrates, the question of
whether every p-selective set is Pm-equivalent to a standard
left cut is subtle. We prove that if there is a p-selective set
that is not Pm-equivalent to a standard left cut, then
P{PP. We prove that (l) there is a p-selective set that is
not Ptt -equivalent to any tally set, while (2) if there is a
p-selective set that is not PT-equivalent to any tally set,
then P{PP. In a similar vein, we show that if there is a cheat-
able set [Bei87, Bei91] that is not Pm-equivalent to any
tally set then P{NP, and we obtain with no assumption, a
recursive p-selective tally set that is not cheatable.
Buhrman, van Helden, and Torenvliet [BvHT93] have
very recently proved that every p-selective self-reducible set
belongs to P. Their result gives us an added bonus. Since it
has been known that search reduces to decision for every
disjunctive self-reducible set, we desired to show that the
converse fails, and we obtained this result using the technique
described in the previous paragraph. That is, we obtain a set
in NP&P for which search reduces to decision but that is
not disjunctive self-reducible by exhibiting a p-selective set
in NP&P for which search reduces to decision. By applying
the result in [BvHT93], we immediately obtain the stronger
claim that there is a set in NP&P for which search reduces
to decision and that is not self-reducible at all. Throughout
this paper, we will make the stronger claim whenever
possible.
The next section presents notation and definitions. In
Section 3, we present our theorems comparing sets for
which search reduces to decision with self-reducible sets,
and with sets for which search nonadaptively reduces to
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decision. Section 4 gives our results on random self-
reducibility and on natural interactive proof systems.
Section 5 addresses the question of equivalence of
p-selective sets with standard left cuts, tally sets, and
cheatable sets.
2. PRELIMINARIES
All languages considered are over the finite alphabet
7=[0, 1]. The set of strings of length n is denoted by 7n,
and 7n denotes the set of strings of length n. 7| is the
set of all strings of infinite length of order type |.
(Languages contain strings of finite length only.)
Let E=c DTIME(2cn), and NE=c NTIME(2cn). We
will frequently use the well-known fact [Boo74] that
NP&P contains a tally language if and only if NE{E. Let
[Pi]i # N ([NPi]i # N) denote an enumeration of deter-
ministic (nondeterministic) polynomial-time Turing
machines, such that Pi (x)(NPi (x)) runs in time
pi ( |x| )=|x| i.
We use standard notation for polynomial-time reductions
[LLS75]. We require the following standard reductions in
particular. A set A is truth-table reducible to a set B in poly-
nomial time (APtt B) if there exist polynomial-time
computable functions g and e such that on input x, g(x) is
a set of queries Q=[ql , q2 , ..., qk], and x # A if and only if
e(x, B(q1), ..., B(qk))=1. The function g is known as the
condition generator and e as the condition evaluator. A set A
is disjunctive reducible to a set B (APd B) if g(x) is a set of
queries Q such that x # A W Q & B{<. It is well known
[LLS75] that APtt B if and only if there is a nonadaptive
polynomial-time reduction from A to B. That is, APtt B if
and only if there is a polynomial time-bounded oracle
Turing machine M and a polynomial-time computable
function f that maps each input word x to a set of queries
f (x)=[ql , q2 , ..., qk] such that A=L(M, B) and for each
input x to M, M only makes queries to B from the list f (x).
We will refer to the following complexity classes of partial
multivalued functions. NPMV is the set of all partial multi-
valued functions that are computed nondeterministically in
polynomial time [BLS84], and PF is the set of all partial
functions that are computed deterministically in polynomial
time. PFNP is the set of all partial functions that can be
computed in polynomial time relative to an oracle in NP,
and PFNPtt is the set of all partial functions that can be
computed nonadaptively in polynomial time with access to
an oracle in NP [Bei91, Sel94]. We write f (x) [ y (or f (x)
maps to y), if y is a value of f on input string x. We take the
point of view that a partial multivalued function is easy to
compute if for each input string in the domain of the function,
some value of the function is easy to compute. For this
reason, we define the following technical notions. Given
partial multivalued functions f and g, define g to be a refine-
ment of f if dom(g)=dom( f ) and for all x in dom(g) and
all y, if g(x) [ y, then f (x) [ y. If f is a partial multivalued
function and G is a class of partial multivalued functions, we
write f # c G if G contains a refinement g of f, and if F and
G are classes of partial multivalued functions, we write
Fc G if for every f # F, f # c G. This notation is consistent
with our intuition that Fc G should entail that the
complexity of the class F is not greater than the complexity
of G. For example, the assertion ‘‘NPMVc PF’’ means
that every partial multivalued function in NPMV has a
refinement that can be computed efficiently by some deter-
ministic polynomial time transducer. Notions of polynomial-
time Turing reducibility between partial multivalued
functions are defined in [Sel94, FHOS93]. Here we need
only the following special case. Let M be a deterministic
oracle Turing machine transducer that accesses a set as its
oracle. Given a set L, let M[L] denote the single-valued
partial function that M computes with oracle L. For a
partial multivalued function f and set L, we define f PT L if
for some deterministic polynomial time-bounded oracle
transducer M, M[L] is a refinement of f. Furthermore,
f Ptt L if M accesses its oracle nonadaptively.
The standard definition of self-reducibility that is used in
most contemporary research in complexity theory was
given by Meyer and Paterson [MP79].
Definition 1. A polynomial-time computable partial
order < on 7* is OK if and only if there is a polynomial p
such that
1. every finite <-decreasing chain is shorter than p of
the length of its maximum element, and
2. for all x, y # 7*, x< y implies |x| p( | y| ).
Definition 2. A set L # 7* is self-reducible if there is an
OK partial order < and a deterministic polynomial time-
bounded machine M such that M accepts L with oracle L
and, on any input x, M asks its oracle only about words
strictly less than x in the partial order. If the query machine
M also provides a Pd -reduction, then A is disjunctive
self-reducible.
For any language L # NP, if R is a polynomial-time
recognizable relation and p is a polynomial such that for
all x,
x # L W _y[| y|=p( |x| ) and R(x, y)], (1)
we say that R and p define L, and a string y that satisfies
Eq. (1) is called a witness for x. For each language L # NP
and R and p that define L, we define the partial multivalued
function fR, p as
fR, p(x) [ y if | y|=p( |x| ), R(x, y).
Clearly, each fR, p belongs to NPMV.
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Definition 3 [BD76, BBFG91]. Let L # NP. Search
reduces to decision for1 L if there exist R and p that define L
such that
fR, pPT L. (2)
Search nonadaptively reduces to decision for L if Eq. (2) can
be replaced by fR, pPtt L.
In other words, search reduces to decision for a language
L # NP if there exist R and p that define L and a polynomial
time-bounded reduction procedure with oracle L such that
for each x # L, the output of the reduction procedure on x
is a witness for x. As we noted in the introduction, if set L
is disjunctive self-reducible, then search reduces to decision
for L [Sel88].
Ko [Ko83] showed that all disjunctive self-reducible sets
are in NP.2 The notion of search reducible to decision
applies to sets in NP only.
Scho ning defined an oracle Turing machine M to be
robust if for every oracle A, the language accepted by MA is
the same [Sch85]. Ko [Ko87] used this notion to define
the notion of self-1-helpers. In [Bal90], Balca zar proved
that a set L # NP is a self-1-helper if and only if search
reduces to decision for L.
Definition 4 [Ko87]. A set A is a self-1-helper if there
is a robust, deterministic oracle Turing machine M that
accepts A such that for all x # A, MA on input x halts in
polynomial time. A set A is a nonadaptive self-1-helper if M
makes only nonadaptive queries to A.
Now we define random self-reductions [FF93, AFK89,
FFLS95].
Definition 5. Let f : 7*  7*, let k(n) be a polyno-
mial, and let M be a probabilistic polynomial-time oracle
Turing machine that has access to f as an oracle. M is a k(n)
random self-reduction for f if the following properties are
true.
1. For all x # 7*, f (x)=M f (x) with probability at
least 23.
2. For all x # 7*, M f (x) asks at most k( |x| ) many
queries q f1(x), q
f
2(x), ..., q
f
k( |x| )(x) to f.
3. For all n and for all x1 , x2 # 7n, and all i #
[1, 2, ..., k(n)], q fi (x1) and q
f
i (x2) are identically distributed.
The probabilistic polynomial-time oracle Turing machine
M in Definition 5 is assumed to be adaptive. A language L
is randomly self-reducible if there are a polynomial k(n) and
a machine M as above such that M is a k(n) random self-
reduction for the characteristic function of L. Nonadaptive
random self-reduction is a special case of an adaptive
random self-reduction, where the queries to the oracle are
restricted to be nonadaptive.
P-selective sets have been the focus of many researchers
[Sel79, Ko83, Tod91, BvHT93], and they form the basis of
our work. This property was defined by Selman [Sel79].
Definition 6. A set L is p-selective if there exists a
polynomial-time computable function f: 7*_7*  7*
such that
(i) f (x, y) # [x, y], and
(ii) if f (x, y)=y, then x # L  y # L.
The function f is called a p-selector for L. If L is a p-selec-
tive language with p-selector f and Q is a finite set, we use
f to define a ‘‘total preorder’’3 f on strings in Q as
\x, y # Q, xf y W _z1 , z2 , ..., zm # Q,
f (x, z1)=x, f (z1 , z2)=z1 , ...,
f (zm&1 , zm)=zm&1 , f (zm , y)=zm .
Let = be a special symbol, such that =f x, for all x # 7*.
Given any p-selector f (for some p-selective set), every
finite set Q can be ordered by f in time a polynomial in the
sum of the lengths of the strings in Q.
We will use the following lemma, proved by Toda in
[Tod91].
Lemma 1. Let L be a p-selective set with p-selector f,
and let Q7* be a finite set. Then, there exists a string
z # Q _ [=] such that Q & L=[ y # Q | yf z] and Q&L =
[ y # Q | y3 f z]. A string z with this property is called a
‘‘pivot’’ string.
For r # 7* _ 7|, the standard left cut of r [Sel79, Sel82b]
is the set
L(r)=[x # 7+ | x<r],
where < is the ordinary dictionary ordering of strings with
0 less than 1. If r is infinite, then x<r if and only if xr$ for
r$ the prefix of r of length |x|. (Dictionary ordering should
not be confused with lexicographic ordering. For example,
the string 001 is less than the string 10 in dictionary ordering
but not in lexicographic ordering.) It is obvious that every
standard left cut is p-selective with selector f (x, y)=
min[x, y].
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1 [BD76] requires Eq. (2) to hold for all R and p that define L.
2 We can show that reducing search to decision by weaker reducibilities
such as Pbtt , 
P
pos , or 
P
log-T is not interesting. Specifically, if 
P
r is one of
these, then search reduces to decision for a language L by an Pr reduction
only if L # P (cf. [Kre88]).
3 The relation f is total, relfexive, and transitive, but it is not
asymmetric.
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3. ON SELF-REDUCIBILITIES
3.1. ‘‘Self-Reducible’’ vs ‘‘Search Reduces to Decision’’
Selman showed in [Sel79] that a set L is disjunctive self-
reducible and p-selective if and only if L # P, and Buhrman,
van Helden, and Torenvliet improved this by showing
[BvHT93] that a set L is self-reducible and p-selective if
and only if L # P. We obtain a similar characterization of P
using sets for which search nonadaptively reduces to
decision.
Theorem 1. If L # NP is p-selective and search nonadap-
tively reduces to decision for L, then L # P.
Proof. The proof is an application of Lemma 1. Let
M=(g, e) be a nonadaptive reduction from search to
decision for L. (Since e is a polynomial time-bounded deter-
ministic transducer, we assume without loss of generality
that e is total.) There exists a polynomial-time computable
relation R such that for all x # 7*, if M(x) outputs y, then
x # L W R(x, y). Let f be a p-selector for L. The following
polynomial-time algorithm recognizes L: On input x,
simulate the condition generator g to generate the query set
Q=[q1 , ..., qk]. Let Q$=[q0 , q1 , q2 , ..., qk], where q0==.
for i=0 to k do
begin
[Assume that qi is a pivot string]
for j=0 to k do
if qjf qi then vj :=TRUE
else vj :=FALSE;
if R(x, e(x, v1 , v2 , ..., vk)) then ACCEPT
end;
REJECT.
The above algorithm simulates the condition evaluator e
on some of the possible truth-table values, and by Lemma 1,
one of these simulations will produce the correct set of
answers. The outer for-loop executes at most a polynomial
number of times since g is polynomial time bounded. Since
there are only a polynomial number of ways in which a
set of queries can be answered, this algorithm runs in
polynomial time. K
Thierauf [Thi92] has observed that the hypothesis of
Theorem 1 can be weakened, which, for later reference, we
state as a separate proposition:4
Proposition 1. If L # NP is Ptt -reducible to a p-selec-
tive set and search nonadaptively reduces to decision for L,
then L # P.
It follows immediately from Theorem 1 and [BvHT93]
that if E{NE, then there is a set L # NP&P that is not self-
reducible and for which search does not nonadaptively
reduce to decision. (This is so because it is known [Sel79]
that E{NE implies the existence of a p-selective set in
NP&P.) However, a stronger assertion than this will follow
from the following theorem.
Theorem 2. If NE{E, then there exists a p-selective set
L # NP&P for which search reduces to decision.
Proof. By hypothesis, there is a tally language T in
NP&P. For each i1, if 0i # T, then there is a witness _i for
0i # T, and, given i1 and a string _i , one can decide in
polynomial time (in i+|_i | ) whether _i is a witness for
0i # T. Let p be a polynomial so that for each i1, if 0i # T,
then each witness _i for 0i # T has length |_i |=p(i), and for
each i1, let ni=p(i).
For each i1, if 0i # T, define wi to be the lexicographi-
cally largest witness for 0i # T, and if 0i  T, define wi=0ni.
Define the infinite sequence w=w1 } w2 } w3 } } } .
Consider the standard left cut L=L(w). Clearly L is
p-selective. We need to show that L # NP&P and that
search reduces to decision for it.
For any string x, let k(x) be the smallest length k such
that |x|n1+n2+ } } } +nk . Then, x # L if and only if there
exist strings vl , ..., vk(x) such that xv1 } v2 } } } vk(x) (in
dictionary ordering) and each vi is 0ni or a witness for 0i # T.
As the right-hand side is an NP-condition, it follows that
L # NP.
For each i1, the sequence w1 } w2 } } } wi can be
computed in polynomial time in i by a binary search algo-
rithm using L as an oracle. Thus, L # P would imply T # P,
because we could decide whether wi is a witness for 0i # T.
For much the same reason, search reduces to decision for L,
and this completes the proof. K
Corollary 1. If NE{E, then there exists a set L in
NP&P such that search reduces to decision forL, search does
not nonadaptively reduce to decision for L, and L is not
self-reducible.
The corollary follows by Theorem 2, using [BvHT93],
together with Theorem l.
Corollary 2. If NE{co-NE, then there exists a set L
in NP&co-NP such that search reduces to decision for
L, search does not nonadaptively reduce to decision for L,
and L is not self-reducible.
Proof. By hypothesis, there is a tally language T in
NP&co-NP, and the construction in the proof of Theorem 2
gives a p-selective set L in NP. Recalling that T is
recognizable with the help of a binary search algorithm that
uses L as an oracle, we have T # PL. Thus, L # co-NP
implies T # PNP & co-NPco-NP. K
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Assume that NE{E, and let S and p denote the polyno-
mial-time recognizable relation and polynomial that define
L # NP in accordance with the demonstration in the proof
of Theorem 2 that L belongs NP. Consider the partial
function fS, p , and consider the following set [GS88, Mil76]
RfS, p=[(x, y) | _z[ yz and fS, p(x) [ z]].
It is easy to see that fS, p is reducible to RfS, p in polynomial
time by a binary search algorithm. However, under the
hypothesis of Theorem 2, fS, p is not reducible to RfS, p in
polynomial time by any nonadaptive algorithm because any
query to RfS, p can be replaced by a query to L. (This depends
on the specific property of L and the specific choice of S
and p.) Thus, we see that binary search is inherently
adaptive.
In [Bal90], Balcaza r proved that a set L # NP is a self-1-
helper if and only if search reduces to decision for L. It is
easy to show that the equivalence holds for nonadaptiveness
also. Thus, we may restate our corollary as a result about
self-1-helpers.
Corollary 3. If NE{E, then there exists a language
L # NP&P that is a self-1-helper, that is not a nonadaptive
self-1-helper, and is not self-reducible.
Corollary 3 settles an open question raised by Ko
[Ko87] by showing that the converse of one of Ko’s main
theorems is false unless NE=E.5
3.2. Self-reducible vs Search Nonadaptively Reduces to
Decision
Let UE denote the class of languages accepted by non-
deterministic exponential-time unambiguous machines, and
let co-UE=[L | L # UE].
Theorem 3. If UE{E, then there exists a language
L # UP&P such that search nonadaptively reduces to
decision for L, but L is not self-reducible.
Proof. Assume UE{E so that UP&P contains a tally
language T. Define
L=[0(n, i, j) | 0n # T and j is the ith bit of the witness of 0n].
Obviously, L # UP&P and it follows readily that search
nonadaptively reduces to decision for L. However, since L
is a tally language, it cannot be self-reducible, for that would
imply that L # P [Ber78]. K
Corollary 4. If UE{E, then there exists a language
L # UP&P such that L is a nonadaptive self-1-helper, but L
is not self-reducible.
Ko defined the following concept of unambiguous
l-helping in [Ko87].
Definition 7. A set H unambiguously 1-helps a robust
machine M on A=L(M, <) if there is a polynomial p such
that for all x # A, and all oracles B, if MB accepts x in p( |x| )
many moves, then the accepting path is identical to that of
MH(x).
Ko proved that every unambiguous self-1-helper (i.e., a
set that unambiguously 1-helps itself) is Turing equivalent
to a disjunctive self-reducible set. It is easy to see that every
self-1-helper in UP is an unambiguous self-1-helper. Thus,
if L # UP and search reduces to decision for L, then L is
PT-equivalent to a disjunctive self-reducible set. In
particular, the set L that is constructed in the proof of
Theorem 3 is PT-equivalent to a disjunctive self-reducible
set. Assuming UE{E, Corollary 4 provides an example of
an unambiguous self-1-helper that is not self-reducible.
We will use the following definition in the proofs of the
next two theorems.
Theorem 4. If UE & co-UE{E, then there is a
disjunctive self-reducible language L # (UP & co-NP)&P for
which search does not nonadaptively reduce to decision.
Proof. By hypothesis, let T # (UP & co-NP)&P be a
tally set. For each i1, there is a unique witness _i for 0i # T
or for 0i # T , and, given i1 and a string _i , one can decide
in polynomial time whether _i is the witness for 0i # T or for
0i # T .
We call the following string sn a ‘‘witness tuple’’ for 0n,
sn=_1 _2 } } } _n ,
where for all in, _i is the witness for 0i # T or for 0i # T .
Thus the witness tuple sn encodes information about the
membership of the first n tally strings in T.
Define
L=[w | w is a prefix of a witness tuple].
We assume without loss of generality that there exists a
polynomial p such that for all n>0, every witness tuple sn
has length p(n). We say that a natural number m is ‘‘good’’
if m=p(n) for some n.
It is easy to see that L is disjunctive self-reducible: For x
of good length, membership in L can be determined in
deterministic polynomial time, and for x not of good length,
x # L if and only if x0 # L or x1 # L.
To prove the other properties of L, first note that if
mn, then the witness tuple for 0m is a prefix of the witness
tuple for 0n. If L # P, then we can compute the witness tuple
for 0n in polynomial time, which implies that T # P. Also
membership in L and L for inputs of length n can be
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determined by guessing the unique witness tuple for 0m,
where m is the least number such that p(m)n. Thus,
L # (UP & co-UP)&P.
Finally, we show that if search nonadaptively reduces to
decision for L, then L # P. Suppose that g is the generator
and e is the evaluator that nonadaptively reduces search to
decision for L. On an input string x, compute g(x)=
[ql , q2 , ..., qk(n)]. For each query q in g(x), compute e with
the assumption that q belongs to A and that strings
q$ # g(x), belong to A if and only if q$ is a prefix of q. (That
is, assume that q is the maximum query that belongs to A.)
Also, simulate e with the assumption that none of the
queries in g(x) belong to A. One of these simulations is the
correct one and therefore produces a witness if there is
one. K
Corollary 5. If UE & co-UE{E, then there is a
disjunctive self-reducible language in UP&P that is not a
nonadaptive self-1-helper.
All the well-known examples of self-reducible sets in NP
[Mah82, MP79, Sel88] are actually disjunctive self-
reducible sets. In light of the results of Buhrman, van
Helden, and Torenvliet [BvHT93], it is reasonable to
inquire whether NP contains sets that are self-reducible but
not disjunctive self-reducible. The following theorem gives
an affirmative answer to this question, thereby adding
import to their work.
Theorem 5. If UE & co-UE{E, then there exists a set
in (UP & co-NP)&P that is conjunctive self-reducible, but
not disjunctive self-reducible.
Proof. The following fact is used in the proof.
Fact 1. A set L is disjunctive self-reducible if and only if
L is conjunctive self-reducible.
If UE & co-UE{E, then there exists a tally set T #
(UP & co-NP)&P. Using T, define set L as in the proof of
Theorem 4:
L=[w | w is a prefix of a witness tuple].
We will show that L fulfills the conditions of Theorem 5.
By Theorem 4 and Fact 1, it is immediate that L is in
(UP & co-UP)&P and that L is conjunctive self-reducible.
To prove that L is not disjunctive self-reducible, it suffices
to show that L is not conjunctive self-reducible. We claim
that if L is conjunctive self-reducible, then L # P.
Suppose L is conjunctive self-reducible by a Turing
machine M. Then, the following deterministic algorithm
determines membership of x in L.
On input x, simulate M to obtain the set of conjunctive
queries Q=[q1 , q2 , ..., qk]. The input x belongs to L if and
only if there is an element qj in Q such that every other
member of Q is a prefix of qj and qj # L. To determine
whether qj belongs to L, repeat the above process. Since the
queries successively generated are ordered by an OK partial
order, after polynomially many simulations, M will be
simulated on q* whose membership in L can be determined
in deterministic polynomial time without any queries to L.
If q* # L then accept, else reject. Thus L # P, which is a
contradiction, which completes the proof. K
In [BvHT93], it is shown that if search reduces to
decision for a language L # NP, then L is autoreducible
[Tra70]. Let us note that the converse does not hold. Let L
be a set in NP for which search does not reduce to decision
[BBFG91]. Then, LL is autoreducible, but search does
not reduce to decision for LL.
3.3. On Computing Satisfying Assignments
Corollary 1 states that under a reasonable assumption
there is a set in NP&P for which search does not nonadap-
tively reduce to decision. What can we say about general
NP problems? That is, does search nonadaptively reduce to
decision for any NP set? Here we will look at the standard
NP-complete set SAT and its standard search problem sat.
Thus, let us consider the partial multivalued function sat
defined by sat(x) [ y if x is satisfiable and y is a satisfying
assignment for x. Clearly, sat PT SAT. Is there a nonadap-
tive reduction from sat to the decision problem SAT? The
answer to this question may be difficult to obtain, for there
are oracles relative to which affirmative and negative
answers hold.
Recalling the definitions concerning function classes
given in Section 2, observe that there is a nonadaptive
reduction from sat to SAT if and only if sat # c PF
NP
tt ? The
following theorem is due to Buhrman and Thierauf [BT96].
Theorem 6. If E=NE and sat # c PFNPtt , then every
exponential-type search problem is solvable in E, where an
‘‘exponential-type search problem’’ denotes a search function
of a language in NE [IT91].
Impagliazzo and Tardos [IT91] have constructed an
oracle A such that EA=NEA, but, relative to which, there
exists an exponential-type search problem that cannot be
solved in exponential time. Thus, the following corollary
follows immediately.
Corollary 6. There exists an oracle A such that
satA  c(PFA)NP
A
tt .
This result stands in contrast to a result of Watanabe and
Toda [WT93], which states that sat # PFNPtt holds relative
to a random oracle.
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4. ADAPTIVENESS IN RANDOM REDUCTIONS
In 4 [FFLS95], it is shown that NEEE3 BPEEE implies
that there exist sets in NP&P that are randomly self-
reducible, but not nonadaptively randomly self-reducible.
The following theorem obtains the same consequence as in
[FFLS95], with the additional property that the language
that we construct is not self-reducible.
Theorem 7. If NE3 BPE, then there exists a p-selective
language L # NP&BPP such that L is randomly self-
reducible, not nonadaptively randomly self-reducible, and not
self-reducible.
Proof. The same construction as in the proof of
Theorem 2 can be used to define a language L that separates
adaptive and nonadaptive random self-reductions. It
follows immediately from the construction that L #
NP&BPP and L is p-selective.
Recall from the proof of Theorem 2 that for every
string x, k(x) is the smallest integer such that |x|
|w1 } w2 } } } wk(x) |. We can decide whether x # L by a binary
search algorithm that finds the string wl } w2 } } } wk(x) in
polynomial time using L as an oracle, and then by testing
whether x is smaller than this string in dictionary order.
This computation depends only on |x|. For any two strings
x and y such that |x|=| y|, the queries made to the oracle
are identical,6 so by definition, the reduction is a random
self-reduction.
Now let us show that if L has a nonadaptive random self-
reduction then L # BPP. Assume that M is a nonadaptive
random self-reduction for L, and consider the following
randomized algorithm M, which we claim demonstrates
that L belongs to BPP. On input x, M$ randomly selects a
set of strings ql , q2 , ..., qm , where the length of each string
and the number of strings is bounded by some polynomial
in the length of x. The algorithm M$ will try each of these
strings in turn as a pivot. In total there are m+1 possible
pivots to test; these are the strings q1 , q2 , ..., qm and =. For
each of these m+1 possible pivots, M$ obtains a candidate
for the string w1 } w2 } } } wk(x) by a binary search procedure
as follows: At each stage of the binary search, if y denotes
the string whose membership in L is to be decided, then M$
simulates M on input y. The queries made by M on input y
are answered consistently with the answers to the current
choice of pivot. (Recall that if q* is the pivot string, then the
simulation answers ‘‘yes’’ to queries q such that qq*, and
answers ‘‘no’’ if q>q*. When = is the pivot, then the
simulation answers ‘‘no’’ to all queries.) If this simulation
accepts y, then M$ assumes that y # L, and otherwise
assumes that y  L.
By performing such a binary search for all m+1 possible
pivots. M$ obtains m+1 many candidates for w1 } w2 } } }
wk(x) . M$ discards those that do not fulfill the defining
condition that each wi is of the form 0ni or a witness
for wi # T and chooses the largest remainder. Finally,
M$ accepts x if and only if x is less than or equal to this
remainder.
Techniques developed in [FFLS95] can be used to show
that there exists a polynomial that bounds m such that the
error probability of M$ is bounded. We skip the details
because of the identical nature of the arguments. K
Interestingly, the same language separates self-reducible
sets from randomly self-reducible sets and randomly self-
reducible sets from sets for which search nonadaptively
reduces to decision.
4.1. Trade-offs in Multiprover Interactive Proof Systems
Now we turn to interactive proof systems and show that
our techniques are applicable to this area. We assume
readers are familiar with interactive proof systems
[GMR89, Bab85] and with multiprover interactive proof
systems [BOGKW88].
In [BBFG91, BG94] the authors consider competitive
proof systems. An interactive proof system for a language L
is competitive if the honest prover is a probabilistic polyno-
mial-time oracle Turing machine that accesses the language
L. We consider a variation of this model. Define a prover to
be natural if it is an oracle for L. That is, the only messages
sent to a prover by the verifier are queries of the form q # L?
to which the prover can answer ‘‘Yes’’ or ‘‘No.’’ (Thus, in
any given round, a prover sends at most one bit to the
verifier.) Define a natural proof system to be one in which
all honest provers are natural. We raise the question, how
much interaction does a natural proof system require? We
will show under plausible complexity theoretic assumption
that there are languages in NP that require a polynomial
number of rounds even if multiple provers are allowed.
Following [FRS88], let IP( j, k) be the class of languages
accepted with no more than j provers in no more than k
rounds. Let poly designate a polynomial. Let NIP( j, k) be
the corresponding class of languages accepted by natural
interactive proof systems. Let const designate a constant.
Thus, for example, NIP(const, const) denotes the set of
languages accepted by natural interactive proof systems
with a constant number of provers in a constant number of
rounds.
Let compIP denote the class of languages accepted by
competitive proof systems. It is easy to see that NIP-
(1, poly)=compIP. The inclusion from left to right is easy.
For the converse, construct a verifier that runs the programs
of the verifier and the honest prover of the competitive proof
system and that refers to its own natural prover for the
queries that the competitive prover would make to the
oracle.
The following proposition is easy to prove.
Proposition 2. NIP(const, const)=NIP(1, 0)=BPP.
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In order to prove Proposition 2, observe that NIP(const,
const)BPP. The algorithm is to simulate the verifier for
each possible set of answers of the provers and to accept if
one of these simulations accepts.7 For the converse,
languages in BPP have natural interactive proof systems
that do not require use of the provers.
If L is any language in NP for which search reduces to
decision, then L belongs to NIP(1, poly). Thus, as a conse-
quence of Proposition 2, if L is any language in NP&BPP
for which search reduces to decision, then L belongs to
NIP(1, poly)&NIP(const, const). This observation stands
in contrast to [FRS88] in which they show that IP(poly,
poly)=IP(3, 2). Of course, more is known. Let MIP denote
the class of languages having multiprover proof systems.
Then, MIP=IP(poly, poly)=NEXP=IP(2, 1), by the
results of Babai, Fortnow, and Lund [BFL91] and Feige
and Lova sz [FL92].
Next we show that a trade-off between number of rounds
and number of provers cannot be accomplished even if a
polynomial number of provers are allowed.
Theorem 8. If L is p-selective and L belongs to
NIP(poly, const), then L is in BPP.
Proof. It is easy to see that every p-selective set in
NIP(poly, const) is in NIP(poly, 1). Thus, assume L is
p-selective and L belongs to NIP(poly, 1). Let
(V, P1 , P2 , ..., Pk(n)) be an interactive proof system that
recognizes L, and let f be a p-selector for L. Let x be a string
of length n. Without loss of generality, we assume that if
x # L, then (V, P1 , P2 , ..., Pk(n)) rejects x with probability at
most 12n and if x  L, then (V, P1* , P2* , ..., P*k(n)) accepts x
with probability at most 12n, for all provers P1* ,
P2* , ..., P*k(n) .
A probabilistic polynomial-time Turing machine M that
recognizes L works as follows. On input x of length n,
M simulates the verifier V to generate the messages M=
[m1 , m2 , ..., mk(n)], which are to be submitted to
Pl , ..., Pk(n) , respectively. Order the message strings in M
using the p-selector f. Then, for all messages m* # M,
simulate the remaining computation of V assuming that for
all strings mj # M, Pj (mj)=1 if and only if mjf m*. If in
any of these simulations V accepts then accept, else reject.
Now we show that M is a BPP machine that recognizes L:
Case 1 (x # L). By Lemma 1, in one of the simulations
the queries are answered honestly. By assumption this
simulation accepts with probability >(1&12n), and thus,
M accepts x with probability >(1&12n).
Case 2 (x  L). M accepts x if and only if there exists an
accepting simulation. For each simulation, the probability
that it accepts is less than 12n. Thus, M accepts x with
probability k(n)2n.
This completes the proof of the theorem. K
Corollary 7. If NE3 BPE, then there exists a
language L # NP&BPP such that L belongs to NIP(1,
poly)&NIP(poly, const). Furthermore, L is in compIP(1, 1)
via a protocol with 0-error probability.
Proof. This corollary follows from the fact that if search
reduces to decision for a language L, then L has a multi-
round, one prover interactive proof system in which the
honest prover is just L. Thus, the corollary follows by
Theorems 8 and 2.
Corollary 7 cautions that trade-offs between the number
of rounds and the number of queries cannot be assumed
when honest provers are restricted to being natural. There
is no analogue to Corollary 7 when the computational
power of provers is unrestricted, for every language in
PSPACE has a 1-prover polynomial-round interactive
proof system [LFKN92, Sha92] and every language in
PSPACE can be accepted by two provers in one round
[CCL94].
How do natural proof systems compare with other
models in the literature? We identify four classes of
languages, and for convenience we designate them as I, II,
III, and IV. Class I=NIP(const, const)=NIP(1, 0)=BPP.
Class II=NIP(poly, const)=NIP(poly, 1). Class III=
NIP(1, poly)=compIP. And, class IV=NIP(poly, poly). It
is easy to see that IIIIIIIV, and, by Corollary 7, II
is properly included in III, assuming that NE3 BPE. Let
compMIP denote the class of languages having competitive
multiprover proofs. It is easy to see that NIP(poly,
poly)=compMIP. Furthermore, as Beigel et al. [BBFG91]
have observed, compMIP is identical to the class frIP of
languages having function-restricted proof systems as
defined by Blum and Kannan [BK95]. Thus, IV=NIP-
(poly, poly)=compMIP=frIP.
4.2. Nonadaptive vs Adaptive Checkers
The following definition is due to Blum and Kannan
[BK95].
Definition 8. A function f is checkable if there is a
probabilistic polynomial-time oracle machine Ch (called a
checker) such that for all programs F (that claim to
compute f ) and all input words x:
1. If for all y, F( y)= f ( y), then ChF (x)=CORRECT
with probability 23.
2. If F(x){ f (x), then ChF (x)=FAULTY with prob-
ability 23.
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A function is nonadaptively checkable if it has a checker
that accesses its oracle nonadaptively. A language is
(nonadaptively) checkable if its characteristic function is
(nonadaptively) checkable. Whether SAT is checkable is an
open question. Here we provide evidence to show that NP
contains sets that are checkable but not nonadaptively
checkable.
Theorem 9. If L is nonadaptively checkable and p-
selective, then L # BPP.
Proof. The proof uses techniques that are similar to
those used in the proofs of Theorems 1 and 8. Let f be a
p-selector for L, and let Ch=(g, e) be a nonadaptive
checker for L. We assume that the error probabilities on
inputs of length n are bounded by l2n. We will show that
there exists a BPP machine M that recognizes L.
M operates as follows: On an input word x of length n, M
simulates the condition generator g on input x to obtain a
set Q=[q1 , q2 , ..., qk] of queries, where k p(n) for some
polynomial p. M orders all strings in Q&[x] using the
p-selector f. Then, M iteratively simulates the condition
evaluator e for each string q* # Q _ [=]&[x]. In each
iteration, M assumes that L(x)=‘‘Yes,’’ and for all strings
q # Q&[x], M assumes that L(q)=‘‘Yes’’ if and only if
qf q*. If the condition evaluator e outputs CORRECT in
any of the simulations, then M accepts x, and otherwise it
rejects.
Note that each simulation of Ch on input x checks some
program F that claims that x # L. By Lemma 1, x # L if and
only if one of these simulations is done with the correct set
of answers. That M is a BPP machine recognizing L follows
in exactly the same way as in the proof of Theorem 8. K
Corollary 8. If NE3 BPE, then there is a language
L # NP&BPP that is not nonadaptively checkable.
Theorem 10. If UE & co-UE3 BPE, then there is a
language L # UP&BPP that is checkable, but not nonadap-
tively checkable.
Proof. By hypothesis, let T # (UP & co-NP)&BPP be a
tally set. Recall from the proof of Theorem 4 that a witness
tuple is a string,
sn=_1 _2 } } } _n ,
where for all in, _i is the witness for 0i # T or for 0i # T .
Define the infinite sequence s=s1 } s2 } s3 } } } and define L
to be the standard left cut L=L(s).
For each string x there is a unique witness tuple that
decides membership or nonmembership of x # L. Since
T # UP & co-UP, this witness tuple can be found nondeter-
ministically in polynomial time. Thus, L # UP & co-UP.
Also, if F is a program that claims to decide L, then
the unique witness tuple can be found by a binary search
algorithm using F as an oracle in polynomial time, and this
witness tuple can be verified for validity in polynomial time.
Thus, L is checkable. To show that L is not nonadaptively
checkable, it suffices, by Theorem 9, to note that L is
p-selective. K
5. MORE ABOUT P-SELECTIVE SETS
5.1. P-Selective Sets, Standard Left Cuts, and Tally
Languages
The classical method for constructing p-selective sets is
the standard left cut construction of [Sel79, Sel82b]. One
basic property of a standard left cut is that every nonempty
standard left cut has a nonempty intersection with 7n for all
but finitely many n. Although all of the p-selective sets we
have constructed so far in this paper are standard left cuts,
the p-selective set that is constructed in the proof of
Theorem 15 to follow is not a standard left cut because it
lacks this property. The same is true of the p-selective sets
that are constructed in [HHO+93]. Nevertheless, all p-
selective sets that have been constructed to date are either
standard left cuts or Pm -equivalent to some standard left
cut. (We do not include proofs of this, but the reader may
do so using the techniques of the proof of the next theorem.)
This leads us to question whether there is a p-selective set
that is not Pm-equivalent to any standard left cut. The
following theorem shows that obtaining such a set is at least
as hard as showing that P{PP. We restrict our attention in
this theorem to infinite sets because every finite set A
belongs to P and, the empty set excepted, is p-selective and
Pm-equivalent to every standard left cut that belongs to P.
Theorem 11. If P=PP, then for every infinite p-selective
set A, there exists a standard left cut L(r) such that
A# Pm L(r).
8
Proof. Assume P=PP and let A be p-selective with
p-selector f. We assume without loss of generality that for all
strings x and y, f (x, y)= f ( y, x).
Intuitively, we think of the relation f (x, y)= y as a weak
ordering on strings, and as such, as specifying that y
precedes x in this ordering.9 Although this is not a transitive
relation, the justification for this intuition is that for every
two distinct strings x and y, either y precedes x or x precedes
y. Also, if x # A and y precedes x, then, since f is a p-selector,
y # A follows. We use this intuition to construct a standard
left cut that reflects the structure of A.
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Appel the result that a set is semirecursive if and only if it is an initial
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in Section 2.
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Define a function rank such that for every string x,
rank(x) is the number of predecessors of x in 7 |x|. That is,
rank(x)=&[ y | | y|=|x| and f (x, y)= y]&.
Note that 1rank(x)2|x|. Observe that rank is comp-
utable in polynomial time by a binary search algorithm that
accesses the following set C:
C=[(x, i) | &[w # 7 |x| | f (w, x)=w]&i].
Let M be a Turing machine that on input (x, i) guesses a
string y of length |x| and accepts if and only if f (x, y)= y.
Then (x, i) # C if and only if M on input (x, i) has at least
i accepting paths. It follows that C is in PP, and thus, by
hypothesis, C is in P. Since rank is in PFC, rank is in PF.
The function rank gives the rank of x in 7 |x|. (Observe,
however, that distinct strings in 7 |x| might have the same
rank.) We need to know the rank of x with respect to strings
of different length as well. Thus, we define the function
rank(x, m) as
rank(x, m)=max[rank( y) | | y|=m and f (x, y)= y].
Note that this is not the same as &[ y | | y|=m and
f (x, y)= y]&. Observe that *x, m, rank(x, m) is com-
putable in polynomial time in |x| and m, since it is com-
putable in polynomial time by a binary search algorithm
that accesses the set
[(x, y) |_zy, |z|=| y|, and rank(z)=rank(x, &y&)].
This set is in NP, and therefore, since NPPP, in P.
The function rank has the following property.
Claim 1. If rank(x)rank( y, |x| ), and y # A, then
x # A.
Proof of Claim. Suppose rank(x)rank( y, |x| ), and
y # A. Let y$ be a string of length |x| such that f ( y, y$)=y$
and rank(x)rank( y$). It is immediate that y$ # A.
Let I=[z | |z|=|x| and f (x, z)=z] and J=[z | |z|=| y$|
and f ( y$, z)=z]. By the definition of rank, &I&&J&.
Assume x  A. Then x  J and for every z # J, f (x, z)=z, and
therefore, JI. Since f (x, x)=x, x # I.Thus, &I&&J&+1.
This is a contradiction. So, x # A. K
For every i, let ri=max[rank( y) | y # A, | y |=i]. (We
define the maximum of the empty set to be 0.)
Claim 2. For every i>0,
1. if x # A, then rank(x, i)ri , and
2. if rank(x, i)<ri , or rank(x)r |x| , then x # A.
Proof of Claim. 1. Suppose that x # A. If rank(x, i)=
0, then rank(x, i)ri . If rank(x, i)>0 then, by definition of
rank, there exists a string yi of length i such that f (x, yi)=yi
and rank( yi)=rank(x, i). It follows from Claim 1 that
yi # A, and thus, rank( yi)ri . Thus, rank(x, i)ri , as
required.
2. First suppose that rank(x)r |x| . Let y # A be a string
of length |x| such that rank( y)=r |x| . Applying Claim 1
gives that x # A.
Finally, suppose that rank(x, i)<ri . Let yi # A be a string of
length i such that rank( yi)=ri . If x  A, then f (x, yi)= yi ,
and therefore, by definition of rank, rank( yi)rank(x, i).
This is a contradiction. So, x # A. K
Let i1. Since there are 2i strings of length i, we may
write rank( y), for each string y of length i, as a binary string
of length i+1. (Observe that not all strings of length i+1
are in the range of rank.) Thus, ri is a binary string of length
i+l.
Define the sequence r=r1 } r2 } r3 } } } and observe that r is
infinite. We will show that A# Pm L(r).
Claim 3. APm L(r).
Proof of Claim. Observe that rank(x, i) is a binary
string of length i+1, and define reduction g as
g(x)=rank(x, 1) } rank(x, 2) } rank(x, 3) } } } rank(x, |x| ).
It is immediate that g is in PF. It remains to show that
x # A if and only if g(x)<r. This follows immediately from
Claim 2: If x # A then for all i, 1i|x|, rank(x, i)ri ,
and, since r is infinite, this implies that g(x)<r. For the
converse, note that g(x)<r implies that rank(x)r |x| or
rank(x, i)<ri for some i. In both cases, x # A follows by
Claim 2. K
Claim 4. L(r)Pm A.
Proof of Claim. Let y= y1 } } } ym be a string such that
| yi |=i+1 for i<m and 1| ym |m+1. By definition of
L(r), y # L(r) if and only if
[\i, 1im, yiri]
or
[_i, 1i<m, yi<ri and \j, 1 j<i, yjrj].
First we show how to reduce the following set D to A,
D=[z |zr |z|&1].
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Let |z|=n+1:
v If z # 0*, then z # D.
v If z>max[rank(x) | |x|=n], then z>rn , and thus
z  D.
Under the assumption that P=PP, the condition z>
max[rank(x) | |x|=n] can be tested in polynomial time by
a suitable binary search algorithm:
v If z  0* and zmax[rank(x) | |x|=n], then define
h(z):
 |h(z)|=n and zrank(h(z)),
 for all x of length n, if zrank(x), then
rank(h(z))rank(x), and
 h(z) is the lexicographically smallest string satisfying
these requirements.
We claim that the following holds for each string z  0*:
zrn if and only if h(z) # A.
For the right-to-left implication, let h(z) # A. Then
zrank(h(z))max[rank(x) | x # A and |x|=n]=rn .
For the converse, suppose that zrn . Since z  0*, there
must exist a string x such that zrank(x), x # A, and
|x|=n. By definition of h, rank(h(z))rank(x), and it
follows from Claim 1 that h(z) # A.
Under the assumption that P=PP, it is easy to see that
this reduction can be computed in polynomial time by a
binary search algorithm that uses the following oracle set,
which is in NP, and therefore by assumption in P:
[(z, k, x) | |x|=|z|&1 and _x$[ |x$|=|x|,
zrank(x$), and (rank(x$), x$) (k, x)]].
It follows that D is manyone reducible to A in polyno-
mial time. To reduce L(r) to D, observe that for all strings
z of length n+1,
z<rn W (z{1n+1 and z+1rn).
If z{1n+1, we can view z+l as a binary string of length
n+1 and, therefore,
z<rn W (z{1n+1 and z+1 # D).
It follows immediately that L(r) is positive truth-table
reducible to D and, therefore, L(r) is also positive truth-
table reducible to A.
Although it is easy to transform this reduction into a
manyone reduction, there is no need because the claim
L(r)Pm A follows immediately from the fact that for any
sets X and Y [Sel82b] if Y is p-selective, and XPptt Y, then
XPm Y.
This completes the proof of Theorem 11. K
It is known that for every standard left cut L(r), there
exists a tally language T, such that L(r)Pptt T, and
T PT L(r) [Sel82a]. As an immediate corollary, this holds
for all p-selective sets if P=PP.
Corollary 9. If P=PP, then for every p-selective set
A, there exists a tally set T such that APptt T, and T
P
T A.
The following theorem demonstrates that the known
relation between standard left cuts and tally languages is
optimal.
Theorem 12. There exists a standard left cut L(r) such
that for all tally sets T, L(r)Ptt T.
Proof. Let M1 , M2 , . . . be an enumeration of all polyno-
mial time truth-table reductions, where Mi (x) runs in time
pi ( |x| )=|x| i. We will construct a sequence r and a set
A=L(r) such that the following condition holds for all Mi
and Mj :
(V) There does not exist a tally set T, such that Mi
reduces L(r) to T and Mj reduces T to A.
If this requirement is satisfied for all Mi and Mj , then A
cannot be a truth-table equivalent to any tally set. The
following construction of r demonstrates that the require-
ment can always be satisfied.
Define +(0)=222, +(k)=22+(k&1) for k>0. The sequence r
(and, equivalently, the set A) is constructed in stages. At
stage l, we will decide the +(l&1)+1 through +(l ) bits of r
(in other words, we determine membership of strings of
length +(l&1)+1 through +(l ) in A). Let rl denote the bits
of r that have been decided prior to stage l, and let Al denote
the finite set of strings put into A prior to stage l. Initially set
r0 :=02
22
, A0 :=[0k | 1k16], and m: =0.
In stage l=(i, j) , set m :=+(l ). In this stage, we will
show that there does not exist a tally set T such that
Mi reduces A to T and Mj reduces T to A. Let
Q=[0k |1kmi]. Define
S=[x | x is queried to A by Mj on some input z # Q].
Since Mi runs in time mi, for any x # 7m, the question
whether x # A can be answered by determining membership
of the elements of Q in some tally set T, which in turn is
determined by the membership of strings in S in A. So,
fixing the membership of strings in S fixes the membership
of all strings of length m in A. Now, order the elements in S
using ordinary dictionary ordering. Since A is a standard
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left cut, there are &S&+1-many consistent ways in which
queries in S can be answered. Each of these candidate
answers determines the membership of all strings in 7m,
which in turn determines a unique extension of rl of length
m. Let
R=[ri* | ri* is an extension rl of length m due to
a candidate answer to queries in S].
The total number of ways in which rl can be extended is
2m&+(l&1)>2mm, and since Mj runs in time m j, &R&=
&S&+1 pj ( pi (m)) } pi (m)+1=mij+i+1<2mm. Thus
there exists an extension r* of rl that is not in R. Setting
rl+l :=r* and Al+l :=[x | xr* and |x||r*|] satisfies
the requirement.
This completes the proof of the theorem. K
Whereas for every tally set T, there exists a standard left
cut L(r) such that TPT L(r) [Sel82a], it is shown in
[HHO+93] that there exists a tally set T that is not Ptt -
reducible to any p-selective set. Next, under the assumption
UE{E, we easily show that such a set can be constructed
in UP.
Theorem 13. If UE{E, then there exists a tally set T #
UP&P such that T is not Ptt -reducible to any p-selective set.
Proof. The theorem follows directly from Theorem 3
and Proposition 1. Namely, let UE{E, so that UP&P
contains a tally language T. Define the language
T $=[0(n, i, j) | 0n # T and j is the ith bit of the witness of 0n].
Since we assume that T # UP&P, it follows that T $ #
UP&P. This language is identical to the language constructed
in the proof of Theorem 3, and it is shown that search non-
adaptively reduces to decision for T $. By Proposition 1, if T $
is Ptt -reducible to a p-selective language, then T $ # P, which
contradicts the assumption that T $ # UP&P. K
5.2. P-Selective and P-Cheatable Sets
The following definitions are due to Beigel [Bei87,
Bei91]. For a set A and n1, FAn denotes the function that
given x1 , ..., xn # 7* outputs
(/A(x1), ..., /A(xn)).
For a set B and k1, let PFBk&T be the class of functions
computed by a polynomial time-bounded deterministic
oracle Turing machine M via k adaptive queries to B. A set
A is called k-cheatable if FA2k # PF
B
k&T , for some set B. A set
A is called cheatable if A is k-cheatable for some k.
Theorem 14. If P=NP, then for every cheatable set A
there is a tally set T such what A# Pm T.
Proof. Assume P=NP. Let A be k-cheatable via a
machine M and an oracle B. Noting that < and 7* are Pm-
equivalent respectively to < and 0*, we assume that A is
nontrivial. Let m denote 2k. We may assume that M takes
m strings as an input and outputs a [0, 1]m vector, which
coincides with the value of FAm if the oracle is B. Moreover,
we may assume that M ’s computation is not dependent on
the order of inputs in the following sense:
v for every x1 , ..., xm # 7*, b1 } } } bm # 7m, permutation ?
on [1, ..., m], and oracle X, MX on input (xl , ..., xm) out-
puts b1 } } } bm if and only if M X on input (x?(1) , ..., x?(m))
outputs b?(1) } } } b?(m) .
For x1 , ..., xm # 7*, let V(x1 , ..., xm) denote the set of all
possible outputs of M on (xl , ..., xm). Then V is poly-
nomial-time computable, and for every x1 , ..., xm ,
&V(x1 , ..., xm)&m and FAm(x1 , ..., xm) # V(x1 , ..., xm).
In the following discussion, let n be fixed. For each
t, 1tm, x1 , ..., xt # 7n, define
H(x1 , ..., xt)=[b1 } } } bt | (\yt+1 # 7n)(_ct+1 # 7) } } }
(\ym # 7n)(_cm # 7)
b1 } } } btct+1 } } } cm # V(x1 , ..., xm)].
It is not hard to see that the following properties hold:
(i) For every x1 , ..., xt+1 , if b1 } } } bt # H(x1 , ..., xt),
then there is some bt+l # 7 such that b1 } } } bt+1 #
H(x1 , ..., xt+1). So, &H(x1 , ..., xt)&&H(x1 , ..., xt+1)&.
(ii) For every x1 , ..., xm , H(x1 , ..., xm)=V(x1 , ...,
xm). Thus, for every x1 , ..., xt , &H(x1 , ..., xt)&m.
(iii) Whether v # H(x1 , ..., xt) can be tested by a 6 P2m
predicate. So, by our assumption P=NP, H # PF.
(iv) For every x1 , ..., xt , FAt (x1 , ..., xt) # H(x1 , ..., xt).
Define D0=[x | H(x)=[(0)]], D1=[x | H(x)=[(1)]],
and E0=7n&(D0 _ D1). Clearly, if x # D0 then x # A , and
if x # D1 then x # A. Define d and inductively wi and E1 ,
1id, as follows:
Case 1. E0=<: Define d=0.
Case 2. E0 is a singleton set: Define d=1 and w1 to be
the unique element in E0 .
Case 3. &E0&2:
(a) For i1, define wi=min[x # Ei&1 |
&H(w1 , ..., wi , x)&>i+1] and Ei=Ei&1&[wi ]; and
(b) Define d to be the largest i for which wi is defined.
206 HEMASPAANDRA ET AL.
File: 571J 143314 . By:BV . Date:25:09:96 . Time:14:42 LOP8M. V8.0. Page 01:01
Codes: 6453 Signs: 4789 . Length: 56 pic 0 pts, 236 mm
Let x # Ed . By (i), dm&1. By definition, &H(w1 , ..., wd )&
d+1 and &H(w1 , ..., wd , x)&d+1, so &H(w1 , ..., wd )&
&H(w1 , ..., wd , x)&. By (i), &H(w1 , ..., wd )&&H(w1 , ...,
wd , x)&. So, &H(w1 , ..., wd )&=&H(w1 , ..., wd , x)&. Further-
more, by (i), each element in H(w1 , ..., wd) is a prefix of an
element in H(w1 , ..., wd , x). This implies that there exists a
one-to-one onto correspondence between H(w1 , ..., wd , x)
and H(w1 , ..., wd). Therefore, /A(x) can be determined from
FAd (w1 , ..., wd , x); x # A if and only if F
A
d (w1 , ..., wd ) 1
# H(w1 , ..., wd , x) and x  A if and only if F Ad (w1 , ..., wd ) 0
# H(w1 , ..., wd).
Let Sl , ..., Sr be a fixed enumeration of all subsets of 7d+1
and for each x # Ed , define h(x) to be the unique i such that
H(w1 , ..., wd , x)=Si . Clearly, r=22
d+1
22
m
and for every
x, y such that h(x)=h( y), x # A if and only if y # A. For
each i, 1ir, define ai to be the lexicographically smallest
x # Ed such that h(x)=i if such an x exists and undefined
otherwise. Since H is polynomial-time computable and
we are assuming that P=NP, h is polynomial-time
computable and so is ai . Now
T=[0(2n, i) | wi is defined and is in A]
_ [0(2n+1, i) | ai is defined and is in A].
We show that A#Pm T. For x # _
n, define f (x)=t0 if
x # D0 , t1 if x # D1 , 0(2n, i) if x=wi for some i, and 0(2n+1, i),
if x # Ed and h(x)=i, where t0  T and t1 # T are fixed.
Clearly, f # PF and for every x, x # A if and only if f (x) # T.
so, APm T. On the other hand, for y=0
(2n, i), define
g( y)=wi if wi is defined and a0 otherwise and, for
y=0(2n+1, i), define g( y)=ai if ai is defined and z
otherwise; where z  A is fixed (such a z exists since A is non-
trivial). Clearly, g # PF and for every y # 0*, y # T if and
only if g( y) # A. Thus, TPm A. This proves the theorem. K
Amir, Beigel, and Gasarch [ABG] showed that there is a
1-cheatable set that is not p-selective, and, conversely, that
there are p-selective sets that are not cheatable. Using our
methods of constructing p-selective sets, the following
theorem gives an improvement of their latter result.
Theorem 15. There is a recursive p-selective tally set
that is not cheatable.
Proof. We will construct a p-selective set A that is not
k-cheatable for any k. The construction of A is done in stages.
Let M1 , M2 , . . . be an enumeration of all polynomial-
time computable functions. We assume that Mi runs in time
ni. Define +(0)=222 and for i1, define +(i)=22+(I&1). At
stage l=(m, i1 , ..., im) , m=2k, we construct against k and
machines Mi1 , ..., Mim so that F
A
m is not computable by these
machines; more precisely, we will put some tally strings of
length from +(l )+1 to +(l )+m into A so that the following
requirement is established:
(V) there exist tally strings xl , ..., xm such that
FAm(x1 , ..., xm) is not output by Mij (x1 , ..., xm) for any j,
1 jm.
Suppose that the requirement is satisfied for all l. Then for
every m, F Am is not computable by m functions in PF. Thus,
for every k, FA2k is not computable by 2
k functions in PF and
this implies that A is not cheatable.
The construction at stage l=(m, i1 , ..., im) proceeds as
follows. Let n=+(l ). Let Al be the set of all strings put
into A prior to stage l. By the definition of +, we assume
that Al 7n. For q, 1qm, let xq=0n+q. Let X=
[Mij (x1 , ..., xm) | 1 jm]. Then there is some vector
l d0m&d that is not in X because there are m+1 such strings.
Let e be the smallest such d. Then we put xl , ..., xe into A.
Obviously, FAm(x1 , ..., xm)  X. So, the requirement (*) is
established for l. It is not hard to see that computing X
requires O(m+mj=1(n+m)
ij) operations, so it requires at
most O(+(l+1)).
In order to prove that A is p-selective, we will construct
a machine D that computes a p-selector f for A. Let x and
y be two given tally strings. M performs the following
steps:
1. Check whether +(s)<|x|+(s)+u, where s is of the
form (u, i1 , ..., iu) . If this is not the case, output y.
2. Check whether +(t)<| y|+(t)+v, where t is of the
form (v, i1 , ..., iv). If this is not the case, output z.
3. If s<t, simulate the construction at stage s and out-
put x if z is put into A at stage s and output y otherwise.
4. If t>s, simulate the construction at stage t and out-
put y if y is put into A at stage t and output x otherwise.
5. If s=t and u<v, then output x, and if s=t and uv,
then output y.
Since the construction at stage s can be done in time
+(s+1), M runs in time polynomial in |x|+| y| Further-
more, f (x, y) # A whenever either x # A or y # A. Therefore,
A is p-selective and this proves the theorem. K
6. OPEN QUESTIONS
We conclude with some questions that remain open:
1. If L # NP and L is self-reducible, does search
necessarily reduce to decision for L?
2. Does disjunctive self-reducibility imply random self-
reducibility?
3. Does search nonadaptively reduce to decision for
SAT?
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