Combination Blind Equalization Suitable for 4-PAM and 16- QAM Signals  by Rao, Wei
 Procedia Environmental Sciences  10 ( 2011 )  1270 – 1275 
doi: 10.1016/j.proenv.2011.09.203 
Available online at www.sciencedirect.com
Conference Title 
Combination Blind Equalization Suitable for 4-PAM and 16-
QAM Signals 
Wei Rao 
Nanchang Institute of Technology, Nanchang 330099, P.R. China 
 
Abstract 
In digital communication system, De Castro et al. proposed a combination blind equalization based on a constant 
modulus algorithm (CMA) and a decision directed (DD) operating concurrently (CMA+DD) which is known to 
outperform the CMA considerably, however it still only achieves moderate steady-state mean square error (MSE). 
Then a new CMA based on modified function is discussed in such combination blind equalization scheme. For the 4-
PAM and 16-QAM signals, by adjusting the coordinates of received signals the cost function will become exactly 
zero when the channel is perfectly equalized. So the proposed algorithm can obtain lower steady-state MSE than 
CMA+DD. Simulation results show that the proposed method achieves satisfactory performance. 
 
 
Keywords: blind equalization; constant modulus algorithm; decision directed algorithm; coordinate transformation. 
1. Introduction 
Intersymbol interference (ISI) is a serious problem in high-speed digital transmission. The constant 
modulus algorithm (CMA) is by far the most popular blind equalization to combat the ISI [1-3]. Problem 
of the CMA, however, is that it only achieves moderate steady-state mean square error (MSE), which may 
not be sufficient for the system to obtain adequate performance [4-7]. A possible solution is to switch to a 
decision directed (DD) adaptation which should be able to minimize the residual steady-state MSE of the 
CMA. However, as pointed out in [4], in order for such a transfer to be successful, the MSE of CMA 
should be sufficiently low. In practice, such a low level of MSE may not always be achievable by the 
CMA.  
For solving this problem, De Castro and co-workers [4] have proposed an equalization which operates 
a DD equalizer concurrently with a CMA equalizer. This CMA+DD has a dramatically improvement in 
equalization performance over CMA. But the disadvantages of CMA still exists in CMA+DD, such as that 
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the cost function of CMA can not become exactly zero even when the channel is perfectly equalized for 
high-order PAM and high-order QAM signals. So for such nonconstant modulus signals the CMA+DD 
can not obtain dramatic performance unlike for constant modulus algorithm. The constant modulus signals 
such as 8-PSK is shown in fig. 1, and the nonconstant modulus signals such as 16-QAM is shown in fig.2. 
 
Fig.1. 8-PSK constant modulus signal 
 
Fig.2. 16-QAM nonconstant modulus signal 
For solving that problem of alone CMA, we have proposed the very efficient method, coordinate 
transformation [8-10]. So we apply it to the CMA+DD scheme, which can improve the performance 
obviously. 
2. CMA 
We start analysis with CMA2-2 [1]. As seen in Fig. 3, )(ks  is the transmitted symbol, )(zc  is the 
impulse response of the channel, )(kn  is the channel noise, )(kx  is the equalizer input, )(ky  is the 
equalizer output and )(ˆ ks  is the output of the decision device. The equalizer N-taps weight vector is 
defined by T110 )](,),(),([)( kfkfkfk N "f . The N-taps input vector is defined by 
T)]1(,),1(),([)(  Nkxkxkxk "x . Equalizer output can be expressed as 
)()()( T kkky xf   (1) 
The cost function of CMA is defined by 
})]({[E
4
1)( 2keJCMA  f   (2) 
where ][E   indicates statistical expectation and )(ke  is the error function of CMA, defined by 
22|)(|)( Rkyke    (3) 
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where 2R  is a constant modulus and it is the priori statistical information informed in above. And it is 
defined by 
]|)([|E/]|)([|E 242 ksksR   
 (4) 
Using a stochastic gradient algorithm, the weight vector of CMA equalizer is updated by 
)|)()(|()()()1( 22* Rkykykkk   xff P   (5) 
where P  is the step size. 
The CMA is widely used in practice for its robustness and the capability of opening “initially closed 
eye”, but towards the high-order QAM and PAM signals its steady-state MSE is not very good. The one 
of the main reasons for that is the cost function of CMA attempts to drive the equalizer output to a lie on a 
circle of radius R , but the amplitudes of each signals are not constant one,  namely, the cost function can 
not become exactly zero even when the channel is perfectly equalized. 
)(ks )(kx
)(kn
)(kf )(ky)(zC )(ˆ ks
 
Fig. 3. Structure of the CMA equalizer 
3. CMA+DD 
De Castro and co-works [4] proposed a combination blind equalization scheme that consists of a CMA 
equalizer and a DD equalizer operating concurrently. Specifically, let dc fff  , here cf  is the weight 
vector for the CMA part, and df  is the weight vector for the DD part whose cost function is 
2/}|)()(ˆ{|E)( 2kyksJ DD  f   (6) 
where )(ˆ ks  denotes the quantized equalizer output defined by 
|)(|minarg)(ˆ ilss
skyks
il
 

  (7) 
More precisely, at symbol-spaced sample, given 
)()()()()( kkkkky Td
T
c xfxf    (8) 
the CMA part adapts cf  according to the rule 
)|)()(|()()()1( 22* Rkykykkk ccc   xff P   (9) 
The DD adaptation follows immediately after the CMA equalizer adaptation but it only takes place if 
the CMA adjustment is viewed to be a successful one. Let 
)()()()1()( kkkkky Td
T
c xfxf    (10) 
Then the DD part adjusts df  according to 
)](ˆ)(ˆ[)](ˆ)()[()()1( * kskskskykkk ddd   GP xff  (11) 
where )(ˆ ks  is an estimate of )(ky  by decision device, and the indicator function 
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)(G   (12) 
It can be seen that df  is updated only if the equalizer hard decision before and after the CMA 
adaptation are the same. As analyzed in [4], if the equalizer hard decisions before and after the CMA 
adaptation are the same, the decision probably is a right one. When the DD adaptation is safe to perform, 
it has a much faster convergence rate and is capable of lowering the MSE, compared with the pure CMA. 
The adaptive gain dP  for DD can often be chosen much larger than cP  for CMA. 
4. Proposed Algorithm 
In [8], for 16-QAM signal we have used a coordinate transformation to modify the cost function of 
CMA 
}]|))]((2)([))]((2)([{[|E
4
1)( 222 RkysignkyikysignkyJ iirrCMA c c f  (13) 
where )(kyr  and )(kyi  are the real part and imaginary part of )(ky  respectively. And 
2Rc  is the new 
modulus for the new signals after coordinate transformation 
]|))]((2)([))]((2)([[|E
/]|))]((2)([))]((2)([[|E
2
42
kssignksikssignks
kssignksikssignksR
iirr
iirr

 c  (14) 
Therefore, the equalizer weight vector is updated by 
)))]((2))((2)([
]}|))]((2)([))]((2)([){|()()1( 22*
kysignikysignky
Rkysignkyikysignkykkk
ir
iirr

c  xff P  (15) 
Now we apply it to the CMA+DD as follows: 
)()()()()( kkkkky Td
T
c xfxf    (16) 
)))]((2))((2)([
}|))]((2)([))]((2)([){|()()1( 22*
kysignikysignky
Rkysignkyikysignkykkk
ir
iirrcc

c  xff P  (17) 
)()()()1()( kkkkky Td
T
c xfxf    (18) 
)](ˆ)(ˆ[)](ˆ)()[()()1( * kskskskykkk ddd   GP xff  (19) 
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The proposed algorithm is composed of equations form (15) to (20). And if we set the imaginary part 
of 16-QAM signal to zero, then we get 4-PAM signals. So for the 4-PAM signal the proposed algorithm 
can be also used when we set the imaginary parts in (14), (15) and (17) to zeros. 
5. Simulation study 
Here, we present simulation results to demonstrate performances of the proposed algorithm by 
comparing with CMA and CMA+DD. And we calculate the mean square error by this expression [2] 
2*2* )()( wsMSE VVGG ffCfhCfh    (21) 
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where 2sV  is the source variance, 
2
wV  is the noise variance, Cfh  G  under the condition of perfect 
equalization, which is defined as 
T]0,,0,1,0,,0[ "" Gh   (22) 
where the nonzero coefficient is in the G th position. 
Example 1. 4-PAM with 2000 data symbols were transmitted through a channel with impulse response 
T],0.2368906,0.05780.9656,0.0[ c . The SNR was set to 30 dB. For the CMA, it had 17 taps with a 
center-spike initialization and cP  was set to 0.003. For the CMA+DD, the CMA part had 17 taps with a 
center-spike initialization and cP  was set to 0.003, the DD part had 17 taps with all zeros initialization 
and dP  was set to 0.01. For the proposed algorithm, cP  was set to 0.01, dP  was set to 0.01 and the other 
parameters used the same settings as in the CMA+DD. 
The three algorithms’ learning curves presented in terms of the convergence rate and mean square error 
are depicted in fig. 4. As can be seen in it, the proposed algorithm has the same convergence rate as the 
CMA+DD and performance enhancement in steady-state MSE. 
 
Fig. 4. Learning carves of three algorithms for example 1 
Example 2. 16-QAM with 4000 data symbols were transmitted through a channel with impulse 
response T8.17.0 ],0,0,0.3[ jj ee  c . For the CMA, it had 25 taps with a center-spike initialization. For the 
CMA+DD and proposed algorithm, the CMA part had 25 taps with a center-spike initialization and the 
DD part had 25 taps with all zeros initialization. And the other parameters used the same settings as in the 
example 1.  
 
Fig. 5. Learning carves of three algorithms for example 2 
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As seen in fig. 5, like example 1, the proposed algorithm has the lowest steady-state MSE. 
6. Conclusion 
In this paper, a coordinate transformation method for CMA is used in CMA+DD, which is suitable for 
4-PAM and 16-QAM signals. For these types signals the proposed algorithm can overcome the deadly 
defect of CMA part which is the cost function of CMA can not become exactly zero even when the 
channel is perfectly equalized. So the proposed algorithm is attractive as it has lower steady-state MSE 
than the famous CMA+DD. 
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