Kujala and Dzhafarov (arXiv:1903.07170) considered two measures of the degree of contextuality in contextual systems, CNT1 and CNT2. They are, in a well-defined sense, mirror images of each other, but only CNT2 naturally extends to a measure of the degree of noncontextuality in noncontextual systems, NCNT2. In this paper, CNT2 is shown to be numerically equal to CNT1 when applied to arbitrary cyclic systems of dichotomous random variables (generally, inconsistently connected, i.e. with "disturbance" or "signaling" allowed). Both CNT2 and NCNT2 are shown to be related in a simple way to the generalized criterion of noncontextuality for such systems (Found. Phys. 46,(282)(283)(284)(285)(286)(287)(288)(289)(290)(291)(292)(293)(294)(295)(296)(297)(298)(299).
Introduction
In Ref. [6] several measures of the degree of contextuality in contextual systems were discussed in relation to arbitrary systems of random variables. Here, we focus on two of them, labeled CNT 1 and CNT 2 . The former is the oldest measure introduced within the framework of the Contextualityby-Default (CbD) theory [2, 3, 6] , whereas CNT 2 is the newest one, introduced in Ref. [6] for the first time. They are, in a well-defined sense, mirror images of each other, but only one of them, CNT 2 , was shown to be naturally extendable to a measure of the degree of noncontextuality in noncontextual systems, NCNT 2 . Here, we will analyze the application of CNT 2 and NCNT 2 to cyclic systems of dichotomous random variables, a class of systems that have played an especially prominent role in contextuality studies [4, 5, 7] . In Ref. [5] a closed-form expression was derived for the Bell-type criterion of noncontextuality for arbitrary cyclic systems. It can be written as
with the terms to be explained below. It was shown in Ref. [5] that if s 1 (A) − ∆ (A) > 0, so that the system is contextual, then
1 (Due to minor formulation differences, in Ref. [5] the proportionality coefficient is 1/2 rather than 1/4; the latter one matches the version of CNT 1 used in Ref. [6] and here.) We will see that specialization of CNT 2 to cyclic systems leads to precisely the same expression,
When s 1 (A) − ∆ (A) ≤ 0, so that the system is noncontextual, the situation is somewhat more complex. The measure of noncontextuality as defined in [6] turns out to be
where m (A) is another characterization of the cyclic system to be explained. This note assumes that the reader is familiar with the Contextuality-by-Default (CbD) theory [2, 3, 6] . Although all relevant definitions and results are recapitulated in this paper, they are presented in the form specialized to cyclic systems rather than in complete generality, and the motivations behind the constructs may not always be apparent.
Cyclic systems
A cyclic system of rank n = 2, 3, . . ., is a system
where i ⊕ 1 = i + 1 for i < n, and n ⊕ 1 = 1; R i j denotes Bernoulli (0/1) random variable measuring content j in context i (j = i, i ⊕ 1). A content is any property that can be present or absent, a context here is defined by which two contents are measured together (simultaneously or in any order, except in the case n = 2, when the contexts are defined by the order in which the two contents are measured). The system has n contexts containing two jointly distributed random variables each, R , each of which contains two stochastically unrelated (i.e., possessing no joint distribution) random variables measuring the same content in two different contexts (i ⊖ 1 = i − 1 for i > 1, and 1 ⊖ 1 = n).
For each context i = 1, . . . , n, the joint distribution of R i i , R i i⊕1 is described by three numbers,
(One does not need a superscript for the product expectation because the context is uniquely determined by the two contents measured in this context.) As a result, a cyclic system can be represented by two column vectors:
which is the vector of single-variable expectations preceded by = 1, and
are maximal possible ones, and the couplings of the connections used to compute these product expectations are called maximal couplings.
Let us agree that an observed, or target system R (one being investigated) is represented by vectors
where p * c denotes the vector of maximal connection product expectations.
⊺ is noncontextual if it has a coupling S that induces as its marginals the vector of maximal connection product expectations p * c . If no such coupling exists, the system is contextual.
In other words, if a system is noncontextual it has an overall coupling that (by definition) satisfies (14), and also
For any overall coupling S of a system, let h be a column-vector of probabilities Once M and h are defined, one can reformulate the definition of (non)contextuality as follows.
⊺ is noncontextual if and only if there is a vector h ≥0 (componentwise) such that
Otherwise the system is contextual.
Relabeling
For some aspects of cyclic systems it is more convenient to label the values of the random variables ±1 rather than consider them Bernoulli, 0/1. This amounts to switching from R A cyclic system R with Bernoulli variables will then be renamed into a cyclic system A with ±1-variables. We have
and this defines the transformations of the expectation vectors
The relabeling in question is useful in the formulation of the Bell-type criterion of noncontextuality. Let us denote
Theorem 5.1 (Kujala-Dzhafarov, [5] ). A cyclic system A is noncontextual if and only if
6 Measures of contextuality
The idea of the two measures of contextuality considered below, CNT 1 and CNT 2 , is as follows. First we think of the space of all p = (p l , p b , p c ) obtainable as p = Mh with h ≥ 0. In this space, we fix the 1-marginals at p * l , restricting the space to that of 
the L 1 -distance between p * c and the feasibility polytope
Written in extenso,
Because p * l is fixed, we have
This allows us to redefine the measure in the way more convenient for our purposes,
where
the L 1 -distance between p * b and the noncontextuality polytope
Here,
For the same reason as above,
the L 1 -distance between e * b and the polytope
As this may lead to no misunderstandings, we will use the same term, feasibility polytope, for both P c and E c . Analogously, both P b and E b can be referred to as a noncontextuality polytope.
Because
E b is a convex polytope within the n-dimensional rectangle
We will assume in the following that no context in the system contains two deterministic variables. If such a context exists, the rectangle R b is degenerate (has lower dimensionality), and
making any measure of contextuality undefined. Indeed, assume e.g. that e 12 = ±1, i.e., A 1 1 and A 1 2 are deterministic variables. We know [1] that any deterministic variable can be removed from a system without affecting its (non)contextuality. The system therefore can be presented as a non-cyclic chain A . Whatever the joint distributions of adjacent pairs in such a chain, there is always a global joint distribution that agrees with these pairwise distributions as its marginals: for any assignment of values to the links of the chain, the coupling probability is obtained as the product of the chained conditional probabilities.
Canonical variants
A cyclic system A is called a variant of a cyclic system B of the same rank if
for i = 1, . . . , n.
Lemma 7.1 (Kujala-Dzhafarov, [5] ). All variants of a system have the same values of s 1 and ∆, hence they have the same value of s 1 (A) − ∆ (A).
Lemma 7.2 (Kujala-Dzhafarov, [5] ). Among the 2 n variants of a cyclic system there is one (called canonical) in which (following a circular permutation of indices)
Clearly, a canonical variant of a system is a canonical variant of any variant of the system, including itself. In a canonical variant of a system,
The latter expression may also hold for systems that are not canonical variants. For instance, it will also hold if, for some k = 1, . . . , n,
and e n1 ≤ e k,k⊕1 ,
even if e k,k+1 < 0. In the proof below we will refer to such systems as paracanonical variants (including canonical variants as a special case, k = n).
Measure CNT 2
This theorem shows that CNT 2 , when applied to cyclic systems, has the same value as one derived for CNT 1 in Ref. [5] .
Theorem 8.1. CNT 2 measure for a cyclic contextual system A equals
Proof. Without loss of generality, let A be its canonical variant, represented by vector (a l , a b , a c ) ⊺ . We need to find a system X represented by vector (a l , x b , a c ) ⊺ , with point x b on the surface ∂E b of the noncontextuality polytope, such that the value of
Since s 1 (A) and s 1 (X ) = ∆ are fixed, a b − x b 1 is minimized if, for some x b ∈ ∂P b , it can be made equal to s 1 (A) − s 1 (X ). Consider two cases.
Case 1: Having checked that E is its paracanonical variant,
Moreover, this is the lowest value s 1 (E) can attain, across all possible systems E in the rectangle R b (39). Indeed, increasing any of the first n − 2 components of e b would only increase s 1 (E), and making any of the last n − 1 − m zeros negative (if n − 2 − m > 0) would lead to it being taken with minus signs (together with one of the other zeros), which would increase s 1 (E) as well. If n − 2 − m = 0, then the negative value
has to be taken with plus sign, and increasing it would lead to an increase in s 1 (E). The special cases m = 0 and m = n − 1 lead to the same expression for s 1 (E). Since we have excluded the possibility that E b is empty,
By choosing {x i,i⊕1 : i = 1, . . . , n} so that
and a n1 ≤ x n1 ≤ 1 − |a n n − a n 1 | , one can find paracanonical variants of system X with any value of
Case 2:
and put e n1 = e k,k+1 .
Consider the system E represented by (a l , e b , a c ) ⊺ with e b = (a 12 , . . . , e k,k+1 , . . . , a n−1,n , e n1 ) .
The system is paracanonical, and
and
one can find a paracanonical system X with any value of s 1 (X ) between s 1 (E) ≤ ∆ and s 1 (A) > ∆. This includes s 1 (X ) = ∆. In both Cases 1 and 2, one can check that
The idea of the noncontextuality measure NCNT 2 extending CNT 2 to noncontextual systems is as follows.
Definition 9.1. If a system R represented by vector p * is noncontextual,
the L 1 distance between p * b and the surface of the noncontextuality polytope P b . In extenso,
The difficulty with this measure, as compared with CNT 2 , is that some faces of the polytope E b may lie within the faces of the encompassing rectangle R b , and an interior point may be closest to a point within such a face. If this is the case, the points x on this face L 1 -closest to the interior point need not satisfy the equation
Remark 9.2. It is possible to think of the noncontextuality measure differently, as the infimum of the L 1 -distances between an interior point of P b and all the points representing contextual systems. We will leave investigation of this possibility to future work.
The next theorem makes use of the following observation.
Lemma 9.3 (Tuenter, [8]).
A point on the boundary of a convex polytope L 1 -closest to an interior point differs from the latter in a single coordinate.
We will also need the following definition:
is called the bunch-positioning (or simply, positioning) of the system A. It shows the L 1 -distance of e * b from the surface of the rectangle R b .
Theorem 9.4. NCNT 2 measure for a cyclic contextual system A equals
Proof. Without loss of generality, let A be its canonical variant, represented by (a l , a b , a c ) ⊺ . Since for s 1 (A) = ∆ (i.e., for a b ∈ ∂E b ) the statement of the theorem is trivially satisfied, we will assume
Consider two possibilities.
Case 1: The L 1 -closest point x ∈ ∂E b to a b is on the surface of the hypercube R b . Then, due to Lemma 9.3,
Case 2: The L 1 -closest point x ∈ ∂E b to a b is on the surface of the hypercube R b . Then the closest point is some x ∈ ∂E b such that
Define a point x k (k = 1, . . . , n − 1) on ∂E b as the vector in which
Define x n as the point of ∂E b such that
Denoting by X k the system corresponding to point x k , it is easy to see that, for any k = 1, . . . , n,
It remains to show that no smaller value can be achieved within this case. Due to Lemma 9.3, it suffices to try the points x −k (k = 1, . . . , n), that are defined in the same way as their counterparts x k , except that, if k < n,
Consider first k < n. In the system X −k corresponding to x −k , we have
because otherwise s 1 (X −k ) would be less than s 1 (A) < ∆. As a result,
x i,i+1 − x n1 − s 1 (A) + 2 (a k,k+1 − x k,k+1 ) = s1(X −k )=∆ i∈{1,...,n−1}−{k} x i,i+1 + x n1 − x k,k+1 + 2x k,k+1 − 2x n1 − s 1 (A) + 2 (a k,k+1 − x k,k+1 ) = ∆ − s 1 (A) + 2a k,k+1 − 2a n1 .
Since a k,k+1 ≥ a n1 , the result is not less than ∆ − s 1 (A). Let k = n now. Again, X −n has to satisfy x n1 ≥ min i=1,...,n−1 a i,i+1 , because otherwise s 1 (X −k ) would be less than s 1 (A) < ∆. Without loss of generality, let a n−1,n = min i=1,...,n−1 a i,i+1 .
Then
x i,i+1 − x n1 − s 1 (A) + 2 (x n1 − a n1 ) = s1(X −k )=∆ i∈{1,...,n−2}
x i,i+1 + x n1 − x n−1,n + 2x n−1,n − 2x n1 − s 1 (A) + 2 (x n1 − a n1 ) = ∆ − s 1 (A) + 2a n−1,n − 2a n1 .
Since a n−1,n ≥ a n1 , the result is not less than ∆ − s 1 (A).
Conclusion
One of the attractive features of CNT 1 is that in the case of cyclic systems it is proportional to the degree of violation of the generalized Bell inequality derived in Ref. [5] , s 1 (A) − ∆ (A). We have seen that the same is true for CNT 2 . The latter measure, unlike CNT 1 , naturally extends to a measure of noncontextuality, NCNT 2 , which can be viewed as a reason for preferring CNT 2 to CNT 1 . Moreover, we have seen that in the case of cyclic systems, NCNT 2 is proportional, with the same proportionality coefficient, to the smaller of two quantities: the degree of compliance with the generalized Bell inequality, ∆ (A) − s 1 (A), and the positioning of the system m (A).
