The following result is a straightforward modification of [CE, Section 2] of the first named author and A. Eskin, which is included for ease of future reference. What is below is an edited version of that section due to some added (but straightforward to address) difficulties to make the assumptions be conjugacy invariant and so hold for a residual set of measure preserving transformations. For connections to the work of others see that paper.
Let ([0, 1] , M, λ, T ), be an ergodic invertible transformation. We say it is rigid rank 1 if there exist numbers n j and measurable sets A j such that 
Let
(1)
Then, R k is the Rokhlin tower over A k ,R k is the Rokhlin tower over
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Heuristically one can think of R k as the set of points we can control.R k andR k let us control the points for long orbit segments, which is necessary for some of our arguments.
Proof. By the first condition in the definition of rigid rank 1 we have lim
and thus by the fourth condition of the definition of rigid rank 1 by intervals, lim
The operator A σ and convergence in the strong operator topology. Let σ be a self-joining of (T, λ). Let σ x be the corresponding measure on [0, 1] coming from disintegrating σ along projection onto the first coordinate. Note this is a slight abuse, as we are identifying the measures on the fibers {x} × [0, 1] with
Recall that one calls the strong operator topology the topology of pointwise convergence on L 2 (λ). That is A 1 , ... converges to A ∞ in the strong operator topology if and only if lim
is rigid rank 1 and σ is a self-joining of ([0, 1], T, λ). Then A σ is the strong operator topology (SOT) limit of linear combinations, with non-negative coefficients, of powers of U T , where
Given n ∈ Z, we obtain a self-joining of
We call this an off-diagonal joining.
Corollary 0.3. (J. King [K] ) Any self-joining of a rigid rank 1 transformation is a weak-* limit of linear combinations, with non-negative coefficients, of off diagonal joinings.
0.1. Proof of Theorem 0.2.
Lemma 0.4. For each 0 ≤ j < n k we have
Proof. Suppose 0 ≤ j < n k , and suppose proving (6) . Integrating (6) we get (7)
Since we can choose ℓ in (7) so that j + ℓ takes any value in [0,
where the last estimate uses that σ has projections λ. So we obtain (9) min
Now the estimate (5) follows from (8) and (9).
We want to guess coefficients c j so that A σ is close to
The next lemma comes up with a candidate pointwise version. Theorem 0.2 and Corollary 0.3 will follow because by Egoroff's theorem this choice is almost constant on most of the T ℓ I k and the lemma after this (Lemma 0.6), which shows that they are almost T invariant.
Proof. First observe that
we have
By applying the above estimate if
ai and estimating trivially if it isn't we obtain
Combining this with (10) gives the lemma.
Lemma 0.6. Suppose 0 ≤ ℓ < n k . If x ∈ T ℓ A k and −ℓ ≤ i < n k − ℓ then
Thus, if j + ℓ < n k and i + j + ℓ < n k , we have
This gives c j (x) = c j (T i x) if j + ℓ < n k and i + j + ℓ < n k . By similar reasoning we have that c j (x) = c j (T i x) if j + ℓ ≥ n k and i + j + ℓ ≥ n k . Now lets assume that j + ℓ < n k and i + j + ℓ ≥ n k . Then,
Thus, in view of (11), and (12),
. The last case, where j + ℓ ≥ n k and 0 ≤ i + j + ℓ < n k gives analogous bounds. So we bound Lemma 0.7. If f is 1-Lipshitz and
We say 0 ≤ j < n k is k-good if there exists y j in T j A k so that at least 1 − ǫ proportion of the points in T j A k have their disintegration is ǫ close to y j . That is
Lemma 0.8. For all ǫ > 0 there exists k 0 so that for all k > k 0 we have
Proof. By Lusin's Theorem there exists a compact set K of measure at least 1 − (σ x , σ y ) < ǫ. We choose k 0 so that for k > k 0 there areB
4 . (We can do this by Condition (i) and (iv) of rigid rank 1.) Let
Then, because the T j A k are disjoint and of equal size and
and thus η < ǫ/2. This completes the proof of the lemma.
Notation. Let
where 0 ≤ a i < n k is as in Lemma 0.5. If j is k-good let
That is, V j is a subset of T j (A k ) where Lemma 0.5 gives a strong estimate and G j is the subset of T j A k that are almost continuity points of the map
Lemma 0.9. For all ǫ > 0 there exists k 1 so that for all k > k 1 there exists 0 ≤ ℓ < n k and y k ∈ V ℓ so that
λ(R k ) = 1 and so for all large enough k (so that λ(R k ) is close to 1 and Lemma 0.8 holds) we have
By a straightforward L 1 estimate, we have
for all large enough k. Now for the bound on
By (i) we have f k dλ → 0 and (iv) we have h k dλ, g k dλ → 0. So by a straightforward L 1 estimate (and the fact that f k , g k , h k are non-negative) (14) λ({y : f k (y) < ǫ, g k (y) < ǫ and h k (y) < ǫ}) > 1 − ǫ 4 for all large k. Therefore
Proof of Theorem 0.2. For each k large enough so that Lemmas 0.8 and 0.9 hold and λ(R c k ) < ǫ, let y k be as in the statement of Lemma 0.9 and in particular, it is in T ℓ A k for some 0 ≤ ℓ < n k .
Step 1: We show that for all 1-Lipschitz functions f with f sup ≤ 1 we have
First, observe that because T j y k ∈ V j+ℓ , for some ℓ and j, Lemma 0.5 and the fact that f sup ≤ 1 imply,
From Lemma 0.7 we have that if x satisfies
For any x satisfying (16),
Now if x, T j y k ∈ V ℓ+j we have that this is at most 9ǫ. Let
By Lemma 0.6 we have
j=0 c j (y k )f (T j x)| ≤ 2 for all x, by Hölder's inequality
Since y k satisfies the assumptions of Lemma 0.9, we have that (17) λ({z : z / ∈ V y k or z does not satisfy (16)) < 13 √ ǫn k λ(A k ) + ǫ + λ(R c ).
Estimating trivially on V c we have
Since f sup ≤ 1 and ǫ is arbitrary this establishes Step 1.
Step 2: Completing the proof.
Step 1 establishes pointwise convergence for a subset of L 2 with dense span. Because the linear operators in our sequence have uniformly bounded L 2 operator norm (in fact bounded by 1) this gives pointwise convergence on all of L 2 ; that is, SOT convergence.
Proof of Corollary 0.3. Letδ p denote the point mass at p. By the proof of the theorem that there exists z (it is T j y k in the proof) so that
for all x ∈ V . By (17) we may assume λ(V c ) is as small as we want. The corollary follows.
