Consider the asymmetric broadcast channel with a random superposition codebook, which may be comprised of constant composition or i.i.d. codewords. By applying Forney's optimal decoder for individual messages and the message pair for the receiver that decodes both messages, exact (ensembletight) error and erasure exponents are derived. It is shown that the optimal decoder designed to decode the pair of messages achieves the optimal trade-off between the total and undetected exponents associated with the optimal decoder for the private message. Convex optimization-based procedures to evaluate the exponents efficiently are proposed. Finally, numerical examples are presented to illustrate the results.
I. INTRODUCTION

A. Background and Related Works
T HE broadcast channel [2] has been extensively studied in multi-user information theory. Although the capacity region is still unknown, some special cases have been solved. One example is the broadcast channel with degraded message sets, also known as the asymmetric broadcast channel (ABC). For this channel, one receiver desires to decode both the private message m 1 and the common message m 2 while the other receiver desires to decode only m 2 . This model can be applied to a plethora of different scenarios; see Section I-D for concrete examples of broadcasting scenarios, taking into account the variation we consider herein.
The capacity region for the ABC was derived by Körner and Marton and is well known [3] . The earliest work on error exponents for the ABC is that by Körner and Sgarro [4] , who used a constant composition ensemble for deriving an achievable error exponent. Later, Kaspi and Merhav [5] improved this work by deriving a tighter lower bound for the error exponent by analyzing the ensemble of i.i.d. random codes. Most recently, Averbuch et al. derived the exact random coding error exponents and expurgated exponents for the ensemble of constant composition codes in [6] and [7] , respectively.
In this paper, we are interested in decoders with an erasure option. In this setting, the decoders may, instead of declaring that a particular message or set of messages is sent, output an erasure symbol. For the discrete memoryless channel (DMC), Forney [8] found the optimal decoder and derived a lower bound on the total and undetected error exponents using Gallager-style bounding techniques. Csiszár and Körner [9, Thm. 10.11] derived universally attainable erasure and error exponents using a generalization of the maximum mutual information (MMI) decoder. Telatar [10] also analyzed an erasure decoding rule with a general decoding metric. Moulin [11] generalized this family of decoders and proposed a new decoder parameterized by a weighting function. Merhav [12] derived lower bounds to these exponents by using a novel type-class enumerator method. In a breakthrough, Somekh-Baruch and Merhav [13] derived the exact random coding exponents for erasure decoding. Recently, Huleihel et al. [14] showed that the random coding exponent for erasure decoding is not universally achievable and established a simple relation between the total and undetected error exponents. Weinberger and Merhav [15] analyzed a simplified decoder for erasure decoding. Hayashi and Tan [16] derived ensemble-tight moderate deviations and second-order results for erasure decoding over additive DMCs. For the ABC, Tan [17] derived lower bounds on the total and undetected error exponents of an extended version of the universal decoder in Csiszár and Körner [9, Thm. 10.11] . Moreover, Merhav in another landmark work in [18] analyzed a random coding scheme with a binning (superposition coding) structure and showed that a potentially suboptimal bin index decoder achieves the random coding error exponent for decoding only the bin index.
B. Main Contributions
In this paper, we consider erasure decoding for the ABC with a superposition codebook structure, in which the distribution of the codewords is either i.i.d. or constant composition. For the decoder that aims to decode both messages, there are six exponents of interest-the total and undetected exponents corresponding to the individual messages m 1 and m 2 and the 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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and E t Y which are respectively, the undetected exponent for decoding m 1 , the total exponent for decoding m 1 , the undetected exponent for decoding m 2 , the total exponent for decoding m 2 , the undetected exponent for decoding (m 1 , m 2 ), and the total exponent for decoding (m 1 , m 2 ). Note that E u 1 = E u Y and E t 1 = E t Y so decoding m 1 optimally and (m 1 , m 2 ) optimally result in the same undetected-total exponent trade-off. Clearly, the same is not true of optimal decoding of m 2 and optimal decoding of (m 1 , m 2 ).
pair of messages (m 1 , m 2 ). We derive exact (ensemble-tight) exponents for this problem. The main technical contribution to obtain the exact random coding exponents is a set of tools to handle statistical dependencies between codewords that share the same cloud center. To wit, Lemmas 6 and 7 consists of two technical results that are to establish the equality between the total random coding error exponents pertaining to the first message (i.e., the private message m 1 ) and the message pair. This ameliorates the dependency problem, at least on the exponential scale, which is the asymptotic regime of interest.
We show that the minimizations required to evaluate these error exponents can be cast as convex optimization problems, and thus, can be solved efficiently using off-the-shelf convex optimization solvers such as CVX. As such, it is computationally tractable to compare the performance of practical codes to the information-theoretic limits presented here; this guides the design and analysis of future generations of codes. We present numerical examples to illustrate these exponents and the trade-offs involved in the erasure decoding problem for the ABC. We additionally show that the constant composition exponents are, in general, larger than the i.i.d. exponents.
C. Motivation, Significance, Insights Gleaned, and a Surprise
Our motivation is to find exact (ensemble-tight) erasure and error exponents for the ABC and from the resulting form of the exponents, hope to gain valuable insights into the various trade-offs that are present. In particular, we are interested in whether the optimal decoder for the pair of messages (m 1 , m 2 ) (at the receiver that is required to decode both messages) performs as well as that for decoding only the private message m 1 or, for that matter, the common message m 2 . Our main observation is that the optimal decoder for (m 1 , m 2 ) achieves the optimal trade-off between the total and undetected exponents pertaining to m 1 . What are the practical engineering implications and significance of this finding? In a broadcasting setting, the punchline of this paper says that if a communication engineer has the erasure optione.g., in automatic repeat request/query (ARQ) [8] systemsand desires to only to decipher the private message m 1 , she can essentially obtain the other (common) message m 2 for free using a decoder designed to decode both m 1 and m 2 . By "for free", we mean that the optimal trade-off in the total and undetected exponents for-i.e., the performance ofdecoding m 1 is the same as that for (m 1 , m 2 ). In view of the packing lemma [19, Lemma 3.1] as applied to broadcast channels [19, Chapters 5 and 8] , this observation might seem natural or unsurprising in the rate or capacity sense. However, what we show is much more-indeed, a refined asymptotic result. Our main observation and insight gleaned, which is surprising, implies that on the exponential scale-i.e., in terms of error and erasure exponents-there is no loss in the trade-off whether we choose to decode m 1 or (m 1 , m 2 ). On the other hand, if the engineer desires to decode only m 2 , she needs to design a dedicated decoder for this task since the optimal trade-off in the total and undetected exponents for the joint decoder is, in general, worse than that of the dedicated one for m 2 . This is illustrated schematically in Figure 1 .
D. Practical, Real-Life Examples
Let us provide practical, real-life examples for which the above theoretical observation is applicable.
On Boxing Day in 2004, the massive Indian Ocean earthquake and tsunami struck. Its epicenter was off the west coast of northern Sumatra, Indonesia. This event resulted in a tremendous loss of lives (roughly a quarter million) and property (roughly worth USD $15 billion) to Indonesia, Sri Decoding both is just as reliable, in the sense of total and undetected exponents, as decoding only m 1 . Thus, the main take-home message of this paper is that m 2 comes for free (i.e., Figure 1 ). In Somalia, though, m 2 , the location of the tsunami's epicenter is the more salient piece of information and m 1 does not have to be known to the populace since they are unlikely to be required to take any substantial action. The performance of decoding m 2 alone is not the same as decoding (m 1 , m 2 ) and a dedicated decoder should be designed for the former (i.e., for Somalia). The figure, apart from annotations, is taken from https://en.wikipedia.org/wiki/2004_Indian_Ocean_earthquake_and_tsunami. Lanka, Myanmar, Thailand, the Maldives, and even countries as far as Somalia in East Africa in which damage was present but markedly less severe. See Figure 2 . Since then, tsunami warning systems have been set up in Indonesia among other countries. These warning systems (such as DART ® or Deepocean Assessment and Reporting of Tsunamis) are used detect tsunamis in advance and to issue warnings to people that might be adversely affected; see [20] , [21] . Often, various disparate pieces of information need to be disseminated or broadcast to common folk reliably. For example, those in the direct path of the tsunami may need to know m 1 , the actions they should take to avoid loss of lives (e.g., move to higher ground) and m 2 , the locations in which the tsunami will make landfall and the corresponding severities. For such countries, our result says that if the optimal decoder for (m 1 , m 2 ) is used, the performance, as defined in Section I-C, is the same as that for decoding only m 1 . Hence, the take-home message is that the residents of Sumatra will, in addition to the actions they need to take, also know the locations the tsunami makes landfall. This can be done without any loss of optimality from the perspective of the trade-off between the error and erasure exponents. For countries that are far away from a major fault line such as Somalia, perhaps the design of a decoder for only m 2 is needed since the presence of the tsunami in Southeast Asia is not likely to require any drastic action from Somalians, so information about m 1 is not needed there. In this case, the Somalian authorities and engineers need to design a dedicated decoder to ensure optimality of decoding m 2 with the erasure option. Note that since tsunami warning systems have the potential to save hundreds of thousands of lives, they have to be ultra reliable. As such, our error and erasure formulation, in which the undetected exponents are designed to be larger than their erasure counterparts (and Fig. 3 . A V2V communication network [22] in which receivers have different demands hence the undetected error probability is exponentially smaller than its erasure counterpart), is of particular relevance in this critical setting. In sum, the findings of our paper have the potential to guide the design and analysis of ultra-reliable infrastructure with varying demands, such as next-generation tsunami warning systems.
Another example comes from vehicle-to-vehicle (V2V) communications [22] . In these systems, vehicles form a communication network in which the vehicles themselves are communicating nodes. Through wireless transmissions, they provide each other with crucial information to enhance the safety of all vehicles involved and, in particular, to prevent accidents. For a concrete example, let us consider three vehicles X , Y and Z; see Figure 3 . X is in close proximity to Y and thus the two vehicles are likely to collide if no further action is taken. On the other hand, Z is farther away from X than Y is. Hence, in this ultra-reliable setting, X desires to transmit m 1 , the course of actions Y should take to avoid the crash and m 2 , its own location. The good news from our result says that using the optimal decoder, there is no loss in optimality in decoding both messages vis-à-vis only m 1 . Since Z does not need to take any actions at this point in time, it does not need to know m 1 and instead only needs to decode m 2 . The optimal decoder for Z needs to be designed differently from that for m 1 and (m 1 , m 2 ).
II. PROBLEM FORMULATION
A. Notation
Throughout this paper, random variables (RVs) will be denoted by upper case letters, their specific values will be denoted by the respective lower case letters, and their alphabets will be denoted by calligraphic letters. A similar convention will apply to random vectors of dimension n ∈ N and their realizations. For example, the random vector X n = (X 1 , . . . , X n ) may take on a certain realization x n = (x 1 , . . . , x n ) in X n , the n-th order Cartesian power of X , which is the alphabet of each component of this vector.
The distributions associated with random variables will be denoted by the letters P or Q, with subscripts being the names of the random variables, e.g., Q U XY stands for a joint distribution of a triple of random variables (U, X, Y ) on U × X × Y, the Cartesian product alphabets of U, X and Y. In accordance with these notations, the joint distribution induced by Q Y and Q X |Y will be denoted by Q XY := Q Y Q X |Y . Information measures induced by the joint distribution Q XY (or Q for short) will be subscripted by Q. For example, I Q (X; Y ) denotes the mutual information of the random variables X and Y with joint distribution Q = Q XY .
For a sequence x n , letP x n denote its empirical distribution or type. The type class T P X of P X is the set of all x n whose empirical distribution is P X . For a given conditional probability distribution P X |U and sequence u n , T P X|U (u n ) denotes the conditional type class of x n (P X |U -shell) given u n , namely, the set of sequences x n whose joint empirical distribution with u n is given by P X |UPu n .
The probability of an event E will be denoted by Pr{E}, and the expectation operator with respect to a joint distribution Q, will be denoted by E Q {·}. For two positive sequences {a n } and {b n }, the notation a n . = b n means that {a n } and {b n } are of the same exponential order, i.e., lim n→∞ 1 n ln a n b n = 0. Similarly, a n · ≤ b n means that lim sup n→∞ 1 n ln a n b n ≤ 0. The indicator function of an event E will be denoted by ½{E}.
The notation |x| + will stand for max{x, 0} and notation [M] stands for {1, . . . , M}. Finally, logarithms and exponents will be understood to be taken to the natural base.
B. System Model
We consider a discrete memoryless ABC W : X → Y × Z with a finite input alphabet X , finite output alphabets Y and Z and a transition probability matrix {W (y, z|x) :
Assume there is a random codebook C with superposition structure for this ABC, where the message pair (m 1 , m 2 ) is destined for user Y and the common message m 2 is destined for user Z. In this paper, we consider i.i.d. random codes and constant composition random codes.
• For i.i.d. random codes, fix a distribution P U X (u, x) and randomly generate M 2 = e n R 2 "cloud centers" {U n (m 2 ) :
For each cloud center U n (m 2 ), randomly generate
• For constant composition random codes, we fix a joint type P U X and randomly and independently generate
} under the uniform distribution on the type class T P U . For each cloud center U n (m 2 ), randomly and independently generate M 1 = e n R 1 "satellite" codewords
} under the uniform distribution on the conditional type class T P X|U (U n (m 2 )) The two decoders with erasure options are given by
C. Definitions of Error Probabilities and Error Exponents
In this paper, there are essentially twelve error probabilities under consideration: the error probabilities of decoding the pair of messages, the error probabilities of decoding the private message m 1 only and the error probabilities of decoding the common message m 2 only. For each of these probabilities, there are the total and undetected error probabilities, and each can be computed at any of the terminals. We focus on six different error probabilities associated to terminal Y. We do not derive the total and undetected error probabilities at terminal Z since the analysis is completely analogous to the analysis of the error and erasure probabilities of the "cloud centers" at terminal Y by replacing W Y with W Z . However, we do compute these exponents numerically in Section V-C (see Figure 9 ). Define the disjoint decoding regions according to the decoder g 1 as D m 1 m 2 := {y n : g 1 (y n ) = (m 1 , m 2 )}. Moreover, let {D m 1 : m 1 ∈ M 1 } and {D m 2 : m 2 ∈ M 2 } be the disjoint decoding regions associated to messages m 1 and m 2 respectively. For terminal Y, define for message m j , j = 1, 2 and the message pair (m 1 , m 2 ), the conditional total error and undetected error probabilities as
Dm 1m2 x n (m 1 , m 2 ) .
Then we may define the average total and undetected error probabilities at terminal Y as follows:
Using the Neyman-Pearson theorem, Forney [8] obtained the optimal trade-off between the average total and undetected error probabilities for discrete memoryless channels. By following his idea and using a similar argument, we can show that the optimal trade-off between the average total and undetected error probabilities for the ABC is attained by the following decoding regions 1 D * m j := y n :
where the distribution of the output y n conditioned on the subcodebook
and similarly for Pr(y n |C 2 (m 2 )).
We would like to find the exact error exponents E t j , E u j , E t Y and E u Y , j = 1, 2 with the erasure option, i.e., T ≥ 0 (we do not consider the list decoding mode, i.e., T < 0, in this paper). These are the exponents associated to the expectation of the error probabilities, where the expectation is taken with respect to the randomness of the codebook C which possess the superposition structure as described in Section II-B. In other words,
and similarly for the other exponents
and E u 2 . We show, in fact, that the lim sup in (12) is a limit. These exponents are also called random coding error exponents. If these exponents are known exactly, we say that ensembletight results are established.
III. MAIN RESULTS AND DISCUSSIONS
The main result in this paper are stated below in Theorems 1 and 2, establishing exact random coding error exponents for the messages m j , j = 1, 2, and the message pair at terminal Y, i.e., the random coding exponents corresponding to the probabilities in (7)- (8) .
Before stating our results, we state a few additional definitions. For a given probability distribution Q = Q U XY on U × X × Y, rates R 1 and R 2 , and the fixed random coding distribution P = P U X , define
A. Main Results
with P U XY (u, x, y) := P U X (u, x)W Y (y|x) and the sets L 1 and L 2 are defined as (22) should satisfy the marginal constraint Q U X = P U X . For example, the corresponding exponent a for constant composition random codes is given by
and the set L 1 is defined as
The proof of Theorem 1 is provided in Section VI. It can be shown that there exists a sequence of (deterministic) codebooks which can simultaneously achieve these following exponents in Theorems 1 and 2 by using Markov's inequality. and E u 2 are given by
where
where Q in (28) is equal to Q = Q U X|YQY , and
and whereQ in (29) is equal toQ =Q X |U YQU Y . For constant composition random codes, the error exponents E t 2 and E u 2 are given by
The proof of Theorem 2 is provided in Section VII.
B. Discussion of Main Results
A few remarks on the theorems above are in order.
• Eqn. (17) in Theorem 1 implies that the optimal decoder for the pair of messages (m 1 , m 2 ) (i.e., D * m 1 m 2 defined in (10)) achieves the optimal trade-off between the total and undetected error exponents pertaining to the private message m 1 . This observation is non-trivial and not immediately obvious. When Y wishes to decode only the private message m 1 , the optimal decoder for the pair of messages (m 1 , m 2 ), called the joint decoder, declares the messagem 1 of the decoded message pair (m 1 ,m 2 ) is the final output. It is not clear that this decoding strategy is optimal error exponent-wise. The main difference between the error events for these two decoders is that the user Y can decode the correct private message m 1 but the wrong common message m 2 . This is an error event for the joint decoder (but not for the one that focuses only on m 1 ). However, Lemma 7 implies that on the exponential scale, the exponents of the two decoders are the same, i.e., there is no loss in optimality in using the joint decoder for decoding only message m 1 .
• One of our key technical contributions is Lemma 7 (to follow). This lemma allows us to simplify the calculation of the exponents by disentangling the statistical dependencies between "satellite codewords" that share the same cloud center. In particular, when we take into account the fact that the "cloud centers" C U (of which there are exponentially many) are random, this lemma allows us to decouple the dependence between two key random variables
and
which are on different sides of a fundamental error probability (see (63) and (95) in the proof of Theorem 1 in Section VI). In contrast, for the analysis of the interference channel in [23] and [24] , only an upper bound of the error probability is sought. This upper bound is not necessarily exponentially tight. On the other hand, the use of Lemma 7 incurs no loss in optimality on the exponential scale when appropriately combined with Lemma 6. • In an elegant work in [18] , Merhav showed that for ordinary channel coding, independent random selection of codewords within a given type class together with suboptimal bin index decoding (which is based on ordinary maximum likelihood decoding), performs as well as optimal bin index decoding in terms of the error exponent achieved. Furthermore, Merhav showed that for constant composition random codes with superposition coding and optimal decoding, the conclusion above no longer holds in general. In this paper, we show that for i.i.d. and constant composition random codes with superposition coding and erasure decoding, the conclusion holds for the case of decoding the "satellite" codewords. That is the (in general) suboptimal decoding of the "satellite" codewords achieves same random coding error exponent as the optimal decoding of the "satellite" codewords (see Theorem 1). • In Theorem 1, the total error exponent for the private message m 1 is the minimum of two exponents a and b . The first exponent a intuitively means that the user Y is in a regime where it decodes the pair of messages (m 1 ,m 2 ). Loosely speaking, the second exponent b means that user Y knows the true common messagem 2 (given by a genie), then decodes the "satellite" codeword X n (m 1 ,m 2 ). In contrast to the single-user DMC case, now every codeword is generated according to a conditional probability distribution P X |U . Thus all codewords are conditioned on a particular u n (m 2 ) sequence rather than being generated according to a marginal distribution P X . This is also reflected in the expression of the inner optimization in (20) which is averaged over the random variable U (see definition of β(·) in (13)). • In this work, while it seems natural, we do not consider the list decoding mode in which T < 0 due to a couple of technical reasons. To ensure that e −n(T +R 1 ) in (88) vanishes, Lemma 6 holds on the condition that T > −R 1 , rather than the more general T < 0. Furthermore, Lemma 7, which is crucial in removing the dependence between two key random variables F 1 and F 4 , requires that T ≥ 0 due to the derivation of (184). It appears to the authors that relaxations of the conditions on T in Lemmas 6 and 7 would be rather involved and so we defer the consideration of the list decoding mode to future work.
• It is clear from the closed-form expressions of the exponents in Theorems 1 and 2 that the constant composition ones are at least as large as their i.i.d. counterparts.
In Section V-B, we present a numerical example to show that this inequality can be strict. Furthermore, if the broadcast channel is degraded in favor of Y (i.e., X − − Y − − Z forms a Markov chain in this order), the error exponents at Z are smaller than that at Y. We also verify this numerically in Section V-C. • Finally, for the case in which user Y wishes to decode the common message m 2 , the intuition gleaned from Theorem 2 is that if the decoding is not correct, both (140)). This also means that Y can take one of two actions. First, decode the true transmitted codeword X n (m 1 , m 2 ) to identify m 2 when the complement of the first event (i.e., {F 1 ≤ f 3 e −nT }) occurs; this corresponds to the exponent a . Second it can decode the sub-codebook for the common message
to identify m 2 when the second event {F 1 ≤ F 2 e −nT } occurs; this corresponds to c . This explains the maximization in the first expression in (25) . When R 1 is large, the term c in (27) of Theorem 2 implies that Y is more likely than not to decode the "cloud center" U n (m 2 ) according to the "test channel"
. This corresponds to the second decoding strategy, i.e., decoding the entire sub-codebook C 2 (m 2 ) indexed by m 2 . Also see Remark 1 to follow.
IV. EVALUATING THE EXPONENTS VIA CONVEX OPTIMIZATION
In this section, we first consider i.i.d. random codes. To evaluate E t 1 in Theorem 1, we need to devise an efficient numerical procedure to solve the minimization problems a and b . As will be shown below, these problems can be solved efficiently even though they are not convex.
For the second term b in (20) , we can split the feasible region of the inner minimization, i.e.,
We denote the corresponding minimization problems pertaining to b in (20) (and (22) ) in which the function | · | + is inactive or active as b1 and b2 , respectively, i.e., b1 := min
where the sets L 21 and L 22 are defined as
and where Q in (41) and (42) is equal to Q = Q X |U YQU Y . We thus have b = min{ b1 , b2 }.
As the minimization problem b2 is convex, it can be solved efficiently. However b1 is non-convex due to the non-convex constraint β(Q X |U YQU Y ) ≥ 0 in the inner optimization. 3 For the inner optimization, if we remove this constraint in L 21 , the modified problem is
is convex and can be solved efficiently. Furthermore, we have the following proposition.
Proposition 3.
For the optimization problem b1 , if the optimal solution to the inner optimization of the modified problem b1 is not feasible for the original problem b1 , i.e., β(Q X |U YQU Y ) < 0, then there exists an optimal solution to the original inner optimization problem that satisfies β(Q X |U YQU Y ) = 0. Moreover, in this case, the optimal value of b is equal that for b2 (i.e., b2 is active in the minimum that defines b ).
Proof of Proposition 3: See Appendix A.
In summary, we can solve the non-convex optimization problem b by solving two convex problems b2 and b1 , i.e.,
where the superscript "+" of ( b1 ) + means the value of ( b1 ) + is active in the minimization if the optimal solution (Q * , Q * ) is also feasible for the original optimization b1 , i.e., β(Q *
Consequently, b can be solved efficiently. 3 In this section, we drop the dependences of β(·) and γ (·) on the rates R 1 and R 2 For a in (19) , let
then similarly, we can partition the feasible region of the inner minimization into four parts and denote the corresponding inner optimization problems as follows: where Q in the above definitions is equal to Q = Q U X|YQY (compare the above to the definition of the optimization problem a in (19)). Thus we have,
We can rewrite the objective functions of * a1 and * a3 as follows
where the notation γ (Q U |YQY ) is consistent due to the fact that the function γ (Q, R 2 ) (see (14) ) only depends on the marginal distribution Q U Y . Therefore, by using a similar argument as that for b1 above, we can remove the non-convex constraint β(Q) ≥ 0 in * a1 due to * a2 . We can also remove the non-convex constraint γ (Q) + β(Q) ≥ 0 in * a3 due to * a4 . Denote these two modified optimizations as a1 and a3 , respectively. We can merge these two modified optimizations a1 and a3 into a new convex optimization problem * a5 i.e., *
We now state and prove a proposition that simplifies the calculation of (52).
Proposition 4.
For the inner minimization problem in (52), i.e., min i∈ [4] { * ai (Q XY )}, without loss of optimality, we can replace * a1 and * a3 with the new convex optimization problem * a5 . Proof of Proposition 4: See Appendix B. For the second term a2 , we can also remove the non-convex constraint γ (Q) ≥ 0 in * a2 due to * a4 . Therefore, we can solve the minimization problem a in (19) efficiently, as the remaining case * a4 is a convex minimization problem. Similarly to the above, we can also efficiently calculate E t 2 in Theorem 2 as s 0 (Q, R 1 ) is a convex minimization problem.
Finally, for constant composition random codes, since the additional marginal constraints are linear, the transformed optimization problems remain convex and can be solved efficiently as we show in Section V-B.
V. NUMERICAL EVALUATIONS
In this section, we present numerical examples to illustrate the following.
• The behavior of the i.i.d. exponents in Theorems 1 and 2;
• The comparison between the constant composition and the i.i.d. error exponents in Theorem 1; • The comparison between the i.i.d. error exponents for message m 2 at terminals Y and Z. We consider binary symmetric channels (BSCs):
. Let U be binary as well and U ∼ Bern(0.5). Also, let X = U ⊕ V 3 , where V 3 ∈ {0, 1} and V 3 ∼ Bern(q). In this example, we fix p 1 = 0.2, p 2 = 0.25 and q = 0.1, and all the rates are in nats.
All the Matlab ® code to reproduce Figures 4-9 can be found at https://www.ece.nus.edu.sg/stfpage/vtan/isit18.zip. Total error exponent E t 1 and undetected error exponent E u 1 for message m 1 as a function of T for two different pairs of (R 1 , R 2 ). Fig. 7 .
Total error exponent E t 2 and undetected error exponent E u 2 for message m 2 as a function of T for two different pairs of (R 1 , R 2 ).
A. Behavior of i.i.d. Exponents
Firstly, we consider the i.i.d. case in which T = 0. We obtain a three-dimensional exponent-rate region (E t j , R 1 , R 2 ) for decoding (m 1 , m 2 ). To obtain a two-dimensional plot, we consider projections: Fix one rate and vary the other rate and plot the error exponent E t j , j = 1, 2. Figure 4 shows one projection for R 1 = 0.02 and R 1 = 0.08 nats/channel use. For message m 1 , the range of R 2 for which E t 1 > 0 (i.e., R 2 < 0.17 for R 1 = 0.02 and R 2 = 0 for R 1 = 0.08) coincides with that for the set of achievable rate pairs (R 1 , R 2 ) corresponding to our choice of input distribution P U X for decoding only message m 1 , namely 4
Moreover, we see that E t 1 for a fixed R 1 is horizontal for R 2 below a critical value and curved for R 2 above this value. For message m 1 , the range of R 2 for which E t 2 > 0 (i.e., Fig. 8 . Constant composition and i.i.d. total error exponentsẼ t 1 and E t 1 for message m 1 as a function of T for two different pairs of (R 1 , R 2 ). R 2 < 0.17 for R 1 = 0.02 and R 2 < 0.12 for R 1 = 0.08) coincides that for the set of achievable rate pairs (R 1 , R 2 ) corresponding to our choice of input distribution P U X for decoding only m 2 , i.e.,
(56) Figure 5 shows the other projection for R 2 = 0.05 and R 2 = 0.15 nats/channel use. It also can be checked that the range of R 1 for both messages (m 1 , m 2 ) coincides with (55). When R 2 = 0.05 ≤ I (U ; Y ), we see the curve of E t 2 rapidly decreases for R 1 below a critical value and remains horizontal for R 1 above the critical value. This is because when R 2 = 0.05 ≤ I (U ; Y ), the rate pair (R 1 , R 2 ) is always achievable, i.e., (R 1 , R 2 ) belongs to the region defined in (56). When R 2 = 0.15 ≥ I (U ; Y ), we observe that the two error exponents E t 1 and E t 2 are equal. Figures 6 and 7 illustrate the optimal trade-off between the i.i.d. total error exponent and the i.i.d. undetected error exponent as function of T for two different pairs of (R 1 , R 2 ). We observe that for both messages, the total error exponent decreases and the undetected error exponent increases when the threshold T increases. We also observe that the smallest threshold T for which the total error exponent is zero depends on the rate pair (R 1 , R 2 ) and decreases as either rate increases.
B. Gain of Constant Composition Exponents Over i.i.d. Ones
We now demonstrate the gain of the constant composition exponents over the i.i.d. ones in Theorem 1. Denote the constant composition and i.i.d. total error exponents for m 1 as E t 1 and E t 1 respectively. For the example of BSCs described at the start of this section, Figure 8 displays these exponents as functions of T for two different pairs of (R 1 , R 2 ). We observe that the constant composition exponents are strictly larger than their i.i.d. counterparts. 
C. Comparison of i.i.d. Exponents at Two Terminals
Finally, we consider the relationship between the exponents at the two terminals. We denote the i.i.d. total and undetected error exponent for m 2 at terminal Z as E t 2,Z and E u 2,Z respectively. Figure 9 compares the optimal trade-off between these exponents as functions of T for terminals Y and Z. We observe that similar to the standard decoding, if the channel quality is worse, this leads to a smaller exponent for the decoding with erasure option (and vice versa).
VI. PROOF OF THEOREM 1
Proof of Theorem 1: Firstly, we consider i.i.d. random codes. At the end of the proof, we describe how to extend the analysis to constant composition codes. Assume, without loss of generality, that the true transmitted message pair is (m 1 , m 2 ) = (1, 1). Denote the random sub-codebook {U n (m 2 ) : m 2 ∈ M 2 \ {1}} as C U , and the (total) error event E 1 as
Given the optimal decoding region D * m 1 in (9), by using the law of total probability, the average total error probability for message m 1 = 1 is
Next, we calculate the error probability given (U n (1), X n (1, 1), Y n ) = (u n , x n , y n ) with joint typê Q U XY and the sub-codebook C U = c U . For brevity, define the quantities 1) ) (60)
W n Y (y n |X n (1, m 2 )).
Note that f 3 is a deterministic quantity given (X n (1, 1) , Y n ) = (x n , y n ) while the others are random. These definitions allow us to express Pr{E 1 } compactly as 5
Let Q U |Y , Q U X|Y and Q X |U Y be conditional types such that
which represent the number of codewords X n (m 1 , m 2 ) (resp. U n (m 2 )) whose joint types with the corresponding "cloud centers" u n (m 2 ) and the received sequence y n (resp. and only the received sequence y n ) are Q U XY (resp. Q U Y ), i.e., Note that (Q U |YQY , c U ) is a deterministic quantity given Y n = y n and a fixed C U = c U . However, if we take into account the fact that C U is a collection of random variables, then (Q U Y , C U ) is a random variable given Y n = y n . Now, recall the i.i.d. and constant composition random codebook generation procedures (see Section II-B) and the definitions of β(Q U XY , R 1 ) and γ (Q U XY , R 2 ) (see (13) and (14)). Then, (Q U |YQY , C U ), N i (Q U X|YQY ), i ∈ M 1 and N(Q X |U YQU Y ) possess the following properties: Fact 1. 1) For a given Q U |Y , (Q U |YQY , C U ) is a binomial random variable with (e n R 2 −1) trials and "success"
where Q U Y = Q U |YQY . Note that the notation γ (Q U Y , R 2 ) is consistent since the function γ (Q, R 2 ) (see (14) ) only depends on the marginal distribution Q U Y . 2) For a given Q U X|Y , N m 1 
binomial random variables each with (Q U |YQY , c U ) trials and "success" probability
where Q U XY = Q U X|YQY and (ũ n , y n ) ∈ T Q UY . 3) For a given Q X |U Y , N(Q X |U YQU Y ) is a binomial random variable with (e n R 1 − 1) trials and "success" probability
where Q U XY = Q X |U YQU Y .
By using a standard large deviations analysis, we obtain the following proposition which is useful to analyze the concentration properties of the random variables defined in (64)-(66).
2) Let a = |r − p| + + ∈ (0, r ) where > 0, then the probability of the event {ln e nr i=1 V i ≥ na} decays doubly exponentially, i.e., Base on Fact 1 and Proposition 5, we can derive the following lemma which is essential in handling the statistical dependence between F 1 and F 4 . Note that, by definition, these random variables share the same "cloud centers". Lemma 6. Given Y n = y n , C U = c U and T ≥ 0, for n sufficiently large, we have
Recall the definitions of (Q U Y , c U ) and N i (Q U XY ) (see (64) and (65)) and let Q U XY = Q U |Y Q X |U YQY and Q U XY = Q U |Y Q X |U YQ Y , we have
Define the sets
We have the chain of inequalities (78)-(81), shown at the top of this page, where (78) is from the fact that (Q U |YQY , c U ) and N i (Q U XY ), i ∈ M 1 , are non-negative integers, (79) is due to the fact that k i=1 a i ≤ k i=1 b i implies that there exists an i ∈ {1, . . . , k} such that a i ≤ b i , and the last indicator
Therefore, combining (75) and (81), we have:
Moreover, let A n e n R 1 i=2 N i (Q U XY ). From Part 2 of Fact 1, we know that A n is a binomial random variable with (Q U |YQY , c U )(e n R 1 − 1) trials and "success" probability where the corresponding exponent is (β(Q U XY ) + R 1 ).
There are two cases for the exponent of the expectation of A n , i) lim inf n→∞ 1 n ln E[ A n ] > 0, and ii) lim inf n→∞ 1 n ln E[ A n ] ≤ 0. For the first case, we know that for sufficiently large n,
uniformly. Then using Parts 2 and 3 of Proposition 5, for any sufficiently small ∈ (0, B n ), we have
In other words, A n concentrates doubly exponentially fast around its expectation E[ A n ]. Therefore, using a similar derivation as in [18, Eqns. (36)-(39)], for any sufficiently small > 0, we have the chain of inequalities (85)-(88), shown at the top of the next page, where (86) is due to (84) and the fact that can be made arbitrarily small, (87) is due to the fact that 
Thus, we have
Furthermore, for sufficiently large n, by using (90) and Markov's inequality, we have
Therefore, combining (82), (88) and (91), for sufficiently large n, we have
This concludes the proof of Lemma 6. Now, we use Lemma 6 to prove the following lemma which eliminates F 4 from the probability of interest, removes the dependence between F 1 and F 4 , and also simplifies the calculation of Pr{E 1 } (see (63)).
Lemma 7.
For given (U n (1), X n (1, 1) , Y n ) = (u n , x n , y n ), C U = c U and T ≥ 0, we have
Proof of Lemma 7: See Appendix C. Now, we continue the proof of Theorem 1 by using Lemma 7. Recall the error probability in (63). Note that
By using Lemma 7, we have
Next, we consider the first term in the right-hand-side of (95).
Recall the definitions of f (Q U XY ) and Q 0 (y n , c U ) in the proof of Lemma 6 (see (74) and (76)) and let 
2 
This term decays at least doubly exponentially rapidly and hence its exponent is infinity.
. Using Part 3 of Proposition 5, for sufficiently
.
large n, we have
This term converges to 1 at least doubly exponentially fast and hence its exponent is 0. In summary, we have (108)-(109) shown at the top of this page, where
and where
Note that the first clause in (108) comes from cases 1) and 3) above. The second clause in (108) comes from case 2) above. For brevity, define
Therefore, recall that Q U XY = Q X |U Y Q U |YQY , by combining (102), (109) and (112), we have the exponential equalities (113)-(115), shown at the top of the next page. Now we regard C U as a collection of random variables. Consequently, (Q U |YQY , C U ) is also a random variable. Using a similar derivation as in [18, Eqns. (36)-(39)], for any
sufficiently small > 0, we have
Recalling Part 1 of Fact 1, we can evaluate the probability Pr{i ≤ 1 n ln (Q U |YQY , C U ) ≤ (i + 1) } as follows. 1) Case γ (Q U |YQY , R 2 ) < 0: Similarly as before, we see that (Q U |YQY , C U ) concentrates doubly exponentially around its expectation which is, on the exponential scale, e −nγ (Q U |YQY ,R 2 ) . In other words, we have
2) Case γ (Q U |YQY , R 2 ) ≥ 0: Similarly as before, we see that, on the one hand,
on the other hand,
≤ exp{−e n }. (120) Therefore, we have
In summary, we have
Therefore, by recalling the definitions of (Q U XY , R 1 , R 2 ) and L 1 (Q XY , R 1 , R 2 , T ) (see (15) and (21)), and combining (117) and (122), we have the exponential equalities (123)-(126), shown at the top of this page, 7 where (123) is due to (122) and the fact that can be made arbitrarily 7 We use the notation . = (i.e., equality to first-order in the exponent) in (123) since the other direction of the inequality in (117) can be derived by replacing i with (i + 1) in the function E * 3 (·). See [18, Eqns. (36)-(39)] for another instance of this calculation. small and (126) is due to the fact that
After averaging over (U n (1), X n (1, 1) , Y n ), we have
For the remaining term E (U n (1),X n (1,1) 
(second term in (95)), the proof is similar to the proof for (129), therefore we will only provide an outline. Recalling the definition of N(Q U XY ) in (66) and Part 3 of Fact 1, we have
Then, due to (95), we have E t 1 = min{ a , b }. For the total error probability of the message pair, according to the optimal decoding region (10), we obtain
As the difference between F 1 and F 1 is only in the number of m 1 (the difference is exactly one and the rates are asymptotically equal), the exponents of Lemma 1] , it was shown that, for discrete memoryless channels W : X → Y, the undetected error exponent E u is equal to the sum of the total error exponent E t and the threshold T . The main argument is based on the fact that the optimal decoding region D * m := y n :
minimizes the following function
for a given codebook C and a given threshold T , where e u and e t are the average total and undetected error probabilities, respectively. Moreover, the proof of [14, Lemma 1] does not depend on the structure of the codebook and the closed-form expressions of the exponents E t and E u . Therefore, we can use the same idea to show that E u 1 = E t 1 +T and E u Y = E t Y +T since the optimal decoding regions D * m 1 and D * m 1 m 2 defined in (9) and (10) also minimize (C, D) for the ABC.
For constant composition random codes, since
all joint types Q U XY (resp. Q U Y ) must satisfy the condition that their marginal distributions Q U X (resp. Q U ) are P U X (resp. P U ). Therefore, the results can be proved similarly to the case for i.i.d. random codes, except that all types Q U XY (resp. Q U Y ) must additionally satisfy the condition that their marginal distributions Q U X (resp. Q U ) are P U X (resp. P U ).
This concludes the proof of Theorem 1.
VII. PROOF OF THEOREM 2
Proof of Theorem 2: Firstly, we consider i.i.d. random codes. Assume the true transmitted message pair is (m 1 , m 2 ) = (1, 1). Define the (total) error event E 2 as
The average total error probability for message m 2 = 1 associated to the decoding region D * m 2 in (9) is given by
Recall the definitions of F 1 and F 2 (see (135) and (60)). Similarly, for given (U n (1), X n (1, 1), Y n ) = (u n , x n , y n ) with joint typeQ U XY , we have
For a given sub-codebook C 2 (1) := {X n (m 1 , 1) :
and so, the right-hand-side of the inequality inside the probability of (140) is constant. Similarly to the calculation of
Next, we consider the scenario in which the sub-codebook C 2 (1) is random. Consequently,
is also random. Using a similar derivation as in [18, Eqns. (36)-(39)], for any sufficiently small > 0, we have
where i in the last inequality ranges from − f (Q U XY )/ to R 2 / . Recall the definition of N(Q U XY ) (see (66)), and let Q U XY = Q X |U YQU Y , we have
Note that the first term in the right side of (150) is fixed. For the second term, we now evaluate the following probability
On the one hand, we have (similarly as before)
On the other hand, by using a similar derivation as in [18, Eqns. (30)-(34)] and [6, pp. 5081], we can derive the exponent of the probability of that
is upper bounded by e n(t + ) in the following steps. Firstly, we have
Recall Part 3 of Fact 1, there are two cases for the probability of the events
. From Part 3 of Proposition 5, we see that
. Similarly as before, for sufficiently large n, we have
Therefore, the probability in (154) is on the exponential scale equal to the indicator function which returns 1 if for every
We now find the minimum value of t + for which the value of this indicator function is unity. The condition in the indicator function above is equivalent to
or, equivalently:
which can also be written as
This is equivalent to
where the minimum in (164) over an empty set is defined as infinity. Furthermore, we need the following lemma which provides some useful properties of s 0 (Q U Y , R 1 ) defined in (29) (also see (165)) and E * 3 (Q U Y , t, R 1 ) defined in (112). Using this lemma, we can obtain the exponent of the probability in (151).
Proof of Lemma 8: See Appendix D.
Furthermore, by using Lemma 8, we conclude that
Therefore, we have
where the expression max{i , − f (Q U XY )} in the argument of E 4 (Q Y , ·, R 1 , R 2 ) is due to the fact that
By using the fact that above can be made arbitrarily small, we obtain
where (173) is due to the fact that the dominant contribution to the sum over i is due to the term indexed by i = s 0 (Q U Y , R 1 )/ . This, itself, follows from (168) and (169) as well as the fact that t → E 4 (Q Y , t, R 1 , R 2 ), as defined in (145), is non-decreasing. Note that s 0 (Q U Y , R 1 ) and f (Q U XY ) are constant (given (U n (1), X n (1, 1) , Y n ) = (u n , x n , y n )). Once again, by using the fact that the function E 4 (Q Y , t, R 1 , R 2 ), as defined in (145), is non-decreasing in the parameter t, we have
= max min
By combining (139), (173) and (175) and averaging over (U n (1), X n (1, 1), Y n ), we have
Finally, the equality E u 2 = E t 2 + T can be obtained by [14, Lemma 1] and the same argument as that used to justify E u 1 = E t 1 + T in Theorem 1. For constant composition random codes, by using the same argument in the end of the proof of Theorem 1, the result can be obtained. This concludes the proof of Theorem 2. Remark 1. The maximization operations in (174) and (175) lead the somewhat unusual maximization in the error exponent E t 2 in (177) and hence (25) in the theorem statement. We provide some intuition for it here. Recall the BSC example in Section V-A. Note that the input distribution P U X is given and may be chosen in a sub-optimal manner so the regions in (55) 
APPENDIX A PROOF OF PROPOSITION 3
Proof: Let Q * 1 and Q * 2 (two distributions of the form Q = Q X |U YQU Y ) be optimal solutions to the modified and original inner optimizations of b1 and b1 , respectively. Assume, to the contrary, that β(Q * 2 ) > 0. Moreover, note that β(Q * 1 ) < 0 by the assumption. Due to the continuity of β(Q) in Q, there exists a conditional probability distributionQ X |U Y such thatQ = α Q * 1 + (1 − α)Q * 2 , whereQ =Q X |U YQU Y , for some α ∈ (0, 1) that satisfies β(Q) = 0, . As the first constraint in L 21 is convex in Q, the solutionQ is feasible (for b1 ). Note that the optimal value of objective function (in b1 ) is β(Q * 2 ) > 0 while β(Q) = 0. This is a contradiction. Hence, there exists an optimal solution to the original inner optimization problem b1 satisfying β(Q X |U YQU Y ) = 0. Moreover, this optimal solution of b1 (i.e., (Q * , Q * ) with β(Q * X |U YQ * U Y ) = 0) is also feasible for b2 . As a result, in this case, the optimal value of b is equal to that for b2 because b = min{ b1 , b2 }.
APPENDIX B PROOF OF PROPOSITION 4
Proof: Let Q * 1 , Q * 3 and Q * 5 (three distributions of the form Q * = Q * XU |YQ Y ) be optimal solutions to the modified and new optimizations a1 , a3 and * a5 , respectively. There are two cases for the solution Q * 5 , namely case (i) γ (Q * 5 ) ≥ 0 and case (ii) γ (Q * 5 ) ≤ 0. In case (i), as the solution Q * 5 is also optimal for the problem a1 , we only need to consider the solution Q * 3 to the problem a3 . Note that the convex objective functions of a3 and * a5 are the same and the convex feasible set of a3 is a subset of the convex feasible set of * a5 . Then the solution Q * 3 must satisfy γ (Q * 3 ) = 0 by using a similar argument as that for b1 in the proof of Proposition 3. Moreover, we may assume that this solution Q * 3 is feasible for the original problem * a3 (if not, similar to the discussion for b1 , we do not need to consider this term * a3 in (52) due to * a4 ). Hence, the optimal solution Q * 3 to the problem * a3 satisfies γ (Q * 3 ) = 0 and β(Q * 3 )+0 ≥ 0 is also feasible for the problem * a1 . Therefore, we can remove the term * a3 in the inner minimization of (52). For case (ii), using a similar argument as above, we can show that the solution Q * 1 with γ (Q * 1 ) = 0 and β(Q * 1 ) ≥ 0 is feasible for the problem * a3 , therefore, we can remove this term * a1 in the inner minimization of (52). In summary, without loss of optimality, we can replace * a1 and * a3 with the new convex optimization problem * a5 . Moreover, the optimal value of * a5 is active (see (46)) in the inner minimization problem in (52) if
This completes the proof of Proposition 4.
APPENDIX C PROOF OF LEMMA 7
Proof:
We are given (U n (1), X n (1, 1), Y n ) = (u n , x n , y n ), C U = c U and T ≥ 0. Note also that f 3 , defined in (61), is constant/deterministic in this proof. In the following, we omit the dependence on the conditioning event {(U n (1), X n (1, 1), Y n ) = (u n , x n , y n ), C U = c U } for notational convenience. Now we have
where (180) is due to the fact that (F 1 , F 2 ) is independent of F 4 given Y n = y n and C U = c U (See the definitions of F 1 , F 2 and F 4 in (59)-(62)), (181) is due to the fact that f 3 · e −nT is exponentially small, and the interchange of max{·} and Pr{·} in (182) Recall the random codebook generation with superposition structure as described in Section II-B. We may rewrite F 1 as
W n Y (y n |X n (2, m 2 )).
Note that all the X n (m 1 , m 2 ) terms in F 1 and F 4 are generated in an i.i.d. manner. Hence the final term in (183), a nonnegative random variable, has the same distribution as F 4 . Since W n Y (y n |·) ≥ 0 and e −nT ≤ 1, for any given c U , we obtain
(184)
The second inequality in (184) follows from the fact that if we have two random variables A and A which have the same distribution and B is a non-negative random variable, then clearly Pr{A + B ≥ c} ≥ Pr{A ≥ c} for all c ∈ R. Now, we focus on the sequence η n := Pr{F 4 > f 3 }. Assume that the limit of η n exists (otherwise, we may pick a convergent subsequence and work with that subsequence in the following). There are two cases: case (i) lim n→∞ η n = 0 and case (ii) lim n→∞ η n > 0.
• For case (i), from (182), we have: 
where (185) is due to the fact that Pr{F 4 ≤ f 3 } = 1 − η n tends to 1, and the final step (187) is due to the fact that
and where (189) is due to (184). • For case (ii), on the one hand, we have
where (191) is due to the fact that F 2 ≥ 0, (192) is due to Lemma 6 and (193) is due to the fact that (192) does not tend to 0 (and is obviously bounded above by 1) from the assumption that lim n→∞ η n > 0. From (182), we have 
Since for both cases, we arrive at the same conclusions in (187) and (198), this completes the proof of Lemma 7.
APPENDIX D PROOF OF LEMMA 8
Proof: The three parts of Lemma 8 are proved as follows: 1) Recall the definition of β(Q U XY , R 1 ) (see (13) ). Let Q X |U Y = P X |U , we have β(P X |UQU Y , R 1 ) = D(P X |U P X |U |Q U ) + I P X|UQUY (X; Y |U ) − R 1 (199) = −R 1 < 0
Thus, there exists a conditional distribution Q X |U Y = P X |U belonging to {Q X |U Y : β(Q X |U YQU Y , R 1 ) ≤ 0}. 2) As E * 3 (Q U Y , t, R 1 ) is non-decreasing in t, we only need to show that E * 3 (Q U Y , t, R 1 ) = 0 when t = s 0 (Q U Y , R 1 ). From the conclusion above, we have s 0 (Q U Y , R 1 ) > −∞. Assume that the optimal solution corresponding to s 0 (Q U Y , R 1 ) is Q * = Q * X |U YQ U Y . Now, we take Q U XY = Q * for the constraint in L 4 (s 0 (Q U Y , R 1 ), R 1 , R 1 ) in (111), then we have
where (202) is because Q * satisfies the constraint β(Q * , R 1 ) ≤ 0 in (164). Therefore, Q * ∈ L 4 (s 0 (Q U Y , R 1 ), R 1 , R 1 ) and |β(Q * , R 1 )| + = 0. Thus,
3) Recall the definition E 3 (Q X |U YQU Y , t, R 1 ) and E * 3 (Q U Y , t, R 1 ) (see (110) and (112)). We only need to show that any conditional probability distribution Q X |U Y such that β(Q X |U YQU Y , R 1 ) ≤ 0 satisfies the condition Q X |U Y / ∈ L 4 (t, R 1 , R 1 ). Assume, to the contrary, that there exist a conditional probability distributionQ X |U Y such that β(Q, R 1 ) ≤ 0 andQ ∈ L 4 (t, R 1 , R 1 ), wherẽ Q =Q X |U YQU Y . Now, we have
where (204) is becauseQ ∈ L 4 (t, R 1 , R 1 ) and (205) is because β(Q, R 1 ) ≤ 0. However, note that t > s 0 (Q U Y , R 1 ) as assumed in Lemma 8. This is a contradiction. Hence, E * 3 (Q U Y , t, R 1 ) is strictly positive for all t > s 0 (Q U Y , R 1 ). These justifications complete the proof of Lemma 8.
