We develop a robust regularized singular value decomposition (RobRSVD) method for analyzing two-way functional data. The research is motivated by the application of modeling human mortality as a smooth two-way function of age group and year. The RobRSVD is formulated as a penalized loss minimization problem where a robust loss function is used to measure the reconstruction error of a low-rank matrix approximation of the data, and an appropriately defined twoway roughness penalty function is used to ensure smoothness along each of the two functional domains. By viewing the minimization problem as two conditional regularized robust regressions, we develop a fast iterative reweighted least squares algorithm to implement the method. Our implementation naturally incorporates missing values. Furthermore, our formulation allows rigorous derivation of leave-onerow/column-out cross-validation and generalized cross-validation criteria, which enable computationally efficient data-driven penalty parameter selection. The advantages of the new robust method over nonrobust ones are shown via extensive simulation studies and the mortality rate application.
1. Introduction. This paper develops a robust regularized singular value decomposition (SVD) method for two-way functional data. One-way functional data analysis (FDA) focuses on a population of curves or functions and has gained much attention in the last decade or so, as well documented in Silverman (2002, 2005) and Ferraty and Vieu (2006) . Different from one-way functional data, two-way functional data are functions in combined with independent component analysis to improve the robustness of analyzing functional MRI brain images. Gervini (2009) considered irregularly and sparsely sampled functional data, used basis expansions to model the functional trajectories, and modeled the functional PC scores and the reconstruction errors using heavy-tailed distributions such as t or Cauchy to achieve robustness. All this work has focused on one-way functional data.
We now introduce some notation to facilitate the discussion of our proposed robust regularized SVD method for two-way functional data. Sometimes it is reasonable to use the term-functional SVD-instead of regularized SVD to emphasize the focus on functional data. We view the element x ij of the m × n data matrix X as evaluation of an underlying smooth function X(·, ·) on a rectangular grid of sampling points (y i , z j ), where y i (i = 1, . . . , m) are from a domain Y and z j (j = 1, . . . , n) are from a domain Z. According to Huang, Shen and Buja (2009) , the RSVD for two-way functional data can be considered as fitting the following smooth rank-r approximation model for the two-way functional data: X(y, z) = U 1 (y)V 1 (z) + U 2 (y)V 2 (z) + · · · + U r (y)V r (z) + ε(y, z),
where U k (y) and V k (z) are smooth functions on their respective domains, and ε(y, z) is a mean zero random noise. Model (1) can be thought of as a truncated version of the singular value decomposition of bivariate functions [Gervini (2010) ], and the orthonormal constraints V k (z)V l (z) dz = δ kl , where δ is the Kronecker delta, are usually imposed for identifiability. The low-rank approximation formulation indicates that the proposed SVD method is useful for dimensionality reduction and feature selection. The smoothness requirement on U k (y) and V k (z) takes into account the underlying continuity of the functional data. It is important to note that the SVD formulation offers a symmetric treatment of the two domains. The existing robust functional PCA methods cannot be directly extended to two-way functional data, because PCA treats the rows and the columns asymmetrically. We are therefore led to the SVD which offers symmetric treatment.
To give a simple description of our approach, we focus on extracting the first pair of components in (1), U 1 (y) and V 1 (z), whose discretized realizations are, respectively, denoted as u 1 ≡ (U 1 (y 1 ), . . . , U 1 (y m )) T and v 1 ≡ (V 1 (z 1 ), . . . , V 1 (z n )) T . Subsequent pairs are extracted sequentially after removing the effects of the preceding pairs. This sequential approach allows the different pairs of components to have differing smoothness. The extracted components should possess two desirable features-smoothness and robustness against outliers. We propose to solve the following problem:
where u and v are m-dimensional and n-dimensional vectors, respectively, ρ(·) is a robust loss function, P λ (u, v) is a two-way roughness penalty to ensure smoothness for the u and v, and λ is a vector of penalty parameters.
This formulation is very general, allowing the flexibility in the choice of the loss function and the penalty function. Although various robust loss functions in the robust statistics literature [Huber and Ronchetti (2009)] can be used in our framework, we focus on a typical Huber's function for its easy implementation and fast computation. If the nonrobust squarederror loss is used, then the penalized criterion function in (2) reduces to the minimizing criterion for the RSVD of Huang, Shen and Buja (2009) . By using a robust loss function, our framework essentially robustifies the RSVD method and, therefore, we refer to our approach as robust regularized SVD, or RobRSVD for short. On the other hand, without the penalty term, the criterion in (2) offers another way for robust SVD [Ammann (1993) , Liu et al. (2003) ]; hence, RobRSVD can also be interpreted as smoothing of a robust SVD.
In this paper, we adopt the two-way roughness penalty function introduced in Huang, Shen and Buja (2009) , which has several desirable properties for two-way regularization. Other choices of penalty functions are possible such as the ones that shrink the functional components to certain subspaces, for example, spaces of periodic functions. Our framework also offers one-way robust functional data analysis as a special case if one only imposes roughness penalty on one of the functional domains such as the one that corresponds to the row or the column of the data matrix. One important feature of our method is that it works directly with the raw observed data; there is no need to pre-smooth the raw data, nor to obtain a robust estimate of the high-dimensional covariance matrix, which can be computationally challenging for one-way functional data and even more technically difficult for two-way functional data.
We develop an efficient iterative reweighted least squares (IRLS) algorithm to solve the minimization problem (2). Our algorithm iteratively updates u and v conditioning on the other, where each updating step can be viewed as a (regularized) robust regression. This view of (2) as conditional robust regressions suggests that many robust regression procedures can be used, such as the M-estimator [Huber and Ronchetti (2009) ], the L 1 estimator [Croux et al. (2003) ], the least median of squares (LMS) and the least trimmed squares (LTS) estimators [Rousseeuw (1984) ], and the IRLS estimator [Heiberger and Becker (1992) ]. We choose the IRLS estimator in this paper for the following two reasons. First, it enables us to interpret the conditional regularized robust regressions as regularized weighted least squares. Based on this interpretation, we can rigorously derive explicit shortcut formula for leave-one-row/column-out cross-validation and related generalized cross-validation (GCV) scores; hence, data-driven selection of the penalty ROBUST REGULARIZED SINGULAR VALUE DECOMPOSITION 5 parameters can be carried out very efficiently. Note that the selection of the penalty parameters for the row and column is naturally decoupled due to the conditional regression perspective. Second, the IRLS estimator is used due to its fast computation and comparable performance when compared against several other robust regression procedures, as shown by Shen, Zhu and Lee (2007) . The alternating estimation procedure also suggests a natural way to incorporate missing values.
The remainder of the paper is organized as follows. Section 2 describes technical details of the RobRSVD method, including formulation, the IRLS algorithm, penalty parameter selection, treatment of missing values and interpolation of results in function space. Results of simulation studies are presented in Section 3 to compare the performance of RobRSVD with standard SVD and the regularized SVD (RSVD) of Huang, Shen and Buja (2009) . Section 4 analyzes the motivating Spanish mortality application and demonstrates the practical advantages of RobRSVD over the other two methods.
2. The methodology. We describe the RobRSVD method in this section. Section 2.1 gives its formulation, Section 2.2 derives the IRLS algorithm, and Sections 2.3-2.6 discuss several implementation details.
2.1. Formulation. It is well known that the SVD can be viewed as finding a sequence of rank-one matrix approximations of a data matrix [Gabriel and Zamir (1979) ]. We adapt this idea to define the RobRSVD as a method for obtaining a sequence of robust regularized rank-one matrix approximations. Our discussion focuses on obtaining the first pair of components. Subsequent pairs of components can be obtained by applying the method sequentially on the residuals from lower-rank approximations.
The first pair of singular vectors of a data matrix X = (x ij ) m×n can be obtained by solving a least squares problem as
where u and v are m × 1 and n × 1 vectors, respectively, and · F is the Frobenius norm of a matrix. For two-way functional data, the RSVD of Huang, Shen and Buja (2009) defines the regularized singular vectors as
where P λ (u, v) is a regularization penalty and λ is a vector of regularization parameters. Huang, Shen and Buja (2009) suggested to use the following specific form of the penalty function:
where Ω u and Ω v are symmetric and nonnegative definite penalty matrices that apply, respectively, to the left and right singular vectors, and · is the Euclidean norm. The usual roughness penalties used in nonparametric smoothing literature can be adopted to define the penalty matrices [e.g., Green and Silverman (1994) ]. This penalty function enjoys several desirable properties: (i) Invariance under scale transformations u → cu and v → v/c for some positive constant c; (ii) Equivariance under rescaling of X and the fit uv T ; (iii) For Ω u = 0, the penalty specializes to the one-way penalty of Silverman (1996) for functional PCA. See Huang, Shen and Buja (2009) for more discussions.
To achieve robustness, we replace the squared-error loss in (3) with a robust loss function. Let ρ(z) be a nonnegative, symmetric function that is increasing in |z|. With a slight abuse of notation, we also use ρ(·) to denote the summation over elementwise applications when the scalar function ρ(·) is applied to a matrix. A general loss function for rank-one approximation of the matrix X can be written as
where σ is a scale parameter measuring the variability in the approximation errors. For RobRSVD, we define the first pair of singular vectors as
where
and P λ (u, v) is the penalty function defined in (4). The determination of the scale parameter σ will be discussed later in Section 2.4.
Our implementation uses the following Huber's function in defining R(u, v):
where θ is a parameter that controls the robustness level and a smaller value of θ usually leads to more robust estimation. Our implementation uses θ = 1.345, the value commonly used in robust regression that produces 95% efficiency for normal errors [Huber and Ronchetti (2009)] . Our numerical studies suggested that the RobRSVD is not very sensitive to the choice of θ. Instead of the Huber function, other robust loss functions can be used as well, for example, the L 1 loss which gives similar estimates. We choose the Huber function due to its easier implementation and faster computation.
2.2.
Iterative reweighted penalized least squares algorithm. Although ρ(·) is a convex function, R(u, v) is not convex with respect to the pair (u, v) and, thus, simultaneous optimization of R(u, v) over u and v is complicated. Note that, conditional on either u or v, R(u, v) becomes a convex function of the other variable. This naturally suggests an iterative reweighted (penalized) least squares (IRLS) algorithm that alternately updates u and v, assuming that the penalty parameters λ u and λ v are fixed values. This section gives the details of the algorithm, while the choice of penalty parameters will be discussed later in Section 2.3.
For notational simplicity we assume σ = 1, since otherwise σ can be absorbed into ρ(·). Let u i denote the ith element in u, and v j denote the jth element of v. Let x j denote the jth column, and x (i) denote the ith row of X. Let Svec(X) = (x 11 , x 21 , . . . , x m1 , x 12 , . . . , x mn ) T be the column vector that is obtained by stacking the columns of X. Furthermore, let ψ(
Now we consider optimization of R(u, v) over v given u. Taking the derivative of R(u, v) in (5) with respect to v j , we have
The root of ∂R/∂v j = 0 then gives us the optimizer with respect to v j . Let
The equations ∂R/∂v j = 0 lead to
Solving for v, we obtain
which is the updating formula for v given u. It is easy to see that this v minimizes the following penalized weighted sum of squares: 
Equivalently, we denote Y = HY with the hat matrix H defined as
Similarly, let
. . .
Setting ∂R/∂u i = 0, we have
Solving for u gives the following updating formula for u given v:
This u also solves a penalized weighted least squares problem and the corresponding hat matrix is
The IRLS algorithm takes the results from the SVD as the initial values, and alternately applies (7) and (9) until convergence. The convergence of the algorithm is guaranteed because each iteration step reduces the objective function, which has a lower bound. For identifiability, at the end of each iteration step, we normalize both u and v to have unit L 2 norm. Upon convergence, the normalizing constant obtained in the last iteration step will be the estimate for the corresponding singular value.
Note that the weighting matrix W needs to be updated at each iteration. The matrix computation in (7) and (9) can be efficiently implemented using the block diagonal structure of the matrices. Let w (j) be the jth column of W, and w (i) be the ith row of W. It can be shown that
These identities help significantly simplify the matrix computation. Moreover, sparse matrix algorithms can be applied for efficient computation since both Ω u|v and Ω v|u are banded matrices.
2.3. Penalty parameter selection. Following Huang, Shen and Buja (2009), we nest penalty parameter selection inside the alternating algorithm that optimizes u for fixed v, and v for fixed u. Let v * = (U T WU ) −1 U T WY denote the unregularized update of v, that is, the update of v corresponding to
These GCV formulas can be derived as a modification of appropriately defined leave-one-row/column-out cross-validation criteria. Details of the derivation are given in Section 1 of the online supplemental article [Zhang, Shen and Huang (2013) ]. We minimize the GCV criterion to select the optimal penalty parameters, which is done by using grid search in our implementation. Penalty parameter selection using the GCV formulas has much less computational complexity than directly using cross-validation. In our numerical experiments it usually took seconds for one entire iteration of the algorithm including penalty parameter selection.
2.4. Estimation of σ. We have fixed the scale parameter σ in our development so far. In practice, σ can be estimated from the data using residuals from a preliminary rank-one approximation of X. Specifically, consider the residual matrix R = (r ij ) = X − u v T , where u v T is a rank-one matrix. The normalized Median Absolute Deviation (MAD), defined as
provides an estimate of σ [Maronna, Martin and Yohai (2006) ]. In (11), the u and v can be obtained using the SVD or by minimizing a robust loss function in rank-one approximation. We found that using the SVD works very well and there is no need to resort to a computationally more complicated robust loss function. The RobRSVD procedure can also be applied iteratively, where residuals from previous application are used to estimate the scale parameter, but our experience suggests that such iteration is usually not necessary. Hence, standard SVD is used to estimate the scale parameter for our numerical studies.
Missing values.
In some situations, the data set may contain missing values, such as the mortality data set analyzed in this paper or sparse functional data as discussed in Yao, Müller and Wang (2005) . The IRLS algorithm can still be applied with some slight modification on the updating equations (7) and (9). One approach is to redefine Y, U , W, Y * , V and W * by removing the rows/columns of these matrices that contain the missing entries. However, this approach is computationally inefficient, since the calculation of U T WU and V T W * V cannot be simplified as in (10).
Below we develop a more efficient algorithm to deal with missing entries. We propose to iteratively impute the missing values and then apply the IRLS algorithm. Each missing entry X ij is replaced by u i v j , where u i and v j are obtained from the previous iteration. The initial round of imputation can use either the row-wise mean of the nonmissing entries in the same row or the column-wise mean of the nonmissing entries in the same column. Our experience suggests that both initialization methods lead to the same results at convergence. Our proposed imputation approach can be thought as an application of the MM algorithm [Hunter and Lange (2004) ], which has nice convergence properties; see Section 2 of the online supplemental article for details [Zhang, Shen and Huang (2013) ]. Similar iterative imputation approaches have been used in the literature; see, for example, Beckers and Rixen (2003) , Martinez et al. (2009) and Lee, Huang and Hu (2010) .
2.6. Function space view. So far our formulation of RobRSVD is in finite dimensions, although the use of regularization penalties implicitly assumes that there are underlying smooth functions. We now use the Reproducing Kernel Hilbert Space (RKHS) theory to extend our formulation to function spaces. We refer to a standard reference such as Wahba (1990) for the necessary background.
We assume X = (X(y i , z j )) i=1,...,n;j=1,...,m contains the evaluations of a realization of a random field X(y, z) at (y i , z j ), where y i and z j are distinct sampling points in the respective domains Y and Z. Seeking a rank-one or product approximation X(y, z) ≃ U (y)V (z) in function spaces, we assume that U (y) and V (z) are members of RKHSs H u and H v defined, respectively, on the domains Y and Z. The RKHSs carry reproducing kernels K u (y 1 , y 2 ) and K v (z 1 , z 2 ), inner products U 1 , U 2 u and V 1 , V 2 v , as well as norms U u and V v , respectively. For arbitrary u = (u 1 , . . . , u n ) T ∈ R n there is a unique U ∈ H u interpolating u, that is, satisfying u i = U (y i ) (i = 1, . . . , n) and having minimum norm U u among all interpolants. Moreover, this function is of the form U (y) = i=1,...,n c i K u (y i , y), and U 2 u = u T Ω u u, where
v . The function space version of the criterion R(u, v) (5) is (with some abuse of notation)
The representer theorem argument [Kimeldorf and Wahba (1971) ] shows that minimization of R(U, V ) in the RKHSs can be reduced to minimization of R(u, v) in the finite-dimensional space. Specifically, ifũ andṽ are minimizers of R(u, v), andŨ andṼ are their unique interpolants in RKHSs H u and H v , thenŨ andṼ are the minimizers of R(U, V ). This result suggests that our methodological discussions in finite-dimensional space are without loss of generality. An important application of this result, however, is that it allows us to extend the output vectorsũ andṽ to their function space counterpartsŨ andṼ through the RKHS interpolation.
In the nonparametric smoothing literature, an integrated squared second derivative penalty is commonly used. Applying this penalty to our setting means using U 2 u = {U ′′ (y)} 2 dy and V 2 v = {U ′′ (z)} 2 dz in (12). The corresponding RKHSs H u and H v are Sobolev spaces of functions with reproducing kernels defined in Chapter 1 of Wahba (1990) . On the other hand, for this special kind of penalty, we do not need the machinery of RKHS for connecting finite-dimensional and functional spaces. We can resort to the standard results of natural cubic splines [see Chapter 1 of Green and Silverman (1994) ]. There are closed-form expressions of the penalty matrices in terms of the evaluation points and interpolation formulas available; see Section 5 of Huang, Shen and Buja (2008) .
3. Simulation studies. Three simulation studies were conducted to compare the performance of RobRSVD against the standard SVD and the RSVD of Huang, Shen and Buja (2009) . The underlying true signal matrix was generated to be either rank one, or rank one with missing values, or rank two. A detailed analysis of the rank-one signal matrix is reported in Section 3.1. To save space, we only summarize the findings for the other two settings in Sections 3.2 and 3.3, and present details of the studies in Section 3 of the online supplemental document [Zhang, Shen and Huang (2013) ].
3.1. Rank-one signal matrix. We consider the following rank-one twoway functional model:
where s 0 = 773 is a scalar, and the two functions are u 0 (y) = (log 10/9)10 y and v 0 (z) = (1 + 1/π) −1 sin(2πz) with y ∈ [0, 1], z ∈ [0, 1]. Note that (13) is slightly different from the general two-way functional model (1) in that As a benchmark scenario, we consider the situation where the data have no outliers. In addition, we study four different scenarios that outliers can occur in two-way functional data: (1) random outlying cells, (2) outlying rows, (3) outlying blocks, and (4) diagonal outlying cells. Under each setting, the outliers are introduced as discussed below. Besides the outliers, independent Gaussian noises ε(y, z) with mean 0 and variance σ 2 are added to the simulated data. We consider different variances: σ 2 = 0.2, 0.5, 0.8, 1. For each simulation setting, 100 simulation replications are performed. The surface plot of one random replication (with σ 2 = 1) is plotted in Figure 1 for each of the four outlying scenarios, respectively.
We now describe how the outliers are introduced for each simulation setting. Let we obtain the outlying curve by multiplying the corresponding s 0 u 0 (y) with a different function v 1 (z) = C(1 + sin(4πz)) with C being the normalizing constant. Note that the curve shapes of the outlying rows are different from the shape of the other rows.
3. Outlying block : We randomly select a continuous square block of cells at a randomly selected location, with the block size fixed as 10 × 10. Within the block, we shift the cells upward by adding a random amount, which is uniformly distributed on [2C 1 , 3C 1 ].
4. Diagonal outliers: We replace the diagonal entries of the matrix with values uniformly distributed between [C 1 , 2C 1 ]. This setting mimics the cohort effects observed in the Spanish mortality data (Section 4).
The three methods, SVD, RSVD and RobRSVD, were applied to the 100 simulated data sets under each setting, and the best rank-one approximations were obtained to get the estimates for u 0 and v 0 . The penalty parameters of the RSVD and RobRSVD were selected using the GCV method.
To compare various methods, we calculated the L 2 distance between the estimates and the truth for each simulated data. Figures 2 and 3 the boxplots of the 100 distances for the three methods for u 0 and v 0 , respectively, for each of the four noise levels and each of the outlier scenarios.
In summary, both figures clearly show that:
1. For the benchmark no-outlier cases, RobRSVD and RSVD perform comparably, and both are better than SVD due to smoothing regularization; this suggests that our RobRSVD does not lose much when the data contain no outliers.
2. For all the outlying settings, RobRSVD improves significantly over RSVD and SVD, which supports the robustness of RobRSVD against various kinds of outliers in two-way functional data. RobRSVD has the smallest median L 2 distance and variability across all the settings and the different noise levels.
We also calculated the estimated singular values s 0 and compared them with the true singular value s 0 = 773. For each method and each noise level, Figure 4 presents the boxplot of the 100 absolute differences between s 0 and s 0 . The comparison shows that RobRSVD performs similarly with SVD and RSVD for cases with no outliers, while much better when there are outliers. To get some ideas about individual estimation performance, Figure 5 compares the estimates obtained from the particular data sets shown in Figure 1 , by plotting the differences between the estimated curves and the true curve [either u 0 (·) or v 0 (·)]. As one can see, the RobRSVD method is again the clear winner. We also observe that the smoothing step in RSVD can mitigate the outlying effects to some extent in certain cases, but still cannot fully remove those effects. The additional incorporation of robust loss function in RobRSVD further improves the robustness of RSVD.
3.2. Rank-one signal matrix with missing values. Our motivating Spanish mortality data contain both outliers and missing values, which motivates us to investigate the performance of RobRSVD when there are missing values. For each simulated data set considered in Section 3.1, we randomly selected and deleted 100 cells from it to form a new data set with missing values. We used the imputation method described in Section 2.5 to estimate u and v for SVD, RSVD and RobRSVD.
The simulation results are reported in the online supplement. The comparison presented in Figures 1 and 2 there clearly shows that the RobRSVD remains to be the winner across all the settings considered. 3.3. Rank-two signal matrix. We also studied the situation where the true signal matrix is rank two, using a setting similar to what has been studied by Huang, Shen and Buja (2009) . Similar to Section 3.1, we considered five simulation scenarios: no outliers, outlying cells, outlying rows, outlying block, and diagonal outliers. Detailed descriptions can be found in the online supplement, with comparative results presented in Figures 3-5 there.
We used two measures to gauge the performance of estimating the rank-2 signal matrix. The first measure is X 0 − X 0 F , the Frobenius norm of the difference between the estimated best rank-two matrix X 0 and the true signal matrix X 0 . The second measure the largest principal angle [Golub and Van Loan (1996) ] between the true subspace and the subspace spanned by the corresponding singular vector estimates. Specifically, let U = span(U * 1 , U * 2 ) denote the linear subspace spanned by U * 1 (y) and U * 2 (y) evaluated at the grid points and U be the corresponding estimate of this subspace. The prin-cipal angle between U and U can be computed as cos −1 (ρ) × 180/π, where ρ is the minimum eigenvalue of the matrix Q T U Q U where Q U and Q U are orthogonal basis matrices obtained by the QR decomposition of the matrices U and U, respectively. RobRSVD performed the best in all cases with outliers under both distance measures, while RSVD and RobRSVD usually performed similarly and were better than SVD in cases without outliers.
The Spanish mortality data.
In this section we analyze the Spanish mortality data using various methods to illustrate the benefits of our proposed RobRSVD method. The Spanish mortality data are available in the Human Mortality Database [HMD (2011) ]. This mortality data set was collected such that each row represents a year between 1908 and 2007, each column represents an age group from 0 to 110, and each cell records the mortality rate for a particular age group during that year. The data are naturally two-way functional, since each column vector is a time series of mortality rate of a given age group, and each row vector is a mortality curve of different age groups at a specific year. Zhang et al. (2007) developed several visualization tools for exploring twoway functional data, which were used to analyze a subset of the Spanish mortality data. As a result, they identified a couple of interesting outlying time periods (i.e., rows in the data matrix):
• the 1918 Spanish flu pandemic, and • the 1936-1939 Spanish Civil War, both of which experienced the death of millions of Spanish people (in an unusual age distribution). In both cases, the mortality rate increased well above what the normal yearly trend would have predicted, and the authors noted that the outlying years affected the estimation of the first few leading SVD components, which is consistent with our findings reported below.
One can view the mortality rate data as some normal mortality trend, a function of age group and year, contaminated with additive noises, including measurement errors and potential outliers. Hence, a good estimation method should be able to recover the underlying normal mortality varying pattern across age and year, with minimal effects of the noises including the outliers.
Before the formal analysis, we make two comments regarding the data. Following Zhang et al. (2007) , the data were first transformed through log 2 (X + 1/2) where X denotes the original mortality rate. There are missing values for the elder people in the data, and we employ the procedure discussed in Section 2.5 to automatically accommodate the missing values. Figure 6 provides several functional views of the log-transformed data. Several interesting observations can be made from the plots. The mesh surface plot in panel (a) highlights the high mortality rates among the seniors Fig. 6 . Various visualizations of the mortality data (log-scale): (a) the mesh surface plot, (b) the zoomed surface plot (up to age 100), (c) the image plot, (d) the zoomed image plot (up to age 100), (e) the curve plot versus age, (f) the curve plot versus year.
that are older than 100. To better depict the mortality trend among people less than 100 years old, the zoomed surface plot in panel (b) shows the mortality rate pattern up to age 100: for a given year, the mortality rate generally decreases from infants to teenagers and adults younger than 60, and begins to increase when the age is over 60, which is the standard mortality pattern across age; for a given age group, the mortality rate decreases across the years, which reflects the improvement of life quality and health care; in addition, the decrease-across-year among younger people is more significant than for elder people. For the (zoomed) image plots on panels (c)-(d), we observe the cohort effects discussed by Zhang et al. (2007) showing up as the diagonal strips and, more importantly, the two outlying time periods appearing as horizontal strips: the 1918 flu pandemic affects all age groups, while the 1936-1939 civil war affects only those older than 20. The curve plots in panel (e) show the mortality rate as a function of age where each curve corresponds to a particular year, and in panel (f) show the mortality rate as a function of year where each curve is for a particular age.
To better understand the dominating modes of variation within the data, we use SVD, RSVD and RobRSVD to find (smooth) low-rank approximations for the data and compare their results. Let s i be the ith singular value for the standard SVD. The ratio of s 2 i over the Fronbenius norm of the data matrix represents the percentage of energy explained by the ith component. The percentage can be plotted in a scree plot as a useful visual aid for deciding the number of significant components. For the mortality data, the scree plot based on the SVD shows a clear knee at rank two, with the first two standard SVD components explaining 93.3% and 5.0% of the total energy, respectively, while the third component accounts for less than 1.0% of the total energy. Thus, we only look at the first two dominating pairs of functional components when we compare different methods. Figure 7 compares the first left (regularized) singular vectors (RSVs) (u 1 ) and the first right RSVs (v 1 ), as well as the best rank-one two-way approximation from the three methods. Note that the first pair of RSVs explains the major mode of variation in the data. The green dotted-dash curves show the results of the regular SVD method, the blue dash ones correspond to the RSVD method, and the red solid curves are for our RobRSVD method. The RobRSVD left component shows a general smooth increasing trend from 1908 to 2007, while the corresponding right component resembles the standard smooth age-mortality curve. On the other hand, the left functional components from SVD and RSVD are rather wiggly and seriously affected by the two outlying time periods in 1918 and 1936-1939 . The robustness of RobRSVD can also be seen from the image plots of the best rank-one approximation, the bottom row of Figure 7 . For both SVD and RSVD approximations, the outlying years show up as horizontal strips to reflect the increased mortality rates across a wide range of age groups. Furthermore, the RobRSVD image plot shows a much smoother trend across age.
The second pair of (regularized) singular vectors is compared in Figure 8 . In general, we observe that the RobRSVD component is smoother and more interpretable than the SVD and RSVD components, which tend to be wiggly Fig. 7 . Comparison of the first pairs of (regularized) singular vectors. The left (regularized) singular vectors (u1) from SVD and RSVD are obviously affected by the two outlying time periods (1918, (1936) (1937) (1938) (1939) . 
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and show effects from the outlying years. Note that the numerical scales of the colorbars for SVD/RSVD are much larger than those of RobRSVD, which are caused by the outliers appearing in the SVD/RSVD components. The second pair of the RobRSVD component highlights the contrast between people of age 50-100 and people older than 100 during two different time periods: before 1970, the older group has a lower mortality rate than the younger group, while after 1970, the comparison is reversed. This contrast can be clearly seen in the bottom right panel. Figure 6 of the online supplement shows the 3-dimensional surface plots of the best rank-two approximations by the three methods, also indicating that the RobRSVD is least influenced by outlying observations.
