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Seznam uporabljenih kratic
kratica anglesˇko slovensko
GPS global positioning system sistem za globalno pozicioniranje
IPS indoor positioning system sistem za pozicioniranje v
notranjih prostorih
TDOA time difference of arrival cˇasovna razlika prihoda
CCD charge-coupled device nabojno povezana naprava
DLT direct linear transformation neposredna linearna transformacija
SVD singular value decomposition razcep na singularne vrednosti
RGB red, green, blue rdecˇa, zelena, morda
HSV hue, saturation, value ton, nasicˇenost, intenziteta
HSL hue, saturation, lightness ton, nasicˇenost, svetlost
CGI common gateway interface vmesnik za skupni dostop
IP internet protocol internetni protokol
HTTP hypertext transfer protocol protokol za prenos hiperteksta
LED light-emitting diode svetlecˇa dioda
PTZ pan, tilt, zoom obrat, nagib, povecˇava

Povzetek
Lokalizacija igra pomembno vlogo v sˇtevilnih aplikacijah, na primer filmska
in igracˇarska industrija uporabljata lokalizacijske sisteme za zajem gibanja
telesa.
V diplomskem delu implementiramo postopek lokalizacije v prostoru s
pomocˇjo kamer. Objekt, ki ga lokaliziramo, je okrogel svetlecˇi barvni oznacˇevalnik.
Kameram dolocˇimo notranje in zunanje parametre ter jih tako umestimo v
prostor, pri cˇemer notranje parametre dolocˇimo z MATLAB-ovim orodjem
za kalibracijo kamer, zunanje pa izracˇunamo s pomocˇjo metode DLT in SVD.
V realnem cˇasu zaznavamo oznacˇevalnik na slikah in s postopkom triangu-
lacije dolocˇimo njegov polozˇaj v prostoru. Sistem tudi ustrezno evalviramo
in ocenimo napake lokalizacije. Izkazˇe se, da so napake v sistemu vecˇinoma
sistematicˇne in se jih lahko popravi.
Kljucˇne besede: lokalizacija, triangulacija, vecˇkamerni sistem, racˇunalniˇski
vid, kalibracija kamer, DLT, SVD.

Abstract
Localization plays a big role in many applications for example film and game
industry are using localization systems for capturing of body movement.
In this thesis we implement localization procedure using cameras. Local-
ization object is a light emitting spherical color marker. We compute cameras
intrinsic and extrinsic parameters effectively fitting camera in space. Intrinsic
parameters are determined using MATLAB camera calibration tool. Extrin-
sic parameters are calculated using DLT and SVD methods. From images we
detect marker in real time and use triangulation to determine its position in
space. We properly evaluate the system and measure localization accuracy.
It turns out that system errors are mostly systematic and can be corrected.
Keywords: localization, triangulation, multi-camera system, computer vi-
sion, camera calibration, DLT, SVD.

Poglavje 1
Uvod
1.1 Motivacija
Vsi avtonomni roboti morajo imeti neko vrsto lokalizacije. Lokacija jim po-
maga pri nacˇrtovanju in izvedbi akcij, zato je pomembna zanesljivost, hitrost
in natancˇnost lokaliziranja. Poleg robotike sˇe veliko drugih podrocˇij za svoje
aplikacije izkoriˇscˇa lokaliziranje (npr. sledenje ljudi v javnosti). Lokaliziranje
je zˇe dolgo znan problem in zanj je bilo razvitih zˇe veliko resˇitev, ki pa se
razlikujejo po natancˇnosti, tezˇavnosti in ceni implementacije. Najbolj po-
znan sistem za globalno lokaliziranje (pozicioniranje) je GPS (angl. Global
Positioning System). Namenjen je globalnemu dolocˇanju polozˇaja, zato se
najpogosteje uporablja pri navigaciji v transportu. V uporabi je zˇe od leta
1978 [13], zato deluje robustno, ima pa tudi pomanjkljivosti. Za najvecˇjo
natancˇnost mora signal iz satelitov neovirano prispeti do GPS sprejemnika.
Obicˇajna natancˇnost lokaliziranja z GPS sistemom je okoli 5 − 20 m. Ob-
stajajo sˇe drugi sistemi, ki za lokaliziranje uporabljajo ultrazvok, Bluetooth,
radijske in svetlobne signale ter kamere.
Glavna motivacija za temo diplomskega dela je sistem kvadrokopterjev,
ki so ga razvili na ETH Zu¨rich pod okriljem prof. Raffaella D’Andree [4].
Za lokalizacijo kvadrokopterjev uporabljajo enega od sistemov za zaznavanje
gibanja (angl. motion capture system), ki pa je zelo drag. Ti sistemi so
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namenjeni lokalizaciji v notranjem prostoru (angl. IPS - Indoor Positioning
System), zato morajo biti zelo natancˇni in hitri.
Slika 1.1: Kvadrokopter s tremi odbojnimi oznacˇevalniki. Povzeto po [4].
Narediti zˇelimo podoben sistem za lokaliziranje objekta v notranjem pro-
storu, vendar z uporabo veliko cenejˇsih kamer.
1.2 Pregled podrocˇja
Lokacija se vecˇinoma dolocˇa s pomocˇjo triangulacije [15], trilateracije [16] ali
multilateracije [14]. Pri triangulaciji moramo poznati kot objekta na znano
lokacijo (sidro), pri trilateraciji razdaljo od objekta do sidra, pri multilatera-
ciji pa razliko razdalje od objekta do sidra v razlicˇnih cˇasih. Sidra so lahko
ultrazvocˇni in radijski oddajniki ali sprejemniki, mikrofoni, oznacˇevalniki, ka-
mere itd. Le-ti sluzˇijo kot referencˇne tocˇke v prostoru, s katerimi se izracˇuna
lokacija objekta.
Na Univerzi v Kaliforniji so razvili sistem, ki izracˇuna lokacijo s pomocˇjo
zvoka [9]. Za sidra so uporabili mikrofone, objekt pa je bil mobilni telefon. V
97 % poskusov so polozˇaj izmerili do 50 cm natancˇno. Na Univerzi v Yorku
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so naredili podobno z Wi-Fi signali in znanim modelom zaprtega prostora [3].
Na Univerzi v Parani pa so za merjenje razdalje uporabili ultrazvocˇni signal
[1]. Natancˇnost njihovega sistema je nekaj desetink milimetra v 7× 7× 7 m3
velikem prostoru.
Zgoraj opisana dela za lokalizacijo ne uporabljajo kamer. V nadaljevanju
se bomo osredotocˇili na dela, ki jih. Slika iz navadne kamere sama po sebi
ne pove razdalje do neke tocˇke na sliki, ampak le smer zˇarka, ki pa implici-
tno dolocˇa kot, ki ga uporabimo pri triangulaciji za dolocˇanje lokacije. Za
triangulacijo potrebujemo vsaj dve sliki, ki opazujeta isti objekt iz razlicˇnih
zornih kotov.
Na Univerzi v Xi’an Jiaotongu so razvili stereo sistem za dolocˇanje polozˇaja
planarne tarcˇe [8]. Uporabili so dve CCD (angl. Charge-coupled Device) [12]
kameri, ki hkrati zajameta sliko ploskve in nato iz dobjenih tocˇk trianguli-
rata pozicijo ploskve v prostoru. Na Tehnicˇni univerzi v Madridu so uporabili
vecˇkamerni sistem za dolocˇanje polozˇaja ljudi v prostoru [11]. Najprej se-
gmentirajo vse premikajocˇe se dele slike od staticˇnih, saj predpostavljajo, da
se bodo ljudje po prostoru premikali. Nato na teh segmentih zaznajo, kje se
nahajajo ljudje. Najvecˇji problem predstavlja okluzija. Pri tem jim pomaga
ravno vecˇkamerni sistem, ki zajema slike ljudi iz razlicˇnih zornih kotov. Ko
dolocˇijo, kje na slikah se nahaja glava cˇloveka, pa lahko izracˇunajo njegov
polozˇaj v prostoru. Na Drzˇavni univerzi v Ohiju pa so naredili sistem [7], ki
je od opisanih najbolj soroden diplomskemu delu. V prostor so postavili sˇtiri
visokolocˇljive omrezˇne kamere, ki so med seboj kalibrirane. Od sˇtirih morata
vsaj dve kameri zaznati objekt (v njihovem primeru vrtalnik), da se lahko
dolocˇi njegovo lokacijo. Ko kamere prvicˇ zaznajo objekt z ujemanjem pre-
dlog, mu pricˇnejo slediti. S sledenjem oz. zaznavanjem izracˇunajo priblizˇno
sredino objekta, ki jo z vecˇimi kamerami izpopolnijo.
4 POGLAVJE 1. UVOD
1.3 Cilji
Glavni cilj diplomskega dela je ustvariti vecˇkamerni sistem za dolocˇanje
polozˇaja objekta v prostoru. Ker se lahko zgodi, da bo pri zaznavanju priha-
jalo do okluzij, morata vsaj dve kameri v nekem trenutku zaznati objekt. Za
obdelavo slik se bo uporabil centralni racˇunalnik, ki bo s kamerami povezan
v lokalno omrezˇje. Zaradi lazˇjega zaznavanja, bo objekt barvni oznacˇevalnik.
Napaka sistema mora biti v povprecˇju manjˇsa od 5 cm. Dolocˇanje polozˇaja
bo delovalo v realnem cˇasu z vsaj 10 meritvami na sekundo. Glavna omeji-
tev sistema bo ta, da bo deloval ob predpostavki, da se v prostoru nahaja le
en objekt, kar onemogocˇa dolocˇanje orientacije. To omejitev pa se bo lahko
v prihodnosti odstranilo in bo sistem zmozˇen hkrati dolocˇiti polozˇaj veliko
tocˇkam v prostoru.
Slika 1.2: Oris vecˇkamernega sistema.
1.4 Struktura diplome
Diplomsko delo je razdeljeno na pet poglavij. V uvodu je predstavljena mo-
tivacija, pregled podrocˇja in cilji dela. Drugo poglavje zajema teoreticˇno
podlago, ki je nujna za kasnejˇso implementacijo resˇitve. Dejansko imple-
mentacijo resˇitve in konkretno uporabo prej opisane teorije opisuje tretje
poglavje. V cˇetrtem poglavju so predstavljeni rezultati dela, v zadnjem pa
so poleg zakljucˇka naslovljene tudi mozˇne izboljˇsave sistema.
Poglavje 2
Teoreticˇna podlaga
2.1 Parametri kamere
Ugotoviti moramo, kaksˇen matematicˇni model najbolj ustreza danasˇnjim ka-
meram. Vecˇino kamer lahko modeliramo z modelom kamere z odprtino (angl.
pinhole camera) [5, 17, 18]. Model opisuje kako se tocˇka v svetu preslika v
tocˇko na sliki. Opiˇsemo ga lahko s t.i. notranjimi in zunanjimi parametri
kamere. V grobem, notranji parametri opisujejo interne lastnosti kamere, kot
je goriˇscˇna razdalja, principalna tocˇka, faktor posˇevnosti slikovnih pik itd.,
zunanji pa polozˇaj kamere v prostoru.
2.1.1 Notranji parametri
Na sliki 2.1 je ponazorjena preslikava tocˇke v svetu v tocˇko na sliki. Ugo-
tovitve, ki smo jih pridobili v eni dimenziji lahko apliciramo tudi na drugo
dimenzijo.
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Slika 2.1: Tocˇka v svetu se preslika na slikovno ploskev pi.
Koordinatno izhodiˇscˇe na sliki 2.1 predstavlja odprtino kamere. Viˇsina
tocˇke v svetu je predstavljena z x, oddaljenost od kamere pa z z. Viˇsina tocˇke
na sliki je oznacˇena z x′, goriˇscˇna razdalja pa s f . Tocˇka v svetu se preko
odprtine (koordinatnega izhodiˇscˇa) prezrcali na slikovno ploskev pi. Za lazˇje
racˇunanje pa lahko vpeljemo navidezno slikovno ploskev, kar je ponazorjeno
na sliki 2.2.
2.1. PARAMETRI KAMERE 7
Slika 2.2: Na sliki se jasno vidita dva podobna pravokotna trikotnika.
Hitro opazimo, da je preslikava iz sveta na sliko linearna operacija. Na
sliki 2.2 vidimo podobna pravokotna trikotnika, ki ju dolocˇa tocˇka v svetu in
tocˇka na sliki. Vzpostavimo lahko relacijo:
x′
f
=
x
z
(2.1)
x′ = f
x
z
. (2.2)
Cˇe formulo posplosˇimo na obe koordinatni osi, dobimo[
x′
y′
]
=
f
z
[
x
y
]
. (2.3)
Enacˇba (2.3) predstavlja najpreprostejˇsi model kamere z luknjico. Ima
seveda veliko pomanjkljivosti, ki pa jih bomo postopoma odpravili. Enacˇbo
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(2.3) se da preprosteje zapisati z uvedbo homogenih koordinat.
x′
y′
1
 ∼

fx
fy
z
 (2.4)
Tocˇka v homogenih koordinatah ni enolicˇno dolocˇena z vrednostmi tocˇke,
saj za homogeno tocˇko x velja x ∼ λx, kjer λ 6= 0. Homogeno tocˇko pre-
slikamo nazaj v evklidski prostor tako, da vse koordinate delimo z zadnjo
vrednostjo tocˇke.
Pri predstavitvi digitalnih slik je izhodiˇscˇe obicˇajno v levem zgornjem
kotu. Zgornji model pa predpostavlja izhodiˇscˇe v sredini slike. V model
moramo vpeljati dve konstanti u in v, ki bosta prestavili izhodiˇscˇe koordi-
natnega sistema slike. To se lahko kompaktno zapiˇse kot mnozˇenje tocˇke v
svetu z matriko [5, 17]. 
x′
y′
1
 ∼

f 0 u
0 f v
0 0 1


x
y
z
 (2.5)
Zgornji model predpostavlja, da so pike na senzorju kamere kvadratne.
Dandanes za veliko kamer to tudi drzˇi. Ker pa se pravokotne ali celo posˇevne
pike lahko enostavno vkljucˇi v obstojecˇi model, bomo to naredili.
x′
y′
1
 ∼

fmx s u
0 fmy v
0 0 1


x
y
z
 (2.6)
Enacˇba (2.6) predstavlja notranji model kamere. Goriˇscˇna razdalja je
oznacˇena s f , mx in my predstavljata velikost, s posˇevnost pike, u in v pa
dolocˇata principalno tocˇko. Vektor [x y z]T dolocˇa tocˇko v svetu, [x′ y′ 1]T
pa kam se ta tocˇka preslika na sliko.
Slike iz kamer so lahko tudi popacˇene. Obstajata dve vrsti popacˇenosti,
ki ju prej opisani model ne more modelirati, in sicer radialna in tangenci-
alna popacˇenost. Radialno popacˇenost povzrocˇi oblika lecˇe, poznamo pa dve
glavni razlicˇici:
2.1. PARAMETRI KAMERE 9
1. sodcˇasto, ki spominja na obliko soda in
2. blazinasto, ki spominja na obliko blazine.
Obstaja sˇe kombinacija obeh, ki se imenuje brkato popacˇenje (ker spominja
na obliko brkov).
Slika 2.3: Sodcˇasta popacˇenost (levo), blazinasta popacˇenost (desno).
Mocˇ radialne popacˇenosti slikovne tocˇke je odvisna od razdalje do prin-
cipalne tocˇke. Modeliramo jo lahko z vsotami polinomov sodih stopenj. Za
vecˇino radialnih popacˇenj zadosˇcˇajo trije koeficienti [2, 5, 17].
r =
√
x2 + y2 (2.7)
xpopaceno = x(1 + k1r
2 + k2r
4 + k3r
6) (2.8)
ypopaceno = y(1 + k1r
2 + k2r
4 + k3r
6) (2.9)
Druga popacˇenost, ki jo poznamo, pa je tangencialna in nastane zaradi
slabe poravnanosti lecˇ in senzorja.
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Slika 2.4: Leva ilustracija prikazuje kamero brez tangencialne popacˇenosti.
Na desni ilustraciji senzor ni vzporeden lecˇi, kar povzrocˇi tangencialno
popacˇenost.
Modeliramo jo lahko kot [2]:
r =
√
x2 + y2 (2.10)
xpopaceno = x+ (2p1xy + p2(r
2 + 2x2)) (2.11)
ypopaceno = y + (p1(r
2 + 2y2) + 2p2xy). (2.12)
Cˇe povzamemo, notranje parametre kamere dolocˇa matrika A in koefi-
cienti popacˇenja. Koeficiente se lahko predstavi z vektorjem ~r, ki dolocˇa
radialno popacˇenost in z vektorjem ~t, ki dolocˇa tangencialno popacˇenost.
A =

fmx s u
0 fmy v
0 0 1

~r = [k1 k2 k3]
~t = [p1 p2]
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2.1.2 Zunanji parametri
Do sedaj smo predpostavljali, da je koordinatno izhodiˇscˇe sveta kamera.
Uporabno bi bilo, cˇe bi lahko poljubno dolocˇili koordinatni sistem sveta in
vanj postavili kamere. Ravno temu so namenjeni zunanji parametri kamere.
Med razlicˇnimi koordinatnimi sistemi lahko enolicˇno prehajamo z rotacijo in
translacijo. Cˇe napiˇsemo malo drugacˇe: iz enega koordinatnega sistema lahko
dobimo kateri koli drug koordinatni sistem (z enakim sˇtevilom dimenzij) tako,
da izhodiˇscˇi poravnamo s translacijo in nato rotiramo osi, da sovpadajo.
Rotacijo v treh dimenzijah lahko predstavimo z mnozˇenjem matrike R,
velikosti 3 × 3. Translacija pa je vsota tocˇke v svetu ~X in translacijskega
vektorja ~T .
~Xpremaknjen = R ~X + ~T =

r11 r12 r13
r21 r22 r23
r31 r32 r33


x
y
z
+

xt
yt
zt
 (2.13)
Izkazˇe se, da cˇe tocˇko v svetu predstavimo s homogenimi koordinatami,
lahko enacˇbo (2.14) zapiˇsemo kot mnozˇenje matrike [R|~T ] z vektorjem ~X.
~Xpremaknjen = [R|~T ] ~X =

r11 r12 r13 xt
r21 r22 r23 yt
r31 r32 r33 zt


x
y
z
1
 (2.14)
Zavedati se moramo, da rotacijska matrika R in translacijski vektor ~T ne
predstavljata rotacije in pozicije kamere v svetu, ampak rotacijo in pozicijo
sveta relativno na kamero. Rotacijo kamere lahko dobimo z R−1 = RT ,
pozicijo v svetu pa z −R−1 ~T = −RT ~T .
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2.1.3 Model kamere
Model (2.6) lahko dopolnimo z zunanjimi parametri in tako dobimo popoln
model kamere.
~X ′ ∼ A[R|~T ] ~X (2.15)
x′
y′
1
 ∼

fmx s u
0 fmy v
0 0 1


r11 r12 r13 xt
r21 r22 r23 yt
r31 r32 r33 zt


x
y
z
1
 (2.16)
~r = [k1 k2 k3 . . . ] (2.17)
~t = [p1 p2] (2.18)
2.2 Ocenjevanje parametrov
V poglavju 2.1 je opisan model kamere. Kamero dolocˇajo razni parametri,
ki pa so za vsako kamero razlicˇni. V tem poglavju bomo opisali, kako oceniti
posamezne parametre kamere, da bo model postal uporaben.
2.2.1 Ocenjevanje notranjih parametrov
Za ocenjevanje notranjih parametrov kamere obstaja veliko algoritmov, ki se
razlikujejo po hitrosti, tezˇavnosti in natancˇnosti. Dve popularni metodi sta
Tsaijev kalibracijski algoritem [6] in Zhangova fleksibilna tehnika za kalibra-
cijo kamer [17]. V nalogi smo za kalibracijo notranjih parametrov uporabil
MATLAB-ov kalibrator kamere [10], ki uporablja variacijo Zhangove tehnike.
Vecˇ o samem postopku kalibracije je opisano v poglavju 3.3.
2.2.2 Ocenjevanje zunanjih parametrov
Zunanji parametri kamere dolocˇajo kje v prostoru se kamera nahaja. Zgoraj
omenjena Zhangova metoda poleg notranjih vrne tudi zunanje parametre, ki
pa za namen diplomskega dela niso uporabni, saj bi morali kamere kalibrirati
2.2. OCENJEVANJE PARAMETROV 13
z vsaj eno sliko ploskve, ki jo v celoti vidijo vse kamere in bi morala biti do-
volj velika. Sistem mora delovati tudi, cˇe imajo nekatere kamere med seboj
minimalno ali celo prazno prekrivanje vidnega polja. V nadaljevanju bomo
opisali teoreticˇno podlago metode, ki smo jo uporabili za ocenjevanje zuna-
njih parametrov. Dosecˇi zˇelimo, da kameram dolocˇimo skupni koordinatni
sistem sveta.
Metoda predpostavlja, da imamo za neko kamero zˇe izracˇunane notranje
parametre. Za oceno zunanjih parametrov je dovolj le ena slika iz kamere,
ki pa ne sme biti popacˇena, zato moramo popacˇeno sliko najprej popraviti.
Enacˇbi (2.9) in (2.12) dolocˇata neposredno preslikavo med popacˇenimi in
nepopacˇenimi tocˇkami.
Zunanje parametre dolocˇa rotacijska matrika R in translacijski vektor ~T ,
kar je v enacˇbi (2.19) kompaktno predstavljeno z matriko [R|~T ]. Za oceno
teh parametrov moramo poznati notranje parametre A, tocˇko v svetu X in
njeno projekcijo na sliko X ′. Matriko [R|~T ] lahko ocenimo z metodo DLT
(angl. Direct Linear Transformation) [5]. Ker racˇunamo s homogenimi koor-
dinatami, sta si leva in desna stran enacˇbe enaki do poljubnega nenicˇelnega
faktorja λ.
~X ′ ∼ A[R|~T ] ~X (2.19)
λ ~X ′ = A[R|~T ] ~X (2.20)
Z eno znano tocˇko (na sliki in v svetu) dobimo tri enacˇbe, vendar pa je
ena linearna kombinacija drugih dveh, zato nam pri ocenjevanju zunanjih
parametrov ne pomaga. Oceniti moramo torej 12 neznank (ker je matrika
[R|~T ] velika 3× 4) z eno tocˇko pa dobimo dve neodvisni enacˇbi, kar pomeni,
da potrebujemo najmanj sˇest tocˇk, za katere poznamo svetovne koordinate
in njihove projekcije na sliko. Dobimo torej sistem enacˇb,
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λ1 ~X
′
1 = A[R|~T ] ~X1
λ2 ~X
′
2 = A[R|~T ] ~X2
λ3 ~X
′
3 = A[R|~T ] ~X3
...
Problem predstavljajo nenicˇelni faktorji na levi strani enacˇb, saj jih ne
poznamo in so odvisni od zunanjih parametrov kamere. Metoda DLT resˇi
ravno tak sistem enacˇb. Leva stran je pravzaprav 3-dimenzionalni vektor za
katerega vemo, da je vedno enak nicˇ, cˇe ga vektorsko pomnozˇimo s samim
seboj. Vektorsko mnozˇenje pa lahko predstavimo z matricˇnim mnozˇenjem.
~a =

a1
a2
a3
 (2.21)
~a× ~a = [~a]×~a =

0 −a3 a2
a3 0 −a1
−a2 a1 0


a1
a2
a3
 = 0 (2.22)
Obe strani enacˇbe (2.20) lahko pomnozˇimo z leve z [ ~X ′]×.
λ[ ~X ′]× ~X ′ = [ ~X ′]×A[R|~T ] ~X (2.23)
0 = [ ~X ′]×A[R|~T ] ~X (2.24)
S tem korakom smo se znebili neznanega parametra λ, vendar iz take
oblike enacˇbe tezˇko najdemo resˇitev sistema. Za lazˇjo izpeljavo bomo enacˇbo
(2.20) z leve pomnozˇili z inverzom matrike A.
2.2. OCENJEVANJE PARAMETROV 15
A−1 ~X ′ =

u
v
w
 (2.25)
[A−1 ~X ′]× =

0 −w v
w 0 −u
−v u 0
 (2.26)
λA−1 ~X ′ = [R|~T ] ~X (2.27)
0 = [A−1 ~X ′]×[R|~T ] ~X (2.28)
0 =

0 −w v
w 0 −u
−v u 0


p1 p2 p3 p4
p5 p6 p7 p8
p9 p10 p11 p12


x
y
z
1
 (2.29)
0 =

x(−wp5 + vp9) + y(−wp6 + vp10) + z(−wp7 + vp11) + (−wp8 + vp12)
x(wp1 − up9) + y(wp2 − up10) + z(wp3 − up11) + (wp4 − up12)
x(−vp1 + up5) + y(−vp2 + up6) + z(−vp3 + up7) + (−vp4 + up8)

(2.30)
Sistem enacˇb (2.30) lahko zapiˇsemo v obliki B~p = 0, kjer
~p = [p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12]
T (2.31)
B =

0 0 0 0 −xw −yw −zw −w xv yv zv v
xw yw zw w 0 0 0 0 −xu −yu −zu −u
−xv −yv −zv −v xu yu zu u 0 0 0 0
 .
(2.32)
Zadnja vrstica v matriki B je linearna kombinacija prvih dveh. Za vsak
par tocˇk (v svetu in na sliki) generiramo prvi dve vrstici matrike B in vse
vrstice zdruzˇimo v skupno matriko B velikosti 2n×12, kjer je n sˇtevilo parov
tocˇk. Sistem enacˇb lahko sedaj resˇimo z razcepom na singularne vrednosti
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(angl. SVD - Singular Value Decomposition). SVD razcepi matriko B na
UΣV T , kjer je U matrika levih lastnih vektorjev, Σ matrika singularnih vre-
dnosti in V matrika desnih lastnih vektorjev. Po definiciji za leve lastne
vektorje matrike B velja B~v = λ~v, kjer je λ lastna vrednost. Cˇe iz matrike
V vzamemo vektor, ki ustreza najmanjˇsi lastni vrednosti v matriki Σ, smo
tako dobili netrivialno resˇitev, ki najbolje zadosˇcˇa pogoju B~p = 0. Resˇitev je
potrebno le sˇe preoblikovati v 3×4 matriko zunanjih parametrov. V poglavju
3.3 naslovimo problem, ki nastane, cˇe matrika B nima ranga 12, kar se zgodi,
cˇe ocenjujemo parametre s koplanarnimi tocˇkami v prostoru.
2.3 Triangulacija
Iz modela (2.15) zˇelimo oceniti ~X. Uporabimo lahko podoben postopek kot
pri ocenjevanju zunanjih parametrov.
λ ~X ′ = A[R|~T ] ~X (2.33)
0 = [ ~X ′]×A[R|~T ] ~X (2.34)
B = [ ~X ′]×A[R|~T ] (2.35)
B ~X = 0 (2.36)
Rang matrikeB mora biti sˇtiri, saj ocenjujemo sˇtiri parametre, ki dolocˇajo
X. Ena tocˇka na sliki nam poda dve linearno neodvisni enacˇbi. Potrebujemo
torej vsaj dve razlicˇni tocˇki iz dveh razlicˇnih slik, ki predstavljata projekcijo
iste tocˇke v prostoru na sliko. Sistem zopet resˇimo z razcepom na singularne
vrednosti, kot smo to naredili v prejˇsnjem poglavju.
Poglavje 3
Implementacija
3.1 Strojna oprema
3.1.1 Racˇunalnik
Vsa obdelava podatkov se odvija na enem prenosnem racˇunalniku, zajemanje
slik pa poteka socˇasno v locˇenih procesih. Racˇunalnik, ki ima dve fizicˇni
procesni jedri in sˇtiri niti, je v lokalno omrezˇje je povezan preko brezzˇicˇne
povezave.
CPE Intel i7-4510U 2.6 GHz
Pomnilnik 8 GB
Sˇt. jeder/niti 2 / 4
Arhitektura 64-bit
OS Windows 8.1 Pro
Tabela 3.1: Specifikacije racˇunalnika.
3.1.2 Kamere
V nalogi uporabljamo sˇtiri Axis 215 PTZ omrezˇne kamere. To so varno-
stne IP kamere, primarno namenjene nadzoru okolja. Kamere so povezane v
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zvezdiˇscˇe na omrezˇju ethernet, zvezdiˇscˇe pa je povezano z brezzˇicˇnim usmer-
jevalnikom (slika 1.2). Kamere so zmozˇne v realnem cˇasu preko lokalnega
omrezˇja posredovati do 30 slik na sekundo pri locˇljivosti 704 × 576. Vseeno
pa varnostne kamere niso namenjene sinhroniziranemu zajemanju slik in ne
podpirajo skupnega prozˇilca. Najvecˇja locˇljivost je 704×576, kar je relativno
malo za pozicioniranje objekta v 7, 5× 7, 5× 3 m3 velikem prostoru.
Slika 3.1: Axis 215 PTZ kamera.
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Tip kamere varnostna IP
Hitrost zajemanja 30 FPS
Formati pretoka MPEG-4, MJPEG
Najvecˇja locˇljivost 704 × 576
Opticˇna povecˇava 12×
Digitalna povecˇava 4×
Povezava z omrezˇjem ethernet
Lecˇa 3,8 - 46 mm
Tabela 3.2: Specifikacije Axis 215 PTZ.
Axis kamere imajo CGI (angl. Common Gateway Interface) vmesnik,
ki omogocˇa nadzor funkcionalnosti preko protokola HTTP (angl. Hypertext
Transfer Protocol). Vsak model kamere podpira razlicˇen nabor ukazov, ka-
terih spisek lahko dobimo z GET zahtevkom na naslov:
http://<ip-kamere>/axis-cgi/com/ptz.cgi?info=1
Vsi ukazi so podani kot parameter v zahtevku:
http://<ip-kamere>/axis-cgi/com/ptz.cgi?<ukaz>=<vrednost> .
Spodaj je prikazan izpis ukaza info=1 na Axis 215 PTZ kameri.
Ava i l ab l e commands
:
{camera=[n ]}
whoami=yes
cen te r =[x ] , [ y ]
imagewidth=[n ]
imageheight =[n ]
move={ home | up | down | l e f t | r i g h t | u p l e f t | upr ight | downle f t | downright | stop }
pan=[ abspos ]
t i l t =[ abspos ]
zoom=[n ]
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f o cu s =[n ]
rpan=[ o f f s e t ]
r t i l t =[ o f f s e t ]
rzoom=[ o f f s e t ]
r f o c u s =[ o f f s e t ]
b r i g h t n e s s =[ o f f s e t ]
r b r i g h t n e s s =[ o f f s e t ]
auto focus={ on | o f f }
i r c u t f i l t e r ={ on | o f f | auto }
back l i gh t={ on | o f f }
cont inuouspant i l tmove =[x−speed ] , [ y−speed ]
continuouszoommove=[ speed ]
continuousfocusmove =[ speed ]
a u x i l i a r y =[ func t i on ]
s e t s e rve rp re s e tname =[name ]
s e t s e r v e r p r e s e t n o =[n ]
removeserverpresetname =[name ]
gotoserverpresetname =[name ]
g o t o s e r v e r p r e s e t no =[n ]
barcoord =[x ] , [ y ]
panbar=[ l ength ] ,{ h o r i z o n t a l | v e r t i c a l }
t i l t b a r =[ l ength ] ,{ h o r i z o n t a l | v e r t i c a l }
zoombar=[ l ength ] ,{ h o r i z o n t a l | v e r t i c a l }
f o cusbar =[ l ength ] ,{ h o r i z o n t a l | v e r t i c a l }
i r i s b a r =[ l ength ] ,{ h o r i z o n t a l | v e r t i c a l }
br i gh tne s sba r =[ l ength ] ,{ h o r i z o n t a l | v e r t i c a l }
speed =[n ]
query={ speed | p o s i t i o n | presetposcam | p r e s e t p o s a l l }
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3.2 Programska oprema
Delo smo zacˇeli v programskem okolju MATLAB R2014a. MATLAB je vi-
sokonivojski programski jezik in razvojno okolje, ki je primarno namenjeno
prototipiranju. Podpira racˇunanje z visokonivojskimi strukturami kot so ma-
trike in vektorji. V MATLAB-u smo razvili konceptno resˇitev, ki jo kasneje
implementiramo v Python aplikaciji.
Za zajemanje staticˇnih slik iz kamer smo uporabili Node.js v0.12.3. Node.js
je JavaScript pogon z veliko razlicˇnimi moduli. Njegova arhitektura je po za-
snovi asinhrona, kar pri vhodno/izhodnih operacijah mocˇno pohitri sistem.
Za iskanje kamer v omrezˇju smo uporabili Axisov IPUtility, ki samodejno
vrne IP naslove vseh kamer, ki so prikljucˇene v omrezˇje.
Za implementacijo glavnega sistema smo uporabili Python 2.7 s knjizˇnicami
Numpy v1.9.2, SciPy v0.15.1 ter OpenCV v3.0.0. Morda se zdi Python za re-
alnocˇasovni sistem slaba izbira, vendar je s pravilno uporabo knjizˇnic odlicˇno
orodje za hitri razvoj aplikacij. Funkcije v knjizˇnicah so zaradi hitrosti im-
plementirane v nizˇjenivojskih jezikih kot sta C in C++. Knjizˇnica Numpy
je namenjena racˇunanju z matrikami, SciPy pa je njena razsˇiritev. OpenCV
(Open Computer Vision) pa je namenjen za probleme umetnega zaznavanja
in pri svoji implementaciji uporablja strukture Numpy-ja.
3.3 Kalibracija kamer
3.3.1 Ocenjevanje notranjih parametrov
Za ocenjevanje notranjih parametrov uporabimo MATLAB-ov kalibrator ka-
mere. Za kalibracijo mu moramo podati slike sˇahovnice, ki so bile zajete s
kamero, ki jo zˇelimo kalibrirati. Sˇirina sˇahovnice mora biti razlicˇna od viˇsine,
da lahko enolicˇno dolocˇimo njeno orientacijo.
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Slika 3.2: Sˇahovnica velikosti 11 × 12.
Za ucˇinkovito kalibracijo notranjih parametrov moramo zajeti okoli 10 -
20 slik z razlicˇnimi orientacijami in translacijami sˇahovnice. Postopek kali-
bracije z orodjem je sledecˇ:
1. zajamemo slike sˇahovnice;
2. nalozˇimo jih v orodje za kalibracijo;
3. izberemo sˇtevilo koeficientov za radialno popacˇenost (privzeto dva);
4. obkljukamo ali zˇelimo oceniti posˇevnost in tangencialno popacˇenost;
5. kalibriramo;
6. postopek lahko ponavljamo s podmnozˇico slik na podlagi reprojekcijske
napake, in
7. ocenjene notranje parametre izvozimo za uporabo.
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Slika 3.3: Na sliki se vidi zaznane robove sˇahovnice in njena orientacija, graf
reprojekcijske napake (razlaga v 4.1) in vizualizacija zunanjih parametrov.
Slika 3.4: Graf reprojekcijske napake za vsako sliko (levo) in vizualizacija
pozicij sˇahovnic s srediˇscˇem v kameri (desno).
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A =

761, 6027 0 386, 6599
0 835, 939 362, 0371
0 0 1
 (3.1)
~r = [−0, 2934 0, 1331] (3.2)
~t = [0.0006 0, 0012] (3.3)
Slika 3.5: Primer ocenjenih notranjih parametrov ene izmed kamer. Tangen-
cialna popacˇenost je skoraj zanemarljiva.
3.3.2 Ocenjevanje zunanjih parametrov
Ocenjevanje zunanjih parametrov je pravzaprav postavljanje kamere v nek
skupni koordinatni sistem sveta. Dolocˇiti moramo rotacijsko matriko R in
translacijski vektor ~T , ki predstavljata kje se nahaja koordinatni sistem re-
lativno na kamero. Za oceno parametrov uporabimo metodo, ki je opisana
v poglavju 2.2.2. Potrebujemo le eno sliko, na kateri lahko dolocˇimo tocˇke v
svetu. V prostoru smo dolocˇili in oznacˇili koordinatni sistem. Med oznakami
na osi x je razdalja 20 cm, na osi y pa 60 cm. Enota je 1 cm.
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Slika 3.6: Na sliki se vidi oznacˇen koordinatni sistem sveta. Tocˇke oznacˇene s
cˇrnimi pikami so koplanarne in z njimi dolocˇimo zunanje parametre kamere.
Najprej moramo dolocˇiti pare ( ~X, ~X ′), ki dolocˇajo preslikavo med tocˇko
v svetu in tocˇko na sliki. Imeti moramo minimalno sˇest parov, ker moramo
oceniti 12 parametrov (devet za rotacijsko matriko in tri za translacijo), en
par pa nam dolocˇi dve linearno neodvisni enacˇbi. Tocˇke v svetu dolocˇimo
sami, nato pa jih rocˇno ali avtomatsko oznacˇimo na sliki. Cˇe je slika kakorkoli
popacˇena, jo moramo popraviti.
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x y z x’ y’
240 0 0 591.1441 139.8898
200 0 0 523.8898 156.1610
160 0 0 460.9746 171.3475
120 0 0 399.1441 185.4492
80 0 0 340.5678 198.4661
40 0 0 284.1610 211.4831
0 0 0 229.9237 223.4153
-40 0 0 177.8559 234.2627
240 60 0 584.6356 62.8729
200 60 0 508.7034 83.4831
160 60 0 437.1102 101.9237
120 60 0 368.7712 119.2797
80 60 0 303.6864 135.5508
40 60 0 241.8559 150.7373
0 60 0 183.2797 165.9237
-40 60 0 125.7881 177.8559
Tabela 3.3: 16 parov tocˇk dobljenih iz slike 3.6.
V tabeli 3.3 se lepo vidi, da so vse tocˇke v svetu koplanarne, saj je pri
vseh z = 0. Sedaj lahko dolocˇimo matriko B, ki je za en par tocˇk definirana
v enacˇbi (2.32). Za vsak par tocˇk dodamo nove vrstice matriki B in tako
dobimo matriko velikosti 2n × 12 oz. 3n × 12 (cˇe izracˇunamo tudi zadnjo
vrstico, ki je redundantna), kjer je n sˇtevilo parov tocˇk. Zavedati se moramo,
da so u, v, w dolocˇeni z enacˇbo (2.25), kjer uporabimo matriko notranjih
parametrov A. S tem korakom odstranimo matriko A iz matrike A[R|~T ] in
s tem lazˇje dolocˇimo matriko [R|~T ]. Z razcepom na singularne vrednosti
resˇimo sistem B~p = 0 in dobljeno resˇitev preoblikujemo v 3 × 4 matriko
zunanjih parametrov. Resˇitev je pravzaprav deveti stolpec matrike V , ki jo
vrne SVD in ne dvanajsti, kot je opisano pri izpeljavi teorije. To je posledica
koplanarnosti svetovnih tocˇk. Matrika B je ranga 9, ker je komponenta z
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vseh tocˇk v svetu enaka 0. Spodnja matrika prikazuje primer resˇitve za pare
tocˇk iz tabele 3.3.
[R|~T ] =

−0.0018 0.0006 0 0.1989
0.0003 0.0007 0 0.1607
0.0005 0.0016 0 −0.9668
 (3.4)
Hitro opazimo, da podmatrika R ni prav nicˇ podobna rotacijski matriki.
Stolpci rotacijskih matrik so paroma ortonormirani. Ker racˇunamo s ho-
mogenimi koordinatami, lahko dobljeno matriko pomnozˇimo z nenicˇelnim
skalarjem, brez da bi pri tem unicˇili model kamere. Sedaj lahko rocˇno po-
pravimo podmatriko R, da bo karseda podobna rotacijski matriki.
[R|~T ] = [ ~R1 ~R2 ~R3 ~T ] ∼ 1||R1||

−0.0018 0.0006 0 0.1989
0.0003 0.0007 0 0.1607
0.0005 0.0016 0 −0.9668
 (3.5)
[R|~T ] ∼

−0.9544 0.3003 0 106.6226
0.1419 0.3877 0 86.1440
0.2627 0.8810 0 −518.2979
 (3.6)
Sedaj sta prva dva stolpca ortonormirana oz. skoraj ortonormirana (od-
visno od natancˇnosti ocene parametrov). Cˇas je, da naslovimo sˇe zadnji
problem rotacijske matrike. Zaradi prej omenjene koplanarnosti je tretji
stolpec nicˇelni vektor. Vemo, da mora biti ta paroma ortonormiran s prvima
stolpcema, zato ga lahko dolocˇimo z vektorskim produktom.
R3 = R1 ×R2 =

−0.9544
0.1419
0.2627
×

0.3003
0.3877
0.8810
 (3.7)
R3 =

0.0232
0.9197
−0.4127
 (3.8)
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Zdaj moramo le sˇe dolocˇiti pravo smer novo izracˇunanega vektorja. R3
kot tudi −R3 sta legalni resˇitvi in implicitno dolocˇata sucˇnost koordinatnega
sistema. Pravilno resˇitev dolocˇimo rocˇno na podlagi projekcije tocˇk, kot je
vidno iz slike 3.7.
Slika 3.7: Projekcija piramide na sliko pokazˇe, da so zadnji trije koordinatni
sistemi levosucˇni, zato moramo obrniti smer zadnjega stolpca matrike R.
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Slika 3.8: Na novo ocenjeni zunanji parametri pravilno modelirajo kamere,
kar je razvidno iz projekcije piramide.
Koncˇna matrika zunanjih parametrov za tocˇke iz tabele 3.3 je
[R|~T ] =

−0.9544 0.3003 0.0232 106.6226
0.1419 0.3877 0.9197 86.1440
0.2627 0.8810 −0.4127 −518.2979
 . (3.9)
Stolpci rotacijske matrike so le priblizˇno paroma ortonormirani, kar je
posledica vnasˇanja napak pri rocˇnem dolocˇanju koordinatnega sistema. Cˇe
bi matriko R prisilno ortonormirali, bi s tem vnesli dodatno napako v sistem.
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3.4 Zaznavanje oznacˇevalnika
Pri zaznavanju oznacˇevalnika je potrebno sliko iz kamere segmentirati. Se-
gmentacija je postopek locˇevanja ozadja od objekta zanimanja. Oznacˇevalnik
ima obicˇajno izrazito drugacˇno barvo od okolice, zato da pri zaznavanju ne
prihaja do dvoumnosti. Segmentacija ponavadi vrne binarno sliko, kjer je
ozadje predstavljeno z vrednostjo 0, segmenti pa z vrednostjo 1.
Segmentiramo lahko tako sivinsko kot barvno sliko. Za vsako tocˇko v
sliki se moramo odlocˇiti ali pripada ozadju (0) ali segmentu (1). Vrednost, ki
locˇuje segmente od ozadja se imenuje prag in se dolocˇi na podlagi histograma
slike.
Pri segmentiranju barvnih slik se je potrebno odlocˇiti za primeren barvni
model. Primarno je barva v slikah predstavljena z modelom RGB (angl. Red,
Green, Blue). Obicˇajno je bolj primeren model HSV (angl. Hue, Saturation,
Value) ali HSL (angl. Hue, Saturation, Lightness), saj H (ton) komponenta
dolocˇa barvo neodvisno od njene intenzitete in nasicˇenosti. Slednja modela
sta pri segmentaciji bolj robustna, ker sprememba svetlobe ne vpliva toliko
na spremembo tonskega kanala.
Iz segmentirane slike moramo izracˇunati srediˇscˇe zaznanega objekta (cˇe
je prisoten na sliki). To lahko storimo s slikovnimi momenti. Prostorski
momenti na sivinski sliki I so definirani kot:
Mij =
∑
x
∑
y
xiyjI(x, y). (3.10)
Poznamo sˇe centralne momente, ki so definirani kot:
x¯ =
M10
M00
(3.11)
y¯ =
M01
M00
(3.12)
µij =
∑
x
∑
y
(x− x¯)i(y − y¯)jI(x, y). (3.13)
Masno srediˇscˇe je predstavljeno z x¯ in y¯. Moment M00 je enak povrsˇini
segmenta, M10 ter M01 pa sta vsoti segmenta po x in y koordinatah.
3.4. ZAZNAVANJE OZNACˇEVALNIKA 31
Oznacˇevalnik je v osnovi oranzˇna zˇogica za namizni tenis. Da pa bi
sprememba svetlobe cˇim manj vplivala na natancˇnost zazanavanja smo v
zˇogico vgradili modro svetlecˇo diodo (angl. LED - Light Emitting Diode) in
stikalo. S pritiskom na stikalo prizˇgemo oznacˇevalnik, da ga kamere lahko
zaznajo. Kamere zaznajo zˇogico kot izrazito rumene barve (slika 3.9).
Slika 3.9: Ugasnjen oznacˇevalnik je oranzˇne barve (levo), prizˇgan pa izrazito
rumene barve (desno).
Prag, ki je pravzaprav interval, smo dolocˇili z analizo barve slikovnih ele-
mentov oznacˇevalnika. Za grobo oceno smo vzeli minimalne in maksimalne
vrednosti izmerjenih barv. Ker je oznacˇevalnik izrazito rumene barve se mo-
del RGB izkazˇe za boljˇso izbiro kakor model HSV. Interval smo spremenili do
te mere, da smo se znebili napacˇnih detekcij, vendar v cˇim vecˇji meri ohranili
natancˇnost. Spodnja meja intervala je [220 220 0], zgornja pa [255, 255, 200].
V prostoru ne sme prihajati do velikih sprememb v osvetljenosti, zato imajo
kamere nastavljen fiksni kontrast, dnevna svetloba pa je izolirana od pro-
stora. Na slikah 3.10 in 3.11 sta prikazani posamezni fazi zaznavanja.
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Slika 3.10: Segmentacija zajete slike z belo barvo oznacˇuje zaznan
oznacˇevalnik.
Slika 3.11: Pozicijo oznacˇevalnika na sliki (zeleni +) dobimo z masnim
srediˇscˇem segmenta.
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3.5 Postavitev sistema
V prostoru z dimenzijami 7, 4 × 7, 7 × 2, 97 m3 so bile na strop pritrjene
sˇtiri Axis 215 PTZ kamere. Sistem deluje v realnem cˇasu s 24 meritvami na
sekundo. Spodnja slika ilustrira postavitev in orientacijo kamer ter njihovo
osˇtevilcˇenost.
Slika 3.12: Kamere v prostoru.
Kamere so preko omrezˇja ethernet povezane v zvezdiˇscˇe in nato v brezzˇicˇni
usmerjevalnik. Prenosni racˇunalnik je v omrezˇje povezan brezzˇicˇno. Topo-
logija povezave je predstavljena na sliki 1.2. Na racˇunalniku se izvaja glavni
program, ki komunicira s kamerami in racˇuna polozˇaj oznacˇevalnika v pro-
storu. Proces zaznavanja polozˇaja je razdeljen v preproste korake, ki jih
opisujeta psevdo kodi 2 in 1.
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Data: parametri in atributi kamere
Result: pozicija oznacˇevalnika na sliki
inicializiraj kamero;
while True do
zajemi sliko iz kamere;
zaznaj oznacˇevalnik;
posˇlji tocˇko glavnemu procesu;
end
Algorithm 1: Psevdo koda podprocesov, ki zaznavanjo oznacˇevalnik na
slikah.
Data: sˇtevilo kamer n
Result: lokacija oznacˇevalnika v prostoru
zazˇeni n podprocesov;
while True do
foreach podproces do
sprejmi tocˇko oznacˇevalnika;
dopolni matriko za triangulacijo;
if vsaj dve kameri zaznata oznacˇevalnik then
trianguliraj polozˇaj oznacˇevalnika v prostoru;
izpiˇsi polozˇaj;
end
end
zajemi sliko iz kamere;
zaznaj oznacˇevalnik;
posˇlji tocˇko glavnemu procesu;
end
Algorithm 2: Psevdo koda glavnega procesa, ki lokalizira oznacˇevalnik v
prostoru.
Poglavje 4
Eksperimentalni rezultati
4.1 Reprojekcija kalibracijskih tocˇk
Izmeriti zˇelimo kako dobro modeli kamer dolocˇajo kalibracijske tocˇke iz tabele
3.3. Pri kalibraciji smo dolocˇili pare tocˇk (X,X ′), kjer je X tocˇka v svetu,
X ′ pa njena projekcija na sliko. S parametri kamere lahko poljubno tocˇko
v svetu preslikamo na sliko. Tako lahko tocˇko X projeciramo na sliko in
izracˇunamo reprojekcijsko napako ~e, ki je definirana kot:
~e = A[R|~T ]X −X ′. (4.1)
Povprecˇna reprojekcijska napaka pri kalibriranju notranjih parametrov je
med 0.14 in 0.16 slikovnega elementa. To je posledica selektivne izbire slik s
kamera povprecˇna napaka varianca napake
1 0.8542 0.2965
2 0.8739 0.1146
3 0.9786 0.6938
4 0.8289 0.1011
Tabela 4.1: Povprecˇna napaka reprojekcije kalibracijskih tocˇk zunanjih pa-
rametrov. Napake so merjene v slikovnih elementih.
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Slika 4.1: Histogrami reprojekcijskih napak pri kalibraciji zunanjih parame-
trov.
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katerimi nacˇrtno zmanjˇsamo napako. Napaka manjˇsa od slikovnega elementa
je pri delu s slikami zelo dobra.
Za kalibracijo zunanjih parametrov, so bile slikovne tocˇke v tabeli 3.3
dolocˇene rocˇno z locˇljivostjo meritve 1 slikovnega elementa. Pomemben fak-
tor pri tem postopku je vnos cˇlovesˇke napake. Sistem se je kljub napakam
kalibriral tako, da je vsota razlik kvadratov najmanjˇsa. V tabeli 4.1 in na
sliki 4.1 opazimo, da so povprecˇne napake dokaj konsistentne pri okoli 0, 9
slikovnega elementa. Pri tretji kameri izstopa varianca, kar je najverjetneje
posledica manj natancˇnega rocˇnega dolocˇanja tocˇk.
4.2 Natancˇnost zaznavanja oznacˇevalnika
Natancˇnost zaznavanja oznacˇevalnika lahko izmerimo tako, da primerjamo
zaznano tocˇko s tocˇno (resnicˇno) tocˇko oznacˇevalnika (slika 4.2). Formalno
to zapiˇsemo kot:
~e = ~xzaznana − ~xtocna. (4.2)
Natancˇnost izmerimo na dveh vrstah mnozˇic. Prva ima na vseh slikah
staticˇno pozicijo oznacˇevalnika, saj je bil v cˇasu zajemanja slik oznacˇevalnik
na istem mestu v prostoru. Zaradi sˇuma pri zajemu slik pa algoritem za
zaznavanje oznacˇevalnika ne zazna vedno enake tocˇke na sliki. Druga vr-
sta mnozˇice pa vsebuje slike, ki prikazujejo oznacˇevalnik vsakicˇ na drugem
mestu v prosotru (je dinamicˇen). Vsaka mnozˇica vsebuje okoli 100 slik, po
25 iz vsake kamere. Slike na katerih oznacˇevalnik ni viden so bile odstra-
njene iz mnozˇice (20 odstranjenih slik iz dinamicˇne mnozˇice). Tocˇne tocˇke
oznacˇevalnika so bile dolocˇene rocˇno z locˇljivostjo 1 slikovnega elementa, ker
MATLAB-ovo orodje za oznacˇevanje tocˇk ne dovoljuje vecˇje natancˇnosti.
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Slika 4.2: Resnicˇna tocˇka je oznacˇena z rdecˇo krozˇnico, zaznana pa z zelenim
krizˇem. Vektor napake je predstavljen z modro daljico.
Povprecˇje napake v prvi mnozˇici (staticˇni) je 0, 8614 slikovnega elementa
z varianco 0, 1899. Iz histogramov na sliki 4.3 se lepo vidi, da je varianca
majhna. Slike iz tretje in cˇetrte kamere skoraj vedno dolocˇijo enako tocˇko
oznacˇevalnika. Pri slikah iz prve in druge kamere pa sˇum povzrocˇi majhno
spremembo intenzitet pik, kar posledicˇno zmede algoritem za zaznavanje
oznacˇevalnika.
Povprecˇje napake v drugi mnozˇici (dinamicˇni) je 0, 852 slikovnega ele-
menta z varianco 0, 2124. Iz histogramov na sliki 4.5 vidimo, da je napaka
bolj enakomerno porazdeljena kot pri zaznavanju staticˇnega oznacˇevalnika.
Vektorji napak na slikah 4.4 in 4.6 pa so bolj gosto porazdeljeni v prvem
kvadrantu. V cˇasu meritev je bila v prostoru prisotna usmerjena svetloba, ki
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Slika 4.3: Histogrami napak zaznavanja staticˇnega oznacˇevalnika.
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Slika 4.4: Graf vektorjev napak v staticˇni mnozˇici. Vektorji so usmerjeni
predvsem v prvi kvadrant.
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Slika 4.5: Histogrami napak zaznavanja dinamicˇnega oznacˇevalnika.
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Slika 4.6: Graf vektorjev napak v dinamicˇni mnozˇici. Gostota zaznanih
tocˇk je vecˇja v zgornji polovici grafa, kar je najverjetneje posledica rahle
neenakomerne osvetljenosti oznacˇevalnika.
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je povzrocˇila rahlo neenakomerno osvetlitev oznacˇevalnika.
4.3 Natancˇnost lokalizacije
Natancˇnost lokalizacije dolocˇimo tako, da na izbrane poljubne tocˇke v pro-
storu postavimo oznacˇevalnik in trianguliramo njegovo lokacijo. Dobljeno
pozicijo primerjamo z izbrano in tako dobimo napako ~e.
~e = ~Xtrianguliran − ~Xtocen (4.3)
Zunanji parametri kamer so bili kalibrirani s 16 koplanarnimi tocˇkami v
svetu (tabela 3.3). Za testiranje natancˇnosti lokaliziranja pa izberemo osem
tocˇk, prikazanih v tabeli 4.2. Napake izracˇunamo pri triangulaciji tocˇk z
dvemi, tremi in sˇtirimi kamerami. Izbrane tocˇke so vizualizirane v prostoru
na sliki 4.14.
x (cm) y (cm) z (cm)
0 40 76
0 80 76
40 40 76
40 80 76
80 40 76
80 80 76
120 40 76
120 80 76
Tabela 4.2: Referencˇne tocˇke za meritve v prostoru.
Na slikah 4.8, 4.10 in 4.12 so vizualizirani vektorji napak za meritve iz
tabele 4.3. Barve vektorjev predstavljajo razlicˇne tocˇke iz tabele 4.2. Hitro
lahko opazimo, da napake niso nakljucˇne ampak sistematicˇne. Na slikah 4.9,
4.11 in 4.13 pa so prikazani histogrami napak. Pri vseh meritvah je najvecˇja
napaka na osi y. Kalibracijske tocˇke za zunanje parametre kamer (tabela 3.3)
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Slika 4.7: Izbrane tocˇke so predstavljene s krogci. Vektorji x, y in z oznacˇujejo
koordinatni sistem prostora.
sˇt. kamer sˇt. meritev povprecˇna napaka (cm) varianca napake (cm2)
2 272 6,4854 2,6562
3 408 2,5539 1,1009
4 712 4,4618 0,2218
Tabela 4.3: Povprecˇna napaka pri pozicioniranju z dvemi, tremi in sˇtirimi
kamerami.
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Slika 4.8: Vektorji napak pri pozicioniranju z uporabo dveh kamer.
Slika 4.9: Histogrami napak pri pozicioniranju z uporabo dveh kamer.
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Slika 4.10: Vektorji napak pri pozicioniranju z uporabo treh kamer.
Slika 4.11: Histogrami napak pri pozicioniranju z uporabo treh kamer.
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Slika 4.12: Vektorji napak pri pozicioniranju z uporabo sˇtirih kamer.
Slika 4.13: Histogrami napak pri pozicioniranju z uporabo sˇtirih kamer.
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imajo veliko vecˇjo varianco v smeri x, zato morda y komponenta ni dovolj
natancˇno dolocˇena.
4.4 Natancˇnost trajektorije
Trajektorijo dobimo tako, da zdruzˇimo meritve skozi cˇas. Slike prikazujejo
zaznane trajektorije, ki so za zaznavanje lokacij uporabile razlicˇne kombina-
cije kamer. Z rdecˇo barvo je oznacˇena tocˇna trajektorija, z zeleno pa zaznana
trajektorija. Trajektorija je lomljenka, ki jo dolocˇajo tocˇke v tabeli 4.4.
x (cm) y (cm) z (cm)
0 40 76
0 80 76
40 80 76
40 40 76
80 40 76
80 80 76
120 80 76
120 40 76
Tabela 4.4: Referencˇne tocˇke za meritve v prostoru.
Iz slik se vidi, da je trajektorija, relativno na obliko, dobro dolocˇena, am-
pak narobe umesˇcˇena v prostor. Obstajata dva glavna razloga za napake v
lokalizaciji: slaba kalibracija kamer ali slabo zaznavanje oznacˇevalnika. Na-
paka pri zaznavanju oznacˇevalnika je najvecˇ 1, 5 slikovnih pik, kar je premalo,
da bi povzrocˇilo tako drasticˇne spremembe pri zaznavanju. Vsaka kamera je
kalibrirana neodvisno od druge, zato je zelo verjetno, da je prostor za vsako
kamero rahlo drugacˇen. To bi razlozˇilo opazovano obnasˇanje zaznavanja.
Triangulacija z vecˇjim sˇtevilom kamer v povprecˇju vrne boljˇsi rezultat, saj
se napake med seboj skoraj iznicˇijo. Opazimo lahko, da triangulacija s prvo
in cˇetrto kamero povzrocˇi najvecˇjo napako.
4.4. NATANCˇNOST TRAJEKTORIJE 49
Slika 4.14: Trajektorija je lomljenka oznacˇena z rdecˇimi daljicami.
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Slika 4.15: Triangulacija z vsemi kamerami.
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(a) Kamera 1, 2 in 3. (b) Kamera 1, 3 in 4.
(c) Kamera 1, 2 in 4. (d) Kamera 2, 3 in 4.
Slika 4.16: Triangulacija z vsemi trojcˇki kamer.
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(a) Kamera 1 in 2. (b) Kamera 1 in 3.
(c) Kamera 1 in 4. (d) Kamera 2 in 3.
(e) Kamera 2 in 4. (f) Kamera 3 in 4.
Slika 4.17: Triangulacija z vsemi pari kamer.
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Zakljucˇek
V diplomski nalogi smo naredili vecˇkamerni sistem za lokalizacijo objekta v
prostoru. Uporabili smo sˇtiri Axis 215 PTZ kamere in jih postavili v kote
kvadratnega stropa sobe. Usmerjene so bile proti sredini tal. Z orodjem
smo dolocˇili notranje parametre kamer, za izracˇun zunanjih parametrov pa
smo uporabili metodi DLT in SVD. Zunanje parametre smo dolocˇili s ko-
planarnimi tocˇkami v prostoru, kar v sistem enacˇb vnese dvoumnost resˇitve
(sucˇnost koordinatnega sistema). Pravilno resˇitev smo izbrali rocˇno.
Oznacˇevalnik zaznavamo s preprostim postopkom segmentacije, nato pa
s slikovnimi momenti izracˇunamo njegovo masno srediˇscˇe. Sistem deluje v
realnem cˇasu s 24 meritvami na sekundo. Rezultati so pokazali, da je na-
tancˇnost zaznavanja oznacˇevalnika visoka (povprecˇno 0, 85 slikovnih elemen-
tov napake).
Natancˇnost lokalizacije je v veliki meri odvisna od natancˇnosti kalibracije
kamer in manj od zaznavanja oznacˇevalnika. Prav tako je pomembno, katere
kamere uporabimo pri triangulaciji. Napake so pri lokalizaciji sistematicˇne,
kar pomeni, da bi jih s pravilno analizo lahko v veliki meri odpravili.
Prostora za izboljˇsave je sˇe veliko. Ker kamere nimajo socˇasnega prozˇilca
za zajem slik, lahko pride do majhne nesinhroniziranosti med slikami (tri-
anguliramo s pozicijami oznacˇevalnika v razlicˇnih cˇasih), kar pri velikih hi-
trostih objekta povzrocˇi nezanemarljivo napako. Sistem bi lahko izboljˇsali z
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interpolacijo lokacij oznacˇevalnika na slikah. Trenutno je potrebno za kalibra-
cijo zunanjih paramterov rocˇno izbrati kalibracijske tocˇke. Sistem bi lahko
nadgradili tako, da kalibracija poteka avtomatizirano na podlagi vzorca v
prostoru (npr. sˇahovnice). Nenazadnje pa je sistem zelo omejen z vrsto
objekta, ki ga lokalizira (svetlecˇ barvni oznacˇevalnik). Bolj uporabno bi bilo
implementirati splosˇni sledilnik, ki razlikuje med razlicˇnimi objekti na sliki
in s tem omogocˇa socˇasno lokalizacijo vseh objektov zanimanja.
Sistem se lahko v trenutni obliki uporablja za vizualizacijo relativne traj-
ektorije objekta. Naredi se lahko aplikacija za navidezno risanje po prostoru.
Sistematicˇne napake so najverjetneje posledica napak v kalibraciji, kar po-
meni, da lahko z natancˇno kalibracijo kamer, povecˇamo natancˇnost lokaliza-
cije. Optimalno bi bil sistem primeren za lokalizacijo mobilnega robota, ki
bi se lahko avtonomno premikal po prostoru.
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