The Z-vector equations are derived and implemented for solving the response term due to the external electrostatic potentials, and the corresponding contribution is added to the energy gradients in the framework of the fragment molecular orbital (FMO) method. To practically solve the equations for large molecules like proteins, the equations are decoupled by taking advantage of the local nature of fragments in the FMO method and establishing the self-consistent Z-vector method. The resulting gradients are compared with numerical gradients for the test molecular systems: (H 2 O) 64 , alanine decamer, hydrated chignolin with the protein data bank (PDB) ID of 1UAO, and a Trp-cage miniprotein construct (PDB ID: 1L2Y). The computation time for calculating the response contribution is comparable to or less than that of the FMO selfconsistent charge calculation. It is also shown that the energy gradients for the electrostatic dimer approximation are fully analytic, which significantly reduces the computational costs. The fully analytic FMO gradient is parallelized with an efficiency of about 98% on 32 nodes.
I. INTRODUCTION
Dynamics simulations of large molecules have become very important in the field of computational chemistry. [1] [2] [3] [4] [5] [6] [7] For example, thermodynamic data such as the free energy and entropy can be extracted from such simulations. Since chemical processes occur at nonzero temperatures, an increasing number of molecular dynamics (MD) simulations have been performed using model potentials based on molecular mechanics (MM). Another common use of computational simulations is the sampling of potential energy surfaces for local and global minima using for example, Monte Carlo simulations. For instance, the structural data of proteins measured by X-ray or nuclear magnetic resonance (NMR) can be refined with the help of a computational simulation and the resulting structure stored in the protein data bank (PDB). Classical MM schemes can, in principle, be replaced by more accurate methods that consider the electronic structure explicitly. [8] [9] [10] [11] [12] [13] The benefit of this replacement is that by using first principles methods, more reliable and sophisticated thermodynamic properties, dynamics, and structures can be provided.
The cost of conventional quantum mechanical (QM) electronic structure approaches formally scales at least as N m , where N measures the size of the molecular system and m ranges from 3 for simple methods [e.g., the local density approximation of density functional theory (DFT)] to much higher values for correlated methods. Considerable efforts are invested in developing linear scaling or O(N ) methods. 14, 15 The fragmentation methods have a fairly long history [16] [17] [18] [19] [20] [21] [22] and now it is an active area of research. One such method is the fragment molecular orbital (FMO) method. [33] [34] [35] [36] The FMO method enables the calculation of electronic states for large molecules by performing MO calculations in parallel on fragments of a large molecular system using external electrostatic potentials (ESPs). These ESPs describe the electrostatic field due to charge distributions of all of the other fragments. MOs of individual fragments are local in nature, because they are expanded in terms of basis functions on the atoms in the fragments, reducing the computation time significantly. Additionally, in order to realize linear scaling, approximations have been proposed for the time-consuming ESP calculation in FMO 34, 37 and other methods. 10 The fragment self-consistent procedure employed in FMO has been used in somewhat different forms in other methods, 18, 19, 9, 38, 39 while the many-body expansion of the energy is conceptually related to the theory of intermolecular interactions 16 or the density expansion method. 20 Over the past decade, the FMO method has become one of the most extensively developed fragmentation methods for the calculation of accurate chemical properties, such as the total energy, the dipole moment, and the interaction energy between fragments in large systems. The FMO method has been interfaced with many QM methods: Second order Møller-Plesset (MP2) perturbation theory, 40, 41 coupled-cluster theory, 42 DFT, 43, 44 Hatree-Fock, the multiconfiguration self-consistent field method, 45 configuration interaction, 46, 47 time-dependent DFT, [48] [49] [50] open-shells 51 and nuclear-electronic orbitals. 52 For these methods, the total energies are in good agreement with the corresponding conventional QM total energies. The FMO method has been applied to a number of large systems. [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] FMO-MD has been used [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] to study the dynamics of various processes such as chemical reactions. However, the FMO-MD method suffers from an accumulation of errors 67 with the time evolution due to an incomplete analytic FMO energy gradient.
The analytic FMO energy gradient reported by Kitaura et al. in 2001 (Ref. 79) was incomplete since the response term due to the ESPs was neglected assuming that it is a small contribution for small basis sets. It was subsequently illustrated that when using larger basis sets, such as 6-31G(d), 80 the response contribution to the gradient is substantial. Evaluating the response contribution requires the solution of the coupledperturbed Hartree-Fock (CPHF) equations. These equations are time consuming to solve for large molecules, since they depend not on the fragment size but on the size of the entire system.
Since the original report of a partially analytic FMO gradient, 79 several improvements regarding previously missing terms in the FMO gradient have been implemented in the GAMESS program package: 81, 82 (a) The ESP derivative terms including the Mulliken point charge (PTC) approximation (ESP-PTC), 80 (b) the derivative of the dimer energy of two distant fragments approximated as the electrostatic interaction energy (the electrostatic dimer approximation, ES-DIM), 83 and (c) the hybrid orbital projection derivatives. 84 The last and most complicated missing response term is the subject of the present paper in which the exact response term for the FMO ESP gradient contribution is introduced, and the fully analytic FMO energy gradient is implemented, with an additional computation time requirement that is comparable to the first step of the FMO calculation (the selfconsistent charge, SCC, iterations). The gradient implementation is also extended to the ES-DIM approximation but not yet to the ESP-PTC approximation. Consequently, the usefulness of the FMO method is improved by establishing a complete expression of the analytic energy gradient.
Similarly to FMO, the response term arises in other methods where the external charges are not fully self-consistent. For example, in the electronically embedded method 85, 86 layers are introduced in the system. This is different from fragments because layers are mutually inclusive, i.e., lower layers include higher layers, and thus the lowest layer calculation deals with the whole system, whereas the fragment based approach we take uses the locality of fragments. On the other hand in some other fragment methods such as X-Pol 87 the CPHF-related terms do not arise.
II. FULLY ANALYTIC FMO ENERGY GRADIENT

A. Overview of the FMO energy gradient
In the following equations, the FMO energy expression [33] [34] [35] [36] and the corresponding gradient equations are briefly summarized. The two-body FMO (FMO2) total energy is represented as
where E X is the internal fragment energy for fragment X (X = I or IJ, for monomers and dimers, respectively). V I J is the matrix form of the ESP for dimer IJ due to the electron densities and nuclei of the remaining fragments, i.e.,
The one-electron and two-electron integrals in V I J μν are, respectively,
where D K λσ is the density matrix element of fragment K and (μν|λσ ) is a two-electron integral in the atomic orbital (AO) basis. Index A runs over atoms. The dimer density matrix difference D I J in Eq. (1) is defined by
We note that the SCC process ensures the selfconsistency of monomer densities with respect to each other but not monomer and dimer densities. The direct sum in Eq. (5) means blockwise addition of two monomer matrices into the dimer supermatrix.
The internal fragment energies in Eq. (1) may be written in the form:
where h X μν is the X-mer one-electron Hamiltonian and the nuclear repulsion (NR) energy is
Note that monomer and dimer densities are determined by the MO calculations in the presence of ESPs due to the remaining monomers. For fragmentation across a covalent bond, the hybrid orbital projection (HOP) contribution
must be considered in Eq. (6) . The HOP operator is defined byP
where |θ k is a hybrid orbital and the universal constant B k is usually set to 10 6 .
The differentiation of E X with respect to nuclear coordinate a leads to
where the overlap derivative matrix element is defined by
The internal fragment Fock matrix element F X i j is given in terms of MOs:
where the MO-based projection operator matrix P X i j is introduced for convenience:
Throughout this study, the Roman (ijkl· · ·) and Greek (μνρσ · · ·) indices denote the molecular orbitals and AOs, respectively. For the response term in Eq. (10), the following equation defined in the previous study 80 is introduced:
The response terms U 
To obtain the occupied-virtual orbital response U a,X ri , one must solve the CPHF equations. This will be discussed in subsequent subsections.
The differentiation of the ESP energy contribution in Eq. (1) with respect to nuclear coordinate a leads to
where
and 
U a is zero when no ESP approximations are applied or when all the ESPs are approximated uniformly (e.g., with the ESP-PTC approximation). 80 Otherwise, U a is only approximately equal to zero. ri .
B. Coupled-perturbed Hartree-Fock equations in FMO
Calculating the fully analytic FMO energy gradients (with the aforementioned conditions on the ESP approximations that lead to U a = 0) requires only the response terms due to the monomers, i.e., U a,I
ri . These terms can be obtained using the diagonal nature of the monomer Fock matrices. The purpose of this subsection is to derive the CPHF equations for U a,I
ri in the framework of the FMO method.
For monomer I, the corresponding Fock matrix rewritten in terms of MOs is (20) where the one-electron Hamiltonian in FMO is
F I i j is the internal Fock matrix (i.e., the full matrix F I i j with ESP subtracted), and P I i j is the projection operator matrix. The differentiation of Eq. (20) with respect to nuclear coordinate a is
(22) After some algebra, Eq. (22) leads to
(23) In Eq. (23) a superscript a indicates a derivative with respect to coordinate a. The (molecular) orbital Hessian contribution is given by
and the Fock derivative is
(25) Equation (25) i j is defined as follows: After further algebra, Eq. (23) leads to
where ε I i is the orbital energy of MO i on fragment I and the following relation 88 is used
Equation (29) 
where the fragment diagonal and off-diagonal blocks of matrix A are given in Eqs. (32) and (33), respectively,
and
where Eq. 
C. Z-vector method in FMO
It is impractical to solve the CPHF equations of Eq. (31) for all nuclear coordinates of a large system. To avoid this difficulty, the Z-vector method is applied to the FMO CPHF equations. 88 In Eq. (16), the terms involving the unknowns U a,K ri are collected for all of the dimer fragments IJ. The resulting contribution to the FMO energy gradient leads to where X K ri is defined as
It is convenient to express Eq. (35) in vector form:
This reduces the CPHF problem for solving Eq. (31) to a set of simultaneous equations:
It is still time consuming to solve Eq. (38) directly, because it has the dimension of the entire system. However, taking advantage of the decoupled nature of the FMO method, a more clever approach can be considered by separating the diagonal (I, I ) and off-diagonal (K , I ) blocks of A in Eq. (38):
or in matrix form:
Equation (37), using definitions in Eqs. (34), (38) , (40), and (41) gives the final formulation of the terms that are required to complete the FMO analytic gradient. The solution of these equations is accomplished as follows, illustrated in Fig. 1 (40) for all fragments independently, and then X I is updated with these new values of Z K for the next step; the calculations are then repeated until all elements in the Z-vector are self-consistent. This is similar in both procedure and computational cost to the SCC procedure in the monomer energy calculation (and it also bears a similarity to SCF), so it will be called the self-consistent Z-vector (SCZV) method. The preconditioned conjugate gradient method is applied to solve Eq. (40) . The convergence test is made for all Z-vector elements. If the root-mean-square deviation of Z I,new −Z I,old is larger than a threshold, the procedure returns to step 2 in Fig. 1 .
The SCZV method is parallelized using the generalized distributed data interface (GDDI). 89 Because of its iterative decoupled nature, the computation time of SCZV is comparable to that of SCC.
D. Application to the electrostatic dimer approximation
The previous subsection presented a derivation in which the analytic FMO gradient was derived with no approximations. In this subsection, the electrostatic dimer (ES-DIM) approximation for the fully analytic energy gradients is introduced, and it is shown that the response terms arising from the ES-DIM approximation need not be considered, because they cancel out with the response term from Eq. (19) .
For separated fragments I and J, if the distance R I J (defined as the distance between the closest atoms in I and J divided by the sum of their van der Waals atomic radii) is larger than the threshold value L ES−DIM in the ES-DIM approximation, the internal pair interaction energy, i.e., the corresponding summand in the second sum on the right-hand side of Eq.
(1) can be replaced by
where the NR term E
In addition, the corresponding IJ term in the third sum of Eq. (1) cancels out because D I J = 0. The differentiation of Eq. (42) with respect to nuclear coordinate a without considering the response term is given elsewhere. 83 Therefore, it is sufficient here to discuss how the unknown orbital response terms in the FMO gradient are formulated. The collection of the response terms in the FMO gradient yields 
As mentioned before, U a = 0 only if there are no approximations to the ESPs. In the case of the ES-DIM approximation, Eq. (43) 
where the partial terms
describe the contribution of a single fragment denoted Y to the full sum over all Y in U a,X,X .
Also, the following relation can be used:
because [see Eq. (14)] the ESP for I J (V I J ) runs over all fragments excluding I and J, whereas the ESP for I excludes the contribution from I. Therefore, in the difference expression only J terms remain:
U a in Eq. (44) is in general nonzero and can be further simplified to
where the completeness relation is used: 
The first term on the right-hand side of Eq. (50) cancels out with U a in Eq. (48) . Since the derivative terms of Eq. (42) are already implemented, 83 one can obtain the fully analytic energy gradients for the ES-DIM approximation by calculating the following response contribution to the gradient:
E. Implementation
To further facilitate solution of the SCZV equations, it is useful to reformulate them in the AO basis, thereby avoiding the expensive integral transformation. 90 Examining Eqs. (39) , (32) , and (33), the main computational effort is spent on two-electron integral terms like kl (kl|ri)Z K kl in Eq. (39) . By utilizing the MO i expansion over AOs μ,
The two-electron integral terms in Eq. (39) can be transformed according to
Using Eq. (53) avoids the full transformation of the twoelectron integrals to the MO basis, which leads to a significant reduction of the computation time and memory. However,Z I μν is not symmetric; this is inconvenient and can be further improved by symmetrizing it:
It is possible to rewrite the SCZV equations [Eq. (40)] using the symmetrized local Z-vector element Z K μν . Z K μν corresponds to the density matrix element D μν in typical integral programs, and therefore the SCZV method can be implemented using standard CPHF codes.
The Cauchy-Schwarz inequality, which estimates the value of (μν|ρσ ) based on the values of a smaller set of integrals with repeated indices, can be used in the SCZV to obtain a further reduction of computation time. The Cauchy-Schwarz inequality screening is usually applied to the maximum element of the factor by which the integrals of interest are multiplied. The SCZV procedure is more efficient because the Z-vector elements normally have smaller values than the density matrix elements, and therefore, the Cauchy-Schwarz integral screening can skip more terms. In the implementation of the response contribution, Eq. (37), the direct (AO basis) algorithm and the Cauchy-Schwarz inequality for the calculation of the two-electron integrals are included. As a result, the calculations do not need a large amount of disk space or memory.
III. COMPUTATIONAL DETAILS
To verify that the response contribution that has been derived and implemented in this study makes the FMO energy gradients fully analytic, analytic gradients are compared with numerical gradients for molecular systems taken from previous studies: 80, 91, 92 (H 2 O) 64 , the α-helix conformation of the alanine decamer (ALA) 10 capped with -OCH 3 and -NHCH 3 groups, chignolin (PDB ID: 1UAO) solvated by 157 water molecules, and the Trp-cage miniprotein construct (PDB ID: 1L2Y). The structures of (ALA) 10 taken from earlier works. 83, 92 Numerical gradients were computed with double differencing and a coordinate step of 0.005 Å [except for (H 2 O) 64 with 6-311G(d), where a 0.0005 Å step was used].
For the fragmentation of a system that does not require fragmenting covalent bonds, such as a water cluster, the HOP operator is not needed. For the first test calculation, a water molecule in (H 2 O) 64 is assigned to a fragment. The geometrical structure of (H 2 O) 64 was modeled by HYPERCHEM, optimized by AMBER94, 93 and then reoptimized at the FMO-RHF/6-31G level. 80 The optimized structure of (H 2 O) 64 is depicted in Fig. 2(a) .
For molecular systems in which fragmentation occurs across covalent bonds, the hybrid orbital operator contributes to the gradients both directly and via the response term from the Fock derivative, Eq. (25) . The α-helix conformation of (ALA) 10 with some intramolecular hydrogen bonds [shown in Fig. 2(b) ] is chosen because in the case of incomplete analytic gradients it is expected to have large errors in the gradients compared to the β-strand or extended structures. Because this system is relatively small, the validity of the analytic gradients without approximations can also be accessed.
The FMO method has been interfaced with the effective fragment potential (EFP) method, which explicitly treats solvent molecules by adding a one-electron potential to the Hamiltonian. 91, 94 Chignolin is immersed in 157 water molecules described by EFPs, and its structure is optimized using the combined FMO/EFP method at the RHF/cc-pVDZ level. 91 The optimized structure in Fig. 2(c) reproduces the PDB NMR structure well. 80 Figure 2(d) depicts the structure of 1L2Y. Because 1L2Y is the largest system treated with the FMO method in this study, it is an appropriate test case for the application of the electrostatic dimer approximation which is necessary for efficient computations of large systems. In this calculation, the threshold for the ES-DIM approximation L ES−DIM was set to the default value, 2.0 and all other approximations were turned off. 34 For systems fragmented across covalent bonds, i.e., (ALA) 10 , chignolin and 1L2Y, a one residue/one fragment partition was adopted. The gradient calculations for (H 2 O) 64 , (ALA) 10 , hydrated chignolin, and 1L2Y were performed at the RHF/6-31G(d) level and diffuse functions were added to the carboxyl groups of 1L2Y. Additionally, RHF/6-311G(d) was also used to calculate the gradients for (H 2 O) 64 .
The computation time of the SCZV procedure is expected to be comparable to that of the SCC calculation. Thus, the timings of the calculations of fully analytic gradients in which both the SCC and SCZV steps were included were measured and compared. The timing calculations used the 32 node SOROBAN cluster with Intel Pentium 4 central processing unit (CPU) 3.2 GHz nodes connected by Gigabit Ethernet. Table I lists separately for monomers and dimers the number of GDDI groups in the gradient calculation for each system (in GDDI, in order to improve parallel efficiency, all computer nodes are divided into groups and individual monomer and dimer calculations are distributed dynamically among these groups). Note that the number of GDDI groups in the SCZV step is the same as in the SCC step. The parallel efficiency is calculated for the gradient and SCZV calculations for (H 2 O) 64 using 1, 2, 4, 8, 16, and 32 nodes of the SOROBAN cluster. For this calculation, the number of GDDI groups is equal to the number of nodes.
IV. RESULTS AND DISCUSSION
A. Fully analytic energy gradients without approximations
In this subsection, the fully analytic gradients without approximations are discussed. It is important to numerically verify that the gradients are fully analytic using
As mentioned previously, for (H 2 O) 64 , the energy gradients do not involve the HOP term and only the response term contributes to the analytic gradients. In Table II , the rootmean-square (RMS) value in the numerical gradients became identical with the new analytic gradients (0.005997 a.u.). However, the RMS value in the old (conventional) analytic gradients, in which only the response contribution is neglected, deviates by 0.0001 a.u. from the numerical and the analytic ones. For the maximum absolute gradient values (MAX grad.), the new analytic gradient value is in good agreement with the corresponding numerical value, while the conventional value differs by 0.00025 a.u. The latter is not a negligible error when aiming for fully analytic gradients. The RMS of the errors for the new analytic gradient relative to the numerical gradient (the RMS error in the analytic gradients) is negligibly small (0.000011 a.u.), which is an improvement by a factor of 20 over the RMS error in the old analytic gradients (0.000231 a.u.). This improvement is visualized in Fig. 3(a) , which plots the errors of the new analytic gradient and the old analytic gradient relative to the numeric gradient against the total 576 gradient elements. The new analytic gradient values converge to zero, while the old analytic gradient values have large deviations.
For systems fragmented across covalent bonds, the HOP contribution to the response term must be considered. (ALA) 10 is such a system and due to its size is a good test for calculating numerical gradients without approximations at a relatively moderate computational cost. Note that the old analytic gradient method that is illustrated here did include the direct contribution of HOP derivatives to the gradients, since this contribution was introduced in a previous study. 84 Table II shows that the three types of gradients are in good agreement. Even though the RMS value in the old analytic gradients is very close to that of numerical gradients, the RMS errors and maximum absolute gradient error for the old analytic gradient deviates by significant amounts (0.000160 and 0.000580 a.u., respectively). On the other hand, the very small errors in the new analytic gradient values indicate that they are fully analytic, and that the HOP contribution to the response term is properly included. In Fig. 3(b) , as in Fig. 3(a) , one can see that the new analytic gradients are fully analytic for every gradient element. Comparing Fig. 3 (b) ((ALA) 10 ) with Fig. 3(a) (the water cluster), the former has smaller gradient errors for the old analytic gradients. Since the response term is related to the ESPs, the environmental potential affects the water clusters more significantly than the polypeptide. Most biological processes occur in aqueous solution. To model one of these processes, one may consider a protein in a water droplet. For molecular dynamics and geometry optimization processes, an accurate solvent model must be combined with the application of FMO to the solute. As the first test calculation toward this goal, hydrated chignolin is chosen for the FMO/EFP framework. In order to obtain the fully analytic energy gradients in this framework, it is necessary to add the EFP derivatives to the Fock derivative term, Eq. (25) and probably to modify the A matrix in Eq. (38) . In this study, however, the EFP-related many-body polarization contribution to the FMO ESP response term was neglected. Therefore, the FMO/EFP energy gradients are not fully analytic. So, the accuracy of the FMO/EFP new energy gradients is shown only for the solute (FMO) molecule (chignolin). As seen in Table II , the accuracy of the FMO/EFP new energy gradients is similar to that for the full treatment of FMO, but the maximum absolute gradient error is larger (0.000092 a.u.) than those for the other test systems, and there are slight deviations in the FMO/EFP new analytic gradients in Fig. 3(c) . Nevertheless, the maximum absolute new analytic gradient error is improved by a factor of 16 compared to the old analytic gradient value. This encouraging result provides motivation to develop the fully analytic energy gradients for FMO/EFP as well as FMO combined with the polarizable continuum model. 92, 95 For the chosen systems, the wall clock times required for the SCC, the SCZV, and the total FMO calculation were measured. Table III shows that for the gradient calculation without approximations for (H 2 O) 64 , the SCC calculation took 24.3 s, which is comparable to 29.5 s. in the corresponding SCZV calculation. These times are small relative to the total computational time of over 400 s. For (ALA) 10 , the SCZV calculation takes only 64% of the computation time of the corresponding SCC calculation. For hydrated chignolin, the SCZV calculation requires a similar percentage of the computation time. These results illustrate why the Z-vectors converge more rapidly; the calculation of two-electron integrals is faster because the Cauchy-Schwarz inequality is more efficient when applied to the Z-vectors rather than to the monomer densities (used in ESPs or two-electron integrals for monomers).
B. Fully analytic energy gradients in the ES dimer approximation
The FMO energy gradients have been shown to be fully analytic by introducing the response contribution. The computation time in the calculation of the response term is com- parable to or less than that required for the SCC calculation. This implies that although it is practical to calculate the response term itself, it is still expensive to calculate the fully analytic energy gradients for a larger molecule because of the difficulty in performing a large number of dimer SCF calculations without approximations.
As discussed above, the fully analytic energy gradients with the ES-DIM approximation have been derived. The purpose of this subsection is to check numerically that the FMO energy gradients are fully analytic within the ES-DIM approximation and to discuss the timings.
The ES-DIM approximation was first applied to (H 2 O) 64 using both the 6-31G(d) and 6-311(d) basis sets. Table II shows that with L ES−DIM = 2.0, the RMS value, the MAX gradient value, and the RMS error for the new analytic gradients are identical to those without approximations. Additionally, the maximum gradient error is negligibly small. These results imply that the ES-DIM approximation is a suitable choice for this system. The errors for the old analytic gradient increase with the basis set, as can be seen in Table II . For example, the maximum gradient error increases from 0.000975 to 0.002280 when going from 6-31G(d) to 6-311(d). The error in the new analytic versus numeric gradient is about 15 times smaller and is probably due to the error in the numerical gradient itself. There is also no basis set effect on the error when the new analytic gradient is employed. The pictorial representations of the errors in Figs. 3(a) and 3(e) demonstrate the quality of the gradients.
For another system requiring fragmentation across covalent bonds, consider 1L2Y, which consists of 20 amino acid residues. Since the calculation of numerical gradients for such a relatively large molecule is time consuming, a subsystem is chosen, i.e., the 38 atoms defining 19 detached bonds between 20 fragments (for which atoms the error in the old analytic gradient is the largest as found in the earlier study 84 ). With L ES−DIM = 2.0, there are 92 SCF and 98 approximated (ES-DIM) dimers. In Table II [see also Fig. 3(d) ], the corresponding RMS value and the maximum absolute gradient value show that the new analytic gradients are fully analytic in comparison to the numerical values. The corresponding RMS and MAX gradient errors are similar in accuracy to the fully analytic gradient values of the other systems. The errors are much improved compared to those from the old analytic gradient calculation, especially for the MAX gradient which is more accurate by a factor of 27, indicating a significant contribution from the response term in this system.
As shown in Table III, for (H 2 O) 64 , the total wall clock time for the fully analytic gradient calculation with the approximation (261.0 s) is less than the timing without approximations (467.2 s). In comparing the SCZV and the SCC calculation for this water cluster, it is reasonable that the former took less computation time. When using the approximation, the ratio of the computation time in SCZV to SCC is normally less than 1. This implies that the SCZV calculation is faster; this trend is independent of the ES-DIM approximation. For 1L2Y, the SCZV calculations took approximately 70% of the time required for the SCC calculations, and it is expected that this ratio will decrease for larger systems.
For (H 2 O) 64 , the parallel efficiency S(n), shown in Fig. 4 , was calculated using the following expression:
where T 1 and T n represent the computation time using 1 node and n nodes, respectively. Hundred percent efficiency means that the calculation is n times faster on n nodes. The results show that for (H 2 O) 64 the parallel efficiency is over 97.8% for all numbers of nodes (n = 1, 2, 4, 8, 16, and 32) both in the total gradient calculation (solid line) and SCZV calculation (dashed line). For n = 16, the parallel efficiency in the SCZV calculation drops slightly from that for n = 8. For (H 2 O) 64 , 64 SCZV calculations should be distributed into 16 nodes (divided into 16 GDDI groups). However, each SCZV calculation takes a different amount of time, because the number of iterations and the integral screening depend upon the fragment; the GDDI calculations are dynamically divided over groups, and there is some granularity (i.e., some groups finish ahead of others). This is why the parallel efficiency drops at n = 16. The superlinear scaling over 100% for a small number of nodes is also observed in FMO-RHF calculations 89 and is thought to originate from external factors like CPU cache efficiency.
V. CONCLUSIONS
The CPHF equations and the Z-vector equations in the FMO framework have been derived to compute the fully analytic energy gradients. One outcome of this study is the derivation and implementation of the SCZV equations, by which the time-consuming Z-vector equations of the whole system reduce to those of the monomer fragments. Additionally, the SCZV procedure is parallelized by the use of GDDI. 89 It was shown that the FMO energy gradients are fully analytic in the electrostatic dimer approximation. This leads to a significant reduction of the total computation time. Nearly fully analytic energy gradients have been successfully implemented for the combined FMO/EFP method as well.
The use of the SCZV procedure is not limited to the gradient calculation. The calculation of the second derivative (Hessian) matrix is necessary to calculate important properties such as the IR spectrum, Raman spectrum, and NMR chemical shifts. To calculate the fully analytic Hessian, one must solve the CPHF equations, and the SCZV procedure would play an essential role. The SCZV procedure could also be found useful in other fragmentation methods that require the response term (some methods 87, 96 do not need it with respect to the field, although the Mulliken charge derivatives do require it 97, 80 ). The analytic gradient equations have been derived at the Hartree-Fock level of theory. For proteins, dispersion is crucial for determining the folded structure 58 and for protein-ligand binding. Therefore, the fully analytic energy gradient should be extended to electron correlation methods such as MP2. For practical calculations, such as FMO-MD to study protein folding, it will be necessary to develop the fully analytic gradient with the point charge (ESP-PTC) approximation.
As mentioned earlier, MD simulations are an important application of FMO; however, FMO-MD has been limited mainly to molecular clusters. [70] [71] [72] [75] [76] [77] [78] As found in this study, with the introduction of fully analytic energy gradients, reliable MD simulation with perfect energy conservation will now be possible.
