We investigate the state complexity of some operations on binary regular languages. In particular, we consider the concatenation of languages represented by deterministic finite automata, and the reversal and complementation of languages represented by nondeterministic finite automata. We prove that the upper bounds on the state complexity of these operations, which were known to be tight for larger alphabets, are tight also for binary alphabets.
Introduction
Regular languages and finite automata are one of the oldest topics in computer science. They have been extensively studied since the 1950s. Nevertheless, some important problems concerning finite automata are still open. For instance, we recall the question how many states are sufficient and necessary for two-way deterministic finite automata to simulate two-way nondeterministic finite automata; the problem is closely related to the famous open question whether or not DLOGSPACE equals NLOGSPACE [1, 25] .
Recently, there has been renewed interest in regular languages and finite automata (see [15, 31] for a discussion). Some aspects of this area are now intensively investigated. One such aspect is the state complexity of regular languages and their operations.
The state complexity of a regular language is the number of states of its minimal deterministic finite automaton (DFA). The nondeterministic state complexity of a regular language is the number of states of a minimal nondeterministic finite automaton (NFA) accepting the language. If we speak about the state complexity of an operation on regular languages, we ask how many states are sufficient and necessary in the worst case to accept the language resulting from the operation.
Some early results concerning the state complexity of regular languages can be found in [19] [20] [21] . The state complexity of some operations on regular languages was investigated in [2, 3, 18] . Yu et al. [27] were the first to systematically study the complexity of regular language operations. Their paper was followed by several articles investigating the state complexity of finite languages operations and unary languages operations [5, 22, 23] . The nondeterministic state complexity of regular languages operations was studied by Holzer and Kutrib in [10] [11] [12] [13] . Further results on this topic are presented in [6, 7] and state-of-the-art surveys for DFAs can be found in [29, 30] .
In this paper, we investigate the state complexity of some operations on binary regular languages and provide answers to some problems which have been open for the binary case. In particular, we consider the concatenation of DFA languages, and the reversal and complementation of NFA languages.
For the concatenation of DFA languages, the worst case m2 n − 2 n−1 was given by an m-state DFA language and an n-state DFA language over a three-letter alphabet in [27] . We show that the worst case can be reached by the concatenation of two binary DFA languages.
The reversal of any n-state NFA language can be accepted by an (n + 1)-state NFA and this upper bound was shown to be tight for a three-letter alphabet by Holzer and Kutrib [13] . We give a binary n -state NFA language reaching the upper bound on the reversal.
To accept the complement of any n-state NFA language 2 n states suffice since we can simply convert a given NFA to an equivalent DFA and then exchange accepting and rejecting states. Birget [3] claimed that the upper bound is tight for a three-letter alphabet but later corrected this to a four-letter alphabet [4] . We prove that the upper bound is also tight for a binary alphabet by presenting a binary n-state NFA language such that any NFA accepting its complement needs at least 2 n states.
To prove the result for concatenation we show that a deterministic finite automaton is minimal. We obtain the lower bound on reversal using a counting argument. To obtain the lower bound on complementation we use a fooling-set lower-bound technique known from communication complexity theory [14] , cf. also [2, 3, 9] .
The paper consists of six sections, including this introduction, and an appendix. The next section contains basic definitions and notations used throughout the paper. In Section 3 we present our result for concatenation. Section 4 deals with the reversal operation. In Section 5 we investigate the concatenation operation. The last section contains concluding remarks and open problems. In the appendix, we give some omitted proofs.
Preliminaries
In this section, we recall some basic definitions and notations. For further details, the reader may refer to [26, 28] .
Let be an alphabet and * the set of all strings over the alphabet including the empty string ε. The length of a string w ∈ * is denoted by |w|. The power-set of a set A is denoted by 2 A . A deterministic finite automaton (DFA) is a 5-tuple M = (Q, , , q 0 , F ), where Q is a finite set of states, is a finite input alphabet, : Q × → Q is the transition function, q 0 ∈ Q is the initial state, and F ⊆ Q is the set of accepting states. In this paper, all DFAs are assumed to be complete, i.e., the next state (q, a) is defined for any q in Q and any a in . The language accepted by a finite automaton M, denoted L(M), is the set of all strings accepted by M. Two automata are said to be equivalent if they accept the same language.
Any nondeterministic finite automaton M = (Q, , , q 0 , F ) can be converted to an equivalent deterministic finite automaton M = (Q , , , q 0 , F ) using an algorithm known as the "subset construction" [24] 
Concatenation
We start our investigation with the concatenation operation. The state complexity of the concatenation of regular languages represented by deterministic finite automata was studied by Yu et al. [27] . They showed that m2 n − 2 n−1 states are sufficient for a DFA to accept the concatenation of an m-state DFA language and an n-state DFA language. In the case of n = 1, the upper bound m was shown to be tight for a unary alphabet. In the case of m = 1 and n 2, the worst case 2 n −2 n−1 was given by the concatenation of two binary languages. Otherwise the upper bound m2 n − 2 n−1 was proved to be tight for a three-letter alphabet. The next theorem shows that the upper bound can be reached by the concatenation of two binary languages. 
Define an m-state
Define an n-state DFA B = (Q B , , B , 0, F B ), where Q B = {0, 1, . . . , n − 1}, F B = {n − 1}, and for any i ∈ {0, 1, . . . , n − 1},
The DFA A and B are shown in Figs. 1 and 2 , respectively.
We first describe an NFA accepting the language L(A)L(B), then we construct an equivalent DFA and show that it has at least m2 n − 2 n−1 states no two of which are equivalent.
Let C = (Q, , , q 0 , F ), where Q = Q A ∪ Q B , F = {n − 1}, and for any q ∈ Q and any X ∈ ,
see Fig. 3 . Clearly, the NFA C accepts the language L(A)L(B). Let C = (Q , , , {q 0 }, F ) be the DFA obtained from the NFA C by the subset construction. Let R be the following system of sets: i.e., any set in R consists of exactly one state of Q A and some states of Q B , and if a set in R contains state q m−1 , then it does not contain state 0. There are m2 n − 2 n−1 sets in R. To prove the theorem it is sufficient to show that (I) any set in R is a reachable state of the DFA C and (II) no two different states in R are equivalent.
We prove (I) by induction on the size of sets. The singletons {q 0 }, {q 1 }, . . . , {q m−1 } are reachable since {q i } = ({q 0 }, a i ) for i = 1, 2, . . . , m − 1. Let 1 k n and assume that any set in R of size k is a reachable state of the DFA C . Using this assumption we prove that any set
, is a reachable state of the DFA C . There are three cases: (i) i m − 2 and j k = n − 1. We prove this case by induction on i.
For i = 0 we have
where the latter set of size k is reachable by induction on k since j 1 + 1 1. Let 0 i m − 3 and assume that any set {q i , j 1 , j 2 , . . . , j k−1 , n − 1} is reachable.
Since for j 1 1 we have
and for j 1 = 0 we have
we are ready in this case.
where the latter set is considered in case (i). (ii) i = l. Without loss of generality, there is a state j in Q B such that j ∈ S and j / ∈ T (note that j 1 if i = l = m − 1). Then the string b n−1−j is accepted by the DFA C starting in state {q i } ∪ S but it is not accepted starting in state {q l } ∪ T . Thus our proof is complete.
The concatenation of two languages represented by nondeterministic finite automata was investigated by Holzer and Kutrib [13] . They showed that m + n states are sufficient for an NFA to accept the concatenation of an m -state NFA language and an n -state NFA language, and they proved that the upper bound is tight for a binary alphabet.
Reversal
In this section, we deal with the reversal operation. It is known that the reversal of any n-state DFA language can be accepted by a DFA of 2 n states and the worst case can be reached by the reversal of a binary DFA language [18] . The upper bound on the size of an NFA accepting the reversal of an n-state NFA language is known to be n + 1 and Holzer and Kutrib [13] proved that the upper bound is tight for a three-letter alphabet. The next theorem shows that the upper bound n + 1 can be reached by the reversal of a binary n-state NFA language. To obtain the result we use a counting argument. Since the reversal of any 1-state NFA language is the same language, we assume that n 2.
Theorem 2. For any integer n 2, there exists a binary NFA D of n states such that any NFA accepting the reversal of the language L(D) needs at least n + 1 states.
Proof. Let n be arbitrary but fixed integer such that n 2. Let = {a, b}.
Define The NFA D is shown in Fig. 4 . We prove that any NFA accepting the reversal of the language L(D) needs at least n + 1 states. Let N = (Q, , , q 0 , F ) be any NFA accepting the reversal of the language L(D). Since the NFA N accepts the empty string, the initial state q 0 must be an accepting state. Next, the NFA N accepts the string ba n−1 . Therefore, a sequence of states q 1 , q 2 , . . . , q n must exist in Q such that 1 , a) for i = 2, 3, . . . , n, and q n ∈ F.
Next, the NFA N does not accept any string ba i , where 0 i n − 2. It follows that the states q 1 , q 2 , . . . , q n−1 must be rejecting and pairwise distinct states in Q. Since the NFA N accepts the string a but does not accept the string ba n , the initial state q 0 must be different from the accepting state q n . Hence the NFA N has at least two accepting and at least n − 1 rejecting states which proves the theorem.
Complementation
We now turn our attention to the complementation operation. In contrast to the previous two operations, complementation is an efficient operation for DFAs since to accept the complement we can simply exchange accepting and rejecting states. On the other hand, complementation of NFAs is an expensive task. The upper bound on the size of an NFA accepting the complement of an n-state NFA language is 2 n and it is known to be tight. Sakoda and Sipser [25] gave an example of languages over a growing alphabet size reaching the upper bound. Birget claimed the result for a three-letter alphabet [3] but later corrected this to a four-letter alphabet [4] . Ellul [8] gave binary O(n)-state witness languages. Holzer and Kutrib [13] proved the lower bound 2 n−2 for a binary n-state NFA language.
In this section, we show that the upper bound 2 n on the complementation of NFA languages is tight likewise for a binary alphabet. We describe a binary n-state NFA language such that any NFA accepting its complement needs at least 2 n states. To obtain a lower bound on the size of the NFA we use a fooling-set lower-bound technique known from communication complexity theory [14] . Although lower bounds based on fooling sets may sometimes be exponentially smaller than the true bounds [16, 17] , for some regular languages the lower bounds are tight [2, 3, 9] . In this section, the technique helps us to obtain tight lower bounds.
After defining a fooling set, we give the lemma from [2] describing a fooling-set lowerbound technique. For the sake of completeness, we repeat its proof in the Appendix. (2) 
Lemma 4 (Birget [2] ). Let a set of pairs {(x i , y i ) | i = 1, 2, . . . , n} be a fooling set for a regular language L. Then any NFA accepting the language L needs at least n states.
We can now prove the following result. Proof. Let n be an arbitrary but fixed positive integer. Let = {0, 1}. Define an n-state NFA M = (Q, , , 0, F ), where Q = {0, 1, . . . , n − 1}, F = {n − 1}, and for any i ∈ Q and X ∈ ,
i.e., for any state i ∈ Q except n − 1, the NFA M goes from i to i + 1 on input 1, and to i + 1 or to the initial state on input 0, and M goes from state n − 1 to any state except the initial state on input 0. The NFA M is shown in Fig. 5 .
Let L be the language accepted by the NFA M. Denote by S, the set n−1 ∪ {1 n } containing the string 1 n and all strings over the alphabet of length at most n − 1. Our goal is to construct a fooling set for the language L c of size 2 n . We will do this in the following way. For any string x in S, we define a string y x such that xy x ∈ L c and, moreover, for any two different strings x and z in S, either xy z / ∈ L c or zy x / ∈ L c . Let x be a string in S. Then the set (0, x) contains all states of the NFA M that are reachable from the initial state 0 after reading the string x.
Otherwise define the string y x as follows. Let y x = y 1 y 2 · · · y n−1−k , where k is the least number in Q such that k / ∈ (0, x), and for any j ∈ {1, 2, . . . , n − 1 − k},
i.e., the j th symbol of y x equals 1 if state n − j in {k + 1, k + 2, . . . , n − 1} belongs to the set (0, x), and equals 0 otherwise. The following claims are proved in the Appendix.
Claim 6. For any string x in S and any state p in Q,
(a) if p ∈ (0, x) then n − 1 / ∈ (p, y x ), (b) if p / ∈ (0, x) then n − 1 ∈ (p, y x ).
Claim 7. For any two different strings x and z in S, the set (0, x) is different from the set (0, z).
We are now going to prove that the set of pairs {(x, y x ) | x ∈ S} is a fooling set for the language L c . We need to show that for any x and z in S, (1) xy x ∈ L c , and (2) if x = z, then xy z / ∈ L c or zy x / ∈ L c . To prove (1) let x be any string in S. By Claim 6(a), state n − 1 cannot be reached from any state in the set (0, x) after reading the string y x . Since state n − 1 is the only accepting state of the NFA M, it follows that the string xy x is not accepted by M. Hence xy x ∈ L c .
To prove (2) let x and z be two different strings in S. By Claim 7, without loss of generality, there is a state q in Q such that q ∈ (0, x) and q / ∈ (0, z). By Claim 6(b), state n − 1 can be reached from the state q after reading the string y z . It follows that the string xy z is accepted by the NFA M. Hence xy z / ∈ L c . We have shown that the set of pairs {(x, y x ) | x ∈ S} is a fooling set for the language L c . By Lemma 4, any NFA for the language L c needs at least 2 n states.
Conclusions
In this paper, we have obtained several results concerning the state complexity of some operations on binary regular languages. We proved that some upper bounds which were known to be tight for larger alphabets are tight likewise for binary alphabets. We presented an m-state DFA A, an n-state DFA B, an n-state NFA D, and an n-state NFA M, all with a binary input alphabet, such that:
• any DFA accepting L(A)L(B) needs at least m2 n − 2 n−1 states; • any NFA accepting the reversal of L(D) needs at least n + 1 states;
• any NFA accepting the complement of L(M) needs at least 2 n states.
Note however, that the upper bound on the concatenation of DFA languages is, in fact, m2 n − k2 n−1 , where k is the number of accepting states in the m-state DFA [27, Theorem 2] . It would be interesting to find languages reaching this bound for any k with 1 < k < m.
Assume that a fixed choice of p i has been made for any i in {1, 2, . . . , n}. We prove that p i = p j for i = j . Suppose by contradiction that p i = p j for some i = j . Then the NFA M accepts both strings x i y j and x j y i which contradicts the assumption that the set {(x i , y i ) | 1 i n} is a fooling set for the language L. Hence the NFA M has at least n states.
Proof of Claim 6. Let x be any string in {0, 1} n−1 ∪ {1 n }.
If (0, x) = Q, then y x = 1 n . Since (q, 1 n ) = ∅ for any q ∈ Q, the claim holds in this case.
If (0, x) = {0, 1, . . . , n − 2}, then y x = ε. Since (q, ε) = {q} for any q ∈ Q, the claim holds in this case as well.
Otherwise
, and for any j ∈ {1, 2, . . . , n − 1 − k}, y j = 1 if n − j ∈ (0, x) and y j = 0 if n − j / ∈ (0, x). To prove (a) let p be any state in Q such that p ∈ (0, x). There are two cases: (i) p k − 1. Then state n − 1 cannot be reached from state p after reading the string y x of length less than n − k. Hence n − 1 / ∈ (p, y x ). (ii) p k + 1. Then y n−p = 1, and so y x = u1v for some strings u and v such that |u| = n − p − 1 and |v| = p − 1 − k.
It follows that the set (p, u) is a subset of {0, 1, . . . , n − p − 2} ∪ {n − 1}. Therefore (p, u1) ⊆ {1, 2, . . . , n − p − 1}, and so state n − 1 cannot be reached from the set (p, u1) after reading the string v of length less than p. Thus n − 1 / ∈ (0, u1v). To prove (b) let p be any state in Q such that p / ∈ (0, x). There are two cases: (i) p = k. Then state n − 1 can be reached from state k after reading the string y x of length n − 1 − k, so n − 1 ∈ (p, y x ). (ii) p k + 1. Then y n−p = 0, and so y x = u0v for some strings u and v such that |u| = n − p − 1 and |v| = p − 1 − k.
It follows that n − 1 ∈ (p, u) and n − 1 ∈ (n + k − p, v). Since n + k − p 1, state n + k − p belongs to the set (n − 1, 0). Hence n − 1 ∈ (p, u0v) which completes the proof.
Proof of Claim 7. Let x and z be two different strings in {0, 1} n−1 ∪ {1 n }. Let l x = |x| and l z = |z|. Without loss of generality, assume that l x l z . There are three cases: (i) 0 l x n − 1 and z = 1 n . Then (0, z) = ∅ and l x ∈ (0, x).
(ii) 0 l x < l z n − 1. Then l z ∈ (0, z) and (0, x) ⊆ {0, 1, . . . , l x }. (iii) 0 l x = l z n − 1. Then, without loss of generality, x = u0v and z = u1w for some strings u, v, w such that 0 |v| = |w| n − 2. Set l = |v|. We show that l ∈ (0, u0v) and l / ∈ (0, u1w). Since the string u has length at most n − 2 − l, (0, u) ⊆ {0, 1, . . . , n − 2 − l}.
Therefore 0 ∈ (0, u0), and so state l can be reached from the set (0, u0) after reading the string v of length l. Thus l ∈ (0, u0v).
Furthermore, (0, u1) ⊆ {1, 2, . . . , n − 1 − l}. Since the string w has length l, we have (0, u1w) ⊆ {0, 1, . . . , l − 1} ∪ {l + 1, l + 2, . . . , n − 1}. Hence l / ∈ (0, u1w) and the proof is complete.
