This paper expands the degree-based consideration of the preferential attachment growth process and applies five different connectivity criteria (node degree, clustering coefficient, betweenness centrality, closeness centrality, and eigenvector centrality) to define the development of new links in the networks. Based on statistical inference, the analysis shows that all the available control attributes are capable generating SF networks, that the proposed generalized preferential attachment growth process produces networks of statistically different topologies, under different control-attributes, and that the betweenness centrality is the control-attribute generating networks of better topology. Overall, this paper introduces a multi-dimensional conceptualization of preferential attachment, which can motivate further research and can provide new tools for the modeling and interpretation of real-world networks that currently cannot be fully explained by the degree-driven BA models.
statistically tested and compared. By answering these questions, this paper contributes to scientific research by introducing a multi-dimensional (GPA) conceptualization of the PA process, which can motivate further research on pattern recognition between SF networks [7] , and it can provide new tools for modeling and interpreting real-world networks that currently cannot be fully explained by the degree-driven BA model, as the authors of [15] note.
The remainder of this paper is organized as follows; Section 2 describes the GPA models" construction and simulation, Section 3 shows the simulation results and the statistical analysis applied to the topological attributes of the available models produced by the GPA process, under different control-attributes. Finally, in Section 4 conclusions are given.
Null models' construction
For the simulations, undirected null models are generated based on the rationale of the uniform attachment algorithm of the BA model [2] . An implementation of this algorithm is available in the open-source software of [16] (version 0.8.2), where its initial parameters are the number of nodes (n) in the generated network, the number of nodes at the start time (m o ), and the number of edges coming with every new node (m). This algorithm is subjected to the following restrictions [16] :
The BA model"s algorithm (uniform attachment) was customized (expanded) in order to be capable implementing the GPA process under different control attributes. The expansion of this algorithm (BAmXA) was written in Matlab code (m-file) [17] . In BAmXA, the parameter m o is set by default to one (m o =1) and a new input-argument (c) expressing the control-attribute of GPA process" connectivity is entered in the algorithm, where values refer to the control-attribute of degree (c=1), clustering coefficient (c=2), betweenness centrality (c=3), closeness centrality (c=4), and eigenvector centrality (c=5) (for descriptions of these measures see [4, 7, 13] ), respectively. At the first step (p=1) of BAmXA, all n in number nodes have uniform probability (initial attractiveness, see [18] ) to develop a connection, which equals to P o (i)=1/n, where i expresses a node. Based on the initial state of attractiveness (P o ), a pair of nodes (i,j) is randomly being chosen to develop a connection. At every next step (p:=p+1) of the algorithm, a node"s i initial attractiveness P o (i) is augmented with a preferential probability P p (i), defined by the value c p (i) of the control-attribute (c=1,…,5) for the certain node (i), as this value c p (i) is configured at the current stage (p) of the network growth. At this stage (p), a connection is developed proportionally-randomly to the quantities () p Pi  defined by the sums P o +P p (i), which are normalized so that the total probability equals to one, according to the relation:
Null models generated by the BAmXA have size (number of nodes) ranging between 50 and 1500 nodes (see Appendix), where successive cases differ in 50 nodes. Null models bigger than 1500 nodes were not generated, due to computational constraints, and particularly because the computation of betweenness and closeness centrality within the algorithm"s loops was a very time-demanding process. The reduction of the complexity of BAmXA and the implementation of this analysis to bigger, in size, networks suggest avenues for further research.
Due to the probabilistic structure of the algorithm, the generated null models include isolated nodes, which were ignored in the application of PL-fittings to the degree distributions of the null models.
Simulations and analysis
Simulations were conducted on 150 undirected null models, which belong to 5 families of 30 networks each (see Appendix). The G(k) family includes BA models generated under the control-attribute of degree (k), whereas the G(C), G(CB), G(CC), G(CE) families include null models of unmapped topologies, generated under the control-attributes of clustering coefficient (C), betweenness centrality (CB), closeness centrality (CC), and eigenvector centrality (CE), respectively. Null models included in each family have sequentially n=50, 100, 150, 200, …, 1450, 1500 number of nodes, implying that ordered pentads (fives) among families
are equivalent in network size but not necessarily in graph density, because the number of edges (m) of the null models within each pentad may differ due to the probabilistic architecture of the algorithm.
Network topologies of the available null models are embedded in the 2d-Euclidean space and they are visualized using the "Force-Atlas" layout which is available in the open-source software of [16] . This layout is generated by a force-directed algorithm (see [19] ), which is used in its default parameters. This algorithm applies repulsion strengths between network hubs while arranging the hubs" connections into surrounding clusters.
Examination of the SF property
This part of analysis examines the first research question about detecting whether the null models produced by the GPA process have the SF property. This is by default expected only for the G(k) family and it is under evaluation for the others. At first, the degree distributions of the available families of null models are illustrated into 3d bar-charts ( Fig.1) , where the x-axis represents the degree classes, the y-axis represents the null models" ranking (in ascending order) according to their number of nodes (i.e. 1:=50nodes, 2:=100nodes, 3:=150nodes , …, 29:=1450nodes, 30:=1500nodes), and the z-axis represents node-frequencies (i.e. the number of nodes lying under a certain degree). Axes have fixed minimum and maximum values so that to be comparable. Degree distributions shown in Fig.1 include from 4 up to 21 cases (including k=0). In particular, the G(k) family includes 6-17 cases, the G(C) includes 5-15 cases, the G(CB) includes 5-19 cases, the G(CC) includes 5-7 cases, and the G(CE) includes 4-21 cases. As it can be observed from Fig.1 , frequencies for each null model G i , with i=1,2,…,30 (i.e. frequencies included in the x-z planes), are arranged into descending order, shaping power-law-alike patterns. Among the five available families, the betweenness G(CB) and eigenvector centrality G(CE) shape the most long-tailed distributions, whereas the family generated by the closeness centrality control-attribute shape the least long-tailed degree distributions.
In order to examine whether degree distributions follow a PL pattern, fittings are applied to all available null models within all five families. Despite the insufficient number of fitting-cases describing very small networks (especially for n=50 and 100 nodes), the determination (R 2 ) of the PL-fittings is ≥ 0.874 in all cases, implying that the degree distribution fit very satisfactorily to PL patterns. In particular, the coefficient of determination for the PL-fittings of the G(k) family ranges within the interval [0.937, 0.998], of G(C) within the interval [0.892, 0.997], of G(CB) within the interval [0.994, 0.999], of G(CC) within the interval [0.874, 0.996], and of G(CE) within the interval [0.987, 0.999]. On average, the determination of the PL-fittings are R k 2 =0.988, for G(k), R C 2 =0.977, for G(C), R CB 2 =0.998, for G(CB), R CC 2 =0.937, for G(CC), and R CE 2 =0.996, for G(CE), as it is shown in the 95% confidence intervals (CIs) of Fig.2b . Fig.1 . Three dimension (3d) bar-charts illustrating the degree distributions of the family of null models: (a) G(k), which is generated under the control-attribute of degree (k), (b) G(C), which is generated under the control-attribute of clustering coefficient (C), (c) G(CB), which is generated under the control-attribute of betweenness centrality (CB), (d) G(CC), which is generated under the control-attribute of closeness centrality (CC), and (e) G(CE), which is generated under the controlattribute of eigenvector centrality (CE). The x-axis represents the degree classes, the y-axis the null models" ranking (in ascending order according to the number of nodes included in each null model), and the z-axis the node-frequencies.
According to Fig.2b , the average determination (<R 2 >) of PL-fittings are sufficiently high (>0.92) for all the available null-model families, providing strong evidence that the degree distributions follow a PL-pattern and thus that all the available null models are ruled by the SF property. This becomes more evident in Fig.2a , where it can be observed that the average γ (gamma) exponents of the PL-fittings are close to the typical interval 2<γ<3, which describes real-world networks with the SF property [1] . Especially for the cases of betweenness G(CB) and eigenvector centrality G(CB), their total CIs range within this typical interval, implying a perfect compatibility with the empirical observations of the SF real-world networks. Overall, the analysis of the degree distributions shows that the available null models have the SF property and consequently it can be claimed that the GPA process produces SF model for all the examined control-attributes (k, C, CB, CC, CE), verifying the first research hypothesis. 
Comparisons of network topologies
This part of analysis compares the topological properties of the available families of null models, aiming to detect possible differences between network topologies. At first, the topological layouts of the null models are visualized using the Force-Atlas embedding, which is available in the open-source software of [16] . An indicative picture of the topologies produced by the GPA process is shown in Fig.3 , where the null models with n=1000nodes are shown, for each network family. As it can be observed, the topological layouts for each null model differ and they configure a characteristic pattern for each family. In particular, the layout of the (betweenness-controlled) null model G(CB) shows a distinct mono-centric pattern, similar to a superstar network described by the authors of [13] , where there is a dominant hub in the network, a considerable concentration of nodes radially to the hub, and a cluster of isolated nodes with an eccentric location in one quadrant of the network space. On the contrary, the layout of the (closeness-controlled) G(CC) null model shapes a polycentric pattern, where hubs are considerably distant to each other and the isolated along with the other nodes are scattered throughout the network space into a mesh-alike arrangement. The layouts of the degree-controlled G(k) and eigenvector-controlled G(CE) null models show a considerable core concentration, similarly with the case of betweenness, but they both considerably differ from the superstar pattern of G(CB). In particular, G(CE) shows a distinct polycentric configuration consisting of many hubs, whereas the G(k) has considerably fewer hubs than G(CE) and of smaller connectivity (denoted by node size). Also, the degree-controlled null model G(k) has, similarly with G(CB), an eccentric cluster of isolated nodes located in one quadrant of the network space, whereas the eigenvector-controlled G(CE) null model has its isolated nodes located into a ring arrangement covering all the network space. Overall, in Fig.3 , we can observe a variety of topologies ranging from a mesh-alike to a superstar-alike pattern according to the ordering G(CC), G(C), G(CE), G(k), and G(CB).
At the next step, a variety of network measures, metrics, and statistics are examined for the available families of null models, in order to detect statistical differences among the topologies of these families. This approach conceptualizes network topology as the composition of the available network metrics, each of which measures a certain aspect of network topology [7, 21] . The network measures participating in this analysis are briefly described in Table 1 . Fig.3 . Topological layouts of null models G(n,m|X), with n=1000 nodes and m edges, which are generated under the control-attribute of (a) degree (X=k, m=986), (b) clustering coefficient (X=C, m=951), (c) betweenness centrality (X=CB, m=789), (d) closeness centrality (X=CC, m=999), and (e) eigenvector centrality (X=CE, m=933). Layouts are visualized by using the (force-directed) Force-Atlas embedding, which is available in the open-source software of [16] . Node color (from blue to red) and size (from small to big) are shown proportionally to node degree. 
COI City organization index:
small values (≈0) express that the network is described by well-organized pattern. Values close to one (≈1) express deficiency in organization and planning. For the comparison of network topologies between null-model families, a statisticalinference analysis is applied to the set of measures shown in Table 1 . The results of the analysis are shown in Fig.4 , where 95% confidence intervals (CIs) [24] of the mean-values are displayed per measure and per family. Non-overlaid intervals, in Fig.4 , imply statistical differences between compared cases, whereas overlaid intervals do not. Generally, as it can be observed, in plenty of cases the CIs do not overlay, implying that the network topologies of the null-model families differ in many aspects, at least pair-wisely. The only wide exception to this observation concerns the number of links, where its average values are not statistically different for any pair of families. All the other cases provide insights supporting the statistical difference of the examined null-model families. In particular, Fig.4b shows the CIs of diagonal distance (dd), a spectral measure proposed by the author of [7] for the detection of topological differences between networks (and particularly of SF), where it can be observed that the betweenness-controlled family G(CB) has the most concentrated sparsity pattern to the main diagonal of the adjacency, whereas the closenesscontroled family G(CC) has the most scattered. Provided that node-ages are known due to algorithm-generated process of GPA, statistical differences among these cases of dd(G) imply a significant possibility the overall topologies of the null-model families to different according to the CIs" difference [7] . Next, in Fig.4c , the CIs of network diameter imply that the betweenness-controlled family G(CB) has, on average, the shortest diameter (however it is not statistically different with the G(CE)), whereas the closeness-controled family G(CC) has the largest network diameter (not statistically different with the G(C)). In Fig.4d , it can be observed that the closeness-controled family G(CC) has the highest average degree, whereas the betweenness-controlled G(CB) and eigenvector-controlled G(CE) families have the smallest. This complies with the observation in the topological layouts ( Fig.3) , according to which the topologies of G(CB) and G(CE) are more hub-andspoke-alike, in contrast with the more mesh-alike topology of G(CC). This picture becomes more complete with Fig.4e , according to which the maximum degree of the betweenness-controlled family G(CB) is statistically greater than all other cases. This supports the superstar-alike observation made for the topology of G(CB). The next Fig.4f shows that the clustering-controlled G(C) and closeness-controled G(CC) families have the fewest number of isolated nodes in their networks, supporting the observation made in Fig.3 about their mesh-alike topologies. Next, Fig.4g shows that the closeness-controled family G(CC) has less unique degree-values than the other cases, implying that it has the least long-tailed degree distribution and thus higher probability to include more hubs than the other cases. This interpretation is supported by Fig.4h , which also complies with the observation in the topological layouts ( Fig.3) about the mesh-alike topology of G(CC). A similar to the network diameter picture is also shaped in Fig.4i , which shows the CIs of the average path length. This picture complies with the mesh-alike to superstar-alike ordering of topologies made in the previous section. Next, Fig.4j shows the number of components in the network, which is similar to the case of isolated nodes in Fig.4f. In Fig.4k , the degree-controlled family G(k) is the most assortative family than the others, implying a good tendency of nodes to attach with similar ones. Next, Fig.4l shows the CIs of the average clustering and clustering coefficients. Impressively enough, although clustering was used as control-attribute in the GPA process, the betweenness-controlled family G(CB) is the highest clustered family among the others. In Fig.4m , the clusteringcontrolled G(C) and closeness-controled G(CC) families have the best tendency to be divided into communities, which is something obviously related to their better mesh-alike topology profiles (Fig.3) . [7] ), (c) network diameter, (d) average degree, (e) max degree , (f) number of isolated nodes, (g) unique degree values, (h) number of hubs, (i) average path length, (j) number of connected components, (k) network assortativity, (l) average and global clustering coefficient, (m) modularity, (n) ω-index, proposed by [22] , and (o) city organization index, proposed by [23] . All CIs were computed within each family of networks G(k), G(C), G(CB), G(CC), and G(CE).
Measures k, C, CB, CC, and CE within parentheses express the control-attribute under which the generalized preferential attachment (GPA) process is implemented.
In Fig.4n , a better performance is shaped for those CIs being closer to the zero-line, because this condition implies a small-world-alike (SW-alike) topology (for SW networks see [25] ). Under this condition, the betweenness-controlled G(CB) and degree-controlled G(k) families have closer to SW-alike topologies. Finally, Fig.4o shows the CIs of the city organizations index, which was borrowed from the study of spatial networks [23] to provide insights about the network topology. Based on the COI, the degree-controlled G(k), betweenness-controlled G(CB), and eigenvector-controlled G(CE) families are described by the most well-organized patterns in their network topologies.
Overall, this analysis showed that plenty of aspects of the examined topological attributes differ (either pair-wisely or in total) between the null-model families. This verifies the second research question interpreting that the network topologies produced by the generalized PA (GPA) process under different control-attributes are different.
Extracting the optimum network topology
The final part examines which among the available families of null models configures the best network topology. The answer of this question is based on the CIs shown in Fig.2 and Fig.4 . At first, Table 2 is constructed, summarizing the cases where minimum or maximum CIs are observed in Fig.2 and Fig.4 . The summary of Table 2 shows that the betweennesscontrolled family G(CB) appears 8 times optimum performance, being followed by the eigenvector-controlled G(CE), closeness-controlled G(CC), and degree-controlled G(k) and clustering-controlled G(C) families. Fig.2 and Fig.4 . b. Defined by the physical meaning of each measure, based on relevant literature (see Table 1 ) In order to count all possible pair-wise statistical differences observed in the analysis of Fig.2 and Fig.4 , a comparative directed graph is constructed. In this graph, each nullmodel family is assigned to a node, where a directed link between nodes i,j is created when node i outperforms (has more optimum topological performance than) node j, according to the relation:
Based on this criterion, the graph of Fig.5 is constructed, where the weighted outdegree indicates the state of outperformance in terms of the aggregated topological attributes of Fig.2 and Fig.4 . Within this context, the better topological profile is shaped, in descending order, by the null model families G(CB), G(CE), G(C), G(k), and G(CC). Fig.2 and Fig.4 . In this graph, each null-model family (G(k), G(C), G(CB), G(CC), G(CE)) is assigned to a node, where a directed link between nodes i,j is created when node i outperforms (has more optimum performance than) node j. Nodes are colored and sized proportional to the weighted outdegree, where higher values indicate more optimum topological performance.
Overall, according to the previous analysis, the null models generated by the GPA process under the control-attribute of betweenness centrality were found to have the most optimum topology, in terms of the topological aspects considered in the analysis (Table 1) . This finding verifies the result of [25] , who observed that the PA process based on nodebetweenness suggests a better indicator of social attractiveness, along with the observation of the authors of [20] , who noted that superstar SF networks are of better topology of the BA model.
Conclusions
This paper expanded the degree-based consideration of the growth process of preferential attachment (PA), by considering five different connectivity criteria (node degree, clustering coefficient, betweenness centrality, closeness centrality, and eigenvector centrality) as attractors (control-attributes) for the development of new links in the network. The analysis was coordinated by three research questions, the first was whether the PA process can generate scale-free (SF) networks for every control-attribute, the second was whether the network topologies produced by the generalized PA (GPA) process are different, and, the third was which control-attribute is capable producing a better network topology. Based on statistical inference applied to various measures of network topology the analysis showed that all the available control attributes are capable generating SF networks. However, in the majority of cases the examined topological attributes were statistically different (at least pair-wisely) implying that the generalized PA (GPA) process produces networks of different topologies, under different controlattributes. Finally, betweenness centrality was found to be the control-attribute generating networks of better topology. Overall, by answering these questions, this paper introduces a multi-dimensional conceptualization of the preferential attachment growth process, which can motivate further research and can provide new tools for the modeling and interpretation of real-world networks that currently cannot be fully explained by the degree-driven BA model.
