Abstract-In general automatic face classification applications images are captured in natural environments. In these cases, the performance is affected by variations in facial images related to illumination, pose, occlusion or expressions. Most of the existing face classification systems use only the internal features information, composed by eyes, nose and mouth, since they are more difficult to imitate. Nevertheless, nowadays a lot of applications not related to security are developed, and in these cases the information located at head, chin or ears zones (external features) can be useful to improve the current accuracies. However, the lack of a natural alignment in these areas makes difficult to extract these features applying classic Bottom-Up methods. In this paper, we propose a complete scheme based on a TopDown reconstruction algorithm to extract external features of face images. To test our system we have performed face verification experiments using public databases, given that identity verification is a general task that has many real life applications. We have considered images uniformly illuminated, images with occlusions and images with high local changes in the illumination, and the obtained results show that the information contributed by the external features can be useful for verification purposes, specially significant when faces are partially occluded.
I. INTRODUCTION
Automatic face classification techniques have been often considered as the most natural non intrusive method for human identification and verification. In these systems images are normally acquired in natural and uncontrolled environments, where partial occlusions and local changes in the illumination are common. Several computer vision techniques have been recently developed [1] - [4] , but the loss of information caused by these artifacts can easily This paper is based on "Face Verification using External Features," by A. Lapedriza A generic face recognition system is divided in three stages: Face Detection (segmentation of faces from cluttered scenes), Feature Extraction and Face Classification or Verification. In this way, once the face is detected, features should be extracted and this information should be used to classify the image.
Most of the methods found in the literature focus the attention of their algorithms in features difficult to imitate such as eyes, nose and mouth (Internal Features) . One of the reasons of this fact is that these face classification applications were normally related to security and in this area the stability of the information source is essential. Nevertheless, as technology evolves, it is easier to find more electronic devices in our everyday life, specially devices with small embedded cameras, running applications not directly related to security. In this new areas, is not necessary to reject information located at hear, chin or ears (External Features). In these cases, to consider the entire image instead of reducing the zone of interest to the face central part should be possible. In this way, more sources of information are taken into account and this new characteristics can help to improve the existing methods.
It is not easy to know the role that different facial features play in our judgments of identity. However, there are different psychological tests performed to understand the contribution of the different face zones in visual face recognition purposes [5] , [6] . Results of the studies performed by Sinha et. al [6] have shown external features to be more relevant than the internal ones in low resolution images, while the two feature sets reverse in importance as resolution increases. It is also known that, on the one hand, internal features seems to be more useful than external ones for recognition of familiar faces, but, on the other hand, the contribution of the external features is more relevant for unfamiliar faces recognition. Of course the higher accuracy in Sinha et. al studies is obtained when both sources of information are considered, and it is shown that the relative mutual spatial configuration is important for a visual successful classification. A visual illusion shown in Figure 1 illustrates the external face features relevance for face recognition.
These facts have motivated us to focus our attention in the external face features, given that some preliminary experiments have shown that it is possible to extract useful external features information for automatic face classification [7] . To be able to extract information from the entire face, a method to extract external face features is needed. Most of he current feature extraction systems can not be directly applied to these zones given the high variability of these areas and the lack of a natural alignment in these parts (see Figure 2) . For this reason, we have developed a system based on a Top-Down reconstruction algorithm and a particular case of the Non Negative Matrix Factorization method to encode external features. Once these features are obtained, this information is coded in an aligned feature vector. After that, the standard feature extraction or classification methods can be applied to empirically test the feature extraction algorithm. In this work, Face Verification experiments have been performed to compare the contribution of external and internal features in this field.
Subject verification is a general task that has many real life applications such as access control or transaction authentication. The goal of an automatic identity verification system is to either accept or reject the identity claim made by a given person. More concretely, a subject verification system should control two kinds of events: either the person claiming a given identity is the one who he claims to be or he is not. In this way, the system may take the decision of accepting the claim or not. In section 4 this is explained with more detail.
The paper is organized in 5 sections. Section 2 describes our proposed External Feature Extraction method. Section 3 gives a brief introduction to the Generic Boosted Discriminant Projections Learning Algorithm, a feature extraction algorithm based on Adaboost that will be used in the experimental study. Section 4 describes the verification experiments and includes the obtained results and, finally, section 5 concludes this work.
II. EXTERNAL FEATURE EXTRACTION
External face information can not be extracted using classical bottom up systems given their instability and the high variability of the external face zone of two different subjects. In this section we present a concrete method to extract information from the external features of a face image. Figure 3 illustrates the external zone of a face and emphasizes the three face zones that will be considered separately during the entire feature extraction process: Left Face, Central Head and Right Face respectively. These zones can be easily located in an automatic way if the location of the eyes is known.
Our method is inspired in a top-down segmentation algorithm developed by Borenstein et all. [8] , [9] and has been adapted for our purpose. The proposed system is divided in two parts:
• Building Blocks set construction: The algorithm learns a model set composed by a representative set of image fragments corresponding to the external zones of the face. This is called Building Blocks set.
• Representation of an unseen image using the Building Blocks set: the Building Blocks set is used as it was a set of puzzle pieces and the unseen image is reconstructed with them by covering it with the most similar Building Blocks. The reconstruction of unseen images from the Building Blocks set encodes the external information of the image and this representation is used to classify. During these processes, we use some known techniques that should be mentioned. They are briefly described below and then the different steps of our method are detailed.
A. Preliminaries

1) Normalized Cross Correlation
In our algorithm frequently we will need to decide if a fragment is presented or not in an image or to determine which is the most suitable place in the image to lay a given fragment. Sometimes we will need to measure the similarity between two images as well. For this purpose, a matching criterion is required. The Normalized Cross-Correlation technique is a template matching system motivated by the squared Euclidean distance, that has been showed to be efficient in several circumstances [10] . It has been used to determine the most appropriate position of a fragment in a image and also this value has been considered as a measure of similarity. To compute the Normalized Cross-Correlation between a fragment f (x, y) and an image I(x, y) we proceed as follows: for each part p(x, y) of the image I of the same size as f the value of the Normalized Cross-Correlation is calculated by
where N is the number of pixels in f , p and f are the means of p and f respectively, and σ p and σ f are the standard deviations of the intensities of p and f . The maximum value of these results is the Normalized Cross-Correlation between the piece f and the image I, and the part of the image that gives this maximum value indicates the most suitable position for f in I.
2) Non-Negative Matrix Factorization (NMF)
In the second step of our system, a particular case of the Non-Negative Matrix Factorization (NMF algorithm) is applied. Given a non-negative data matrix V ∈ M m,n , this method finds an approximate factorization
in non-negative factors B ∈ M m,r and H ∈ M r,n by minimizing the mean squared error [11] . If we consider that V has positive data vectors as columns, One of the properties of NMF is that usually produces a sparse representation of the data. This concept refers to a representation where the most units take values close to zero while only a few take significantly non-zero values. However, a desired sparseness restriction on the output can be previously imposed. More concretely, a projected gradient descent algorithm for NMF with sparseness constraints has been developed by P. Hoyer [12] . This algorithm essentially takes a step in the direction of the negative gradient, and subsequently projects onto the constraint space. It is detailed on table I. In this summary ⊗ and denote element-wise multiplication and division, respectively. Moreover, µ B and µ H are small positive constants (stepsizes) which must be set appropriately for the algorithm to work. Many of the steps in the above method require a projection operator which enforces the desired degree of sparseness. More concretely, we can apply a method that solves the following problem: given a vector x find the closest (in the euclidean sense) non-negative vector with a given L1 norm and a given L2 norm. It starts by projecting the given vector onto a concrete hyperplane obtained from the L1 norm of the vector. An algorithm to solve this has done as well by P. Hoyer [12] and it is included in table II.
B. Building Blocks Set Construction
In this step, the algorithm learns a model composed by a representative set of image fragments corresponding to the external zones of the face. In this first approach, the Building Blocks have been constructed by selecting fragments from the Left Face, Central Head and Right Face • Initialize B and H to random positive matrices • If sparseness constraints on B apply, then project each column of B to be non-negative, have unchanged L 2 norm, but L 1 norm set to achieve desired sparseness • If sparseness constraints on H apply, then project each row of H to be non-negative, have unchanged L 2 norm, but L 1 norm set to achieve desired sparseness
Project each column of B to be non-negative, have unchanged L 2 norm, but L 1 norm set to achieve desired sparseness Else take standard multiplicative step B :
norm, but L 1 norm set to achieve desired sparseness Else take standard multiplicative step
, where α ≥ 0 is selected such that the resulting s satisfies the L 2 norm constraint. This requires solving a quadratic equation c) If all components of s are non-negative, return s, end
zones that appear in face images with high frequency, following the method explained below. This is the most computationally expensive stage of the method, but it is performed only once, off line, and using a generic face training set.
To learn the Building Blocks a training set consisting of two mutually exclusive sets is needed. The first one, C, is a collection of aligned face images with visible external characteristics to analyze. The other one, C, is composed by non-face images acquired in natural environments. Then we follow these steps:
• For each one of the Left Face, Central Head and Right Face zones from set C, generate all subimages at sizes ranging from 12×12 pixels to 24×24 pixels. The algorithm takes as input:
• The face images set C, • the set C of non face images • the possible sizes of the fragments to analyze Si ∈ {S 1 , . . . , Ss}, • the maximum number of fragments K that will be considered as building blocks, and • the predefined threshold of false positives α.
1) For each fragment size S i
• Extract all the possible subimages of size S i from the set C using a sliding window procedure.
• Add each subimage to the candidate fragments set.
• Calculate and store the normalized correlation between each candidate fragment F i and each image from C and C. 2) Compute the threshold θ i for each fragment F i that allows at most an α false positive ratio from the training set,
Compute the probability (frequency) of each fragment to describe elements from class C using the threshold Each of these fragments will be a candidate fragment F i .
• For each F i , compute the Normalized CrossCorrelation with each one of the images in the training set, denoting by N C i the correlation between F i and each image from C, and N C i the correlation between F i and C. • For each F i a value θ i is computed. This value takes into account a predefined number of false positives that can be tolerated, α. The value θ i is selected to fulfill the following restriction:
• The model is built by storing the K fragments from each zone (Left Face, Central Head and Right Face) with best probability to describe the elements of the class C and not C. That is, the K parts of each zone with higher p(N C i > θ i ).
A scheme of this process can be seen in Figure 4 and Table III details the whole algorithm. In Figure 5 some fragments selected by the method in our experiments are shown. 
C. Representation of an Unseen Image from the Building Blocks
In this step, the model composed by the Building Blocks set is used to reconstruct new unseen images and this reconstruction encodes the external information.
As commented in the previous section, we can detect the optimal placement for each Building Block in an image with the Cross-Correlation algorithm. Then, we would like to know the relative contribution of each Building Block for reconstructing the image (CrossCorrelation assigns a place for every Building Block in a face zone, but this does not mean that all Building Blocks are representative of that face). We have selected an specific algorithm, Non-negative Matrix Factorization (NMF), explained in the section above, for simultaneously selecting relevant Building Blocks and for computing their contribution in a way that minimizes the reconstruction error of the external face features.
The main steps of the process used to encode an unseen image I using the Building Blocks set is: 1) For each element F i of the Building Blocks, we construct a black image B i that has the same size as I. Then a copy of F i is located on B i , in the place suggested by N CC(I, F i ) (as explained in section 2). The set of B i images constitute the base that will be used to reconstruct the image I 2) The values H are computed with the NMF method, imposing an appropriate sparseness constraint. In our case the sparseness coefficient was set to 0.7 for all the experiments. To compute this we used an adaptation of the algorithm proposed in [12] . The weights H are considered the codification of I and this codification is used later to classify. In short, given an image I and its corresponding base {B i } i=1:3K (computed in (1)), the image is represented as follows:
The complete process of the external face features reconstruction for a test image is shown in figure 6 , where two examples of reconstructions obtained during our experiments are included.
III. LOCAL BOOSTED DISCRIMINANT PROJECTIONS
LEARNING ALGORITHM (LBDP) In this section a linear feature extraction method based on the Adaboost [13] is briefly described. More concretely, we describe a particular case of the generic method, the Local Boosted Discriminant Projections Learning Algorithm (LBDP). This version will be used in our experiments to reduce the dimensionality of the data vectors.
The generic Discriminant Projections Learning Algorithm makes no assumption on the statistical distribution of the data. This method is based on the well known Adaboost algorithm [13] and the goal of this system is to find a projection matrix of the data. The matrix is build following the algorithm described in table 2. The Adaboost algorithm is used to select the most suitable projections from a pool of candidates, focusing each iteration on the most difficult examples. At each boosting step the projection with higher weighted accuracy is selected to be a column of the final projection matrix. Notice that the ensemble is not used for classification and the output of the algorithm is the projection matrix W. The algorithm is detailed in Table III .
Depending on the generation of the candidate pool of projections in 3(a) different techniques can be derived from the original algorithm. A complete description of the variants of this general method can be found in D.Masip et al. [14] .
One of the versions is the Local Boosted Discriminant Projections (LBDP) approach. In the LBDP a candidate projection for each point is generated, taking the direction p that maximizes the distance between the point and the nearest neighbor of the opposite class, and at the same time minimizes the distance to the nearest neighbor of the same class. This criterion has an analytic solution that can be found on [14] .
IV. FACE VERIFICATION EXPERIMENT
To test our system we have performed different subject verification experiments using internal and external features separately. This separation will allow us to see the usefulness of each feature set in each of these subject verification experiments.
Two databases have been here used:
• FRGC Database (http://www.bee-biometrics.org/ ): a data set of facial images and a defined set of experiments. In the FRGC, the set of still high resolution images consist of facial images with 250 pixels between the centers of the eyes on average. This set includes 3772 images from 275 different subjects. There are from 4 to 32 images per subject. In our experiments done using this database, we have excluded 277 images where the external features were partially occluded. Figure 7 includes some examples of images from the FRGC and figure 8 shows some of the excluded images. Only the frontal images with uniform (grey) background have been considered. More concretely, a set of images composed by a different samples (from 4 to 32 images) from 275 subjects. 1) Given are the matrix X containing data samples x i , and the vector y with the corresponding labels y i ∈ {−1, 1} (i = 1 . . . N ) 2) Initialize a set of weights:
a) Generate P projections from the original space to an 1−dimensional subspace. b) For p = 1 . . . P i) Project the training data into the 1−dimensional space using projection p. ii) Learn the threshold that best separates the samples into two classes, finding the loss incurred in labelling x i , l t,p (x i ), which is 1 if a misclassification occurs and 0 otherwise. iii) Compute the weighted error for the projection as:
c) Find the projection, m, with the minimum error, i.e., Errm = min P p=1 Errp. Classify the training set using m. d) Calculate the weight for classifier t, β t , as:
e) Update the data weights:
f) Normalize the weights so that W (t + 1) is a distribution.
g) Store m as the t-th projection in the projection matrix W. 4) Output the projection matrix W, built using the vectors selected at each boosting step as columns. Figure 8 . Some examples of excluded images.
• ARFace [15] plotted in figure 9 . As internal features we have considered the values of the pixels, the faces have been previously aligned according to the eyes, and the external features of the faces have been encoded by our system. To construct the building blocks set we have proceed in the following way:
• A set of 20 face images from the FRGC database have been used (10 male and 10 female images) to extract the fragments. These images have not been considered anymore in the experiment to ensure that the reconstruction of an image never makes use of fragments extracted from itself (or from the same person).
• 100 natural images (with no faces) extracted from the web have been selected for the C set.
• Since the coordinates of the eyes were known, we have automatically extracted 24 fragments of each image to construct the set of candidate fragments.
• We have run the selection algorithm explained in section 3.1, using the following parameters: α = 0.1 and K = 200. The images in the experiments have been reduced to 90 × 90 pixels, and in this resolution, the internal features became sub-images of 34 × 34. Thus, on the one hand, the external features of a face were represented by a 600- dimensional vector and, on the other hand, the internal features of a face were represented by a 1156-dimensional vector. These dimensionalities are high and for this reason we have used in both cases the LBDP method introduced in the section before to reduce these dimensionalities, working after that in a 300-dimensionality vectorial space. To classify we have used the Nearest Neighbor algorithm [16] .
In this section we use the following notation: suppose that a person in image p claims to be the person in image g. If p and g are images of the same person we will write p ∼ g, otherwise we will denote it by p = g.
A. Experimental Protocol
The selection of the different data sets used in this experiment is based on the Sep96 FERET testing protocol [17] . In this protocol, two sets are distinguished: a target set (T ), composed by the known facial images, and the query set (Q), including the unknown facial images to be identified. Two subsets should be selected from each of these sets: a gallery G ⊂ T and a probe set P ⊂ Q. After this selection, the performance of the system is characterized by two statistics. The first is the probability of accepting a correct identity; formally, the probability of the algorithm reporting p ∼ g when p ∼ g. This is referred to as the verification probability, denoted by P V (also referred to as the hit rate in the signal detection literature). The second is the probability of incorrectly verifying a claim formally, the probability of the algorithm reporting p = g when p ∼ g. This is called the false-alarm rate and is denoted by P F .
The details of the sets used in this experiments are specified in table V. They have been chosen following the scheme of the Lausanne Protocol configuration-1 [18] . There are two kind of subjects: clients (known by the system) and impostors (unknown by the system). The number of subjects in each set is limited by the number of different subjects in the database and the image quantity per person. Notice that 20 persons are used to construct the Building Blocks model and they are not considered again in the experiments. 
B. Results
We have made subject verification experiments following the protocol specified using on the one hand the images in the FRGC database and on the other hand images from the ARFace database.
1) FRGC database experiment
We consider here images acquired under controlled conditions, having constant grey background. The illumination is uniform and the quality of the images is good. For this reason, this images are far from a real spontaneous capture. The obtained results are shown in Figure 10 . Here there is a graphic with the probability verification versus the false acceptance probability. Given that the internal face zone is clear enough in all the images and all the faces have a neutral expression, the results obtained using the internal features are better than the ones obtained with the external features. In this case, when the conditions are quite optimal, the instability of the hair is of course higher that the instability that can affects the internal features under controlled conditions. In any case, it can be seen, that the information contributed by the external features is also significant for verification purposes, since the probability of acceptance is always higher than the false acceptance probability.
2) ARFace database experiment
The second experiment has been performed using the ARFace database. We have seen before that this database is composed by 13 subsets of images, including variety of expressions, high local changes in the illumination and even partial occlusions. For this reason, this set of images is more close to a real life situation than the set of FRGC images, although it is of course far from a natural environment images set. The results obtained in this second experiment are included in Figure 11 . And now the situation is the opposite to the first experiment. It can be seen that the external features are more relevant than the internal features for subject verification in this case. The reason is that in this experiment, where the images are not as regular as in the first performance, the stability of the hair is higher than the stability of the internal features, that sometimes are partially occluded or have highlights that cause important loss of information. Nevertheless, it should be taken into account that some of this artifacts affects the external features as well (these details can be observed in Figure 9 ).
V. CONCLUSION
Many face recognition techniques have been proposed during the past several years, nevertheless face recognition is still nowadays an unsolved problem. This is because in most of the applications images should be captured in natural environments, where partial occlusions or highlights are frequent. Under this uncontrolled conditions the loss of information is too high and this can mislead even the most sophisticated classification system.
Most of the methods tend to use only the face information located at eyes, nose and mouth (internal features), since it is more difficult to imitate. Nevertheless, this is not necessary in applications not related to security, such friendly interfaces. For this reason we propose to take use from the external features (head, chin and jaw line) to improve the current methods. However, the information located at these zones can not be extracted using classical bottom-up approaches, since its high variability and its lack of a natural alignment.
We present in this paper a method to extract and encode external information from face images. This method is divided in two stages:
• Building Blocks set construction: a set of representative face fragments from external zone are selected to make up a pieces-model that will be used to reconstruct new unseen images.
• Reconstruction of unseen images with the Building Blocks: This reconstruction gives a system to encode external face information in an aligned feature vector and then, this codification can be used for classification purposes. The output of the algorithm is an aligned feature vector that can be directly processed by standard pattern recognition classifiers.
To test this proposed system we have performed two subject verification experiments using two different public databases (FRGC and ARFace). We have performed the face verification test considering both internal and external features separately, to compare the contribution of each information type to aim our purpose. The considered internal features are the pixels of the internal part of the face, and the external features are obtained with the system we propose. In both cases a feature extraction algorithm (LBDP) has been used to reduce the data dimensionality.
The first experiment is performed with images having uniform illumination, neutral face expression and no partial occlusions. The second experiment is performed using a database composed by images having high local changes in the illumination, different face expressions and some partial occlusions. Although the second set is of course far from the open environment, it is closer to a real life situation than the first one.
From the obtained results we can conclude that:
• In favorable conditions, when no occlusions are presented on the face images, the information obtained from the pixels of the internal features is more relevant than the external features returned by our method.
• In presence of partial occlusions in the internal features, such as sunglasses or scarfs, or loss of information caused by highlights, the contribution of the extracted external features is more relevant than the information obtained from the pixels of the internal zone. For this reason, in natural and uncontrolled environments partial occlusions and high local changes in the illumination are frequent, the information contributed by the external zone of a human face in classification purposes should be considered, when the applications are not related to security.
Nevertheless, there is still future work to be done in the external feature extraction process:
• The system could take benefit from using some kind of normalization on the fragments in the model generation.
• To introduce a discriminant criterion on the fragments selection stage will be also interesting. The actual system selects the fragments that best model the set C (faces) against set C (non faces). Nevertheless, it is useful for the reconstruction purpose that the set of Building Blocks contains a great variability of fragments, rejecting fragments that are practically identic to other fragments that have been already selected. For this reason, we want to develop a new fragments selection system based on statistical discriminant criterions such as Mutual Information. This statistic measures the amount by which the class uncertainty is reduced after having took some information.
• The normalized cross correlation could be changed for a more robust matching criterion in order to be able to process images with irregular backgrounds and also consider the chin zone of the face. More concretely, matching criterions based on hierarchies could be more robust and less sensitive to small changes in the image. Finally, our objective is to use both external and internal information to improve the current verification methods, once the external feature extraction system could be robust enough. For this purpose, a new algorithm to combine these two sources of information should be developed.
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