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VECTOR-VALUED DECOUPLING AND THE
BURKHOLDER-DAVIS-GUNDY INEQUALITY
SONJA COX AND MARK VERAAR
Abstract. Let X be a (quasi-)Banach space. Let d = (dn)n≥1 be an
X-valued sequence of random variables adapted to a filtration (Fn)n≥1
on a probability space (Ω,A,P), define F∞ := σ(Fn : n ≥ 1) and let
e = (en)n≥1 be a F∞-conditionally independent sequence on (Ω,A, P)
such that L(dn | Fn−1) = L(en | F∞) for all n ≥ 1 (F0 = {Ω,∅}). If
there exists a p ∈ (0,∞) and a constant Dp independent of d and e such
that one has, for all n ≥ 1,
E
∥∥∥
n∑
k=1
dk
∥∥∥
p
≤ DppE
∥∥∥
n∑
k=1
ek
∥∥∥
p
,(*)
then X is said to satisfy the decoupling inequality for p. It has been
proven that X is a umd space if and only if both (*) and the reverse
estimate hold for some (all) p ∈ (1,∞). However, in earlier work we
proved that the space L1, which is not a umd space, satisfies the decou-
pling inequality for all p ≥ 1.
Here we prove that if the decoupling inequality is satisfied in X for
some p ∈ (0,∞) then it is satisfied for all p ∈ (0,∞). We consider the
behavior of the constant Dp in (*). We examine its relation to the norm
of the Hilbert transform on Lp(X) and showing that if X is a Hilbert
space then there exists a universal constant D such that (*) holds with
Dp = D, for all p ∈ [1,∞).
An important motivation to study decoupling inequalities is that
they play a key role in the recently developed theory for stochastic in-
tegration in Banach spaces. We extend the available theory, proving a
pth-moment Burkholder-Davis-Gundy inequality for the stochastic inte-
gral of an X-valued process, where X is a umd space and p ∈ (0,∞).
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1. Introduction
In this article we study a decoupling inequality for X-valued tangent se-
quences, where X is a (quasi-)Banach space (see Section 2). Our motivation
lies in the role this inequality plays in the development of theory for stochas-
tic integration in Banach spaces [38], [41]; we shall elaborate on this below.
However, the decoupling inequality has attracted attention in its own right,
see [15], [35] and references therein. Let us begin with a formal definition of
the decoupling inequality.
Let X be a (quasi-)Banach space. Let (Ω, (Fn)n≥1,A,P) be a complete
probability space and let (dn)n≥1 be an (Fn)n≥1-adapted sequence of X-
valued random variables. We adopt the convention that F0 = {Ω,∅}. Set
F∞ := σ(Fn : n ≥ 1). A F∞-decoupled tangent sequence of (dn)n≥1 is a
sequence (en)n≥1 of X-valued random variables on (Ω,A,P) satisfying two
properties. Firstly, we assume that for any B ∈ B(X) (the Borel-measurable
sets of X) we have:
P(dn ∈ B | Fn−1) = P(en ∈ B | F∞),
and secondly we assume that (en)n≥1 is F∞-conditionally independent, i.e.
for every n ≥ 1 and every B1, . . . , Bn ∈ B(X) we have:
P(e1 ∈ B1, . . . , en ∈ Bn | F∞) = P(e1 ∈ B1 | F∞) · . . . · P(en ∈ Bn | F∞).
Here P(C | Fn−1) = E(1C | Fn−1) if C ∈ A. We wish to emphasize that the
definition of a decoupled tangent sequence depends on a filtration and on a
sequence adapted to that filtration. However, in what follows we shall omit
the reference to the σ-algebra if it is clear from the context.
Kwapien´ and Woyczyn´ski introduced the concept of decoupled tangent se-
quences in [34]. For details on the subject we refer to the monographs [15, 35]
and the references therein. It is shown there that given a sequence (dn)n≥1
of (Fn)n≥1-adapted random variables on (Ω,A,P) one can, by an extension
of the probability space, construct a decoupled tangent sequence of (dn)n≥1.
One easily checks that any two F∞-decoupled tangent sequences of a (Fn)n≥1-
adapted sequence (dn)n≥1 share the same law.
We recall the following basic example (see also Lemma 2.7 below; and [35,
Section 4.3] and [15, Chapter 6] where many more examples can be found).
Example 1.1. Let dn = ξnvn, where (ξn)n≥1 is a sequence of independent
random variables with values in R and (vn)n≥1 is an X-valued (Fn)n≥0-
predictable sequence; Fn := σ(ξ1, . . . , ξn) for n ≥ 1 and F0 := {Ω,∅}. Let
(ξ˜n)n≥1 be an independent copy of (ξn)n≥1, then a decoupled tangent sequence
of dn is given by en = ξ˜nvn for n ≥ 1.
Let (ξn)n≥1 be a sequence (of X-valued random variables). The difference
sequence of (ξn)n≥1 is the sequence (ξn − ξn−1)n≥1, with the understanding
that ξ0 ≡ 0.
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Definition 1.2. Let X be a (quasi-)Banach space and let p ∈ (0,∞). We
say that the decoupling inequality holds in X for p if there exists a constant
Dp such that for all complete probability spaces (Ω,A, (Fn)n≥1,P) and every
X-valued (Fn)n≥1-adapted Lp-sequence f (i.e. f = (fn)n≥1 ⊆ Lp(Ω, X)):
‖fn‖p ≤ Dp‖gn‖p,(1.1)
for every n ≥ 1, where g is a sequence whose difference sequence is an F∞-
decoupled tangent sequence of the difference sequence of f . The least constant
Dp for which (1.1) holds is denoted by Dp(X).
We will refer to a sequence g = (gn)n≥1 whose difference sequence is a
F∞-decoupled tangent sequence of the difference sequence of f , where f is
adapted to (Fn)n≥1, as a F∞-decoupled sum sequence of f . As before, we omit
the reference to the σ-algebra if it obvious. Note that inequality (1.1) holds
for all F∞-decoupled sum sequences of f if it holds for some F∞-decoupled
sum sequences of f as they are identical in law.
Remark 1.3. In situations where only the laws of (dn)n≥1 and its decoupled
tangent sequence (en)n≥1 are relevant, as is the case in Definition 1.2, it
suffices to consider the probability space ([0, 1]N,B([0, 1]N), λN) where λN is
the Lebesgue product measure. This has been demonstrated in [39], where it
also has been shown that one may assume the sequences (dn)n≥1 and (en)n≥1
to have a certain structure on that probability space, which is useful when
trying to gain insight in the properties of decoupled sequences. However,
the details are rather technical, so we will stick to the definition involving
arbitrary probability spaces.
A natural question to ask is whether a (quasi-)Banach spaceX that satisfies
the decoupling inequality for some p ∈ (0,∞), automatically satisfies it for all
q ∈ (0,∞). In [13] we have shown that if the decoupling inequality is satisfied
in a Banach space X for some p ∈ [1,∞), then it is satisfied for all q ∈ (p,∞).
This also follows from results presented in [23], see Remark 3.3. One of the
main results of this article is that the decoupling inequality is in fact satisfied
for all q ∈ (0,∞) if it is satisfied for some p ∈ (0,∞), see Theorem 4.1 in
Section 4. As a result of that Theorem 4.1 we may speak of a (quasi-)Banach
space X for which the decoupling inequality holds, meaning a space for which
it holds for some, and hence all, p ∈ (0,∞).
A necessary condition for a Banach space to satisfy the decoupling in-
equality is that X has finite cotype. This has been proven in [22, Theo-
rem 2], see also [13, Example 3], by proving that c0 does not satisfy the
decoupling inequality and then appealing to the Maurey-Pisier theorem. In
fact, by Lemma 4.5 the decoupling property is local: if a Banach space X
satisfies the decoupling inequality for some p ∈ (0,∞) and Banach space
Y is finitely representable in X then Y satisfies the decoupling inequality
for p, and Dp(Y ) ≤ Dp(X). Moreover, we have demonstrated in [13] that
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Dp(L
p(S;Y )) = Dp(Y ) whenever Y is a Banach space satisfying the decou-
pling inequality for some p ∈ [1,∞). In Section 4 we show that this extends to
p ∈ (0,∞), thus the Lp-spaces with p ∈ (0,∞) satisfy the decoupling inequal-
ity. This indicates that quasi-Banach spaces are a natural setting in which to
study the decoupling inequality.
Although we refer to inequality (1.1) as the decoupling inequality, various
other types of decoupling inequalities have been studied. Below we shall
elaborate on some related inequalities and results, in particular we will shall
consider the (randomized) umd inequality. Now we only wish to mention that
every umd space satisfies the decoupling inequality (see Corollary 4.4), but
the reverse does not hold, as L1 is not a umd space.
Decoupling and vector-valued stochastic integrals. We mentioned ear-
lier that the decoupling inequality (1.1) is of interest to us for its applications
to the theory of stochastic integration in Banach spaces. In fact, if the decou-
pling inequality holds in X for some p ∈ (0,∞), then one obtains one-sided
Burkholder-Davis-Gundy type inequalities for the pth moment of an X-valued
stochastic process. We will demonstrate this in Section 5, where we also show
that one obtains two-sided Burkholder-Davis-Gundy type inequalities from
the two-sided decoupling inequality (1.3) below.
Using decoupling inequalities to prove Burkholder-Davis-Gundy type in-
equalities is not a novel idea. E.g. in [21] and [41] Burkholder-Davis-Gundy
type inequalities are obtained from (randomized) umd inequalities. Using
their approach one does not obtain Burkholder-Davis-Gundy type inequali-
ties for pth moments when p ∈ (0, 1]. Moreover, the approach in [21] requires
the stochastic process in the integrand to be adapted to the filtration gener-
ated by the Brownian motion, which we do not wish to assume.
In the recent work by Dirksen [18] the decoupling inequality (1.1) and its
reverse estimate have been used to obtain moment estimates for Lp-valued
Poisson stochastic integrals. As such estimates could not be obtained directly
from the (randomized) umd inequalities, the decoupling inequality (1.1) seems
to be the ‘right’ inequality in the context of stochastic integration.
Best constants in the decoupling inequality. The behavior of the decou-
pling constantDp(X) in (1.1) is of interest as it can be used to obtain the right
(optimal) behavior of the constants in inequalities such as the Burkholder-
Davis-Gundy inequality and the Rosenthal inequality for martingale differ-
ence sequences as p tends to ∞ (see [15, Theorem 7.3.2]). In [28] Hitczenko
(also see [15, Chapter 7]) proves the remarkable result that if X = R then
there is a universal constant DR such that (1.1) holds for all p ∈ [1,∞] with
Dp = DR, i.e.
DR := sup
p∈[1,∞]
Dp(R) <∞.(1.2)
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In [29] the existence of a universal constant in (1.1) has been proven with
the Lp-norms replaced by a large class of Orlicz norms and rearrangement
invariant norms on Ω. The traditional approach to proving extrapolation
results is by methods as introduced in [12]. In [23], such extrapolation results
have been stated in a BMO-framework with which one obtains estimates in a
more general setting (see also Remark 3.3).
We will show that if H is a Hilbert space, then supp∈[1,∞)Dp(H) ≤ DR,
where DR is defined as in equation (1.2) (see Corollary 4.9). It remains an
open problem whether the constant D in (1.1) can be taken independently of
p in the general case that X is a (quasi-)Banach space. There is some hope
that the use of Burkholder functions as in [26, 38] could lead to results in this
direction. However, in our situation nonsymmetric Burkholder functions are
needed.
Other decoupling inequalities. The decoupling inequality we consider is
closely related to the Banach space property called umd (Unconditional con-
vergence of Martingale Difference sequences). The class of umd Banach spaces
has been introduced by Burkholder in [9] (see also [11] for an overview) and
has proven to be useful when extending classical harmonic analysis [4, 20, 47]
and stochastic integration [38, 41] to the vector-valued situation. In [30] the
following equivalence has been used to obtain an extension of the nonhomo-
geneous Tb-theorem in [40] to the vector-valued setting: X is a umd Banach
space if and only if for all (for some) 1 < p <∞ there exist constants Cp and
Dp such that one has:
C−1p ‖gn‖p ≤ ‖fn‖p ≤ Dp‖gn‖p,(1.3)
for all n ≥ 1 and all X-valued Lp-martingales f adapted to some filtration
(Fn)n≥1, and any g that is a decoupled sum sequence of f . The least constants
for which (1.3) holds are denoted by Cp(X) and Dp(X). This equivalence
result has been proven by both Hitczenko [26] and McConnell [38], and from
their proofs it follows that max{Cp(X), Dp(X)} ≤ βp(X) where βp(X) is the
umd constant of X .
The second inequality in (1.3) corresponds to the decoupling inequality
(1.1) for p ∈ (1,∞), the only difference being that f in (1.3) is assumed to be
a (Fn)n≥1-martingale. It follows from Lemma 3.5 below that this difference
is artificial. For this we use that every (Fn)n≥1-adapted sequence (fn)n≥1 in
Lp(Ω, X) with p ∈ [1,∞) such that fn−fn−1 is Fn−1-conditionally symmetric
is a martingale difference sequence. The reason we choose not to work with
martingale difference sequences is that they are not well-defined for p < 1.
The inequalities (1.3) allow for a way to ‘split’ the umd property into two
weaker properties. The aforementioned randomized umd spaces, which have
been introduced in [22], are obtained by ‘splitting’ the umd property in a
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different way, leading to the following inequalities:
[β+p ]
−1
∥∥∥ n∑
k=1
εkdk
∥∥∥
p
≤
∥∥∥ n∑
k=1
dk
∥∥∥
p
≤ β−p
∥∥∥ n∑
k=1
εkdk
∥∥∥
p
; n ≥ 1,(1.4)
where (dk)k≥1 is an X-valued martingale difference sequence, (εk)k≥1 is a
Rademacher sequence independent of (dk)k≥1, and β
−
p , β
+
p are constants in-
dependent of (dk)k≥1 and n. It is an open question whether there exists a
Banach space X that fails to be a umd space but for which the first inequality
in (1.4) holds for allX-valued martingale difference sequence. However, it was
demonstrated in [24] that for p fixed there fails to exist a constant c such that
βp(X) ≤ cCp(X) for all Banach spaces X .
Note that the inequalities (1.4) coincide with the inequalities (1.3) if one
considers only those f which are adapted to the dyadic filtration (Paley-Walsh
martingales). However, in general the inequalities are different. ForX = R we
already mentioned that the constant in (1.1) is bounded as p→∞. However,
the optimal constant for the second inequality in (1.4) is O(√p) as p → ∞.
Indeed, by the Khintchine inequalities there is a constant C such that∥∥∥ n∑
k=1
dk
∥∥∥
p
≤ β−p (R)
∥∥∥ n∑
k=1
εkdk
∥∥∥
p
≤ C√pβ−p (R)
∥∥∥( n∑
k=1
|dk|2
) 1
2
∥∥∥
p
.
Since the best constant in the above square function inequality is p − 1 if
p ≥ 2 (see [10, Theorem 3.3]) we deduce that C√pβ−p (R) ≥ p− 1 and there-
fore the above claim follows. Furthermore, there is an example in [22] showing
that there exist Banach lattices with finite cotype that do not satisfy (1.4).
However, the martingales constructed to prove this are not Paley-Walsh mar-
tingales, which means there is hope that all Banach lattices with finite cotype
satisfy the decoupling inequality (1.1). (For the definition and theory of type
and cotype we refer the reader to [17].)
The monograph [15] and the references therein provide a good overview
of the various decoupling inequalities that have been studied. For the case
that X = R the decoupling inequality (1.1) has been studied among others by
De la Pen˜a, Gine´, Hitczenko and Montgomery-Smith, see [15, Chapter 6 and
7], [28] and [29]. Another important decoupling inequality that is studied in
[15, Chapters 3-5] has been proven to hold in all Banach spaces [16], whereas
it has been demonstrated by Kalton [33] that it fails in some quasi-Banach
spaces.
2. Random sequences in quasi-Banach spaces
As explained in the introduction we consider decoupling inequalities in the
setting of quasi-Banach spaces. The definition of a quasi-Banach space is
identical to that of a Banach space, except that the triangle inequality is
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replaced by
‖x+ y‖ ≤ C(‖x‖+ ‖y‖),
for all x, y ∈ X , where C is some constant independent of x and y. We shall
only need some basic results on such spaces, and we refer the reader to [32]
and references therein for general theory and more advanced results.
Definition 2.1. Let X be a quasi-Banach space. We say that X is an r-
normable quasi-Banach space for some 0 < r ≤ 1 if there exists a constant
C > 0 such that ∥∥∥ n∑
j=1
xj
∥∥∥r ≤ C n∑
j=1
‖xj‖r
for any sequence (xj)
n
j=1 ⊆ X .
The space Lp(0, 1) with p ∈ (0, 1) is an example of a p-normable quasi-
Banach space. In fact, by the Aoki-Rolewicz Theorem [3], [43], any quasi-
Banach space X may be equivalently renormed so it is r-normable for some
r ∈ (0, 1], with C = 1. It easily follows that every quasi-Banach space is a
(not necessarily locally convex) F -space. Whenever we speak of an r-normable
quasi-Banach space X in this article, we implicitly assume C = 1. Observe
that if X is a r-normable quasi-Banach space and x, y ∈ X then
|‖x‖r − ‖y‖r| ≤ ‖x− y‖r,(2.1)
and hence the map x→ ‖x‖ is continuous and therefore Borel measurable.
Recall that an X-valued random variable is a Borel measurable mapping
from Ω into X with separable range (see [45, Section I.1.4]). We say that an
X-valued random variable ξ on the probability space (Ω,A,P) with G ⊆ A
a σ-algebra is G-conditionally symmetric if for all B ∈ B(X) one has P(ξ ∈
B | G) = P(−ξ ∈ B | G). We sometimes omit the σ-algebra if it is obvious from
the context.
Also recall the following notation: if (ζi)i∈I is a set of X-valued ran-
dom variables indexed by an ordered set I, then ζ∗i = supj≤i ‖ζj‖ and ζ∗ =
supj∈I ‖ζj‖.
Let (Ω,A,P) be a complete probability space. We recall some probabilistic
lemmas to be used later on. Since we need them in the quasi-Banach setting,
we provide the short proofs which might be well-known to experts. The
following version of Le´vy’s inequality holds in quasi-Banach spaces:
Lemma 2.2. Let X be an r-normable quasi-Banach space. Let G ⊆ A be a
sub-σ-algebra. Let (ξk)
n
k=1 be a sequence of G-conditionally independent and
G-conditionally symmetric X-valued random variables. Then for all t > 0 one
has:
P
(
max
k=1,...,n
∥∥∥ k∑
j=1
ξj
∥∥∥ > t ∣∣∣G) ≤ 2P(∥∥∥ n∑
j=1
ξj
∥∥∥ > 21− 1r t ∣∣∣G)
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and
P
(
max
k=1,...,n
∥∥ξj∥∥ > t ∣∣∣G) ≤ 2P(∥∥∥ n∑
j=1
ξj
∥∥∥ > 21− 1r t ∣∣∣G).
Let ξ = (ξ1, . . . , ξn). For the proof note that there is a regular version
µ : Ω × B(Xn) → [0, 1] of P(ξ ∈ · | G), with the following properties: for all
ω ∈ Ω, µ(ω, ·) is a probability measure on (Xn,B(Xn)) and for all B ∈ B(Xn)
one has µ(·, B) = P(ξ ∈ B | G) a.s. (see [31, Theorems 6.3 and 6.4]). Moreover,
for any Borel function φ : Xn → R+ one has:∫
Xn
φ(x)µ(ω, dx) = E(φ(ξ) | G)(ω), for almost all ω ∈ Ω,
whenever the latter exists. For the existence of the regular version note that
Xn is a separable complete metric space; ξj is separably valued for each
1 ≤ j ≤ n and the metric is given by d(x, y) = ‖x−y‖r. The regular version µ
of the conditional probability can be used to reduce the proof of the lemma to
the case without conditional probabilities. Indeed, let ξ˜ = (ξ˜j)
n
j=1 : X
n → Xn
be given by ξ˜(x) = x. Then one can argue with the random variable ξ˜ and
probability measure µ(ω, ·) on Xn with ω ∈ Ω fixed. We use this method
below.
Proof. We only give a proof for the first statement, which is a modification
of the proof given both in [15, Theorem 1.1.1] and in [35, Proposition 1.1.1].
These monographs also provide a proof of the second statement which is very
similar to that of the first.
As explained before the lemma we can leave out the conditional probabili-
ties. For k = 1, . . . , n define Sk =
∑k
j=1 ξj and
Ak = {‖Sj‖ ≤ t for all j = 1, . . . , k − 1; ‖Sk‖ > t}.
Note that the sets Ak, k = 1, . . . , n, are mutually disjoint. Define S
(k)
n :=
Sk − ξk+1 − . . . − ξn. Observe that by symmetry and independence of the
random variables (ξk)
n
k=1 the random variables Sn and S
(k)
n have the same
conditional distribution with respect to σ
(⋃k
j=1 ξj
)
. Hence
P(Ak ∩ {‖Sn‖ > 21− 1r t}) = P(Ak ∩ {‖S(k)n ‖ > 21−
1
r t}).
On the other hand, because for any x, y ∈ X one has ‖x‖ ≤ 2 1r−1max{‖x +
y‖, ‖x− y‖}, on the set Ak one has t < ‖Sk‖ ≤ 2 1r−1max{‖Sn‖, ‖S(k)n ‖} and
thus
Ak = (Ak ∩ {‖Sn‖ > 21− 1r t}) ∪ (Ak ∩ {‖S(k)n ‖ > 21−
1
r t}).
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Therefore
P(S∗n > t) =
n∑
k=1
P(Ak) ≤ 2
n∑
k=1
P(Ak ∩ {‖Sn‖ > 21− 1r t})
= 2P
( n⋃
k=1
Ak ∩ {‖Sn‖ > 21− 1r t}
) ≤ 2P(‖Sn‖ > 21− 1r t).

As a consequence we obtain the following peculiar result which we need
twice below. It is a “toy”-version of the Kahane contraction principle.
Corollary 2.3. Assume the conditions of Lemma 2.2 hold. Let (vj)
n
j=1 be
a {0, 1}-valued sequence of random variables such that (vjξj)nj=1 is again G-
conditionally independent and G-conditionally symmetric. Then for all t ≥ 0
one has:
P
(∥∥∥ n∑
j=1
vjξj
∥∥∥ > t ∣∣∣G) ≤ 2P(∥∥∥ n∑
j=1
ξj
∥∥∥ > 21− 1r t ∣∣∣G).
Nigel Kalton kindly showed us how to obtain a Kahane contraction prin-
ciple for tail probabilities for r-normable quasi-Banach space. However, the
standard convexity proof for r = 1 (cf. [35, Corollary 1.2.]) does not extend
to the case r < 1, and the constants are more complicated. Since we do not
need the more general version we only consider the situation of Corollary 2.3.
Proof. As in Lemma 2.2, using a regular conditional probability for the X2n-
valued random variable
(
(vjξj)
n
j=1, (ξj)
n
j=1
)
, one can reduce to the case with-
out conditional probabilities.
Let (εk)k≥1 be a Rademacher sequence on an independent complete prob-
ability space, where Eε and Pε denote the the expectation and probability
measure with respect to the Rademacher sequence. We obtain:
P
(∥∥∥ n∑
j=1
vjξj
∥∥∥ > t) (i)= EεE1{‖∑n
j=1 ǫjvjξj‖>t}
= EPǫ
(∥∥∥ n∑
j=1
εjvjξj
∥∥∥ > t)
(ii)
≤ 2EPǫ
(∥∥∥ n∑
j=1
ǫjξj
∥∥∥ > 21− 1r t) (iii)= 2P(∥∥∥ n∑
j=1
ξj
∥∥∥ > 21− 1r t),
where 1 denotes the indicator function. In (i) and (iii) we used the indepen-
dence and symmetry of (vjξj)
n
j=1 and of (ξj)
n
j=1. In (ii) we applied Lemma
2.3 to the random variables (ǫjvj(ω)ξj(ω))
n
j=1 where ω ∈ Ω is fixed and we
used that vj ∈ {0, 1}. 
Recall that for a, b ≥ 0 and p ≥ 1 one has:
ap + bp ≤ (a+ b)p ≤ 2p−1(ap + bp),
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the latter inequality following by convexity. For 0 < p ≤ 1 the reversed
inequalities hold, hence by defining
lp := 2
1−p ∨ 1 and up := 2p−1 ∨ 1, p ∈ (0,∞),(2.2)
we obtain the following general statement for p ∈ (0,∞) and a, b ≥ 0:
l−1p (a
p + bp) ≤ (a+ b)p ≤ up(ap + bp).(2.3)
Note that 21−pup = lp. A tiny yet useful Lemma:
Lemma 2.4. Let X be an r-normable quasi-Banach space and let G ⊆ A be a
sub-σ-algebra. Let ξ and ζ be G-conditionally independent X-valued random
variables. If ζ is G-conditionally symmetric, then for all p ∈ (0,∞) one has:
E[‖ξ‖p | G] ≤ 21−pup/rE[‖ξ + ζ‖p | G],
where up/r is as defined in (2.2).
Proof. As in Lemma 2.2 it suffices to prove the estimate without conditional
expectations.
Because ξ and ζ are independent and ζ is symmetric, ξ + ζ and ξ − ζ are
identically distributed. By (2.3) one has:
E‖ξ‖p ≤ 2−pE(‖ξ + ζ‖r + ‖ξ − ζ‖r) pr
≤ 2−pup/rE(‖ξ + ζ‖p + ‖ξ − ζ‖p) = 21−pup/rE‖ξ + ζ‖p.

From [36, p. 161] we adapt to the quasi-Banach space setting a reverse
Kolmogorov inequality:
Lemma 2.5. Let X be an r-normable quasi-Banach space and let p ∈ (0,∞).
Let (ξk)
n
k=1 be a sequence of G-conditionally independent and G-conditionally
symmetric X-valued random variables. Then for all t > 0 one has:
P
(
max
k=1,...,n
∥∥∥ k∑
j=1
ξj
∥∥∥ > t ∣∣∣G) ≥ 2p−1 [u−2p/r − tp + E(|ξ∗|p | G)
E(‖∑nj=1 ξj‖p | G)
]
.
In particular, if r = 1 this corresponds to the result as stated in [36, p.
161].
Proof. As in the last two lemmas it suffices to consider the situation without
conditioning. Set Sk =
∑k
j=1 ξj (k = 1, . . . , n), S0 = 0, and define the
stopping time
τ := inf{k : ‖Sk‖ > t}.
On the set {τ = k} one has by applying (2.3) twice:
‖Sn‖p ≤ up/r(up/r[‖Sk−1‖p + ‖ξk‖p] + ‖Sn − Sk‖p)
≤ up/r(up/r[tp + (ξ∗n)p] + ‖Sn − Sk‖p).
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Hence
E‖Sn‖p ≤ tpP(S∗n ≤ t) +
n∑
k=1
∫
{τ=k}
‖Sn‖pdP
≤ tpP(S∗n ≤ t) + up/r
n∑
k=1
∫
{τ=k}
(up/r[t
p + (ξ∗n)
p] + ‖Sn − Sk‖p)dP.
Because Sn − Sk is independent of {τ = k} and
∑n
k=1 P(τ = k) = P(S
∗
n > t)
the above can be estimated by:
E‖Sn‖p ≤ tpP(S∗n ≤ t) + u2p/r
[
tpP(S∗n > t) + E(ξ
∗
n)
p
]
+ up/r sup
1≤k≤n
E‖Sn − Sk‖pP(S∗n > t).
By Lemma 2.4 we have E‖Sn − Sk‖p ≤ 21−pup/rE‖Sn‖p and thus, observing
that up/r ≥ 1,
E‖Sn‖p ≤ u2p/r
[
tp + E(ξ∗n)
p + 21−pE‖Sn‖pP(S∗n > t)
]
,
from which the desired estimate follows. 
The next lemma relates the distribution of e∗ and d∗ if (en)n≥1 is a decou-
pled tangent sequence of (dn)n≥1 (see [27, Lemma 1] or [35, Theorem 5.2.1]):
Lemma 2.6. Let X be an r-normable quasi-Banach space and let (en)n≥1 be
a decoupled tangent sequence of (dn)n≥1. Then for each t > 0 one has:
P(e∗ > t) ≤ 2P(d∗ > t) and P(d∗ > t) ≤ 2P(e∗ > t).
(The proof requires no adaptation; if (en)n≥1 is a decoupled tangent se-
quence of (dn)n≥1 then the sequence (‖en‖)n≥1 is a decoupled tangent se-
quence of (‖dn‖)n≥1.)
The following lemma is well-known to experts, but we could not find a
reference.
Lemma 2.7. Let X be a complete separable metric space, and let (S,Σ) be a
measurable space. Suppose (dn)n≥1 is an (Fn)n≥1-adapted X-valued sequence
and let (vn)n≥1 be an (Fn)n≥0-predictable S-valued sequence. For n ≥ 1 let
hn : X×S → X be a B(X)⊗Σ-measurable function. Then (hn(en, vn))n≥1 is a
decoupled tangent sequence of (hn(dn, vn))n≥1 whenever (en)n≥1 is a decoupled
tangent sequence of (dn)n≥1.
Moreover, if the function hn satisfies −hn(x, s) = hn(−x, s) for all x ∈
X, s ∈ S for some n ≥ 1, then hn(dn, vn) is Fn−1-conditionally symmetric
and hn(en, vn) is F∞-conditionally symmetric whenever dn is.
Proof of Lemma 2.7. Fix k ≥ 1. Let µ1, µ2 : Ω × B(X) → [0, 1] be regular
conditional probabilities for P(dk ∈ · | Fk−1) and P(ek ∈ · | F∞) = P(ek ∈
· | Fk−1). Then by the fact that (en)n≥1 is a decoupled tangent sequence of dn
we have µ1(ω, ·) = µ2(ω, ·) for almost all ω ∈ Ω. Let d˜k(x) = x and e˜k(x) = x.
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Let B ⊆ X be a Borel set. Then by disintegration (also see [31, Theorems 6.3
and 6.4]) for almost all ω ∈ Ω one has:
P(hk(dk, vk) ∈ B | Fk−1)(ω) =
∫
X
1hk(d˜k(x),vk(ω))∈B µ1(ω, dx)
=
∫
X
1hk(e˜k(x),vk(ω))∈B µ2(ω, dx)
= P(hk(ek, vk) ∈ B | Fk−1)(ω).
The claim concerning the conditional symmetry of hn(dn, vn) and hn(en, vn)
can be proven in a similar fashion.
Therefore, it remains to prove the conditional independence. Fix n ≥ 1.
Let µ : Ω × B(Xn) → [0, 1] be a regular conditional probability for (ek)nk=1.
Let e˜ : Xn → Xn be given by e˜(x) = x. Then for each ω ∈ Ω, (e˜k)nk=1
are independent random variables with respect to the probability measure
with respect to µ(ω, ·). In this part of the argument we only require that
vn is F∞-measurable. By disintegration one obtains that for all Borel sets
B1, . . . , Bn ⊆ X and almost all ω ∈ Ω one has:
P(h1(e1, v1) ∈ B1, . . . , hn(en, vn) ∈ Bn | F∞)(ω)
=
∫
Xn
n∏
k=1
1hk(e˜k(x),vn(ω)))∈Bk µ(ω, dx)
=
n∏
k=1
∫
Xn
1hk(e˜k(x),vn(ω)))∈Bk µ(ω, dx) (by independence)
=
n∏
k=1
P(hk(ek, vn) ∈ Bk | F∞)(ω).

3. Extrapolation lemmas
Throughout this section let X be a fixed r-normable quasi-Banach space,
and let (Ω, (Fn)n≥1,A,P) be a fixed complete probability space. As usual we
define F∞ = σ(Fn : n ≥ 1). Moreover, in this section and the next (dn)n≥1
and (en)n≥1 always denote the respective difference sequences of the sequences
(fn)n≥1 and (gn)n≥1.
Let M∞ be the set of all (Fn)n≥1-adapted uniformly bounded X-valued
sequences f = (fn)n≥1 such that dn is Fn−1-conditionally symmetric for all
n ≥ 1 and for which there exists an N ∈ N such that dn = 0 for all n ≥ N .
We define
D∞ := {f ∈M∞ : there exists a F∞-decoupled sum sequence g of f
on the space (Ω,A,P)},
DECOUPLING 13
(It would be more precise to refer to D∞ as D∞(Ω, (Fn)n≥1,A,P;X) but we
have assumed the space X and the probability space to be fixed throughout
this section.)
The operator Tp : D∞ → L0(Ω,A,R+) is defined as follows:
Tp(f) =
(
E
[∥∥∥∑
k≥1
ek
∥∥∥p ∣∣∣F∞]) 1p ,
where (ek)n≥1 is a F∞-decoupled tangent sequence of (dn)n≥1 on (Ω,A,P).
In the next remark it is shown that Tp is well-defined.
Remark 3.1. Although the sequence (ek)n≥1 is not uniquely defined on
(Ω,A,P), its conditional distribution given F∞ is unique. Indeed, if (e˜k)k≥1
is another F∞-decoupled tangent sequence for (dk)k≥1 on (Ω,A,P), then by
definition we have:
P(e˜1 ∈ B1, . . . , e˜n ∈ Bn | F∞) = P(d1 ∈ B1 | F0) · . . . · P(dn ∈ Bn | Fn−1),
(3.1)
for all n ≥ 1 and all Borel sets B1, . . . , Bn and the same holds with (e˜k)nk=1
replaced by (ek)
n
k=1. A monotone class argument implies that for all Borel
functions φ : Xn → R+ one has E[φ(e1, . . . , en) | F∞] = E[φ(e˜1, . . . , e˜n) | F∞].
In particular, taking φ(x1, . . . , xn) =
∥∥∑n
k=1 xk
∥∥p it follows that Tp(f) is
unique. Moreover, from (3.1) with e˜k replaced by ek, k = 1, . . . , n, one also
sees that E[φ(e1, . . . , en) | F∞] is Fn−1-measurable.
The following properties of Tp are well-known and easy to prove:
(i) Tp is local, i.e. Tpf = 0 on the set
⋂
n≥1{E[‖dn‖ | Fn−1] = 0}.
(ii) Tp is monotone when r = 1, i.e. Tp(f
n) ≤ Tp(fn+1) (see Lemma 2.4).
(iii) Tp is predictable, i.e. Tp(f
n) is Fn−1-measurable (see Remark 3.1).
(iv) Tp is quasilinear for all p ∈ (0,∞) and r ∈ (0, 1], and sublinear if
p ∈ [1,∞) and r = 1.
For f ∈ D∞ let T ∗p (f) := supn≥1 Tp(fn) and ‖f‖ := limn→∞ ‖fn‖, both of
which are well-defined by definition of D∞. Observe that if g is a decoupled
sum sequence of f then ‖Tp(f)‖p = ‖g‖p.
The first lemma we prove employs the well-known Burkholder stopping-
time technique (see for example [12], [9]). The assumption given by (3.2) below
can be interpreted as a BMO-condition, this approach has been introduced in
[23].
Let τ be an (Fn)n≥1-stopping time and f an (Fn)n≥1-adapted sequence.
The stopped sequence f τ is defined by f τ := (1{τ≥n}dn)n≥1 and the started
sequence by τf := (1{τ<n}dn)n≥1. If ν is another stopping time then
τfν :=
fν − f τ . It follows from Lemma 2.7 that τfν ∈ D∞ whenever f ∈ D∞. (Thus
in particular Tp(
τfν) is well-defined if f ∈ D∞.)
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Lemma 3.2. Let p ∈ (0,∞) and let D∞ be as defined above. Suppose that
for some b ∈ (0, 1) and A > 0 we have:
sup
f∈D∞
sup
0≤k≤l
sup
B∈Fk,B 6=∅
P(‖kf l‖ > A‖Tp(kf l)‖∞ |B) < b.(3.2)
Let β, δ > 0 satisfy
(3.3) β̺ − 1 = (2A̺ + 1)δ̺,
where ̺ := min{r, p}. Then for all f ∈ D∞ one has
P(f∗ ≥ βλ, T ∗p (f) ∨ d∗ < δλ) ≤ bP(f∗ > λ), λ > 0.(3.4)
The proof is quite standard. For convenience of the reader we give the
details.
Proof. Let β, δ > 0 satisfy (3.3). Let f ∈ D∞ and let λ > 0 be arbitrary.
Define the following stopping times:
µ = inf{n ≥ 1 : ‖fn‖ > λ};
ν = inf{n ≥ 1 : ‖fn‖ > βλ};
σ = inf{n ≥ 1 : Tp(fn+1) ∨ ‖dn‖ > δλ}.
On the set {ν <∞, σ =∞} one has by (2.1) that:
‖µfν∧σ‖̺ ≥ ‖fν∧σ‖̺ − ‖fµ−1‖̺ − ‖dµ‖̺
> (βλ)̺ − λ̺ − (δλ)̺ = (β̺ − 1− δ̺)λ̺.
We show that
‖Tp(µfν∧σ)‖∞ ≤ 2
1
̺ δλ.(3.5)
On the set {µ ≥ σ} one has Tp(µfν∧σ) = 0. On the set {µ < σ} one has:
[Tp(
µfν∧σ)]̺ = [Tp(
µ∧σfν∧σ)]̺ = [Tp(f
ν∧σ − fµ∧σ)]̺
≤ [Tp(fν∧σ)]̺ + [Tp(fµ∧σ)]̺,
using that if X is r-normable, then Lp(Ω, X) is ̺-normable. By definition of
σ one has Tp(f
ν∧σ) ≤ δλ and Tp(fµ∧σ) ≤ δλ, from which (3.5) follows.
We obtain:
P(f∗ > βλ, T ∗p (f) ∨ d∗ ≤ δλ) = P(ν <∞, σ =∞)
≤ P(‖µfν∧σ‖ > (β̺ − 1− δ̺) 1̺λ)
≤ P(‖µfν∧σ‖ > 2− 1̺ δ−1(β̺ − 1− δ̺) 1̺ ‖Tp(µfν∧σ)‖∞).(3.6)
As β and δ satisfy (3.3) we have A = 2−
1
̺ δ−1(β̺ − 1− δ̺) 1̺ . Thus it follows
from assumption (3.2) that
P(‖µfν∧σ‖ > 2− 1̺ δ−1(β̺ − 1− δ̺) 1̺ ‖Tp(µfν∧σ)‖∞ |µ <∞)
= P(µfν∧σ > A‖Tp(µfν∧σ)‖∞ |µ <∞)
DECOUPLING 15
= P(µ <∞)−1
∞∑
k=1
P(µfν∧σ > A‖Tp(µfν∧σ)‖∞ |µ = k)P(µ = k)
≤ bP(µ <∞)−1
∞∑
k=1
P(µ = k) = b.
As µfν∧σ = 0 on {µ =∞} we have:
‖µfν∧σ‖ ≤ 2− 1̺ δ−1(β̺ − 1− δ̺) 1̺ ‖Tp(µfν∧σ)‖∞
on that set. Combining the above we obtain:
P(‖µfν∧σ‖ > 2− 1̺ δ−1(β̺ − 1− δ̺) 1̺ ‖Tp(µfν∧σ)‖∞)
≤ bP(µ <∞) = bP (f∗ > λ),
which, when inserted in equation (3.6), gives (3.4). 
Remark 3.3. Suppose X is a Banach space, i.e. r = 1. In [23] it has been
demonstrated how extrapolation results can be obtained from BMO-type as-
sumptions like (3.2) in Lemma 3.2. In particular, from Corollary 6.3 and
Proposition 7.3 in [23] one can deduce that if assumption (3.2) is satisfied,
then there exists a constant cX,b,p such that for all 1 ≤ q <∞ and all f ∈ D∞
one has:
‖f∗‖q ≤ cX,b,pq‖Tp(f)‖q.
Observe that for q ≥ p we have ‖Tp(f)‖q ≤ ‖g‖q by the conditional Ho¨lder’s
inequality, where g is a decoupled sum sequence of f . However, it seems that
this approach fails when q < p as well as in the more general setting that we
consider in Theorem 4.1. Thus we proceed in a different manner.
Let Φ : R+ → R+ be an arbitrary yet fixed non-decreasing continuous
function satisfying Φ(0) = 0. Moreover, we assume there exists a q ∈ (0,∞)
such that
Φ(st) ≤ sqΦ(t), for all s, t ∈ R+.(3.7)
The set of all such functions is referred to as Fq in [29].
Proposition 3.4. Let p ∈ (0,∞). Let D∞, Φ and q be as defined above, and
again set ̺ := min{r, p}. Suppose that (3.2) holds for some b ∈ (0, 2− 2p̺ +p−1)
and some A > 0. Then for all f ∈ D∞ we have
EΦ(f∗) ≤ CX,r,p,qEΦ(‖g‖),
where g is a decoupled sum sequence of f and CX,r,p,q as in (3.20) below. In
particular, for r = 1 and p ≥ 1 one can take
CX,1,p,q = 2
2q+2
[
2p+q+1(2q + 1) [2A+ 1]
q
[
1− [2p+1b]− 1q
]−q
+ 1
]
.(3.8)
16 SONJA COX AND MARK VERAAR
For a positive random variable we can write EΦ(ξ) =
∫∞
0
P(ξ > λ) dΦ(λ),
where the integral is of Lebesgue-Stieltjes type.
Proof. Let f ∈ D∞ be given. The Davis decomposition of (dn)n≥1 is given by
dn = d
′
n + d
′′
n where d
′
1 := 0, d
′′
1 := d1 and for n ≥ 2:
d′n = dn1{‖dn‖≤2d∗n−1} and d
′′
n = dn1{‖dn‖>2d∗n−1},
and f ′n =
∑n
k=1 d
′
k and f
′′
n =
∑n
k=1 d
′′
k. It follows from Lemma 2.7 that
f ′, f ′′ ∈ D∞ and that F∞-decoupled tangent sequences of (d′n)n≥1 and (d′′n)n≥1
are given by e′1 := 0, e
′′
1 := e1 and for n ≥ 2:
(3.9) e′n = en1{‖en‖≤2d∗n−1}, and e
′′
n = en1{‖en‖>2d∗n−1}.
Moreover, the random variable d′n is bounded by the Fn−1-measurable random
variable 2d∗n−1. On the other hand, for the sequence (d
′′
n)n≥1 we have on the
set {‖dn‖ > 2d∗n−1}, n ≥ 2,
(2̺ − 1)‖d′′n‖̺ + (2d∗n−1)̺ ≤ (2̺ − 1 + 1)‖d′′n‖̺ ≤ 2̺(d∗n)̺,
whence ‖d′′n‖̺ ≤ (1− 2−̺)−1[(d∗n)̺ − (d∗n−1)̺] and thus
‖f ′′‖r ≤
∞∑
n=1
‖d′′n‖r ≤ (1− 2−̺)−1(d∗)̺(3.10)
(for ̺ = 1 see [14] or [8, inequality (4.5)]).
By (3.10) and due to the fact that Φ is non-decreasing we have:
EΦ(f∗) ≤ EΦ(2 1̺−1[f ′∗ + f ′′∗]) ≤ EΦ(2 1̺−1[f ′∗ + (1− 2−̺)− 1̺ d∗])
=
∫ ∞
0
P(2
1
̺
−1[f ′∗ + (1 − 2−̺)− 1̺ d∗] > λ) dΦ(λ)
≤ EΦ(2 1̺ f ′∗) +
∫ ∞
0
P(2
1
̺ d∗ > (1− 2−̺) 1̺λ) dΦ(λ).
Using Lemma 2.6 and the Le´vy inequality applied conditionally (Lemma 2.2)
we can estimate the right-most term in the above:
(3.11)∫ ∞
0
P(d∗ > 2−
1
̺ (1− 2−̺) 1̺ λ) dΦ(λ) ≤ 2
∫ ∞
0
P(e∗ > 2−
1
̺ (1− 2−̺) 1̺ λ) dΦ(λ)
≤ 4
∫ ∞
0
P(‖g‖ > 21− 2̺ (1− 2−̺) 1̺λ) dΦ(λ)
= 4EΦ(2
2
̺
−1(1− 2−̺)− 1̺ ‖g‖).
Therefore, we conclude that
(3.12) EΦ(f∗) ≤ 2 q̺EΦ(f ′∗) + 2 2q̺ −q+2(1 − 2−̺)− q̺EΦ(‖g‖),
with q as in (3.7). It remains to estimate EΦ(f ′∗), for which we use Lemma
3.2.
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Set
β :=
[
2
2p
̺
−p+1b
]− 1
q
,
we have β > 1 because b < 2−
2p
̺
+p−1. Setting δ̺ := (2A̺ + 1)−1(β̺ − 1) it
follows that β and δ satisfy the conditions of Lemma 3.2.
We follow the proof of [29, Lemma 2.2] to show that one has
(3.13)
P(f ′∗ ≥ βλ, g′∗ < δ2λ)
≤ bP(f ′∗ ≥ λ) + P(2d∗ ≥ δ2λ) + (1 − 2p−
2p
̺ )P(f ′∗ ≥ βλ),
where δ2 := 4
− 1
ρ δ and g′ =
∑
n≥1 e
′
n. Indeed,
P(f ′∗ ≥ βλ, g′∗ < δ2λ) ≤ P(f ′∗ ≥ βλ, T ∗p (f ′) < δλ, 2d∗ < δ2λ) + P(2d∗ ≥ δ2λ)
+ P(f ′∗ ≥ βλ, T ∗p (f ′) ≥ δλ, 2d∗ < δ2λ, g′∗ < δ2λ).(3.14)
As δ2 ≤ δ it follows from the definition of (d′n)n≥1 and from Lemma 3.2 that
for the first probability on the right-hand side of (3.14) one has:
P(f ′∗ ≥ βλ, T ∗p (f ′) < δλ, 2d∗ < δ2λ) ≤ P(f ′∗ ≥ βλ, T ∗p (f ′) < δλ, d′∗ < δλ)
≤ bP(f ′∗ ≥ λ).(3.15)
In order to deal with the last probability in (3.14), observe that f ′∗, d∗ and
T ∗p (f
′) are all F∞-measurable. Thus by conditioning on F∞ we obtain
E[1{f ′∗≥βλ,T∗p (f ′)≥δλ,2d∗<δ2λ}P(g
′∗ < δ2λ | F∞)].(3.16)
By Lemma 2.5 we have:
P(g′∗ < δ2λ | F∞) ≤ 1− 2p−1
[
2−
2p
̺
+2 − (δ2λ)
p + E[(e′∗)p | F∞]
E(‖g′‖p | F∞)
]
,
observing that up/̺ = 2
p
̺
−1 as p ≥ ̺. Note that E(‖g′‖p | F∞) = Tp(f ′) and
by (3.9) we have e′∗ ≤ 2d∗, and thus on the set
S := {f ′∗ ≥ βλ, T ∗p (f ′) ≥ δλ, 2d∗ < δ2λ}
one has:
P(g′∗ < δ2λ | F∞) ≤ 1− 2p−1
[
2−2
p
̺
+2 − 2(δ2λ)
p
(δλ)p
]
= 1− 2p− 2p̺ .
Therefore we find:
E[1SP(g
′∗ < δ2λ | F∞)] ≤ E[1S(1− 2p−
2p
̺ )] ≤ (1− 2p− 2p̺ )P(f∗ ≥ βλ).
(3.17)
Combining equations (3.14), (3.15), (3.16) and (3.17) gives (3.13).
It follows from (3.13) that
P(f ′∗ ≥ βλ)
≤ bP(f ′∗ ≥ λ) + P(2d∗ ≥ δ2λ) + (1− 2p−
2p
̺ )P(f ′∗ ≥ βλ) + P(g′∗ ≥ δ2λ).
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Collecting terms and integrating with respect to dΦ(λ) gives that
EΦ(f ′∗/β) ≤ 2 2p̺ −p[bEΦ(f ′∗) + EΦ(2d∗/δ2) + EΦ(g′∗/δ2)].
From this we see that, because Φ is non-decreasing,
EΦ(f ′∗) = EΦ(βf ′∗/β) ≤ βqEΦ(f ′∗/β)
≤ 2 2p̺ −pβq[bEΦ(f ′∗) + EΦ(2d∗/δ2) + EΦ(g′∗/δ2)].
Our choice of β was such that 2
2p
̺
−pβqb = 12 . As δ2 = 4
− 1
̺ δ we have:
(3.18)
EΦ(f ′∗) ≤ 2 2p̺ −p+1βq[EΦ(2d∗/δ2) + EΦ(g′∗/δ2)]
≤ 2 2p̺ −p+ 2q̺ +1(β/δ)q [2qEΦ(d∗) + EΦ(g′∗)].
As before in (3.11) one can prove that EΦ(d∗) ≤ 2 q̺−q+2EΦ(‖g‖). By the
Le´vy inequality we obtain EΦ(g′∗) ≤ 2 q̺−q+1EΦ(‖g′‖). By Corollary 2.3 and
the definition of (e′n)n≥1 we have:
(3.19)
EΦ(‖g′‖) = E
∫ ∞
0
P
(∥∥∥ n∑
k=1
1{‖ek‖≤d∗k−1}ek
∥∥∥ > λ ∣∣∣F∞)dΦ(λ)
≤ 2
∫ ∞
0
P
(∥∥∥ n∑
k=1
ek
∥∥∥ > 21− 1̺λ ∣∣∣F∞)dΦ(λ) ≤ 2 q̺−q+1EΦ(‖g‖).
Combining equations (3.12) and (3.18) with the estimates above gives:
EΦ(f∗) ≤ CX,r,p,qEΦ(‖g‖),
for all f ∈ D∞, where
CX,r,p,q = 2
2q
̺
−q+2
[
2
2p
̺
−p+ 2q
̺
−q+1(22q + 2
q
̺ )(β/δ)
q
̺ + (1− 2−̺)− q̺ ],(3.20)
and
β/δ = [2A̺ + 1]
1
̺
[
1− [2 2p̺ −p+1b]− ̺q
]− 1
̺
.

Finally, we recall the following lemma, which can be proven like [15, Corol-
lary 6.4.3]. The inequalities in this lemma are to be interpreted in the sense
that the left-hand side is finite whenever the right-hand side is so.
Lemma 3.5. Let X be an r-normable quasi-Banach space. Suppose that there
exists a C ≥ 0 such that for every complete probability space (Ω, (Fn)n≥1,A,P)
and every (Fn)n≥1-adapted X-valued sequence (fn)n≥1, where fn − fn−1 is
Fn−1-conditionally symmetric for all n ≥ 1 (f0 ≡ 0), and every decoupled
sum sequence g of f we have:
EΦ(f∗n) ≤ CEΦ(g∗n), n ≥ 1.
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Then for every complete probability space (Ω, (Fn)n≥1,A,P) and every X-
valued sequence (fn)n≥1 adapted to (Fn)n≥1 we have:
EΦ(f∗n) ≤ 2
q
r (21+
q
rC + 1)EΦ(g∗n), n ≥ 1,
where q is as in (3.7). The same result holds with f∗n and g
∗
n replaced by fn
and gn in both the assumption and the assertions.
4. p-Independence and the decoupling constant
The p-independence of the decoupling inequality follows from taking Φ(s) =
sq in Theorem 4.1 below.
Theorem 4.1. Let X be an r-normable quasi-Banach space in which the
decoupling inequality (1.1) holds for some p ∈ (0,∞), then for Φ : R+ → R+
continuous, satisfying Φ(0) = 0 and with q as in (3.7), there exists a constant
K = KX,r,p,q such that for all complete probability spaces (Ω,A, (Fn)n≥1,P)
and (Fn)n≥1-adapted sequences (fn)n≥1 one has:
EΦ(‖fn‖) ≤ KEΦ(‖gn‖) and EΦ(f∗n) ≤ KEΦ(g∗n), n ≥ 1,(4.1)
where g is a F∞-decoupled sum sequence of f .
Now assume X is a Banach space and p ≥ 1. Then the constant K can be
estimated by:
K ≤ eq2 3qp +p+7q+7Dqp(X)
(
q
p
)q
,(4.2)
and in particular,
Dq(X) ≤ e2
3
p
+ p
q
+7+ 7
qDp(X)
q
p ,(4.3)
for all q ∈ (0,∞).
We interpret (4.1) in the sense that the left-hand side is finite whenever
the right-hand side is so.
Proof. By assumption the decoupling inequality holds in the r-normable quasi-
Banach space X for some p ∈ (0,∞). Lemma 3.5 states the following:
If there exists a constant CX,r,p,q such that for every complete probability
space (Ω, (Fn)n≥1,A,P) and every (Fn)n≥1-adapted f for which dn is Fn−1-
conditionally symmetric for all n ≥ 1 one has:
EΦ(f∗) ≤ CX,r,p,qEΦ(‖g‖),(4.4)
where g is a decoupled sum sequence of f , then (4.1) holds with
KX,p,q = KX,r,p,q ≤ 2
q
r (21+
q
rCX,r,p,q + 1).(4.5)
Fix a complete probability space (Ω, (Fn)n≥1,A,P). We wish to apply Propo-
sition 3.4; i.e. we wish to prove that assumption 3.2 is satisfied for b ∈
(0, 2−
2p
̺
+p−1) and some A > 0 (independent of the probability space), where
̺ = min{r, p}. Let (fn)n≥1 ∈ D∞ where D∞ is as defined on page 13, and
20 SONJA COX AND MARK VERAAR
let g be a decoupled sum sequence of f on (Ω,A,P). Pick 0 ≤ k ≤ l and
let B ∈ Fk. Observe that Tp(kf l1B) = Tp(kf l)1B. By applying Chebyshev’s
inequality in the final line we obtain:
(4.6)
P({‖kf l‖ > A‖Tp(kf l)‖∞} ∩B) = P(‖kf l1B‖ > A‖Tp(kf l)‖∞1B)
≤ P(‖kf l1B‖ > A‖Tp(kf l)1B‖∞)
≤ A−p‖Tp(kf l)1B‖−p∞ ‖kf l1B‖pp.
By Lemma 2.7 we have that (kgln1B)n≥1 is a decoupled sum sequence of
(kf ln1B)n≥1. Thus, because the decoupling inequality holds in X for p, we
have:
(4.7)
‖kf l1B‖pp ≤ Dpp,X‖kgln1B‖pp = Dpp,X‖Tp(kf ln1B)‖pp
= Dpp,X‖Tp(kf ln1B)1B‖pp ≤ Dpp,X‖Tp(kf ln1B)‖p∞P(B).
By picking b ∈ (0, 2− 2p̺ +p−1) and setting A = b− 1pDp(X) one obtains:
P({‖kf l‖ > A‖Tp(kf l)‖∞} ∩B) ≤ bP(B).
Thus condition (3.2) in Proposition 3.4 is satisfied, and therefore (4.4) holds
for all f ∈ D∞ with a constant CX,p,q,r as given in that proposition. For
general (Fn)n≥1-adapted sequences (fn)n≥1 with decoupled sum sequence g
defined on (Ω,A,P) such that dn is Fn−1-conditionally symmetric for all n ≥
1, we can reduce to the former case as follows:
EΦ(f∗)
(i)
≤ lim inf
j→∞
EΦ
(
sup
n≥1
∥∥∥ n∨j∑
k=1
dk1‖dk‖≤j
∥∥∥)
(ii)
≤ CX,p,q,r lim inf
j→∞
EΦ
(∥∥∥ j∑
k=1
ek1‖ek‖≤j
∥∥∥) (iii)≤ 2 qr−q+1CX,p,q,rEΦ‖g‖.
In (i) we used Fatou’s lemma. We applied (4.4) in (ii), where we use that
by Lemma 2.7 (ek1‖ek‖≤j)
n
k=1 is a F∞-conditionally symmetric decoupled
tangent sequence of (dk1‖dk‖≤j)
n
k=1. In (iii) we used Corollary 2.3 as in (3.19).
We have thus proven that (4.4) holds for an arbitrary yet fixed complete
probability space, with a constant CX,r,p,q independent of the probability
space. This completes the proof of inequality (4.1).
In order to obtain the estimate on the constant in the decoupling inequality
as provided by equation (4.2) it is necessary to optimize our choice of b. If
r = 1 and p ≥ 1 then one can pick b = 2−p−1(1 + pq )−q, whence
A = 21+
1
p (1 + pq )
q
pDp(X) ≤ e21+
1
pDp(X).
Entering this in equation (3.8) in Proposition 3.4 leads to the following esti-
mate for the constant in (4.4):
CX,1,p,q ≤ 22q+2
[
2p+q+1(2q + 1)
[
e22+
1
pDp(X) + 1
]q (
q
p
)q
+ 1
]
,(4.8)
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which, in combination with (4.5) and some rough estimates, leads to equation
(4.2).
It may be shown that with the proof as provided here the order of the
constant in equation (4.2) (in terms of q) may not be improved by choosing
a different value for b. Moreover, one may show that a good choice for b if
̺ = min{r, p} < 1 is given by b = 2− 2pr +p−1(1 + pq )−
q
r . 
From the proof above we obtain a somewhat stronger result, i.e. a maximal
inequality for conditionally symmetric adapted sequences:
Corollary 4.2. Let X be a Banach space in which the decoupling inequality
(1.1) holds for some p ∈ (0,∞), then for every Φ as defined in the introduction
and every (Fn)n≥1-adapted X-valued sequence (fn)n≥1 such that dn is Fn−1-
conditionally symmetric for all n ≥ 1 one has:
EΦ(f∗n) ≤ CX,r,p,qEΦ(gn), n ≥ 1,
where g is a decoupled sum sequence of f and CX,r,p,q is as given in (4.8).
Remark 4.3. From the proof of Theorem 4.1 it follows that in order to check
whether a (quasi-)Banach space satisfies the decoupling inequality it suffices
to check whether the following weak estimate holds: for some p ∈ (0,∞) and
some b ∈ (0, 1) there exists an A = A(b,X, r, p) such that
sup
f∈D∞
sup
0≤k≤l
sup
B∈Fk,B 6=∅
P(‖kf l‖ ≥ A‖Tp(kf l)‖∞ |B) ≤ b.
After all, if this holds for some b ∈ (0, 1), there will be a p ∈ (0,∞) such that
b ≤ 2− 2pr −1. We then take Φ = xp in Proposition 3.4 (i.e. q = p) and obtain
that (4.4) holds for f ∈ D∞ on a arbitrary yet fixed complete probability
space (Ω, (Fn)n≥1,A,P). By the same arguments as in the proof of Theorem
4.1 above we find that the decoupling inequality holds in p for X , and thus, by
Theorem 4.1, X is a Banach space for which the decoupling inequality holds.
Corollary 4.4. If X is a umd space, then the decoupling inequality holds.
Proof. As explained in the introduction, if X is a umd space then (1.3) holds
for all martingale difference sequences and for all p ∈ (1,∞). Therefore,
by Lemma 3.5 and Theorem 4.1 every umd space satisfies the decoupling
inequality. 
The lemma below implies that the decoupling property is a super-property:
if X is a quasi-Banach space satisfying the decoupling inequality and Y is a
quasi-Banach space that is finitely representable in X , then Y satisfies the
decoupling inequality and Dp(Y ) ≤ Dp(X), p ∈ (0,∞). For the definition of
finite representability we refer to [1].
Lemma 4.5. A quasi-Banach space X satisfies the decoupling inequality in
p ∈ (0,∞) with constant Dp(X) if and only if (1.1) in Definition 1.2 holds
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with constant Dp(X) for every finitely-valued X-valued (Fn)n≥1-adapted finite
sequence f = (fk)
n
k=1, for any probability space (Ω,A, (Fn)n≥1,P).
Proof. Fix p ∈ (0,∞). It is clear from the definition that it suffices to con-
sider finite sequences. Let (Ω,A, (Fn)n≥1,P) be a probability space and let
(fk)
n
k=1 be a X-valued, (Fk)nk=1-adapted Lp-sequence, and let (gk)nk=1 be the
decoupled sum sequence of (fk)
n
k=1. By strong measurability we may assume
that (fk)
n
k=1 and (gk)
n
k=1 take values in a separable subspace X0 ⊆ X . Let
(xn)n≥1 be a dense subset of X0 such that x1 = 0. For m ∈ N we define
φm : X → R by
φm(x) = min
1≤n≤m
{‖x− xn‖ : ‖xn‖ ≤ ‖x‖}.
For n,m ∈ N, n ≤ m define En,m := {x ∈ X : ‖x − xn‖ = φm(x)}. Define
ψm : X → {x1, . . . , xm} by
ψm(x) = xn; x ∈ En,m \
n−1⋃
j=1
Ej,m.
Clearly, ψm is B(X)-measurable. Moreover, for all x ∈ X one has ‖ψm(x) −
x‖ → 0 as m → ∞, and ψm(x) ≤ ‖x‖. Thus by the dominated convergence
theorem we have ψm(fk)→ fk and ψm(gk)→ gk in Lp(X), for all k = 1, . . . , n.
By Lemma 2.7, ψm(gk) is the decoupled sum sequence for ψm(fk) for all
m ∈ N, so if (1.1) holds for the pairs ψm(fk) and ψm(gk) for all m with
some constant Dp, then it also holds for (fk)
n
k=1 and (gk)
n
k=1 with the same
constant. 
Corollary 4.6. Let Y be a space for which the decoupling inequality (1.1)
holds. Let (S,Σ, µ) be a nonzero measure space and let q ∈ (0,∞). Then
X = Lq(S;Y ) satisfies the decoupling inequality. Moreover, Dp(L
p(S;Y )) =
Dp(Y ).
Proof of Corollary 4.6. By Lemma 4.5 it suffices to consider finite sequences
taking values in a finite subset of Lp(S;Y ). Thus without loss of generality we
may assume that (S,Σ, µ) is σ-finite. Then the proof follows from Theorem 4.1
by the same method as in [13, Theorem 14], where q = 1 has been considered.

In particular, we have the following examples.
Example 4.7. Let (Si,Σi, µi) be a measure space and let qi ∈ (0,∞) for 1 ≤
i ≤ n. Let X = Lq1(S1;Lq2(S2; . . . Lqn(Sn))), then the decoupling inequality
holds for X. Note these spaces are not umd spaces if qi ≤ 1 for some i.
Example 4.8. Let (S,Σ) be a measurable space. Let X be the space of
bounded σ-additive measures on (S,Σ) equipped by the variation norm. Then
DECOUPLING 23
X is a Banach lattice where µ1 ≤ µ2 if µ1(A) ≤ µ2(A) for all A ∈ Σ. More-
over, X is an abstract L1-space and hence by [2, Theorem 4.27], the decoupling
property holds for X.
A consequence of Corollary 4.6 is the following result for Hilbert spaces X .
Corollary 4.9. Let X be a Hilbert space. Then for every p ∈ [1,∞] and
every adapted X-valued f in Lp(Ω;X) one has:
‖fn‖p ≤ DR‖gn‖p,
for all n ∈ N, where g is a decoupled sum sequence of f and DR as in (1.2).
Using this we prove a similar statement for estimates of type (4.1), see
inequality (4.9). Note that it has been proven that a Hilbert space X satisfies
the decoupling inequality in [15, Corollary 6.4.3], but it has not been proven
that the constantsDp(X) are uniformly bounded. It seems that the arguments
of [28], [15, Chapter 7] do not extend to the vector-valued situation and a
different argument is used.
Proof. Let X be a Hilbert space. Let p ∈ [1,∞) be given and let f be an
adapted X-valued Lp-sequence. Because f is strongly measurable we may
assume that X is separable. As every separable Hilbert space is isometrically
isomorphic to a closed subspace of ℓ2 we may assume f to be an adapted ℓ2-
valued Lp-sequence. It is known that ℓ2 embeds isometrically in Lp(0, 1) for
all 1 ≤ p < ∞ (see [1, Proposition 6.4.13]), let Jp : ℓ2 → Lp(0, 1) denote this
isometric embedding. Let g be a decoupled sum sequence of f . Observe that
Jpf is an adapted L
p(0, 1)-valued Lp-sequence with decoupled sum sequence
Jpg. By equation (1.2) in the introduction and Corollary 4.6 it follows that,
for all n ≥ 1,
‖fn‖Lp(Ω;ℓ2) = ‖Jpfn‖Lp(Ω;Lp(0,1)) ≤ DR‖Jpgn‖Lp(Ω;Lp(0,1)) = DR‖gn‖Lp(Ω;ℓ2).

Remark 4.10. We mention some direct consequences of Corollary (4.9). Let
X be a Hilbert space.
(i) Let Φ be fixed and q as in (3.7). By Corollary 4.9 we have Dq(X) ≤
DR; using this and substituting p = q in (4.2) we obtain:
EΦ(‖f‖) ≤ eq211+8q[DR]qEΦ(‖g‖),(4.9)
for all X-valued sequences f . As mentioned in the introduction, this
improves [15, Corollary 6.4.3] where this estimate has been proven
without giving a bound on the constant.
(ii) In [28, Section 6] it has been observed that if Dp(X) is uniformly
bounded in p then using Taylor expansions one obtains estimates for
EΦ(‖fn‖) even if Φ does not satisfy (3.7). This applies for example to
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the exponential function. I.e. by Corollary 4.9 and Taylor expansions
one has:
E exp(‖fn‖) ≤ E exp(DR‖gn‖),
for all X-valued adapted sequences f . For the real case this estimate
also follows for mean-zero sequences from a result in [15, Section 6.2]
(with constant 2 instead of DR).
We conclude this section with some observations. In [22, p. 105] it has been
proven that c0 does not have the decoupling property by proving that for any
dimension d one has Dp(ℓ
∞
(d)) ≥ 4−1K−1p,2 [ log dlog 2 ]
1
2 where Kp,2 is the optimal
constant in the Kahane-Khintchine inequality. We have the following upper
estimate for Dp(ℓ
∞
(d)) for p large:
Corollary 4.11. Let d ∈ N and p ≥ log dlog 2 , then Dp(ℓ∞(d)) ≤ 2DR.
Proof. Recall from Corollary 4.6 that Dp(ℓp) = DR and hence for any ℓ
∞
(d)
valued Lp-sequence f with decoupled sum sequence g and any n ∈ N, one has
by Ho¨lder’s inequality:
(E‖fn‖pℓ∞
(d)
)
1
p ≤ (E‖fn‖pℓp
(d)
)
1
p ≤ DR(E‖gn‖pℓp
(d)
)
1
p
≤ DRd
1
p (E‖gn‖pℓ∞
(d)
)
1
p ≤ 2DR(E‖gn‖pℓ∞
(d)
)
1
p .

Remark 4.12. As in [29] the Lp-norms in the decoupling inequality (1.1)
can be replaced by certain rearrangement invariant quasi-norms: Let X be a
quasi-Banach space satisfying the decoupling inequality and let Y be a (p, q)-
K-interpolation space for some 0 < p, q < ∞ on some complete probability
space (Ω,Σ,P). Then there exists a constant D such that for all sequences
(fn)n≥1 for which ‖fn‖X ∈ Y for all n ≥ 1, with decoupled sum sequence
(gn)n≥1 one has: ∥∥‖fn‖X∥∥Y ≤ D∥∥‖gn‖X∥∥Y , for all n ≥ 1.
The proof of this statement is entirely analogous to [29, Corollary 1.4]. Ex-
amples of (p, q)-K-interpolation spaces include all (p, q)-interpolation spaces
with 1 ≤ p, q ≤ ∞ and the Lorentz spaces Lp,q for 0 < p, q <∞. Recall that
a rearrangement invariant space Y is an (p, q)-interpolation space if the Boyd
indices p0, q0 satisfy p < p0, q > q0 [5].
Remark 4.13. Let X be a umd space and let H be the Hilbert transform
on Lp(R;X) (or equivalently the periodic Hilbert transform on Lp(0, 2π;X)).
The estimate ‖H‖L(Lp(R;X)) ≤ βp(X)2, where βp(X) is the umd constant of
X , is the usual estimate in the literature (see [21, 11]). As the proofs in [21]
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and [11] involve only Paley-Walsh martingales, it follows that one actually
has:
‖H‖L(Lp(R;X)) ≤ Cp(X)Dp(X),
where Cp(X) and Dp(X) are as in (1.3). Recall that max{Cp(X), Dp(X)} ≤
βp(X). Moreover, the behavior of Dp(X) as p ↓ 1 is better than βp(X). In-
deed, according to Theorem 4.1 one has supp∈[1,2]Dp(X) <∞, but βp(X)→
∞ as p ↓ 1. Although we do not know whether supp∈[2,∞)Dp(X) <∞, still a
similar behavior occurs for the norm of H as p→∞. This follows from a du-
ality argument. Indeed, recall that X∗ is a umd space again, and if p ∈ [2,∞),
then with 1/p+ 1/p′ = 1, we find:
‖H‖L(Lp(R;X)) = ‖H∗‖L(Lp′(R;X∗)) ≤ Cp′(X∗)Dp′(X∗).
Now supp∈[2,∞)Dp′(X
∗) < ∞. Moreover, Cp′(X∗) ≤ βp′(X∗) ≤ βp(X) by a
duality argument.
5. Applications to stochastic integration
In this section let X be a Banach space, (Ω, (Ft)t≥0, P ) a complete proba-
bility space and H a real separable Hilbert space.
Recall from the introduction that it has been proven independently by both
Hitczenko [26] and McConnell [38] that X is a umd space if and only if the
two-sided decoupling inequality holds for 1 < p < ∞. It has been shown
in [41] how this two-sided decoupling inequality leads to a generalization of
the Burkholder-Davis-Gundy inequalities for X-valued stochastic integrals for
1 < p < ∞ (inequality (5.2) below). A variant of the decoupling inequality
considering only conditionally symmetric sequences, presented in [26, Theo-
rem 3’], will allow us to obtain continuous time inequalities for umd spaces
for p ∈ (0,∞) (see Theorem 5.4 below). The same technique can be applied
to obtain one-sided Burkholder-Davis-Gundy inequalities for spaces in which
the decoupling inequality holds.
Before formulating the generalized Burkholder-Davis-Gundy inequalities
we recall some theory on stochastic integration in Banach spaces as introduced
in [41].
An H-cylindrical (Ft)t≥0-Brownian motion is a mapping
WH : L
2(0, T ;H)→ L2(Ω)
with the following properties:
(i) for all h ∈ L2(0, T ;H) the random variable WH(h) is Gaussian;
(ii) for all h1, h2 ∈ L2(0, T ;H) we have EWH(h1)WH(h2) = 〈h1, h2〉;
(iii) for all h ∈ H and all t ∈ [0, T ] we have that WH(1[0,t] ⊗ h) is Ft-
measurable;
(iv) for all h ∈ H and all s, t ∈ [0, T ], s ≤ t we have WH(1[s,t] ⊗ h) is
independent of Fs.
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One easily checks that WH is linear and that for all h1, . . . , hn ∈ L2(0, T ;H)
the random variables WH(h1), . . . ,WH(hn) are jointly Gaussian. These ran-
dom variables are independent if and only if h1, . . . , hn are orthogonal in H .
With slight abuse of notation we will write WH(t)h := WH(1[0,t] ⊗ h) for
t ∈ [0, T ] and h ∈ H .
Definition 5.1. A process Ψ : [0,∞) × Ω → L(H,X) is called H-strongly
measurable if for every h ∈ H the process Ψh is strongly measurable. The
process is called (Ft)t≥0-adapted if Ψh is (Ft)t≥0-adapted for each h ∈ H .
The process Ψ is said to be scalarly in L0(Ω;L2(0, T ;H)) if for all x∗ ∈ X∗,
Φ∗x∗ ∈ L0(Ω;L2(0, T ;H)).
To build stochastic integrals of L(H,X)-valued processes we start by con-
sidering (Ft)t≥0-adapted finite rank step processes, i.e. processes of the form
Ψ(t, ω) =
N∑
n=1
1(tn−1,tn](t)
M∑
m=1
hm ⊗ ξnm(ω),(5.1)
where 0 = t0 < t1 < ... < tN = T , ξnm ∈ L0(Ftn−1 ;X) and (hm)m≥1 is
an orthonormal system in H . If WH is an H-cylindrical (Ft)t≥0-Brownian
motion, then the stochastic integral process of Ψ with respect to WH is given
by: ∫ t
0
Ψ dWH =
N∑
n=1
M∑
m=1
(WH(tn ∧ t)hm −WH(tn−1 ∧ t)hm)ξnm,
for t ∈ [0, T ]. Note that t 7→ ∫ t0 Ψ dWH is continuous almost surely. For
general Banach-space valued processes the stochastic integral is defined as
follows:
Definition 5.2. Let WH be an H-cylindrical (Ft)t≥0-Brownian motion. An
H-strongly measurable (Ft)t≥0-adapted process Ψ : [0, T ]× Ω → L(H,X) is
called stochastically integrable with respect to WH if there exists a sequence
of finite rank (Ft)t≥0-adapted step processes Ψn : [0, T ]×Ω→ L(H,X) such
that:
(i) for all h ∈ H we have limn→∞Ψnh = Ψh in measure on [0, T ]× Ω;
(ii) there exists a process ζ ∈ L0(Ω;C([0, T ];X)) such that
lim
n→∞
∫ ·
0
Ψn dWH = ζ in L
0(Ω;C([0, T ];X)).
We define
∫ ·
0
Ψ dWH := ζ.
The γ-radonifying operators defined below generalize the concept of Hilbert-
Schmidt operators and prove to be useful in the context of vector-valued sto-
chastic integration:
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Definition 5.3. Let X be a Banach space and H a Hilbert space. An oper-
ator R ∈ L(H, X) is said to be a γ-radonifying if there exists an orthonormal
basis (hn)n≥1 of H such that if (γn)n≥1 is a sequence of independent Gauss-
ian random variables on Ω, the Gaussian series
∑N
n=1 γnRhn converges in
L2(Ω, X). We define
‖R‖γ(H,X) :=
(
E
∥∥∥ ∞∑
n=1
γnRhn
∥∥∥2) 12 .
(One checks that this norm is independent of the orthonormal basis.)
Now we consider the case where H = L2(0, T ;H) and H is a Hilbert space
as before. Let Ψ : [0, T ]× Ω → L(H,X) be H-strongly measurable and such
that a.s. for all x∗ ∈ X∗, Ψ∗x∗ ∈ L2(0, T ;H). Then for almost all ω ∈ Ω we
can define a Pettis integral operator RΨ(ω) ∈ L(H, X) as follows:
RΨ(ω)f :=
∫ T
0
Ψ(t, ω)f(t) dt,
for f ∈ L2([0, T ];H). In the following we simply identify RΨ with Ψ, i.e. we
write Ψ instead of RΨ and set
‖Ψ(·, ω)‖γ(0,T ;H,X) := ‖RΨ(ω)‖γ(L2(0,T ;H),X),
whenever RΨ(ω) ∈ γ(L2(0, T ;H), X).
The following Theorem is an extension of some results presented in [41].
We prove it by using the decoupling inequalities (5.4) and the inequality
in Remark (3.3). Note that we write A .t B if there exists a constant C
depending only on a parameter t, such that A ≤ CB. Naturally A &t B
means B .t A and A ht B means A .t B and B .t A.
Theorem 5.4. Let X be a Banach space and H be a separable Hilbert space.
Let WH be an H-cylindrical (Ft)t≥0-Brownian motion. Let Ψ : [0, T ]× Ω →
L(H,X) be an H-strongly measurable and (Ft)t≥0-adapted process which is
scalarly in L0(Ω;L2(0, T ;H)).
(1) If X is a umd space, then the following assertions are equivalent:
(i) Ψ is stochastically integrable with respect to WH ;
(ii) Ψ ∈ γ(0, T ;H,X) a.s.
Moreover, for p ∈ (0,∞) the following continuous time Burkholder-
Davis-Gundy inequalities hold:
E sup
0≤t≤T
∥∥∥ ∫ t
0
Ψ dWH
∥∥∥p hp,X E‖Ψ‖pγ(0,T ;H,X).(5.2)
(2) If X satisfies the decoupling inequality then (ii)⇒ (i) above still holds
and for p ∈ (0,∞) there exists a constant κp,X such that:
E sup
0≤t≤T
∥∥∥ ∫ t
0
Ψ dWH
∥∥∥p ≤ κpp,XE‖Ψ‖pγ(0,T ;H,X),(5.3)
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whenever the right-hand side is finite. Moreover, one can take κp,X
such that supp≥1 κp,X/p <∞.
Remark 5.5. The constants in (5.2) and (5.3) are independent of T , and it
is not difficult to see that one can also take T = ∞. Since every umd space
satisfies the decoupling inequality (see Corollary 4.4), the estimate (5.3) holds
for umd spaces X with the same behavior of the constant κp,X . Already for
X = Lq with q 6= 2, it is an open problem whether the optimal constant κp,X
satisfies supp≥1 κp,X/
√
p <∞. For Hilbert spaces this is indeed the case.
For Theorem 5.4 (1) the equivalence of (i) and (ii) and the Burkholder-
Davis-Gundy inequalities for p > 1 are given in [41, Theorems 5.9 and 5.12].
Thus for the proof it remains to prove the Burkholder-Davis-Gundy inequal-
ities for the case 0 < p ≤ 1. From [26, Theorem 3’] (see also [13, Proposition
2]) we know that if X is a umd space then one has:
‖f∗‖p hp,X ‖g‖p,(5.4)
for all p ∈ (0,∞), for (Fn)n≥1-adapted X-valued Lp-sequences (fn)n≥1 on
some complete probability space such that fn − fn−1 is Fn−1-conditionally
symmetric for all n ≥ 1. The idea of the proof of Theorem 5.4 is taken from
[41, Lemma 3.5]), an alternative approach would be to use the extrapolation
results in [37].
Remark 5.6.
(i) Let (Ω,F ,P, (Fi)ni=0) be a probability space endowed with a filtra-
tion. Let n ∈ N and let g1, . . . , gn be independent standard Gaussian
random variables on (Ω,F ,P, (Fi)ni=1) such that gi is Fi-measurable
and independent of Fi−1. Let (g˜1, . . . , g˜n) be a copy of (g1, . . . , gn)
independent of (Ω,F ,P, (Fi)ni=0). From the proof of Theorem 5.4 it
follows that in order to prove that the Burkholder-Davis-Gundy in-
equality (5.3) is satisfied for processes in a Banach space X , for some
p ∈ (0,∞), it suffices to prove that there exists a constant cp such
that∥∥∥ sup
1≤j≤n
∥∥∥ j∑
i=1
givi−1
∥∥∥∥∥∥
Lp(Ω)
≤ cp
∥∥∥ n∑
i=1
g˜ivi−1
∥∥∥
Lp(Ω×Ω˜,X)
(5.5)
for all (vi)
n−1
i=0 an (Fi)n−1i=0 -adapted sequence of X-valued simple ran-
dom variables and all n ∈ N. For this it is sufficient that the de-
coupling inequality holds for p, but we do not know whether it is
necessary. Similarly, in order to prove (5.2) it suffices to prove that
one has a two-sided estimate in (5.5). For this it is known that it is
necessary and sufficient that X is a umd Banach space (see [21]).
(ii) By studying the proof of [26, Theorem 3’] one may conclude that if
(5.4) holds for some p ∈ (1,∞), it holds for all p ∈ (1,∞). As a result,
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and by considering Paley-Walsh martingales, one can also prove that
if (5.4) holds in a Banach space X for some p ∈ (1,∞), for all X-
valued Lp-sequences f with conditionally symmetric increments, then
X is a umd space.
(iii) If for a Banach space X there exists a p ∈ (1,∞) such that (5.2)
holds for all stochastically integrable processes Φ then X is a umd
space (see [21]).
(iv) Suppose the filtration (Ft)t≥0 in Theorem 5.4 has the form
Ft = σ(WH(s)h : s ≤ t, h ∈ H)
for each t ∈ [0,∞). In this case (5.2) for some p ∈ (0,∞) can be
derived from (5.4) for Paley–Walsh martingales for that p. Similarly,
(5.3) for some p ∈ (0,∞) can be derived from the corresponding one-
sided estimate in (5.4) for Paley–Walsh martingales for that p. This
follows from a central limit theorem argument as in [25, Theorem
3.1]. Conversely, (5.3) implies the one-sided estimate in (5.4) for
Paley–Walsh martingales (see [46]).
Proof. (1): Let p ∈ (0,∞) be fixed and let Ψ be a finite-rank step process
of the form (5.1) with ξnm ∈ L∞(Ftn−1 , X), WH an H-cylindrical (Ft)t≥0-
Brownian motion and let W˜H be a copy of WH that is independent of F∞ =
σ(
⋃
t≥0 Ft). Then(
M∑
m=1
(WH(tn)hm −WH(tn−1)hm)ξnm
)N
n=1
is a F∞-conditionally symmetric sequence and a F∞-decoupled version is
given by
(∑M
m=1(W˜H(tn)hm − W˜H(tn−1)hm)ξnm
)N
n=1
. One has:
E sup
1≤j≤N
∥∥∥ ∫ tj
0
Ψ dWH
∥∥∥p
= E sup
1≤j≤N
∥∥∥ j∑
n=1
M∑
m=1
(WH(tn)hm −WH(tn−1)hm)ξnm
∥∥∥p
(i)
hp,X E
∥∥∥ N∑
n=1
M∑
m=1
(W˜H(tn)hm − W˜H(tn−1)hm)ξnm
∥∥∥p
(ii)
h p,X
(
E
∥∥∥ N∑
n=1
M∑
m=1
(W˜H(tn)hm − W˜H(tn−1)hm)ξnm
∥∥∥2) p2
= E‖Ψ‖pγ(0,T ;H,X),
where equation (i) follows from equation (5.4) and equation (ii) follows by the
Kahane-Khintchine inequality (see [15, Section 1.3]).
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For n ∈ N let Dn be the nth dyadic partition of [0, T ], i.e. Dn := { k2n : k =
0, 1, 2, . . .} ∩ [0, T ] and define D˜n := Dn ∪ {t1, . . . , tN}. Then by the above
one has:
E sup
t∈D˜n
∥∥∥ ∫ t
0
Ψ dWH
∥∥∥p hp,X E‖Ψ‖pγ(0,T ;H,X), n ∈ N.
By the monotone convergence theorem and path continuity of the integral
process one has:
E sup
t∈[0,T ]
∥∥∥ ∫ t
0
Ψ dWH
∥∥∥p = lim
n→∞
E sup
t∈D˜n
∥∥∥ ∫ t
0
Ψ dWH
∥∥∥p hp,X E‖Ψ‖pγ(0,T ;H,X).
Hence equation (5.2) holds for finite-rank step processes.
Now let Ψ be any stochastically integrable process. Suppose
E sup
0≤t≤T
∥∥∥ ∫ t
0
Ψ dWH
∥∥∥p <∞,
then by an approximation argument as in the proof of [41, Theorem 5.12])
one has:
E‖Ψ‖pγ(0,T ;H,X) .p,X E sup
t∈[0,T ]
∥∥∥ ∫ t
0
Ψ dWH
∥∥∥p.
Hence it suffices to prove (5.2) under the assumption that E‖Ψ‖pγ(0,T ;H,X) <
∞. By a straightforward adaptation of the proof of [41, Proposition 2.12] one
can prove that there exists a sequence of finite-rank (Ft)t≥0-adapted step pro-
cesses (Ψn)n≥1 that converges to Ψ in L
p(Ω, γ(0, T ;H,X)). Hence in particu-
lar for all x∗ ∈ X∗, Ψ∗nx∗ → Ψ∗x∗ in L0(Ω;L2(0, T ;H)). Because (5.2) holds
for finite-rank (Ft)t≥0-adapted step processes the sequence
(∫ ·
0 Ψn dWH
)
n≥1
is a Cauchy sequence in Lp(Ω, C([0, T ];X)). In particular (Ψn)n≥1 approxi-
mates the stochastic integral of Ψ in the sense of Definition 5.2 and
E sup
0≤t≤T
∥∥∥ ∫ t
0
Ψ dWH(t)
∥∥∥p = lim
n→∞
E sup
0≤t≤T
∥∥∥ ∫ t
0
Ψn dWH(t)
∥∥∥p
hp,X lim
n→∞
E‖Ψn‖pγ(0,T ;H,X) = E‖Ψ‖pγ(0,T ;H,X).
(2): Suppose X satisfies the decoupling inequality. In this case the proof
for finite-rank (Ft)t≥0-adapted step processes given above can be repeated
using the inequality in Corollary 4.2 instead of equation 5.4. To prove (5.3)
for arbitrary processes we repeat the argument in (1) concerning the case that
E‖Ψ‖pγ(0,T ;H,X) <∞.
However, in order to obtain the estimate supp≥1 κX,p/p < ∞ we use in-
equality (4.3) in the proof of Theorem 4.1 in the following manner: when
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p ∈ [1,∞) we have
E sup
1≤j≤N
∥∥∥ ∫ tj
0
Ψ dWH
∥∥∥p
= E sup
1≤j≤N
∥∥∥ j∑
n=1
M∑
m=1
(WH(tn)hm −WH(tn−1)hm)ξnm
∥∥∥p
≤ cX,2p
∥∥∥E(∥∥∥ j∑
n=1
M∑
m=1
(W˜H(tn)hm − W˜H(tn−1)hm)ξnm
∥∥∥2 ∣∣∣F∞)1/2∥∥∥p
p
= cX,2pE‖Ψ‖pγ(0,T ;H,X).

If X has type 2, then by [42] one has that L2(0, T ; γ(H,X)) →֒ γ(0, T ;X),
hence Theorem 5.4 (2) implies inequality (5.6) below (as was already observed
in [41]). This inequality has been proven for p ∈ (1,∞) in [6], [7] using different
techniques.
Corollary 5.7. If X is a Banach space satisfying the decoupling inequality
(e.g. a umd space) and X has type 2 then for each p ∈ (0,∞) there is a
constant Cp,X such that one has:
E sup
0≤t≤T
∥∥∥ ∫ t
0
Ψ dWH
∥∥∥p ≤ Cp,XE‖Ψ‖pL2(0,T ;γ(H,X)),(5.6)
whenever the right-hand side is finite.
As in Theorem 5.4 one again has supp≥1 Cp,X/p <∞ if Cp,X is the optimal
constant in (5.6). However, in [44] it has been recently proved that one has
supp≥1 Cp,X/
√
p <∞ in (5.6).
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