In this paper we perform a detailed study of the spectral properties of a family of signed transfer operators P ± q associated to the Farey map, where q is a real or complex parameter (inverse temperature). We then extend in several directions the transfer operator approach to the Selberg zeta function for P SL(2, Z) introduced by Mayer. We first obtain a correspondence between the zeroes of the Selberg zeta function and the eigenfunctions of P ± q with eigenvalue λ = 1, which in particular implies that obtained by Mayer. Moreover, our approach naturally leads to study two-variable Ruelle and Selberg zeta functions, ζ(q, z) and Z(q, z), both of which can be written in terms of the Fredholm determinant of a two-parameter family of operators Q q,z associated to the Gauss map. A simple functional relation between these operators then leads to a new correspondence between zeroes and poles of these zeta functions and eigenvalues λ ∈ C \ [0, 1), that is outside the continuous spectrum, of P ± q .
Introduction
The transfer operator approach to the Selberg zeta function for the full modular group P SL(2, Z) introduced by Mayer in [20] led to new interesting interactions between number theory and the thermodynamic approach to dynamical systems. The established correspondence between the zeroes of the Selberg zeta function and the eigenfunctions of the transfer operators for the Gauss map has been subsequently studied in particular in connection with the theory of period functions for cusp and non-cusp forms on P SL(2, Z) in [6, 7, 17] . In this paper we extend the approach in [20] to signed transfer operators P ± q for the Farey map, which is connected to the Gauss map by an induction procedure. This approach clarifies some aspects of the results in [20] , and we are naturally led to the definitions of two-variable Ruelle and Selberg zeta functions for which extensions of Mayer results hold.
We now discuss in details the contents of the paper. The first issue is the study of the signed transfer operators P ± q for the Farey map defined in (2.1). The spectral properties of transfer operators for uniformly expanding maps of an interval are now well understood and depend crucially on the Banach space considered [3] . For sufficiently regular functions it turns out that the transfer operator is quasi-compact, hence the spectrum is made of isolated eigenvalues with finite multiplicity and the essential part, a disk of radius strictly smaller than the spectral radius. However the essential spectral radius depends on the expanding constant ρ of the map and on the degree of regularity of the functions. In particular as ρ → 1 from above, the essential spectral radius converges to the spectral radius. The Farey map F is a prototype of smooth intermittent map on the unit interval [0, 1], being expanding everywhere except that at the origin, a neutral fixed point. Hence for the Farey map ρ = 1, and classical approaches to the spectral properties of its transfer operator fail. As a matter of fact, using ad hoc techniques, the spectrum of the Farey transfer operator when acting on suitable spaces of holomorphic functions has been shown to have an absolutely continuous component given by the unit interval (see [23, 13, 5] ).
Here we consider the family of signed generalised transfer operators P ± q associated to F and defined in (2.4) providing a detailed study of their spectral properties on a space of holomorphic functions on an open domain containing (0, 1). In Section 2, we prove our first main result which is a complete characterisation of the eigenfunctions of P ± q with eigenvalues not embedded in the continuous spectrum (Theorem 2.8). This is obtained in terms of an integral transform defined on the weighted spaces L p ((0, +∞), m q (t)) with dm q (t) = t 2q−1 e −t . A similar approach has been used in [13, 21, 11, 5] . In particular in [5] the Hilbert space L 2 ((0, +∞), m q (t)) has been studied in some detail and the resulting issues are used in this paper. In particular, a simple argument (Proposition 2.1) shows that eigenfunctions of P ± q satisfy the three-term functional equation (2.6), which for λ = 1 is but the Lewis functional equation studied in [17] , where a class of solutions of this equation is proved to be in one-to-one correspondence with the Maass cuspidal and non-cuspidal forms on the full modular group P SL(2, Z). Some of our results, in particular Corollary 2.10, are then generalisations of results in [17] to eigenvalues λ = 1.
In the second part, we use an inducing procedure for F which was first introduced in [22] for a general class of intermittent interval maps. The idea is to consider an induced map G on the interval with respect to the first passage time at a subset of [0, 1] away from the neutral fixed point, and to study the spectral properties of the transfer operators Q of G. Then functional relations between Q and P allow to translate the spectral properties of Q into those of P and viceversa. For applications of this method see also [23, 13, 21] . It is well known that the Farey map is related to number theory, and in particular to the continued fractions expansion of x ∈ [0, 1]. Moreover, if we define G to be the induced map with respect to the first passage time at the interval 1 2 , 1 , it turns out that G is the Gauss map on the unit interval, see (3.1) . In Section 3, following this procedure, we define in (3.4) a two-parameter family of transfer operators Q q,z associated to G and look for functional relations between Q q,z and P ± q . This is obtained in Theorem 3.6 and allows us to obtain a one-to-one correspondence between all eigenfunctions to the eigenvalues ±1 of Q q,z and some eigenfunctions with eigenvalue 1 z of P ± q (Corollary 3.7). Let us recall that the properties of the transfer operators Q q,1 have been already studied in [18, 19, 20, 7] , and also discussed in [17] . In particular, in [20] it is proved that the eigenfunctions with eigenvalues ±1 of Q q,1 are in one-to-one correspondence with the zeroes of the Selberg zeta function for the full modular group P SL(2, Z). In turn, it is the content of Selberg trace formula that the zeroes of the Selberg zeta function are in one-to-one correspondence with the Maass cusp forms and the non-trivial zeroes of the Riemann zeta function, which are related to the Maass non-cuspidal forms. One then obtains a relation between eigenfunctions to the eigenvalues ±1 of Q q,1 and a class of solutions of the Lewis three-term functional equation. This is discussed in [17] and proved without appealing to the Selberg zeta function.
It is one of the aims of this paper to obtain the latter relation from the eigenfunctions of the transfer operators P ± q , thus giving, in the same spirit of [20] , a thermodynamic formalism approach to the period functions studied in [17] . The first step is Theorem 3.6 mentioned above. Notice in particular the term ±cµ x in (3.9). This term is indeed responsible for the restriction to a class of eigenfunctions of P ± q in Corollary 3.7, i.e. to a class of solutions of theLewis functional equation. The second step is the main result of Section 4, Theorem 4.6. We first show that the transfer operators Q q,z are of the trace class on a suitable Banach space, hence the Fredholm determinants det(1 ∓ Q q,z ) are well defined, and the traces can be computed by the same computations as in [18] and [13] . Hence we obtain (4.7), which is contained in [20] for z = 1, and leads to a definition of a two-variable Selberg zeta function Z(q, z). Altogether these steps show that the zeroes of the function Z(q, z) are in one-to-one correspondence with the eigenfunctions of P ± q with eigenvalue 1 z such that the constant c which appears in (3.9) (see also Corollary 2.10) vanishes. In the case z = 1, as a corollary of our results we also obtain a new proof for the characterisation of the zeroes of the function Z(q, 1) in terms of even and odd cusp and non-cusp forms given in [9] . This is the content of Theorem 4.8 in Section 4.1.
In the same Section we also discuss a two-variable Ruelle zeta function ζ(q, z) for the Farey map, defined in (4.2). Our main result is equation (4.8) , which gives an expression of ζ(q, z) again in terms of the Fredholm determinants det(1 ∓ Q q,z ), extending a previous result in [13] . For a discussion of multi-variable zeta functions in dynamical systems and number theory see [15] .
Finally in Section 5 we come back to the Farey map and its relations to number theory. Using a formal manipulation of (4.7) and (4.8), which is similar to the approach in [23] , we obtain an expression for the zeta functions Z(q, z) and ζ(q, z) as exponentials of power series whose coefficients are obtained as sums along lines of the Farey tree (Theorem 5.3). 
Transfer operators for the Farey map
To this map we can associate a family of signed generalized transfer operators P ± q , for a complex parameter q with Re(q) > 0, whose action on a function f (x) : [0, 1] → C is given by a weighted sum over the values of f on the set F −1 (x), namely letting
Since the operators P ± q are defined by multiplication and composition by real analytic maps which extend to holomorphic maps on a neighbourhood of the interval [0, 1], it is natural to consider the action of P ± q on the space H(B) of holomorphic functions on the open domain
We point out that we still denote by x the complex variable. We are interested in the spectral properties of the transfer operators, hence first of all we give a characterisation of the eigenfunctions. To this aim we give some properties of the action of P ± q on H(B). It is useful to consider also the operator J q which is the involution acting as
By definition of involution, any function f ∈ H({Re(x) > 0}) can be written as a sum of eigenfunctions of J q , that is f = ϕ + + ϕ − with J q ϕ + = ϕ + and
is an eigenfunction of P ± q with eigenvalue λ ∈ C \ {0}, then f ∈ H({Re(x) > 0}) and J q f = ±f . In particular if J q f = −f then f (1) = 0. Moreover
Proof. (i) follows simply by the fact that if Re(x) > 0 then both
(ii) The first assertion follows by (i). For the second, by the definition of J q given in (2.5) one easily checks that
Hence if f is an eigenfunction we can rewrite the previous expression substituting P ± q f with λf and the second assertion follows. Finally (2.6) is obtained by using the fact that for eigenfunctions it holds ±(P 1,q f )(x) = ± (J q f )(x + 1) = f (x + 1).
(iii) Let ϕ + and ϕ − be defined as above. They satisfy f = ϕ + + ϕ − and J q ϕ ± = ±ϕ ± . Moreover, one can easily checks that if f satisfies (2.6) with λ ∈ C \ {0} than the same holds true for J q f . Hence also ϕ ± satisfy (2.6) with the same λ, and their invariance properties under J q imply the assertion.
Remark 2.2. Eq. (2.6) has been studied in [16, 17] for λ = 1 in connection with Maass forms on the full modular group P SL(2, Z). Moreover part (iii) of the proposition implies that eq. (2.6) has no solutions for |λ| bigger than both the spectral radii of P ± q . We now introduce a family of spaces H q,µ to which the eigenfunctions of P ± q belong. Throughout this paper we are assuming Re(q) > 0. Let L and L −1 denote the Laplace and inverse Laplace transform, respectively. We recall that
where Γ(ν) is the usual Gamma function, t α + := t α H(t), being H(t) the Heaviside function, and for Re(ν) < 0 we are working with generalised functions. Moreover, we consider the integral transform B q introduced in [13] and defined as
where m q is the absolutely continuous measure on R + defined as m q (dt) = t 2q−1 e −t dt. It is immediate to check that
. We now study the spaces which contain the eigenfunctions of P ± q in terms of the B q transform. 
Remarks 2.4. We give some considerations on the definition of the spaces H p q,µ . First of all to prove that Definition 2.3 is well posed, we extend the definition of the B q transform by means of (2.7) to let
which is well defined for Re(q) > 0 and q = t . Moreover, in this paper a typical example of functions to which we apply the B q transform is
with lim sup n (a n )
. A further consideration is about the term to which we apply B q . This term could be written in many different ways, and actually some of them will be used below. However the main feature of this term that we want to stress is that it can be divided into two parts with respect to the behaviour at the origin: the first part has a singularity at t = 0 + of order t −1 , hence in particular does not belong to
Proposition 2.5. The transfer operators P ± q leave invariant the spaces H 2 q,µ for any µ ∈ C. In particular
where M and N q are linear operators defined by
being J p the Bessel function of order p, and the functionφ q,µ (t) is defined bȳ
Proof. To prove (2.11), we study the action of the transfer operators on the different terms of a function f ∈ H 2 q,µ , for q and µ fixed. First of all, it is immediate that P 0,q
= µ x+1 . It follows that the functionφ q,µ we are looking for has to satisfy
Expression (2.14) follows by a straightforward computation. It remains to prove that the function in the right hand side of (2.14) admits a B q transform. If we differentiate term by term, it follows that for any n ∈ N there exists a positive polynomial p n (t) of degree n such that
From this it follows that the behaviour ofφ q,µ at infinity is slower than e εt for all ε > 0. Moreover
, where ψ(t) = b t + φ(t). Expressions (2.11) have been proved in [8] for functions φ in L 2 (m q ). It remains to prove that the same holds for the term b t . For P 0,q we simply have
For P 1,q we have to prove
Using the power series expansion
for the Bessel function J 2q−1 , we have
It follows that
Moreover,
This completes the proof.
Remark 2.6. Notice that the P 1,q (H 2 q,µ ) is contained in the set of functions which are [5, 8] ), and writing
where the third term makes sense only for Re(q) > 1 2 and the last one for all Re(q) > 0 and t > 0. In particular it follows from (2.15) that N q 1 t is bounded as t → 0 + , and by the last term it is O(t 1−2q ) as t → +∞. Moreover using generalized functions we can write
where J p denotes the Bessel function. Hence given the spaces
and moreover
The spaces K 2 q,µ can be written as
Remark 2.7. Notice that (2.11) holds also on H 1 q,µ for P 0,q but not for
Proof. We use the properties of the inverse Laplace transform. In particular, we recall that
is the Laplace transform of a generalised function if and only if there exists k ∈ R such that u(x) is holomorphic in the half-plane {Re(x) > k} and
Let now f ∈ H(B) satisfy P ± q f = λf for some λ ∈ C \ [0, 1). We study separately the cases λ = 1 and λ ∈ C \ [0, 1]. Let us first consider the case λ = 1. By Proposition 2.1.(ii), the function f satisfies eq. (2.6), and we can write
where the sequence {a n } satisfies lim sup n (a n ) 1 n ≤ 1, and the convergence is uniform on any compact set contained in {|x − 1| < 1}. By Lemma 2.9, the right-hand side of eq. (2.6) is the Laplace transform of a generalised function. By using (2.7) and (2.16) and easy properties of the Laplace transform, we obtain
The left hand-side of eq. (2.6) is then the Laplace transform of a generalised function. Moreover, from eq. (2.6) with λ = 1 we obtain
Hence f satisfies the assumptions of Lemma 2.9 for any k > 0. Hence
Putting together (2.17) and (2.18), we obtain that (2.6) implies that there exists a constant c ∈ C such that
Moreover, since by Proposition 2.1.
(ii) it holds J q f = ±f , we can apply the operator J q to the right-hand side of (2.19) to have ±f . It is a straightforward computation that applying J q to the Laplace transform gives the B q transform defined in (2.8), hence
(−1) n a n t n Γ(n + 2q) (2.20) and the thesis follows for λ = 1, with µ = 1, b = ± a 0 Γ(2q) and φ(t) as in (2.10). Let us now consider the case λ ∈ C \ [0, 1]. Let us first assume that f is bounded at x = 0. In this case, J q f = ±f implies that |f (x)| = O(|x| −2q ) as Re(x) → ∞, hence f satisfies the assumptions of Lemma 2.9 with k = 0. In particular, using again the expansion (2.16), we can write eq. (2.17) and the analogous of (2.18) which is
Hence in this case we get
By using again the same argument as before applying the involution J q to the right-hand side of (2.21), it follows that
hence f ∈ H 2 q,λ with c = b = 0, and
which can be written in the form (2.10) with φ(0) = 
which implies that g satisfies
Hence depending on whether |λ| ≤ 1 or |λ| > 1, either f or g satisfy the assumptions of Lemma 2.9 for any k > 0. Since eq. (2.17) still applies, if |λ| ≤ 1 we can repeat the same argument as above and obtain (2.21). If |λ| > 1, eq. (2.6) implies that g satisfies
where we have again used the expansion (2.16) for f . Both the right-hand side of (2.24) and g satisfy the assumptions of Lemma 2.9. Hence we can apply L −1 to both sides of (2.24) and write the analogous of (2.18) for g, to obtain that there exists c ∈ C such that
where we have used the notation (t − log λ) + := (t − log |λ|) + − i arg λ, and the relation
Now, since J q f = ±f , we obtain from (2.25) and the definition of (2.8)
(−1) n a n t n Γ(n + 2q) (2.26) and the thesis follows with b = 0 and φ as in (2.23).
Corollary 2.10. The eigenfunctions f of P ± q with eigenvalue λ ∈ C \ [0, 1) have the form 
Since for any φ ∈ L 2 (m q ) the definition of the B q transform implies
we need to show that x 2q L t 2q−1 + ψ (x) is bounded as x → ∞. Since lim sup n (a n ) 1 n ≤ 1, the power series in (2.28) converges uniformly for t ∈ R. Hence it holds
Moreover, since e −t < 1 for t > 0, for all n ≥ 1 we get for Re(q) > 0
where ζ H (s, a) denotes the Hurwitz zeta function, and we have used uniform convergence of the series of functions in the first equality. The same argument works for n = 0 if Re(q) > 1 2 , hence using analytical continuation of ζ H (2q,
, we write
Putting together (2.29), (2.30) and (2.31), we get
To study the behaviour of (2.32) as x → ∞, we use the formula (see [1, pag.269] ) valid for Re(n + 2q) > 0, n + 2q = 1
Using (2.33), we write (2.32) as a sum of different pieces. First, we isolate the n = 0 term and the last term in (2.32), which give
as x → ∞, using
Now we come to the terms in (2.32) with n ≥ 1. From (2.33) we get
|a n | |n + 2q| An example of eigenfunctions of P + q with λ = 1 is the family of functions defined as
for Re(q) > 1 where ζ R (s) denotes the Riemann zeta-function. It is shown in [17] that the family f + q can be analytically continued to q ∈ C. In particular f 
where {B k } are the Bernoulli numbers, and the series converges for |t| < 2π since
where φ is for |t| < 2π
Moreover in [17] it is also proved that any eigenfunction of P + q with λ = 1, when written as in (2.27), satisfies c = α 1 2 ζ R (2q) and b = α ζ R (2q − 1) for some α ∈ C (see [17, Remark 1, pag.246] ). An example of eigenfunctions of P − q with λ = 1 is the family of functions
in particular b = 0 as stated in Corollary 2.10. Moreover, any other eigenfunction of P − q with λ = 1 can be written as in (2.27) with c = b = 0. Indeed, b = 0 since it is an eigenfunction of P − q as stated in Corollary 2.10, and c can be eliminated by subtracting a multiple of f − q .
Induced operators
The Farey map F has at least two induced versions. The first one is the well-known Gauss map G which is obtained by iterating F once plus the number of times necessary to reach the interval
It is easily checked that the Gauss map acts on the continued fraction expansion of a number
. We now introduce a family of operators related to the Gauss map. Consider the spaces
We introduce the family of operators
The operators are well-defined since (1
q for all p ≥ 2, since by Remark 2.6 the set P 1,q (H 2 q ) is in H 2 q . Hence, using Proposition 2.5, the operators Q q,z induce the operators
Notice that for z = 1, the condition Q q,1 φ = φ is identical to the integral equation studied by Lewis in [16] .
Theorem 3.2. The operators Q q,z admit the integral representation
In particular for Re(q) > 0 the operator-valued function z → Q q,z is analytic in C \ [1, +∞). Moreover, for z ∈ C \ [1, +∞), the operator-valued function q → Q q,z is analytic for Re(q) > 0, and the operator-valued function q → Q q,1 can be extended to a meromorphic function for Re(q) > 0 with a simple pole at q = Proof. The integral representation (3.6) is a straightforward consequence of definitions of B q in (2.8) and P 1,q in (2.3). Moreover, since
, with m q (dt) = e −t t 2q−1 dt the integral in (3.6) is finite. The statements on analyticity of z → Q q,z on z ∈ C \ [1, +∞) for Re(q) > 0, and of q → Q q,z on Re(q) > 0 for z ∈ C \ [1, +∞), follow by the uniform convergence of the integral representation. For the same reason, the operator-valued function q → Q q,1 is analytic on Re(q) > 1 2 . Moreover, if φ ∈ L 1 (m q ) and φ(t) = φ(0)+O(t ε ) for some ε > 0 as t → 0 + , then we can write
the meromorphic continuation of Q q,1 to Re(q) > 0 is obtained by using the identity Proof. Using definition (3.4), simply write (when ∞ n=0 z n+1 e −t(x+1) t 2q−1 e −nt φ(t) is uniformly convergent, hence for any g fixed for Re(q) large enough, and hence for analytic continuation in q for any Re(q) for which the series makes sense)
The conditions for convergence are immediate.
Remark 3.5. From (3.8) it follows that the operators Q q,1 coincide with the generalised transfer operators of the Gauss map G for functions g bounded at x = 0.
We now study the relations between Q q,z and P ± q .
If Re(q) ≤ Proof. First of all, we show that the left-hand side of (3.9) is well defined. This follows using Proposition 2.5 and Remark 2.7, and writing
The last term is in H 1 q since the function in square brackets is in L 1 (m q ) for any φ ∈ L 1 (m q ) and for all Re(q) > 0. Whereas the first term is in L 1 (m q ) for Re(q) > 
where we have used again Proposition 2.5 and Remark 2.7. The case µ = 1 and Re(q) > 1 2 follows in the same way, by writing f = B q [φ] withφ = b t + φ ∈ L 1 (m q ). In the case µ = 1 instead we get
where we have used again Proposition 2.5 and Remark 2.7.
Corollary 3.7. Let z ∈ C \ (1, ∞). The operator Q q,z has an eigenfunction g ∈ H 1 q with eigenvalue λ Q = ±1 if and only if P ± q has an eigenfunction f ∈ H 1 q,
with eigenvalue λ P = 1 z and term c = 0. Moreover the eigenfunctions g and f satisfy
Proof. If f is in H 1 q,λ and satisfies P + q f = λ f , with λ = 1 then we can apply Theorem 3.6, since by Corollary 2.10 it follows b = 0. Then by (3.9) (1 − On the contrary, if g = B q [φ] ∈ H 1 q satisfies Q q,z g = g for z = 1, then the function
hence it is an eigenfunction of P + q with eigenvalue λ P = 1 z and c = 0. If z = 1 we can repeat the same argument by using the fact that Q q,1 is defined onH 1 q , hence g = B q [φ] with φ(t) = φ(0)+O(t ε ) for some ε > 0 as t → 0 + . Hence we can write
for all Re(q) > 0, and f ∈ H 1 q,1 with c = 0. Proof. Let z = 1. By Corollary 3.7, from any g = B q [φ] ∈ H 1 q eigenfunction of Q q,z with eigenvalue λ Q = ±1, we obtain an eigenfunction f ∈ H 1 q of P ± q with eigenvalue λ P = 1 z and term c = 0 when written as in (2.27), and (3.10) holds. Moreover, by Corollary 2.10, we know that f ∈ H 2 q,
q . If z = 1, we can repeat the same argument with few corrections. In this case f = B q [(1 − e −t ) −1 φ] and
From Corollary 2.10 it follows thatφ(t) ∈ L 2 (m q ), hence φ ∈ L 2 (m q ) and g ∈ H 2 q . Moreover, from (2.6) and (3.10) it follows g(x) = zf (x + 1), hence g(0) = zf (1). Finally from Theorem 2.8, it follows that the eigenfunction f is written as in (2.20), (2.22), (2.26). Let z = 1, using (3.10) we write g = B q [φ] with φ(t) = e −t ∞ n=0 (−1) n a n t n Γ(n + 2q) with lim sup n n |a n | ≤ 1. Since for n ≥ 0
n a n x x + 1 n (3.11) which implies in particular g(0) = Γ(2q)φ(0). The same argument can be used for z = 1.
Remark 3.9. It follows from Theorem 3.2 that if we restrict the operator Q q,1 to functions g which are B q transform of a power series in t, the residue operator in q = . This is in accordance with the result in [19] .
We finish this section by considering a second induced map from (2.1). It is the Fibonacci map H which is defined by iterating F once plus the number of times necessary to reach the interval [0, 1/2]. The map H is defined by
where {S n } n≥0 are the Fibonacci numbers with S 0 = 0, S 1 = 1. The corresponding operators are obtained by exchanging the roles of P 0,q and P 1,q in (3.4). We recall from [5] that the operators N q on L 2 (m q ) are of trace class with spectrum
where α =
and each eigenvalue is simple. Hence we introduce on H 1 q the second family of operators R q,z :
and Re(q) > 0 defined by
By (3.13) the operators are well defined and we get Theorem 3.10. For Re(q) > 0, the operator-valued function z → R q,z is meromorphic in C with simple poles at (−1) k α −2(q+k)
k≥0
. Moreover for all g ∈ H 1 q it holds
which, by the growth property of the Fibonacci numbers, is absolutely convergent for |z| < α −2Re(q) .
Proof. The first part follows from the definition of R q,z in (3.14) and (3.13). Eq. (3.15) follows instead by writing
and using
which can be proved by induction.
Remark 3.11. From (3.15) it follows that the operators R q,1 coincide with the generalised transfer operators of the Fibonacci map H for functions g ∈ H(B).
Analogously to Q q,z we now study the relations between R q,z and P ± q .
Proof. First of all, that the left-hand side of (3.16) is well defined follows easily from definitions.
Notice that in this case we need c = b = 0 to be sure that
We remark that using the power series expansion (3.15), one can prove that relation (3.16) holds for all f ∈ H(B) for |z| < α −2Re(q) . Corollary 3.13. Let z ∈ C \ (−1) k α −2(q+k) . The operator R q,z has an eigenfunction g ∈ H 2 q with eigenvalue λ R = ±1 if and only if P ± q has an eigenfunction f with eigenvalue λ P = 1 z and f ∈ H q,µ with c = b = 0.
Proof. The proof is as in Corollary 3.7.
Putting together Corollaries 3.7 and 3.13, it follows that
q,µ with c = b = 0 is an eigenfunction of P ± q with eigenvalue λ P = 1 z = µ if and only if
with h 0 and h 1 in H 2 q and eigenfunctions of Q q,z and R q,z respectively, with eigenvalues λ Q = λ R = ±1.
Proof. Simply use that h 0 := (1 − zP 0,q )f and h 1 := (1 − zP 1,q ) 
Two-variable zeta functions of Ruelle and Selberg
The first two-variable zeta function we are interested in can be written in terms of the Gauss map as
For z = 1 and Re(q) > 1/2 the function Z(q, 1) coincides with the Selberg zeta function for the full modular group. This follows from the well known one-to-one correspondence between the length spectrum (with multiplicities) of the modular surface P SL(2, Z) \ H and the set of values log |(G 2n ) ′ (x)| (see e.g. [25] ). Another zeta function which naturally comes into the play [24] is the Ruelle zeta function of the Farey map F , defined for |z| small enough by
We shall study these functions by means of the operator-valued functions dealt with in the previous section. Our approach is similar in spirit to that used in [20] for Z(q, 1). But first we describe the correspondence between the periodic points of the map F and those of its induced versions G (3.1) and H (3.12). Denoting Per F , Per G and Per H the corresponding subsets of [0, 1] we have
From the definitions we immediately see that whenever x belongs to either of these sets its continued fraction expansion has to be periodic, which we write
Denoting p F (x), p G (x) and p H (x) the corresponding periods we have
In other words, if for a given map T : [0, 1] → [0, 1] we define the partition function
It follows from thermodynamic formalism that the above limit exists for all q ∈ R and is a differentiable and monotonically decreasing function for q ∈ (−∞, 1), with lim q→1 − λ(q) = 1 and λ(q) = 1 for all q ≥ 1 ( [22] ). In particular, for q ∈ (−∞, 1) the function ζ(q, z) converges absolutely for |z| < 1/λ(q) and has a simple pole at z = 1/λ(q). Our aim is now to express both Z(q, z) and ζ(q, z) in terms of Fredholm determinants of the operators Q q,z introduced in Section 3. Following Mayer [18] , we restrict the operators Q q,z to the Banach space A ∞ (D) of functions which are holomorphic on D and continuous on D where
for small ε > 0. The space A ∞ (D) is the set of holomorphic functions on which it is natural to study the spectral properties of Q q,z written as in Theorem 3.4. We now prove that
q for all Re(q) > 0, and moreover g = B q [φ] with φ(t) = φ(0) + O(t) as t → 0 + .
In particular since A ∞ (D) ⊂H 2 q we can study the action of Q q,z on A ∞ (D) for all z ∈ C \ (1, +∞) and Re(q) > 0 by means of the properties stated in Section 3.
Proof of Proposition 4.1. Let us first assume q real and positive. We use the characterization of the space L 2 (m q ) introduced in [5] . The Hilbert space L 2 (m q ) admits as orthogonal basis the set {e q n (t)} of the generalized Laguerre polynomials
Let now g(x) be in A ∞ (D). Then it can be expressed as a power series
Hence from (4.4) we can write
Now let
and satisfies
(−1) n a n n! Γ(n + 2q)
To finish the proof we have to show that g = B q [φ]. This follows from
and the last term vanishes as
If q is not real then let q = ξ + ıη with ξ > 0, and repeat the same argument as above in the space L 2 (m ξ ). The obvious inclusion L 2 (m ξ ) ⊂ L 2 (m q ) finishes the proof.
We now recall that by (3.11) in the proof of Corollary 3.8, the eigenfunctions g ∈H 2 q of Q q,z are in A ∞ (D). Hence putting together Remark 3.1, Theorem 3.2 and Proposition 4.1, we get Theorem 4.2. For z ∈ C \ [1, ∞) and Re(q) > 0, the operators Q q,z on A ∞ (D) are isomorphic to the operators Q q,z defined in (3.5). In particular for Re(q) > 0 the operator-valued function z → Q q,z is analytic in C \ [1, +∞) and for z ∈ C \ [1, +∞), the operator-valued function q → Q q,z is analytic in Re(q) > 0. For z = 1 and Re(q) > 1 2 , the operators Q q,1 on A ∞ (D) are isomorphic to the operators Q q,1 defined in (3.5) . Moreover the operator-valued function q → Q q,1 can be extended to a meromorphic function in Re(q) > 0 via the formula
which has a simple pole at q = 
using (2.13).
Applying Fredholm theory [12] to the operators Q q,z we conclude that
2 with a meromorphic extension to Re(q) > 0 with a simple pole at q = 1 2 . Using Corollary 4.5 we can express Z(q, z) and ζ(q, z) in terms of the Fredholm determinants det(1 ± Q q,z ). By (4.6), this is an easy generalisation of results from [13, Section 4] and [18, 20] . More precisely we have 
and ζ(q, z) = (1 − z)
as analytic, respectively meromorphic, functions. Moreover
is analytic in {z ∈ C \ [1, ∞)} × {q ∈ C : Re(q) > 0}. For z = 1 the function Z(q, 1) satisfies (4.7) and is analytic for Re(q) > The case z = 1 for the Ruelle zeta function ζ(q, z) is more delicate as is evident from the term (1 − z) −1 in (4.8). However at the end of Section 5 we obtain that it is possible to define ζ(q, 1) for Re(q) > 1.
Remark 4.7. For q real there will be a simple pole, respectively a simple zero, at z = 1 λ(q) ∈ 1 2 , 1 with λ(q) defined in (4.3). More information on poles, respectively zeroes, for the zeta functions can be obtained by the study of the point spectrum of the operators P ± q in L 2 (m q ). Indeed by Corollary 3.7, eigenfunctions of P + q in L 2 (m q ) with eigenvalue 1 z ∈ (0, 1] are in one-to-one correspondence with eigenfunctions of Q q,z inH 2 q with eigenvalue 1. For real q, the spectrum of P + q in L 2 (m q ) has been studied numerically in [21] . The results suggest that λ(q) ∈ (1, 2) for q ∈ (0, 1) is the only eigenvalue, with the rest of the spectrum given by the interval [0, 1] which is purely continuous (see also [5] ). Whereas there are no eigenvalues for q ≥ 1 and the spectrum is purely continuous. This would imply that for q ∈ (0, 1) the function z → ζ(q, z) has only one simple pole at z = 1 λ(q) and has no poles for q ≥ 1, and respectively the function z → Z(q, z) has only one single zero at z = 1 λ(q) for q ∈ (0, 1) and no zeroes for q ≥ 1.
Remarks on the case z = 1
We now give some remarks on the relations with the works of Mayer and Lewis-Zagier, who have studied the case z = 1. We first mention that in [20] the meromorphic extension for Z(q, 1) that we have obtained in Theorem 4.6 is given to all the complex q-plane. Moreover, (4.7) and (4.8) give an explicit connection between zeroes of Z(q, z), respectively zeroes or poles of ζ(q, z), and the existence of eigenfunctions g ∈ A ∞ (D) for Q q,z with eigenvalue λ Q = ±1. By Corollary 3.7 this turns out to be a connection with eigenfunctions of P ± q with eigenvalues λ P = 1 z . These connections have been proved in [20] for the operators Q q,1 , and in [17] for the operators P ± q with λ P = 1 (see also Proposition 2.1).
Finally the characterisation of the eigenfunctions for P ± q given in Corollary 2.10 together with results from [17] lead to a new proof of the following result from [9] Theorem 4.8. Even, respectively odd, spectral zeroes of Z(q, 1) correspond to eigenfunctions of P + , respectively P − . Moreover the zeroes q in Re(q) > 0 such that for the Riemann zeta function it holds ζ R (2q) = 0, correspond to eigenfunctions of P + q , hence of Q q,1 with eigenvalue λ Q = 1. Proof. By Corollary 3.7 and Theorem 4.6, the zeroes of Z(q, 1) correspond to eigenfunctions of P ± q with eigenvalue λ P = 1 and term c = 0 in (2.27). From Corollary 2.10 it also follows that for eigenfunctions of P − q it holds b = 0. Hence Corollary 2.10 and (2.6) imply that
For eigenfunctions of P + q instead two cases are possible, b = 0 and b = 0. We have
Applying Theorem 2 and the subsequent Corollary from [17] it follows that all eigenfunctions of P − q with c = 0 are period functions associated to cusp forms or Maass wave forms. Moreover from Proposition 2.1-(ii) it follows that they are odd period functions, in the sense of [17] , hence are associated to odd cusp forms. The same holds for all eigenfunction of P + q with c = b = 0 which are associated to even cusp forms. This concludes the proof for the spectral zeroes of Z(q, 1). The previous argument also implies that the other zeroes of the Selberg zeta function with Re(q) > 0 necessarily correspond to eigenfunctions of P + q with c = 0 and b = 0. For example it is well known that the zero at q = 1 corresponds to the eigenfunction f (x) = 1 x of P + 1 and the zeroes satisfying ζ R (2q) = 0 correspond to the eigenfunctions f + q (x) defined in (2.34).
Connections with Farey fractions
We now use (4.7) and (4.8) to give expressions for the generalised Selberg and Ruelle zeta functions as exponentials of Dirichlet series. By (4.7), (4.8) and Theorem 3.6 we can write for z ∈ C \ [1, ∞) and Re(q) > 0
The existence of the right-hand sides can be justified as in [23] . Expression (5.1) can be given also for Z(q, 1) and it follows from the uniform convergence of the series representation of Q q,z on A ∞ (D) given in Theorem 3.4. We now perform a formal calculation which gives a connection between the zeta functions ζ(q, z) and Z(q, z) and the Farey fractions. Let us consider the matrices
as elements of the group GL(2, Z) acting on C as Möbius transformations, see [2] . Then (
. Thus, each term in the expansion of (P ± q ) n can be represented in terms of a product of the matrices φ i . At the same time, the Farey fractions can be represented by means of a subgroup of SL(2, Z) with generators
n one obtains 2(2 n−1 − 1) terms which are twice all the possible combinations of n factors involving L and R and starting with L, without the term L n .
Proof. The only products which do not cancel out are those where P 1,q appears an even numbers of times (counted twice). On the other hand we point out that if we denote K = 0 1 1 0 then K 2 = Id, L = φ 0 and LK = KR = φ 1 . We thus have
The thesis now easily follows.
Proposition 5.2. Let A be the matrix corresponding to the term
n l with l j=1 n j = n > 1 and i = (1 + (−1) l )/2. Then, setting T := trace(A), we have T > 2 and
Proof. The proof of the first assertion amounts to a straightforward verification. Let V be the composition operator acting as (Vf )(x) = ϕ(x)f (ψ(x)) If ψ(x) is holomorphic in a disk and has there a unique fixed pointx with |ψ ′ (x)| < 1 then V is of the trace-class with trace(V) =
. The thesis follows by applying this relation to the operators under consideration.
We are now going to make use of the correspondence between products of matrices L and R and the Farey fractions. Let us consider the Farey tree F. We recall that every rational number . We now obtain an expression for the Z(q, z) and ζ(q, z) as exponentials of power series whose coefficients are computed along lines of F. 
has been found (see [4, 14] ). Let us decompose Ψ(k) as Ψ(k) = Ψ L (k) + Ψ R (k) where Ψ L (k) (resp. Ψ R (k)) is obtained restricting to the elements of M which start with L (respectively R). Note that Ψ L (k) = Starting from this expression along with [8, Corollary 3.11] and proceeding as above one readily obtains the expansion for ζ(q, z).
