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Abstract 
Blanchard, F. and S. Fabre, Quelques pro&d&s engendrant des suites infinies, Theoretical Computer 
Science 123 (1994) 55-60. 
The aim of this paper is to study the closure of the orbit of sequences obtained by iterating maps on 
words g(u)=u.u,, d(u)=u.l [u”], and product g 0 d, where u1 is word u without its last letter, 1u is 
word u without its first letter and u3 is its mirror image. It is shown that d thus generates a periodic 
orbit, g a subshift of finite type and god an automatic sequence. 
0. Introduction et rappels 
Etant donnC un alphabet fini A, A* est I’ensemble des mats sur A, y compris le mot 
uide 1. Pour u et u’ dans A*, on dit que u’ est facteur de u si l’on a u= vu’w, avec 
v, WEA*. On note Iu( la longueur du mot u. Une partie L de A* s’appelle un langage; 
on note L* l’ensemble des concat&& de mots de L, L+ l’ensemble de ces concat&& 
non vides, F(L) l’ensemble des facteurs de L. Un sydme symbolique S est un fermi 
invariant du compact A” muni du dttcalage a; si s est un tlkment de A” ou de A” on 
note F(s) l’ensemble des mots qui se rencontrent comme suites de lettres conskutives 
dans ses coordonnkes. S est entikement dkfini par l’ensemble L(S)= U,,s~(s) (tout 
aussi bien que par son complkmentaire, l’idCa1 des mots exclus). Si s est une suite de 
A”, il est possible de dkfinir un systlme symbolique X par la relation L(X) = P(s) si et 
seulement si s peut se prolonger indkfiniment i gauche sans augmenter le langage F(s). 
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De nombreux pro&d&s sont utilists pour construire ou dtcrire des systemes 
symboliques. Un premier consiste a exclure des mots. Un systkme de type fini est 
l’ensemble des suites de A” ne rencontrant jamais un famille finie donnee de mots 
(pour plus de prtcisions voir [3]). Plus gtneralement, un systime sojique est 
l’ensemble des suites dont tous les mots sont reconnus par un automate fini: les mots 
exclus ne forment pas toujours un ideal a base finie mais toujours un ensemble 
rationnel, tout comme L(X) lui-meme. 
Un autre, un peu plus general, consiste a se donner un langage M, a former 
l’ensemble M* de ses concatenes, et enfin a dtfinir le systeme XM par la relation 
L( X,) = F( M *); lorsque M est fini on reste dans le cadre sofique. 
Tres differente est la derniere mbthode: on construit une suite x dans A’, puis la 
fermeture X’ c A” de l’orbite de x sous l’action du decalage; dans les cas favorables; 
les points de X’ se prolongent en suites doublement infinies formant un fermi 
invariant X, tel que L(X) = F(x). Le pro&de classique pour construire de telles suites 
consiste a faire agir ittrativement ce que les informaticiens appellent un morphisme et 
les mathematiciens une substitution cj~ de A dans A*, tel que l’image 4(a) d’une certaine 
lettre commence par a: les images successives convergent vers une certaine suite infinie 
x. Les suites ainsi obtenues sont appeltes suites de substitution; celles, plus genirales, 
qu’on obtient par une seule application d’un second morphisme d une suite de 
substitution sont appeltes suites automatiques [2]. 11 est bien connu que, lorsque la 
matrice associ?Ce a la substitution est primitive, l’ensemble F(x) permet de definir un 
systeme symbolique X qui est minimal et de complexite lineaire (cf. [6]). Les systemes 
minimaux de substitution sont done tres differents des systemes sofiques, et il en va de 
meme pour les suites automatiques qui s’en deduisent. Signalons que lorsque la 
matrice de la substitution n’est pas primitive une suite infinie engendree par elle peut 
tres bien engendrer un systeme qui n’est pas minimal, et de complexite non linlaire 
[8, Theoreme 4.51. 
D’autres suites, les suites de Toeplitz, engendrent d’autres systemes minimaux, eux aussi 
tres differents des sofiques ([4]; voir aussi Exemple 2 de [S]). Certaines peuvent etre 
obtenues en it&rant l’application sur les mots: h(u) = uu’, oti u’ est obtenu en changeant la 
derniere lettre de u suivant une permutation don&e, et en conservant les autres. 
Nous examinons ici les suites obtenues par d’autres applications sur les mots. 11 
nous faut d’abord introduire des notations: u etant un mot assez long, Ui est egal 
a u ampute de ses i dernieres lettres, in a u ampute des i premieres, iUj a u ampute des 
i premieres et des j dernibres; u” est l’image miroir de u, c’est-a-dire u ecrit de droite 
a gauche. Comme il y a risque de confusion dans les indices a droite et a gauche, le 
produit de concatenation est note par un point. Les applications utilisees ici sont 
g(n) = U.Ul, d(u)=u.,[u”], 
et plus generalement d,(u) = u.~[u’] et gj(u) = U.uj, ainsi que le produit g 0 d. Notez que 
g ne diffire de l’application h(u) = uu’ qu’en ce que la derniere lettre du second segment, 
au lieu d’etre modifiee, est simplement effacee. Nous noterons G(u),D(u), Go D(u) les 
suites infinies engendrtes par iteration de chacune de ces applications. 
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L’application d est celle qui donne le resultat le plus simple: la suite D(u) engendrte 
est toujours periodique; la suite Dj(U), elle, ne Test generalement pas. C’est g qui 
produit le rtsultat le plus inattendu: le systeme associe au langage G(u) est toujours de 
type fini, et ne se rtduit a une orbite ptriodique que lorsque u est une puissance d’une 
lettre; le langage Gj(U) n’est pas toujours de type fini, mais toujours rationnel. Enfin 
G 0 D(u) est une suite automatique. Le dernier resultat se generalise, moyennant des 
calculs qui ne sont pas faits ici, aux applications de la forme g’.dj. 
Nous tenons a remercier le referee, qui nous a signale de nombreuses imperfections, 
et a surtout attire notre attention sur les proprittes inttressantes des applications gj et 
dj, que nous n’avions pas examinees. 
1. L’application d 
Posons u = a.u.b, a, bE,4. On a d(u) = u.~ [u’] = a.u.b.u”.a. Supposons que Ton ait 
d’(u)=(a.u.b.u”)“.a. Alors d’+’ (~)=(a.u.b.u”)“.a.((a.u.b.u”)“)“=(a.v.b.u”)”.a.(u.b.u”.a)”= 
(a.u.b.u’)‘“.a. La suite engendree est done la suite periodique de motif (a.u.b.tP)“; 
l’application d, apparemment compliquee, engendre une suite triviale. 
Plus inttressante est la 
GCnCralisation. Posons dj(u) = U.j[U’]; supposons que 1 u 12 2j, u = aub, (a I= 1 b 1 =j 
(si ce nest pas le cas, il suffit de partir de d;(u) avec k assez grand). On montre 
facilement que Dj(u)=( A ubu’ A ub”uo)N, od le symbole A doit etre remplace tantot 
par le mot a, tantdt par le mot a’. 11 en resulte que Dj(u) est periodique ssi a=~“, 
c’est-a-dire si le prtfixe a, la/ =j, de u est un palindrome. 
On peut montrer que Dj(U) s’obtient par Tag Machine gtnlraliste agissant sur les 
mots aubv”, a’ubu’, aob”u”,a”ub”u” consider&s comme des lettres [l]; ceci d&passe le 
cadre de notre travail. Nous pensons que la suite obtenue est toujours automatique. 
2. L’application g 
Plus simple en apparence, elle engendre une suite dont la fermeture de l’orbite a des 
proprietts exceptionnelles parmi les suites engendrees par ce type de pro&de. On 
a done g(u) = u.[u] i, et l’on veut savoir quels sont les mots finis qu’on rencontre dans 
la suite G(u). Posant u = alaz.. . ak _ 1 ak, soit Y l’ensemble des prefixes de u, u compris et 
le mot vide non compris: Y= {u,alaZ...&_l, . . . ,alaz,al). 
Proposition 2.1. F(G(u)) = F( Y*). 
Dkmonstration. L’inclusion P(G(u)) c F( Y*) se montre facilement par recurrence. 
D’abord g’(u)=uE Y. Supposons que g’(u)E Y*: alors gi(u)=yly2...y,, et 
gi+1(u)=y,y2...y,.y,y2...y,_1[y,],; comme [y,]i est vide ou bien appartient a Y, 
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g’+‘(u) appartient encore a Y*. Tout facteur de G(u) est facteur de g”(u) pour n assez 
grand, ce qui demontre l’inclusion. 
Pour obtenir l’inclusion reciproque, montrons que Y* c F(G(u)). On a g’(u)=u, 
g(u)=u.[ulI, et g’(n)=w.[n]i tant que i< k, ce qui montre l’inclusion Y c F(G(u)). 
Supposons maintenant que ~EF(G(~)): il existe done n tel que g”(u) = w.u.w’, ou w et w’ 
sont deux mots eventuellement vides; par consequent gn+p(U), qui commence toujours 
par u, peut s’ecrire sous les deux formes s.v et KS’ (le prefixe u et le suffixe v peuvent se 
chevaucher, mais s’ peut etre suppose non vide), et l’on a g”+p+‘(u) =s.(v.u).s’, done v.u 
et tous ses prefixes de la forme U.[U]i appartiennent a F(G(u)). En faisant l’hypothtse 
de recurrence que Y” c F(G(u)) et en appliquant le resultat qui precede, on obtient 
l’inclusion recherchee. 0 
Comme Y est fini, F(G(u))=F( Y*) est un langage reconnaissable, et en-dehors du 
cas ou G(u) est periodique (u puissance dune meme lettre), la complexite du langage 
est done de type exponentiel. Mais on peut obtenir mieux. Soit X l’ensemble des mots 
de Y qui n’appartiennent pas a Y+, c’est-a-dire qui ne peuvent s’obtenir par con- 
catenation de mots de Y plus courts. X est evidemment un code suffixe (si l’on avait 
y= w.y’ (avec y, Y’E Y’, w # 1) w, &ant prefixe de u, serait dans Y done ye Y+; ceci 
contredit l’hypothese y~x). 
Dbfinition. Un langage L est un code circulaire si, quand on a la relation 
x1.x 2...xk=s.yl.y2...y”.p, avec Xi,yj,p.S.EL, p#l, 
alors s=l, k=n+l et x=y pour Odi<k. 
Restivo [7] a montre le resultat suivant: le systeme engendre par concatenation 
a partir dun code circulaire fini est de type fini. C’est en fait un systeme de type fini 
d’un type tres particulier. 
Proposition 2.2. X est toujours un code circulaire. 
Dkmonstration. Supposons qu’il existe une relation 
x,.x2...xk=s.y1.y2...y~.p, avec Xi,yj,p.SGX, pfl. (1) 
Trois cas sont a examiner: 
(1) xk=p.L’Cgalit~(l)sesimplifiealorsenx,.x2...xk_,=s.y,.y2...y,.CommeXest 
suffixe, xk _ I ne peut etre suffixe strict de y,, ni l’inverse, done ils sont egaux, et on peut 
encore simplifier. On identifie de meme xk _ i _ 1 d y, _ i, en simplifiant a chaque fois. En 
fin de recurrence, il ne peut rester une egalite du type x1,x2.. .x,=s, puisque X est 
suffixe; done on obtient s = 1, et la relation (1) ttait triviale. 
(2) p sc@xe strict de xk. Mais p, prefixe d’un mot de X, appartient a Y, lui-meme 
inclus dans X + ; xk a done un suffixe strict dans X +, ce qui contredit la suffixite de X. 
Ce cas est exclus. 
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(3) xk sufjixe strict de p. Comme PE Y et que X est suffixe, on a p = u.xI, avec 
UEX+: u=zl...zp avec z,eX. En eliminant xk, l’tgalite (1) se ramene 
a xl.xZ...xk_r =s.yI.y2...yn.Z1... zp qui, par identifications et eliminations successives, 
se ram&e comme dans le premier cas a une relation triviale. q 
Par application du rbultat de Restivo, F(G(u)) engendre done un systeme de type fini. 
Exemple 2.3. Si u =O.l, F(G(u)) est l’ensemble de tous les mots finis Cvitant le facteur 
1.1, langage bien connu en dynamique symbolique et en arithmetique. 
Gkralisation. Posons gj(U) = U. Uj avec 1~1 >j. Supposons que j divise 1~1. Alors si 
Y=(u, Uj, U,j,...} on d emontre comme precedemment que F(G(u)) = F( Y*). Dans ce 
cas le systeme associe n’est plus necessairement de type fini; pour u =OOOl, j= 2, on 
a Y= {OOOl, 00} et le systeme engendre se definit par la seule contrainte qu’entre deux 
1 le nombre de 0 doit Ctre impair et superieur a 1. 
Si j ne divise pas (1.1, comme Igy’(u)I =(n + l)/ u[ -nj, il existe une valeur de n pour 
laquelle cette longueur est un multiple de j; le resultat precedent s’applique alors, en 
remplacant u par g;(u). 
3. L’application h = g 0 d 
@and on combine l’action de g et de d, on obtient des suites qui ne sont ni de 
Toeplitz, ni generatrices de systemes de type fini, mais des suites automatiques! 
Proposition 3.1. Go D(u) peut e*tre obtenu comme point jixe d’une substitution 
irrbductible qi~ (indbpendante de u) agissant sur des mots X et Y (dtpendant de u). 
Dkmonstration. Fixons le mot U, avec (u ( >, 2. d(u) = u. 1 [LPI =X est un palindrome. 
h(u)=u.,[u”].~.~[u~]~. Si luj32, on a d 0 k(u)=(u., [u”]).(u.~ [u~]~.~u~.u~).(u.~ 
[u”])=X.Y.X, oti Y=u.1[uo]1.2u1.uo = X 1 ,2 [X0] est encore un palindrome; si ) u I = 2 
on a 
avec Y’“=X 1.2[Xo]=u.1[uo], qui est encore un palindrome. 
On verifie facilement que k’ = d 0 g agit sur un palindrome quelconque de la forme 
U. V.U, vtrifiant V= cJ1.*[ U’], comme la substitution 4: 
$(U)=U.V.U 
4(V)= u.v3.u; 
on a alors d 0 k2 (u) = k’(X. Y. X) = X YX. X Y3X. X YX, qui est un palindrome de m&me 
structure. La conclusion en dtcoule par recurrence. 0 
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