We show that the exact computation of a minimum or a maximum cut of a given graph G is out of reach for any one-pass streaming algorithm, that is, for any algorithm that runs over the input stream of G's edges only once and has a working memory of o(n 2 ) bits. This holds even if randomization is allowed.
Introduction
The key assumption of the traditional RAMmodel, cf. [2] , is the existence of a main memory containing the whole input data and allowing fast random access to this data. This assumption is unrealistic when facing massive input data that exceed the sizes of common main memories. To process such massive input data, the area of streaming algorithms was developed. A streaming algorithm [21] reads the input as a stream of data items in arbitrary order and is restricted to consume less memory than the size of the input. Because of these features, streaming algorithms are suitable when processing data created by sensor networks in an online fashion without the need to completely store the data. In addition, streaming algorithms are appropriate when tackling data that is stored on external memory devices. On these devices it is very time-consuming to fetch data items via random access, but if the data items are read in the order they are stored, i.e., as a stream, the access time decreases by magnitudes.
There is a rich literature about streams comprising of numerical values; for an overview we refer the reader to [3] and [27] . However, one of the earliest papers [21] in the area of streamEmail address: zelke@em.uni-frankfurt.de ing also considers algorithms for graph problems. Muthukrishnan [27] proposed the model of a semistreaming algorithm to approach graph problems in the streaming context. The input for such an algorithm is a stream containing the edges of the input graph G in arbitrary order. The algorithm's working memory is restricted to O(n · polylog n) bits where n is the number of vertices in G. Hence, there is enough space to memorize a polylogarithmic number of edges on average for every vertex but graphs that are sufficiently dense cannot be stored completely by a semi-streaming algorithm.
There has been progress in developing streaming algorithms for graph problems. Feigenbaum et al. [13, 14] consider semi-streaming algorithms for computing the connected components and a bipartition of a graph, to find a minimum spanning forest, and for testing k-vertex and k-edge connectivity. In [28] we point out how to reduce the running time of each of these semistreaming algorithms to the corresponding running time of the fastest known RAM-model algorithm. For the problem of approximating the maximum weighted matching in a graph, a series of papers [13, 26, 29, 12] reduced the best known approximation ratio for a semi-streaming algorithm to 4.91 + ε. There are randomized streaming algorithms that estimate the number of triangles in a graph [5, 22, 10] and that compute a graph spanner to approximate pairwise vertex distances [11, 6] .
On the other hand there are graph problems known that are intractable for any streaming computation, that is, for any algorithm that can only access the input as a stream in one or more passes and that is unable to memorize the whole input graph. Henzinger et al. [21] show the intractability of a constant factor approximation of the transitive closure's size of a directed graph for any one-pass streaming algorithm. It is known that there cannot be a one-pass streaming algorithm that identifies all vertex pairs with 1 < s < n − 1 common neighbors in directed graphs [9] or that finds a maximum matching in unweighted bipartite graphs [13] . Ganguly and Saha [17] show that to estimate the number of vertex pairs of distance k for k ≥ 3 in a single pass Ω(n 2 ) bits are required which rules out any one-pass streaming algorithm. Feigenbaum et al. [14] establish a bound on multi-pass algorithms by stating that no semistreaming algorithm can compute the first d levels of a breadth-first-search tree in less than d passes over the input graph for d < log n/(log log n)
2 . The results of [14, 28, 30] about computing kedge connectivity for k = O(log n) in the semistreaming model can be regarded as the first approach to graph cuts in the streaming context. Apart from this work on cuts of small values, there have been no considerations about cut problems in the domain of streaming algorithms until recently. A paper of Ahn and Guha [1] shows how to transfer ideas of [7] about computing a sparsification of a graph G to the semi-streaming model. Such a sparsification allows a randomized (1 ± ε)-approximation of the value of every cut in G, particularly of a minimum and a maximum cut, by a one-pass semi-streaming algorithm. The authors of [1] also give lower bounds on the memory consumption of streaming algorithms computing a sparsification.
Independently of these results, the PhD thesis of the present paper's author [30] points out one-pass semi-streaming algorithms approximating minimum and maximum cuts by random sampling techniques. The intractability results presented here are part of the same PhD thesis.
In this paper we show that the exact computation of minimum and maximum cuts is out of reach for any one-pass streaming algorithm, i.e., for any algorithm that runs over the input stream only once and has a working memory of o(n 2 ) bits, even if randomization is allowed.
In Section 2 we give the required definitions and a short account on the theory of communication complexity that we utilize. While the proofs of intractability can be found in Sections 3 and 4, we conclude in Section 5.
Preliminaries
Let G = (V, E) be an undirected simple graph with unweighted edges. We denote the number of vertices by n, the number of edges by m. A cut (V 1 , V 2 ) is a partition of the vertices V into two nonempty sets V 1 and V 2 . An edge uv crosses the cut if one endvertex of uv is in V 1 while the other one is in V 2 . We denote by |(V 1 , V 2 )| the value of the cut (V 1 , V 2 ) which is the total number of the edges crossing it.
The minimum cut problem is to find a minimum cut in G, that is, a cut of minimum value. We denote this value by c. Correspondingly, the maximum cut problem asks for a cut of maximum value; we name this valueĉ.
A sequence of the edges of G in arbitrary order is called a graph stream. A streaming algorithm is presented a graph stream of G as the input and uses a working memory restricted to o(n 2 ) bits. A streaming algorithm may access the graph stream for P passes. Each pass starts at the beginning of the stream and goes over it in the same sequential one-way order. In this paper we are only concerned with algorithms that are limited to a single pass over the input stream.
Communication Complexity
For our intractability proofs we make use of the theory of communication complexity. As only a restricted setting of this theory is utilized, the reader is referred to Kushilevitz and Nisan [25] for a comprehensive overview. Let X, Y , and Z be finite sets and f : X × Y → Z be a function.
There are two players, Alice and Bob, such that Alice is given an x ∈ X and Bob is given an y ∈ Y . They want to compute f (x, y) but since Alice does not know y and Bob does not know x, they have to communicate, that is, to exchange bits according to some agreed-upon communication protocol depending on f . Such a protocol tells each of the players depending on the own input and the received communication so far what message to send next. The cost of a protocol is the number of bits that have to be exchanged to evaluate f in the worst case, i.e., that is maximized over all inputs (x, y).
We consider the problem of bit vector probing where Alice knows a bit vector x of length and Bob has an index 1 ≤ i ≤ . Bob wants to know x i , that is, the ith bit of x but the communication is only allowed from Alice to Bob, not in the opposite direction. It is known [25] that every protocol that enables Bob to detect x i is of cost , that is, requires the communication of the entire vector in the worst case.
The approach to exploit lower bounds of communication complexity to show lower bounds on the memory consumption for streaming computations on graphs has been used for example by Henzinger et al. [21] , by Ganguly and Saha [17] , and by Feigenbaum et al. [14] . The rough idea is to point out how a streaming algorithm using a small working memory could be used to create a protocol for a problem of communication complexity whose cost contradicts a known lower bound. We follow this idea to prove our theorems.
Minimum Cut
The first traditional RAM-model algorithm that approaches the minimum cut problem is due to Ford and Fulkerson [15] . It uses the duality between a minimum cut separating a vertex s from another vertex t and a maximum flow from s to t. The minimum cut reflects the connectivity structure of the graph and can be used to cluster the vertices. An example for the usage of minimum cuts is given by [8] where documents that are linked via a hypertext system are clustered into topically related groups.
The currently fastest algorithm to compute a minimum cut in the traditional RAM-model is due to Gabow [16] . It requires a running time of O(m + c 2 n log(n/c)), which depends on the minimum cut value c, and uses a space of O(m). Such an exact computation is unobtainable for any one-pass streaming algorithm as shown by the next theorem. Theorem 1. There is no one-pass streaming algorithm using o(n 2 ) bits of working memory that is able to find a minimum cut in every graph.
Proof. Let A be a one-pass streaming algorithm using o(n 2 ) bits of working memory that computes a minimum cut in every graph. We will use A to construct a protocol of cost o(n 2 ) that solves the bit vector probing problem of communication complexity.
Let Alice have a bit vector x of length (n 2 − n)/2. She interprets this vector as the upper half of the adjacency matrix of the graph G = (V, E) on n vertices. After feeding the edges of G into A, she sends the memory configuration of A to Bob followed by a sequence containing the degree of every vertex in G. Since A's memory configuration comprises of o(n 2 ) bits and O(n log n) bits suffice to transmit the vertex degrees, a total of o(n 2 ) bits are sent from Alice to Bob. Bob regards his index i, 1 ≤ i ≤ (n 2 − n)/2, as an edge ab whose existence in G he wants to probe. He continues the execution of A by feeding more edges into it, thereby extending G to G + = (V + , E + ) with V V + and E E + . In particular, Bob adds two disjoint cliques S and T , each of size 3n into G where (S ∪ T ) ∩ V = ∅. Additionally, Bob connects every vertex in V \ {a, b} to every vertex in T and both a and b to every vertex in S. Define L := S ∪ {a, b} and R := T ∪ V \ {a, b}. tices in L (R, respectively) from each other is of value at least 3n − 1. There are only two cuts of smaller value in G + , namely C 1 := (L, R ∪ {c}) and C 2 := (L ∪ R, {c}); both have a value that cannot exceed 2n. Now Bob can ask A for the minimum cut of G + to decide the existence of ab in G: If ab is in G, the minimum cut of G + is given by
and C 2 is the minimum cut in G + . At the end, a one-pass streaming algorithm using o(n 2 ) bits of memory that computes a minimum cut of every graph could be used to design a communication protocol transmitting o(n 2 ) bits that solves the bit vector probing problem on a vector of Θ(n 2 ) bits. That contradicts the lower bound of Ω(n 2 ) bits whose communication is required in the worst case [25] .
Note that not only the structures of the two possible minimum cuts C 1 and C 2 differ but also do their values. A one-pass streaming algorithm computing only the value of the minimum cut without its partition suffices for Bob to detect ab in G. Thus, for such an algorithm the same lower bound holds.
The area of communication complexity also considers randomized protocols. Such a protocol does not depend only on the players' input strings; in addition to that it also takes random variables r 1 , r 2 , . . . into account when specifying the messages exchanged by the players. Thus, the communication itself on a given input (x, y) is not fixed anymore but becomes a random variable instead. The cost of a randomized protocol is the worst case over all inputs and choices of the r i . The knowledge about randomized protocols allows us to extend the result of Theorem 1 to randomized streaming algorithms.
Corollary 2.
There is no randomized one-pass streaming algorithm using o(n 2 ) bits of working memory which succeeds to find a minimum cut in every graph with a probability of at least 2/3 .
Proof. On the same lines as in the proof of Theorem 1, we can use a randomized one-pass streaming algorithm with o(n 2 ) bits of working memory and success probability p to construct a randomized communication protocol of cost o(n 2 ) with the same success probability. However, it is known [25] that every protocol solving the bit vector probing problem on a Θ(n 2 ) bit vector correctly with a probability of at least 2/3 must be of cost Ω(n 2 ).
Maximum Cut
The problem of finding a maximum cut in a weighted graph is one of Karp's original N Pcomplete problems [23] . On unweighted graphs the problem remains N P-complete [18] ; it is even known that the computation of a (1.0625 − ε)-approximative solution is N P-complete for every ε > 0 [20] . The best known approximation ratio of 1.1383 is given by the semidefinite programming approach due to Goemans and Williamson [19] . Some evidence towards the optimality of this algorithm is presented by Khot et al. [24] . In addition to its theoretical importance, the maximum cut problem has applications in the design of circuit layouts and in statistical physics [4] .
In order to prove the intractability of the maximum cut problem for a one-pass streaming algorithm, we need the following technical lemma. The addressed graph is sketched in Figure 2 . and let L L and R R be both of size n with n > 0. Let H contain every possible edge between L and R and let additionally H contain every possible edge inside L and inside R . Then any cut in H differing from (L, R) is at most of value |L| · |R| − 4n + 1.
Proof.
Starting from the cut (L, R) of value |L| · |R|, we can produce any other cut by exchanging vertices in A ⊆ L with vertices in B ⊆ R. We can assume that |A| + |B| ≤ 5n − 1 since otherwise |L \ A| + |R \ B| < 5n − 1 whose exchange produces the same cut. After moving A to R, we can estimate the value of the resulting cut (L \ A, R ∪ A) to be smaller than |L| · |R| − |A|(5n − 1) + |A|n. After moving B to L \ A, the resulting cut is of value smaller than |L| · |R| − |A|(5n − 1) + |A|n − |B|(5n − 1 − |A|) + |B|n + |A| · |B| which equals |L|·|R|+|A|(|B|−4n+1)+|B|(|A|− 4n+1). For |A|, |B| ≥ 0 and 0 < |A|+|B| ≤ 5n−1 this term takes its maximum with |A| + |B| = 1 at a value of |L| · |R| − 4n + 1. Now we can show the very same intractability result for the maximum cut problem as we did for the minimization problem.
Theorem 4.
There is no one-pass streaming algorithm using o(n 2 ) bits of working memory that is able to find a maximum cut in every graph. Proof. The proof is similar to the one of Theorem 1 showing the intractability of the minimum cut problem, so we borrow the framework of the proof from there. Remember that Bob receives the memory configuration of the streaming algorithm after reading G = (V, E), which is only known to Alice, followed by the degree of every vertex. Again, Bob wants to probe the edge ab in G.
To this aim he again extends G to obtain G + . In contrast to the proof of Theorem 1, Bob adds a complete bipartite graph on the color classes L and Q with (L ∪ Q) ∩ V = ∅ and |L| = 5n − 1, |Q| = 4n+1. He connects every vertex in V \{a, b} to every vertex in L and joins vertex a to
We define R := Q ∪ V \ {a, b}, thus |L| = |R| = 5n − 1. See Figure 3 for the general shape of G + . Because each of a and b has at most n − 1 neighbors in G and gained at most n − 2 new neighbors in G + , the sum of the degrees of a and b in G + is at most 4n − 6. Let G be the graph induced by L ∪ R and note that G is a subgraph of H of Lemma 3. Hence, any cut of G that does not separate L from R has size at most |L| · |R| − 4n + 1. Since the sum of the degrees of a and b in G + is at most 4n−6, any cut in G + that does not separate L from R is of size at most |L| · |R| − 4n + 1 + (4n − 6) = |L| · |R| − 5, irrespective of where a and b are placed in the cut.
As a result, we get a maximum cut in G + when separating L from R and by adding a and b each to L or R. Where a and b are placed in a maximum cut depends on the existence of ab in G.
If ab is in G, a (b, respectively) has the same number of neighbors in L and R. Then every maximum cut separates a from b to make ab an edge crossing the cut. If ab is not in G, the number of a's (b's) neighbors in R exceeds the number of a's (b's) neighbors in L by one. Thus, the maximum cut is given by (L ∪ {a, b}, R).
Bob can probe the existence of ab in G by asking the one-pass streaming algorithm for the maximum cut of G + . If the algorithm was content with o(n 2 ) bits of working memory, that gives rise to a communication protocol solving the bit vector probing problem with cost o(n 2 ). This contradicts the lower bound of Ω(n 2 ) for the cost of every protocol tackling this problem if Alice holds a vector of length Θ(n 2 ) [25] . As in the proof of Theorem 1, the value of the maximum cut in G + differs depending on the presence of ab in G. Hence, for any one-pass streaming algorithm computing this value without yielding a partition, the proved bound holds as well.
We can deduce a lower bound for a randomized algorithm in the same way as in Corollary 2.
Corollary 5. There is no randomized one-pass streaming algorithm using o(n 2 ) bits of working memory succeeding to find a maximum cut in every graph with a probability of at least 2/3 .
Conclusion
We showed that a precise solution to the minimum/maximum cut problem is unattainable for any one-pass streaming algorithm by utilizing the problem of bit vector probing. This problem, however, does not allow any implications about streaming algorithms using more than one pass over the input. Therefore, we leave open the natural question on the existence of a multi-pass streaming algorithm that exactly computes a minimum or maximum cut.
In the traditional RAM-model, the complexity of the minimum cut problem fundamentally falls below the one of the maximum cut problem, provided P = N P. The streaming model, however, does not emphasize the running time of an algorithm as the most important measure of complexity. Rather, the model focuses on the general question of to which extend a problem is solvable when forbidding random access and restricting working memory.
From this streaming viewpoint, the minimum cut problem does not seem to be easier than the maximum cut problem. For both problems we proved the intractability of finding an exact solution, even if randomization is allowed.
Moreover, a sparsification S of a graph G can be computed by a one-pass semi-streaming algorithm [1] . In a postprocessing step the semi-streaming algorithm can run traditional algorithms to figure out a minimum or a maximum cut of the memorized sparsification S. This way a (1 ± ε)-approximation of a minimum as well as of a maximum cut in G can be obtained.
Admittedly, while there are polynomial time algorithms to identify the minimum cut of S, the postprocessing time for the maximum cut will be exponential. However, this difference is inherited from the traditional RAM-model and does not derogate our view that the minimum and maximum cut problem are equally accessible for streaming computations.
