In this paper we study one-dimensional generalized reflected backward stochastic differential equation with two barriers and stochastic quadratic growth. We prove the existence of a maximal solution when there exists a semimartingale between the barriers L and U , the generator f is continuous with general growth with respect to the variable y and stochastic quadratic growth with respect to the variable z and without assuming any P -integrability conditions on the data. The proof of our result is based on the use of a comparison theorem, an exponential transformation and an approximation technique. Our result is applied to the Dynkin game problem as well as to the American game option.
Introduction
Backward stochastic differential equations (BSDEs for short) have appeared long time ago, both as the equations for the adjoint process in stochastic control, as well as the model behind the Black and Scholes formula for the pricing and hedging of options in mathematical finance. However the first published paper on nonlinear BSDEs appeared only in 1990, by Pardoux and Peng [21] . A solution for such an equation is a couple of adapted processes (Y, Z) with values in IR × IR d satisfying
In [21] , the authors have proved the existence and uniqueness of the solution under conditions including basically the Lipschitz continuity of the generator f . BSDEs have been studied since then by a lot of authors and have found various applications, namely in stochastic control, mathematical finance and the second order PDE theory (see, for example, [10, 15, 22, 21, 6, 7] and the references therein). The notion of reflected BSDE has been introduced by El Karoui et al [11] . A solution of such an equation, associated with a coefficient f ; a terminal value ξ and a barrier L, is a triple of processes (Y, Z, K) with values in IR × IR d × IR + satisfying
Here the additional process K is continuous nondecreasing and its role is to push upwards the process Y in order to keep it above the barrier L and moreover it satisfies
(Y s − L s )dK s = 0, this means that the process K acts only when the process reaches the barrier L. The authors of [11] have proved the existence and uniqueness of the solution when ξ is square integrable, f is uniformly Lipschitz with respect to (y, z) and L is square integrable and continuous. They also studied the relation with the obstacle problem for nonlinear parabolic PDE's. In the Markov framework the solution Y of RBSDE provides a probabilistic formula for the unique viscosity solution of an obstacle problem for a parabolic partial differential equation. El Karoui, Pardoux and Quenez [12] found that the price process of an American option is the solution of a RBSDE. Bally et al [3] have established the relation of RBSDEs and variational inequalities in the sobolev sense. Reflected BSDE with two barriers has been first introduced by Civitanic and Karatzsas [8] . A solution for such equation, associated with a coefficient f ; terminal value ξ and two barriers L and U , Here the solution process Y has to remain between L and U due to the cumulative action of processes K + and K − . In the case of a uniformly Lipschitz coefficient f and a square terminal condition ξ the existence and uniqueness of a solution have been proved when the barriers L and U are either regular or satisfy Mokobodski's condition which, roughly speaking, turns out into the existence of a difference of nonnegative supermartingales between L and U . It has been shown also in [8] that the solution coincides with the value of a stochastic Dynkin game of optimal stopping. The link between obstacle PDEs and RBSDEs has been given in Hamadène and Hassani [17] . In Hamadène [14] , applications of RBSDEs to Dynkin games theory as will as to American game option are given.
When the generator f is only continuous there exists a solution to equation (3) under one of the following group of conditions :
• ξ is square integrable, f has a uniform linear growth in y and z, i.e. there exists a constant C such that |f (t, ω, y, z)| ≤ C(1 + |y| + |z|), and one of the barriers has to be regular, e.g. has to be semi-martingale (see Hamadène et al [16] ).
• ξ is bounded, f has a general growth in y and quadratic growth in z, i.e. there exist a constant C and positive function φ which is bounded on compacts such that |f (t, ω, y, z)| ≤ C(1 + φ(|y|) + |z| 2 ), and the barriers satisfy the Mokobodski's condition (see Bahlali et al [2] ).
• ξ is square integrable, f has a uniform linear growth in y and z and the barriers are completely separated (see Hamadène and Hassani [17] ).
The main purpose of this work is to extend the previous works in several ways. First, we consider a more general equation : reflected BSDE with two barriers L and U which involves integral with respect to a continuous and increasing process A. Second, the generator f is continuous with general growth with respect to the variable y and stochastic quadratic growth with respect to the variable z of the form C s (ω) | z | 2 instead of C | z | 2 as usually done. Third, we do not assume the Mokobodski's condition on the barriers L and U , we suppose only that there exists a semimartingale between them. Finally, we do not suppose any P -integrabilty conditions on the data. Roughly speaking, we look for a quintuple of adapted processes (Y, Z, K + , K − ) satisfying:
under conditions including basically the continuity of the drivers f and g.
To prove our result we remark that equation (4) can be transformed, by using an exponential transformation, into another generalized reflected BSDE whose data satisfy some "good" conditions. Roughly speaking we obtain the following GRBSDE :
where f is negative, g is negative and bounded, ξ, L and U are bounded. We remark first that equation (4) and (5) are equivalent. Second, we show the existence and uniqueness of a solution for equation (4) when f and g are bounded Lipschitz functions and the processes L, U, ξ, A and R are bounded. Third, we approximate the functions f and g by sequences of Lipschitz functions (f n ) n and (g n ) n and consider the stopped processes dA n s = 1 {s≤τn} dA s , n ∈ IN and dR i s = 1 {s≤τ i } dR s , i ∈ IN , where (τ n ) n≥0 is the family of stopping times defined by τ n = inf{s ≥ 0 :
We show, with the help of a comparison theorem, that the approximating process (Y n,i , Z n,i , K n,i+ , K n,i− ) converges, in some sense, to the processes (Y , Z, K
which is the maximal solution of equation (5) . Finally, a logarithm transform leads to the solution of the initial problem. It is well known that reflected BSDEs are connected with Dynkin games. Therefore as an application we deal with the Dynkin game associated with L, U , ξ and Q with payoff:
We show that this game is closely related to the notion of the solution of our equation as it is done in [8] . Besides we obtain the existence of a saddle-point for the game under conditions out of the scope of the known results on the subject of the connection between RBSDE and Dynkin games, e.g. the barriers L and U are just L 1 -integrable. Our result is applied also in mathematical finance when we deal with American game option or a game contingent claim which is a contract between a seller A and a buyer B which can be terminated by A and exercised by B at any time t ∈ [0, T ] up to a maturity date when the contract is terminated anyway. The buyer pays an initial amount which guarantees him a wealth (L t ) t≤T . The buyer can exercise when he wants before the maturity T of the option. If he decides to exercise at σ he gets an amount L σ . On the other hand, if the seller choose λ as termination time he pays an amount U λ . Now if the seller and the buyer decide together to stop the contract at the same time σ then B gets a reward Q σ 1 {σ<T } + ξ1 {σ=T } .
We would like to point out that the existence of solutions for our GRBSDE but without reflection, under our assumptions, still remains open. In a forthcoming paper, we plan to treat the existence of solutions of this type of equations.
Let us describe our plan. First, most of the material used in this paper is defined in Section 2, an exponential transformation for our reflected BSDE with two obstacles is also given. In Section 3, we prove a general comparison theorem for a general GRBSDE. Section 4 is devoted to the proof of the existence and uniqueness of a solution of equation (4) when the coefficients f and g are bounded Lipschitz functions and the processes L, U, ξ, A and R are bounded. In Section 5, with the help of the comparison theorem and using an approximation technique, we prove the existence of a maximal solution for the transformed BSDE. In section 6, we prove the existence of maximal solution for our generalized reflected BSDE. Section 7 is devoted to the proof of a comparison theorem for maximal solution of our GRBSDE. In section 8, we give applications to the Dynkin game as well as to the contingent claim game.
2 Problem formulation, assumptions and exponential transformation for quadratic reflected BSDE with two obstacles
Problem formulation, assumptions and remarks
Let (Ω, F, (F t ) t≤T , P ) be a stochastic basis on which is defined a Brownian motion (B t ) t≤T such that (F t ) t≤T is the natural filtration of (B t ) t≤T and F 0 contains all P -null sets of F. Note that (F t ) t≤T satisfies the usual conditions, i.e. it is right continuous and complete.
Let us now introduce the following notations :
• P the sigma algebra of F t -progressively measurable sets on Ω × [0, T ].
• C the set of IR-valued P-measurable continuous processes (Y t ) t≤T .
• L 2,d the set of IR d -valued and P-measurable processes (Z t ) t≤T such that
• M 2,d the set of IR d -valued and P-measurable processes (Z t ) t≤T such that
• K the set of P-measurable continuous nondecreasing processes (K t ) t≤T such that K 0 = 0 and K T < +∞, P -a.s.
• K 2 the set of P-measurable continuous nondecreasing processes (K t ) t≤T such that K 0 = 0 and IEK 2 T < +∞. Throughout the paper we assume that the following conditions hold true :
• L := {L t , 0 ≤ t ≤ T } and U := {U t , 0 ≤ t ≤ T } are two real valued barriers which are Pmeasurable and continuous processes such that
• ξ is an F T -measurable one dimensional random variable such that
IR is a function which to (t, ω, y, z) associates f (t, ω, y, z) which is continuous with respect to (y, z) and P-measurable.
• g : Ω × [0, T ] × IR −→ IR is a function which to (t, ω, y) associates g(t, ω, y) which is continuous with respect to y and P-measurable.
• A and R are two processes in K and K − K respectively.
Before giving the definition of our generalized reflected BSDE with two obstacles L and U , let us recall the following definition of two singular measures. Let us now introduce the definition of our GRBSDE with two obstacles L and U . 
Next, we are going to suppose a weaker conditions on the data under which the GRBSDE (6) has a solution. We shall need the following assumptions on f and g :
and C ∈ C such that:
For instance, equation (6) may not have a solution. Take, for example, L = U with L not being a semi-martingale then obviously we can not find a 4-uple which satisfies ii) of equation (6) . Therefore, in order to obtain a solution, we are led to assume :
Let us now give some remarks on the assumptions. 
where φ, ψ and ϕ are continuous functions on
. To see that we just take, in condition (A.1), η and C as follows :
This means that, in our case, the function f can have, in particular, a general growth in y and quadratic growth in z. Now suppose that the driver g satisfies condition (7) , then for all (t, ω) we have
Now, if you take g(t, y) 1 + η t and (1 + η t )dA t instead of g(t, y) and dA t respectively in equation (6) 
Exponential transformation for generalized reflected BSDE with two obstacles
In this part, by using an exponential transform, we transform the GRBSDE with two obstacles into another equivalent one whose data satisfy some "good" conditions. This transformation allow us, in particular, to bound the terminal condition and the barriers associated with the transformed GRBSDE. Let |R| be the total variation of the process R and define the processes m, ξ, L, U , g, f and A as follows:
• ξ = e m T (ξ−m T ) , L s = e ms(Ls−ms) , U s = e ms(Us−ms) ,
• dA s = 8m s dm s and dR s = 2dA s + η s m s ds.
We have the following result.
Proposition 2.1 Assume that assumptions (A.1) − (A.3) hold true. Then we have the following :
i) The function f is P-measurable and continuous with respect to (y, z) satisfying
Proof. i) It is not difficult to see that f is P-measurable and continuous with respect to (y, z) since f is. Let us prove the inequality (8) 
since y ≤ U s ≤ e −1 and
On the other hand, by using condition (A.1)(ii), we get also that
since y ≥ L s > 0 and
ii) Inequality (9) follows easily from inequality (8) .
iii) and iv) follow immediately from the boundedness of g and the definition of m.
Let us now suppose that equation (6) has a solution. It follows then from Itô's formula that
Henceforth
Let us set
Equation (6) can be written then as follows :
where ξ, f , g, R, L and U satisfy conditions in proposition 2.1.
Remark 2.2 Let us agree from now on that equations (6) and (11) are equivalent, in the sense that if there exists a solution (resp. maximal solution) to one of them then there exists a solution (resp. maximal solution) for the other. Indeed, by the transformation cited above it is clear that if equation (6) has a solution (resp. maximal solution) then equation (11) has a solution (resp. maximal solution). Conversely, if there exists a solution (resp. maximal solution) (Y
by setting, for all t ≤ T ,
is a solution (resp. maximal solution) for equation (6) .
By taking into account the above remarks and inequalities (9)- (10), our problem is then reduced to find a maximal solution to the following GRBSDE :
the Skorohod conditions hold :
under the following assumptions :
Our objective now is to prove the existence of maximal solution for equation (12) . To do so we are going first to show a comparison theorem and second the existence and uniqueness of solutions for our GRBSDE (6) under strong hypothesis than those we have supposed above.
Comparison theorem for GRBSDE
The comparison theorem for real-valued BSDEs turns out to be one of the classic results of the theory of BSDE. It allows to compare the solutions of two real-valued BSDEs whenever we can compare the terminal conditions and the generators. The objective of this section is to show a comparison theorem for the following GRBSDE with generator hdA s + dR s :
| bs| 2 ds , where the processes α and b are defined as follows :
Under assumptions (D.1) − (D.5), we have the following comparison theorem.
s., then :
Before giving the proof of theorem 3.1, let us give the following remarks.
Remark 3.1 i) If there exist constants
Proof of Theorem 3.1. From hypothesis, it follows that
By Itô's formula we have
be the family of stopping times defined by τ n = inf{s ≥ t :
where (h t ) t∈[0,T ] is a continuous, increasing process.
Taking the limit in the right side and taking into account that P (∪ n (τ n = T )) = 1, we get 
and
Let us admit for the moment the following.
It follows from the result of Hamadène and Hassani [17] that, for i = 1, 2,
By applying Itô's formula to (Y i − Y i,n ) 2 , we have for i = 1, 2 and for all 0
It follows then from Lemma 3.
Assume now that U 1 ≡ U 2 , we get from i) that
and then dK 1− ≤ dK 2− . Now, assume that U 1 ≤ U 2 . Consider the following BSDE
t , and dK
where (h t ) t∈[0,T ] is a continuous, increasing process. Hence, there exist processes R, such that d R ≥ 0, and Z ∈ L 2,d such that
On other hand
By identifying equations (14)- (15), we have
where we have used the fact that dK
and then 1 {U 2
By symmetric arguments, we have also that
Let us now return to the proof of Lemma 3.1.
Proof of Lemma 3.1. For j = 1, 2, consider the following BSDE
where g is Lipschitz, l ∈ C which is bounded and d R 1 ≤ d R 2 . As above one can assume that, without loss of generality, that g = 0. By using a penalization method, one can prove as above that [2, 16] for similar arguments).
Existence and uniqueness of solutions under strong assumptions
The goal of this section is to study the existence and uniqueness of the solution of GRBSDE (6) under strong assumptions on the coefficients. We assume that f , g, L and U satisfy the following assumptions : (C.1) (i) f is uniformly Lipschitz with respect to (y, z), i.e., there exists a constant 0 < C 1 < ∞ such that for any y, y ′ , z, z ′ ∈ IR,
(ii) There exists a constant C 2 > 0 such that for all y, y ′ , z, z ′ ∈ IR, −C 2 ≤ f (ω, t, y, z) ≤ 0. (C.2) (i) g is uniformly Lipschitz with respect to y, i.e., there exists a constant 0 < C 3 < ∞ such that for any y, y ′ ∈ IR, |g(ω, t, y) − g(ω, t, y
Theorem 4.1 Let assumptions (C.1)−(C.4) and (H.4) hold true, then there exists a unique solution for equation (6). Moreover,
Proof. Uniqueness follows directly from comparison theorem. Let us focus on the existence. The proof is divided into two steps.
Step
where V is the process in (H.4). Define L and U as follows:
Let us also define two nonnegative supermartingales θ and ζ by
and then (L, U ) satisfies Mokobodski's condition. It follows then from Cvitanic and Karatzas [8] or Bahlali et al [2] that there exists a unique solution to the following reflected BSDE
is the unique solution of the following BSDE
Step 2. Assume now that g = 0. We prove existence of solutions by using a Picard approximation. Let (Y 0 , Z 0 , K +,0 , K ,0 ) = (S, 0, 0, 0) and consider the following reflected BSDE
which admits a solution due to Step 1.
For all ε > 0, set e ε t := e 
On other hand, from our assumptions we get
It follows then that there exists a positive measure dR n,m such that
Consequently
By using the above inequality and Davis-Burkholder-Gundy inequality, there exists a universal constant c > 0 such that
Coming back to equation (18) we have
Let us set ε = 1 4(2 + c 2 )C 4 , e s = e 1 4(2+c 2 )C 4 s and
then, for every n ≥ m, we get
where C is a constant depending only on C 1 , C 3 and C 4 . Consequently
and then lim
We conclude then form above that there exists a process
Let (Y , K + , K − , Z) be the solution of the following GRBSDE
which admits a solution according to Step 1. By the same way as for the proof of estimate (19), we obtain IE sup
Then lim
It follows that for all s ≤ T IE sup
and then for all s ≤ T , Y s = Y s , P −a.s. The proof of existence is then finished.
Existence of maximal solution for equation (12)
Our objective now is to prove that, under assumptions (H.0)-(H.4), equation (12) 
t≤T is another solution of (11), then P -a.s. holds, for all t ≤ T , Y t ≤ Y ′ t . What we would like to do is to approximate the function f and g by sequences of functions f n and g n which satisfies properties 1 − 7 below. We also approximate the processes A and R by a sequences of processes A n and R i . With the help of this double approximations, we can construct a maximal solution for equation (12) . Let f n and g n be two sequences of functions defined by
It is not difficult then to prove the following.
f n is uniformly n-Lipschitz with respect to (y, z), 5. g n is uniformly n-Lipschitz with respect to y, 6. ∀(t, ω), (f n (t, y, z)) n≥0 converges to f (t, y, z) as n goes to +∞ uniformly on every compact of IR × IR d , 7. ∀(t, ω), (g n (t, y)) n≥0 converges to g(t, y) as n goes to +∞ uniformly on every compact of IR.
Let (τ n ) n≥0 be the family of stopping times defined by τ n = inf{s ≥ 0 :
Put dA n s = 1 {s≤τn} dA s , n ∈ IN and dR i s = 1 {s≤τ i } dR s , i ∈ IN and consider the following reflected BSDE
It follows from theorem 4.1 that equation (21) has a unique solution. Moreover, for all n and i
From the Comparison theorem we get easily the following.
Proposition 5.1 i) Fix n, we get for all
and dK n,i+1− ≥ dK n,i− .
ii) Fix i, we get for all n ≥ 0 and t ≤ T
and dK n+1,i− ≤ dK n,i− . 
The process
is the unique solution of the following GRBSDE
where C n,i,i ′ , α n,i,i ′ and β n,i,i ′ are bounded by n . Set e n t := e 2nA n t +(2n 2 +2n)t . Applying Itô's formula to (Y
According to Bulkholder-Davis-Gundy inequality, there exists a constant C n > 0 such that
Henceforth, Y n is continuous and there exists
as i goes to +∞. It is clear that K n,i+ converges to the continuous and increasing process K n+ and
) 2 < +∞, for all n. Now, passing to the limit in equation (21)
T < +∞, ∀n P -a.s. Let us now prove the Skorohod conditions. We have
It follows then from Fatou's lemma that
On the other hand
n,i+ , dK n− = sup i dK n,i− and the measures dK n,i+ and dK n,i− are singular, it follows that dK n+ and dK n− are also singular. Passing to the limit, as i goes to infinity, in the following equation
We get P −a.s.
Since τ j is a stationary stopping time we get P −a.s.
Let (Y n , Z n , K n+ , K n− ) be the processes given in Proposition 5.2 the unique solution of the following GRBSDE
We should note here that, for all j and n, IE(K Moreover the process (Y, Z, K + , K − ) is the maximal solution for equation (12) .
Since, K n+ (resp. K m+ ) moves only when Y n (resp. Y m ) reaches the obstacles L, Y m ≤ Y n and ψ ′ (0) = 0, we have
By the same way we get also that
where dR n,m,j is a positive measure depending on n, m and j. But
Taking n = 0 in equation (24) we get for all j
where c j is a positive constant depending only on j.
Hence IE
where C j is a positive constant depending only on j. Now, there exist a subsequence m j k of m and a process
to the process Z j s 1 {s≤τ j } as k goes to infinity and
s )1 {s≤τ j } as k goes to infinity. Now taking the limit, as k goes to infinity, in Equation (24), we get
+∞, and ∀j, we have
Let us now prove that the process (Y, Z, K + , K − ) is the maximal solution for equation (12) . To begin with, let us show that the process Y is continuous. From equation (24) and according to BulkholderDavis-Gundy inequality, there exists a constant C > 0 such that 
But, by Lebesgue's theorem, we get
and lim
According to Lebesgue's theorem, we get also that
Since the above limit doesn't depend on the choice of the subsequence (n
It not difficult also to prove that
From equation (23)(i) we obtain, ∀j, sup n IEK n+ τ j < +∞. It then follows from Fatou's lemma that ∀j IEK + τ j < +∞. Henceforth K + T < +∞, P -a.s. Now let us prove the minimality conditions. We have 
Comparison theorem for maximal solutions
In this section, we give a comparison theorem for maximal solutions of the following GRBSDE : (ii) Y between L and U, i.e. ∀t ≤ T, L t ≤ Y t ≤ U t , (iii) the Skorohod conditions hold : We have the following comparison theorem. Let ξ, L, U be as in the beginning. Let Q be a process such that, ∀t ∈ [0, T ] L t ≤ Q t ≤ U t , P − a.s and assume that assumption (A.3) holds true. Let F : IR −→ IR be a continuous nondecreasing function such that : for every semimartingale S such that L ≤ S ≤ U , F (S) is a also a semimartingale. Consider the payoff J(λ, σ) = U λ 1 {λ<σ} + L σ 1 {λ>σ} + Q σ 1 {σ=λ<T } + ξ1 {σ=λ=T }
The setting of our problem of Dynkin game is the following. There are two players labelled player 1 and player 2. Player 1 chooses the stopping time λ, player 2 chooses the stopping time σ, and J(λ, σ) represents the amount paid by player 1 to player 2. It is the conditional expectation IE F (J(λ, σ)) | F t ) of this random payoff that player 1 tries to minimize and player 2 tries to maximize. The game stops when one player decides to stop, that is, at the stopping time λ ∧ σ before time T or at T if λ = σ = T .
Our objective is to show existence of a fair strategy, to be precise a saddle-point, for the game and to characterize it. We show that, a RBSDE with two reflecting barriers is associated. This RBSDE gives the value function of the game and allows us to construct a saddle-point. 
Consider the following RBSDE
Let λ * t and σ * t be the stopping times defined as follows :
We have the following. 
