In this study we establish the probability density function of the square transformed left-truncated    correct to 1 dp in the interval 0 < σ < 0.027, hence a successful square transformation where necessary is achieved for values of σ such that 0 < σ < 0.027.
Introduction
Consider a normally distributed random variable X with probability density function   f x specified as   
Often in practice, the random variable X which has a  2 1, N  distribution do not admit values less than or equal to zero. We therefore disregard or truncate all values of to take care of the admissible region X > 0. Now if the values of X below or equal to zero cannot be observed due to censoring or truncation, then the resulting distribution is a left-truncated normal distribution. 0  X [1] obtained the probability density function of the left-truncated normal distribution as   
The study of the properties of normally distributed random variables when certain outcomes are constrained or restricted has been a rich and fertile one-with applications in regression analysis, inventory management and time series modeling to mention but a few.
A time series is a collection of observations made sequentially in time. Examples occur in a variety of fields, ranging from economics to engineering and methods of analyzing time series constitute an important area of statistics [2] . Time series analysis comprises methods that attempt to understand such time series, often either to understand the underlying context of the data points (Where did they come from? What generated them?), or to make forecasts. Time series forecasting is the use of a model to forecast or predict future events based on known past events.
Methods for time series analyses are often divided into three classes: descriptive methods, time domain methods and frequency domain methods. Frequency domain methods centre on spectral analysis and recently wavelet analysis [3, 4] can be regarded as model-free analyses. Time domain methods [5, 6] have a distribution-free subset consisting of the examination of the autocorrelation and cross-correlation analysis.
Descriptive methods [2, 7] involve the separation of an observed time series into components representing trend (long term direction), the seasonal (systematic, calendar related movements), cyclical (long term oscillations or swings about the trend) and irregular (unsystematic, short term fluctuations) components. The descriptive method is known as time series decomposition. If short period of time are involved, the cyclical component is superimposed into the trend [2] and the observed time series [8] . For further details on reasons for transformation, see [9] [10] [11] . Many time series analyst assume normality and it is well known that variance stabilization implies normality of the series. The most popular and common data transformations are the power transformation namely the logarithm, square root, inverse, inverse square root, square and inverse square transformations. A statistical procedure for choice of appropriate data transformation can be obtained in [8, 11] . It is important to note that, if we apply square transformation on model (5), we still obtain a multiplicative time series model given by [14] has studied the implication of square root transformation on a two-parameter Gamma distributed error component of a multiplicative error model and discovered that the unit mean assumption is approximately maintained, but the variance of the transformed distributions is one-quarter of the original variance.
In this paper we study the implication of square transformation on the error component of the multiplicative time series model with a view to establish the interval for σ, for which the transformation is successful. The paper is organized into 6 sections. Section 1 contains the introduction. The probability density function, mean and variance of the square transformed left-truncated   Comparison of the square transformed and the untransformed distributions were compared in Section 3. Finally the summary and conclusion, references and appendix are respectively contained in Sections 4-6.
Probability Distribution of the Square Transformed Error Component
Using the transformation,
in (2) and the admissible values of , we would then find the probability density function (pdf) of 
But, the pdf of y,   f y is given by 
The crucial question is now "is (9) a proper pdf?". If it is to be a proper pdf, it must satisfy the condition; 1)
hence we now proceed to show that the integral of (9) is equal to unity as follows:
and
therefore, substituting the results in (11a) through (11c) into (10) yields  
and this shows that (9) is a proper pdf. 
Mean of the
where
Applying the substitution given in (11) into (12), we obtain 
Substituting the results of (18), (21) and the value of k into (13), we obtain 
Variance of the Square Transformed
Applying the transformation given in (11) into (23), we have that 
Applying the substitution in (14) and its corresponding results in (15) into (26), we have that to one decimal place (dp) for the interval
to two decimal places for the interval . In order to determine the number of decimal place(s) to use, we investigate the normality of the pdf curves of the square transformed and that of the untransformed distributions at the points b = 0.027 and 0.280. The investigation of normality at the two points is based on the previous studies of [1, 12, 13] whereby, normality of a pdf curve at a point b implied normality at points . Bell-shaped curves and symmetry about a unit mean would be a measure of normality. The pdf curves of the two distributions of interest for b = 0.027, 0.280 are given in Figures 1 and 2 . o one d ce (dp).
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