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Abstrakt 
Bakalářská práce se zabývá vytvořením jednoduchého programovacího jazyka pro práci 
s matematickými operacemi. Hlavním cílem práce je vytvořit kompilátor tohoto jazyka, který pro 
generování instrukcí cílového kódu využívá instrukční sadu technologie MMX. Generování 







Bachelor‘s thesis deals with creating a simple programming language for working with mathematical 
operations. Main point of the thesis is to create a compiler of this language, which is using MMX 
technology to generate instructions of an assembler code. The optimized code generation is based on 
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1 Úvod 
S rozvojem a rozmachem multimedií na konci minulého desetiletí vznikaly stále větší nároky na 
osobní počítače. Bylo potřeba provádět miliony stejných operací v co nejkratším čase. Proto přišla 
firma Intel v roce 1997 s novou technologií MMX (MultiMedia eXtensions), která rozšířila vlastnosti 
dosavadních procesorů. Toto vylepšení s sebou přineslo i navýšení počtu instrukcí o multimediální 
sadu, která díky podpoře SIMD (Single Instruction Multiple Data) zpracovává data paralelně. 
Rozšíření instrukčního souboru úzce souvisí s oblastí překladačů, zejména pak s generováním 
cílového kódu. Při překladu se tak otevřela možnost novým optimalizacím, které podstatně urychlují 
provádění výpočtů a běh výsledného programu. Jejich základním cílem bylo efektivně pracovat 
s MMX registry – vyhledávat vhodné operace, které lze provést v jednom kroku, a naplno tak 
využívat paralelismu zpracování. 
Optimalizace a generování kódu jsou také hlavním předmětem této práce. Zabývám se v ní 
lexikální a syntaktickou analýzou navrženého jazyka a generováním instrukcí 3-adresného kódu, 
který slouží pro vnitřní reprezentaci. Ze seznamu 3-adresných instrukcí následně simuluji generování 
cílového kódu (asembleru) pomocí algoritmu kontextového generování, který je optimalizován pro 
práci s MMX registry. 
Následující kapitola je zaměřena na teorii potřebnou k pochopení tématu. Definuje základní 
pojmy, rozebírá metody optimalizace a generování kódu. Podrobněji se věnuje MMX technologii, 
zmiňuje se také o nástupci MMX, instrukční sadě SSE (Streaming SIMD Extension). 
Kapitola 3 pojednává o návrhu jazyka, lexikální a syntaktické analýzy pomocí nástrojů LEX a 
YACC, rozebírá úpravy algoritmu kontextového generování pro využití technologie MMX a řeší 
některé optimalizace. Zabývá se tvorbou překladače jako celku. 
Kapitola 4 se věnuje vlastní implementaci programu v jazyce C, pro kterou jsem využil 
nástrojů LEX (pro lexikální analýzu) a YACC (pro syntaktickou analýzu). Rozebírá také využité 
datové struktury pro implementaci např. tabulky symbolů a popisuje funkčnost a použití aplikace. 
V závěrečné části zhodnotím dosažené výsledky práce a navrhnu její možná rozšíření pro 
případné pokračování. 
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2 Základní pojmy 
V této kapitole rozebereme jednotlivé části překladače – lexikální, syntaktický a sémantický 
analyzátor, generátor vnitřního kódu, optimalizátor a generátor cílového kódu, z nichž se zaměříme 
zejména na poslední tři jmenované. Vysvětlíme si principy optimalizačních metod, jako jsou 
eliminace mrtvého kódu, rozbalení cyklu, šíření konstanty apod. Budeme se také zabývat slepým a 
kontextovým generováním, které reprezentují postupy pro vytváření cílového kódu. V závěru této 
kapitoly se podíváme na MMX technologii, na kterou navazuje její vylepšení nazvané SSE. 
2.1 Překladač 
Tato podkapitola je volně převzata z [1], [2] a [3]. 
Na rozdíl od interpretu, který zdrojový program přímo provádí, překladač neboli kompilátor jej 
čte a překládá na program cílový. Výchozí program je zapsán ve zdrojovém jazyce (většinou nějaký 
vyšší programovací jazyk), výsledný program v jazyce cílovém (nejčastěji asembler). Oba programy 
jsou navzájem funkčně ekvivalentní. 
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Struktura překladače je tvořena dvěma hlavními částmi – analyzátorem vstupního programu 
(analyzer) a generátorem výstupního programu (synthesizer). První zmíněný rozkládá při lexikální 
analýze vstup na tokeny, vytváří z nich nejprve derivační strom (syntaktická analýza) a po kontrole 
sémantiky abstraktní syntaktický strom. Druhý z nich generuje instrukce 3-adresného kódu (generátor 
vnitřního kódu), nad kterými provádí optimalizace, a nakonec generuje příkazy asembleru. Oba bloky 
využívají ke své činnosti tabulku symbolů (symbol table), ve které jsou uloženy jak programátorské, 
tak i pomocné proměnné. 
2.1.1 Lexikální analyzátor 
Lexikální analyzátor (scanner) rozpoznává ve zdrojovém programu jednotlivé lexémy, které jsou 
specifikovány regulárními výrazy. Lexémy jsou logicky oddělené lexikální jednotky jako např. 
identifikátory, čísla, operátory, klíčová slova apod. Dále jsou vypuštěny komentáře a „bílé znaky“, 
probíhá komunikace s tabulkou symbolů a s tabulkou klíčových slov (pro rozlišení klíčových slov od 
identifikátorů). 
Rozpoznané lexémy jsou reprezentovány tokeny, které jsou dále předávány syntaktickému 
analyzátoru. Pod pojmem token si můžeme představit abstraktní datový typ skládající se z typu 
lexému a atributu, kterým může být např. ukazatel nebo celé číslo. 
Vstupem lexikálního analyzátoru je tedy zdrojový program, výstupem řetězec tokenů. Jeho 
implementace je založena na deterministickém konečném automatu (DKA), který je složen z dílčích 
DKA pro jednotlivé lexémy. 
2.1.2 Syntaktický analyzátor 
Syntaktický analyzátor (parser) kontroluje, zda-li řetězec tokenů, který získává z lexikální analýzy, 
reprezentuje syntakticky správně napsaný program. Toto platí pouze tehdy, je-li k danému řetězci 
úspěšně vytvořen derivační strom. Jeho konstrukce se zakládá na gramatických pravidlech, která 
generují řetězce daného jazyka. Na těchto pravidlech je také postavena gramatika jazyka, např. 
LL-gramatika. 
 
Obrázek 2.2: Základní druhy syntaktické analýzy. Převzato z [2]. 
 
Rozlišujeme dva základní druhy syntaktické analýzy – shora dolů a zdola nahoru. První 
zmíněná je založena na zásobníkovém automatu (ZA). Využívá porovnávací pravidla, která 
porovnávají symbol z vrcholu zásobníku s aktuálním symbolem ze vstupní pásky, a expanzivní 
pravidla simulující gramatická pravidla. Tato metoda se používá pro LL analyzátory, které mohou být 





a) Přístup shora dolů – pracuje 
z S směrem ke vstupnímu řetězci 
b) Přístup zdola nahoru – pracuje 
ze vstupního řetězce k S 
  6 
Druhá z nich se zakládá na rozšířeném zásobníkovém automatu (RZA), který obsahuje 
shiftovací pravidla, jež přesouvají vstupní symboly na zásobník, redukční pravidla simulující aplikaci 
gramatických pravidel pozpátku a speciální pravidlo pro přechod do koncového stavu. Takto pracuje 
precedenční syntaktická analýza, kde se využívá precedenční tabulky, nebo LR syntaktické 
analyzátory založené na LR tabulce, která má akční a přechodovou část. 
2.1.3 Sémantický analyzátor 
Sémantická analýza úzce souvisí se syntaktickou analýzou. Jejím úkolem je převést vstupní derivační 
strom na abstraktní syntaktický strom. Dohromady obě analýzy vytvářejí syntaxí řízený překlad.  
Funkcí sémantického analyzátoru je kontrolovat sémantické aspekty programu. Tímto se 
rozumí zejména provádět typovou kontrolu (type checking), při které se zkoumá, zda-li každému 
operátoru náleží příslušné typy operandů, např. pole mohou být adresována pouze celými čísly, nikoli 
však čísly desetinnými. Při typové kontrole může docházet k implicitní typové konverzi, z nichž 
nejpoužívanější bývá převod int-to-float, jenž přetypuje celé číslo na desetinné. V rámci analýzy se 
dále kontrolují deklarace proměnných, kdy se spolupracuje s tabulkou symbolů. 
2.1.4 Generátor vnitřního kódu 
Generátor vnitřního kódu vytváří z abstraktního syntaktického stromu vnitřní reprezentaci programu, 
tzv. 3-adresný kód (three-address code). Toto je výhodnější než překlad přímo do cílového kódu. 
Instrukce vnitřního kódu jsou jednotné, jejich generování je přehlednější a je možno je snáze 
optimalizovat. Jejich příklad je uveden níže. 
Každá instrukce 3-adresného kódu je abstraktní datový typ o čtyřech prvcích. Skládá se 
z operátoru (typu instrukce), dvou adres operandů a adresy výsledku operace. Některé typy instrukcí 
mohou mít i méně prvků, např. operace přiřazení nebo negace, instrukce návěští či skoku aj. 
 
t1 = inttofloat(60) 
t2 = id3 * t1      (2.1) 
t3 = id2 + t2 
id1 = t3 
2.1.5 Optimalizátor 
Funkcí optimalizátoru je upravit vnitřní kód tak, aby byl efektivnější. Výstupem tohoto bloku je tedy 
optimalizovaný vnitřní kód. Existují různé optimalizační metody, které si rozebereme v kapitole 2.2. 
Rozlišujeme optimalizace rychlosti a velikosti. První z nich vytvoří rychlejší program, což je 
naším hlavním cílem, druhá pouze udělá program kratším pro zápis. 
 
sum = 0; 
i = 0; 
L1: 
if i >= n goto L2 
 sum = sum + a[i];    (2.2) 
 i = i + 1; 
 goto L1; 
L2: 
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Optimalizace můžeme také dělit na globální a lokální. Globální optimalizace se dějí v rámci 
několika bloků, kdežto lokální pouze v rámci základního bloku. Základní blok je sekvence příkazů, 
které jsou v tomto pořadí vždy provedeny (neexistuje skok dovnitř ani ven z této posloupnosti). 
Vedoucími příkazy jednotlivých bloků mohou být první příkaz, instrukce návěští a každý následující 
příkaz za instrukcí skoku, které jsou v předchozím příkladu zvýrazněny tučně. 
2.1.6 Generátor cílového kódu 
Generátor cílového kódu vytváří z optimalizovaného vnitřního kódu cílový program, který je zapsán 
v cílovém jazyce (asembler, strojový jazyk). Na metodu slepého generování se zaměříme v kapitole 
2.3.1, na metodu kontextového generování v kapitole 2.3.2. 
2.2 Optimalizační metody 
Tato podkapitola byla volně převzata z [1] a [2]. 
2.2.1 Zabalení a šíření konstanty, kopírování proměnné 
Tyto tři metody jsou si velice podobné. První dvě pracují s konstantami, tedy s hodnotami, které jsou 
v době překladu již známy, třetí z nich využívá proměnné. 
Zabalení konstanty vyhledává v kódu proměnné, které jsou definovány pomocí proměnných, 
jež jsou konstantami. Původní proměnnou tedy můžeme definovat také jako konstantu. 
 
a = 1; 
b = 2;   c = 3;    (2.3) 
c = a + b; 
 
Metoda šíření konstanty vychází z předchozího postupu. Proměnnou definovanou jako 
konstantu šíříme dále mezi ostatní proměnné, a vytváříme tak další konstanty. 
 
a = 3; 
b = a;   c = 3;    (2.4) 
c = b; 
 
Kopírování proměnné je totožné s předchozí metodou s tím rozdílem, že nerozšiřujeme 
konstantu, nýbrž definici nějaké proměnné. 
 
a = x; 
b = a;   c = x;    (2.5) 
c = b; 
2.2.2 Výrazové invarianty v cyklu, rozbalení cyklu 
Obě tyto metody pracují s cykly, které nějakým způsobem zjednodušují, a urychlují tak provádění 
programu. 
Metoda nazvaná výrazové invarianty v cyklu vyhledává složitější operace prováděné uvnitř 
cyklu. Nejčastěji jimi bývají tzv. drahé operace jako násobení a dělení. Výhodnější je tyto výrazy 
vypočítat před samotným cyklem a poté pracovat již pouze s proměnnými. Neprovádíme tak časově 
náročné operace při každém průchodu cyklem. 
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for i = 1 to 100 do   x = p*q/r; 
 a[i] = p*q/r + i;   for i = 1 to 100 do  (2.6) 
 a[i] = x + i; 
 
Cykly, u kterých probíhá malý počet průchodů, můžeme rozvinout na několik opakujících se 
instrukcí. Tímto se zabývá metoda rozbalení cyklu. Celou smyčku tak zrušíme a nahradíme ji 
několika stejnými operacemi. 
 
for i = 1 to 100 do   for i = 1 to 100 do  
begin      begin 
 for j = 1 to 2 do write(x[i, 1]);  (2.7) 
  write(x[i, j]); write(x[i, 2]); 
end;      end; 
2.2.3 Eliminace mrtvého kódu 
Tato metoda vypouští z programu instrukce mrtvého kódu. Pod pojmem mrtvý kód si můžeme 
představit bloky instrukcí, které buď nedělají nic užitečného, nebo se nikdy nevykonají, a jsou tak 
nadbytečné. 
 
cond = false; 
if cond then 





x = x;    Lze vypustit.   (2.9) 
2.3 Metody generování cílového kódu 
Tato podkapitola byla převzata z [2]. 
2.3.1 Slepé generování 
Slepé generování můžeme označit za triviální metodu. Pro každou instrukci 3-adresného kódu 
existuje procedura, která vygeneruje příslušné příkazy kódu cílového. Instrukce vnitřního kódu takto 
zpracováváme mimo kontext ostatních v bloku, a dochází tak k přebytečným načítáním a ukládáním 
proměnných (viz příklad níže). 
 
(+, a, b, c)   load r1, a 
  (*, c, d, e)   add r1, b     
store r1, c       (2.10) 
    load r1, c 
    mul r1, d 
    store r1, e 
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2.3.2 Kontextové generování 
Nevýhody zmíněné v předchozí podkapitole odstraňuje metoda kontextového generování, jejímž 
hlavním cílem je tedy minimalizovat počet přesunů mezi registry a pamětí. 
V první části tohoto generování se provádí aplikace zpětného algoritmu na tabulku základního 
bloku (TZB), která obsahuje seznam instrukcí. Tabulka symbolů je rozšířena o sloupce identifikující 
stav proměnné a její další použití. Zpětný algoritmus prochází postupně od konce bloku jednotlivé 
instrukce. Při průchodu zaznamenává stavy jednotlivých proměnných – živé (live), které jsou použity 
v bloku později, a mrtvé (dead), které už použity nejsou. U živých proměnných se navíc uchovává 
číslo řádku instrukce jejich dalšího uplatnění. 
Při kontextovém generování se dále využívá tabulka registrů (TR), ve které jsou zaznamenány 
stavy jednotlivých registrů. Registr může být rezervován pro operační systém, může být prázdný nebo 
je v něm uložena proměnná. Tabulka adres (TA) ukazuje, odkud můžeme načíst aktuální hodnotu 
dané proměnné. Ta se může nacházet v registru, v paměti nebo není nikde uložena. 
Hlavní funkce postupně prochází jednotlivými instrukcemi a generuje cílový kód. Při tom 
spolupracuje s procedurou, která vrací optimální registr pro práci. Tabulky registrů a adres je nutné 
při každé změně aktualizovat. 
2.4 Technologie MMX 
Tato podkapitola je volně převzata z [4]. 
Rozšíření architektury procesoru o technologii MMX s sebou přineslo 57 nových instrukcí a 
osm nových 64-bitových registrů. Tímto rozvojem se dostalo paralelní zpracování na úroveň, kde 
jediná instrukce pracuje s více datovými prvky, což je známo pod pojmem SIMD. 
Nová instrukční sada paralelně operuje s datovými typy slabika (byte), slovo (word), dvouslovo 
(dword) a čtyřslovo (qword), které jsou zabaleny v 64-bitových registrech. Příkazy umožňují provádět 
znaménkové a neznaménkové aritmetické, logické, kompresní a dekompresní operace nad výše 
zmíněnými datovými typy. Jejich značnou nevýhodou je však práce pouze s celočíselnými typy. 
2.4.1 SIMD 
Typické celočíselné instrukce operují pouze nad jednotlivými celými čísly. Naproti tomu SIMD 
instrukce pracují nad celočíselnými poli. SIMD procesor může provádět např. čtyři operace během 
jediného strojového taktu, kdežto skalárnímu procesoru zabere ten samý výpočet čtyři strojové takty. 
 













































a) Skalární operace b) SIMD operace 
  10 
2.4.2 MMX registry 
Pro udržení kompatibility operačních systémů se MMX registry mapují na registry FPU (Floating 
Point Unit), přesněji na mantisu těchto registrů. Výsledkem toho je, že při práci s MMX registry 
pracujeme vlastně s registry matematického koprocesoru. Jediný rozdíl vzniká v interpretaci 
uložených dat. MMX registry je rozeznávají jako slabiky, slova, dvouslova nebo čtyřslova, registry 
FPU jako mantisu čísla s plovoucí řádovou čárkou. 
Problém ovšem může nastat při provádění MMX instrukcí po instrukcích matematického 
koprocesoru, kdy mohou vznikat chyby plovoucí řádové čárky. Toto je vyřešeno novou MMX 
instrukcí EMMS (Empty MMX Technology State), která označí registry FPU jako prázdné. Značnou 
nevýhodou této instrukce je její doba provedení, která může trvat až 53 hodinových taktů. Proto by se 
měla používat s rozvahou. 
2.4.3 Datové typy 
Data uložená v MMX registrech jsou interpretována nad datovým typem podle typu použité 
instrukce. Všechny instrukce operují nad výše zmíněnými datovými typy s výjimkou instrukcí EMMS 
a MOVD, která provádí 32-bitový přesun dat mezi spodní polovinou MMX registru a pamětí nebo 
pracovním registrem a naopak. 
   
 Osm po sobě jdoucích slabik (byte) 
byte 7 byte 6 byte 5 byte 4 byte 3 byte 2 byte 1 byte 0 
 
 Čtyři po sobě jdoucí slova (word) 
word 3 word 2 word 1 word 0 
 
 Dvě po sobě jdoucí dvouslova (dword) 
dword 1 dword 0 
 
 Jedno čtyřslovo (qword) 
qword 0 
 
Obrázek 2.4: Formáty datových typů pro MMX technologii. Převzato z [4]. 
2.4.4 Instrukční sada 
Instrukční soubor architektury byl rozšířen o 57 nových instrukcí, které se skládají z aritmetických, 
porovnávacích, logických a posouvacích instrukcí, dále z instrukcí konverze a posuvu dat. 
S výjimkou instrukcí EMMS, MOVD a MOVQ mají všechny následující formát: 
 
Obrázek 2.5: Formát MMX instrukcí. Převzato z [4]. 
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2.5 SSE technologie 
Tato podkapitola byla volně převzata z [5]. 
Technologie SSE od firmy Intel se stala reakcí na technologii 3DNow! konkurenční společnosti 
AMD. Svým příchodem odstranila hlavní dvě nevýhody technologie MMX – práci pouze 
s celočíselnými typy a mapování MMX registrů na registry matematického koprocesoru. 
Tato technologie původně přidala osm nových 128-bitových registrů pojmenovaných XMM0 
až XMM7. Pozdější vylepšení, nazvané AMD64, rozšířilo technologii o dalších osm registrů XMM8 
až XMM15, které byly však přístupné pouze v 64-bitovém režimu procesoru. Oproti MMX byl 
k dispozici také 32-bitový řídící/stavový registr MXCSR. 
Instrukční soubor procesoru byl rozšířen o instrukce pracující jak s celočíselnými typy, tak i 
s čísly v plovoucí řádové čárce. 
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3 Návrh řešení 
Tato kapitola popisuje postup řešení při návrhu jednotlivých částí překladače. Budeme se zabývat 
navrženým jazykem, konkrétně jeho popisem, datovými typy, strukturou a syntaxí příkazů, dále 
návrhem lexikální a syntaktické analýzy, úpravou algoritmu kontextového generování pro práci 
s technologií MMX a optimalizacemi. V rámci lexikální analýzy se seznámíme s nástrojem LEX a 
některými jeho vlastnostmi, jako např. stavovým automatem. Při řešení syntaktické analýzy se 
seznámíme s bezkontextovou gramatikou, kde objasníme problém gramatické nejednoznačnosti a 
rozdíl mezi pravou a levou rekurzí. 
3.1 Popis programovacího jazyka 
Hlavním cílem této práce není vytvořit složitý jazyk, nýbrž jazyk takový, na kterém lze vhodně 
demonstrovat řešenou problematiku optimalizace matematických operací. 
3.1.1 Obecné vlastnosti jazyka 
Navržený programovaní jazyk je jazykem imperativním. Jeho vlastnosti a struktura vycházejí 
z jazyka C/C++ – je case-sensitive, tzn. rozlišuje velikosti znaků, a je jazykem typovaným. Každá 
proměnná má tedy určený datový typ svou deklarací. 
Jazyk podporuje jak řádkové, tak i blokové komentáře. Řádkový komentář je uveden dvojicí 
symbolů '//' a zakončen koncem řádku, blokový komentář je uzavřen mezi dvě dvojice znaků – 
začíná znaky '/*' a je ukončen symboly '*/'. 
Identifikátor (proměnná) je definován jako neprázdná posloupnost číslic, malých i velkých 
písmen a podtržítek začínající písmenem nebo podtržítkem. Každá proměnná musí mít jedinečný 
název, není tedy možné deklarovat více identifikátorů stejného jména. Délka identifikátoru je 
omezena na 256 znaků. 
Jako proměnné nelze definovat klíčová slova cin, cout, int, main, if, else, 
while, return. Výše jmenovaná slova mají v jazyce svůj specifický význam. 
3.1.2 Datové typy 
Programovací jazyk rozeznává pouze celočíselné konstanty (integer), které jsou definovány jako 
neprázdná posloupnost číslic vyjadřující hodnotu kladných i záporných celých čísel. Záporná čísla 
jsou uvedena znaménkem '-'  (unární mínus). 
Protože technologie MMX nepracuje s desetinnými konstantami, není pro demonstraci činnosti 
nutné tyto datové typy definovat. 
3.1.3 Struktura jazyka 
Program se skládá ze dvou částí – sekce deklarace a hlavní tělo programu. 
Deklarační část obsahuje deklarace globálních proměnných použitých dále v programu. Je 
tvořena sekvencí příkazů ve tvaru int id;, která ovšem může být i prázdná. V této části probíhá 
pouze deklarace proměnných, nikoli jejich definice. 
Hlavní tělo programu je uvedeno hlavičkou int main(), která je následována sekvencí 
příkazů. Tato posloupnost je uzavřena ve složených závorkách, pokud obsahuje právě jeden příkaz, 
mohou být tyto závorky vynechány. Struktura jednotlivých příkazů je popsána v následujících dvou 
podkapitolách. 
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3.1.4 Syntaxe a sémantika příkazů 
Nyní si rozebereme jednotlivé příkazy, které mohou být obsaženy v hlavním těle programu. 
 
 Příkaz načtení hodnoty: cin >> id; 
Tento příkaz je uvozen klíčovým slovem cin, který je následován dvojicí znaků '>>' a 
proměnnou deklarovanou v deklarační části, za kterou je středník. Příkaz načte ze 
standardního vstupu hodnotu, kterou uloží do proměnné. 
 
 Příkaz výpis hodnoty: cout << id; 
Tento příkaz je uvozen klíčovým slovem cout, který je následován dvojicí znaků '<<' a 
výrazem, za kterým je středník. Příkaz vyhodnotí daný výraz a vypíše jeho hodnotu na 
standardní výstup. 
 
 Výraz jako příkaz: <expr>; 
Zde se jedná o výraz zakončený středníkem, kterým může být např. přiřazení hodnoty. 
Výrazy jsou podrobněji probrány v následující podkapitole. 
 
 Příkaz cyklu: while (<expr>) <stat> 
Příkaz cyklu vyhodnotí daný výraz (podmínku), který je uzavřen v jednoduchých závorkách. 
Pokud je výsledná hodnota výrazu rovna číslu 0 (nula), je výraz považován za nepravdivý. Za 
pravdivý je považován pro všechny ostatní celočíselné hodnoty. Příkaz provádí sekvenci 
příkazů <stat> (může být i prázdná), která je uzavřena ve složených závorkách, tak dlouho, 
dokud je výraz pravdivý. Pokud sekvence obsahuje nejvýše jeden příkaz, mohou být složené 
závorky vynechány. 
 
 Příkazy podmínky: if (<expr>) <stat> 
if (<expr>) <stat> else <stat> 
Pravidla pro vyhodnocení výrazu (podmínky) jsou stejná jako u příkazu cyklu. Pokud je 
podmínka pravdivá, provede se sekvence příkazů ve větvi if, není-li pravdivá, provedou se 
příkazy ve větvi else nebo se pokračuje dále v programu (příkaz bez větve else). 
Sekvence příkazů může být opět prázdná a je uzavřena ve složených závorkách. Pokud 
sekvence obsahuje nejvýše jeden příkaz, je možné složené závorky vypustit. 
 
 Příkaz ukončení programu: return <expr>; 
Program je ukončen a je předána návratová hodnota výrazu. 
3.1.5 Výrazy 
Výrazy mohou být tvořeny celočíselnými konstantami, proměnnými, které byly již definovány, 
závorkami nebo výrazy tvořenými unárními, binárními a relačními operátory a operátorem přiřazení. 
U posledního zmíněného operátoru je třeba kontrolovat, že na levé straně přiřazení je proměnná 
(l-hodnota), nikoli konstanta. 
Protože je v jazyce definován pouze jediný datový typ, pracují všechny operátory s celými 
čísly. Rozlišujeme operátory binární +, -, *, / (celočíselné dělení), >, <, >=, <=, ==,!= a unární ! 
(negace), - (unární mínus). Mimo tyto operátory stojí operátor přiřazení =, který provádí 
překopírování hodnoty pravého operandu do levého operandu (proměnné). Vyjmenované binární 
operátory jsou levě asociativní (při více operacích stejné priority se postupně provádějí zleva), unární 
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operátory a operátor přiřazení jsou pravě asociativní (obdobně jako u levé asociativity s rozdílem 
postupu z pravé strany). Následující tabulka uvádí prioritu (1 nejvyšší, 6 nejnižší) a asociativitu 
jednotlivých operátorů. 
 
Priorita Operátory Asociativita 
1 !   - (unární)  
2 *   /  
3 +   - (binární)  
4 >   <   >=   <=  
5 ==   !=  
6 =  
Tabulka 3.1: Priorita a asociativita operátorů 
3.2 Lexikální analýza 
Následující návrh vychází z [2] a [6]. 
Návrh lexikální analýzy je založen na použití nástroje LEX, který automaticky vytvoří 
z regulárních výrazů (RV) lexikální analyzátor zapsaný v jazyce C. Strukturu zdrojového programu 
zapsaném v jazyce lex tvoří deklarační část, překladová pravidla a pomocné procedury. Tyto části 
jsou mezi sebou odděleny dvojicí znaků '%%'.  
Z definičního souboru (přípona .l) je pomocí překladače lexu (lex, flex aj.) vytvořen 
zdrojový program v jazyce C, který lze pomocí kompilátoru jazyka C (gcc) přeložit na modul 
lexikální analýzy. Vstupem tohoto modulu je zdrojový program, nad kterých chceme lexikální 
analýzu provést, jeho výstupem řetězec tokenů, který lze dále zpracovávat. Fáze kompilace jsou 
přehledně znázorněny na obrázku 3.1. 
 
Obrázek 3.1: Fáze kompilace lexikálního analyzátoru. Převzato z [2]. 
 
V deklarační sekci bývají definovány konstanty pro typy tokenů (v našem případě jsou ovšem 
definovány v rámci syntaktické analýzy), globální proměnné a pojmenované definice regulárních 
výrazů. Poslední jmenované definice se skládají ze jména a příslušného regulárního výrazu. Při 
návrhu jsem takto definoval např. RV pro číslice nebo RV pro znaky, které se mohou nacházet 
v identifikátorech (viz 3.1). 
 
   DIGIT   [0-9]      (3.1) 
   LETTER  [a-zA-Z_]      
 
Definiční 
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Další sekce je tvořena překladovými pravidly, která tvoří regulární výraz a akce, což je 
podprogram zavolaný tehdy, pokud RV popisuje aktuální lexém. Pomocí složených závorek je možné 
se odkazovat na jiné RV definované v deklarační části. 
 
{LETTER}({LETTER}|{DIGIT})* {       
 strcpy(yylval.strValue, yytext); 
 return(ID); 
}      (3.2) 
{DIGIT}+  { 
      yylval.iValue = atoi(yytext); 
      return(CONST); 
     } 
 
V příkladu 3.2 jsou uvedena pravidla pro identifikátor a celočíselnou konstantu. Identifikátor je 
tvořen počátečním písmenem nebo podtržítkem a žádným nebo více číslicemi, písmeny a podtržítky. 
Celočíselnou konstantu tvoří alespoň jedna číslice. V proměnné yytext je uložena aktuální hodnota 
zpracovávaného lexému, která je zkopírována podle typu lexému do proměnné yylval, kterou 
používá syntaktický analyzátor vytvořený nástrojem YACC (viz níže). Syntaktickému analyzátoru je 
také předána návratová hodnota podle typu tokenu. 
Poslední část zdrojového souboru je tvořena pomocnými procedurami, které mohou být využity 
v rámci akcí pro detekované lexémy. 
3.2.1 Stavový automat 
Pro vypuštění jak řádkových, tak blokových komentářů ze zdrojového souboru jsem navrhl stavový 
automat. Stavy v LEXu jsou založeny na konečném automatu, který se používá nejčastěji právě pro 
lexikální analýzu.  
V deklarační části definičního souboru definujeme pomocí %x dva stavy pro oba druhy 
komentářů a navíc je implicitně definován počáteční stav INITIAL. Při detekci počátečních symbolů 
jednotlivých komentářů ('//' nebo '/*') přejdeme do příslušného stavu komentáře, kde čteme 
všechny znaky až do ukončovacích symbolů (konec řádku nebo '*/'). Po jejich načtení změníme 
stav opět na počáteční. Stavový automat pro komentáře je uveden v příkladu 3.3. 
 
%x LINE_COMMENT         
%x BLOCK_COMMENT 
 
"//"  BEGIN(LINE_COMMENT); 
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3.3 Syntaktická analýza 
Následující návrh vychází z [2] a [6]. 
Při návrhu syntaktické analýzy jsem vycházel z toho, že tato část bude implementována pomocí 
nástroje YACC, který automaticky vytváří LALR syntaktický analyzátor pracující na principu zdola 
nahoru (viz 2.1.2). Jeho generování je založeno na bezkontextové gramatice, která je popsána 
v definičním souboru (přípona .y). Podobně jako u lexikální analýzy se zdrojový soubor skládá 
z deklarační části, překladových pravidel a pomocných procedur. Jednotlivé části jsou mezi sebou 
odděleny dvojicí znaků '%%'. 
Kompilace definičního souboru má stejný postup s několika málo rozdíly. Zdrojový program je 
přeložen překladačem YACCu (yacc, bison aj.) a při překladu kompilátorem jazyka C je navíc  
přilinkován modul lexikální analýzy vytvořený pomocí LEXu. Jednotlivé fáze kompilace jsou 
znázorněny na obrázku 3.2. 
 
Obrázek 3.2: Fáze kompilace syntaktického analyzátoru. Převzato z [2]. 
 
Syntaktický analyzátor přijímá na vstupu řetězec tokenů. Na základě definovaných pravidel 
provádí jejich sémantické akce, při kterých se vytváří abstraktní syntaktický strom, z něhož je poté 
generován 3-adresný kód. 
Deklarační část obsahuje deklarace jednotlivých tokenů (viz příklad 3.4) a specifikuje 
asociativitu a prioritu operátorů (příklad 3.5). 
 
  %token IN OUT L_EQ G_QE EQ NEQ     (3.4) 
  %token CIN COUT ELSE IF INT MAIN RETURN WHILE   
 
    %right '='       (3.5) 
    %left EQ NEQ 
    %left '<' '>' L_EQ G_EQ 
    %left '+' '-' 
    %left '*' '/' 
    %right '!' 
    %nonassoc UMINUS 
  
Priorita operátorů se zvyšuje směrem shora dolů, kdy první zapsaný má prioritu nejnižší, 
asociativita se určuje podle %left (levá asociativita), %right (pravá) nebo %nonassoc (nemá 
asociativitu). Poslední zmíněná možnost se využije pro odstranění gramatické nejednoznačnosti, 
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V deklarační části také můžeme definovat typy jednotlivých tokenů (viz příklad 3.6) a 
nonterminálů (příklad 3.7). Pomocí takto definovaných typů můžeme provádět kontrolu sémantiky. 
 
    %token <iValue> CONST     (3.6) 
    %token <strValue> ID 
 
  %type <ptrNode> expr stat stat_list    (3.7) 
 
Překladová pravidla, která reprezentují bezkontextovou gramatiku (viz Příloha 1), jsou 
uvedena v další části definičního souboru. Pokud je dané pravidlo použito, provede se definovaná 
sémantická akce, např. se vygeneruje uzel syntaktického stromu nebo se vloží identifikátor do tabulky 
symbolů. Terminály gramatiky jsou reprezentovány deklarovanými tokeny nebo znaky v uvozovkách, 
nonterminály názvy jednotlivých pravidel, např. expr, stat aj.. Příklad takového pravidla je 
uveden níže. 
 
stat_list:           (3.8) 
stat    { $$ = $1; } 
 | stat_list stat { $$ = handleOperator('!', 2, $1, $2); } 
 ; 
 
V příkladu 3.8 si můžeme všimnout využití levé rekurze, která bude blíže rozebrána 
v podkapitole 3.3.2. Symboly '$$' v sémantické akci označují atribut symbolu na levé straně 
pravidla, '$i' označují atribut i-tého symbolu na pravé straně pravidla. 
V závěrečné části zdrojového souboru jsou definovány pomocné procedury, které se mohou 
provádět při sémantické akci na dané pravidlo. Pokud YACC nespolupracuje v LEXem, musí být 
v této části implementována funkce yylex(), která plní funkci lexikálního analyzátoru. 
3.3.1 Gramatické nejednoznačnosti 
V příkladu 3.5 jsme definovali asociativity a priority jednotlivých operátorů. Pro unární operátor 
mínus jsme použili deklaraci %nonassoc, které značí, že daný operátor nemá asociativitu. Toto se 
nejčastěji používá ve spojení s deklarací %prec, která určuje, že pravidlo, kde je tato deklarace 
použita, má prioritu stejnou jako UMINUS, tedy nejvyšší (viz příklad 3.5), a bude vykonáno 
přednostně. Takto definované pravidlo vidíme v příkladu 3.9. 
 
expr: '-' expr %prec UMINUS    (3.9) 
 
Podobným způsobem se řeší i nejednoznačnost if-else. Moderní programovací jazyky 
párují else s nejbližším předchozím nespárovaným if, což je chování, kterého chceme docílit. 
Proto definujeme tato pravidla následovně: 
 
  %nonassoc IFX           (3.10) 
  %nonassoc ELSE 
 
  stat: 
   IF '(' expr ')' stat %prec IFX 
   | IF '(' expr ')' stat ELSE stat 
   ; 
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Na základě deklarace má ELSE vyšší prioritu než IFX, což se přenáší i na zapsaná pravidla. 
Druhé pravidlo s větví ELSE bude tedy provedeno přednostněji a else bude spárováno s nejbližším 
předchozím if. YACC tento problém řeší implicitně, při překladu ovšem vypisuje varovné hlášení, 
které takto eliminujeme. 
3.3.2 Levá vs. pravá rekurze 
Rekurze je jedna z hlavních vlastností nástroje YACC. Bez jejího použití bychom nemohli definovat 
pravidla reprezentující bezkontextovou gramatiku. V příkladu 3.7 jsme se již setkali s levou rekurzí. 
Tento příklad bychom mohli zapsat i s použitím pravé rekurze (viz příklad 3.11), kdy ovšem dochází 
k přesunu všech prvků ve stat_list na zásobník, což zejména ve větších programech může zabrat 
velkou část paměti. Pro lidské chápání tato varianta vypadá logičtěji, není však efektivní ji používat. 
Proto jsem se snažil všechna použitá pravidla navrhnout pomocí levé rekurze, kdy na zásobník 
nepřesouváme více než tři prvky. 
 
stat_list:            (3.11) 
stat     
     | stat stat_list  
     ; 
3.4 Úprava algoritmu kontextového generování 
Pro efektivní využití možností MMX technologie a jejích registrů bylo třeba při návrhu modifikovat 
algoritmus kontextového generování, který jsme rozebrali v podkapitole 2.3.2. Hlavní myšlenkou této 
úpravy je vyhledávání stejných operací, které mohou být provedeny paralelně a jsou na sobě 
nezávislé (výsledky předchozích operací nejsou operandy operací následujících).  
Při návrhu jsem uvažoval 64-bitové MMX registry a velikost celočíselného datového typu 
sizeof(int) = 4 B = 32 bitů. Z těchto hodnot vyplývá, že paralelně bude možné provádět 
pouze dvě operace, urychlení výpočtu tedy nebude nikterak velké. 
Základní verze algoritmu porovnává typy aktuální a následující instrukce a zjišťuje, zda-li není 
výsledek první operace operandem druhé. Algoritmus vyhledává pouze operace sčítání a odčítání, 
nepracuje s násobením a dělením. MMX technologie umožňuje násobení pouze 16-bitových čísel, což 
pro naše potřeby nedostačuje, instrukce pro dělení MMX instrukční sada vůbec neobsahuje. Pokud 
jsou obě instrukce stejného typu, nahraje první operandy do jednoho MMX registru, druhé operandy 
do jiného a provede nad nimi součet. Ve spodní polovině registru je tak výsledek první instrukce, 
v horní polovině výsledek druhé operace, které jsou poté oba nahrány zpět do paměti. Zjednodušený 
pseudokód tohoto algoritmu je uveden v příkladu 3.12. 
 
if ((current_operation == next_operation) 
   && (current_result is not next_operand)) 
{ 
   load operands into mmx;           (3.12) 
   add mmx together; 
   store results back to memory; 
} 
 
Pokud dvojice operací nesplňuje alespoň jednu z podmínek, generuje se optimalizovaný kód 
podle standardního algoritmu kontextového generování. 
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3.5 Optimalizace 
Protože navržený algoritmus využívající technologii MMX nepracuje s operací násobení, je vhodné ji 
co nejvíce minimalizovat. Návrh této optimalizace vychází z metody rozbalení cyklu (viz 2.2.2), kde 
dochází při malém počtu opakování k nahrazení cyklu určitým počtem stejných instrukcí. Operaci 
násobení můžeme podobně přepsat na několik operací sčítání: 
 
A * B = A0 + A1 + A2 + ... + AB-1        (3.13) 
 
Pokud při výpočtu provádíme násobení konstantou, kterou známe již v době překladu, můžeme 
namísto násobení generovat operace sčítání. Otázkou zůstává, do jaké hodnoty násobitele je stále 
efektivní takto součin nahrazovat. Podle [7] trvá provedení operace sčítání mezi registrem a 
proměnnou v paměti 2 strojové cykly a mezi dvěma registry pouze 1 takt hodin. Násobení dvou 
32-bitových operandů, uložených ve stejných umístěních jako předchozí, zabere 13-42 strojových 
cyklů. Zvolíme-li přibližný střed doby trvání operace násobení a zohledníme-li možné trvání sčítání 
od 1 do 2 strojových cyklů, bude efektivnější generovat instrukce sčítání pro násobitele, kteří mají 
nejvýše hodnotu 18. Tabulka 3.2 udává počet strojových cyklů pro zmíněné operace. 
 
Instrukce Cílový/zdrojový operand Počet strojových cyklů 
reg, mem 2 
add 
reg, reg 1 
reg32, mem32 13-42 imul 
reg32, reg32 13-42 
Tabulka 3.2: Srovnání doby trvání operací sčítání a násobení (procesor 486). 
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4 Implementace 
V této části práce postupně probereme důležité datové struktury použité v programu, z nichž většina 
byla zmíněna v kapitole 2. Vysvětlíme si jejich význam a objasníme jednotlivé položky, které 
obsahují. Dále se seznámíme s principem funkčnosti programu a s používáním vytvořené aplikace. 
4.1 Použité datové struktury 
4.1.1 Syntaktický strom 
Syntaktický strom se vytváří v rámci syntaktické analýzy při akcích, které se provádějí na základě 
definovaných pravidel. Rozlišujeme tři typy uzlů – konstanta, identifikátor a operace. Struktura 
popisující každý uzel vypadá následovně: 
 
typedef struct nodeType 
{ 
   tNodeEnum type; 
   union  
   { 
tConstNodeType constant;    (4.1) 
tIdNodeType id;  
tOperNodeType oper;   
   } nodeUnion; 
} tNodeType; 
 
Proměnná type označuje jeden z výše zmíněných typů uzlů, na základě kterého se použije 
správná položka unionu. Protože je místo alokováno pro největší z těchto položek, navzájem se 
překrývají, a je tak možné využít pouze jedinou z nich. První prvek unionu obsahuje celočíselnou 





      int oper;       (4.2) 
      int operandNumber;  
      struct nodeType *operand[1];  
} tOperNodeType; 
 
První člen této struktury obsahuje typ operace. Jedná se o ASCII hodnoty znaků pro operátory 
nebo konstanty tokenů deklarované v syntaktické analýze. Položka operandNumber uchovává 
počet operandů, neboli počet synovských uzlů. Poslední prvek je rozšiřitelný, proto musí být 
definován až na konci struktury. Jeho obsahem jsou odkazy na jednotlivé synovské uzly. 
4.1.2 Tabulka symbolů 
Tabulka symbolů uchovává všechny proměnné programu. Programátorské proměnné (identifikátory) 
definované ve zdrojovém souboru i pomocné proměnné, které se vytvářejí v průběhu překladu jako 
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mezivýsledky jednotlivých operací nebo jsou v nich uloženy konstanty. Tabulka je implementována 
jako pole lineárních seznamů, jejichž jednotlivé prvky vypadají následovně: 
 
typedef struct tableItem 
{ 
      char key[256]; 
      int data; 
      bool isConstant;      (4.3) 
      tStatus status; 
      int nextUsage; 
      struct tableItem* nextItem; 
} *pTableItem; 
 
List seznamu se skládá ze jména proměnné key, celočíselné hodnoty dané proměnné data, 
dále z booleovské hodnoty isConstant, která detekuje, zda-li je proměnná konstantou, z čehož 
vyplývá, že známe její hodnotu v době překladu. Položky status a nextUsage se využívají při 
aplikaci zpětného algoritmu na seznam instrukcí. První z nich uchovává stav dané proměnné (živá 
nebo mrtvá), druhý číslo instrukce, kde je proměnná využita příště. Poslední prvek nextItem je 
ukazatelem na další list seznamu. 
Na pozici do tabulky symbolů se přistupuje na základě indexu, který získáme z hashovací 
funkce (viz příklad 4.4). Její výsledek závisí na názvu dané proměnné, který se postupně prochází po 
jednotlivých znacích. 
 
unsigned int index = 0; 
  char *letter; 
  for (letter = key; *letter != ‚\0‘; letter++)  (4.4) 
  { 
     index = 31 * index + *letter; 
  } 
  return (index % RANGE); 
 
4.1.3 Seznam instrukcí 
Seznam instrukcí 3-adresného kódu je implementován jako obousměrný lineární seznam. 
Obousměrný z toho důvodu, že při aplikaci zpětného algoritmu jím potřebujeme procházet odzadu. 




      int row; 
      tStatus status[3]; 
      int nextUsage[3];      (4.4) 
         tInstruction instruction; 
         struct listItem *nextItem; 
      struct listItem *previousItem; 
} tListItem; 
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První prvek row označuje číslo řádku (instrukce), následující dvě pole status a 
nextUsage uchovávají, podobně jako tabulky symbolů, informace o stavu a následujícím použití 
všech tří operandů instrukce (u některých pouze o dvou). Obě se využívají při generování cílového 
kódu. Poslední dva prvky odkazují na následující a předchozí instrukci (list seznamu). 
Struktura tInstruction (viz příklad 4.5) se skládá z typu instrukce instrType a tří 
adres, které odkazují na jednotlivé proměnné do tabulky symbolů. Adresy addr1 a addr2 jsou 
operandy instrukce, addr3 odkazuje na výsledek operace. Nepoužitá adresa má hodnotu NULL. 
 
    typedef struct 
{ 
             int instrType; 
         void *addr1;      (4.5) 
          void *addr2; 
          void *addr3; 
} tInstruction; 
 
4.1.4 Tabulka adres 
Tabulka adres uchovává aktuální umístění všech proměnných použitých v programu. Její struktura je 
velice podobná tabulce symbolů. Jedná se o pole lineárních seznamů, které se adresuje na základě 
názvu proměnné. Pokud existuje více proměnných, kterým hashovací funkce vrátí stejný index, 
připojí se na danou pozici nový list seznamu. Každý prvek této tabulky se skládá z názvu proměnné 
key a řetězce location, který udává její aktuální pozici. Řetězec může nabývat hodnot „memory“ 
(uložena v paměti), „nowhere“ (není nikde uložena) nebo obsahuje číslo registru, v němž se nachází. 
Prvek seznamu má tedy tuto podobu: 
 
typedef struct addrTableItem 
{ 
      char key[256]; 
       char location[8];      (4.6) 
      struct addrTableItem* nextItem; 
} *pAddrTableItem; 
 
4.1.5 Tabulka registrů 
Tabulka registrů je definována jako pole řetězců uchovávající, co se v kterém registru právě nachází. 
Registry rezervované pro operační systém jsou označené jako „reserved“, prázdné nabývají hodnoty 
„free“ a obsazené registry uchovávají název proměnné, kterou daný registr obsahuje. 
4.2 Princip funkčnosti a použití aplikace 
4.2.1 Použití aplikace 
Vytvořený program je implementován jako konzolová aplikace, která ze standardního vstupu načítá 
sekvenci znaků až do dosažení konce souboru (EOF). Na standardní výstup jsou poté vypisovány 
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jednotlivé instrukce, chybová hlášení se vypisují na standardní chybový výstup. Vstupy i výstupy 
aplikace je tedy vhodné přesměrovat z/do souboru. 
Pomocí jednoho z volitelných parametrů příkazové řádky je možné zvolit druh optimalizace 
cílového kódu. Implicitně (bez parametrů) program generuje instrukce s využitím MMX technologie. 
Použití aplikace je následující: 
 
./prog [-none | -opt | -mmx] 
 
-none  Cílový kód je generován pomocí metody slepého generování (viz 2.3.1). 
-opt Výstupní instrukce jsou generovány pomocí algoritmu kontextového 
generování (viz 2.3.2). 
-mmx Upravený algoritmus kontextového generování (viz 3.4) vytváří cílový kód 
s použitím příkazů instrukční sady MMX. 
4.2.2 Princip funkčnosti 
Hlavní funkce main() je umístěna v definičním souboru syntaktické analýzy. Nejprve se kontrolují 
parametry příkazové řádky, na základě kterých se poté vypisuje cílový kód podle druhu zvolené 
optimalizace. Inicializují se tabulka symbolů a seznam instrukcí a zavolá se funkce pro provedení 
syntaktické analýzy yyparse(). Tato funkce syntaktického analyzátoru generovaného pomocí 
nástroje YACC spolupracuje s funkcí lexikální analýzy yylex(), která je generovaná pomocí 
LEXu. Vytváří se abstraktní syntaktický strom, ze kterého se generují instrukce vnitřního kódu. 
Nad instrukcemi 3-adresného kódu je potom možné aplikovat metody optimalizace, pro které 
je třeba navíc inicializovat tabulky registrů a adres. Základní metoda slepého generování 
generateCode() generuje neoptimalizované instrukce, jejichž výsledný kód je neefektivní. 
Metoda kontextového generování je implementována ve funkci generateOptimizedCode(). 
Upravený algoritmus kontextového generování pro využití MMX technologie provádí funkce 
generateMMXCode(). Hlavní funkce nakonec uvolní vytvořené tabulky a seznamy a ukončí 
program. 
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5 Závěr 
Na základě získaných teoretických znalostí z kapitoly 2 a návrhu provedeného v kapitole 3 jsem 
implementoval kompilátor navrženého jazyka využívající technologii MMX pro urychlení výpočtů 
matematických výrazů. Překladač může simulovat generování cílového kódu pomocí tří různých 
implementovaných metod – metody slepého generování, metody kontextového generování a pomocí 
upraveného algoritmu kontextového generování využívajícího MMX registry a instrukce instrukční 
sady MMX.  
Aplikace byla testována na školním serveru merlin. Pro testování byly použity různé vzorky 
zdrojových souborů, které prověřily funkčnost aplikace. 
5.1 Zhodnocení výsledků 
Zhodnocení efektivity jednotlivých optimalizací můžeme provádět na dvou různých parametrech – 
počtu instrukcí a počtu strojových cyklů procesoru. První zmíněná možnost je použitelná pouze pro 
porovnání mezi metodami slepého a kontextového generování, které obě používají stejné typy 
instrukcí. Naproti tomu metoda využívající MMX technologii disponuje rozšířenou instrukční sadou 
o MMX instrukce.  
Parametr počtu instrukcí je tedy méně směrodatný než druhý z nich, počet hodinových taktů 
procesoru. Každá instrukce trvá určitý počet strojových cyklů (viz [7]), např. instrukce sčítání a 
odčítání jsou méně náročné než operace násobení a dělení. Takto můžeme objektivně, ovšem 
v závislosti na platformě, porovnávat efektivitu jednotlivých metod generování kódu. 
Pro porovnání jednotlivých metod jsem zvolil jednoduchý příklad (viz 5.1), který nevykonává 
nic užitečného, ale je vhodný pro demonstraci, protože při výpočtu umožňuje využití technologie 
MMX. 
 
int a; int b; 
int c; int d; 
int e;       (5.1) 
int main() 
{ 
       e = (a + b) + (c + d); 
} 
 
Pomocí vytvořené aplikace vygenerujeme všemi metodami cílové kódy, které můžeme 
následně porovnávat. 
     
load    R, c (1)  load    R2, c (1) 
add     R, d (2)  add     R2, d (2) 
store   R, $2 (1)  load    R3, a (1) 
load    R, a (1)  add     R3, b (2)  (5.2) 
add     R, b (2)  add     R3, R2 (2) 
store   R, $3 (1)  mov     e, R3 (1) 
load    R, $3 (1) 
add     R, $2 (2) 
store   R, $1 (1) 
mov     e, $1 (1) 
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V příkladu 5.2 vidíme v levém sloupci kód vygenerovaný metodou slepého generovaní, 
v pravém sloupci instrukce vytvořené pomocí algoritmu kontextového generování. V závorkách jsou 
uvedeny počty strojových cyklů, které jednotlivé instrukce trvají (podle [7]). Na první pohled je 
patrné, že kontextové generování je co do počtu instrukcí téměř dvakrát efektivnější než slepé 
generovaní. Provedení cílového programu by navíc trvalo 9 hodinových taktů oproti 13 cyklům první 
metody. Můžeme tedy říci, že kontextové generování je oproti slepému přibližně o 30% efektivnější, 
což potvrzuje počáteční předpoklady uvedené v 2.3, kde jsme slepé generování označili za metodu 
triviální. 
 
movd    mmx0, c            (1)                 
movd    mmx1, a            (1)                
punpckldq   mmx0, mmx1     (1)             
movd    mmx1, d            (1)                
movd    mmx2, b            (1)                
punpckldq   mmx1, mmx2     (1)        (5.3)      
paddd   mmx0, mmx1         (1)                 
movd    $2, mmx0           (1)                 
psrld   mmx0, 32           (1)                 
movd    $3, mmx0         (1)                 
load    R2, $3         (1)                 
add     R2, $2   (2)                
mov     e, R2   (1) 
 
Příklad 5.3 ukazuje instrukce vygenerované upraveným algoritmem kontextového generování, 
který byl navržen výše (viz 3.4). Vidíme, že počet instrukcí je dokonce vyšší než u algoritmu slepého 
generování. Počet strojových cyklů provedení je bohužel také s tímto algoritmem srovnatelný. 
Můžeme tedy konstatovat, že navržená úprava algoritmu kontextového generování je triviální 
metodou pro generování cílového kódu s využitím MMX instrukční sady. 
 
Algoritmus Počet instrukcí Počet strojových cyklů 
Slepé generování 10 13 
Kontextové generování 6 9 
Upravené kontextové generování 13 14 
Tabulka 5.1: Porovnání metod generování kódu. 
 
Porovnání jednotlivých algoritmů je uvedeno v tabulce 5.1. Jako nejefektivnější můžeme 
jednoznačně prohlásit algoritmus kontextového generování. Navržený algoritmus pro využití MMX 
technologie bohužel vychází z hodnocení nejhůře. Je však pravděpodobné, že při generování mnohem 
více operací, by se jeho výsledky oproti slepému generování podstatně zlepšovaly. 
5.2 Další vývoj projektu 
Z dosažených výsledků je zřejmé, že navržený algoritmus kontextového generování není optimální. 
Možné řešení tohoto problému se nachází v několika oblastech. 
První úpravou pro zlepšení by bylo vyhledávání operací nejen jdoucích po sobě. Pokud by 
výsledek operace nebyl v blízké době třeba, bylo by možné si instrukci pamatovat a provést ji až 
tehdy, pokud by byla třeba nebo pokud by se naplnil MMX registr. 
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Protože technologie MMX používá 64-bitové registr, mohou probíhat v jednom okamžiku 
pouze dvě paralelní operace (pro datový typ integer). Optimalizace, která tak může vzniknout, je tak 
téměř zanedbatelná. Jedním řešení bylo použití instrukcí komprese celého čísla ze 32 bitů na 16 bitů, 
které se ovšem hodí jen pro malá čísla, protože tak ztrácíme horních 16 bitů. Druhou možností by byl 
přechod na 128-bitové registry a technologii SSE, která navíc umožňuje o zpracování desetinných 
čísel. 
Hlavním problémem navrženého algoritmu je však zdlouhavé nahrávání operandů do MMX 
registrů. Toto by bylo možné eliminovat s použitím polí, která by se celá do těchto registrů 
přesouvala. Změna by tak musela nastat již při návrhu jazyka, kdy by bylo vhodné jazyk přizpůsobit 
pro práci s poli, a také ve vnitřní struktuře překladače, zejména při ukládání polí do paměti. 
Generovaný kód demonstrovaného příkladu s použitím polí by poté mohl vypadat následovně: 
 
   movq   mmx0, [array1]  
   paddd   mmx0, [array2]  
   movq   [array1], mmx0      (5.4) 
   mov   R2, [array1] 
   add   R2, [array1 + 32] 
   mov   e, R2 
 
Vidíme, že odpadlo zdlouhavé přesouvání do MMX registru, je vygenerováno méně instrukcí a 
doba provedení je také kratší. Výraznějších zrychlení dosáhneme až při použití 128-bitových registrů 
a vykonání mnoha stejných operacích, které se využívají např. v počítačové grafice. 
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Příloha 1. Bezkontextová gramatika 
Příloha 2. Přiložené CD se zdrojovými texty a dokumentací. 
  
Příloha 1.  Bezkontextová gramatika 
 1. <prog>  -> <declr> <stat> 
 2. <declr>  -> <declr_list> int main '(' ')' 
 3. <declr_list> -> /* empty */ 
 4.    -> <declr_list> int ID ';' 
 5. <stat>  -> ';' 
 6.    -> cin '>>' ID ';' 
 7.    -> cout '<<' <expr> ';' 
 8.    -> ID '=' <expr> ';' 
 9.    -> while '(' <expr> ')' <stat> 
10.    -> IF '(' <expr> ')' <stat>  
11.    -> IF '(' <expr> ')' <stat> else <stat> 
12.    -> '{' <stat_list> '}' 
13.    -> return <expr> ';' 
14. <stat_list>  -> <stat> 
15.    -> <stat_list> <stat> 
16. <expr>  -> CONST 
17.    -> ID 
18.    -> '-' <expr>  
19.    -> '!' <expr> 
20.    -> <expr> '+' <expr> 
21.    -> <expr> '-' <expr> 
22.    -> <expr> '*' <expr> 
23.    -> <expr> '/' <expr> 
24.    -> <expr> '>' <expr> 
25.    -> <expr> '<' <expr> 
26.    -> <expr> '>=' <expr> 
27.    -> <expr> '<=' <expr> 
28.    -> <expr> '==' <expr> 
29.    -> <expr> '!=' <expr> 
30.    -> '(' <expr> ')' 
 
