The problems of transport delay in a flight simulator, such as its sources and effects, are reviewed. Then their effects on a pilot-in-the-loop control system are investigated with simulations. Three current prominent delay compensators-the lead/lag filter, McFarland filter, and the Sobiski/Cardullo filter were analyzed and compared. This paper introduces two novel delay compensation techniques-an adaptive predictor using the Kalman estimator and a state space predictive filter using a reference aerodynamic model. Applications of these two new compensators on recorded data from the NASA Langley Research Center Visual Motion Simulator show that they achieve better compensation over the current ones. 
. Although the simulator time delay consists of several components from different subsystems, they make no difference to the operator, who only feels the total effect. Figure 1 illustrates how an operator controls a simulator with the visual cue as the feedback. The sampling delay happens between the hand and the plant, the processing delay occurs in the plant and between the output and the display, and the delay due to communication asynchrony may arise when there exists an update rate difference between the plant and the display system. If the overall delay reaches a noticeable level, when the operator issues a control command, he will see insufficient response from the display relative to his expectation; hence the operator cognitive control logic makes him maneuver further until the expected display is seen; but because of the delay, the display will show the operator that he has already over controlled, resulting in a compensation or a modification, and so on. This example demonstrates that the immediate effect of long transport delay is a "Pilot Induced Oscillation" (PIO). From this example, the following problems caused by the time delay are expected:
• The man-machine system performance is degraded because of the PIO;
• The operator's control workload is increased due to over control and modification;
• The operator's assessment of the handling quality of the system is diminished. The literature supports the above analyses regarding the effects of transport delay in the man-in-the-loop flight simulator system. Several metrics indicate that transport delay degrades the man-machine system performance. Transport delay increases the system Root Mean Square Error (RMSE) associated with various tasks 4, 5 ; the Power Spectral Density (PSD) analyses of the operator controls demonstrate that the time delay causes the operator's workload to increase, especially in the high frequencies 6, 7 ; the Cooper-Harper Rating (CHR) also shows that the operator's handling quality assessment is affected by the delay 8 . Large transport delays may also induce simulator sickness 9 .
In fact, the PIO in a flight simulator caused by transport delay indicates that the system converges at a slower speed, or the system stability is taxed. This can be illustrated by modeling a flight simulation task, as shown in Fig. 2 Fig. 3 and Fig. 4 .
From the step responses, a time delay of 200 ms makes this control system much more oscillatory than the undelayed system, but the system still converges to the same steady state value, indicating that there is no gain distortion caused by the added delay. When the time delay is 400 ms, the system becomes unstable. The Bode diagrams show that the time delay only introduces phase lag to the system without causing gain distortion. This agrees with the mathematical expression of a pure delay, i.e., 
The impact of time delay on the man-machine system is not only relevant to the amount of the delay, but also relevant to the system dynamics. Specifically, the system bandwidth or crossover frequency affects the impact of 5), in which the damping ratio remains unchanged, but two natural frequencies were used to create two systems with different bandwidths. Some properties of the systems are listed in Table 1 . Figure 5 shows the closed-loop step responses of these two systems with 0, 150 and 300 ms added delays. With zero added delay, system I (upper figure) has slower responsiveness than system II because its bandwidth is lower. However, with a 150 ms delay, system I responds faster than system II, showing that a dynamic system with higher bandwidth tends to be impacted more by the same amount of delay. With a delay of 300 ms, system I becomes more oscillatory but is still stable, whereas system II is no longer stable. Further analysis shows that although the two systems have the same phase margin, system I can tolerate much longer maximal time delay than system II (344 ms vs. 238 ms). This can be interpreted using Eq. (4). Usually, the system with higher bandwidth tends to have higher crossover frequency ( c ). It follows from Eq. 
II. Current Compensation Techniques
Because it causes problems to flight simulations, simulator transport delay must be minimized to reduce its effects. If it is still above some tolerable level, for maintaining desirable simulator performance, algorithms compensating for the delay must be employed. When there exists transport delay in the visual system, what is displayed is the delayed image representing the past aircraft states. Since one cannot generate the undelayed image from the delayed one, the compensation must be directed to the aircraft states. Therefore, the idea of compensation is to predict the future aircraft states making use of the currently available system information so that the image based on the predicted aircraft states can offset the transport delay in the visual system. Such an idea is illustrated in Fig. 6 , where in the small plot right after the predictor block the green curve is the prediction. Step Responses of System 1 (BW=3.2343rad/s) with Delay of 0, 150ms, 300ms
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Step responses The predicted green curve in Fig. 6 is an ideal prediction, i.e., it has exactly the same shape as the original magenta one, only with a pure phase shifted forward. The ideal predictor does not exist in the real world. The actual predictor generally introduces error, and the longer the time delay, the greater the error. The mathematics illustrate that pure time delay brings phase lag to the system without changing the magnitude. Therefore, a good predictor must meet two basic criteria: first, it must be able to provide sufficient phase lead to offset the phase lag caused by the time delay; second, it must introduce minimum gain distortion. A third criterion is that the computation workload of the predictor is not heavy and is easy to implement.
Many compensation techniques have been developed to compensate the transport delay in the flight simulator to date; among them the lead/lag filter, the McFarland compensator and the Sobiski/Cardullo state space filter are the three prominent techniques to be considered. The transfer function of the lead/lag is given by ( ) ( ) ( )
where ( ) The lead/lag filter provides some phase lead in [ ] n d , while introducing significant gain distortion in the same frequency interval. The phase lead improves the system stability margin, but it may be subjected to high-frequency noise problems. Apart from the gain distortion, the lead/lag filter has poor ability to compensate for long time delays. The design objective is to choose the two corner frequencies so that it provides maximal phase lead at the cost of acceptable gain distortion. The implementation of a lead/lag filter is quite simple. Therefore, the lead/lag compensator does not meet the first two criteria, but it meets the third criterion. As an Infinite Impulse Response (IIR) filter, the lead/lag compensator makes use of the previous prediction to calculate the current prediction, thus the error of one iteration is passed down to the next, resulting in error accumulation. This is the primary reason for the gain distortion.
Therefore, Richard McFarland of the NASA Ames Research Center proposed a Finite Impulse Response (FIR) predictive filter to compensate the transport delay 12 . Its pulse transfer function and difference equation are given by
where y is the aircraft state to be predicted, v is the corresponding velocity, p y is the predicted aircraft state, and k is the iteration index. rad/s, is small. Simulations show that for time delay up to 150 ms, the McFarland filter provides satisfactory phase compensation when the frequency is below 7 rad/s, but the phase lead is not sufficient in higher frequencies; the gain distortion is small when the frequency is within the bandpass, but the gain distortion escalates when it is beyond the bandpass (Fig. 8) . In application of the McFarland compensator to recorded simulation aircraft states, the gain distortion appears as the artifacts in the peak areas and the large spikes (Fig. 9) are not available, and that is why the Sobiski/Cardullo filter has stayed in laboratory use since its advent more than 10 years ago. Second, it has some limitations in Sobiski's implementation. Third, the assumptions for approximating the future control input with the current one do not apply to the real simulation conditions. Finally, the state space filter requires high computation cost because of the matrix operations. Therefore it is worthy to develop the first practical state space predictor that can compensate longer delay than currently available time delay compensators, and simplify the algorithm to provide minimal computation cost.
III. New Developments in Delay Compensation
In order to avoid the problems in the McFarland filter and the Sobiski/Cardullo state space filter, two novel compensation algorithms have been developed-the adaptive predictor that uses a Kalman estimator and the state space predictor that uses a linear model of the aircraft dynamics to predict future states. The well-known Kalman estimator technique is used in a unique manner so that the predictor can provide accurately the desired amount of prediction. From six different algorithms of the Kalman estimator, the ultimate choice was made based on the results of the piloted simulator experiments. The state space filter with a linear reference model is the first practical model reference state space predictor applied in a flight simulator to compensate the time delay. From several currently available linear aircraft dynamic models, one that achieved the best prediction based on the batch tests was chosen. The relation between the reference model and the quality of prediction was also investigated. By simplifying the state predictor to an ordinary predictor in a transfer function format, the computation workload is reduced significantly. The two new compensators are described below.
A. Designing the Adaptive Predictor
An adaptive predictor has been developed with the coefficients of the predictor being changed based on some adaptation mechanism as the simulation proceeds. For convenience of making comparison with the McFarland predictor, three consecutive steps of velocity are also used in the adaptive predictor.
The idea is illustrated in Fig. 11 , where y is the aircraft state, 
Minimizing the cost function in Eq. (10) gives rise to left pseudo-inversion of a matrix, and by making use of the Kalman matrix inversion theorem, the solution ends up as ( ) ( ) ( ) ( ) ( ) ( )
where ( ) ( ) ( ) ( )
gives the three coefficients of the adaptive predictor, and ( ) ( ) ( ) ( ) The performance of the algorithm may be improved by introducing an exponential forgetting factor to the cost function because the simulation condition is time varying. Apart from the Kalman estimation algorithm with the forgetting factor, three other simplified least-square algorithms were also tried. The simplification comes from avoiding updating the matrix P , since updating matrix P dominates the computing effort for large number of iterations. Because the recursive least-square algorithm updates the current estimate Figure 12 illustrates results of compensation employing the five versions of the adaptive predictors on recorded simulator roll angle. In this figure the term "ideal" in the legend refers to the case where the visual delay is zero. Because the prediction errors and differences among these algorithms are small compared with the scale of the roll angle, a peak area in Fig. 12 is zoomed in Fig. 13 , which clearly shows that all revised adaptive algorithms are superior to the original Kalman estimator, and the Stochastic Approximation algorithm causes the least predicting error among all. It agrees with the analysis of error index defined by Eq. (10)) ( See Table 2 ). Figure 13 . Zoom of Figure 12 American Institute of Aeronautics and Astronautics 9 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
Therefore, the stochastic approximation algorithm will be chosen to be the adaptive predictor that will be used on the NASA Langley Research Center Visual Motion Simulator. As stated in the previous section, the McFarland brings large spikes while providing phase lead (Fig. 9) . The adaptive predictor significantly reduces the spikes and the zigzags in the peak areas caused by the McFarland filter, and a comparison between the McFarland filter and the adaptive predictor with the stochastic approximation algorithms is illustrated in Fig. 14. 
B. A Practical State Space Compensator
The state space prediction equation
is based on a Linear Time -order reference models were tried first. The first two models give the relation of the pitch angle and the roll angle, respectively, and the corresponding stick deflections of a fixed wing jet flying at an altitude of 30,000ft [ ] 
The analysis of compensation on a recorded simulation roll angle with the state space predictors using the four reference models is illustrated in Fig.  16 and Fig.17 (Zooms of Fig. 16 ). Both the upper and lower subplots of Fig. 17 show that Model Four, the Boeing 757 landing pitch model, achieves the best compensation, that is, the black curve is closest to the undelayed red curve. Table 4 is the result of analysis of the error index defined by Eq. (10). Though Model Three brings slightly smaller squared error sum than Model Four, the phase compensation shows Model Four causes less phase prediction error. Since the phase compensation is more important in considering time delay compensation, Model Four is finally chosen as the refence model for the future state space filter to be applied on the Langley Visual Motion Simulator.
Finally, the McFarland compensator, the adaptive predictor using the stochastic approximation algorithm and the state space predictor using the Boeing 757 landing pitch model were compared in terms of the error index, and the result is given in Table 5 . Both novel predictors cause less compensation error than the McFarland filter and the state space filter causes the least. 
This is the essence of the state space filter! Compared with the McFarland filter, it shows that while the McFarland filter uses three consecutive steps of velocity to predict, the state space filter uses the current velocity, acceleration, the input and its integral to predict.
The coefficients of the terms involving the control input u are so small compared with those of other terms that terms with u may almost be neglected. In other words, a good reference model attenuates the contribution of the second term of ( ) The prediction of the state space filter depends solely on the five coefficients in Eq. (16), which are functions of the time delay and the reference model. Therefore, the algorithm based on the state transition matrix and convolution integral with a reference model is only a design tool-to design the coefficients of the compensator. Because the reference model is time invariant, these coefficients are constants that may be calculated offline; in each iteration, only five multiplications and four additions are required-computation is simplified significantly. The state space filter may be implemented as Figure 18 . Implementation of the state space compensator using a reference model depicted in Fig. 18 , where the 90 ms of delay in the visual system is the baseline transport delay determined in the Visual Motion Simulator at the NASA Langley Research Center, and the coefficients are given in Table 6 .
IV. Conclusion
The paper presented a brief summary of a systematic study of transport delay in a flight simulator, which included a literature study, basic analyses, measurement, review of current compensators, and the design of two novel compensation techniques. By presenting the results of off-line tests of these two novel compensators on the recorded simulation roll angle, it shows that they achieve better compensation over the McFarland filter with slightly increased computation workload. Both gain distortion and phase error of the compensation are reduced. The State Space Predictor was shown to yield the least error.
The two novel compensators are to be applied in the Visual Motion Simulator at the NASA Langley Research Center to collect data for relevant analyses, in order to evaluate the compensation effectiveness and make comparison with the current prominent compensators.
