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Abstract 
For 1 <~k<~n- 1 and O<~q<~k- 1, solutions are obtained for the boundary value problem, ( -1 ) ' -~  = f(x,y),y(i)=o, 
O<~i<~k- 1, and y(/)= 0, q<<.j<~n- k + q -  1, where f(x,y) is singular at y = 0. An application is made of a fixed 
point theorem for operators that are decreasing with respect o a cone. © 1998 Elsevier Science B.V. All rights reserved. 
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I .  In t roduct ion  
Let 1 ~< k ~< n - 1 and 0 ~< q ~< k - 1 be fixed. In this paper, we establish the existence of solutions 
for the boundary value problems that are between conjugate and right focal, and are given by 
(-1)"-ky (")=f(x,y) ,  0<x<l ,  (1.1) 
y(i)(0) =0,  O<.i<~k- 1, 
(1.2) 
y ( J ) (1 )=0,  q<. j<.n -k+q-1 ,  
where f (x ,y )  is singular at y = 0. Our assumptions throughout are 
(A)  f (x ,y) : (O,  1) × (0,oo)---~(0, cx~) is continuous, 
(B)  f (x ,  y) is decreasing in y, for each fixed x, 
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(C) limy~0+ f (x ,  y)= oo uniformly on compact subsets of (0, 1), and 
(D) l imy~+~ f (x ,  y)= 0 uniformly on compact subsets of (0, 1 ). 
Singular nonlinear two-point boundary value problems appear frequently in applications, and usu- 
ally, only positive solutions are meaningful. This is especially true for the case n = 2, with Talia- 
ferro [20] treating the general problem, Callegari and Nachman [4] considering existence questions 
in boundary layer theory, and Luning and Perry [17] obtaining constructive results for generalized 
Emden-Fowler problems. Results have also been obtained for singular boundary value problems 
arising in reaction-diffusion theory and in non-Newtonian fluid theory [5]. A number of papers 
have been devoted to singular boundary value problems in which topological transversality methods 
were applied; see, for example [2, 3, 8, 16, 18, 19]. 
This paper is motivated by the work of Eloe and Henderson [1 I] in which they dealt with 
conjugate boundary conditions. The results and methods of [11] as well as this work are outgrowths 
of papers on second-order singular boundary value problems in [12, 13] which in turn received 
some embellishment and generalization i [7, 14, 15]. 
Other generalizations have been given in [1, 21-25]. 
We obtain solutions of (1.1), (1.2) by arguments that involve reducing the order of the bound- 
ary value problems, positivity properties, an iteration, and a fixed point theorem due to [13] for 
mappings that are decreasing with respect o a cone in a Banach space. We remark that, for n = 2, 
positive solutions of (1.1), (1.2) are concave. This concavity was exploited in [13], and later in the 
generalizations [1, 9, 14, 15, 21], in defining an appropriate subset of a cone on which a positive 
operator was defined to which the fixed point theorem was applied. The crucial property in defin- 
ing this subset in [13] made use of an inequality that provides lower bounds on positive concave 
functions as a function of their maximum. Namely, this inequality may be stated as: 
If y E C(2)[0, 1] is such that y(x)>~O, 0~<x~< 1, and y"(x)<.O, 0~<x~< 1, then 
1 l~X~3 y(x) >~ ~ max ly(s)l, ~ ~. 
O~<s~<l 
(1.3) 
Although (1.3) can be developed using concavity, it can also be obtained irectly with the classical 
maximum principle. This observation was exploited in [9]. Then in [10], a generalization of (1.3) 
was given for positive functions satisfying conjugate boundary conditions. We will later make use 
of the generalization from [10]. 
In Section 2, we provide preliminary definitions and some properties of cones in a Banach space. 
We also state the fixed theorem from [13] for mappings that are order decreasing with respect o a 
cone. In that section we reduce the order of the boundary value problems to obtain conjugate-type 
boundary value problems. Then we state the generalization of (1.3) as it extends to solutions of 
(1.1), (1.2). An analogous inequality is also stated for a related Green's function. 
In Section 3, we apply the generalization of (1.3) in defining a subset of a cone on which 
we define an operator that is decreasing with respect o the cone. A sequence of perturbations of 
f is constructed, with each term of the sequence lacking the singularity of f .  In terms of this 
sequence, we define a sequence of decreasing operators to which the fixed point theorem yields 
a sequence of iterates. This sequence of iterates is shown to converge to a positive solution of 
the lower-order conjugate-type boundary value problems. We conclude by applying an appropriate 
integral operator to the solutions of the lower-order conjugate-type boundary value problems to 
obtain positive solutions of ( 1.1 ), (1.2). 
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2. Some preliminaries and a fixed point theorem 
In this section, we first give definitions and some properties of cones in a Banach space. After 
that, we state a fixed point theorem due to [13] for operators that are decreasing with respect o 
a cone. We then state a theorem from [10] generalizing (1.3) followed by an analogous inequality 
for a Green's function. 
Let ~' be a Banach space, and K a closed, nonempty subset of N. K is a cone provided (i) 
~u + ~vEK,  for all u, vEK  and all e, /~>~0, and (ii) u, -uEK  imply u = 0. Given a cone K, 
a partial order, ~<, is induced on N by x ~< y, for x, y E ~ iff y -  x E K. (For clarity, we may 
sometimes write x ~< y (w.r.t. K).) If x, y E N with x ~< y, let {x, y) denote the closed-order interval 
between x and y given by, (x, y) = {z E N ix  ~<z <~y}. A cone K is normal in B provided, there 
exists 6>0 such that lie1 +e2H/>t~, for all el, ezEK, with ]Jell[ = [[e21[ = 1. 
Remark 1. If K is a normal cone in ~,  then closed-order intervals are norm bounded. 
The following fixed point theorem can be found in [13]. 
Theorem 2.1. Let ~ be a Banach space, K a normal cone in ~,  E C_ K such that, i f  x, y E E with 
<. y, then (x, y) c_ E, and let T : E ~ K be a continuous mapping that is decreasin9 with respect 
to K, and which is compact on any closed-order interval contained in E. Suppose there exists 
~Co E E such that T2xo = T(Txo) is defined, and furthermore, Txo, T2xo are order comparable to Xo. 
If, either 
(I) Txo <.Xo and T2xo ~<Xo, or Xo <. Txo and Xo <. TZxo, or 
(II) The complete sequence of  iterates {Tnxo}~o is defined, and there exists yoEE  such that 
Tyo E E and yo <<- Tnxo, for all n ~ 0, 
then T has a f ixed point in E. 
Next, define the operator L = C[0, 1] ~ C(1)[0, 1] by 
Lu(x) = fo x (x - s) q-1 -(q u(s)d . 
Also, for the convenience of notation, we will let 
n*=n-q  and k*=k-q .  
Note that n - k = n* - k*. 
Our application of Theorem 2.1 will in fact be made with respect o an integral operator associated 
with the lower-order conjugate boundary value problem, 
(--1)"*-k*v("*)= f (x ,  Lv), 0<x<l ,  (2.1) 
v(i)(0) = 0, 
vU)(1) = 0, 
O<~i<.k* - 1, 
O<.n* - k* - l. 
(2.2) 
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We observe that if vE C ("*) such that (-1)'*-k*v('*)(x)>0 on (0, 1), and if v satisfies (2.2), then 
/o v(x) = H(x,s)v('*)(s)ds, 
where H(x,s) is the Green's function for v ("*) = 0 and satisfying (2.2). It is well known [6] that 
(--1)'*-k*H(x,s)>O on (0, 1)x (0, 1), and hence it follows that v(x)>0 on (0, 1). 
It follows in turn, after successive applications of Rolle's Theorem, that v(x) has one extreme 
point at, say x0 C (0, 1). If we define a piecewise polynomial, p, by 
~.  , O <<.x <<.Xo, 
= (2.3) p(x) 0 Ivl  -k', 
~ll - -~o), ._k. (1-x) '*  Xo~x<.l,  
where I vl~ = suP0~x ~1 I v (x)l = V(Xo), then Eloe and Henderson established the following: 
Theorem 2.2. Assume v E C('*)[0, l] is such that ( -1 )~*-~* v('*)(x)> O, 0 <x < 1. Assume in addi- 
tion that v satisfies the boundary conditions (2.2). Then v(x)>~ p(x), where p is defined by (2.3). 
Theorem 2.2 was used in [10] to give the following generalization of (2.1). This generalization 
will be fundamental in our future arguments. 
Theorem 2.3. Assume v E C (~*)[0, 1 ] is such that ( -  1 ) "*-k* v(, *)(x) >~ 0 and v satisfies the boundary 
conditions (2.2). Then 
1 3 
v(x) >1 4--2-, ~ <,x <<, ~, (2.4) 
where m = {k 'n*  - k*}. 
Remark 2. If v is a solution of (2.1), (2.2), then Theorems 2.2 and 2.3 apply to v. 
We restate, if H(x,s) is the Green's function for 
v('*) = 0, 0~<x~< l, 
satisfying (2.2), then 
(--1)'*-k*H(x,s)>O on (0,1) x (0,1), 
and it is also known from [6] that both 
(_  1),*_~* Ok*H(O,s) 
c~x~ * >0, 0<s<l ,  
and 
(~n* --k* 
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For the remainder of the paper, for 0<s  < 1, let z(s)E [0, 1] be defined by 
H(z(s),s) = sup H(x,s). 
0~<x~<l 
]The following analogue of (2.4) for H(x,s) was also obtained in [10]. 
l'heorem 2.4. Let H (x,s ) denote the Green's function jor (2.5), (2.2). Then, for 0<s<l ,  
( -1 )  "*-k" 1 3 
( -  1 )'*-k*H(x, s) >>- H(z(s), s), 4 m ~ <<.x<~, 
where m = max{k*,n* - k*}. 
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(2.9) 
3. Solutions of (2.1), (2.2) 
In this section, we apply Theorem 2.1 to a sequence of operators that are decreasing with respect 
to a cone. The obtained fixed points provide a sequence of iterates which converges to a solution 
of (2.1), (2.2). Positivity of solutions and Theorems 2.2-2.4 are fundamental in this construction. 
To that end, let the Banach space B = C[0, 1], with norm IIvl] = Iv[o¢ and let 
X = {vEBlv(x)>~O on [0, 11}. 
K is a normal cone in B. 
To obtain a solution of (2.1), (2.2), we seek a fixed point of the integral operator, 
1 
Top(x) = ( -1 )  "'-k* f0 H(x,s)f(s, Lq~(s))ds, 
where H(x,s) is the Green's function for (2.5), (2.2). Due to the singularity of f given by (D), T 
is not defined on all of the cone K. 
Next, define g: [0, 1 ] ---+ [0, 1 ] by 
(2x) k*, 0~<x~<½, 
g(x)-- [2(1 ,1,*-k* ~ ~<x~< 1 - x ) j  , 
and for each 0 > 0, define go(x)= O. g(x). Then for the remainder of this work, assume the condition: 
(E) For each 0>0, 0< fo f(x, Lgo(x))dx<oc. 
We remark, for each 0>0, that go EK, go(x)>O on (0,1), and go satisfies the boundary condi- 
tions (2.2). 
Our first result of this section is a consequence of Theorem 2.2 and its proof in [10]. 
theorem 3.1. Let vEC('*)[0,1] be such that (-1)'*-~*v('*)>0 on (0,1), and v satisfies (2.2). 
Then, there exists a 0>0 such that go(X)<.v(x) on [0, 1]. 
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Proof. Let v be as stated above and let x0 E (0, 1 ) be the unique point of maximum in the statements 
preceding Theorem 2.2 such that V(Xo)= Ir is. Then, by Theorem 2.2, v(x)>~ p(x) on [0, 1] where 
p is given by (2.3). Choosing 0 = p(½), then 
p(x)>~p(½)g(x) =go(x) on [0, 1], 
and so v(x)>~go(x) on [0, 1]. [] 
In view of Theorem 3.1, let D C_K be defined by D = {qoEB [there exists 0(~o)>0 such that 
go(x)<~o(x) on [0, 1]}, (i.e., D= {q~ EB [there exists a 0(qg)>0 such that go<~q~ (w.r.t. K)}. Then 
define T : D ~ K by 
J0 .' Tq~(x) = ( -1 )  n*-k* H(x,s)f(s, Lq)(s))ds. 
We note that from Theorem 3.1 and condition (E), T is well-defined. 
Note that from conditions (A) - (E)  and properties of H(x,s) in (2.6)-(2.8), if q)ED, then 
( -1  )n*-k* (T~o)(n*)> 0 on (0, 1 ) and T o satisfies the boundary conditions (2.2). Application of The- 
orem 3.1 yields that Tq)ED so that T:D---~D. Moreover, if q0 is a solution of (2.1), (2.2), then 
by Theorem 3.1 again, q)E D. As a consequence, q0E D is a solution of (2.l), (2.2) if, and only if, 
Tq~ : q~. 
Our next result establishes a priori bounds on solutions of (2.1), (2.2) which belong to D. 
Theorem 3.2. Assume that conditions (A) - (E)  are satisfied. Then, there exists an R > 0 such that 
II oll--I ol < R, for all solutions, q~, of (2.1), (2.2) ",hat belong to D. 
Proof. Let m = max{k*,n* -k*} ,  and assume to the contrary that the conclusion is false. This 
implies there exits a sequence, {q~E} ED, of solutions of (2.1), (2.2) such that l imt~ [q~,el = ec. 
Without loss of generality, we may assume that, for each ~/> 1, 
[q)tl~ ~< 1~o~+11~. (3.1) 
For each Y >1 1, let x~ E (0, 1) be the unique point from the statements preceding Theorem 2.2 such 
that 
0 < = 
and also from Theorem 2.3 
1 1 3 
By the monotonicity in (3.1), q~e(xe)>~qol(xl), for all (, and so 
1 1 3 
(pe.(x)>~-4~q~,(x,), -~ <<,x<.~ and f~>l. 
Let 0 = (1/4m)q)l(Xl). Then 
1 1 3 
gO(X)~-~fpl(Xl)~q)((X), -~X~-~ and E~>I. 
(3.2) 
(3.3) 
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Let ~ot be given, and let Pe be the corresponding piecewise We claim that q0t(x) t> go(x), for 0 ~<x ~< ~. 
polynomial defined by (2.3) relative to qoe and xe. Then 
pf (~)~ min{q)f(xE)(1)k*xT 4 '(1--xE) n*-k*q)f(Xd) (lln*-k* } 




>>. go(l). (3.4) 
There are two cases for x~: 
Then, for 0 ~<x ~<xe, (i) Suppose xe >~ ~. 
p~(x) = I~°~l~xk* >t Iq~l~x k~/> Iq~,l~x k"/> I@~xk'ao(x). (3.5) 
xff* 
l Then, for O<<.x<~xt, i  follows exactly as in (3.5) that (ii) Suppose x~ < ~. 
pe(x ) >>. go(x). 
On the other hand, on [xe, 1], Pt is a decreasing function, 9o is an increasing function, and 
1 ~ 1 Pe(~)~-go(~) from (3.4). 
Thus, for xt~x<~ ¼, 
pe(x) >>. 1 1 . Pf(~)>~go(~)>-go(x). 
Thus, again for 0 ~<x ~< ¼, 
pf(x) >~ 9o(X). (3.6) 
From (3.5) and (3.6), and recalling ~ot(x)~> pe(x) on [0, 1] by Theorem 2.2, it follows that 
~o~(x)>~oo(x), O<<.x<~ ¼, 
3 ~<x~< 1. Thus, in conjunction and hence the claim. An analogous argument yields q)e(x)>~go(x),
with (3.3), we conclude 
go(X)~<q~(x), 0~<x~<l and Y/>I. 
Hence, Lgo(x)<~Lqot(x), 0~<x~< 1 and f~> 1. Now set 
0<M = sup{l( - -1) '* -k 'H(x,s) l (x ,s)  ~ [0, 1] x [0, 11}. 
Then, assumptions (B) and (E) yield, for 0~<x~< 1 and all g>~l, 
q)e(x) = Tq)t(x) 
1 
---- (--1)"'-k* f0 H(x,s) f (s ,  Lq~t(s))ds 
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fO <, M f(s, Lgo(s))ds 
=N, 
for some 0 < N < oc. In particular, 
I~o~[~<N for all E~>I, 
which contradicts lime ~ o~ [q)e[~ = c~. The proof is complete. [] 
Remark 3. With R as in Theorem 3.2, ~0~<R (w.r.t. K), for all solutions ~o ED of (2.1), (2.2). 
Our next step in obtaining solutions of (2.1), (2.2) is to construct a sequence of nonsingular 
perturbations of f .  For each E~>I, define ~9e : [0, 1]--+ [0,¢xD) by 
/0' Oe(x) = ( -1 )  "*-k" H(x,s)f(s,~')ds. 
By conditions (A)-(E),  for E ~> 1, 
O<O~+l(x)~<~(x) on (0, 1), 
and 
lim L~(x) -- 0 uniformly on [0, 1]. (3.7) 
f ----~ oo  
Now define a sequence of functions fe : (0, 1 ) × [0, c~) ~ (0, oo), E~> 1 by 
f e(x, y) = f (x, max { L y(x ),L~e(x ) } ). 
Then, for each f~> 1, fe is continuous and satisfies (B). Furthermore, for E~> 1, 
fe(x,y)<<.f(x, Ly) on (0 ,1)×(0 ,  co) and ft(x,y)<<,f(x,L~t(x)) on (0,1)×(0,¢x3). (3.8) 
Theorem 3.3. Assume that conditions (A) - (E)  are satisfied Then the boundary value problem 
(2.1), (2.2) has a solution q9 ED. 
Proof. We begin by defining a sequence of operators Te:K--+ K, f/> 1, by 
/0' Zeq~(x) = ( -  1 )n*-k* g(x, s)fe(s, q~(s)) ds. 
Note that, for (~> 1 and q~ EK, (--1)n*-k*(Zeq))(n*)(x)>O on (0, 1), Te~o satisfies the boundary con- 
ditions, and Teq~(x)>0 on (0, 1), in particular, T/q~ ED. Since each Te satisfies (B), it follows that 
if ~pl,q~2EK with q~1~<q~2 (w.r.t. K), then for ~>~1, Te~o2<-~Teq~l (w.r.t. K), that is, each ire is 
decreasing with respect o K. It is also clear that 0 ~< Te(0) and 0 ~< T](0) (w.r.t. K), for each f. 
Hence, when we apply Theorem 2.1, for each E, there exists a q~e E K such that Tempe = q~e. The 
above note implies, for E~> 1 that (--1)n*-k'Cp(7*)(x)>O on (0, 1), q9 e satisfies (2.2), and q~e(x)>0 
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1 ~,*-~*H, , on (0,1). In addition, inequality (3.8), coupled with the positivity of ( -  j (x,s), yields 
Te(p<~T¢I (w.r.t. K) for each q0EK and to>~l. Thus, 
q)e = Tfq)t<<,TCt (w.r.t. K), (>~1. (3.9) 
By essentially the same argument as in Theorem 3.2, in conjunction with inequality (3.3), it can 
be shown that there exists an R > 0 such that, for each t o t> 1, 
(pt~<R (w.r.t. K). (3.10) 
Our next claim is that there exists a x>0 such that ~c~< [q)el~, for all t °. We assume this claim to 
be false. Then, by passing to a subsequence and relabeling, we assume with no loss of generality 
that lim~_~  Icpel~ = 0, therefore l im~ [Lcp~l~ = 0. This implies 
lim Lope(x) = 0 uniformly on [0, 1]. (3.1 1) 
/' --* oc 
Next set 
O<m = i n f ( ( -1 ) ' * -~*H(x ,s ) l (x , s )  C [¼, ¼] x [¼, 3]}. 
1 3 and 0<Lq~<6,  By condition (C), there is a 6>0 such that, for ~<x~<~ 
2 
f (x ,  Lv)> --. 
m 
The limit (3.11) implies there exist a to0>Jl such that, for to~>to0, 
0<Lq)E(x)<15 fo r0<x<l .  
Also, from (3.7), there exists an to1J>to0 such that for toJ>tol, 
1~X~3 O<L~k~(x)<16 for ~ ~. 
l ~<x~<3, Thus, for to ~>to~ and 
]0' opt(x) = ( -1 )  "*-k" H(x,s)f f (s ,q)e(s))ds 
f 
3/4 








>>- m f(s,  ½(5) ds 
J 1/4 
>~1. 
But this contradicts the uniform limit (3.11). Hence, our claim is verified. That is, there exists a 
> 0 such that 
for all to. 
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Applying Theorem 2.3, 
1 
f> 
~c 1 3 
>/ 4--~, ~<x~,  d~>l. 
One can mimic part of the proof of Theorem 3.2 to show, if 0 = ~c/4 m, then 
9o(x)<q)e(x) on[0,1] for d~>l. 
By (3.10), we now have 
9o<<.qot<<.R (w.r.t. K) for d~>l; 
that is, the sequence {q~e} belongs to the closed-order interval (9o, R) CD. When restricted to 
this closed-order interval, T is a compact mapping, and so, there is a subsequence of {Toe } 
which converges to some q~* E K. We relabel the subsequence as the original sequence so that 
l ime~ [[T~pe - ~p*ll = 0. 
The final part of the proof is to establish that lime_+~ [[T~pe-  oell = 0. To this end, let 0= 1~/4 m 
be as above, and set 
O<M = sup{(--1)n*-k'H(x,s)l(x,s)E [0, 1] X [0, 1]}. 
Let e>O be given. By the integrability condition (E), there exists 0 <6 < 1 such that 
I/0' jl ] 2M f(s, Lgo(s))ds + f(s, Lgo(s))ds <~. -6 
Further, by (3.7), there exists an f0 such that, for d>~f0, 
~be(x)<~go(X) on [3, 1 - 6]. 
Hence, 
L~bt(x)<..Lgo(x) on [6, 1 - 6], 
so that 
Ot(x)~9o(X)~tPt(x) on [6, 1 - 6], 
and hence, 
Lq)e(x)<..LOo(x)~L(pe(x ) on [6, 1 - 6]. 
Observe also that for 6 ~s  ~< 1 -6  and E ~> do, 
ft(s, ~ot(s)) = f(s, Lq~l(s)). 
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Hence, for ~>~Y0 and 0~<x~<l, 
T~f (x )  - ~o l (x )  = Tq~e(x)  - T t~oE(x)  
6 
= (-1)"' -k* f H(x,s)[f(s, Lq)e(s)) - fe(s, Lqge(s))] ds 
+(-1)  "'-k" H(x,s)[f(s, Lq>t(s)) - fe(s, Lqge(s))] ds, 
-6 
so, for E~>fo and O~x<~l, 
]Tope(x) - ~0e(x)l <<. M [f(s,L~oe(s) + f(s, max{L~pe(s),LOt(s)} )] ds
S' ] + [f(s, Lq)e(s)) + f(s, max{Lq~t(s),L~pe(s)})] ds 
-6 
I/o' /1' ] <~ 2M f(s, Lqgl(s)) ds + f(s, L~o~(s)) ds -6 
7' ] <. 2M f(s, Lgo(s)) ds + f(s, Lgo(s)) ds -6 
<~.  
In particular 
lim lIT~oe - ~o~11 = o. 
[ ---* oc  
In turn, we have lime__, ~ [[cpe - ~o*11 = o and thus 
q) * E (go,R) c D, 
and 
(p*= ~-~lim Tqg~= T ( lirn ¢p,) = T~p*, 
which is sufficient for the conclusion of the theorem. [] 
l'heorem 3.4. Assume the hypotheses (A)-(E).  Then there exists a solution y(x) of (1.1), (1.2) 
s'uch that y(i)(x)>O on (0, 1), O<<.i<<.q. 
Proof. Let v(x)ED be a solution of (2.1), (2.2) given by Theorem 3.3. Set 
y(x) = Lv(x), 0~<x~<l. 
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We observe that y(x )  is a solution o f  the initial value prob lem 
y(q)(x) = V(X), 0 <~X ~ 1, 
y(i)(0) : 0, O<~i<~q-  1. 
But v(x )E  C(n-q)[0, 1] and v(x)  satisfies (2.1), (2.2). That implies 
(- 1 )"-%c°)(x ) = ( -  1 )"-%("-q)(x ) 
= ( -  1 )"*-k* v~,* )(x) 
= f (x ,  Lv (x ) )  




y(q+i)(o) = v(i)(0) = 0, O<~i<~k - q, 
y(q+i)( l ) = v(i)(1) : 0, O <~ i <~ n -- k - 1. 
Consequently,  y(x)  is a desired solution ( 1.1 ), ( 1.2). Moreover ,  v (x) > 0 on (0, 1 ) implies y(q)(x) > 0 
on (0, 1), and successive integrations using the boundary condit ions at x = 0 yields y<i) (x)>0,  on 
(0,1) ,  O<~i<~q. [] 
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