Abelian Repetitions in Sturmian Words by Fici, Gabriele et al.
Abelian Repetitions in Sturmian Words
Gabriele Fici1, Alessio Langiu2, Thierry Lecroq3, Arnaud Lefebvre3,
Filippo Mignosi4 and E´lise Prieur-Gaston3
1 Dipartimento di Matematica e Informatica, Universita` di Palermo, Italy
Gabriele.Fici@unipa.it
2 Department of Informatics, King’s College London, London, UK
Alessio.Langiu@kcl.ac.uk
3 Normandie Universite´, LITIS EA4108, Universite´ de Rouen, 76821
Mont-Saint-Aignan Cedex, France
{Thierry.Lecroq,Arnaud.Lefebvre,Elise.Prieur}@univ-rouen.fr
4 Dipartimento di Informatica, Universita` dell’Aquila, L’Aquila, Italy
Filippo.Mignosi@di.univaq.it
Abstract. We investigate abelian repetitions in Sturmian words. We
exploit a bijection between factors of Sturmian words and subintervals
of the unitary segment that allows us to study the periods of abelian
repetitions by using classical results of elementary Number Theory. If
km denotes the maximal exponent of an abelian repetition of period
m, we prove that lim sup km/m ≥
√
5 for any Sturmian word, and the
equality holds for the Fibonacci infinite word. We further prove that the
longest prefix of the Fibonacci infinite word that is an abelian repetition
of period Fj , j > 1, has length Fj(Fj+1 + Fj−1 + 1) − 2 if j is even or
Fj(Fj+1+Fj−1)−2 if j is odd. This allows us to give an exact formula for
the smallest abelian periods of the Fibonacci finite words. More precisely,
we prove that for j ≥ 3, the Fibonacci word fj has abelian period equal
to Fn, where n = bj/2c if j = 0, 1, 2 mod 4, or n = 1 + bj/2c if j = 3
mod 4.
1 Introduction
The study of repetitions in words is a classical subject in Theoretical Computer
Science both from the combinatorial and the algorithmic point of view. Repe-
titions are strictly related to the notion of periodicity. Recall that a word w of
length |w| has a period p > 0 if w[i] = w[i+p] for any 1 6 i 6 |w|−p, where w[i]
is the symbol in position i of w. Every word w has a minimal period p ≤ |w|. If
|w|/p ≥ 1, then w is called a repetition of period p and exponent |w|/p. When
|w|/p = k is an integer, the word w is called an integer power, since it can be
written as w = uk, i.e., w is the concatenation of k copies of a word u of length
p. If instead |w|/p is not an integer, the word w is called a fractional power. So
one can write w = ukv, where v is the prefix of u such that |w|/p = k + |v|/|u|.
For example, the word w = aabaaba is a 7/3-power since it has minimal period
3 and length 7. A classical reference on periodicity is [1, Chap. 7].
ar
X
iv
:1
20
9.
60
13
v3
  [
cs
.FL
]  
9 M
ay
 20
13
2 G. Fici et al.
Abelian properties concerning words have been studied since the very begin-
ning of Formal Languages and Combinatorics on Words. The notion of Parikh
vector has become a standard and is often used without an explicit reference
to the original 1966 Parikh’s paper [2]. Abelian powers were first considered in
1961 by Erdo¨s [3] as a natural generalization of usual powers. Research concern-
ing abelian properties of words and languages developed afterwards in different
directions. In particular, there is a recent increasing of interest on abelian prop-
erties of words linked to periodicity (see, for example, [4,5,6,7,8,9]), and on the
algorithmic search of abelian periodicities in strings [10,11,12,13,14].
Recall that the Parikh vector Pw of a finite word w enumerates the cardinality
of each letter of the alphabet in w. Therefore, two words have the same Parikh
vector if one can be obtained from the other by permuting letters. We say that
the word w is an abelian repetition of (abelian) period m and exponent |w|/m
if w can be written as w = u0u1 · · ·uj−1uj for words ui and an integer j > 2,
where for 0 < i < j all the ui’s have the same Parikh vector P whose sum
of components is m and the Parikh vectors of u0 and uj are contained in P
(see [15]). When u0 and uj are empty, w is called an abelian power or weak
repetition [16]. For example, the word w = abaab is an abelian repetition of
period 2, since one can set u0 = a, u1 = ba, u2 = ab and u3 = ε, where ε denotes
the empty word.
It is well known that Sturmian words and Fibonacci words, in particular,
are extremal cases for several problems related to repetitions (see for exam-
ple [17,18,19]) and are worst-case examples for classical pattern matching algo-
rithms, e.g. Knuth-Morris-Pratt [20,21]. There exists a huge bibliography con-
cerning Sturmian words (see for instance the survey papers [22,23], [1, Chap. 2],
[24, Chap. 6] and references therein). In particular, there is an analogous result to
the one presented in this paper concerning classical repetitions in the Fibonacci
infinite word [25]. In [26], a bijection between factors of Sturmian words and
subintervals of the unitary segment is described. We show in this paper that this
bijection preserves abelian properties of factors (see Proposition 4). Therefore,
we are able to apply techniques of Number Theory coupled with Combinatorics
on Words to obtain our main results. More precisely, if km denotes the maximal
exponent of an abelian repetition of period m, we prove that lim sup km/m ≥
√
5
for any Sturmian word, and the equality holds for the Fibonacci infinite word.
We further prove that for any Fibonacci number Fj , j > 1, the longest prefix
of the Fibonacci infinite word that is an abelian repetition of period Fj has
length Fj(Fj+1 + Fj−1 + 1) − 2 if j is even or Fj(Fj+1 + Fj−1) − 2 if j is odd
(Theorem 7). This allows us to give an exact formula for the smallest abelian
periods of the Fibonacci finite words. More precisely, we prove, in Theorem 8,
that for j ≥ 3, the Fibonacci word fj has abelian period equal to Fn, where
n = bj/2c if j = 0, 1, 2 mod 4, or n = 1 + bj/2c if j = 3 mod 4.
Due to space constraints the proofs are omitted, but they will be included in
an upcoming full version of the paper.
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2 Preliminaries
Let Σ = {a1, a2, . . . , aσ} be a finite ordered alphabet of cardinality σ and Σ∗
the set of words over Σ. We denote by |w| the length of the word w. We write
w[i] the i-th symbol of w and w[i. . j] the factor of w from the i-th symbol to the
j-th symbol, with 1 6 i 6 j 6 |w|. We denote by |w|a the number of occurrences
of the symbol a ∈ Σ in the word w.
The Parikh vector of a word w, denoted by Pw, counts the occurrences of
each letter of Σ in w, i.e., Pw = (|w|a1 , . . . , |w|aσ ). Given the Parikh vector
Pw of a word w, we denote by Pw[i] its i-th component and by |Pw| the sum
of its components. Thus, for a word w and 1 6 i 6 σ, we have Pw[i] = |w|ai
and |Pw| =
∑σ
i=1 Pw[i] = |w|. Finally, given two Parikh vectors P,Q, we write
P ⊂ Q if P[i] 6 Q[i] for every 1 6 i 6 σ and |P| < |Q|.
Following [15], we give the definition below.
Definition 1. A word w is an abelian repetition of period m > 0 and exponent
|w|/m = k if one can write w = u0u1 · · ·uj−1uj for some j > 2 such that
Pu0 ⊂ Pu1 = . . . = Puj−1 ⊃ Puj , and |Pu1 | = . . . = |Puj−1 | = m.
An abelian power is an abelian repetition in which u0 = uj = ε.
We call u0 and uj the head and the tail of the abelian repetition, respectively.
Notice that the length t = |uj | of the tail is uniquely determined by h = |u0|, m
and |w|, namely t = (|w| − h) mod m.
Example 1. The word w = abaababa is an abelian repetition of period 2 and
exponent 4, since one can write w = a · ba · ab · ab · a. Notice that w is also an
abelian repetition of period 3 and exponent 8/3, since w = ε · aba · aba · ba.
In the rest of the paper, when we refer to an abelian repetition of period m,
we always suppose that m is the minimal abelian period of w.
Remark 1. We adopt the convention that an abelian repetition of exponent k ≥ 2
has also exponent k′ for any real number k′ such that 2 ≤ k′ ≤ k. This is a
standard convention widely adopted in the classical case.
2.1 Sturmian words
From now on, we fix the alphabet Σ = {a,b}. We start by recalling a bijec-
tion between factors of Sturmian words and subintervals of the unitary segment
introduced in [26].
Let α and ρ be two real numbers with α ∈ (0, 1). Following the notations of
[27], the fractional part of a number r is defined by {r} = r − brc, where brc is
the greatest integer smaller than or equal to r. Therefore, for α ∈ (0, 1), one has
that {−α} = 1− α.
The sequence {nα+ρ}, n > 0, defines an infinite word sα,ρ = a1(α, ρ)a2(α, ρ) · · ·
by the rule
an(α, ρ) =
{
b if {nα+ ρ} ∈ [0, {−α}),
a if {nα+ ρ} ∈ [{−α}, 1).
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See Fig. 1 for a graphical illustration.
We will write an instead of an(α, ρ) whenever there is no possibility of mis-
take. If α is rational, i.e. α = n/m, with n and m coprime integers, then it is easy
to prove that the word sα,ρ is periodic and m is its minimal period. In this case,
sα,ρ is also periodic in the abelian sense, since it trivially has abelian period m.
If instead α is irrational, then sα,ρ is not periodic and is called a Sturmian
word. Therefore, in the rest of the paper, we always suppose α irrational.
(an)
0 {−α} 1
b a
Fig. 1. An application of Proposition 1 when α = φ− 1 ≈ 0.618 (thus {−α} ≈ 0.382)
for i = 0. If {nα+ ρ} ∈ [{−α}, 1), then an = a; otherwise an = b.
0 1
(an+1)
{−2α}{−α}
a b a
Fig. 2. An application of Proposition 1 when α = φ− 1 ≈ 0.618 (thus {−α} ≈ 0.382)
for i = 1. If {nα+ ρ} ∈ [0, {−α}) ∪ [{−2α}, 1), then an+1 = a; otherwise an+1 = b.
0 1
(an)
(an+1)
{−2α}{−α}
b a a
a b a
Fig. 3. A single graphic representation of the information given in Fig. 1 and 2. If
{nα+ρ} ∈ [0, {−α}) = L0(α, 2), then an = b, an+1 = a. If {nα+ρ} ∈ [{−α}, {−2α}) =
L1(α, 2), then an = a, an+1 = b. If {nα + ρ} ∈ [{−2α}, 1) = L2(α, 2), then an = a,
an+1 = a.
Abelian Repetitions in Sturmian Words 5
Example 2. For α = φ− 1 and ρ = 0, where φ = (1 +√5)/2 is the golden ratio,
one obtains the Fibonacci infinite word
f = abaababaabaababaababa · · ·
Remark 2. Since α ∈ (0, 1), we have {−iα} 6= {−(i + 1)α} for any natural
number i. We shall use this fact freely and with no explicit mention.
It is possible to prove (see [26, Corollary 2.3]) that the following result holds.
Proposition 1. Let α and ρ be real numbers, with α ∈ (0, 1) irrational. For any
natural numbers n, i, with n > 0, if {−(i+ 1)α} < {−iα} then
an+i = a ⇐⇒ {nα+ ρ} ∈ [{−(i+ 1)α}, {−iα}),
whereas if {−iα} < {−(i+ 1)α}) then
an+i = a ⇐⇒ {nα+ ρ} ∈ [0, {−iα}) ∪ [{−(i+ 1)α}, 1).
In Fig. 1 and 2 we display a graphical representation of the formula given in
Proposition 1 for α = φ − 1 when i = 0 and i = 1, respectively. In Fig. 3 we
present within a single graphic the situations illustrated in Fig. 1 and 2.
Let m be a positive integer. Consider the m + 2 points 0, 1, {−iα}, for 1 ≤
i ≤ m. Rearranging these points in increasing order one has:
0 = c0(α,m) < c1(α,m) < . . . < ck(α,m) < . . . < cm(α,m) < cm+1(α,m) = 1.
One can therefore define the m+ 1 non-empty subintervals
Lk(α,m) = [ck(α,m), ck+1(α,m)), 0 ≤ k ≤ m.
By using Proposition 1, it is possible to associate with each interval Lk(α,m) a
factor of length m of the word sα,ρ, and this correspondence is bijective (see [28]).
We call this correspondence the Sturmian bijection.
Proposition 2. Each factor of sα,ρ of length m, anan+1 · · · an+m−1, depends
only on the interval Lk(α,m) containing the point {nα + ρ}; more precisely, it
depends only on the set Ik(α,m) of integers i ∈ {0, 1, . . . ,m−1} such that either
{−(i + 1)α} < {−iα} and ck(α,m) ∈ [{−(i + 1)α}, {−iα}) or {−(i + 1)α} >
{−iα} and ck(α,m) /∈ [{−iα}, {−(i + 1)α}). The set Ik(α,m) is the set of the
integers i, with 0 ≤ i ≤ m− 1, such that an+i = a.
Corollary 1. Since the set of factors of sα,ρ depends only on the sequence
{−iα}, i > 0, it does not depend on ρ. In particular, then, for any ρ the word
sα,ρ has the same set of factors of the word sα,0.
Example 3. Let α = φ − 1. In Fig. 3 we show an example of the Sturmian
bijection when m = 2. The ordered sequence of points defining the subintervals
Lk(α, 2) is
c0(α, 2) = 0, c1(α, 2) = {−α} ≈ 0.382, c2(α, 2) = {−2α} ≈ 0.764, c3(α, 2) = 1.
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α
0
{−3α} {−6α}{−α} {−4α} {−2α} {−5α}
1
c0(α, 6) c1(α, 6) c2(α, 6)c3(α, 6) c4(α, 6) c5(α, 6) c6(α, 6)c7(α, 6)
0.145... 0.291...0.381... 0.527... 0.763... 0.909...
(an)
(an+1)
(an+2)
(an+3)
(an+4)
(an+5)
b
a
b
a
a
b
b
a
a
b
a
b
b
a
a
b
a
a
a
b
a
b
a
a
a
b
a
a
b
a
a
a
b
a
b
a
a
a
b
a
a
b
Fig. 4. The subintervals Lk(α,m) of the Sturmian bijection obtained for α = φ−1 and
m = 6. Below each interval there is the factor of sα of length 6 associated with that
interval. For ρ = 0 and n = 1, the prefix of length 6 of the Fibonacci word is associated
with L4(α, 6) = [c4(α, 6), c5(α, 6)), which is the interval containing α.
In Fig. 4 we show an example of the Sturmian bijection when α = φ− 1 and
m = 6. Below each interval there is the factor of sα of length m = 6 associated
with that interval. The prefix of length 6 of the Fibonacci word corresponds to
the factor below the interval containing α (so, for n = 1 and ρ = 0). Notice
that all the factors of length 6 of the Fibonacci word appear, and moreover
they are lexicographically ordered from right to left. This property concerning
lexicographic order holds for any Sturmian word and any length m of factors,
and is stated in next proposition, which is of independent interest and is related
to some recent research on Sturmian words and the lexicographic order (see
[29,30,31,32]).
Proposition 3. Let m ≥ 1 and k, k′ such that 0 ≤ k, k′ ≤ m. Then k < k′ if
and only if the factor tα,ρ,m associated to Lk(α,m) in the Sturmian bijection is
lexicographically greater than the factor t′α,ρ,m associated to Lk′(α,m).
In the next section we present a new property of the Sturmian bijection,
that will allow us to use some standard Number Theory techniques to deal with
abelian repetitions in Sturmian words and, in particular, in the Fibonacci infinite
word. Similar techniques are used in [8] to derive some other interesting results
on abelian powers in Sturmian words.
3 Sturmian bijection and Parikh vectors
Let sα,ρ be a Sturmian word. Since we are mainly interested in the set of factors
of sα,ρ, we do not lose generality, by Corollary 1, supposing ρ = 0. The Sturmian
words with ρ = 0 are called characteristic, and have been the object of deep
studies within the field of Sturmian words. For simplicity of notation, we will
write sα instead of sα,0.
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We now describe some properties of the Sturmian bijection between the fac-
tors of length m of sα and the subintervals Lk(α,m), that we will use to prove
the main results of the paper.
Proposition 4. Under the Sturmian bijection, all the factors corresponding to
an interval ck(α,m) = [x, y) with x ≥ {−mα} have the same Parikh vec-
tor v1(α,m) and all the factors corresponding to an interval [x, y) with y ≤
{−mα} have the same Parikh vector v2(α,m). Moreover, one has v1(α,m)[1] =
v2(α,m)[1] + 1.
The reader can see in Fig. 4 that the factors of length 6 corresponding to an
interval to the left of {−6(φ−1)} have Parikh vector (3, 3), while the other ones
have Parikh vector (4, 2).
We now address the following questions:
1. Given m, how large can be the exponent of an abelian repetition of period
m in sα?
2. What can we say in the particular case of the Fibonacci word, i.e., when
α = φ− 1?
The next result follows straightforwardly from Proposition 4.
Corollary 2. Let w be an abelian power of period m and exponent k + 1 ap-
pearing in sα in position n. Then all the points in the sequence {nα}, {(n +
m)α}, {(n+ 2m)α}, . . . , {(n+ km)α} are in the same subinterval in which [0, 1)
is subdivided by the point {−mα}, i.e., either [0, {−mα}) or [{−mα}, 1).
The next proposition is a technical step to prove the following theorem.
Proposition 5. If k ≥ 1, the k + 1 points of Corollary 2 are naturally ordered.
That is to say, if {mα} < 0.5, then they are all in the subinterval [0, {−mα})
and one has {nα} < {(n + m)α} < . . . < {(n + km)α}; if instead {mα} > 0.5
then they are all in the interval [{−mα}, 1) and one has {(n + km)α} < {(n +
(k − 1)m)α} < . . . < {nα}.
Theorem 1. Let m be a positive integer such that {mα} < 0.5 (resp. {mα} >
0.5). Then:
1. In sα there is an abelian power of period m and exponent k ≥ 2 if and only
if {mα} < 1k (resp. {−mα} < 1k ).
2. If in sα there is an abelian power of period m and exponent k ≥ 2 starting
in position i with {iα} ≥ {mα} (resp. {iα} ≤ {mα}), then {mα} < 1k+1
(resp. {−mα} < 1k+1 ). Conversely, if {mα} < 1k+1 (resp. {−mα} < 1k+1),
then there is an abelian power of period m and exponent k ≥ 2 starting in
position m.
The previous theorem allows us to deal with abelian repetitions in a Sturmian
word sα by using classical results on the approximation of the irrational α by
rationals. This is a classical topic in Number Theory. Since the number φ − 1
has special properties within this topic, we have in turn specific results for the
Fibonacci infinite word.
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4 Approximating irrationals by rationals and abelian
repetitions
We recall some classical results of Number Theory. For any notation not explic-
itly defined in this section we refer to [27, Chap. X, XI].
The sequence F0 = 1, F1 = 1, Fj+1 = Fj + Fj−1 for j ≥ 1 is the well known
sequence of Fibonacci numbers. The sequence of fractions
Fj+1
Fj
converges to
φ =
√
5+1
2 , while the sequence
Fj
Fj+1
converges to φ − 1 =
√
5−1
2 . Moreover, the
sequences
Fj+1
Fj
and 0 = 01 ,
Fj
Fj+1
, j = 0, 1, . . ., are the sequences of convergents,
in the development in continued fractions, of φ and φ− 1 respectively.
Concerning the approximation given by the above convergents, the following
result holds (see [27, Chap. X, Theorem 171] and [27, Chap. XI, Section 11.8]).
Theorem 2. For any j > 0,
φ− Fj+1
Fj
= (φ− 1)− Fj−1
Fj
=
(−1)j
Fj(φFj + Fj−1)
.
We also report the following theorems (see [27, Chap. XI, Theorem 193 and
the proof of Theorem 194]).
Theorem 3. Any irrational α has an infinity of approximations which satisfy∣∣∣ n
m
− α
∣∣∣ < 1√
5m2
.
Theorem 4. Let α = φ− 1. If A > √5, then the inequality∣∣∣ n
m
− α
∣∣∣ < 1
Am2
has only a finite number of solutions.
The last two theorems, coupled with the first part of Theorem 1, allow us to
derive the next result.
Theorem 5. Let sα be a Sturmian word. For any integer m > 1, let km be the
maximal exponent of an abelian repetition of period m in sα. Then
lim sup
m→∞
km
m
≥
√
5,
and the equality holds if α = φ− 1.
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5 Prefixes of the Fibonacci infinite word
We now study the abelian repetitions that are prefixes of the Fibonacci infinite
word. For this, we will make use of the second part of Theorem 1. Notice that
an abelian repetition of period m appearing as a prefix of the Fibonacci word
can have a head of length equal to m− 1 at most. Therefore, we have to check
all the abelian powers that start in position i for every i = 1, . . . ,m. In order to
do this, we report here another result (see [27, Chap. X, Theorem 182]).
Theorem 6. Let ni/mi be the i-th convergent to α. If i > 1, 0 < m ≤ mi and
n/m 6= ni/mi, then |ni −miα| < |n−mα|.
The previous theorem implies the following result.
Corollary 3. Suppose that m > 1 is the denominator of a convergent to α and
that {mα} < 0.5 (resp. {mα} > 0.5). Then for any i such that 1 ≤ i < m, one
has {iα} ≥ {mα} (resp. {iα} ≤ {mα}).
From the previous corollary, we have that if m > 1 is a Fibonacci number and
α = φ−1, then the hypotheses of the second part of Theorem 1 are satisfied. The
next proposition is a direct consequence of Corollary 3, Theorem 1 and Theorem
2.
Proposition 6. Let j > 1. In the Fibonacci infinite word, the longest abelian
power having period Fj and starting in a position i ≤ Fj has an occurrence
starting in position Fj, and has exponent equal to
bφFj + Fj−1c − 1 =
{
Fj+1 + Fj−1 − 1 if j is even;
Fj+1 + Fj−1 − 2 if j is odd.
The following theorem provides a formula for computing the length of the
longest abelian repetition occurring as a prefix in the Fibonacci infinite word.
Theorem 7. Let j > 1. The longest prefix of the Fibonacci infinite word that is
an abelian repetition of period Fj has length Fj(Fj+1 +Fj−1 + 1)− 2 if j is even
or Fj(Fj+1 + Fj−1)− 2 if j is odd.
Corollary 4. Let j > 1 and kj be the maximal exponent of a prefix of the
Fibonacci word that is an abelian repetition of period Fj. Then
lim
j→∞
kj
Fj
=
√
5.
In Fig. 5 we give a graphical representation of the longest prefix of the Fi-
bonacci infinite word that is an abelian repetition of period m for m = 2, 3 and
5. In Table 1 we give the length lp(Fj) of the longest prefix of the Fibonacci
infinite word that is an abelian repetition of period Fj , for j = 2, . . . , 11, com-
puted using the formula of Theorem 7. We also show the values of the distance
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0 5 10 15
abaababaabaab · · ·(a)
0 5 10 15 20 25
abaababaabaababaababa · · ·(b)
0 5 10 15 20 25 30 35 40 45 50 55 60 65
abaababaabaababaababaabaababaabaababaababaabaababaababaabaababa · · ·(c)
Fig. 5. Longest abelian repetition of period m that is a prefix of the Fibonacci word
for m = 2, 3, 5. (a) For m = 2, the longest abelian repetition has length 8 = 1 + 3p+ 1.
(b) For m = 3, the longest abelian repetition has length 19 = 2+5p+2. (c) For m = 5,
the longest abelian repetition has length 58 = 4 + 10p+ 4.
j 2 3 4 5 6 7 8 9 10 11
Fj 2 3 5 8 13 21 34 55 89 144
lp(Fj) 8 19 58 142 388 985 2616 6763 17798 46366
|√5− kj/Fj | × 102 23.6 12.5 8.393 1.732 5.98 0.25 2.69 0.037 1.087 0.005
Table 1. The length of the longest prefix (lp(Fj)) of the Fibonacci word having abelian
period Fj for j = 2, . . . , 11. The table also reports rounded distances (multiplied by
102) between
√
5 and the ratio between the exponent kj = lp(Fj)/Fj of the longest
prefix of the Fibonacci word having abelian period Fj and Fj (see Corollary 4).
between
√
5 and the ratio between the maximal exponent kj = lp(Fj)/Fj of a
prefix of the Fibonacci infinite word having abelian period Fj and Fj .
Recall that the Fibonacci (finite) words are defined by f0 = b, f1 = a, and for
every j > 1, fj+1 = fjfj−1. So, for every j, one has |fj | = Fj . As a consequence
of the formula given in Theorem 7, we have the following result on the smallest
abelian periods of the Fibonacci words.
Theorem 8. For j ≥ 3, the (smallest) abelian period of the word fj is the n-th
Fibonacci number Fn, where n = bj/2c if j = 0, 1, 2 mod 4, or n = 1 + bj/2c if
j = 3 mod 4.
For example, the abelian period of the word f4 = abaab is 2 = F2 = b4/2c,
since one can write f4 = a · ba · ab; the abelian period of f5 = abaababa is
2 = F2; the abelian period of f6 = abaababaabaab is 3 = F3; the abelian period
of f7 = abaababaabaababaababa is 5 = F4. In Table 2 we report the abelian
periods of the first Fibonacci words.
We conclude the paper with the following open problems:
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j 3 4 5 6 7 8 9 10 11 12 13 14 15 16
a. p. of fj F2 F2 F2 F3 F4 F4 F4 F5 F6 F6 F6 F7 F8 F8
Table 2. The (smallest) abelian periods of the Fibonacci words fj for j = 3, . . . , 16.
1. Is it possible to find the exact value of lim sup kmm for other Sturmian words
sα with slope α different from φ− 1?
2. Is it possible to give the exact value of this superior limit when α is an
algebraic number of degree 2?
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