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Abstract 
A fundamental question in neuroscience is how sensory information is 
represented in the brain. In particular, what principles guide the spatial organization of 
neurons with regard to their receptive field properties, and how is this organization 
established mechanistically? The visual cortex serves as a model area to address these 
questions, but whether general principles can explain the layouts of cortical maps, such as 
those of visual space and of specific response features, remains unresolved. We find that 
in primary visual cortex of ferret, the layout of each map is inter-dependent with that of 
the others. First, we find a strong anisotropy in the visual map, such that receptive field 
positions change more rapidly along one axis of cortex; and importantly, along the axis 
where visual space changes rapidly, the feature maps of orientation, ocular dominance, 
and spatial frequency change slowly. Second, orientation, ocular dominance, and spatial 
frequency maps have local spatial relationships with each other: in areas of cortex where 
one feature changes rapidly, the other features change more slowly. Each of these 
relationships are well-explained by a dimension-reduction model of cortex. This suggests 
that the constraints which drive map formation in the model, continuity (representing 
each feature smoothly across cortex) and coverage uniformity (representing each feature 
combination to an equal extent), may play a central role in determining the functional 
organization of visual cortex. To explore the mechanisms giving rise to the map 
relationships, we alter the expression of one feature map early in development and 
measure the impact on the layouts of the remaining maps. We find that alteration of the 
ocular dominance map, due to neonatal monocular enucleation, does not prevent the 
formation of the orientation and spatial frequency maps, but it does alter their spatial 
relationships. The highest gradient regions of the spatial frequency map have a stronger 
tendency to avoid high gradient orientation regions, and the contours of the two maps 
have a greater tendency to cross orthogonally. The results are consistent with the 
predictions of a dimension-reduction model for removing a feature map, suggesting that 
as a result of altered input patterns, the cortex can rearrange over the time scale of 
development according to a dimension-reduction strategy. 
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Title: Sherman Fairchild Professor of Neuroscience 
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 CHAPTER 1: The coordinated mapping of visual space and stimulus 
features in visual cortex 
 
 
 
 
SUMMARY 
Whether general principles can explain the layouts of cortical maps, such as those 
of visual space and of specific response features, remains unresolved. We find that in 
primary visual cortex of ferret, the layout of each map (including visual space) is inter-
dependent with that of the others, as predicted by a “dimension-reduction” model. The 
representation of visual space is anisotropic, with the elevation and azimuth dimensions 
having different magnification. This anisotropy is reflected in the orientation, ocular 
dominance, and spatial frequency domains, which are elongated such that the high 
gradient axes of the visual space and other features maps are orthogonal. The other 
feature maps are also strongly inter-dependent; their high gradient locations avoid one 
another on average, but when high gradient regions do coincide, the directions of 
maximal gradient are orthogonal. Our results demonstrate a clear influence of the visual 
space map on each feature map. In turn, the local representation of visual space is smooth 
in the case where many features are mapped within a cortical area. 
 
INTRODUCTION 
One of the keys to understanding cortical function is defining the rules that 
govern the organization of neurons according to their response properties. As some 
cortical areas are traversed, neuronal response properties change in a regular manner, 
forming systematic maps with highly stereotyped structures. Additionally, more than one 
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 response property can be mapped simultaneously within an area, as has been shown in 
visual, somatosensory, and auditory cortex (Hubel and Wiesel, 1963; Sur et al., 1981; 
Linden and Schreiner, 2003; Friedman et al., 2004). What determines the forms that these 
maps take? One theoretical proposal is that the structures reflect constraints imposed by 
“dimension-reduction”, or a need to smoothly map several (more than two) response 
properties onto a two-dimensional cortical surface (Kohonen, 1982b; Durbin and 
Mitchison, 1990; Obermayer et al., 1990; Swindale, 1991). An explicit goal of 
dimension-reduction models is to minimize the connection length between neurons that 
share similar response properties, an approach also used in “elastic net” models (Goodhill 
and Willshaw, 1990) and “wire-length minimization” algorithms (Koulakov and 
Chklovskii, 2001) for explaining the structure of cortical columns. 
Primary visual cortex (V1) is a model area for examining this issue since neurons 
in the region are mapped according to several well-understood response properties (i.e., 
features) including receptive field position, ocular dominance, orientation and spatial 
frequency. The columnar organization of the area implies that the multiple feature maps 
are superimposed over a single two-dimensional cortical sheet. To accommodate the 
representation of all the features, dimension-reduction models predict specific spatial 
relationships between feature maps (Durbin and Mitchison, 1990; Obermayer et al., 
1990). However, recent studies have questioned the relevance of such principles to 
cortical maps, in particular the map of visual space (Das and Gilbert, 1997; Bosking et 
al., 2002; Buzas et al., 2003). 
A major prediction of dimension-reduction models is that at locations where the 
value of a given feature changes rapidly across cortex, that of other independent features 
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 should change slowly; that is, there is a negative correlation between the gradient 
magnitudes of different maps (Obermayer et al., 1992). A corollary to this principle is 
that at locations where the gradient magnitudes of two features are necessarily high, the 
contours of the two maps, and hence their gradient directions, are orthogonal. 
Experimental studies have demonstrated relationships for some pairs of functional maps 
consistent with these predictions. For example, locations where the preferred orientation 
map gradient is high, i.e. orientation pinwheels, are situated towards the center of ocular 
dominance and spatial frequency columns, where the latter maps have low gradients. 
Additionally, ocular dominance and orientation contours intersect near-orthogonally at 
the edges of ocular dominance columns, where the ocular dominance gradient is high 
(Blasdel and Salama, 1986; Bartfeld and Grinvald, 1992; Obermayer and Blasdel, 1993; 
Hubener et al., 1997). 
In contrast, results from experiments that have examined the retinotopic and 
orientation maps appear inconsistent with the model predictions: whereas the original 
models (Durbin and Mitchison, 1990; Obermayer et al., 1990) predicted a negative 
correlation between the gradients of these two maps, such that receptive field locations 
should change slowly in locations where orientation preferences change rapidly, 
experimental results show either a positive correlation (Das and Gilbert, 1997) or no 
correlation (Bosking et al., 2002; Buzas et al., 2003). But the original models included 
only retinotopy and orientation as mapped features; more recent studies have 
demonstrated that the predicted relationships between the retinotopic and other maps are 
dependent on the number of features that are included in the model simulations 
(Swindale, 2004). It remains to be examined how experimentally-measured relationships 
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 compare to model predictions, when the model simulations include all of the features 
known to be mapped within the cortical region of question. 
  We reasoned that an examination of the relationships between the retinotopic and 
other maps in V1 should address three related questions: (1) does the overall structure of 
the retinotopic map influence the mapping of other features, in a manner consistent with 
dimension-reduction principles; (2) are other feature maps related to each other by these 
principles, and (3) is the mapping of other features in turn reflected in the local structure 
of the retinotopic map? Since the relationships between the retinotopic and other maps 
have proven elusive, we examined a case where the dimension-reduction model makes a 
clear prediction: when the retinotopic map magnification differs for the two axes of 
visual space, the model predicts clear consequences for the remaining maps. The 
examination of maps in V1 of ferrets provided a unique opportunity to test this 
prediction. We found that indeed, the retinotopic map powerfully influences the layout of 
other maps, as the model predicts, and that the other maps maintain specific local 
relationships with one another. Finally, the retinotopic map is predicted to be locally 
smooth, in the case where three other variables are mapped within a cortical area. Our 
results demonstrate a strong inter-dependence between each visual cortex functional map, 
including the retinotopic map. 
 
METHODS 
Computational model. To simulate the mapping of response features across the 
cortex we used the Kohonen self-organizing map algorithm (Kohonen, 1982a), as 
modified by Obermayer (Obermayer et al., 1992). A multi-dimensional feature space is 
defined, where each stimulus is represented as a multi-component vector 
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 ( ) ( )( sssssssss zqqyx f,,2sin,2cos,, )φφ=V  within this space. Here x and y correspond to 
azimuth and elevation retinotopic position, respectively, q is orientation selectivity, φ  is 
orientation preference, z is ocular dominance, and f is spatial frequency preference. The 
feature x ranges from (0,X), y from (0,Y), q from (0,Q), φ  from (0,π), z from (0,Z), and f 
from (0,F). The stimuli are mapped onto a cortical surface, which is represented as a two-
dimensional grid of points with size N Χ N. Each cortical point ),( ji=r  has a receptive 
field defined as ( ) ( )( )rrrrrrrrr fzqqyx ,,2sin,2cos,, φφ=W . At the beginning of the 
simulation the maps are initialized as i/Nxr = , j/Nyr = , Q/2qr = , /2r πφ = , , 
and . The maps are formed through iterations (1.5 million) of three steps. (1) A 
stimulus  is chosen one at a time randomly from the complete feature space, assuming 
uniform distributions of each feature. (2) The cortical point 
Z/2zr =
F/2fr =
sV
),( ccc ji=r , whose preferred 
features are closest to those of the stimulus, is identified as the “winner”. The closeness 
of the feature is measured with the Euclidian distance between the vectors 2rs W-V . (3) 
The preferred features of the cortical points are updated according to the equation 
. Here))(r( rr h WVW −α=∆ α is the learning rate, r is the cortical distance between a 
given cortical point (i, j) and the winner , and cr ( ) ( )22 /rexprh σ−=  is the neighborhood 
function. The neighborhood function restricts the changes in receptive fields to those 
cortical points nearby the winner (in cortical distance). 
We used the following parameters for the simulations: 513=N , , 5=σ 02.0=α , 
NX ρ= , , , , NY = 40=Q 60=Z 60=F . Here ρ  is the elevation:azimuth 
magnification ratio of the retinotopic map, and was chosen to match the magnification 
anisotropy that exists in the ferret or to simulate an isotropic map. Thus, the anisotropy 
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 was achieved by mapping different extents of azimuth and elevation visual space onto a 
square cortex. Alternately, a similar anisotropy could be obtained by simulating the 
mapping of an isotropic visual space onto an oval-shaped model cortex; similar map 
relationships resulted in both cases (data not shown). The maps displayed and analyzed 
were derived from a portion of the model cortex that did not include the boundary 
regions. We found that the gradient vector relationships between pairs of maps persisted 
for a range of simulation parameters (Q from 30 to 50, Z or F from 50 to 80, and σ from 
5.0 to 5.5), while the degree or strength of these relationships systematically varied 
within these ranges. We were able to produce realistic orientation maps only when the 
orientation selectivity (q) was allowed to vary across the cortex; a number of parameter 
and annealing regimes were attempted to achieve a fixed orientation selectivity. The 
parameters used in the manuscript were chosen so that the relative wavelengths of 
multiple maps, as well as the orientation pinwheel density, matched between the 
simulation and experimental data. We found that while the map structures changed 
significantly during the initial simulation iterations, they did not change greatly between 
1.5 million (the number used in this study) and 6 million (the maximum number tested) 
iterations. 
Animals. Ten adult ferrets were used in these experiments. Animals were 
prepared for acute experiments according to protocols approved by MIT's Animal Care 
and Use Committee. Details have been described (Rao et al., 1997). Anesthesia was 
induced with ketamine (25 mg/kg) and xylazine (1.5 mg/kg) and maintained with 
isofluorane (1.0% to 1.5% in 70:30 mixture of N2O/O2) delivered through a tracheal 
cannula using artificial respiration. Fluid maintenance was achieved with a 50:50 mixture 
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 of 5% dextrose and lactated Ringer’s solution, supplemented with Norcuron (0.25 
mg/kg/hr) for paralysis. Expired CO2 was maintained at 4% and the anesthesia level was 
monitored continuously. A craniotomy and durotomy were performed to expose V1. A 
chamber was mounted on the skull around the exposed region and filled with agarose 
(1.5% in saline). This was covered by a cover glass and then silicone oil. 
Optical imaging. The details of optical imaging have been described (Dragoi et 
al., 2000). The cortex was illuminated with 630 nm light. Images of cortical reflectance 
were obtained (at 70 pixels/mm) using a slow-scan video camera equipped with a tandem 
macro-lens arrangement, then digitized and fed into a computer (Imager 3001, Optical 
Imaging, Mountainside, NJ). The camera was focused 500 µm below the cortical surface. 
Stimuli were generated using CRS (Cambridge Research Systems Ltd., Rochester, Kent, 
UK) on a CRT monitor that was placed at 57 cm from the eyes and covered 40° 
(horizontal) × 30° (vertical) of the visual field. 
Orientation, spatial frequency, and ocular dominance maps. For orientation and 
spatial frequency maps, stimuli were presented binocularly, and consisted of drifting, 
full-field square-wave gratings having one of 4 orientations (separated by 45°), one of 
four fundamental spatial frequencies (0.08, 0.125, 0.225, or 0.375 cycles/deg), and a 
temporal frequency of 1Hz. Monocularly presented drifting gratings (4 orientations, 
spatial frequency of 0.125 cycles/deg) were used to obtain ocular dominance maps. The 
grating stimuli were presented in pseudorandom order, each for 5 seconds during which 
cortical images were captured followed by 7 seconds of a blank screen. Single-condition 
orientation maps were obtained by subtracting the response to all orientations combined 
(“cocktail blank”) from the response to each single orientation. To produce orientation 
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 angle maps, filtered single-condition orientation maps (Gaussian filter, standard deviation 
of 0.1 mm) were summed at each pixel vectorially; the angle of the resultant vector 
indicates the preferred orientation at that pixel. To obtain an ocular dominance map, we 
subtracted the average of all filtered orientation single-condition maps obtained with one 
eye from those obtained with the other eye. Similarly, the spatial frequency map was 
calculated by subtracting the average of all filtered orientation single-condition maps 
obtained with high spatial frequency (0.375 or 0.225 c/deg) stimuli from those obtained 
with low frequency (0.125 or 0.08 c/deg) stimuli. Given the observation that most cortical 
locations in ferret respond preferentially to a narrow range of intermediate spatial 
frequencies (Baker et al., 1998), we favored representing spatial frequency maps as 
differential maps rather than continuous maps of absolute preference. We found that each 
pair of high minus low spatial frequency cocktail blanks produced a similar spatial 
frequency map, and that the map was largely independent of the stimulus orientation used 
to create it (Supplementary Figure 2A). 
Retinotopic maps. To generate retinotopic maps, we used a periodic visual 
stimulation paradigm (presented to the contralateral eye) combined with continuous data 
acquisition optical imaging (Kalatsky and Stryker, 2003). For azimuth maps, the stimulus 
consisted of elongated vertical bars (1°×30°) separated by 20°, which each flashed at 3Hz 
and shifted their azimuthal location by 0.66° every second. A given location of space was 
thus stimulated every 30 seconds. Light-reflectance images were captured at 1 Hz. For 
elevation maps, the stimulus consisted of elongated horizontal bars (1°×40°) separated by 
15°, which drifted continuously at a rate of 1°/sec in the elevation dimension. Each 
location of space was thus stimulated every 15 seconds. Images were captured at 3 Hz. 
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 Each retinotopic stimulus trial consisted of 8-24 cycles of stimulation, after which a blank 
screen was shown for 25 seconds, and each experiment consisted of 5-15 such trials. The 
light-reflectance data were averaged in phase over all trials and cycles. Each frame of this 
averaged response (30 frames total for elevation; 45 for azimuth) thus consisted of the 
activation pattern resulting from stimulation during a restricted phase the stimulus cycle. 
To obtain the retinotopic single-condition maps, each frame was subtracted from the 
mean of all the frames and then filtered (Gaussian filter, standard deviation of 0.06 mm). 
To determine each pixel’s preferred receptive field position, we calculated the phase of 
the Fast Fourier Transform (FFT) at the stimulation frequency, on the time-course 
response of each pixel (Kalatsky and Stryker, 2003). Since the optical imaging signals 
follow the stimulation with an unknown lag time, this method provides maps of relative 
rather than absolute retinotopy. All of our analyses rely only on relative retinotopy 
values; for display purposes, we estimated the absolute values based on published maps 
of retinotopy in ferret (Law et al., 1988). 
Analysis of map structures and relationships. We used identical procedures for 
analyzing our computational and experimental data. Gradient maps were computed from 
the low-pass filtered maps of retinotopy, orientation, ocular dominance, or spatial 
frequency as the two-dimensional spatial derivative at each pixel. Let A(x,y) be the value 
at a pixel (x,y), ( ) ( )( )y,xAy,1xAdx −+=  and ( ) ( )( )y,xA1y,xAdy −+= . Then the 
gradient vector magnitude at (x,y) is 22 dydx + , and the gradient vector angle is 
( ) ( dx/dytana/180 )π  and ranges from -90 to 90. For orientation dx and dy were 
corrected to take into account circularity. The gradient magnitude describes how much a 
feature is changing around a given pixel in the map, and the gradient angle indicates the 
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 axis of cortex along which the feature is changing maximally (and is orthogonal to the 
map contour at that pixel).  
Data used to derive orientation, ocular dominance, and spatial frequency 
gradients. We chose to calculate the orientation gradient (see Experimental Procedures) 
from the orientation angle map (the map of φ ), but the gradient could also have been 
calculated on the full orientation vector (with length q and angle φ ) map. For the 
simulation data, the orientation gradient magnitude differs at certain locations of the 
cortex (such as at orientation pinwheels) according to these two methods, but is strongly 
correlated overall. Further, similar relationships exist between the orientation and other 
maps using both methods (data not shown). The ocular dominance and spatial frequency 
gradient maps were derived from the ocular dominance and spatial frequency preference 
maps, respectively. 
Data used to derive retinotopy gradients. The retinotopy gradient angle at a pixel 
was defined as being the direction orthogonal to the elevation gradient angle, and 
approximates the cortical axis along which retinotopy changes maximally. In the 
following we explain this calculation. The azimuth gradient is on average four times the 
magnitude of the elevation gradient (Supplementary Table 1). Further, on average the 
azimuth gradient is strongly orthogonal to the elevation gradient (Supplementary Table 1 
and Supplementary Figure 4A). Thus, the overall retinotopy gradient for a pixel can be 
defined as parallel to the azimuth gradient at that pixel, or orthogonal to the elevation 
gradient. Using either definition generates similar conclusions regarding the relationships 
between the gradient angles of retinotopy and other feature maps; e.g. orientation 
gradients are on average orthogonal to the azimuth gradients, and in turn parallel to the 
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 elevation gradients (Supplementary Figures 4B-C). We chose to define the retinotopy 
gradient based on the elevation map because this map was obtained in more cases than 
the azimuth map was, allowing further quantification of map relationships. Thus, the 
retinotopy gradient angle at a pixel was defined as being the direction orthogonal to the 
elevation gradient angle, and approximates the cortical axis along which retinotopy 
changes maximally. To obtain the retinotopy gradient magnitude at each pixel, we 
calculated the gradient magnitude separately for both the azimuth and elevation maps and 
summed them.  
Calculation of gradient map relationships. The gradient percentile indicates the 
percentage of pixels within a region whose gradient is at or below the gradient of the 
pixel in question. The gradient magnitude comparison of two maps, and the associated 
plots, were obtained by first grouping the pixels within a region into ten equal-sized bins 
according to the gradient magnitude percentile of one feature map (the x-axis tick marks 
indicate the mean percentile for each bin). Then, for all pixels of each bin, the average 
gradient value (or percentile) of the second feature map was calculated. The gradient 
intersection angle comparisons of two maps, and the associated plots, were obtained by 
calculating the pixel-by-pixel difference in gradient directions for two feature maps 
(which range from 0 to 90 degrees). The percent of total pixels from the region falling in 
each of nine 10° bins (0-10°, 10-20°, …, 80-90°) is plotted. 
Electrophysiology. Multi-unit activity was recorded using tungsten electrodes (1 
ΜΩ; FHC, Bowdoinham, ME) and band-pass filtered. Visual receptive fields were 
measured using the reverse correlation technique. The stimulus consisted of a 3° × 3° 
square that pseudo-randomly varied its x and y center position (with 1° resolution) and 
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 contrast (bright or dark) within a 12° × 12° stimulus grid (of intermediate contrast) every 
50 ms. A stimulus ‘movie’ consisted of 200 such 50 ms frames. During a recording 
session, 12 movies with a different sequence of stimulus positions were each presented 5 
times. For a small window of time (centered at the approximate stimulus latency, 50ms, 
of the cells) before all spikes recorded from the electrode, the probability distribution of 
the stimulus position (the receptive field) was calculated. Responses to bright and dark 
stimuli were added together, and the center of the receptive field was determined by 
finding the peak of the distribution. This procedure was repeated for multiple sites whose 
position was marked on an image of the cortical vasculature. To generate a visual field 
map, each pixel of cortex was associated with the nearest recording site, using Voronoi 
tessellation (Matlab, Natick, MA), and was assigned the azimuth and elevation receptive 
field locations that were determined for that site. 
For measuring multi-unit orientation preference, the stimuli consisted of drifting 
square-wave gratings presented at one of 8 orientations and 2 directions. The orientation 
preference of a site was defined as the orientation of the stimulus that produced the 
maximum number of spikes in the post-stimulus time histogram (over 1500 ms). For 
measuring multi-unit spatial frequency preference we presented square-wave stimuli 
(having the preferred orientation of the multi-unit cluster) at 8 different fundamental 
spatial frequencies. The spatial frequency preference of a site was defined as the spatial 
frequency of the stimulus that produced the maximum number of spikes in the post-
stimulus time histogram (over 1500 ms). 
 
RESULTS 
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 The dimension-reduction model 
 To model how several features could be mapped across the two-dimensional 
cortical surface, we used the self-organizing feature map algorithm (Kohonen, 1982a; 
Obermayer et al., 1992). In this algorithm, each possible feature combination within a 
multi-dimensional response feature space (representing x- and y-axis retinotopic location, 
orientation, ocular dominance, and spatial frequency) is represented at a location in 
cortex. In other words, the cortex achieves complete ‘coverage’ of the feature space. In 
addition, the algorithm has a mechanism to promote ‘continuity’ in the cortical 
representations; i.e., nearby locations on the cortical surface are forced to represent 
similar features so that orderly feature maps are formed. The constraints of coverage and 
continuity act in opposition and are commonly employed in some form in many 
computational models of visual cortex (Erwin et al., 1995; Swindale, 1996). We asked 
what form the feature mapping was predicted to take given these constraints, and in 
particular how a global anisotropy in the retinotopic map was predicted to influence the 
layouts of the other maps. We reasoned that a match between the simulation predictions 
and in vivo experimental observations would suggest that the mapping of visual space 
and other features occurs in conformity with a dimension-reduction strategy. 
 
Predicted influence of the retinotopic map on the structures of other maps 
 To determine the predicted influence of retinotopy on the mapping of other 
features, we compared the results of simulations in which visual space was represented 
either anisotropically or isotropically. To model an anisotropy, we used a retinotopic map 
whose magnification was 4 times greater along the elevation axis of visual space 
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 representation than along the azimuth axis (Figure 1A). This degree of anisotropy was 
chosen because it resembles that found in ferret V1 (see Figure 5). We observed a strong 
influence of the visual map anisotropy on the layouts of the remaining maps formed in 
the simulation: domains in the orientation (Figure 1A), ocular dominance (Figure 1B), 
and spatial frequency (Supplementary Figure 1A) maps were highly elongated. 
Furthermore, the domains from the latter maps were elongated along a common axis; this 
axis was parallel to the azimuth (low-magnification) axis of the retinotopic map and 
orthogonal to the elevation (high-magnification) axis. It follows from these observations 
that the high gradient axis of retinotopy is orthogonal to the high gradient axis of the 
other maps. 
To quantify this observation, we calculated the gradient vector at every pixel of 
the orientation map (Figure 2A-B). The direction of this gradient vector indicates the axis 
of cortex along which orientation changes maximally at that pixel. We found that most 
orientation gradient vectors pointed along the vertical axis (Figure 2B) of the model 
cortex. In contrast, most retinotopic gradient vectors (Figure 2C-D) pointed along a 
horizontal axis of the model cortex, as would be expected from the strong anisotropy in 
this map. By superimposing the gradient vectors of orientation and retinotopy from 
corresponding pixels of the model cortex (Figure 2E), a strong bias towards orthogonal 
intersection angles between the gradients of orientation and retinotopy can be seen. This 
is quantified in Figure 2F, indicating that on average the orientation and retinotopic 
gradients had a preponderance of near orthogonal intersection angles. This relationship 
held between retinotopy and other maps as well. We found a bias towards orthogonal 
intersection angles between the visual map gradient and the gradients of either the 
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 orientation, ocular dominance, or spatial frequency maps (Figure 3A, dotted lines). 
Further, in those locations where the latter maps had a high gradient magnitude, there was 
an even stronger tendency for their gradient direction to be orthogonal to that of the 
visual map (Figure 3A, solid lines). 
In contrast to the above results, when an isotropic visual map was used in the 
simulation, domains in the resulting orientation (Figure 1C), ocular dominance (Figure 
1D), and spatial frequency (Supplementary Figure 1E) maps were not elongated. As a 
result, there was not a strong bias towards particular intersection angles between the 
gradient of retinotopic and the gradients of the other maps (Figure 3B). Taking these 
results together, our model predicts that a global anisotropy in visual space representation 
will strongly and specifically influence the layouts of other maps. 
 
Predicted gradient relationships between orientation, ocular dominance, and spatial 
frequency maps 
We next examined the relationships between the model’s orientation, ocular 
dominance, and spatial frequency maps. A fundamental prediction of dimension-
reduction models, which has previously been described, is that the highest gradient 
regions of multiple maps should avoid one another. We asked whether this could still 
occur with a strong anisotropy in the retinotopic map. Orientation, ocular dominance, and 
spatial frequency gradient maps from the same region of the model cortex were obtained. 
We found that the anisotropy caused the highest gradient regions of these three maps to 
align along a common axis of the cortex (Figure 4A; cf. Figure 4F). Nevertheless, the 
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 highest gradient regions were precisely interleaved and appeared to occupy mostly non-
overlapping regions of cortex (Figure 4A). 
To quantify this relationship, all pixels within each gradient map were assigned a 
value between 1 and 10, where 1 indicated that the gradient was in the lowest 10th 
percentile of all gradient values within that map, and 10 the highest 10th percentile. The 
values from all three maps were averaged together at each pixel in the region, and the 
standard deviation of this average over the entire cortex was measured. We found that the 
standard deviation was smaller if the actual gradient maps were used (Figure 4B, red 
dotted bar) in the calculation, compared to when the pixels in each gradient map were 
randomly shuffled (Figure 4B, blue histogram). Thus, there is a tendency for the average 
gradient magnitude of all three maps to remain constant across the cortical surface.  This 
demonstrates that the highest gradient regions of the three maps mutually avoid one 
another. 
To analyze directly whether the high gradient regions of two maps avoid one 
another, we compared their gradients at corresponding pixels. Pixels were binned into ten 
groups according to their ocular dominance gradient percentile, and the average 
orientation gradient over all pixels within each group was determined and plotted (Figure 
4C). A negative correlation can be seen, suggesting that the highest gradient regions of 
these two maps avoid one another. The same relationship exists between the orientation 
and spatial frequency maps (Supplementary Figure 1B). 
These gradient correlations among maps of orientation, ocular dominance, and 
spatial frequency also held when the initial retinotopic map was isotropic (Figure 4F-H; 
Supplementary Figure 1F). Thus, a fundamental prediction of dimension-reduction 
 22
 models is that high gradient regions of multiple maps avoid one another, and it holds 
whether the retinotopic map is anisotropic or isotropic. 
  
Predicted contour relationships between orientation, ocular dominance, and spatial 
frequency maps 
Above we described a fundamental prediction of dimension-reduction models, 
that high gradient regions of multiple maps avoid one another. A second major prediction 
of this class of models, and common to many cortical mapping algorithms, is that 
contours of different maps should cross at perpendicular angles (Erwin et al., 1995; 
Swindale, 1996). However, the constraint imposed by the anisotropy in the visual map 
challenges this prediction. With an anisotropic visual map, the orientation, ocular 
dominance, and spatial frequency domains are elongated along a parallel axis of cortex 
(see Figure 4A). This would seem to preclude the contours of these maps from crossing at 
perpendicular angles. 
To examine this issue, we plotted the distribution of the intersection angles, over 
all map pixels, between the orientation and ocular dominance gradient vectors. When the 
visual map was isotropic the intersection angles were orthogonal on average, as expected 
from previous studies (Figure 4J, red line). In contrast, when an anisotropic visual map 
was used, the intersection angles had no bias towards orthogonality (Figure 4E, red line). 
Thus, an anisotropy in the visual map precludes an overall orthogonality between the 
remaining maps. 
We next show, however, that the remaining maps have specific local regions 
where orthogonality is maintained. In the anisotropic case, a clear bias towards 
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 orthogonal intersection angles between the orientation and ocular dominance gradient 
vectors emerged specifically in those locations where the maps of these features had 
overlapping high gradients (Figure 4D, gray regions; Figure 4E, blue line). For the 
isotropic case, the bias towards intersection angles between orientation and ocular 
dominance gradients similarly became stronger in those locations where the two maps 
have high gradients (Figure 4I; Figure 4J, blue line). The relationships between the 
contours of orientation and spatial frequency were very similar to those between 
orientation and ocular dominance (Supplementary Figures 1C-D, 1G-H). The results 
suggest that the overall orthogonality between orientation and ocular dominance (or 
spatial frequency) maps can vary, based on the nature of the retinotopic map. But the 
model predicts that regardless of the nature of the retinotopic map, orthogonality will 
consistently occur between the remaining maps in their high gradient overlap regions.  
Together, the relationships we have described reflect the model’s strategy for 
smoothly accommodating several features simultaneously on the two-dimensional 
cortical surface. In particular, they predict what influence the retinotopic map should 
have on other maps if the mapping of visual space is inter-dependent with that of other 
features. Whether the visual space and other maps in visual cortex demonstrate these 
relationships requires experimental examination. We next compared these modeling 
predictions to the results we obtained experimentally in ferret V1. 
 
Experimental results from ferret visual cortex: an anisotropy in the V1 retinotopic 
map 
 
 We determined the layout of the retinotopic map in ferret V1 (Figure 5, inset) 
using optical imaging of intrinsic signals (see Experimental Procedures). The 
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 presentation of a vertical bar activated a narrow, medio-laterally elongated strip of cortex 
in V1, which represents an iso-azimuth contour (Figure 5A). As the vertical bar shifted 
from central to more peripheral regions of the visual field, the region of activation in V1 
shifted posteriorly. A horizontal bar, on the other hand, activated a strip of cortex that 
was elongated along the antero-posterior axis of the cortex (Figure 5B). This strip 
represents an iso-elevation contour. Downward movement of the horizontal bar across the 
visual field caused the activated region to shift from lateral to medial across cortex 
(Figure 5B). 
With our retinotopy stimulation paradigm, the stimulus passes over the receptive 
field of each cortical location periodically, and causes a periodic activation pattern across 
time (data not shown) for each pixel. A pixel’s relative receptive field location can be 
determined by its relative phase of activation within the stimulus cycle (Engel et al., 
1994; Sereno et al., 1995; Kalatsky and Stryker, 2003; Mrsic-Flogel et al., 2003). We 
calculated the phase of the Fourier Transform of each pixel’s response time course, in 
response to stimulation by a horizontally or vertically drifting bar, and constructed maps 
for relative horizontal (Figure 5C) and vertical (Figure 5D) visual space, respectively. 
While the general layout we show for the visual space map is in agreement with 
previous reports (Law et al., 1988; White et al., 1999), we additionally find a pronounced 
anisotropy in the representation of visual space (Figure 5). A much greater amount of 
cortex is devoted to the representation of a given amount of visual field elevation than for 
the equivalent amount of azimuth. In general, for the region of ferret V1 accessible to 
optical imaging, the magnification factor for the elevation axis of visual space was 
approximately 3 to 5 times greater than that for azimuth (Supplementary Table 1). 
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 The magnification anisotropy was confirmed by electrophysiological recordings. 
Receptive field positions and sizes were determined using the reverse correlation method 
of receptive field mapping. A representative case is shown in Figure 4. On- and off-
subfields were summed to calculate the aggregate receptive field at each recording site 
(Figures 6A-B). The distribution of the receptive fields recorded at multiple sites (Figure 
6A) revealed a wide range of azimuth position preferences (within a small antero-
posterior extent of cortex), and a narrower range of elevations (Figure 6C). The 
composite retinotopic map confirmed that the magnification for the elevation axis of 
visual space was much greater than that for the azimuth axis (Figures 6D and 6E; note 
similarity to optical imaging-derived maps in Figures 5C and 5D). 
 
Influence of the global visual map anisotropy on feature maps 
Given the pronounced anisotropy of the retinotopic map in ferret visual cortex, we 
examined whether it would impact the layout of other functional maps, as the dimension-
reduction model predicted. We first examined the map of orientation in V1, which was 
obtained by comparing the cortical activation pattern in response to grating stimuli 
presented at four different orientations. Though this map has been previously been 
described in ferret (Rao et al., 1997; White et al., 2001a), a salient feature that we noticed 
was an anisotropy of the orientation domains. They were often elongated along the 
antero-posterior dimension of cortex (Figures 7A-F). This was also true for the ocular 
dominance domains. The ocular dominance map in the binocular portion of V1, located 
at the most postero-lateral edge of cortex (Law et al., 1988; Redies et al., 1990; White et 
al., 1999) contains ocular dominance columns that interleave similarly to those in V1 of 
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 the cat and macaque. In this part of V1, ocular dominance domains were anisotropic: they 
were elongated along the antero-posterior dimension of cortex (Figure 7G), similarly to 
the iso-orientation domains. Finally, we examined whether spatial frequency is mapped 
in ferret visual cortex (see Experimental Procedures), and in what manner. We found that 
alternating high and low spatial frequency domains exist in V1, and they are elongated 
along the antero-posterior dimension of cortex (Figure 7H and Supplementary Figure 
2A). The mapping of spatial frequency was verified in one animal by multi-unit 
electrophysiological recordings (Supplementary Figures 2B-D). Taken together, these 
results match those predicted by our model, suggesting that an anisotropy of the visual 
map is indeed accompanied by an anisotropy in the domains of the orientation, ocular 
dominance, and spatial frequency maps (cf. Figure 1A-B and Supplementary Figure 1A). 
We next directly compared the layout of the retinotopic map with that of other 
maps. By examining retinotopic contours superimposed on the orientation map (Figures 
7E-F and 8A), it can be seen that the high gradient axes of these two maps are 
orthogonal. To quantify this relationship, we calculated the pixel-by-pixel intersection 
angles between the retinotopic gradient and the gradients of the other maps (see 
Experimental Procedures). Across the cortex, the percentage of pixels having a 60-90° 
intersection angle would be 33.3% for a random distribution into the three bins of 0-30°, 
30-60° and 60-90°. For the retinotopic and orientation maps the number was 44.1 ± 4.5%, 
significantly high than the chance level (p<0.005, t-test, n = 8 animals). For retinotopy 
and ocular dominance the number was 48.0 ± 2.8% of pixels (p<0.005, t-test, n = 4 
animals), and for retinotopy and spatial frequency the number was 51.2 ± 4.9% of pixels 
(p<0.005, t-test, n = 4 animals). Thus there was a preponderance of near orthogonal 
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 intersection angles between the retinotopic gradient and the gradients of the other maps, 
which reflects the global relationship between the anisotropy of the retinotopic map and 
the elongation of feature map domains. 
Quantifying this in another way, we grouped pixels into nine 10° bins (0-10°, 10-
20°, …, 80-90°) according to the intersection angle between the retinotopic gradient and 
either the orientation, ocular dominance, or spatial frequency gradient. In all three cases, 
the percent of pixels per bin increased with intersection angle (orientation: Figure 8B, red 
line, r = 0.91, slope = 0.11 percent/deg; ocular dominance: Figure 8C, red line, r = 0.96, 
slope = 0.16 percent/deg; spatial frequency: Figure 8D, red line, r = 0.88, slope = 0.16 
percent/deg). 
The relationship between the retinotopic and orientation map gradients became 
even more robust if the analysis was performed only for those pixels of the cortex where 
the orientation gradient was within the highest 30th percentile of all values within the map 
(Figure 8A, gray regions). In this case, the percent of pixels per bin increased even more 
steeply with intersection angle (Figure 8B, blue line, r = 0.93, slope = 0.17 percent/deg). 
Similarly, the relationships between retinotopy and either ocular dominance or spatial 
frequency maps became stronger in the highest gradient regions of the latter maps (ocular 
dominance: Figure 8C, blue line, r = 0.96, slope = 0.27 percent/deg; spatial frequency: 
Figure 8D, blue line, r = 0.89, slope = 0.35 percent/deg). These observations suggest a 
local influence of retinotopy on the layouts of other feature maps. 
In summary, domains in the orientation, ocular dominance, and spatial frequency 
maps were anisotropic, and were elongated specifically along the high gradient axis of 
the retinotopic map. This implies that on average, the high gradient axis of the retinotopic 
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 map is orthogonal to that of other maps. The dimension-reduction model, which works 
under the assumption that the visual and other feature maps in visual cortex are inter-
dependent, predicted just this effect (cf. Figure 3A). 
 
Gradient relationships between orientation, ocular dominance, and spatial 
frequency maps 
 
 The results above suggest that the visual space map constrains the mapping of 
other features. We next determined whether, given this constraint, the remaining feature 
maps were coupled by specific spatial relationships. We first examined the gradient 
relationships between orientation, ocular dominance, and spatial frequency. In Figure 9A, 
we superimpose the gradient maps of these three features. The figure shows that while 
the high gradient regions of each map are stretched along a similar axis of cortex, they 
interleave so as to avoid overlapping. To quantify this, each pixel from each gradient map 
was assigned a value between 1 and 10, where 1 indicated that the gradient was in the 
lowest 10th percentile of all gradient values within that map, and 10 the highest 10th 
percentile. The values from all three maps were averaged at each pixel in the region, and 
the standard deviation across the cortex of this averaged value was calculated. We found 
that the standard deviation was smaller if the actual gradient maps were used (Figure 9B, 
red dotted bar) compared to when the pixels in each gradient map were randomly 
shuffled (Figure 9B, blue histogram, p<0.0001). This occurred in all three animals tested, 
and indicates that the averaged gradient over all three maps stays relatively constant 
across the cortex. 
We next compared the gradient magnitudes at corresponding pixels in orientation 
and ocular dominance maps. We found that the average orientation gradient calculated 
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 over all pixels whose ocular dominance gradient was within the highest 20th percentile 
was significantly lower than that calculated for pixels whose ocular dominance gradient 
was within the lowest 20th percentile (average difference of 1.9 ± 0.6 deg/pixel; means of 
6.6 and 8.5 deg/pixel, respectively; paired t-test, p<0.001, n = 5 animals). In addition, all 
the pixels within a region were binned into ten groups according to their ocular 
dominance gradient percentile, and the average orientation gradient within each group 
was determined. We found a strong negative correlation between the mean orientation 
gradient and the ocular dominance gradient percentile (Figure 9C, r = -0.77, slope = -0.03 
deg/pixel/percentile). 
The gradient relationships also held between orientation and spatial frequency 
maps. The average orientation gradient calculated for pixels whose spatial frequency 
gradient was within the highest 20th percentile was significantly lower than that 
calculated for pixels whose spatial frequency gradient was within the lowest 20th 
percentile (average difference of 2.1 ± 0.8 deg/pixel; means of 6.3 and 8.4 deg/pixel, 
respectively; paired t-test, p<0.001, n = 5 animals). There was a strong negative 
correlation between the mean orientation gradient and the spatial frequency gradient 
percentile, which held throughout the cortex (Figure 9F, r = -0.71, slope = -0.02 
deg/pixel/percentile). 
The results demonstrate that in ferret V1, where the retinotopic map imposes a 
strong constraint on the remaining maps, the latter maintain specific relationships with 
one another. Their highest gradient regions avoid one another, so that their combined 
gradient remains constant across the cortical surface. These relationships closely match 
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 the predictions of our dimension-reduction model (cf. Figures 4B-C and Supplementary 
Figure 1B). 
 
Contour relationships between orientation, ocular dominance, and spatial frequency 
maps 
 
We next examined whether the contours of orientation, ocular dominance, and 
spatial frequency maps tend to intersect at near perpendicular angles. Previous studies 
have shown that this occurs in cat and monkey V1. But it may not occur in ferret V1 
since (as noted above) the domains of orientation, ocular dominance, and spatial 
frequency maps are elongated along a parallel (rather than perpendicular) axis of cortex, 
reflecting the visual map anisotropy (see Figure 9A).  
The contour lines of a superimposed orientation and ocular dominance map are 
illustrated in Figure 9D. Across the cortex, we found no significant tendency for the 
gradient vectors of the two maps to intersect at near perpendicular angles. Quantification 
revealed that 36.2 ± 1.8% of pixels had gradients that intersected at an angle between 60-
90°, which is not significantly different from the chance percentage of 33.3% (p > 0.1, t-
test, n = 5 animals). By grouping the pixels into nine 10° bins according to their 
intersection angles, the percent of pixels per bin did not increase greatly with intersection 
angle (Figure 9E, red line, r = 0.76, slope = 0.037 percent/deg). However, for the pixels 
of the cortex where both the orientation and ocular dominance gradients were within the 
highest 30th percentile, a clear tendency for orthogonal intersection angles between 
gradient vectors of the two maps emerged (Figure 9D, gray region; Figure 9E, blue line, r 
= 0.89, slope = 0.20 percent/deg). Considering this region, 49.3 ± 5.0% of pixels had 
gradient vector intersection angles within 60-90° (p<0.01, t-test, n = 5 animals). 
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 The relationships between the orientation and spatial frequency contours (Figure 
9G) were similar. Across the cortex, there was only a weak tendency for orthogonal 
intersection angles between the gradients of the two maps, with 34.3 ± 2.8% of pixels 
having gradient intersection angles within 60-90° (p > 0.1, t-test, n = 5 animals). By 
grouping the pixels into nine 10° bins according to their intersection angles, the percent 
of pixels per bin did not change greatly with intersection angle (Figure 9H, red line, r = 
0.28, slope = 0.011 percent/deg). In contrast, for the pixels of the cortex where both the 
orientation and spatial frequency gradients were within the highest 30th percentile, there 
was a clear tendency for orthogonal intersection angles between the gradient vectors of 
the two maps (Figure 9G, gray regions; Figure 9H, blue line, r = 0.77, slope = 0.16 
percent/deg). In that case, 47.1 ± 1.4% of gradient vectors had intersection angles within 
60-90° (p<0.005, t-test, n = 5 animals). 
The results demonstrate, as our model predicted, that the visual map anisotropy 
decreases the overall tendency for perpendicular intersections between gradients of 
orientation and ocular dominance (and spatial frequency) maps. But the maps maintain 
strong orthogonal relationships in those locations where they have overlapping high 
gradients (cf. Figure 4 and Supplementary Figure 1). 
 
Influence of feature maps on local retinotopy: model and experiment 
 We showed above that the structure of the retinotopic map is reflected in the 
layouts of other feature maps. We lastly wanted to determine whether, in turn, the local 
structure of the retinotopic map is influenced by the mapping of these other features. 
Previous simulation studies predicted that the orientation map would have a strong 
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 influence on the retinotopic map (Durbin and Mitchison, 1990; Obermayer et al., 1990), 
but those simulations included only orientation and retinotopy as mapped features. We 
compared the predictions of simulations using only orientation and retinotopy to those 
that included additional features known to be mapped in ferret V1, and examined how the 
predictions in each case related to experimental relationships. 
 In the retinotopy-orientation simulation (the retinotopic map was anisotropic), we 
found that the retinotopic contours were distorted (Figure 10A). Iso-elevation lines were, 
in general, more widely spaced than average at pinwheel centers (dots in Figure 10A) and 
extremes of the orientation gradient map (although some counter-examples exist). We 
plotted the retinotopic gradient percentile as a function of the orientation gradient 
percentile (Figure 10C, red line) and found a clear negative correlation. Thus, in the 
retinotopy-orientation simulation, the detailed structure of the retinotopic map is visibly 
influenced by the orientation map, as has been shown previously with isotropic 
retinotopy (Durbin and Mitchison, 1990; Obermayer et al., 1990). 
The results differed when the simulations included, besides orientation and 
retinotopy, the additional features of ocular dominance and spatial frequency (4 
components total, as in Figures 1-4). In this case, we did not find distortions in the 
retinotopic map that correlated with orientation pinwheels (Figure 10B), and there was no 
strong relationship between the gradient magnitudes of orientation and retinotopy (Figure 
10C, blue line). Further, the retinotopy contours were smoother in this simulation 
(consistent with the smooth averaged background gradient; Figure 10B) than in the 
retinotopy-orientation simulation. 
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 We compared these predictions to experimentally-measured relationships in ferret 
V1, where optical imaging was used to obtain retinotopic and orientation maps (see 
Figure 7). We found no strong correlation between the gradient magnitudes of retinotopy 
and orientation (Figure 10C, black line), or between the gradient magnitudes of 
retinotopy and either ocular dominance or spatial frequency (data not shown). We 
additionally measured the local relationships between the retinotopic and orientation 
maps using electrophysiological techniques (Supplementary Figure 3), and found no 
strong correlation between the orientation gradient and either the receptive field gradient 
or the degree of receptive field overlap. These experimentally-measured relationships 
between retinotopy and orientation were thus similar to the predictions of the four-
component simulation, and suggest that the retinotopic map may not be visibly distorted 
locally by the orientation map, in the case where several features are mapped within a 
cortical area. 
 
DISCUSSION 
Our study presents a comprehensive description of the mapping of visual space 
and of multiple other features within a cortical area. By directly comparing modeling and 
experimental results we show that the spatial relationships between cortical maps, 
including those between visual space and other features, occur in conformity with a 
dimension-reduction strategy. This suggests that the constraints which drive map 
formation in the model, continuity (representing each feature smoothly across cortex) and 
coverage uniformity (representing each feature combination), may play a central role in 
determining the functional organization of visual cortex.  
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The retinotopic map and other feature maps are inter-dependent 
 Recent experimental studies have come to conflicting conclusions regarding 
whether the structure of the retinotopic map is inter-dependent with that of other maps. In 
ferret V1, we find evidence for an inter-dependence: the retinotopic map in this species is 
strongly anisotropic, and the anisotropy is reflected in the layouts of other maps. 
Specifically, the gradient vectors of the orientation, ocular dominance, and spatial 
frequency maps align along a specific axis of the retinotopic map, so that the highest 
gradient of axis of retinotopy is orthogonal to the highest gradient axes of the remaining 
feature maps. Our model suggests that these relationships play a role in coordinating the 
mapping of visual space along with multiple additional features within a single cortical 
area. 
While we suggest that retinotopy influences the layouts of other feature maps, 
some other factors have also been implicated. A role for the V1/V2 border is suggested 
by observations that ocular dominance columns in primates run perpendicular to this 
border (LeVay et al., 1985; Florence and Kaas, 1992). Since the retinotopic map and the 
V1/V2 border often have a specific relationship with one another, it can be difficult to 
distinguish between the influences of these two factors on the layouts of feature maps. 
However, in some cortical regions retinotopy and the V1/V2 border are not aligned. In 
macaque V1, for example, they can deviate from each other, and here it was found that 
ocular dominance patterns follow local changes in the axis of the retinotopic anisotropy 
(Blasdel and Campbell, 2001). This favors the hypothesis that retinotopy itself has a 
direct relationship with other feature maps. Simulation studies have demonstrated that the 
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 shape of a cortical area is an additional factor that may influence the structures of feature 
maps (Bauer, 1995; Wolf et al., 1996). However, the shape of a cortical area also likely 
influences the degree of anisotropy of the retinotopic map; thus, cortical area shape may 
influence feature maps directly, or indirectly via its influence on the retinotopic map, 
which in turn influences the other feature maps. 
 
The local pattern of retinotopy 
 Whether local distortions exist in the retinotopic map (at a sub-columnar scale) 
that relate to the mapping of other features, such as pinwheel centers of the orientation 
map, has remained a question of particular interest. Early dimension-reduction models 
predicted specific local relationships between retinotopy and orientation (Durbin and 
Mitchison, 1990; Obermayer et al., 1990) whereas experimental measurements failed to 
confirm the predictions (Das and Gilbert, 1997; Bosking et al., 2002; Buzas et al., 2003). 
However, a recent modeling study suggested that predictions of dimension-reduction 
models, regarding the relationships between retinotopy and other feature maps, are 
dependent on how many features are mapped within a cortical area (Swindale, 2004). In 
agreement with this, our studies suggest that the local relationships in ferret V1 between 
retinotopy and orientation maps are in close agreement with model predictions when a 
realistic number of features are simulated in the model. 
For example, we show that low gradient retinotopy regions are predicted to 
coincide with high gradient orientation regions, when these are the only two features 
mapped within an area. But if ocular dominance and spatial frequency maps also exist, 
then low retinotopic gradient regions should coincide with high gradient regions of these 
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 additional maps as well. Given our observation that the high gradient regions of 
orientation, ocular dominance, and spatial frequency maps occur in non-overlapping 
locations of cortex, each of these feature maps should have opposing effects on the 
retinotopic map, and smooth out the distorting effects of one another. In this case, the 
local retinotopic map is predicted to be smooth and to have no visible distortions that 
correlate with any other single map. These local relationship predictions are in agreement 
with our experimental results as well as those recently measured in other species 
(Bosking et al., 2002; Buzas et al., 2003). It remains possible that local distortions exist in 
the retinotopic map that cannot be detected by intrinsic-signal optical imaging or 
electrophysiological methods.   
 
Contour relationships between multiple maps 
Mapping variables along orthogonal axes of cortex has long been suggested as a 
means to accommodate a smooth representation of multiple variables within a single 
cortical area (Hubel and Wiesel, 1977). However, since it is not possible for the domains 
of more than two maps to be mutually orthogonal, this cannot represent a general solution 
to the problem. In a modeling study (Obermayer et al., 1992), a relationship was 
suggested that could hold between more than two maps: that orthogonality occurs 
between any two maps when the high gradient regions of those maps coincide. Our data 
directly confirm this prediction with experimental evidence. We find that although ocular 
dominance and orientation are not mapped along orthogonal axes (their domains are often 
elongated along a parallel axis), the contours of these maps intersect at perpendicular 
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 angles when high gradient regions of the two maps coincide (and similarly for spatial 
frequency and orientation). 
The general prediction, that two features are mapped orthogonally in their high 
gradient overlap regions, may relate to previous observations in cat V1 that ocular 
dominance and orientation contours intersect at orthogonal angles in ocular dominance 
border regions (Bartfeld and Grinvald, 1992; Hubener et al., 1997). It may also relate to 
the finding in macaque V1 that orthogonality between orientation and ocular dominance 
contours increases in “linear” regions of the orientation map (Obermayer and Blasdel, 
1993).  
In some cases, two features can be mapped orthogonally throughout the cortex, 
not only locally. For example, orientation domains run along a specific axis of the 
retinotopic map in cat V2 (Cynader et al., 1987), and our results shown that orientation, 
ocular dominance, and spatial frequency domains do the same in ferret V1. We suggest 
that this occurs due to the strong anisotropy in retinotopy within these two cortical areas; 
in these cases, the strong retinotopy gradient, which points along a constant axis of 
cortex, will cause the high gradient regions and in turn the domains in other feature maps 
to be elongated along a constant axis. 
While one recent study suggested that no orthogonal relationships exist between 
orientation and ocular dominance maps in ferret visual cortex (White et al., 2001a), we 
found strong relationships. We suggest that the difference lies in the part of visual cortex 
examined: White and colleagues analyzed the V1/V2 border region, which has very large 
monocular domains. We analyzed the region containing interleaving ocular dominance 
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 columns, and we detect relationships consistent with those found in functionally similar 
regions of cat and primate. 
 
Separability of response maps in V1 
An assumption implicit in our study, that separable maps of multiple response 
properties exist in V1, is supported by numerous studies. It has previously been 
demonstrated that the orientation map (in binocular regions of cortex) is not dependent on 
the eye to which stimuli are presented; conversely, the map of ocular dominance is 
invariant to stimulus orientation (Blasdel, 1992). Further, the overall structure of the 
retinotopic map is not dependent on stimulus orientation (Blasdel and Campbell, 2001). 
While the receptive field of a neuron can differ for the two eyes, this relationship does 
not lead to systematic changes in retinotopic magnification, which implies that within 
binocular regions of cortex the overall pattern of retinotopy is not dependent on the eye to 
which stimuli are presented. Thus, we suggest that the maps of orientation, ocular 
dominance, and retinotopy are separable. 
Whether orientation and spatial frequency maps can be approximated as separable 
from one another has also been examined. It has been shown, using sine-wave gratings, 
that the structure of the orientation map is not altered by the stimulus spatial frequency 
(Issa et al., 2000). On the other hand, the preferred spatial frequency of some neurons can 
change with orientation (Webster and De Valois, 1985). While one study suggests that 
the spatial frequency map has some dependence on stimulus orientation (Issa et al., 2000) 
our results suggest that the structure of the differential spatial frequency map in the 
region of ferret V1 we examined remains largely invariant to orientation. 
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 Responses to texture stimuli are also consistent with separable maps of orientation 
and spatial frequency. An optical imaging study (Basole et al., 2003) showed, using 
texture stimuli composed of short line segments, that changing the bar length or axis of 
motion causes changes in the cortical population response. In particular, an activation 
pattern produced by long bars (gratings) moving orthogonally was reproduced by short 
bars moving obliquely. Such equivalence has been previously described using inter-
digitating gratings composed of short line segments, which can elicit patterns of cortical 
activity that resemble activity patterns due to orthogonal gratings (Sheth et al., 1996). But 
compared to gratings, short line segments contain a broader range of spatial frequencies 
and orientations in their Fourier spectrum, and the population response to short segments 
in these studies is fully compatible with both the known spatiotemporal responses of V1 
neurons (Mante and Carandini, 2003) and the existence of separable maps of orientation 
and spatial frequency (Baker and Issa, 2005; Mante and Carandini, 2005). 
 
 
 
 
 
 
Note: Portions of the data from this chapter have been previously published. 
Reprinted from Neuron, Vol 47, Yu H, Farley BJ, Jin DZ and Sur M. The coordinated 
mapping of visual space and response features in visual cortex, pp. 267-280, Copyright 
2005, with permission from Elsevier (Yu et al., 2005). 
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Figure 1. Effect of visual space anisotropy on the layouts of other feature maps, as predicted by a 
dimension-reduction model. Results from simulations run with a retinotopic map that was either 
anisotropic (A-B) or isotropic (C-D); the retinotopic map is illustrated in (A) and (C) by iso-elevation 
(horizontal in figure) and iso-azimuth (vertical in figure) contours; all contour intervals are identical. (A, C) 
The orientation map, denoted by color-coding each pixel according to its preferred orientation. (B, D) The 
ocular dominance map. 
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 Figure 2. Measuring the relationships between maps by calculating gradient intersection angles. The 
maps in this figure come from the simulation where the retinotopic map was anisotropic (see Figure 1A-B). 
(A) The orientation map produced by the simulation, denoted by color-coding each pixel according to its 
preferred orientation. (B) A higher magnification view of the outlined portion of the orientation map from 
(A). The orientation gradient vectors are displayed for every one out of 9 pixels of the orientation map. The 
length of the vector indicates the magnitude of the orientation gradient at that pixel; the angle of the vector 
indicates the axis of cortex along which orientation is changing maximally at that pixel. The direction in 
which the arrow points, forwards or backwards, is arbitrary—the vector angles effectively range from 0°-
180° (where 0° is horizontal in the figure and 90° is vertical). (C) The retinotopic map, illustrated by iso-
elevation (horizontal in figure) and iso-azimuth (vertical in figure) contours; all contour intervals are 
identical. (D) A higher magnification view of the outlined portion of the retinotopic map shown in (C), with 
the retinotopic gradient vectors displayed for every one out of 9 pixels. (E) The orientation gradient vectors 
and retinotopic gradient vectors are superimposed. (F) Percent of pixels that have an intersection angle, 
within each 10° range whose center is indicated by the x-tick mark, between the retinotopic gradient vector 
and the orientation gradient vector. 
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Figure 3. The gradient relationships between the retinotopic map and the maps of orientation, ocular 
dominance, and spatial frequency. Results come from simulations where the retinotopic map was 
initialized as either anisotropic (A) or isotropic (B). (A, B) Percent of pixels that have an intersection angle, 
within each 10° range whose center is indicated by the x-tick mark, between the retinotopic gradient and 
the gradient of the orientation (black lines), ocular dominance (blue lines) or spatial frequency (red lines) 
map. Dotted lines indicate the calculation over all pixels of the cortex. Solid lines indicate the calculation 
over only those pixels whose orientation, ocular dominance or spatial frequency gradients were within the 
highest 30th percentile. 
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 Figure 4. Predicted effect of visual space map anisotropy on the relationships between other feature 
maps. The retinotopic map was either anisotropic (A-E) or isotropic (F-J). (A, F) High gradient regions 
(pixels with gradients within the top 30th percentile) of orientation (blue), ocular dominance (green), spatial 
frequency (red), or two or more maps (white) are indicated. (B, G) Standard deviation across cortex of the 
average gradient magnitude of the orientation, ocular dominance, and spatial frequency maps (red dotted 
line). Histogram of this standard deviation calculation after pixels within each map were randomly 
shuffled, in 10,000 cases (blue histogram). (C, H) Pixels are grouped into ten bins according to their ocular 
dominance gradient percentile, and the mean orientation gradient for each group is indicated. (D, I) 
Orientation (color) contours superimposed on ocular dominance (black) contours. Gray pixels indicate 
locations where the gradient of both the orientation and ocular dominance maps are within the highest 30th 
percentile. (E, J) Percent of pixels that have an intersection angle, within each 10° range whose center is 
indicated, between the orientation and ocular dominance gradients. Red line shows the calculation over all 
pixels. Blue line indicates the calculation for those pixels where the gradients of both maps are within the 
highest 30th percentile. 
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 Figure 5. Optical imaging reveals that the retinotopic map in ferret V1 is anisotropic.  Inset: Dorsal 
view of right hemisphere of ferret brain, indicating the orientation of the functional maps for all figures; 
outlined area indicates the region of cortex imaged. (A-B) ‘Single-condition’ retinotopic maps. (A) Cortical 
activity pattern (activated pixels are darker) elicited by a flashing vertical bar. The stimulus position 
differed by 3° in horizontal space between successive panels, as indicated. (B) Activity elicited by a 
horizontal bar. The stimulus position differed by 3° in vertical space between successive panels. (C) 
Azimuth position preference map. Each pixel is color coded according to its preferred relative azimuth 
position in visual space. 12° of horizontal space was represented over 1.1 mm of cortex. (D) Elevation 
position preference map. 12° of vertical space was represented over 4.1 mm. Scale bar in (C) 1 mm, and 
also applies to (A-B) and (D). 
 
 49
       D EA
2
1
100
B Site 1
50
0
Site 2
48
C
 
 
 
 
 
 
12
Azimuth (°)
-6
-25°
Elevation
V1
V2
0°
20°
Azimuth
E
le
va
tio
n 
(°)
-5°
-2
-10
020 16
M
P12
 
 
 
 
 
Figure 6. Multi-unit electrophysiological recordings confirm the anisotropy of the retinotopic map in 
ferret V1. (A) Image of cortical vasculature showing 14 recording sites. (B) Example multi-unit receptive 
fields recorded at the two sites indicated in (A). The strength of the response to stimuli presented in each 
location of the stimulus grid (dotted box in C) is indicated (as percent maximum response). (C) Receptive 
field locations for all recording sites shown in (A). (D, E) Azimuth (D) and elevation (E) position 
preference map for the region of cortex shown in (A) (see Experimental Procedures). The dotted line in (D) 
indicates the approximate location of the V1/V2 border. Scale bar in (A) 1 mm, and also applies to (D-E); 
bar in (B) 3˚. 
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Figure 7. Orientation, ocular dominance, and spatial frequency domains are anisotropic. (A-D) 
Cortical activity patterns elicited by the presentation of grating stimuli that had the orientation indicated. 
(E) Orientation preference map with retinotopic contours superimposed. Vertical lines represent iso-
azimuth contours and horizontal lines are iso-elevation contours. (F) Detailed view of the region from (E) 
that is outlined. All contour intervals are 1.5°. (G) Ocular dominance preference map. (H) Spatial 
frequency preference map. Scale bars are 1 mm. Scale bar in (A) applies to (A-E), (G), and (H). 
Orientation, ocular dominance, and spatial frequency maps in this figure were obtained from different 
animals. 
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Figure 8. Relationships between the map of retinotopy and the maps of orientation, ocular 
dominance and spatial frequency. (A) Orientation contours (color) superimposed with retinotopic 
contours (black), for the outlined region from Figure 5E. The gray regions are the high gradient (top 30th 
percentile) regions of the orientation map. (B-D) Percent of pixels that have an intersection angle, within 
each 10° range whose center is indicated, between the retinotopic gradient and the gradient of the 
orientation (B), ocular dominance (C) or spatial frequency (D) map. Calculation over all pixels, red lines. 
Calculation restricted to pixels whose orientation (B), ocular dominance (C), or spatial frequency (D) 
gradient is within the highest 30th percentile, blue lines. Scale bar in (A) 1 mm. Error bars denote standard 
error of the mean percentages over 8 ferrets (B) or 4 ferrets (C-D). 
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Figure 9 
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 Figure 9. Relationships between the orientation, ocular dominance, and spatial frequency maps. (A) 
High gradient regions (top 30th percentile) of orientation (blue), ocular dominance (green), spatial 
frequency (red), or two or more maps (white). (B) Standard deviation across cortex of the average gradient 
magnitude of the orientation, ocular dominance, and spatial frequency maps (red dotted line). Histogram of 
standard deviations after pixels within each map were randomly shuffled, in 150,000 cases (blue 
histogram). (C, F) Pixels are grouped into ten bins according to their ocular dominance (C) or spatial 
frequency (F) gradient percentile, and the mean orientation gradient for each group is indicated. (D, G) 
Colored lines representing orientation contours are superimposed on black lines representing ocular 
dominance (D) or spatial frequency (G) contours. Gray regions indicate locations where high gradient 
regions (top 30th percentile) of the orientation and ocular dominance (D) or spatial frequency (G) maps 
coincided. (E, H) Percent of pixels that have an intersection angle, within each 10° range whose center is 
indicated, between the orientation gradient and the ocular dominance (E) or spatial frequency (H) gradients. 
Average over all pixels, red line. Calculation for high orientation and ocular dominance (E) or spatial 
frequency (H) gradient overlap regions, blue line. Scale bar in (A) 1 mm, bars in (D) and (G) 0.5 mm. Error 
bars (in C, E, F, H) denote standard error of the mean values over 5 ferrets. 
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Figure 10. Local gradient relationships between the retinotopic and other feature maps. (A) 
Retinotopic contours are shown at high-resolution from a two-component (retinotopy and orientation) 
simulation (retinotopic azimuth contour intervals represent 4 times the extent of visual space than elevation 
contour intervals). The background represents the normalized orientation gradient (10 indicates that a pixel 
is within the highest 10th percentile gradient, and 1 the lowest 10th percentile). Black dots represent 
orientation pinwheels. (B) Retinotopic contours are shown at high-resolution from a four-component 
(retinotopy, orientation, ocular dominance, spatial frequency) simulation, as used throughout the 
manuscript (except in Figure 8A). Retinotopic contour intervals same as in (A). Background represents the 
average normalized gradient over the orientation, ocular dominance, and spatial frequency maps. Black 
dots represent orientation pinwheels. (C) Pixels are grouped into ten bins according to their orientation 
gradient percentile, and the mean retinotopic gradient percentile for each group is indicated. Red line, from 
two-component simulation; blue line, from four-component simulation; black line, from optical imaging 
experimental data. 
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Supplementary Figure 1. Effect of visual space anisotropy on the spatial frequency map, as predicted 
by a dimension-reduction model. The retinotopic map was either anisotropic (A-D) or isotropic (E-H). 
(A, E) The spatial frequency map. (B, F) Pixels are grouped into ten bins according to their spatial 
frequency gradient percentile, and the mean orientation gradient for each group is indicated. (C, G) 
Orientation (color) contours superimposed on spatial frequency (black) contours. Gray pixels indicate 
locations where the gradient of both the orientation and spatial frequency maps are within the highest 30th 
percentile. (D, H) Percent of pixels that have an intersection angle, within each 10° range whose center is 
indicated by the x-tick mark, between the orientation and spatial frequency gradients. Red line shows the 
calculation over all pixels. Blue line indicates the calculation for those pixels where the gradients of both 
maps are within the highest 30th percentile. 
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 Supplementary Figure 2. The spatial frequency map is largely independent of the orientation of the 
stimulus used to create it, and can be verified by electrophysiological recordings. (A) Spatial 
frequency preference maps. Each map was created using drifting gratings of a single orientation (indicated 
below each panel). The cortical response to high spatial frequency gratings (0.225 c/deg) was subtracted 
from that obtained with low frequency gratings (0.08 c/deg). The yellow marks were hand drawn to 
indicate those regions most strongly activated by low spatial frequencies in the first panel; the same marks 
are superimposed on each of the remaining panels. (B) Each panel indicates the spatial frequency tuning 
curve, measured by multi-unit electrophysiological recordings, of the cortical location whose position 
within an optical imaging-derived spatial frequency map is shown in (C). Responses are shown as percent 
maximal response along with the standard error of the mean (over repeated trials). (C) A spatial frequency 
preference map. The cortical response to high spatial frequency gratings (0.375 c/deg), summed over all 
orientations, was subtracted from that obtained with low frequency gratings (0.125 c/deg). (D) Comparison 
between optical imaging and electrophysiological spatial frequency measurements at corresponding cortical 
locations. The image intensity, for the outlined region in the map displayed in (C), was summed across all 
pixels for each relative cortical distance. The line plot indicates the summed image intensity plotted as a 
function of relative cortical distance within the outlined region. For comparison, the 8 red dots indicate the 
electrophysiologically-measured spatial frequency preference for the 8 sites whose position within the map 
is shown in (C). Scale bars in (A) and (C) 1 mm. 
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Supplementary Figure 3 
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 Supplementary Figure 3. The local mapping of visual space and its relationship to the orientation 
map, as measured by multi-unit electrophysiological recordings. (A, B) Each panel in (A) indicates the 
receptive fields (at half-height) of two adjacent cortical locations (separated by 150 µm), whose position 
within the orientation map is marked in (B). Receptive fields were measured using the reverse-correlation 
method. Based on the global structure of the visual map in the ferret, the receptive fields for this line of 
recordings (proceeding from 1 to 10) are expected to approximately follow an iso-azimuth contour, and to 
move downwards in visual space. Note that adjacent cortical locations have largely overlapping receptive 
fields, regardless of their position within the orientation map. (C, D) The relative receptive field locations, 
in the elevation (C) or azimuth (D) dimension of visual space, of the 10 successive cortical penetrations 
indicated in (B). The extent of each receptive field along the same dimension of space is indicated by the 
bar. We found a relatively smooth progression of receptive field locations across the cortex. (E, F) Graphs 
comparing the receptive field gradient (E) or receptive field overlap (F) between nearby (150 or 300 µm) 
recording location pairs to the orientation gradient between the pair. We found no strong correlation 
between the orientation gradient and either the receptive field gradient or the degree of receptive field 
overlap. Scale bar in (A) 5˚; bar in (B) 1 mm. 
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Supplementary Figure 4. The relationship between iso-azimuth and iso-elevation contours. (A) 
Percent of pixels that have an intersection angle, within each 5° range whose center is indicated, between 
the retinotopic elevation gradient and the retinotopic azimuth gradient from V1 in a ferret. (B, C) Percent of 
pixels that have an intersection angle, within each 10° range whose center is indicated, between the 
orientation gradient and the retinotopic elevation (B) or azimuth (C) gradient from the same ferret. 
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Supplementary Table 1. Retinotopy data from 7 ferrets. Elevation and azimuth magnification (mm 
cortex per degree of visual space) were measured from retinotopic single-condition maps, and represent the 
mean magnification over the entire region of V1 accessible to imaging; to calculate the magnification we 
measured the cortical distance between the peaks in the activation patterns due to stimuli that were 
separated by a known distance in visual space. The magnification anisotropy is the ratio of the elevation 
magnification to the azimuth magnification. To determine the peak elevation/azimuth intersection angle, all 
pixels within a region were grouped into ninety 1° bins according to the intersection angle between the 
elevation and azimuth map gradients at that pixel. The peak was defined as the intersection angle bin 
containing the most pixels. The last column in the table indicates the mean and standard deviations of the 
measurements, averaged over all seven ferrets. 
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 CHAPTER 2: The local spatial relationships among visual space and 
other feature maps in cat area 18 
 
 
 
 
SUMMARY 
Although spatial relationships between many pairs of feature maps in visual 
cortex have been described, the local relationships between the retinotopic and other 
maps are poorly understood. We examined whether local distortions exist in the 
retinotopic map, and if so whether they correlate with features in other functional maps, 
such as orientation pinwheels. We used the combined methods of intrinsic signal optical 
imaging along with multi-unit electrophysiological recordings in cat area 18 targeted to 
specific areas of functional maps. Using optical imaging, we found that orientation and 
ocular dominance maps have clear spatial relationships, similar to those found in other 
areas and species. In contrast, we did not detect clear local spatial correlations between 
the retinotopic and orientation map. Two paradigms were used to look for correlations. In 
the first, a linear series of recordings were made across the tangential dimension of 
cortex, and the receptive field and orientation preference were measured at each location. 
As the distance between recording pairs increased, receptive field overlap decreased. 
However, this trend was only apparent over larger distances; significant scatter existed 
more locally. Further, for more localized recordings (pairs < 450 µm apart), we did not 
detect a relationship between the degree of receptive field overlap and the orientation 
difference. In a second paradigm, a matrix of electrodes was targeted to the orientation 
map such that the individual electrodes surrounded an orientation pinwheel or were 
positioned within an orientation domain. We did not detect a clear relationship between 
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 the receptive field gradient and orientation gradient for pairs of recordings from the 
electrode array. Thus, while the orientation and ocular dominance maps are correlated on 
a local scale in cat area 18, we do not find similar correlations between the orientation 
and retinotopic maps. 
 
INTRODUCTION 
Spatial relationships between pairs of feature maps are a robust feature of visual 
cortex. For example, stereotyped relationships between the orientation and ocular 
dominance maps are found in the monkey, cat, and ferret. Further, in species in which a 
tangential map of spatial frequency has been observed, relationships between this map 
and that of orientation exist. The relationships that have been described between the maps 
mentioned are consistent with the dimension-reduction model of cortex, suggesting that 
the principles guiding this model may generally underlie cortical organization. If this 
were the case then all pairs of maps should have relationships consistent with dimension-
reduction. But it has remained a matter of contention whether the retinotopic map follows 
the same principles. Specifically, while the more global relationships described between 
the retinotopic and other maps are consistent with the principles, reports on local 
correlations are in disagreement (see Chapter 1). The original dimension-reduction 
models predicted a negative local correlation between the retinotopic and orientation 
maps, such that in positions of cortex where orientation changes rapidly, receptive fields 
were predicted to change more slowly. However, early experimental reports found a 
positive correlation, and later groups reported no correlation (see Chapter 1). 
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 We chose a model system and experimental techniques that would maximize our 
chances of finding local correlations between the retinotopic and orientation maps. Some 
experimental techniques may not have the resolution to detect local relationships between 
the retinotopic and orientation maps, even if they do exist. For example, the large cortical 
point image size derived from intrinsic signal optical imaging may preclude allowing one 
to detect local distortions in the retinotopic map (Das and Gilbert, 1995; Bosking et al., 
2002). The point image size measured with electrophysiology is significantly smaller 
(Das and Gilbert, 1995). Further, of current methods, electrophysiology provides the best 
chance to measure the precise structures of receptive fields, particular when objective, 
automated techniques such as reverse correlation are used (Jones and Palmer, 1987; 
DeAngelis et al., 1993). We further reasoned that the best chance of finding local 
correlations between the retinotopic and orientation maps would come from looking in an 
area where the orientation map pinwheel density is low: similarly spaced electrode 
penetrations will sample a low pinwheel density orientation map with greater resolution 
than a higher pinwheel density orientation map. Further, if retinotopic map distortions 
exist on the scale of the orientation map, then they will be more pronounced in a cortical 
area where the orientation map has a lower pinwheel density. Cat area 18 has a relatively 
low orientation pinwheel density, compared to cat area 17 (Bonhoeffer et al., 1995) or 
ferret area 17 and 18 (Muller et al., 2000). We asked whether local relationships between 
retinotopy and orientation were detectable using electrophysiological mapping methods 
combined with intrinsic signal optical imaging in cat area 18. 
 
METHODS 
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 Animals. Five adult cats were used in these experiments. Animals were prepared 
for acute experiments according to protocols approved by MIT's Animal Care and Use 
Committee. Details have been described (Rao et al., 1997). Anesthesia was induced with 
ketamine (15 mg/kg) and xylazine (1.5 mg/kg) and maintained with isofluorane (1.0% to 
1.5% in 70:30 mixture of N2O/O2) delivered through a tracheal cannula using artificial 
respiration. Fluid maintenance was achieved with a 50:50 mixture of 5% dextrose and 
lactated Ringer’s solution, supplemented with vecuronium bromide (0.2 mg/kg/hr) for 
paralysis. Expired CO2 was maintained at 4% and the anesthesia level was monitored 
continuously. A craniotomy and durotomy were performed to expose V1. A chamber was 
mounted on the skull around the exposed region and filled with agarose (1.5% in saline). 
This was covered by a cover glass and then silicone oil. 
Optical imaging. The details of optical imaging have been described (Dragoi et 
al., 2000). The cortex was illuminated with 630 nm light. Images of cortical reflectance 
were obtained (at 70 pixels/mm) using a slow-scan video camera equipped with a tandem 
macro-lens arrangement, then digitized and fed into a computer (Imager 3001, Optical 
Imaging, Mountainside, NJ). The camera was focused 500 µm below the cortical surface. 
Stimuli were generated using CRS (Cambridge Research Systems Ltd., Rochester, Kent, 
UK) on a CRT monitor that was placed at 57 cm from the eyes and covered 40° 
(horizontal) × 30° (vertical) of the visual field. 
Orientation and ocular dominance maps. For orientation maps, stimuli were 
presented binocularly, and consisted of drifting, full-field square-wave gratings having 
one of 4 orientations (separated by 45°), with a spatial frequency of 0.25 cycles/degree 
and temporal frequency of 2 cycles/second. Monocularly presented drifting gratings were 
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 used to obtain ocular dominance maps. The grating stimuli were presented in 
pseudorandom order, each for 5 seconds during which cortical images were captured 
followed by 7 seconds of a blank screen. Single-condition orientation maps were 
obtained by subtracting the response to all orientations combined (“cocktail blank”) from 
the response to each single orientation. To produce orientation angle maps, we performed 
vector summation at each pixel of the filtered (Gaussian filter, standard deviation of 0.1 
mm) single-condition orientation maps; the angle of the resultant vector indicates the 
preferred orientation at that pixel. To obtain an ocular dominance map, we subtracted the 
average of all filtered orientation single-condition maps obtained with one eye from those 
obtained with the other eye. 
Analysis of map structures and relationships. The procedures used to analyze 
the relationships between optical imaging-derived functional maps is identical to that 
described in Chapter 1 (see Chapter 1 Methods). 
Electrophysiology. Multi-unit activity was recorded using tungsten electrodes (1 
ΜΩ; FHC, Bowdoinham, ME) and band-pass filtered. Visual receptive fields were 
measured using the reverse correlation technique (Jones and Palmer, 1987; DeAngelis et 
al., 1993). The stimulus consisted of a single 1.5° × 1.5° square that pseudo-randomly 
varied its x and y center position (with 0.75° resolution) every 30 ms within a 11° × 11° 
stimulus grid. A stimulus ‘movie’ consisted of 100 such 30 ms frames along with 4 blank 
frames, so that each position was played once during each movie. Twelve different 
movies were presented with bright spots on a dark background, and twelve with dark 
spots on a light background. During a recording session, each movie was presented 4 
times, so that each bright and dark spot was presented 48 total times. The multi-unit 
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 receptive field was defined as the probability distribution of the stimulus position 30 ms 
before each spike. We chose a 30 ms delay because it approximates a typical response 
latency for neurons in the cat visual cortex. The background firing rate was subtracted. 
Responses to bright and dark stimuli were added together, and the center of the receptive 
field was determined by finding the centroid of the distribution. For measuring receptive 
field overlap, the receptive fields included all positions that elicited at least 50% of the 
maximum response. The position of the recording electrodes was marked on an image of 
the cortical vasculature. To generate a visual field map, each pixel of cortex was 
associated with the nearest recording site, using Voronoi tessellation (Matlab, Natick, 
MA), and was assigned the azimuth and elevation receptive field locations that were 
determined for that site. 
For measuring multi-unit orientation preference, the stimuli consisted of drifting 
square-wave gratings presented at one of 8 orientations and 2 directions (with a spatial 
frequency of 0.25 cycles/degree and a temporal frequency of 2 cycles/second). The 
orientation preference of a site was defined as the orientation of the stimulus that 
produced the maximum number of spikes in the post-stimulus time histogram (over 1500 
ms). 
 
RESULTS 
We first determined whether feature maps had spatial relationships in cat area 18 
that are found in other species. We used intrinsic signal optical imaging to measure the 
layouts of the orientation and ocular dominance maps. The orientation map measured 
would also serve as a guide for electrode penetrations targeted to specific functional 
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 regions of the cortex. An orientation map obtained from cat area 18 is shown in Figure 
1B. The structure of this map has previously been reported. In the same region, we 
measured an ocular dominance map (Figure 1A). The ocular dominance map consisted of 
mostly isotropic contralateral and ipsilateral domains. To measure the spatial 
relationships between the orientation and ocular dominance maps, we calculated the two-
dimensional spatial gradient at each pixel of each map. We grouped the pixels in the 
imaged region according to their ocular dominance percentile, and calculated the mean 
orientation gradient (raw value) for each group. We found a negative correlation between 
the gradients in the two maps (Figure 1C). We next calculated the intersection angle, 
between the gradient of the orientation map and the gradient at the corresponding pixel of 
the ocular dominance map. We found a tendency for the intersection angles between the 
gradients of the two maps to be near perpendicular (Figure 1D). These results indicate 
that the maps of orientation and ocular dominance in cat area 18 are inter-dependent, with 
spatial relationships of a similar nature to those found in area 17 of the cat, monkey and 
ferret. 
We next explored the nature of the retinotopic map in cat area 18, using multi-unit 
electrophysiological recordings to record the receptive fields at multiple locations across 
cortex. The distance between adjacent recordings was on average approximately 500 µm 
(Figure 2A). We used the reverse correlation method of receptive field mapping to 
measure the two-dimensional structure of the receptive fields, where the stimuli consisted 
of sparse noise. In Figures 2A-B, we show the structure of the azimuth and elevation 
retinotopic maps constructed with this method. An overall progression of both azimuth 
and elevation receptive field positions across the cortex is apparent from the maps. 
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 However, at a more local scale, significant scatter in receptive field centers is apparent. In 
the same cortical region, we performed optical imaging to measure the orientation 
preference map (Figure 2C). No spatial relationship between the maps of orientation and 
either elevation or azimuth retinotopy is apparent based on visual inspection of the maps. 
In particular, it is not clear whether the local scatter in receptive field positions relates to 
features of the orientation map, such as orientation pinwheels. 
To uncover a local relationship between retinotopic and orientation maps, it is 
necessary to measure the maps at a finer scale. We next made a row of closely spaced 
(150 µm) recordings across the tangential dimension of cat area 18, measuring the 
receptive field structure (Figures 3A-B) and orientation preference (Figure 3C) at each 
position. A relatively smooth progression of receptive field position for both the azimuth 
and elevation axes of space can be observed. Orientation preference changes little 
between most pairs of nearby recordings, and the overall progression of orientation 
preference is smooth, although there is a more pronounced jump at some locations. 
However, a systematic relationship between orientation difference and receptive field 
movement is not apparent from visual inspection of the line of recordings. 
We next analyzed the local relationships between retinotopy and orientation more 
quantitatively. We determined the relationship between the orientation gradient and the 
retinotopic gradient or the degree of receptive field overlap. Receptive field overlap may 
be a more appropriate measure than receptive field movement in the context of 
comparing map relationships. The degree of receptive field movement (or gradient) 
between nearby recording locations is dependent on the local retinotopic magnification 
for the area. Since retinotopic magnification changes systematically across the map, then 
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 areas of the map with high magnification will have small receptive field movement on 
average, and areas with low magnification will have large receptive field movement. If 
receptive field movement is compared with orientation movement from recordings made 
in areas of the retinotopic map with different overall magnification, then the effect of this 
overall magnification could cancel any local correlations that might be present between 
the orientation and retinotopic maps. Receptive field overlap does not suffer from this 
problem, however, because the measure more naturally scales with magnification. 
We plotted the degree of receptive field overlap as a function of cortical distance 
between pairs of recording locations (Figure 4A). As expected, the degree of receptive 
field overlap decreased as recording distance increased, and there was a relatively strong 
correlation between the measures (r2 = 0.45). However, for a constant value of cortical 
distance, receptive fields could be either highly overlapping or nearly non-overlapping, 
indicating scatter in the local structure of the retinotopic map. 
We reasoned that if the retinotopic map had a spatial relationship with the 
orientation map, then the degree of receptive field overlap for nearby cortical locations 
could be more accurately predicted by also taking into account the differences in 
preferred orientation for the cortical locations. Before making the electrode penetrations, 
we measured the orientation preference map using intrinsic signal optical imaging. A 
blood vessel reference map was also collected, which could be aligned with the 
orientation map. By marking the location of each electrode penetration on the blood 
vessel map, we could estimate the preferred orientation for that location as measured by 
optical imaging. We found no correlation between receptive field overlap and orientation 
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 difference (measured by optical imaging) for nearby (< 400 µm) recording pairs (r2 = 
0.01; Figure 4B). 
The lack of a correlation could have arisen from the fact that we measured the 
orientation preference of the cortical sites by aligning the electrode penetrations with the 
optical imaging maps. We could have incorrectly estimated the position of the electrode 
penetrations in the blood vessel map; further, the orientation map measured by optical 
imaging could be poorly correlated with orientation measured by electrophysiology. 
Since we measured the orientation preference for each location with electrophysiology as 
well, however, we could test these possibilities. First, we directly compared the 
orientation preference measured with both optical imaging and electrophysiology. We 
found that there was a strong correlation between the orientation preference measured by 
these two methods (r2 = 0.83; Figure 4C). This indicates that the targeting of electrode 
penetrations to specific functional regions of the optical imaging-derived maps was 
effective, and that the lack of a correlation between receptive field overlap and 
orientation difference did not arise because orientation preference was being incorrectly 
estimated from the optical imaging maps. We also compared the degree of receptive field 
overlap to the orientation difference, using the orientation preference measured from 
electrophysiology (Figure 4D). Again, no clear relationship was present between the two 
measures (r2 = 0.002). 
 The lack of a relationship between the retinotopic and orientation maps could 
have arisen from a number of different methodological pitfalls. When a series of 
recordings is made along a linear track of the cortex, the orientation difference between 
most nearby recording pairs is small. Thus, a lack of relationship between the retinotopic 
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 and orientation maps may arise from not sampling enough high gradients regions of the 
orientation map. Further, because recordings at different locations are made at different 
times, then any eye movements of the animal in between recordings would artificially 
increase the amount of scatter in the measurement and confound the true receptive field 
differences between different locations. 
To alleviate these potential problems, we employed a second recording paradigm. 
We fabricated a rectangular 2 by 3 matrix of 6 total electrodes, where the spacing 
between adjacent electrodes was 350 µm. We targeted the matrix to specific functional 
regions of the orientation map, measured by optical imaging, such that a grid of 
electrodes either spanned an orientation pinwheel or was positioned within an orientation 
domain. An example is shown in Figure 5. It can be seen that the receptive field positions 
for most of the six recording locations were similar; but clear jumps in receptive field 
position were present between some adjacent recording pairs (Figure 5A). This is 
similarly true for orientation preference: the orientation preference of most of the 
locations was similar, but there were also some jumps in orientation preference for 
nearby pairs (Figure 5B). 
We analyzed the relationships between receptive field movement and orientation 
difference quantitatively in multiple ways. For nearby recording pairs (electrodes < 475 
µm apart), we compared the degree of receptive field overlap to the orientation difference 
(or orientation gradient), as measured by electrophysiology (Figure 6A). In this figure, 
the results are pooled over multiple matrix electrode penetrations within one cortical 
hemisphere. We found no clear relationship between receptive field overlap and 
orientation difference (r2 = 0.004). For the same recording pairs, we also measured the 
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 receptive field gradient and orientation gradient; we similarly found no correlation 
between these measures (r2 = 0.02; Figure 6B). 
 
DISCUSSION 
 The local structure of the retinotopic map in visual cortex is poorly understood. 
Dimension-reduction models, which have done well to explain the relationships found 
between certain feature maps in visual cortex, predict that the local structure of the 
retinotopic map should have correlations with other maps. But to date, experimental 
evidence consistent with this prediction does not exist. Further, some of the experimental 
studies that have analyzed the local structure of the retinotopic map are in disagreement 
with each other. In cat area 18, we find significant scatter in the local structure of the 
retinotopic map, and we fail to find any systematic local relationships between retinotopy 
and other feature maps. We discuss how our findings relate to those of other 
investigators, the factors that contribute to the difficultly in measuring the local 
relationships between the retinotopic and other maps, and what principles may govern  
the local structure of the retinotopic map.  
 
Experiments analyzing the local relationships between retinotopy and other feature 
maps 
Two groups have measured the local structures of the orientation and retinotopic 
maps in cat area 17 using electrophysiological recordings, but came to largely different 
conclusions regarding the relationships between these maps (Das and Gilbert, 1997; 
Buzas et al., 2003). The spatial receptive fields and orientation preferences of single 
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 neurons were measured using hand mapping techniques based on electrophysiological 
responses. The first group (Das and Gilbert, 1997) found that receptive fields shifted 
more rapidly than average near orientation pinwheel regions compared to orientation 
domain regions in cat area 17. A strong positive correlation (r2 = 0.71) was measured 
between receptive field shift and orientation shift, for pairs of nearby recording locations. 
Similarly, a positive correlation was found between the retinotopy gradient (the receptive 
field shift normalized by the distance between the pair of recorded neurons) and the 
orientation gradient. 
Buzas et al. (Buzas et al., 2003) used similar methods as Das and colleagues, but 
did not find any location correlations between the two maps. The correlation that they 
measured between receptive field shift and orientation shift (r2 = 0.09) was very weak 
and largely different from that measured by Das and colleagues (Das and Gilbert, 1997). 
Buzas and colleagues did observe a positive correlation between the gradient of 
retinotopy and orientation, but they suggested that this was a spurious correlation that 
arises from systematic errors in estimating the position of the neurons being recorded 
from. Measuring the gradient of a feature between two neurons requires dividing the 
difference of the preferred features of each neuron by the distance between the neurons 
being recorded from. But when using electrophysiology, the position of the recorded 
neurons relative to the recording electrode is unknown, and must be estimated. If this 
distance is overestimated, the gradients of both orientation and retinotopy will be 
underestimated by the same amount. If this distance is underestimated, the gradients of 
both orientation will both be overestimated. Since the error in the estimated distance 
between the neurons affects the measured orientation and retinotopy gradients in the 
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 same direction, the error leads to a spurious positive correlation between the gradients of 
the two features. Buzas et al. showed using Monte Carlo simulations that these 
measurement errors accounted for the measured positive correlations, and concluded that 
no correlation exists between the retinotopy and orientation gradient maps. 
Thus, different results and conclusions regarding the relationships between the 
retinotopic and orientation maps were reached by these two groups. More recent 
experimental and modeling results, including our own, support the results of Buzas et al. 
(Buzas et al., 2003) and further argue against those of Das et al. (Das and Gilbert, 1997).  
First, Bosking and colleagues have analyzed the relationships between the 
retinotopic and orientation maps in the visual cortex of the tree shrew (Bosking et al., 
2002). Retinotopy was analyzed using both intrinsic signal optical imaging and 
electrophysiology, and orientation was measured with optical imaging alone. The 
mapping of receptive fields by electrophysiological methods was automated, rather than 
based on hand mapping. The authors failed to find any local correlations between the 
structures of the retinotopic and orientation maps, when either electrophysiological or 
imaging methods were used to measure the retinotopic map. 
Second, we measured the relationships between retinotopy and orientation maps 
in cat area 18 (and ferret area 17; see Chapter 1). Like Bosking and colleagues, we used 
automated methods of mapping receptive fields with electrophysiological recordings. For 
mapping orientation preference, we used both electrophysiological recordings and optical 
imaging. We also failed to find systematic local distortions in the retinotopic map that 
correlated with distortions in other functional maps, either in cat area 18 (this chapter) or 
in ferret area 17 (Chapter 1). 
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The challenge of measuring the local structure of the retinotopic map 
Numerous methodological issues could contribute to the difficulty in measuring 
the local structure of the retinotopic map, and could lead to the discrepancies between the 
results of Das and colleagues and the results from other groups, including our own. First, 
Das et al. and Buzas et al. used hand-mapping techniques to measure the structures of 
receptive fields (Das and Gilbert, 1997; Buzas et al., 2003). The subjective nature of this 
method would seem to make it inappropriate for measuring the retinotopic map at a fine 
scale. Automated methods of recording are less subjective and preferred. 
Other problems also confound measurements of the retinotopic map when using 
electrophysiological mapping methods. For example, any eye movements that occur in 
between different recording locations could contribute to noise in the estimation of the 
receptive field gradient between sites. At the least, paralysis of the animal is necessary to 
prevent eye movement; further, the sclera can be physically demobilized. But to ensure 
that this source of noise does not exist, it is necessary to either compare receptive field 
movement only for those pairs of recordings that are performed at the same time, or to 
have a second reference electrode in the cortex throughout all of the recordings that are 
compared. Our matrix electrode recordings (Figures 5 and 6) utilized the first method, 
whereas both Das et al. and Buzas et al. used the second method (Das and Gilbert, 1997; 
Buzas et al., 2003). Bosking et al. did not control for eye movement artifacts in either 
way. An additional problem, mentioned briefly above, is that the actual spatial location of 
a neuron recorded with an electrode is unknown; this will affect the measurement of the 
receptive field gradient (which relies on knowing the physical distance between the 
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 recorded neurons) and will also affect the estimation of the position of the recorded 
neurons in the orientation map. Finally, as mentioned in the results section, magnification 
changes systematically across the visual cortex; receptive field gradients will be smaller 
on average for areas of high magnification compared to areas of low magnification. Thus, 
if measurements of receptive field gradient and orientation gradient are made in areas 
with different magnification, and the measurements are pooled in order to look for a 
systematic relationship between the two measures, the effect of magnification on the 
receptive field gradient between nearby electrodes may be stronger than the effect of 
orientation gradient, and smear any relationships that exist between receptive field 
gradient and orientation gradient. We used the measure of receptive field overlap to avoid 
this confound, but most other groups have relied on measuring the receptive field 
gradient. 
To our knowledge, relationships between any two feature maps have yet to be 
demonstrated with electrophysiological mapping techniques. Indeed, the demonstration 
of the relationships between the orientation and ocular dominance maps, which has been 
repeated by many groups, awaited optical imaging methods (Blasdel and Salama, 1986). 
Thus, it may be unrealistic to expect to find relationships between the retinotopic and 
other maps with these electrophysiological mapping methods, unless new and improved 
mapping techniques are utilized. One possibility is to use many-electrode arrays that have 
been employed in other systems; these would permit the simultaneous recording of 
receptive fields and orientations from many locations within a local area of cortex. 
Uncovering the relationships may, on the other hand, necessitate using imaging 
techniques. The technique employed in most studies, however, intrinsic signal optical 
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 imaging, suffers from having a large cortical point image size, which may preclude the 
detection of local distortions in the retinotopic map (Das and Gilbert, 1995; Bosking et 
al., 2002). An extremely promising emerging imaging technique that is free of many of 
the above-mentioned problems is two-photon calcium dye imaging (Ohki et al., 2005; 
Ohki et al., 2006); if receptive fields can be mapped in fine detail with this method, and if 
the cortical point image size due to the calcium signal is on the scale of the spiking point 
image size, this technique has the potential to resolve the fine structure of the retinotopic 
map and to uncover any local relationships that may exist between the retinotopic and 
other feature maps. 
 
Principles governing the local structure of the retinotopic map and the relationships 
between this map and other feature maps  
With the exception of Das et al. (Das and Gilbert, 1997), our study and previous 
studies have reported a lack of a relationship between the retinotopic and other feature 
maps (Das and Gilbert, 1997; Bosking et al., 2002; Buzas et al., 2003; Yu et al., 2005). 
Further, most studies have reported a significant amount of scatter in receptive field 
positions within local areas of cortex (Cynader et al., 1987; Bosking et al., 2002; Buzas et 
al., 2003; Yu et al., 2005). The methodological problems described above could be 
contributing to these conclusions; but it is equally plausible that the local spatial  
structure of the retinotopic map is truly noisy, and that no local relationships exist 
between this and other feature maps. 
The expectation that local relationships might exist between retinotopic and other 
maps derives from the predictions of dimension-reduction models; these models have 
 79
 successfully predicted the local relationships between many pairs of feature maps, and 
the original models also predicted similar relationships between retinotopy and other 
maps (Durbin and Mitchison, 1990; Obermayer et al., 1990). However, we have 
suggested that the predictions of these original simulations may not have been realistic. 
Indeed, if retinotopy and orientation are the only two features that are mapped onto a 
two-dimensional surface using the Kohonen algorithm, significant distortions exist in the 
retinotopic map and a strong negative correlation is predicted between the gradients of 
retinotopy and orientation (see Chapter 1). But if additional features maps, which are 
known to exist in the real visual cortex, are included in the simulations, then the coupling 
between the retinotopic and orientation maps is predicted to be significantly weaker (see 
Chapter 1). These results indicate that a lack of local relationships between retinotopy 
and other feature maps would not be inconsistent with the notion that dimension-
reduction principles guide cortical map organization. Further, the predictions of 
dimension-reduction models, regarding the local relationships between the retinotopic 
and other feature maps, are dependent on the local structure of the retinotopic map that is 
simulated, including the amount of scatter present in the map. To date, simulations have 
not been careful about including a realistic amount of scatter in this map. Thus, it remains 
difficult to confidently predict what relationships are expected between the retinotopic 
and other maps by dimension-reduction models.  
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Figure 1. 
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 Figure 1. Orientation and ocular dominance maps have specific spatial relationships in cat area 18. 
(A) An ocular dominance map from cat area 18 measured with intrinsic signal optical imaging. (B) An 
orientation preference map obtained from the same region as the ocular dominance map. (C) Pixels are 
grouped into ten bins according to their ocular dominance gradient percentile, and the mean orientation 
gradient for each group is indicated. (D) Percent of pixels that have an intersection angle, within each 10° 
range whose center is indicated by the x-tick mark, between the orientation gradient and the ocular 
dominance gradient. Scale bar in (B) 1 mm, and applies to (A-B). 
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Figure 2. Multiple electrophysiological recordings reveal the global progression of receptive field 
locations, and local scatter in these locations, across the tangential dimension of cat area 18. (A-B) At 
47 tangential locations within cat area 18, we measured the multi-unit two-dimensional spatial receptive 
fields. The image pixels are color-coded according to the azimuth (A) or elevation (B) component of the 
receptive field measured nearest that pixel. A clear progression of receptive field locations is evident across 
the cortex, although significant local scatter exists. (C) An orientation preference map from the same 
region, obtained by an intrinsic signal optical imaging session before the electrophysiological recordings. 
Scale bar in (C) 1 mm, and applies to (A-C).
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Figure 3. 
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Figure 3. Mapping the precise local progression of receptive field locations and orientation 
preferences, with electrophysiological recordings, along a linear tangential track of cat area 18. (A-B) 
At each of 9 recording locations, we measured the multi-unit two-dimensional spatial receptive field 
structure using reverse correlation. The neighboring recording locations are separated by 150 µm in the 
cortex. The strength of the response to stimuli presented in each location of a stimulus grid is indicated (as 
percent maximum response). The position of the stimulus grid was constant for all recordings. Each square 
in the grid represents 0.75º of visual space. The same two-dimensional spatial receptive fields are shown in 
(A) and (B), but in (B) each plot is rotated by 90º relative to (A) so that the receptive field movement along 
the elevation dimension of space can be appreciated. A relatively smooth progression of receptive field 
locations is observed. (C) The orientation tuning curve (red, polar plot) and preferred orientation (blue bar) 
of the same 9 recording locations. A smooth progression of orientation preferences between nearby 
recording locations is punctuated by 1 recording pair that exhibits a large (67.5º) orientation shift. 
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Figure 4. 
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 Figure 4. The local relationships between the retinotopic and orientation maps measured with 
electrophysiological multi-unit recordings along a linear tangential track. (A) The percent of overlap 
between pairs of receptive fields recorded at nearby locations is plotted as function of the distance between 
the recordings. The average degree of overlap decreases with cortical distance, but for any one distance a 
wide degree of overlap measures can exist. (B) The percent of receptive-field overlap between nearby 
(<400 µm apart) recording pairs as a function of the orientation preference difference, measured by optical 
imaging, for the pair. (C) The orientation preference of a recording location, measured by 
electrophysiology, as a function of the orientation preference measured from optical imaging for the same 
location. A close correspondence between the two measures is evident. (D) The percent of receptive-field 
overlap between nearby (<400 µm apart) recording pairs as a function of the orientation preference 
difference, measured by electrophysiology, for the pair. 
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 Figure 5. Simultaneous measurement of receptive field structure and orientation tuning for multiple 
cortical locations using a matrix of electrodes. (A) At each of 6 recording locations (adjacent locations 
separated by 375 µm) we measured the multi-unit two-dimensional spatial receptive field structure using 
reverse correlation, where stimuli were presented to the contralateral eye. Each square in the grid represents 
1.0º of visual space. (B) For the same sites the orientation tuning curve was measured from the contralateral 
(red) and ipsilateral (blue) eye; all of the analyses in the successive figure are performed on measurements 
from the contralateral eye. 
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Figure 6. The local relationships between the retinotopic and orientation gradients measured using a 
matrix of electrodes. (A-B) A matrix of six electrodes was lowered into the cortex and for each electrode, 
the multi-unit two-dimensional receptive field and orientation preference were measured. (A) For pairs of 
recordings (spaced apart by either 350 µm or 475 µm), the percentage of receptive field overlap between 
the pair is plotted as a function of orientation difference. (B) For pairs of recordings, the receptive field 
gradient is plotted as a function of the orientation gradient. 
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 CHAPTER 3: Testing the dimension-reduction model of visual cortex 
development by altering the expression of a cortical map 
 
 
 
 
SUMMARY 
In the adult visual cortex, multiple feature maps exist and have characteristic 
spatial relationships with one another, but the mechanisms responsible for the 
development of the maps or their relationships are not well understood. We explored 
whether map relationships are dynamic, such that an altered pattern of input to cortex 
which is known to change one feature map results in coordinated rearrangements of 
multiple feature maps; or whether changing one map has no effect on other feature maps. 
We performed monocular enucleations in newborn ferrets to remove one of the cortical 
maps, that of ocular dominance. Visual stimulation through the remaining eye in 
enucleated ferrets caused a more uniform spatial activation pattern than stimulation 
through one eye in normal ferrets, suggesting that enucleation did successfully alter the 
ocular dominance map. In the monocular animals, cortical maps of orientation and spatial 
frequency still formed, but their structures and spatial relationships differed from those in 
normal ferrets, supporting the hypothesis that altered input results in coordinated 
rearrangements of multiple maps. The mean orientation gradient across V1 decreased, 
most prominently in high gradient regions of the spatial frequency map. Further, the 
orientation and spatial frequency contours intersected each other at more orthogonal 
angles. The results were consistent with the predictions of a dimension-reduction model 
of cortical map development. 
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 INTRODUCTION 
The mechanisms responsible for the development of cortical feature maps and the 
spatial relationships between them are not well understood. One possibility is that 
intrinsic mechanisms are responsible for establishing the maps (Crowley and Katz, 2000), 
and that related mechanisms may underlie their spatial relationships. On the other hand, 
self-organization mechanisms dependent on the patterns of spontaneous or visually 
driven input to the system can also, in principle, account for the development of both the 
maps and their relationships (Erwin et al., 1995; Swindale, 1996). Finally, these 
mechanisms could act in combination, where each is responsible for some aspect of 
cortical map organization. 
The spatial relationships between feature maps have similarities across species 
and mechanisms proposed to account for map development must be able to explain these 
relationships. For example, orientation pinwheels tend to be located in ocular dominance 
column centers or in the low gradient regions of the ocular dominance map (Blasdel and 
Salama, 1986; Bartfeld and Grinvald, 1992; Crair et al., 1997b; Hubener et al., 1997; Yu 
et al., 2005). Further, contours of these two maps cross orthogonally, particularly in the 
high gradient regions of the ocular dominance map. Similar spatial relationships have 
been shown for the maps of orientation and spatial frequency (Hubener et al., 1997; Issa 
et al., 2000; Yu et al., 2005). Finally, the global layout of the retinotopic map is 
correlated with that of the ocular dominance (Blasdel and Campbell, 2001) and 
orientation and spatial frequency (Yu et al., 2005) maps.  
Numerous computational models of cortical organization can reproduce the 
structures of and spatial relationships between cortical maps (Erwin et al., 1995; 
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 Swindale, 1996). Although implemented by different algorithms, the models that have 
been successful have common characteristics. Namely, they are “dimension-reduction” 
models driven by two competing constraints: continuity, or a smooth representation of 
each feature, and uniform coverage, or a complete and equal representation of each 
feature combination (Erwin et al., 1995; Swindale, 1996). This observation has led to the  
hypothesis that continuity and coverage principles underlie the structures of cortical maps 
and their spatial relationships; but it does not explain the mechanisms that give rise to the 
maps or their relationships.   
It is unknown whether the spatial relationships between maps are encoded rigidly, 
or whether they are dynamic, such that the relationships can change based on altered 
input patterns to the cortex. If the mechanisms that produce the relationships are rigid, 
then altering one feature map early in development should not affect the layouts of other 
maps. If they proceed dynamically during development, then altering one feature map by 
altering the input patterns to cortex should cause concomitant changes to other maps; 
further, if they proceed according to a dimension-reduction strategy, the changes to the 
other maps should occur in predictable direction.  
Conclusive evidence to distinguish between these alternatives has not yet been 
shown. Following monocular deprivation, the ocular dominance domains belonging to 
the deprived eye shrink. In these animals, pinwheels locate preferentially to the centers of 
the deprived eye’s domains (Crair et al., 1997a). However, pinwheels locate to domain 
centers of each eye’s domains in normal animals as well (Crair et al., 1997b; Hubener et 
al., 1997). Further, if deprived eye domains shrink uniformly around their original peak, 
the relationship observed after the manipulation would result even if the orientation map 
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 had remained static following changes to the ocular dominance map. In strabismic 
animals, the borders of ocular dominance columns sharpen, and orientation and ocular 
dominance contours have a similar bias towards orthogonal intersection angles as found 
in normal animals (Lowel et al., 1998). Again, however, this relationship would be 
expected even if the orientation map had not rearranged. Thus, these experiments do not 
provide evidence that maps can change in a coordinated manner over the time course of 
development. Indeed, these experiments demonstrate that rigid developmental programs 
might allow for the preservation of continuity and coverage principles following minor 
changes to the structure of one map, even without coordinated rearrangement of multiple 
maps. 
Comparing the structures of maps, and the spatial relationships between them, in 
adult animals that have developed with different numbers of feature maps may be a more 
straight-forward way to test whether development proceeds dynamically according to 
dimension-reduction principles. Different relationships between maps are predicted by 
dimension-reduction models when different numbers of features are mapped to cortex 
(Swindale, 2004; Carreira-Perpinan et al., 2005). We reasoned that it may be possible to 
remove, or at least the alter expression of, the ocular dominance map by performing early 
monocular enucleation in the ferret. This manipulation has been shown, at the level of the 
LGN, to result in the absence of the deprived eye layers and expansion of the non-
deprived layers (Guillery et al., 1985). Thus, the substrate of the ocular dominance map at 
the level of the LGN is fundamentally altered. The cortical effects of this manipulation 
have not yet been examined. But significant potential for plasticity exists because the 
thalamocortical afferents in postnatal day zero ferrets have not yet reached the input 
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 layers of cortex (Johnson and Casagrande, 1993; Herrmann et al., 1994). We tested 
whether early monocular enucleation in the ferret removes the cortical map of ocular 
dominance, and whether removal of this map has the effects on the remaining feature 
maps that are predicted by dimension-reduction models. 
 
METHODS 
Computational model. We used the Kohonen self-organizing feature map 
algorithm to simulate the mapping of multiple features across a two-dimensional surface. 
This model was used because it was successful in reproducing the relationships found 
between feature maps in the adult ferret visual cortex (see Chapter 1). To simulate the 
effects of removing a feature map on cortical organization, we compared the results of 
simulations run with different numbers of feature maps, but with otherwise identical 
parameters. In the “5-feature” case, the parameters of the simulations were the same as 
those in Chapter 1 (see Chapter 1 Methods). In the 4-feature case, the parameters were 
the same as those in the 5-feature case, except for the range of the ocular dominance 
input values, z. In the 5-feature case the range was (0,60), but in the 4-feature case the 
range was (0,0) or completely uniform. Thus, in the 4-feature case the ocular dominance 
component did not affect the simulations, and no ocular dominance map formed. For all 
other details of the simulations, see Chapter 1 Methods. 
  
Neonatal monocular enucleations. Monocular enucleations were performed on 
postnatal day zero ferrets (within 24 hours of birth). The ferrets were anesthetized by 
deep hypothermia. The analgesics proparacaine and lidocaine were applied locally to the 
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 eye to be enucleated. The eyelids were separated, the rectus muscles were separated from 
the sclera, and the optic nerve tied off with suture. The antibiotic cephalothin was applied 
to the eye orbital, and the orbital was then packed with sterile gelfoam. The eyelids were 
closed with 6-0 suture. Following recovery from surgery, the animals were returned to 
their mother in their home cage. Animals were allowed to grow to adulthood (>4 months) 
before experiments were performed.  
Preparation for acute physiology. The preparation for acute physiology is 
described in Chapter 1 (see Chapter 1, Methods). 
Optical imaging. The details of optical imaging have been described previously 
(Dragoi et al., 2000). The cortex was illuminated with 630 nm light. Images of cortical 
reflectance were obtained (at 70 pixels/mm) using a slow-scan video camera equipped 
with a tandem macro-lens arrangement, then digitized and fed into a computer (Imager 
3001, Optical Imaging, Mountainside, NJ). The camera was focused 500 µm below the 
cortical surface. Stimuli were generated using CRS (Cambridge Research Systems Ltd., 
Rochester, Kent, UK) on a CRT monitor that was placed at 57 cm from the eyes and 
covered 40° (horizontal) × 30° (vertical) of the visual field. 
Orientation, spatial frequency, and monocular response maps. For orientation and 
spatial frequency maps, stimuli were presented binocularly, and consisted of drifting, 
full-field square-wave gratings having one of 4 orientations (separated by 45°), one of 
four fundamental spatial frequencies (0.08, 0.125, 0.225, or 0.375 cycles/deg), and a 
temporal frequency of 1Hz. The grating stimuli were presented in pseudorandom order, 
each for 5 seconds during which cortical images were captured, followed by 7 seconds of 
a blank screen to allow the reflectance to return to a baseline condition. Single-condition 
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 orientation maps were obtained by subtracting the response to all orientations combined 
(“cocktail blank”) from the response to each single orientation. To produce orientation 
angle maps, filtered single-condition orientation maps (Gaussian filter, standard deviation 
of 0.1 mm) were summed at each pixel vectorially; the angle of the resultant vector is an 
estimate of the average preferred orientation at that pixel. The spatial frequency map was 
calculated by subtracting the average of all filtered orientation single-condition maps 
obtained with high spatial frequency (0.375 or 0.225 c/deg) stimuli from those obtained 
with low frequency (0.125 or 0.08 c/deg) stimuli. For monocular response maps, stimuli 
of four orientations (0.125 c/deg) were presented to the contralateral eye. The response to 
the stimulus was subtracted from the response to the preceding blank screen condition. 
The resulting spatial activation pattern, summed over the four orientation conditions, was 
termed the “monocular response map”, and represents the cortical spatial activation 
pattern due to stimulation of one eye. For the “binocular response map”, the same 
procedure was performed, except that stimuli were presented binocularly. 
Analysis of map structures and relationships. We used identical procedures for 
analyzing our computational and experimental data. Gradient maps were computed from 
spatially low-pass filtered maps of retinotopy, orientation, ocular dominance, or spatial 
frequency as the two-dimensional spatial derivative at each pixel. Let A(x,y) be the value 
at a pixel (x,y), ( ) ( )( )y,xAy,1xAdx −+=  and ( ) ( )( )y,xA1y,xAdy −+= . Then the 
gradient vector magnitude at (x,y) is 22 dydx + , and the gradient vector angle is 
( ) ( dx/dytana/180 )π  and ranges from -90 to 90. The gradient magnitude describes how 
much a feature is changes around a given pixel in the map, and the gradient angle 
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 indicates the axis of cortex along which the feature changes maximally (and is orthogonal 
to the map contour at that pixel).  
 
RESULTS 
Effects of removing a feature map on cortical organization as predicted by a 
dimension-reduction model 
We employed a computational model, based on the Kohonen self-organizing 
feature map algorithm, to simulate the mapping of either 5 or 4 features onto a two-
dimensional cortical surface. The parameters of the 5-feature simulation were chosen 
such that the maps produced closely resembled the layouts of the same five maps 
(elevation retinotopy, azimuth retinotopy, orientation, spatial frequency, and ocular 
dominance) found in the normal ferret visual cortex (see Chapter 1). We used identical 
parameters for the 5- and 4-feature simulations, except for the exclusion of the ocular 
dominance map in the 4-feature case (see Methods). Comparing the results of the two 
simulations allows us to explicitly determine the predicted effects of removing a feature 
map on the layouts of the remaining maps.  
The overall structures of the individual maps produced by the Kohonen model 
were largely similar for the 5- and 4-feature simulations (Figure 1A-H); however, there 
were differences in their details. We focus on the orientation and spatial frequency maps. 
The wavelengths of these two maps were slightly larger in the 4-feature case (Figure 1I), 
and the mean orientation gradient was slightly lower in the 4-feature case (Figure 1J). We 
next analyzed the relationships between the orientation and spatial frequency maps in the 
5- and 4-feature simulations. To do this, we calculated the pixel-by-pixel gradient of each 
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 map (see Methods), and then compared the gradients of two maps at corresponding image 
pixels. We first compared the gradient magnitudes. In the 5-feature case, there was a 
clear tendency for the high gradient pixels of the orientation and spatial frequency maps 
to avoid one another; in other words, there was a negative correlation between the 
gradients (Figure 1K). We found that when going from 5 to 4 features, the gradient 
correlation became even more strongly negative, although not in a linear way (Figure 
1K). We next compared the gradient directions. In the 5-feature case, a similar percent of 
image pixels had near parallel (1-30º) intersection angles between the orientation and 
spatial frequency gradients as near perpendicular (61-90º) angles (Figure 1L). But, for the 
4-feature case, a much greater percentage of pixels had near perpendicular angles than 
near parallel angles. Thus, removal of a single feature map is predicted, by the Kohonen 
algorithm, to alter the remaining maps and the spatial relationships between them in 
several specific ways. 
We next tested whether a feature map could be removed experimentally, and 
whether its removal would impact the layouts of and spatial relationships between the 
remaining functional maps in the ways predicted by the Kohonen model. This would 
allow us to test whether the development of feature maps in the real brain proceeds 
according to similar principles as govern the Kohonen model.  
 
Neonatal monocular enucleation alters the expression of the ocular dominance map 
 
To attempt to remove the cortical map of ocular dominance, we performed 
monocular enucleation. In postnatal day 0 ferrets, we severed the inputs from one eye to 
the brain at the level of the optic nerve, and allowed the animals to grow to adulthood. In 
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 adult animals that had been monocularly enucleated at birth, we found that the optic 
nerve from the enucleated eye had degenerated completely, such that the optic chiasm 
received input from only one eye (data not shown). Thus, the removal of input from one 
eye to the brain was complete. 
To test whether this manipulation successfully ablated the ocular dominance map, 
we compared the cortical spatial activation pattern due to monocular stimulation between 
normal and monocularly enucleated animals. In a normal animal, each eye innervates 
complementary patches in the primary visual cortex, and these form the basis of the 
ocular dominance map. The patches can be revealed by intrinsic signal optical imaging. 
In normal animals, we measured the cortical spatial activation pattern resulting from 
stimulation of the contralateral eye. The responses to grating stimuli of 4 different 
orientations were summed, and the resulting pattern was termed the “monocular single-
condition map” (Figure 2A). As expected, the spatial pattern in this map was not uniform, 
indicating that in a normal animal the contralateral eye activates V1 in a patchy manner. 
To quantify the patchiness, we plotted the light reflectance signal as a function of 
distance along the medio-lateral axis of cortex (across which ocular dominance columns 
run in this region of ferret visual cortex), and calculated the standard deviation (divided 
by the mean level) of this line (Figure 2A). This was done separately for lines at each 
anterior-posterior position within the imaged region. The average standard deviation of 
all positions was termed the “modulation index” for that animal; a higher index indicates 
a more patchy activation of cortex. In animals that had been enucleated at birth, the 
monocular single-condition map was less patchy (Figure 2B). Across all animals, the 
average monocular modulation index was significantly lower in the enucleated animals 
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 compared to normal animals (Figure 2D). Although the modulation index did not go to 
zero in enucleated animals, it did go as low as the degree of modulation resulting from 
binocular stimulation in normal animals (Figures 2C and 2D). The results indicate that 
single-eye stimulation in an enucleated animal activates the cortex more uniformly than 
single-eye stimulation in a normal animal, and as uniformly as does binocular stimulation 
in a normal animal. This suggests that monocular enucleation at postnatal day 0 in the 
ferret significantly reduces and likely removes the expression of the functional ocular 
dominance map in cortex. These results, along with previous results (Guillery et al., 
1985), suggest that the eye-specific patches found in both LGN and cortex in a normal 
ferret are no longer present in monocularly enucleated ferrets; thus, the retino-geniculo-
striate pathway becomes monocular (Figure 3). 
 
Formation of feature maps in monocular ferrets 
Given that we successfully removed the ocular dominance map, we next tested 
whether the remaining feature maps could still form in these animals. If so, then we 
wished to determine whether their structures would be altered in the manner predicted by 
the Kohonen model. In the binocular region of normal ferret V1 as well as in V2, 
orientation preference is mapped smoothly in orientation “domains” and breaks sharply at 
“pinwheels” and “fractures” (Figure 4A). In monocular ferrets, in the cortex contralateral 
to the remaining eye, orientation maps appeared normal in both V1 and V2 (Figure 4B). 
Further, the distribution of orientation preferences was similar for normal and monocular 
ferrets, though the bias for orientation preferences near 0 and 90 found in normal ferrets 
was somewhat less pronounced in monocular ferrets (Figure 4C). Spatial frequency 
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 preference is also mapped in the binocular region of normal ferret V1, in alternating high 
and low domains (Figure 4D). In monocular ferrets, in the cortex contralateral to the 
remaining eye, we also find a map of spatial frequency preference (Figure 4E), though 
the distribution of preferred spatial frequencies shifted upwards compared to normal 
controls (Figure 4F). Interestingly, in the cortex ipsilateral to the remaining eye in 
monocular animals, we find an orientation map but not a spatial frequency map (Figure 
5). It is unclear whether the spatial frequency map did not form, or was too weak to 
detect. Thus, visual input from the contralateral eye alone is sufficient to form an 
orientation and spatial frequency map; visual input from the ipsilateral eye alone is 
sufficient to form an orientation map, but may not be sufficient to form a spatial 
frequency map. 
Another map which of course exists in normal ferret V1 is that of retinotopy, and 
we also measured the structure of the retinotopic map in normal and monocular ferrets, as 
well as the relationship between this map and that of orientation (Supplementary Figure 
1). However, we found that measurement of the local structure of the retinotopic map 
with optical imaging is prone to artifacts, such that comparing the structure of this 
particular map between normal and enucleate ferrets may not be meaningful 
(Supplementary Figure 2). 
 
Alterations in the structures of individual feature maps in monocular ferrets 
Given that the orientation and spatial frequency maps can form in monocular 
animals without an ocular dominance map, we can determine whether the layouts of the 
maps change in the manner predicted by the Kohonen model following the removal of a 
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 feature map. The Kohonen model predicted that the removal of a feature map, leaving 
everything else constant, should result in a higher wavelength of the orientation and 
spatial frequency maps (see Figure 1). Experimentally, we found that while there was a 
slight trend for a higher wavelength of the orientation map in monocular ferrets compared 
to normal ferrets, consistent with the model prediction, neither map wavelength differed 
significantly between normal and monocular ferrets (Figure 6A-B). 
However, we did find an interesting difference in the gradient, or rate-of-change, 
of the orientation map in the monocular ferrets. In a normal ferret (Figure 7A), most of 
V1 is covered by iso-orientation domains, where orientation gradient is low; these 
regions are punctuated by orientation pinwheels and fractures, which have a high 
orientation gradient. A similar layout was observed for the orientation gradient map in 
monocular ferrets (Figure 7B). But a pronounced difference was that the average 
orientation gradient over all image pixels of V1 was significantly lower for monocular 
ferrets than for normal ferrets (Figure 7C-D). While we also found an effect of gender on 
the orientation gradient within monocular animals, it still held that the orientation 
gradient was lower in monocular ferrets than in normal ferrets of the same gender (Figure 
7C-D; we have data from only female normal ferrets, not male normal ferrets). These 
results are consistent with the Kohonen model (see Figure 1), which predicted that the 
removal of a feature map should result in a lower average orientation gradient. 
 
Alterations in feature map relationships in monocular ferrets 
 A central prediction of the Kohonen model and other dimension-reduction models 
is that the number of features that are mapped within a cortical area should determine the 
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 spatial relationships between the maps (Swindale, 2004; Carreira-Perpinan et al., 2005). 
For example, we showed that removal of the ocular dominance map is predicted to have 
two specific consequences on the spatial relationships between the orientation and spatial 
frequency maps. First, it should increase the tendency for high orientation gradient 
regions to avoid high spatial frequency gradient regions (see Figure 1K). Second, it 
should increase the tendency for gradients of orientation and spatial frequency maps to 
intersect each other orthogonally (see Figure 1L). We asked whether the experimental 
removal of the ocular dominance map, caused by monocular enucleation, altered the 
relationships between the orientation and spatial frequency maps in these two ways. 
In normal ferrets (Figure 8A), regions of high orientation gradient (bright red) 
tend to avoid regions of high spatial frequency gradient (bright green). The relationship 
between these gradient maps can be illustrated directly by plotting the orientation 
gradient as a function of the spatial frequency gradient. For each normal animal tested, it 
can be seen that as the spatial frequency gradient increases, the average orientation 
gradient decreases (Figure 8C, red lines). The same overall tendency holds for monocular 
ferrets (Figure 8B-C), but pooling the data within normal and monocular ferrets revealed 
a difference between the groups in the details of the relationship (Figure 8D). 
Specifically, within the high spatial frequency gradient regions of V1, the orientation 
gradient was lower in the monocular ferrets than in normal ferrets. Interestingly, this 
indicates that the decrease in the average orientation gradient found in monocular ferrets 
(see Figure 7) does not occur uniformly across the cortex, but rather is most pronounced 
in the high spatial frequency gradient regions (the same trend held when comparing 
between normal females and either monocular females or monocular males; Figures 8E-
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 F). This result is consistent with the Kohonen model, which predicts that removal of a 
feature map should result in an overall decrease in the orientation gradient, and that the 
change in the orientation gradient should be non-uniform: there should be a slight 
increase of the orientation gradient in the lowest spatial frequency gradient regions, and a 
more pronounced decrease in the highest spatial frequency gradient regions (see Figure 
1K). 
A related prediction of the Kohonen model is that the removal of a feature map 
should result in more orthogonal intersection angles between the contours of the 
remaining maps (see Figure 1). In Figure 9A, we superimpose the contour maps of 
orientation and spatial frequency from a normal ferret. A slight tendency for contours (or 
gradients) of the two maps to cross at near perpendicular angles may be visible, though 
quantifying the relationship shows that it is weak (Figure 8C). We found that in normal 
ferrets, there was not a significant difference in the percent of image pixels having near 
perpendicular intersections (61-90º) and near parallel intersections between orientation 
and spatial frequency gradients (1-30º; Figure 9D). However, in monocular ferrets 
(Figure 9B), there was a highly significant tendency for more image pixels to have near 
perpendicular intersection angles than near parallel angles (Figure 9D). The results 
indicate that when a feature map is removed, the intersection angles between the 
orientation and spatial frequency gradients become more orthogonal; this is in agreement 
with the predictions of the Kohonen model (see Figure 1L). 
We showed previously that in the normal ferret, the tendency for orthogonal 
crossings between orientation and spatial frequency gradients is most pronounced in 
those regions of the cortex where high gradient magnitude regions of these two maps 
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 coincide (see Chapter 1). Orientation and spatial frequency contours from a normal ferret 
(Figure 9E) and from a monocular ferret (Figure 9F) are displayed only for those regions 
of cortex where the high gradient regions of orientation and spatial frequency overlap. 
Close inspection of these maps reveals that the contours of the two maps have a tendency 
to cross orthogonally within these regions. In Figure 9G, we plot the percent of image 
pixels having intersection angles within 9 different ranges (0-10º, 10-20º, …, 80-90º), 
considering only those regions where both the orientation and spatial frequency gradients 
are within the highest 30th percentile. The individual plots are noisy, because the 
calculation derives from pixels covering only 9% of the surface area of the imaged 
region; however, it can be seen that the tendency for orthogonal intersections is higher 
within these high gradient overlap regions than across the whole V1 (compare Figure 9G 
to Figure 9C). Also, there was a significantly higher percentage of image pixels having 
near perpendicular intersection angles within high gradient overlap regions of the 
orientation and spatial frequency maps, compared to over the whole V1; this was true for 
both normal and monocular ferrets (compare Figure 9H to Figure 9D). The extent of 
orthogonal intersection angles, within the high gradient overlap regions, was not 
significantly different between normal and monocular ferrets (Figure 9H); this is perhaps 
because the calculation was noisy because of being restricted to only a small percent 
pixels from the imaged regions.   
  
DISCUSSION 
We show in this study that neonatal monocular enucleation in the ferret results in 
the absence of a functional ocular dominance map in the adult visual cortex. Thus, 
 107
 following an altered pattern of input to cortex, the number of feature maps that exist in a 
cortical area can change. Further, the spatial relationships between the remaining feature 
maps are altered in a manner that is in agreement with the predictions of a dimension-
reduction model of cortical organization. Thus, relationships between feature maps are 
not intrinsically determined; rather, maps can rearrange over the time course of 
development in a manner that is consistent with optimizing dimension-reduction 
principles for the numbers of features that are mapped in a given area. 
 
The effects of monocular enucleation on ocular dominance properties in the ferret 
 
The effects of monocular enucleation on the organization of the visual pathway 
are dependent on when the enucleation is performed as well as the age at which the 
assays are performed. Enucleation performed at an early age causes profound changes to 
visual system organization, but some of the effects might not take place until after feature 
maps are initially established in cortex. 
Monocular enucleation of the retina appears to have little effect on patterns of 
ocular dominance in cortex, when these affects are measured in pre-eye opening ferrets. 
Ocular dominance columns in the cortex of the ferret develop around P16, well before the 
age of eye-opening (Crowley and Katz, 2000). Monocular enucleation, when performed 
between the ages of P7 and P14, does not disrupt the initial establishment of these ocular 
dominance bands, measured between P17 and P21 (Crowley and Katz, 2000). This 
suggests that the balance of retinal input, between P7 and P14, does not play an 
instructive role in ocular dominance column formation. 
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 In contrast, when visual system properties are measured at later ages, significant 
effects of monocular enucleation are detected on the anatomical properties of the LGN. In 
adult ferrets that have been monocularly enucleated at P0, geniculate A layers can be 
distinguished from C layers, but not all LGN layers are present. The layers that are 
normally innervated by the remaining eye survive and expand while those belonging to 
the enucleated eye do not survive (Guillery et al., 1985). Thus, by adulthood the LGN 
architecture which forms the basis for ocular dominance columns has been fundamentally 
altered. 
The cortical effects of monocular enucleation have not been characterized in the 
adult ferret. But even more subtle imbalances in activity patterns between the two eyes, 
caused by monocular lid suture during the critical period, can greatly change ocular 
dominance properties in adult ferret cortex (Issa et al., 1999). In other species, the effects 
of monocular enucleation have been characterized in the adult cortex. If a monkey is 
monocularly enucleated during the second fetal month, transneuronal labeling of the 
remaining eye indicates that it uniformly innervates layer 4 of cortex, rather than 
innervating ocular dominance patches as in a normal animal (Rakic, 1981). At the level 
of the LGN, the results of monkey monocular enucleation performed at this age are 
similar to those of ferret monocular enucleation performed at postnatal day zero (the age 
at which our enucleations were performed); the retinal input from the remaining eye 
spreads over the entire LGN rather than remaining restricted to eye-specific layers 
(Rakic, 1981). Thus, a similar result as is observed due to prenatal monocular 
enucleation in monkeys (i.e. uniform innervation of layer IV of visual cortex by the 
remaining eye) may be expected to occur due to postnatal day 0 monocular enucleation 
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 in ferrets, though this must be tested experimentally. The cortical effects of monocular 
enucleation in the monkey are less pronounced when the procedure is performed at later 
stages of development (Horton and Hocking, 1998). In cats monocularly enucleated 2 
weeks before birth or earlier, it was reported that all neurons from the normally binocular 
area of V1 could be driven by the single remaining eye (Shook et al., 1985). However, in 
layer IV of binocular cortex in normal cats, 80% of cells can be driven by both the 
contralateral and ipsilateral eyes (Shatz and Stryker, 1978). Since an even greater 
percentage can presumably be driven by one eye only in normal animals, it is not clear 
whether there is a significant increase in the amount of cells that can be driven by one eye 
in monocularly enucleated compared to normal cats. 
Though the visual cortex of ferrets has not been examined following monocular 
enucleation, a significant potential for plasticity is expected to exist given that the visual 
system is immature at the time of birth. At postnatal day zero, the eye-specific layers of 
the thalamus are not yet distinguishable, and the afferents from the two eyes are still 
entirely overlapping in the nucleus. Geniculocortical afferents have reached the subplate 
of cortex but have not yet reached layer 4. 
Our physiological measurements indicate a strong effect of P0 monocular 
enucleation on the functional ocular dominance properties of cortex. The remaining 
contralateral eye in monocular ferrets activates the superficial layers of cortex 
significantly more uniformly than the contralateral eye does in normal ferrets. This 
indicates that our manipulation did flatten the ocular dominance map in binocular visual 
cortex. Taken together with the previous studies mentioned, it is likely that the effects of 
monocular enucleation on visual cortex organization that we measured (as well as those 
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 previously measured in LGN) take place not at very young ages, but rather near eye-
opening (postnatal day 30) or during the critical period. 
 
Effects of monocular enucleation on other physiological properties of cortex 
Some functional consequences of early monocular enucleation have been 
examined. In cats that were monocularly enucleated 2 weeks before birth, 
electrophysiological recordings in V1 indicated that cells are still orientation selective, 
and that a smooth progression of orientation preferences is encountered as the cortex is 
traversed tangentially (Shook et al., 1985). This indicates that orientation preference is 
still mapped smoothly, although it was unknown whether the full two-dimensional 
structure of the map was normal. To our knowledge, the present study was the first to 
measure this structure, and our results indicate that in the ferret the overall structure is 
largely unchanged. Thus, the expression of the orientation map in binocular V1 does not 
appear to depend on binocular input, or on the presence of the ocular dominance map. 
One functional difference reported between monocularly enucleated and normal 
cats is that in the former, cells have smaller receptive fields on average (Shook et al., 
1985). Consistent with this observation, a selective loss of contrast sensitivity for lower 
spatial frequency stimuli, as well as behavioral disruptions in the detection of low spatial 
frequency stimuli, have been reported in monocular enucleates (Bisti and Trimarchi, 
1993; Bisti et al., 1995). Consistent with these reports, we find that the preferred spatial 
frequency of cells is higher on average in monocular ferrets than in normal ferrets. It is 
unknown why this occurs; the effect could be adaptive, or could result from the 
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 contralateral and ipsilateral eyes carrying different spatial frequency information in 
normal animals and therefore the loss of a subset of this input in monocular enucleates. 
 
Possible mechanisms for the development of feature maps and their relationships 
The initial establishment of feature maps in visual cortex, with the exception of 
the direction map, appear resistant to changes in visual activity patterns (Crair et al., 
1998; Crowley and Katz, 1999; White et al., 2001b; Li et al., 2006). However, altered 
activity patterns following eye-opening and during the critical period can greatly alter the 
structures of maps and provide instructive cues for their development (Wiesel and Hubel, 
1963; Crair et al., 1998; Sengpiel et al., 1999; White et al., 2001b; Li et al., 2006).  
Less is known about the mechanisms responsible for the specific spatial 
relationships that exist between feature maps in visual cortex. We envision two possible 
general mechanisms that could account for the existence of these spatial relationships. 
First, map relationships could be set up by a process that is not responsive to changes in 
input patterns during development (at least following some specific developmental age). 
This would imply that the maps lose the ability to interact with each other after that age. 
For example, the layouts of individual maps could be instructed by the spatial expression 
patterns of certain patterning molecules, and the relationships between maps could arise 
from interactions between the molecules responsible for setting up the different 
individual maps. If these molecules were unresponsive to later changes in the individual 
maps, caused by altered input patterns, then altering one map would not affect the layouts 
of the remaining maps.  
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 On the other hand, the mechanisms that set up the relationships between 
individual maps could retain the ability to respond to changes in inputs and be active 
throughout some period of development. If this were true, alterations in input patterns 
that caused a change in the pattern of one map would result in the rearrangement of the 
other maps as well. Our results support this second proposal—that mechanisms which set 
up map relationships are responsive to alterations in input activity patterns at or after the 
age of enucleation in this study, i.e. postnatal day zero in the ferret. Either molecular 
mechanisms or activity-dependent mechanisms could be responsible. For example, 
alterations in one map could cause the expression pattern of a molecule to change, and 
this could in turn change the expression patterns of the molecules with which the first 
molecule interacts. On the other hand, activity-dependent synaptic modification rules 
might be responsible for map relationships and remain active throughout development. It 
appears that monocular enucleation may not affect the initial establishment of the ocular 
dominance map, but rather may affect the expression of this map at later ages. We 
suggest that the effects of this manipulation on the remaining maps in cortex, as well, 
may occur at later stages of development, such as during the critical period and when the 
animal is receiving patterned visual input. 
  
Previous computational model studies of mapping different numbers of features 
onto a two-dimensional cortex 
A number of groups have recently used computational models to explore the 
consequences of mapping different numbers of features onto a two-dimensional surface. 
Swindale (2004) has shown, using the Kohonen algorithm, that the gradient correlations 
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 between retinotopy and other feature maps are predicted to become weaker as more 
parameters are represented with an area. Our group made a similar prediction, using 
simulation parameters that closely reproduce the structures maps found in the ferret 
visual cortex (see Chapter 1). When retinotopy was mapped along with orientation alone, 
the regions of high retinotopic gradient were clearly correlated with regions of low 
orientation gradient. However, when ocular dominance and spatial frequency were also 
mapped onto the same surface, the relationships between the retinotopic and orientation 
gradients became weaker. It has also been recently shown in studies using the elastic-net 
algorithm that as additional features are mapped, the orthogonality of the features that are 
mapped becomes slightly less pronounced and the wavelengths of the remaining maps 
decrease slightly (Carreira-Perpinan et al., 2005). 
We are the first to test the predictions of these dimension-reduction models 
experimentally, and we show that the removal of a feature map has effects that are 
consistent those predicted by the models. In the current study, we attempted to simulate 
as realistically as possible the effects of removing the ocular dominance in the ferret. We 
use simulation parameters which produce maps that closely resemble those found in 
ferret, and model the effect of removing just one feature map. 
We consider the agreement between our experimental results and the prediction’s 
of models as evidence that during development, the cortex may be trying to optimize 
similar principles as are driving the models. The Kohonen algorithm and elastic net 
simulations can both be considered to be driven by the opposing principles (or 
constraints) of achieving uniform representation of multiple feature combinations, along 
 114
 with a smooth or continuous representation of each feature. Our results suggest that 
cortical organization may be driven by these constraints as well. 
On the other hand, the biological mechanisms by which these principles are 
established remain unknown; the mechanisms of the models are in some cases likely 
biologically implausible. We do not take the agreement between the experimental and 
model results as evidence that the mechanisms of the model act in the cortex; indeed, the 
Kohonen and elastic net algorithms each make qualitative predictions that agree with our 
experimental results, thought each proceed via different mechanisms. Regarding 
mechanisms, our results do suggest that the principles of coverage and continuity in the 
visual cortex are not encoded rigidly, but rather can act over the time course of 
development in response to altered input patterns to optimize cortical organization based 
on the number of feature maps that exist. 
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 Figure 1. Altering the number of features represented on a 2-D surface is predicted to change the feature 
maps and their relationships. Using the Kohonen model, we mapped either five (A-D) or four (E-H) features 
onto a 2-D surface. (A, D) The retinotopic map is illustrated by iso-elevation (horizontal in figure) and iso-
azimuth (vertical in figure) contours; all contour intervals are identical. Vertical contour lines are more widely 
spaced than horizontal contour lines, indicating an anisotropy in the visual map magnification factor. This 
simulates a similar anisotropy found in ferret visual cortex. (B, E) The orientation preference map, denoted by 
color-coding each pixel according to its preferred orientation. (C, G) The spatial frequency preference map. (D, 
H) The ocular dominance map; the ocular dominance value of all image pixels was uniform in the 4-feature 
simulation, to simulate the results of removing the ocular dominance map. (I) The wavelengths of the 
orientation and spatial frequency maps, calculated by determining the frequency with maximum power 
following 2-D Fourier analysis. (J) The mean orientation gradient magnitude over the entire model cortex. The 
2-D orientation gradient was calculated at each pixel, and the magnitude of the gradient was averaged over the 
entire region. (K) Image pixels are grouped into ten bins according to their spatial frequency gradient (bin 1: 0-
10% of maximum; bin 2: 10-20% of maximum; …) and the mean orientation gradient for each group is 
indicated. (L) The intersection angle between the orientation gradient and spatial frequency gradient at each 
pixel of the model cortex was calculated; the percent of image pixels that had intersection angles that were near 
parallel (1-30°) or near perpendicular (61-90°) is indicated.
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Figure 2. The cortical activation pattern due to monocular stimulation is more spatially uniform in 
enucleated ferrets than in normal ferrets. (A-B) Maps represent intrinsic signal optical imaging “single-
condition monocular” maps, produced by summing the cortical response to monocular presentation of grating 
stimuli of four different orientations. The plots represent the light reflectance pattern along a vertical line 
through the corresponding map at the position indicated. The standard deviation of this line, averaged over all 
positions, is termed the monocular spatial modulation index for that animal. The data in (A) comes from a 
normal ferret; the data in (B) comes from a monocularly enucleated ferret. (C) Same as in A-B, except that both 
eyes were stimulated in a normal ferret. (D) The average modulation index for the three groups. Error bars 
denote the standard error of the mean over 8, 7, and 5 ferrets, respectively. Scale bar in (A) 1 mm, and applies 
to (A-C). 
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Figure 3. Schematic of the retino-geniculo-striate pathway of normal and monocularly enucleated 
ferrets. (A) Pathway from normal ferrets. The two eyes project to alternate layers in the LGN and alternate 
ocular dominance columns within binocular V1. (B) Pathway from a ferret that was monocularly 
enucleated at P0. In the LGN of these animals, it was previously shown with anatomical methods that the 
eye-specific layer normally belonging to the enucleated eye is absent, whereas the remaining eye layer 
expands slightly; the remaining eye terminates over a region larger than normal (Guillery et. al, J. 
Neurosci., 1985). Our results demonstrate that single-eye stimulation in enucleates activates the cortex as 
uniformly as binocular stimulation in normal animals, suggesting that the physiological ocular dominance 
map in binocular V1 is weakened or extinguished.  
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Figure 4. Maps of orientation and spatial frequency form in monocular ferrets. (A-B) Orientation 
preference maps in V1 and V2 from a normal ferret (A) and from the cortex contralateral to the remaining 
eye in a monocular ferret (B). Each pixel is color-coded according to its preferred orientation. (C) The 
distribution of preferred orientations within V1. Error bars denote standard error of the mean of 7 normal 
ferrets and 8 monocular ferrets. (D-E) Differential spatial frequency maps in V1 from a normal ferret (D) 
and from a monocular ferret (E). (F) The relative percent of image pixels responding more strongly to 
either low (0.08 cycles/degree) or high (0.225 cycles/degree) spatial frequency grating stimuli. Error bars 
denote standard error of the mean over 6 normal ferrets and 8 monocular ferrets. Scale bar in (A) 1 mm, 
and applies to (A-B, D-E). 
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Figure 5. The orientation map forms within V1 and V2 of the cortex ipsilateral to the remaining eye 
in monocular enucleates. (A) An orientation preference map in V1 and V2 in the cortex ipsilateral to the 
remaining eye in a monocular ferret. Each pixel is color-coded according to its preferred orientation. Scale 
bar in (A) 1 mm. 
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Figure 6. The wavelengths of the orientation and spatial frequency maps in normal and monocular 
ferrets. (A) The wavelength of the orientation preference map, calculated using 2-D Fourier analysis. Error 
bars denote standard error of the mean over 4 normal ferrets and 8 monocular ferrets. (B) The wavelength 
of the differential spatial frequency map, calculated using 2-D Fourier analysis. Error bars denote standard 
error of the mean over 3 normal ferrets and 5 monocular ferrets. 
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Figure 7. The orientation gradient map in normal and monocular ferrets. (A-B) The orientation 
gradient map from a normal (A) or monocular (B) ferret, produced by calculating the 2-D orientation 
preference gradient at each pixel. (C) For each ferret, we calculated the mean orientation gradient 
magnitude over all image pixels of the imaged portion of V1. (D) The average of the mean orientation 
gradient within each group. Error bars denote standard error of the mean over 7 normal female ferrets, 7 
monocular female ferrets, and 6 monocular male ferrets. Scale bar in (A) 1 mm, and applies to (A-B). 
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Figure 8. The relationship between the orientation gradient magnitude and the spatial frequency 
gradient magnitude. (A-B) The orientation gradient map is superimposed on the spatial frequency 
gradient map. Results are from a normal (A) or monocular (B) ferret. (C) For each individual animal, 
image pixels from V1 are grouped into ten bins according to their spatial frequency gradient (bin 1: 0-10% 
of maximum; bin 2: 10-20% of maximum; …) and the mean orientation gradient for each group is 
indicated. (D-F) Same as in (C), except each point represents the average over the individual cases within 
the group. Error bars denote standard error of the mean over 5 normal ferrets (D-F) and either 2 female and 
2 male monocular ferrets (D), 2 female monocular ferrets (E), or 2 male monocular ferrets (F). Scale bar in 
(A) 1 mm, and applies to (A-B).  
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Figure 9 
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 Figure 9. The relationships between the orientation contours (or gradient directions) and the spatial 
frequency contours. (A-B) Iso-orientation contours are superimposed on iso-spatial frequency contours. 
Results are from a normal (A) or monocular (B) ferret. (C) The percent of image pixels in V1 having 
intersection angles, between the orientation gradient and the spatial frequency gradient, within the 9 ranges 
indicated. (D) The percent of pixels in V1 having intersection angles between the orientation gradient and 
the spatial frequency gradient within 1-30 degrees or 61-90 degrees. Error bars denote standard error of the 
mean over 5 normal ferrets and 4 monocular ferrets. (E-F) Iso-orientation contours are superimposed on 
iso-spatial frequency contours. However, the contours are only shown in those regions of V1 where both 
the orientation gradient magnitude and spatial frequency gradient magnitude were within the highest 50th 
percentile of the values in that area. (G-H) Intersection angles between orientation gradients and spatial 
frequency gradients, as in C-D, except considering only the image pixels where both the orientation 
gradient and spatial frequency gradient were within the highest 30th percentile. Error bars denote standard 
error of the man over 5 normal ferrets and 4 monocular ferrets. Scale bar in (A) 1 mm, and applies to (A-B, 
and E-F). 
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 SUPPLEMENTAL DATASET 
METHODS 
Retinotopic maps. To generate retinotopic maps, we used a periodic visual 
stimulation paradigm (presented to the contralateral eye) combined with continuous data 
acquisition optical imaging (Kalatsky and Stryker, 2003). We used either oriented bar 
stimuli or oriented aperture stimuli. The bar stimuli (see Supplementary Figure 2A) 
consisted of elongated vertical bright bars (1° width × 30° height) on a dark background, 
where each bar was separated by 20° in the azimuth dimension. The bars flashed at 3 Hz 
and shifted their azimuth location by 0.66° every second, such that a bar passed by any 
given visual field location on the monitor every 30 seconds. For the aperture stimuli (see 
Supplementary Figure 2G), the background was gray and the stimulus consisted of 
gratings visible through a vertical aperture. The gratings had a spatial frequency of 0.225 
cycles/degree and cycled randomly through 4 different orientations at 4 Hz. Along the 
horizontal center of the vertical aperture, the contrast of the gratings was 100%, and in 
moving away from the center, the contrast of the gratings decreased with a Gaussian fall-
off until they reached 0% contrast. Each vertical aperture was separated by 24º in the 
azimuth dimension. The aperture drifted along the azimuth dimension of space at 
1.6°/second, such that an aperture passed by any given visual field location on the 
monitor every 15 seconds. Light-reflectance images were captured at 3 Hz. Each 
retinotopic stimulus trial consisted of 8-24 cycles of stimulation, after which a blank 
screen was shown for 25 seconds, and each experiment consisted of 5-15 such trials. The 
light-reflectance data were averaged in phase over all trials and cycles. Each frame of the 
averaged response  thus represents the activation pattern during a restricted phase of the 
 128
 stimulus cycle. To obtain the retinotopic single-condition maps, each frame was 
subtracted from the mean of all the frames and then filtered (Gaussian filter, standard 
deviation of 0.06 mm). To determine each pixel’s preferred receptive field position, we 
calculated the phase of the Fast Fourier Transform (FFT) at the stimulation frequency, on 
the time-course response of each pixel (Kalatsky and Stryker, 2003). Since the optical 
imaging signals follow the stimulation with an unknown lag time, this method provides 
maps of relative rather than absolute retinotopy. All of our analyses rely only on relative 
retinotopy values. 
 
RESULTS 
Relationships between the maps of orientation and retinotopy 
We examined the relationships between the maps of orientation and retinotopy in 
normal and monocular ferrets. Though there were minor differences in the relationships 
between the two groups, we found artifacts in the measurement of the retinotopic map 
that indicate that the comparison may not be meaningful. 
In analyzing the retinotopic map, we consider only the azimuth axis of the map, 
since this represents the high gradient axis of retinotopy, owing to the pronounced 
anisotropy of visual space representation in the region of ferret visual cortex that was 
examined (see Chapter 1). We first explored whether there were relationships between 
the orientation and retinotopic gradient magnitudes. In Supplementary Figure 1A, we 
superimpose a map of the orientation gradient on a map of the azimuth retinotopy 
gradient. The same maps, obtained from a monocular ferret, are shown in Supplementary 
Figure 1B. Unlike the case for orientation and spatial frequency, where a clear correlation 
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 between the gradient maps can be seen, there was no obvious relationship between the 
gradients of orientation and retinotopy. In Supplementary Figure 1C, we plot the 
orientation gradient as a function of the retinotopy gradient. A significant amount of 
variability exists from animal to animal in both normal and monocular ferrets. After 
averaging over animals, we do not see a clear relationship between the orientation 
gradient and retinotopic gradient in either group (Supplementary Figure 1D). 
We also examined the contour relationships between the maps of orientation and 
retinotopy in normal and monocular ferrets. In Supplementary Figure 1E, the contours 
from the orientation map are superimposed on the contours from the azimuth retinotopic 
map, each obtained from the same region of a normal ferret. A clear spatial relationship 
between the two maps is visible. Namely, the orientation contours tend to cross the 
retinotopy contours at near perpendicular intersection angles. This relationship is 
quantified in Supplementary Figures 1G-H, where we plot the percent of image pixels 
having intersection angles within 9 different ranges (0-10º, 10-20º, …, 80-90º). Clearly, 
as the intersection angle range increases, the amount of pixels within that range increases. 
This result indicates that the orientation and retinotopic maps have a strong correlation in 
normal ferrets, and was shown previously by our group. The same relationships are 
illustrated for monocular ferrets in Supplementary Figures 1F-H; the orthogonal 
relationships between the orientation and retinotopic map contours persist in the 
monocular animals (while the relationship is slightly stronger in monocular ferrets than in 
normal ferrets, caution must be taken in comparing the retinotopic and orientation map 
relationships between normal and monocular animals—see Supplementary Figure 2 
below). Thus, it is clear that there is an inter-dependence between the retinotopic and 
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 orientation maps in both normal and monocular ferrets: on average, these maps intersect 
each other orthogonally. Importantly, this is not evidence for a local co-variation between 
the gradients of the maps; rather, it appears to arise because the orientation domains are 
stretched along a specific axis of the azimuth map in both normal and monocular ferrets 
(see Chapter 1). 
 
Artifacts associated with measuring the local structure of the retinotopic map with 
intrinsic signal optical imaging 
We found possible systematic artifacts in measuring the local structure of the 
retinotopic map with intrinsic signal optical imaging, which are dependent on the 
stimulus paradigm employed and the nature of the cortical area examined. In the Fourier 
method of optical imaging, pioneered by Kalatsky and colleagues for measuring the 
retinotopic map, the stimulus is a bar that drifts orthogonally to its orientation 
(Supplementary Figure 2A). To measure the azimuth dimension of visual space, the 
stimulus is a vertical bar that moves horizontally. The bar drifts over the receptive field of 
each cortical pixel periodically, leading to a periodic and roughly sinusoidal temporal 
response pattern for each activated pixel. By performing Fourier analysis on the temporal 
response pattern for each pixel, the response magnitude of the pixel as well as the 
azimuth component of its receptive field location (relative to nearby image pixels) can be 
determined. The response magnitude is given by the amplitude of the Fourier component 
of the pixel’s temporal response profile at the stimulation frequency, and the receptive 
field location is given by the phase of this Fourier component. Not unexpectedly, we find 
that the response magnitude of a pixel, due to periodic stimulation with an oriented bar, 
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 depends on the pixel’s orientation preference. Specifically, when the stimulus is a vertical 
bar, the response magnitude is largest for image pixels whose preferred orientation is near 
vertical (Supplementary Figures 2B-D). More surprisingly, we find that the difference 
between the response phases (receptive fields) of nearby pixels, i.e. the cortical 
magnification, also depends on the degree of activation of the pixels in the local region. 
Specifically, the azimuth retinotopic magnification increases with the degree of activation 
of the individual pixels (Supplementary Figure 2E). Further, given the observation that 
pixels whose preferred orientation is near vertical are activated the most strongly 
(Supplementary Figure 2D), it follows and indeed can be shown that retinotopic 
magnification is highest for pixels that have near vertical orientation preferences 
(Supplementary Figure 2F). This relationship could either reflect a real relationship 
between the azimuth retinotopic map and the orientation preference map, or could derive 
from an artifact of using a vertical stimulus to measure the azimuth map. We have 
performed further measurements that support the latter interpretation. 
Specifically, we created a stimulus for measuring the azimuth retinotopic map that 
contains multiple orientation components, rather than simply a vertical component. The 
stimulus is an aperture within which are flashed gratings of 4 different orientations 
(Supplementary Figure 2G). Like the vertical bar stimulus used previously, this vertical 
aperture stimulus drifts horizontally, periodically drifting over each receptive field 
location. The stimulus robustly activates the cortex and can be used to measure the 
azimuth retinotopic map. Interestingly however, there is no longer a clear relationship 
between cortical activation and orientation preference—the relationship is noisy 
(Supplementary Figure 2J). Further, there is not a clear relationship between the azimuth 
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 magnification and the preferred orientation (Supplementary Figure 2K). Thus, the 
relationship between azimuth magnification and preferred orientation is different 
depending on whether it is measured with a bar stimulus or an aperture stimulus. This 
implies that the retinotopic map measurement is prone to artifacts and that it is difficult to 
determine the true local structure of the map. The fact that orientation is mapped in 
domains in the ferret, combined with the fact that the retinotopic map is being measured 
with an oriented stimulus, are likely what give rise to the artifacts.  
It also appears that the presence of the ocular dominance map confounds the 
measurement of the retinotopic map. In Supplementary Figure 2H, we show a map of 
ocular dominance from the ferret. We also measured the azimuth retinotopic map in this 
same region. Importantly, the stimulus was presented to the contralateral eye only, in 
order to avoid possible confounds arising from misalignment of the optic axes of the two 
eyes. We find that the response magnitude of a pixel, due to periodic stimulation with the 
aperture stimulus, depends on the pixel’s ocular dominance value. Specifically, the 
response magnitude increases as the ocular dominance index becomes more contralateral 
(Supplementary Figures 2H-I, 2L). Further, as noted in the section above, the cortical 
magnification also depends on the degree of activation of the pixels in the local region. 
Specifically, the azimuth retinotopic magnification increased with the degree of 
activation of the individual pixels (Supplementary Figure 2M). Further, given the 
observation that contralateral-preferring pixels are activated the most strongly 
(Supplementary Figure 2L), it follows and indeed can be shown that retinotopic 
magnification is highest for contralateral-preferring pixels (Supplementary Figure 2N). 
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 Thus, the presence of the ocular dominance map causes artifacts in the azimuth 
retinotopy measurement. 
With regard to comparing, between normal and monocular ferrets, the 
relationships between the azimuth retinotopic map and the orientation map, the previous 
observations present a particular problem. Namely, our results indicate that the ocular 
dominance map is present in normal ferrets but absent in monocular ferrets (see Figure 
2). If the presence of the ocular dominance map leads to artificial distortions in the 
measurement of the retinotopic map, then these artificial distortions are expected to be a 
problem in normal ferrets but not a problem in monocular ferrets (since they do not 
express an ocular dominance map), even when the same stimulus paradigm is used to 
measure the map in the two cases. Thus, it may not be meaningful to compare, between 
normal and monocular ferrets, the local structure of the retinotopic map, or the local 
relationships between the retinotopic and other maps, at least with the method of intrinsic 
signal optical imaging. 
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Supplementary Figure 1 
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 Supplementary Figure 1. The relationship between the orientation gradient and the retinotopy 
gradient. (A-B) The orientation gradient map is superimposed on the azimuth retinotopy gradient map. 
Results are from a normal (A) or monocular (B) ferret. (C) For each individual animal, pixels from V1 are 
grouped into ten bins according to their azimuth retinotopy gradient (bin 1: 0-10% of maximum; bin 2: 10-
20% of maximum; …) and the mean orientation gradient for each group is indicated. (D) Same as in (C), 
except each point represents the average over the individual cases within the group. Error bars denote 
standard error of the mean over 2 normal ferrets and 3 monocular ferrets. (E-F) Iso-orientation contours are 
superimposed on iso-azimuth contours. Results are from a normal (E) or monocular (F) ferret. (G) The 
percent of pixels in V1 having intersection angles, between the orientation gradient and the azimuth 
retinotopy gradient, within the 9 ranges indicated. (H) Same as in (G), except each point represents the 
average over the individual cases within the group. Error bars denote standard error of the mean over 2 
normal ferrets and 3 monocular ferrets. Scale bar in (A) 1 mm, and applies to (A-B, and E-F). 
 
 136
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0 50 100 150 2003
4
5
6
A
C
or
tic
al
 m
od
ul
at
io
n
0 50 100 150 200
3
4
5
6
Orientation Preference (°)
0 1 2 3
4
0.05
0.1
0.15
0.2
0.25
0.3
Cortical modulation
R
et
in
ot
op
y 
m
ag
ni
fic
at
io
n
0 50 100 150 200
0.04
0.06
0.08
0.1
0.12
0.14
Orientation Preference (°)
90°
0°
B C
D E F
0.4 0.6 0.8 1
30
40
50
60
0 1 2 3 4
4
0.08
0.1
0.12
0.14
0.16
0 0.2 0.4 0.6 0.8
0.05
0.1
0.15
0.2
0.25
G
Cortical modulation
H I
M N
C
or
tic
al
 m
od
ul
at
io
n
Ocular dominance
L
Ocular dominance
Cortical 
modulation
R
et
in
ot
op
y 
m
ag
ni
fic
at
io
n
Contra-
lateral
Ipsi-
lateral
Cortical 
modulation
C
C
C
C
C
C
R
et
in
ot
op
y 
m
ag
ni
fic
at
io
n
R
et
in
ot
op
y 
m
ag
ni
fic
at
io
n
Orientation Preference (°)
J
C
or
tic
al
 m
od
ul
at
io
n
0 50 100 150 2000.06
0.08
0.1
0.12
Orientation Preference (°)
K
R
et
in
ot
op
y 
m
ag
ni
fic
at
io
n
 
Supplementary Figure 2 
 137
 Supplementary Figure 2. The map of visual space is affected by the orientation and ocular 
dominance parameters used to measure it. (A) A schematic view of the vertical bar stimulus used to 
measure the azimuth dimension of retinotopy. (B) A differential orientation map, obtained by subtracting 
the cortical response to a horizontal (0º) grating from the response to a vertical (90º) grating. (C) A map of 
the cortical modulation magnitude in response to a drifting bar stimulus, showing the magnitude of the 
Fourier component at the stimulus frequency. (D) The pixels from the imaged region were grouped 
according to their preferred orientation, and the average cortical modulation magnitude for each group was 
determined. (E) The pixels were grouped according to the modulation magnitude, and the average 
retinotopy magnification for each group was determined. (F) The pixels were grouped according to their 
preferred orientation, and the average retinotopy magnification for each group was determined. (G) A 
schematic view of (a snapshot of) the vertical aperture stimulus used to measure the azimuth dimension of 
retinotopy. (H) An ocular dominance map, obtained by subtracting the cortical response to stimulation of 
the ipsilateral eye from the response to contralateral eye stimulation. (I) A map of the cortical modulation 
magnitude in response to a drifting aperture stimulus, showing the magnitude of the Fourier component at 
the stimulus frequency. (J) The pixels from an imaged region (different than shown here) were grouped 
according to their preferred orientation, and the average cortical modulation magnitude due to the aperture 
stimulus for each group was determined. (K) The pixels from an imaged region, same as in (J), were 
grouped according to their preferred orientation, and the average retinotopy magnification for each group 
was determined. (L) The pixels from the imaged region shown in (H) and (I) were grouped according to 
their ocular dominance value, and the average cortical modulation magnitude for each group was 
determined. (M) The pixels from the imaged region shown in (H) and (I) were grouped according to the 
modulation magnitude, and the average retinotopy magnification for each group was determined. (N) The 
pixels from the imaged region shown in (H) and (I) were grouped according to their preferred ocular 
dominance, and the average retinotopy magnification for each group was determined. 
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