University of Nebraska - Lincoln

DigitalCommons@University of Nebraska - Lincoln
Mechanical & Materials Engineering Faculty
Publications

Mechanical & Materials Engineering,
Department of

8-2004

The effect of heterogeneity on plane wave propagation through
layered composites
X. Chen
Florida State University

Namas Chandra
University of Nebraska-Lincoln, nchandra2@unl.edu

Follow this and additional works at: https://digitalcommons.unl.edu/mechengfacpub
Part of the Mechanical Engineering Commons

Chen, X. and Chandra, Namas, "The effect of heterogeneity on plane wave propagation through layered
composites" (2004). Mechanical & Materials Engineering Faculty Publications. 57.
https://digitalcommons.unl.edu/mechengfacpub/57

This Article is brought to you for free and open access by the Mechanical & Materials Engineering, Department of at
DigitalCommons@University of Nebraska - Lincoln. It has been accepted for inclusion in Mechanical & Materials
Engineering Faculty Publications by an authorized administrator of DigitalCommons@University of Nebraska Lincoln.

Published in Composites Science and Technology 64:10–11 (August 2004), pp. 1477-1493;
doi: 10.1016/j.compscitech.2003.10.024    Copyright © 2004 X. Chen and N. Chandra;
published by Elsevier Science Ltd. Used by permission.
Submitted July 14, 2003; revised October 20, 2003; accepted October 28, 2003; published online February 7, 2004.

The effect of heterogeneity on plane wave propagation
through layered composites
X. Chen and N. Chandra
Department of Mechanical Engineering, College of Engineering, Florida State University,
2525 Pottsdamer Street, Room 229, Tallahassee, FL 32310, USA
Corresponding author — N. Chandra

Abstract
When laminated composites are subjected to impact loading, the material response is critically determined by the interactions of multiple waves generated at the laminate interfaces. Due to the high complexity arising from the architectural details of composites, layered heterogeneous materials have been studied as the model system to understand the impact behavior of engineering composites. Previously, the present authors have developed an analytical
solution to the problem of plate impact of layered systems; plate impact test is a standard boundary value problem
used to study high velocity impact behavior both in the elastic and shock wave regimes. In this paper, we examine
the various heterogeneity factors that affect the impact response of the laminated composite systems. We have identified three different heterogeneity factors (impedance mismatch, interface density and thickness ratio) and examine
their effects on wave scattering. These effects are then used to explain some outstanding experimental observations in
terms of shock wave structure (arrival time, sloping rise, peak stress and oscillatory pulse duration). It is shown that
though the results pertain to layered systems, the observations can be qualitatively extended to real composites.
Keywords: layered structures, impact behavior, stress wave scattering

levels up to extremely high values can be generated at
the geometric center of impact plane. The material response under plate impact tests is acquired in the form
of either stress vs. time or velocity vs. time data. These
time-resolved measurement techniques yield wave profiles with detailed structure that provides a wealth of information about the shock response of the material. As a
result, there is growing research interest in understanding the response of composite materials subjected to
plate impact loadings.
Up to now, partly due to the diversity and complexity of the composites, there is a paucity of controlled experiments on laminated composites subjected to high
velocity impact loadings. Though laminated composites exhibit spatial variations in geometry and material
properties, it is often true that these variations are quasiperiodic. So, when modeling wave propagation in laminated composites, researchers have used idealized pe-

1. Introduction
The understanding of the behavior of materials under
very high strain rate loading conditions is vital in many
areas of civilian and military applications. So far, the
best practical structures/materials to absorb impact energy and resist impact damage are designed in the form
of layered composites. Composite materials with organic matrices reinforced by synthetic or ceramic fibers
either individually or in combination with monolithic
ceramic layers are being used to achieve light weight
and enhanced ballistic impact resistance for body armor and vehicle protection [1–3]. In particular, glassreinforced plastics (GRP) have been well recognized as
potential candidates for these applications. In order to
characterize the dynamic behavior of materials under
impact loading, well-controlled experiments are usually carried out using plate impact tests. Uniaxial strain
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riodic layered (planar) configurations by neglecting the
construction details. Table 1 summarizes the major past
work in studying wave profiles in alternating layered
systems using specifically the plate impact test configuration. For almost all the experiments, stress (or velocity) response have shown a sloped rise portion followed
by an oscillatory behavior in the steady pulse duration segment [4–9]. This behavior is conspicuously absent in homogeneous systems. As a matter of fact, the
sloped rise portion and the oscillatory behavior about
a mean value in the periodically layered systems are
consistently exhibited in the systematic experimental
work by Zhuang and coworkers [9, 10]. This confirms
the statement by Oved et al. [6] that oscillations can be
very significant and do not vanish in the shock regime,
which is contrary to Barker’s prediction [11]. Dandekar
and Beaulieu [12] and Boteler et al. [13] reported results
from plate impact tests on a woven fabric composite
(GRP). The measured stress signal revealed also oscillatory peak stress behavior and a long rise time.
Among the modeling efforts, the mechanical behavior of composites has been extensively investigated using homogenization approaches. Since these approaches
do not directly consider the interfaces, they are limited
in examining the impact behavior, where the wave interactions can be very important. For example, consider the idea of replacing the dispersive, heterogeneous
composites with an equivalent homogeneous dissipative continuum first proposed by Barker [11]. Barker
was able to match some numerical results in the mean
stress response with randomized thickness ratios. He
showed using numerical simulations that the oscillations in the stress wave response disappear when the
thickness ratios were randomized. However, as will be
discussed later in this paper, his specific experiments
[5] for validating his viscoelasticity-based theory cannot be generalized to other systems. Alternatively, micromechanics-based analysis of composites at the level
of representative volume element (RVE), though has
been widely used for modeling in-plane static behavior for lamina with complex architecture, has not been
successfully applied for analyzing wave propagation in
composites. For periodically layered systems, the latetime asymptotic solutions and the wave front solution
for elastic and viscoelastic wave propagation normal to
the layers subjected to unit step loading at the boundary
were developed in 1970s [14–16]. El-Raheb [17, 18] developed approximate solutions for transient waves inside finite ordered or disordered bilaminates by deriving transfer matrices. The plate impact problem is an
initial velocity boundary value problem, and the stress
boundary condition on the surface of the layered medium keeps varying due to wave reflections at internal interfaces [19]. This is different from [14, 15] and
El-Raheb’s work where the stress boundary conditions
were applied. Therefore, we first determined the stress
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Table 1. Review of major past work done in studying wave
profiles in alternating layered systems under plate impact

boundary condition and then developed a late time solution for both elastic and shock response based on both
Floquet theory and mixture theory. The solution is validated by numerical and available experimental data. As
clearly evidenced in Table 1 and other theoretical works,
there is a lot of interest in understanding the dynamic
behavior of composites under plate impact loading con-
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ditions. In most of the cases shown in Table 1, shock
wave is generally generated since the impact velocity
is sufficiently high. In these cases, various nonlinear effects may affect the observed behavior [20]. However, in
nearly brittle material systems, our analytical solution
shows that wave interactions still dominate and that the
stress response can be predicted fairly well by invoking
equation of state (EOS) of the materials in the periodic
layered system.
The primary objective of this paper is to identify the
main material heterogeneity factors that determine the
high velocity impact response in periodically layered
planar systems. The next objective is to examine the
roles of these factors in determining the observed characteristics of the shock wave stress vs. time profile in
terms of arrival time, rise time, peak stress and oscillatory pulse duration. For these purposes, we invoke the
results of an analytical solution to the problem of plate
impact test on periodically layered systems. In Section
2, impedance mismatch, interface density and thickness
ratio have been identified as three main heterogeneity
factors that contribute to the observed stress wave profile. The relationship between engineering composites
and layered systems in terms of these heterogeneity factors are examined. In Section 3, we proceed to analyze
the effect of these heterogeneity factors on the structure
of shock wave primarily based on the analytical solution
developed previously [19]. We enumerate the important
observations in the final summary section.
2. Layered heterogeneous systems vs. composites
2.1. Controlling parameters under impact loading
For a composite subjected to impact loadings, the impact response depends on the loading conditions and
also the architecture of the composites. By architecture
we imply the constructional details of the composites including fiber–matrix arrangement, stacking sequence and
type and method of weaving. The loading condition generally involves the geometry of the impactor (e.g., bullet,
plate, or ball), impact direction (normal or oblique) and
impact velocity. The interaction of waves at an interface
is relatively less complicated when the impact angle is
normal and when the impact surface is planar. In plate
impact tests, the impact velocity is a critical factor and it
determines whether the material response falls into elastic, elastic–plastic or shock regime. When the local stress
exceeds the hugoniot elastic limit (HEL), the material behavior falls into elastic–plastic regime. With further increase in stress levels, the material response enters the
shock regime, where equation of state dominates the material response. In elastic–plastic and shock regime, material nonlinearity effects can also arise due to void nucleation and growth, microcracking and delamination.
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Other than loading conditions, various characteristic parameters that determine the structure of a laminated
composite will distinguish one composite from another
dramatically. In this paper, we investigate both the elastic
and the shock response of layered heterogeneous systems
under plate impact loading conditions.
2.2. Engineering composites vs. periodic layered systems
Any propagating stress wave interacts in the form
of reflections and transmissions whenever the wave
encounters a heterogeneous interface. In engineering laminated composites, interfaces occur at all locations of material discontinuity and they arise at different length scales. Take the 2D woven composite
laminates shown in Figure 1 for illustration [21–24].
The problem can be broadly classified as macro, meso
and microlength scales. The macro applies to the entire laminated system in the range of a few millimeters and above. Mesoscale includes individual laminae, planar interlamellar interfaces at the length scales
of a few hundred microns. Finally, the microscale refers to the length of a single fiber and includes fiber/
matrix interfaces inside the individual warp/fill tows
in the range of a few micrometers. In general, the impact response due to wave interactions at interfaces
can be very different from each other, since composites are made up of various fiber volume fractions, layup sequences, ply orientations or forms of fiber arrangements within the matrix (particulate, fibrous, textile),
selected primarily to meet the various design needs.
For a given composite system the rate of loading determines the characteristic length scale for the analysis.

Figure 1. Microstructure of 2D woven structure: (a) fiber fabric, (b) lay-up sequence and (c) idealized alternating planar
systems.
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The higher the loading rate, the smaller the length
scale inside the composites that should be considered.
When the rate of loading is almost quasi-static, macromechanics-based structural analysis is sufficient. In
such a case, the whole plate which is a few centimeters
thick can be considered homogenous and anisotropic
with a characteristic interaction time of a few seconds.
As the velocity of impact is increased, the wave interaction time decreases from a few seconds in the case
of quasi-static loadings, to a few milli-seconds for low
velocity impact loadings, e.g., drop weight test (impact velocity less than 20 m/s). In this case, macromechanics-based analysis at the level of lamina suffices.
In plate impact tests, the velocity of the flyer plate can
range from tens of meters per second to about 2000
m/s (2 km/s). Generally the interaction time is in
the range of a few tenths to a few microseconds. For
these cases, consideration of mesoscale with the laminae as the appropriate length scale is sufficient. However, here one needs to invoke micromechanics-based
analysis that explicitly considers the fabric/matrix interfaces. Homogenizing the lamina as an orthotropic
medium is not sufficient. It is recognized that while investigation at the small length scales is required for understanding the micromechanisms, study at a larger
length and time scales are preferred for efficient computational schemes. Therefore, micromechanics-based
study at the lamina level is often conducted for composites made up of unidirectional plies. Herein, we are
interested in two types of laminated composites: planar layered composites and 2D woven composites.
In this section, we examine engineering composites
vis-a-vis layered material systems since the latter configurations have been predominantly used in plate impact tests. As shown in Section 1, extensive research
has been done to study the wave propagation in periodic layered systems. In order to apply the theory and
results from the layered systems to the engineering
laminated composites, idealizations of laminated composites into periodically planar layered structure are
necessary. The assumption in the model is that there
exists a repeating unit cell (two alternating layers) with
fixed thickness and material properties (shown in Figure 1(c)). Then the question left is to justify the idealization of 2D woven to a layered one ( Figure 1(b)).
First, for the plain weave fabric shown in Figure 1(a),
we restrict our analysis to the wave propagation in the
thickness direction. So the interfaces between the warp
tows and fill tows are ignored and also their material
properties in the thickness direction are assumed to
be the same. Second, the crimp angles of the yarns are
usually very small, so that the effect of interface waviness is insignificant, justifying that we consider the fiber fabric as one layer of homogeneous orthotropic material. The corresponding constitutive relation for the
fiber fabric should be determined using micromechan-
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ics-based model, which will be addressed elsewhere.
Further, to simplify the structure of such composites,
we can ignore the curved shape of the fiber fabric and
the difference between the laminae; and consequently
when the wave travels inside GRP, it travels through
strictly periodic layers of pure matrix and fiber fabric.
In this way, we assume that the model shown in Figure
1(c) can be qualitatively applied to the 2D woven laminated GRP.
Description of engineering composites is quite complex and has led many researchers to work with periodically layered systems as an idealized representation
of the composites. In the layered system as shown in
Figure 1(c), the controlling parameters include the impact velocity v0, Elastic moduli Ei (i = 1,2,3), Poisson’s
ratios vi (i = 1,2,3), densities pi (i = 1,2,3) and sound velocities ci (i = 1,2,3), number of layers 2L and thickness
hi (i = 1,2), respectively. Here, the subscripts i = 1,2,3
represent the properties of materials A, B and C, respectively. C is the material for the flyer plate. A and
B represent the constituent layers of the target plate.
From both the past work by current authors [25] and
the analytical solution in a more recent paper [19], it
can be easily seen that the origin of the observed structure of the stress waves can be attributed to material
heterogeneity at the interfaces. The level of heterogeneity of a layered system depends mainly on impedance mismatch between A and B, impedance mismatch
between A and C, characteristics of geometry arrangement (such as total target thickness, thickness ratio between two component materials, number of layers,
stacking sequence). Here, we present the three factors
that define material heterogeneity in layered systems:
impedance mismatch, number of layers/interface density and the thickness ratio.
2.3. Heterogeneity factors in periodic layered systems
It is a common feature that in both composites and
layered systems wave interactions play a very critical
role. When wave encounters an interface, the strength
of the reflected wave and the transmitted wave depends
on the level of acoustic impedance mismatch. In layered
systems, when multiple wave scattering takes place,
other factors can also become important. We can identify three different factors that affect the wave interactions; these are termed as heterogeneity factors and can
be categorized as
(1) Impedance mismatch
(2) Number of layers/interface density
(3) Thickness ratio
In the following section, we examine each of them carefully and discuss the effect of each of the factors on the
response of material systems to high velocity impact
loading.

effect of heterogeneity on plane wave propagation through layered composites
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2.3.1. Impedance mismatch
Impedance mismatch factor I can be defined as [26]
I=1–

4Z1Z2

(Z1 + Z2)2

(1)

where Z1 and Z2 are impedance of layers A and B, respectively. Since the second term on the right-hand side
represents the transmitted strength of waves after one
unit cell, I represents the fraction of the incident stress
that is not transmitted (i.e., reflected back) as the wave
passes through a pair of A/B and B/A interfaces. I = 1
represents infinite impedance mismatch with complete
reflection, while I = 0 leads to no mismatch with complete transmission. By rearranging the above equation,
we can obtain the following relation
I=

(

ρ1c1 – ρ2c2
ρ1c1 + ρ2c2

)

2

= r2

(2)

where r is the reflection ratio at A/B or B/A interface.
Impedance ratio (R = (ρc)hard/(ρc)soft, i.e., the ratio of the impedance of the hard layer over that of the
soft layer) is conventionally used to represent the level
of impedance mismatch. From the definition, it is easily
seen that R ranges from 1 to infinity. When R = 1, there
is no impedance mismatch across the interface, and infinite R represents infinite impedance mismatch. The relation between I and R is given by
I=

(

)

R–1 2
R+1 .

(3)

The relation given in Equation (3) is plotted in Figure 2.
From this figure, it is seen that the impedance ratio R
has a one-to-one correspondence with impedance mismatch I. The higher the impedance ratio R, the higher
is the value of I. However, quantitatively the relation is
highly nonlinear. When the impedance ratio changes
from 1 to 20, the corresponding impedance mismatch
varies from 0 to 0.82. But when the ratio continues to
change from 20 to 40, the impedance mismatch varies
very little by from 0.82 to 0.90. It will be clearly shown
that I is a better measure than R, to represent mismatch
in impedance.
It is useful to examine the effect of a given pair of
materials on the magnitude I. When designing layered
structures to resist impact, it is important to choose the
right material combinations from a list of engineering
materials. Table 2 lists the impedance mismatch values for 153 material combinations from 18 engineering materials, including organic materials and metals.
The materials are listed such that the impedance ratio R increases from left to right and from top to bottom. As a consequence, the impedance mismatch factors are distributed in the following order: I increases
from top to bottom in the same column and decreases
from left to right in the same row. Since the combination
that has maximum impedance mismatch in the table is

Figure 2. The relation between impedance mismatch I and impedance ratio R.

Tungsten–Polyethylene with I = 0.933 and the corresponding impedance ratio is about 57.6, we can expect
that the impedance ratio for combinations of engineering materials will generally fall within the range of 1
and 60. We note that, Epoxy–Nylon, 2024Al–S2Glass,
Pb–Titanium, 304 Steel–Cu, Nickel–Steel and Platinum–
Molybdenum have almost the same impedances with I
≈ 0. The scattering effect in these systems is expected to
be very limited. In addition, it is clearly seen that the
impedance mismatch values are randomly distributed
between 0 and the maximum value 0.933. Finally, it is
very interesting to note that the magnitude of I does
not depend on whether the material is polymeric, metallic, intermetallic or ceramic. Impedance mismatch
of materials that are “dissimilar” in general material categories can be higher than that belonging to the
same category. For example, the impedance mismatch
IAl–glass is about 0.005, while IMg–Tungsten = 0.671, which is
counter-intuitive.
2.3.2. Number of layers/interface density
Let us define the interface density as the number of
interfaces/layers per unit width. If the thickness of the
target is fixed, then the interface density is directly proportional to the number of layers and hence the two
terms will be used interchangeably in our discussions.
Upon initial impact of flyer plate on the target plate,
the incident wave with magnitude σ0 is generated at the
impact instant given by
ρ3 c3 ρ1c1v0
σ0 = ρ c + ρ c .
3 3
1 1

(4)

The magnitude of the head wave after 2L transmissions in a system, comprising alternating L layers of A
and L layers of B, is given by
σT2L = (1 − I)Lσ0,

(5)

where σT2L represents the strength of the head wave after propagating through L unit cells. The second wave
train that arrives at x = 2Ld is given by
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0.005
0.047
0.057
0.170
0.208
0.234
0.264
0.356
0.396
0.530
0.014
0.034
0.106
0.120
0.256
0.297
0.324
0.355
0.446
0.484
0.607
Polyethelene
Polycarbonate
Epoxy
Nylon
PMMA
Magnesium
Fused silica
S2 Glass
2024 Al
Lead
Titanium
Silver
Copper
304 Steel
Nickel
Molybdenum
Platinum
Tungsten

0.013
0.033
0.062
0.082
0.494
0.570
0.642
0.680
0.752
0.762
0.832
0.848
0.857
0.868
0.895
0.904
0.933

0.005
0.019
0.031
0.409
0.491
0.572
0.614
0.698
0.710
0.793
0.812
0.824
0.837
0.869
0.881
0.916

0.005
0.012
0.356
0.440
0.524
0.571
0.661
0.674
0.766
0.787
0.800
0.814
0.851
0.865
0.904

0.002
0.303
0.388
0.476
0.525
0.622
0.636
0.737
0.760
0.774
0.790
0.831
0.846
0.891

0.272
0.357
0.447
0.496
0.597
0.612
0.718
0.743
0.758
0.775
0.818
0.834
0.882

0.012
0.051
0.084
0.177
0.194
0.341
0.382
0.409
0.439
0.525
0.560
0.671

S2
Glass

0.022
0.030
0.125
0.160
0.184
0.214
0.303
0.343
0.482

_0
0.046
0.071
0.089
0.112
0.191
0.228
0.369

0.037
0.060
0.077
0.099
0.174
0.221
0.351

0.003
0.008
0.017
0.060
0.086
0.203

0.001
0.006
0.037
0.059
0.166

0.002
0.025
0.044
0.142

0.014
0.029
0.117

0.003
0.054

0.033

0

(2)
σT2L

PE
PC
Epoxy Nylon PMMA Mg
Fused
							silica

Table 2. Impedance mismatch of various combinations of solids

2024
Al

Lead

Ti

Silver

Cu

Steel

Ni

Mo

Pt

Tungsten
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= 2L · I(1 − I)Lσ0 + σT2L · r(1 + r),

(6)

where
represents the strength of the second wave
train and r is defined in Equation (2). From these equations, it is clear that I is a better measure than impedance
ratio R to provide a quantitative description of the effect
of impedance mismatch on wave strength across an interface. The third wave train and later wave trains contain more number of waves and contain different propagation paths. As a result, the stress wave profiles are
incremental stress steps with some specific time delays.
It is clearly seen that the strength of the head wave
keeps decreasing when traveling through more unit
cells (or when L increases) as shown in Equation (5).
This equation shows that for a system with fixed impedance mismatch, i.e., for a given material combination, more interfaces can dampen the strength of the
head wave. The laminar acoustic dampeners and antimeteorite shields are made based on the amplitude decay of the head wave. However, more interfaces will
not necessarily result in attenuation of the peak stress
or the averaged stress amplitude, because of the arrival
of more wave trains after the head wave. These secondary wave trains (wave trains that follow the head wave)
can play an important role by increasing the stress amplitude when a location of interest is far from the impact
plane (L is large). This is due to the fact that more interfaces lead to more number of wave interactions resulting in more number of waves in successive wave trains,
as shown in Equation (6). In this equation, it can be seen
that the impedance mismatch I arises as a base, white
the number of layers L appears both as an exponent and
as the coefficient. Thus, the quantitative effects of the
two factors are quite different.
2.3.3. Thickness ratio
For a periodic bilaminated system, thickness ratio
can be defined by h1/h2, and this quantity represents the
volume fraction of the constituents in plate impact configuration. Here h1 and h2 are the thicknesses of materials A and B in a single unit cell. The effect of thickness
ratio on the scattering process is to change the pattern of
wave trains by altering the transit time and the total internal reflection sequence of the wave trains in each of
the layers. Thus, for a given elapsed time, the number of
waves traveling within the layers A or B is also a function of the thickness ratio. For the general case, we need
to assume without any loss of generality, that one of the
layers say A has a longer transit time (ta) than that of
layer B (tb). There is no change in the arrival of the first
wave train and it is independent of the thickness ratio.
The second wave train includes waves that go through
one reflection in first layer A only. The content of subsequent wave trains depends on the specific value of the
ratio of ta/tb. Take for instance, the third wave train; if
the ratio (ta/tb) > 2, then the third wave train comprises

effect of heterogeneity on plane wave propagation through layered composites
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Figure 3. The effect of thickness ratio on the rise characteristics of Al–Cu structures: (a) configuration, (b) the third wave trains of
different ratio, (c) h1 = 0.11h2, (d) h1 = 1.5h2, (e) h1 = 4.0h2 and (f) h1 = 9.0h2.

waves that go through two reflections in layer B. If,
however, (ta/tb) < 2, the third wave train comprises of
waves that go through one reflection in layer A. Since
the sequence of wave train is different, the observed
slope and the oscillations are also different. It can be
seen that the absolute value of ta/tb indicates the wave
train pattern more precisely than h1/h2. Figure 3 shows
the numerical simulation of the effect of thickness ratio
on the stress history downstream of four unit cells in an
Al–Cu system (configuration is shown in Figure 3(a)).
In this figure, when h1/h2 is moderate, (i.e./ the case of
Figures 3(d) & 3(e)), the stress increases in three steps to
the peak value. The time intervals between the steps are
obvious. On the contrary, when h1/h2 is very small or
very large (i.e., the case of Figure 3(c) or Figure 3(f)), the
stress wave profiles show smooth rise part. In this case,
the shape of the stress profile in the rise part and duration part is very similar to the case of Barker’s experi-

ment (shown in Table 1, row 2), where the volume fraction of one constituent is very small with (h2/h1) = 20.
If h1/h2 is very small, the second wave train, the third,
the fourth, etc. arrive at a given location through reflections only in layer A. However, if h1/h2 is very large,
then these wave trains go through reflections in layer B
only. For both cases, these wave trains are compressive.
Since the time intervals between these wave trains are
very small, the rise slope is sharp and the slope gradually decreases till a flat portion is reached. Evidently,
we can see that the sharp rising slope is not due to small
viscosity of the laminates as indicated in Barker’s model,
but due to the effect of low h1/h2 ratio [5].
Barker suggested that when the thickness of the layers were randomized, the stress oscillations are largely
removed. This phenomenon can also be explained by
the disturbance of the wave trains. When the structure
is completely randomized, the same wave trains include
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both tensile and compressive components. Besides, the
magnitude and the arrival times of these waves are totally randomized, leading to the randomization of the
wave pattern. As a consequence, the net effect is that cumulative stress remains constant and thus stress oscillations are no longer periodic or significant. For engineering composites, the thickness ratio is not a constant due
to factors like stacking sequence, so the oscillations tend
to become arbitrary.
2.4. Heterogeneity factors in composites
We have identified three different heterogeneity factors that characterize layered systems. Though the real
composites are also characterized by impedance mismatch, interface density and volume fraction, we have
not established quantitative relations to link these factors to engineering composites. This is a formidable task
compounded by the fact that there is a lack of experimental data of plate impact tests on engineering composites. Though we could not establish an exact quantitative relationship, it is clear that the three factors will
qualitatively affect the impact response of engineering
composites in a similar fashion.
3. Effect of material heterogeneity on the structure of
the stress wave profiles
Though the stress (or particle velocity) response has
been very well understood for homogeneous materials,
the same cannot be said for heterogeneous systems. A
schematic of the shock wave profiles of homogeneous
and layered systems are shown in Figure 4. Figure 4(a)
shows a steep rise (AC) for elastically loaded material
while ABD indicates the response for an elastic–plastic
(AB–BD) material. BD changes slope for a rate-dependent inelastic material. At D (or C), the material is completely stressed to the peak stress value corresponding
to the given impact velocity. E indicates the arrival of
a tensile release (unloading) wave either from the rear
surface of the flyer or target plate. Thus, EFGH indicates the pull-back signal. Figure 4(b) shows the schematic of the typical shock response of a layered composite system. A1R1 shows a sloped rise portion in the
profile. Stress oscillations in the pulse duration segment (R1T1R2T2E1). As can be seen in Table 1, for different layered systems, the rise time can be small or finite; the oscillations can be substantial or negligible. It
should be noted that these variations have neither been
explained nor predicted by homogenization-based theories or models. The reason is quite simple, wave scattering at interfaces has not been explicitly accounted for
in those theories or models. In the following section, we
point out that the observed stress wave profiles can be
explained by analyzing wave scattering.

Figure 4. Schematic wave profiles of homogeneous metals (a)
and layered composites (b) for a finite thickness flyer plate.

3.1. Stress wave profiles as results of wave interactions
at interfaces
It was shown [25] that the stress wave profile at any
given propagation distance inside the layered target is
directly due to sequential arrivals of wave trains. Though
this general idea is valid at all locations, tracing the number of waves with specific propagation paths can be very
cumbersome when the system comprises a large number of layers. In such cases, the analytical solution provided in an recent paper [19] should be used to predict
the stress response. In this section we briefly present the
solution for the sake of completeness. Though detailed
derivations are provided elsewhere [19], the necessary
equations for solving the problem are outlined here.
This solution solves the problem in which a semi-infinite
body Ω1(−∞ < y, z < ∞, 0 ≤ x < ∞) impacts another semiinfinite body Ω2(−∞ < y, z < ∞, −∞ < x < 0) at x = 0 plane
with velocity v0 (as shown in Figure 5(a)). This problem
is identical to the problem in Figure 5(b) if the thickness
of the flyer plate (df) and the target plate (dt) are much
smaller compared to the lateral dimensions (radius of the
plates). However, both the thickness df and dt are large
enough not to permit the wave reflections from the free
surfaces to interfere with the planar longitudinal waves.
In this solution, the wave trains at the impact plane are
monitored and they determine the loading conditions
of the target plate. Figure 5(a) shows the schematics of
the wave traveling within the target body Ω1. As the incident wave travels in material A and reaches the interface A–B, part of it is reflected back and the rest of it is
transmitted (shown in dotted line only for wave train a).
This reflected wave arrives back at the impact plane after
a time tσ1 = 2ta = 2h1/c1. Stress at the impact plane is altered by this new wave arrival given by
Δσ1 = rA–B (1 + rA–C) σ0,

(7)

where rA–B denotes the reflection ratio in layer A at interface A–B, rA–C represents the reflection ratio in layer
A at interface A–C, C is the flyer plate. So, this wave
train is the second wave train that propagates in the
layered system. The cumulative stress level at x = 0 at
tσ1 = 2ta = 2h1/c1 is σ1 = σ0 + Δσ1. The third, fourth and
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Figure 5. Schematic of the configuration for impact problem: (a) general plate impact problem of layered systems and (b) plate impact problem of two half spaces.

Figure 6. Multi-step loading method: (a) the wave trains that reach the impact plane from inside of the target due to reflections
and (b) the equivalent loading history of the target plate.

additional wave trains lead to incremental stresses Δσ2,
Δσ3, … as shown in Figure 6(b). Thus, the stress boundary condition at x = 0 comprises impact stress σ0 (called
the head wave), followed by the second wave train Δσ1
after time t = 2ta, then the third wave train Δσ2 at t = 2ta
+ 2tb (if ta > tb) or at t = 4ta (if ta ≤ tb) and so on. The exact
solution should consider all these stress increments with
specific time delays as the boundary condition at x = 0.
Since the formulation is linear, the late-time solution to
plate impact problem can be obtained by the method
of superposition of unit step loadings with steps corresponding to incremental stress and specific time delays.
It can be shown that a steady stress state or mean
stress σmean exists at the impact plane as a result of wave
reflections and this was verified through a comparison of the analytical solution with the numerical solution. σmean can be obtained by summing up the stress

increments, or simply by invoking mixture theory. The
mean stress can be obtained as
(8)
where ρ̃ 0 is the effective density of the target plate with
ρ̃ 0 = ( ρ1 h1 + ρ2 h2 )/(h1 + h2 ). c0 is the effective wave velocity of the layered system and c0 is given by
(9)

Now, we propose a solution comprising n steps of stress
increments due to the first n wave trains. In order to
make the final steady-state reach σmean, we set Δσn −1 =
σmean − σn −2. So for the four-step method (when n = 4),
the whole loading history at the impact plane is given
by Figure 6(b), and the stress history can be written as

(10)
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measured at an intermediate center line position using
manganin gauges. Figure 7(a) shows the comparison
of the experimental result with the analytical solution.
In this experiment (Experiment No. 1), a flyer made of
polycarbonate (PC) impacts on a target made of alternating PC and glass with velocity of 1079 m/s. The test
parameters are given in Table 3. It can be seen that the
mean stress obtained from analytical solution agrees
well with the experimental result. The matching of experimental and analytical results is quite good, in terms
of arrival time, peak stress, frequency of the oscillations
and mean stress. Yet another experimental comparison
(Experiment No. 2) is shown in Figure 7(b). This time a

(14)
Equations (13) and (14), thus, summarize the solution to
the plate impact problem when the target behavior is in
the elastic regime.
3.1.1. Extension to shock response by invoking EOS
Shock response of materials is a highly nonlinear process and is extremely difficult if not impossible to obtain
purely analytical solutions. In [19], an approximate solution based on the previously developed elastic solution
was obtained for shock loading cases by invoking hydrodynamic treatment ignoring shear stresses. It is important to note that we are dealing with shock response
and not the elastic–plastic response with the two-wave
structure. We extend the elastic analysis to shock response by incorporating the nonlinear effects through
computing shock velocities of the wave trains and superimposing them.
For laminated systems under shock loading, we need
to use the equation of state, in which shock velocity Usi,
density p′i and thickness h′i (i = 1,2) are related to the
particle velocity. Then the effective velocity of the laminates for shock loading condition Ũ s can be obtained.
Based on these new values, we obtain the mean stress
level σ ′mean for layered systems under shock loading. In
addition, when using multi-step loading method, modifications are needed when the secondary wave trains can
overtake the wave front at a sufficiently large propagation distance x. The details are provided in Appendix A.
The above method of using EOS is used to simulate
plate impact tests that corresponds to experimental data
by Zhuang [9, 10]. The set-up of his work is schematically shown in row 8 of Table 1. The stress response was

Figure 7. Comparisons of the experimental data and the analytical solutions in layered PC/GS: (a) Experiment 1 and (b)
Experiment 2 [10].

Table 3. Configurations of Experiments 1 and 2 [10]
Experiments A

B

C

Impact velocity (m/s)

h1 (mm)

h2 (mm)

Gauge location x

1
2

Glass
Glass

PC
A1

1079
1160

0.37
0.37

0.20
0.20

6.44
3.55

PC
PC
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Figure 8. Schematics of the relationship between chead, cmeasured and c0: (a) x ≤ x* and (b) x > x*.

metal (Aluminum) with 5.59 mm in thickness, impacts
on PC/GS with 1160 m/s. Again the overall agreement
is good. In both analytical solutions, the EOS of components are the corresponding constitutive relations. We
assumed that the materials do not exhibit plasticity and
also are damage and defects-free.
The good agreement between the experimental data
and the theoretical solution (Equations (10), (13), & (14))
clearly shows that the proposed method can be used for
plate impact tests in both elastic and shock loaded conditions. Though numerical simulation using finite element-based methods can also reproduce the experimental results, analytical solution has the distinct advantage
of delineating the effects of various material, geometric and loading parameters on the wave structure and
hence the material response. In the following section, we
carefully examine the effect of each of the heterogeneity
factors on the key characteristics of the wave profile.
3.2. Rise characteristics
3.2.1. Arrival time
Recent plate impact experiments by Zhuang [9] and
numerical solutions have shown an “anomalous” phenomenon that the measured shock velocities of the PC–
Glass and PC–SS (stainless steel) systems were even
lower than that of either PC or glass or SS. This indicates
that the arrival time of the wave at a location in the laminate can be later than in any of the materials, if it were
used alone. Here
cmeasured < c1

and cmeasured < c2.

(15)

For a layered system, cmeasured, c1 and c2 are the wave velocities of the effective layered system (measured value),
material A and material B, respectively.
Wave speeds of laminates both in shock and elastic regimes are experimentally computed by recording
the arrival time and distance of propagation from the
impact plane. Once we know the time and distance of

travel, the speed can be calculated. In the following section, the phenomenon of wave propagation is used to
explain the anomaly.
3.2.1.1. Elastic waves. If chead is the velocity of the head
wave for a single unit cell, then
(16)
If we assume that c1 > c2, we can be see that if volume
fraction of material A (with high velocity) increases
(higher h1/h2), then the chead will increase. The equation
also demonstrates that chead will always lie in between
c1 and c2. The observation simply means that the magnitude of the head wave is so small, the first arrived (measurable) wave corresponds to some reflected/transmitted wave train. As a matter of fact, it can be shown [25]
that for a target system with big impedance mismatch,
the wave front quickly dies out. For example, for systems with I = 0.8, the strength of the head wave reduces
to σ2LT = 4.0 * 10−9σ0 after 12 unit cells. With such low
stress level, obviously the measuring equipment cannot properly capture the arrival of the head wave. One
can always determine a characteristic location x* in the
sample such that the stress strength will be lower than
the sensitivity ε of the measuring device, i.e., |σ2LT| <
ε. Thus, if the thickness of the sample corresponding to
measurement location is greater than x*, then the measured velocity cmeasured will be lower than chead. In other
words, we are not truly measuring the head wave arrival
time in such a case. Consequently, the statement that
wave velocity can be lower than either of the material
velocities can be confusing if the underlying physics is
not provided. When the measuring location is less than
x*, this implies that the head wave is still the measured
wave and this case is schematically shown in Figure 8(a).
Here, we examine the situation when x  x*, wherein
the head wave has died down and stress signal is due to
subsequent wave trains. At these locations, the late time
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imum c0 occurs. These explanations are accurate for
elastic waves.

Figure 9. The effective velocity c0 of different systems.

solution given by Equations (9), (10), (13), and (14) are
valid. c0 as given by Equation (9) represents the wave
velocity of the main disturbance in the far field [16]. By
examining Equations (11) and (13), it can be seen that
the stress level corresponds to t = x/c0, where B = 0 and
σ = (1/3)σmean. See Figure 8(b) for a schematic illustration of the phenomenon. The measured velocity cmeasured
is very close to c0 since typically the time difference between σ = 0 to σ = (1/3)σmean is very small. Hence, the
measured velocity cmeasured corresponds to c0 in elastic cases. And by examining the variation of c0, we can
explain the variations in the measured wave velocities
cmeasured. Figure 9 shows the variation of c0 as a function
of volume fraction of PMMA in various PMMA-based
composites (PMMA–polycarbonate, PMMA–Al and
PMMA–Cu). The longitudinal velocity of PC, PMMA,
Al and Cu are 1.85, 2.66, 6.473, and 4.74 mm/μs, respectively. Their impedance mismatches are I = 0.03, 0.507,
and 0.743 for PMMA–PC, PMMA–Al, and PMMA–Cu,
respectively. The left extremes of each of the curves represent the velocities corresponding to PC, Cu, and Al
while the right end represents the velocity of PMMA.
When the impedance mismatch is low (as in the case of
PMMA–PC), the velocity c0 stays in between the two extreme values. However, as the impedance mismatch increases, there is an inverted bell-shaped curve with the
lowest c0 occurring at some intermediate values of matrix volume fraction. This fact has led investigators to
the assumption that wave velocities decreases in some
laminated system below that of its constituents. The effect of impedance mismatch on c0 can be further analyzed by examining Equation (9). For the case of no impedance mismatch (homogeneous with ρ1c1 = ρ2c2), c0 =
chead. When ρ1c1 ≠ ρ2c2, (ρ1c1/ρ2c2)+(ρ2c2/ρ1c1) > 2 and c0 <
chead. When (ρ1c1/ρ2c2)+(ρ2c2/ρ1c1)  2 (impedance mismatch is very high), c0  chead. It can be seen that there
will be a critical value of volume fraction when the min-

3.2.1.2. Shock waves. There are two additional factors
that complicate the determination of arrival time when
the waves are in the shock wave regime.
1. The velocity of the shock wave decreases with decrease in the magnitude of the stress. Since the wave
interacts at every interface, the strength of the wave
(stress levels) decreases with the number of unit cells
(the propagating distance x). Since the velocity of the
shock wave continues to decrease in laminated systems, there is a delay in the arrival time.
2. There is a counter-acting effect to the above phenomenon. The material behind the head shock wave is
in a state of high level of compression. Shock waves
travel faster in a compressed medium. So the wave
trains behind the head wave (as a result of interfacial
wave interaction) travel faster than the head wave
and can catch up with the head wave. Upon catching, the combined waves travel faster than the original head wave velocity. The arrival time obviously
depends on whether the subsequent waves have the
time (and hence x) to catch up with the original head
wave. Catching-up process depends on the impact
velocity, interface density, impedance mismatch and
the location of measurement, so the arrival time also
depends on these factors in the shock wave regime.
3.2.2. Rise time
We define the rise time as the time difference between the time of arrival of the head wave (measurable) and the time when the first peak stress value is
reached. Previous experiments have shown that the rise
time under elastic response of metals is about 20–30 ns
[27]. Finite rise time under elastic–plastic response of
metals are usually attribute to dislocation related mechanisms. In layered heterogeneous materials, much longer rise time has been reported that is much more than
any of the constituents acting alone. This is true even
for elastically loaded cases on layered systems, including metal-based composite system. Figure 10 shows the
complete stress vs. time profile for three different layered systems that were previously studied. As noted
earlier, these systems have a wide range of impedance
mismatch values. In Figure 10(a), the response is plotted when the layered system is impacted by PMMA,
while Figure 10(b) shows the plot when the impactor is
aluminum. The thickness ratio is fixed at h1/h2 = (0.26
mm/0.36 mm), and the response is plotted at a location
x = 10 mm. All the cases exhibit a finite rise time, while
a single target material would have (virtually) no rise
time. Rise time increases with increase in impedance
mismatch. Comparing Figure 10(a) and 10(b), it can be
seen that the rise time is unaffected by the choice of the
material of the flyer plate. This is obvious since the flyer
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Figure 11. The frequency factors of different layered systems.

Figure 10. The analytical solutions to the normalized stress
history (with respect to σ0) in PMMA–PC, PMMA–Al and
PMMA–Cu: (a) Flyer plate is PMMA and (b) Flyer plate is Al.

plate material changes only the magnitude of the stress
at the impact plane but not the wave pattern. Averaged
rise slope can be defined by the average of the slope of σ–t
curve (dσ/dt) up to the peak, which can be approximated
by Δσpeak/Δtrise. It should be noted that while flyer plate
material affects the rise slope, rise time stays unchanged.
This is obvious since different levels of peak stresses are
obtained with different impactors but the rise time, which
is governed by the target plate, remains unaltered.
We can further obtain additional insights into rise
time by examining integral limit parameter B in the
equation,
(17)
Here, B is still given by Equation (13). We can identify
the rise time as the time interval between the time the
minimal stress is measured to that when the peak stress
is reached. A simple numerical analysis shows that the
integral limit B ≈ −3.3 corresponds to −(1/3) in the in-

tegral (Equation (17)) such that the stress level just becomes measurable. Further when B ≈ 2.3, the peak stress
is reached. Thus, the time difference between B ≈ −3.3
(tinitial) and B ≈ 2.3 (tpeak) yields the rise time (tpeak − tinitial). Since B is distance-x and time-t dependent, it is clear
that the rise time is x-dependent. As x increases, the
rise time also increases. For a fixed location x, the rise
time then depends on the factor 2/htprime(0) in Equation
(13). The factor 2/h′′′(0) determines how fast B changes,
and is termed in this paper as the frequency factor since
it also governs the frequency of oscillations. The higher
the factor, the shorter the rise time and the higher the
frequency of oscillations (to be discussed later). Figure 11 plots the effects of impedance mismatch, interface density and thickness ratio due to Equation (14) in
a few systems (volume fraction of PMMA is used as the
variable). It can be seen in the figure that the effect of
thickness ratio is not significant on the frequency factor
whenever the volume fraction of either material is not
negligibly low. In other words, two extreme systems
with almost all PMMA or nearly no PMMA will both result in low rise time. Thus, a quasi-homogeneous material behavior is expected. The more important factor that
affects the frequency factor is impedance mismatch (between materials A and B); low impedance mismatch,
such as PMMA–PC, will result in high frequency factor
and short rise time, as shown in Figure 11. With the increase of the impedance mismatch, the frequency factor
becomes lower. Also, the effect of interface density can
be as critical as impedance mismatch for the rise time;
with the increase of interface density, the rise time becomes shorter.
When loading leads to shock rather than the elastic
waves, the analysis becomes more complicated since
stress levels and wave velocities depend nonlinearly on
the impact velocity. However, it can be noted that the
rise time decreases with increase in impact velocity. But
the trend that rise time increases with increase in impedance mismatch is still valid.
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3.2.3. First peak
In general, the first peak of the stress wave profiles
(such as point R1 in Figure 4) is usually the highest peak
in the pulse duration segment. Since material damage
may depend on the instantaneous stress levels, if peak
stress is substantially higher than the average stress, it
is a cause for concern. It is shown that stress at a given
point in the domain is the net effect of all the incremental stress reaching that point from various sources of interfacial wave interactions, so the peak stress is reached
when substantial levels of tensile stress wave arrive at
that point.
As mentioned before, the late time solution is not applicable when the location of interest x is close to the impact plane (x < x*). In this case, the peak stress can be
obtained by tracing all wave interactions and it is distance-dependent. When x > x* in elastic regime, a mean
stress σmean exists and the first peak stress will be close
to 1.274σmean. This can be deduced from the fact that
the integral in Equation (13) reaches the first maximum
value of about 0.94 when B is approximately 2.3. From
Equations (17) and (8), we can write
(18)
Consequently, the linear relationship between σpeak and
σmean ensures that factors that affect the peak also affect
the mean stress in the same manner. So it is convenient
as well as necessary to review the effects of heterogeneity factors on mean stress σmean.
1. The comparison between Figure 10(a) and 10(b)
shows that the flyer plate with higher impedance results in higher σmean. By examining Equation (18), it
can be seen that σmean will increase with the effective
impedance of the target plate (represented by ρ̃ 0c0).
2. Stacking sequence (A/B vs. B/A) does not affect
σmean.
3. Both ρ̃ 0 and c0 are independent of interface density
and distance x, so the mean stress level in a given bilaminate is independent of interface density and x.
4. Thickness ratio h1/h2 (if ρ1c1 > ρ2c2) increases σmean.
The opposite is true when ρ1c1 < ρ2c2.
Though the above analysis is strictly applicable
only to elastically loaded cases, some of these observations can be extended to shock loading conditions with
some modifications. We are interested in shock cases,
since many of the experimental data correspond to this
regime. In shock loadings, the existence of σmean is still
valid strictly from the consideration of a dynamic equilibrium state. The actual magnitude of σmean for shock
loadings can be computed using Equation (8) by appropriate modifications and this equation has already been
validated ( Section 3.1.1). The ratio σpeak/σmean (which

in

Composites Science

and

T e c h n o l o g y 64 (2004)

was found to be 1.274 for elastic case) does not remain
a constant under shock loading conditions. The wave
velocities depend highly nonlinearly on the stress levels in shock wave regime, and the magnitude of σpeak depends on specific factors including impact velocity and
other heterogeneity factors. We can still examine the effect of heterogeneity factors on the shock response by
examining previous experiments. For example, in the
experimental data by Clements et al. [8] (the configuration is shown in Table 1, row 5), the particle velocity history is recorded when an epoxy and epoxy-graphite mixture layered system was subjected to a plate impact test.
Fortuitously the combination of materials is such that
I ≈ 0, similar to that of a homogeneous material. Since
x*  0 for such systems, the location of measurement
x  x*, and hence the peak stress is very close to the
mean stress. On the other hand, the experimental data
by Oved et al. [6] (configuration shown in Table 1, row
3) for Cu–PMMA (I ≈ 0.743) shows a wide oscillation
with σpeak much higher than σmean. In this case, the ratio of peak stress over mean stress can be much higher
than 1.274, which can be also observed from other experiments [9].
3.3. Oscillations
3.3.1. Amplitude of oscillations
From Equation (11), it is also clear that stress oscillates in the pulse duration segment and that the peaks
always decay. For elastic analysis, strength of the peaks
in the far field decays in a standard manner: the first
peak is about 1.274 and the first valley is 0.81, the second peak is about 1.152 and so forth. In the shock regime, amplitudes of oscillations are generally higher as
the loading strength increases. The observation from
past experiments as shown in Table 1 appears to suggest
that the amplitudes of oscillations qualitatively decay
slower than the 1.274, 1.152 pattern. Again, this is not
true for systems with negligible impedance mismatch
at x < x*. Since we have examined the effects of various
factors on the first peak stress in Section 3.2, the amplitude of oscillations are not extensively studied here.
Interestingly in shock response, experiments do not
exhibit a constant value of mean stress. The stress tends
to oscillate about a decreasing mean, or the mean stress
“decreases” with time (see experiments by Oved et al.
[6] and Zhuang [9]). This behavior can be due to some
time-dependent dissipation mechanisms and this needs
further investigation. However, it is noticed from the
experimental data that the mean stress only decreases
slightly. Besides, the second, the third peak and subsequent peaks are lower than the first peak. Hence, we ignore this phenomenon for the time being and define the
initial mean stress of the first peak as the mean stress for
the whole wave profile. When materials are under shock
and sustain high steady stress, the density and wave ve-
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locity of each constituent are much higher than original values. Also, the thickness of each layer is smaller
than the original value. As a result, the effective shock
velocity c0 and the mean stress σmean are higher than the
prediction using elastic analysis. However, it should be
noted that for systems with very little impedance mismatch, only negligible oscillations are generated and
most energy is contained in the head wave at moderate
distance, when x < x* we can assume that σpeak ≈ σmean.
3.3.2. Period of oscillations
It is found that the rise time is roughly proportional
to the oscillation period, so the trend in period of oscillations is similar to the trend in rise time. Figure 10
shows that the period of the oscillations varies from system to system, and system with higher impedance mismatch will result in longer rise time and lower oscillation frequency. It can be seen from Equation (13) that
dimensionless factor B directly determines the oscillation frequency. Again, since B is obviously distance-x
and time-t dependent, the oscillations are also distanceand time-dependent. The effects of material heterogeneity factors on the period of oscillations can be evaluated
from Figure 11. Similar to the analysis of rise time, high
impedance mismatch between material A and B results
in long period of oscillations. Period of oscillations decrease with interface density, while thickness ratio usually has a lesser influence.
4. Summary
A thorough understanding of the wave structure under these loading conditions can help us in our overall
goal of optimizing the composite structures. Homogenization methods cannot be used for this purpose, though
they are very effective in low velocity impact designs.
An analytical solution for the case of layered heterogeneous systems subjected to high velocity plate impact
has been presented. Though the solution is strictly valid
for elastic cases, method to extend its validity to shock
regimes has been outlined. With the assumption that the
interfaces are fully bonded and that the constituents are
present in a damage-free state, we have identified three
different heterogeneity factors that influence the material response, impedance mismatch, interface density
and thickness ratio. The effect of these factors on the
wave interaction and hence the observed wave structures are carefully examined. Some specific observations
are as follows:
1. Complex laminated engineering composites such as
2D woven GRP can be idealized as planar layered
systems to study the impact behavior, when the inherent wave interactions are significant. There is still
a lack of experimental data for building a clear link
between these two systems.
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2. Both impact loading conditions and architecture of
the composite material systems dominate the impact
response.
3. Impedance mismatch governs the reflection ratio and
transmission ratio at each single scattering event. It
is also a predominant factor in determining the overall stress wave structure; high impedance mismatch
results in “delayed arrival” of the wave at a far distance, long rise time, high oscillation amplitude and
low frequency.
4. Interface density determines the number of waves
with a certain propagating path in between the layers before the wave reaches a particular point. Therefore, interface density determines the strength of a
wave train besides impedance mismatch. Overall,
high interface density indicates a short rise time and
high oscillation frequency. In shock regime, high interface density can result in shock wave “overtaking” effect, which is related to high peak stress and
increased oscillation frequency.
5. Thickness ratio determines the wave propagation patterns inside the layered systems. When the thickness
ratio is extremely low, the rise time is almost vertical and the oscillations do not exhibit the usual harmonic behavior. Thickness ratio directly affects the
mean stress value.
6. The observed anomaly that the measured wave speed
in a layered system can be lower than either of its
constituents for a certain material and thickness ratio combination is explained. The effect can be understood from the fact that the wave front (elastic or
shock) dies out before the measurement location and
the wave front (only shock waves) slows down when
propagating through more unit cells.
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Appendix A. Extension to shock response
For laminated systems under shock loading, it is necessary to relate shock velocity, density and volume to
the particle velocity by means of equation of state (EOS).
A general EOS takes the form
(A.1)
where S1, S2, and S3 are empirical parameters. C0 is the
sound velocity in a given material under zero pressure.
The density under high pressure (ρi′) can no longer be
approximated as the original density. It is directly re-
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lated to the loading strength represented by particle velocity upi:

pressed media. Immediately behind the head wave, the
high pressure σ ′0 is achieved

(A.2)

(A.8)

In the same way, the volume under high pressure (Vi′) is
related to upi by
(A.3)
Therefore, in plate impact problem, according to the
above equation, the thickness under shock loading condition (hi′) will be
(A.4)
New impedance ratio is approximately (assuming that
material 2 is harder than material 1)
(A.5)
It can be seen from Equations (A.1), (A.2), and (A.4)
that wave velocity, thickness and density for the laminates subjected to shock loading, all depend on the
particle velocity, while they remain constant for elastic response. Though velocity is not continuous across
a strong shock front, it can be assumed to be continuous for weak shocks which is the case considered here.
Therefore, by substituting the Usi, ρi′ and hi′ (i = 1, 2) into
Equation (9), we obtain the late time velocity for shock
loading condition (Ũ s) :
(A.6)
Similarly, we obtain the mean stress level for layered
systems σ ′mean by assuming that the layered systems is
equivalent to the mixture with impedance ρ̃ 0Ũ s. Similar
to Equation (8), we have
(A.7)
Thus, we have obtained σ ′mean (Equation (A.7)), the
steady-state stress value for shock loading conditions
analogous to σmean for elastic loading. However, we
need to be very cautious in selecting the number of
steps (or wave trains) since in shock loading conditions
different wave trains travel with different velocities. It is
possible that a wave train can travel faster than its predecessor and may even overtake it. This phenomenon
in shock loading conditions may dictate the use of more
steps for capturing this effect.
For an observer at a given location, the first wave
front propagates with longitudinal velocity into uncom-

Thus, the second wave train can travel faster than the
head wave since the material is highly compressed
given by Equation (A.8). As propagation distance x increases, the second wave can catch up with the head
wave. It can be shown that this “overtaking” effect
is critical for capturing the peak stress in shock wave
regime.
The steps in the analytical procedure for determining
the stress response under shock loading conditions are
as follows:
1. The shock velocities, Usi, and the thickness, hi′, should
be calculated by considering EOS, as shown in Equations (A.1) – (A.4).
2. The mean stress σ ′mean should be computed using
Equations (A.6) and (A.7).
3. Incident stress in the shock regime σ ′0 is given by
Equation (A.8). Incremental stress values at the impact plane Δσ ′0, Δσ ′1,… should be calculated. Modification of reflection ratio is needed based on velocity
variation with pressure.
4. The number of steps, n should be carefully chosen depending on the location x for which the stress is computed, n should be at least equal to the number of
steps needed to reach the first peak from σ ′0 at the
impact plane.
5. The effect of ‘overtaking’ of a successor wave over a
predecessor wave should be evaluated. When overtaking takes place, the time interval between these
two waves are set to zero at the impact plane in
Equation (10).
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