We consider slender languages, that is, languages for which the number of words of the same length is bounded from above by a constant. We prove that the slenderness problem is decidable for context-free languages and that the maximal number of words of the same length in a given context-free language is computable. Some e ective representations of slender context-free languages, as well as other related decidability problems are investigated.
Introduction
Considerations concerning lengths of words are an important part of language theory. An in nite sequence (l n ) n 0 can be associated in a natural way to a language L: l n is the number of words of length n in L. The investigation of the case when all terms of the sequence (l n ) n 0 are bounded from above by a xed constant was started by P aun and Salomaa in a series of papers PS1], PS2], PS3]. Such languages are termed slender. As shown in ADPS], these languages are not only important from theoretical point of view, but also they have applications in cryptography. Some theoretical applications can be found also in CY] and HI]. The same notion has been investigated for L languages in DPS], NS], and the case when l n is bounded by a polynomial in n has been considered in Ra] , SYZS]. Honkala has introduced and studied a generalization of the notion of slenderness, called Parikh slenderness, in Ho1], Ho2], Ho3] .
One of the most important problems is to nd characterizations of such languages. As proved in PS1], the slender regular languages are exactly the unions of single loops, that is, nite unions of sets of the form uv w. It was conjectured in PS1] that a similar characterization holds for slender contextfree languages, as unions of paired loops, that is, nite unions of sets of the form fuv n wx n y j n 0g. This conjecture was shown to be true by the author in Il] .
Another important problem is the decidability of the slenderness problem. This problem was shown to be decidable for unambiguous context-free languages in PS1]. In the much more di cult case of arbitrary context-free languages, the problem was also proved to be decidable by Raz, Ra] .
In this paper, we present two completely new proofs for the decidability of the slenderness problem for context-free languages. Our approach continues the ideas in Il] and is based on some upper bounds on the lengths of words in the paired loops composing a slender context-free language, as well as on the e ective semilinearity of context-free languages. We are able in this way to nd e ectively a representation of a given slender context-free language as a union of paired loops and even as a disjoint such union. Also, we show that, for a given slender context-free language, the maximal number of words of the same length is computable. Some undecidability results are also considered.
The paper is organized as follows. The next section contains the de nitions and two results from Il] we need later on. Section 3 contains a useful technical lemma concerning paired loops of a slender language and the upper bounds on the lengths of words in the loops (single or paired) of a slender context-free language. The algorithms for deciding whether or not an arbitrary context-1 free language is slender are given in section 4. In section 5, we present the other decidability results and e ective constructions mentioned above, as well as some related ones. The last section deals with undecidability.
De nitions and previous results
For an alphabet , denotes the free monoid generated by , is its identity, and, for any word w 2 , jwj is the length of w.
Let k be a positive integer. A language L is called k-slender if cardfw 2 L j jwj = ng k;
for any n 0. L is slender if it is k-slender for some k 1.
A single loop is a set fuv n w j n 0g, for some u; v; w 2 . A paired loop is fuv n wx n y j n 0g, u; v; w; x; y 2 .
We call a union of single (paired) loops any nite union of single or paired loops, respectively.
Let L be a context-free language. There is a context-free grammar in Chomsky normal form G = (N; ; S; P) generating L. Then, by the pumping lemma for context-free languages, there is a constant p such that any word z 2 L with jzj > p can be decomposed as z = uvwxy, for some u; v; w; x; y 2 , such that vx 6 = ; jvwxj p, and uv n wx n y 2 L, for any n 0. The constant p is usually taken to be p = 2 card (N) . In what follows, we shall denote this constant by p L and it will be understood that it comes from a grammar in Chomsky normal form for L.
We recall the following two results from Il] . The rst one is the characterization of the slender context-free languages as union of paired loops conjectured in PS1] and the second one is a useful technical lemma we shall need later on.
Theorem 2.1 ( Il] we can nd k + 1 words of the same length. As they have the length at least M, they are all di erent. Consequently, there are k + 1 di erent words of the same length in (2). As k has been arbitrarily chosen, this contradicts the slenderness of R.
The next lemma settles the bounds on the lengths of words in single loops of slender context-free languages.
Lemma 3.2. If L is a slender context-free language and fuv n w j n 0g L, for some u; v; w 2 ; v 6 = ; jvj p L , then there exist u 0 ; w 0 2 with ju 0 j p 2 L ; jw 0 j p 2 L such that fuv n w j n 0g fu 0 v n w 0 j n 0g L:
Proof. We suppose that juj > p 2 L and prove that there exists u 0 2 with ju 0 j < juj such that fuv n w j n 0g fu 0 v n w j n 0g L:
This is enough for the statement of our lemma because we can continue in this way until u 2 ; juj p 2 L , satisfying (3) is found. Also, the same reasoning can be done symmetrically for w. Consider G = (N; ; S; P) a context-free grammar in Chomsky normal 2 , but the reasoning for this case is completely similar to the one below.)
Because u 2 u 4 6 = , it follows that s 1 + s 2 > 0. Also, from ju 2 u 3 u 4 j p L and z 6 = , it follows that s 1 + s 2 p L . Denote r 2 = s 1 + s 2 . Since jvj p L , r 1 ; r 2 2 f1; 2; : : : ; p L g. If r 1 = r 2 , then we can replace u by u 0 = u 1 z 00 1 z s 3 +s 4 +1 , since fuz r 1 n w j n 0g fu 1 z 00 1 z s 3 +s 4 +1 z r 1 n w j n 0g L;
and we are done. Otherwise, we can repeat the procedure above for y 2 = u 1 z 00 1 z s 3 +s 4 +1 instead of u since jy 2 j > p 2 L ? p L p L . We obtain, for some y 3 2 and 1 r 3 p L , that uvw = y 3 z r 3 z r 2 z r 1 w and, for any non-negative integers l; m; n, y 3 z r 3 l z r 2 m z r 1 n w 2 L. Now, again, if r 3 2 fr 1 ; r 2 g, then we can take u 0 = y 3 z r 2 , otherwise we continue our procedure.
Since juj > p 2 L , we can eventually repeat the procedure p L times, obtaining uvw = y p L +1 z r p L +1 z rp L : : : z r 1 w such that, for any m i 0; 1 i p L + 1,
Moreover, 1 r i p L , for any 1 i p L + 1, and card(fr 1 ; r 2 ; : : : ; r p L g) = p L . Therefore, there is 1 i p L such that r p L +1 = r i and we can take u 0 = y p L +1 z rp L z rp L ?1 : : : z r 2 . Obviously ju 0 j < juj and u 0 satis es (3).
We need one more lemma before proving the main result of this section.
Lemma 3.3. If L is a slender context-free language and R = fuv n wx n y j n 0g L, for some u; v; w; x; y 2 ; vx 6 = , such that max(juj; jyj) > p L , then R is a single loop.
Proof. We consider the case juj > p L only. The case jyj > p L is treated similarly.
As in the proof of the preceding lemma, we have, for some u i 2 ; 1 ; u 5 = z 00 1 z r 5 z 0 2 ; w = z 00 2 z r 6 z 0 3 , for some r i 0; 4 i 6. (It may happen that some of the words u 3 ; u 5 , and w are empty, but this does not a ect our reasoning.) Therefore, we have, for any n 0, uv n wx n y = u 1 z r 0 +r 1 +r 4 +r 5 +r 6 (z r 2 +r 3 ) n z 0 3 y; so our paired loop is a single loop, as claimed.
We can prove now the main result of this section, concerning the upper bounds on the lengths of words in the loops of a slender context-free language. The proof will be simple using Lemmas 3.2 and 3.3.
This theorem is of crucial importance in the proof of the decidability of the slenderness problem for context-free languages in the next section. 4 Decidability of slenderness
We give in this section two proofs for the decidability of the slenderness problem for context-free languages.
Theorem 4.1. It is decidable whether or not an arbitrary context-free language is slender.
First proof. As it is well-known (see, for instance, Gi]), for two arbitrary context-free languages L 1 and L 2 one of which is bounded, it is decidable whether or not L 1 L 2 , and so also whether or not L 1 = L 2 . Using this, we get a very simple proof for the theorem. Indeed, given a context-free language L, we can check through all possible (paired) loops given by Theorem 3.4 for L, nd which ones are included in L, and then check whether or not the whole L is obtained.
Second proof. The second proof is more complicated than the rst one but it is direct in the sense that it is based on Theorem 3.4 only.
Let L be a context-free language. In what follows, we denote by n the set of words of length at most n over . 2 , (n 1 ; n 2 ) 2 S, are all in R i , di erent, and of the same length. Since k has been arbitrarily chosen, it follows that R i is not slender, a contradiction.
9. Since the conditions equivalent to the slenderness of R i in Claim 3 are trivially checkable, it follows that it is decidable whether or not R i is slender.
If all such languages R i are slender, then answer yes, otherwise answer no.
The proof of the theorem is concluded.
5 Other decidability results
We investigate in this section some connected decision problems. We show that a given slender context-free language L can be e ectively written as a union of paired loops, even as a disjoint union of paired loops, and that the smallest k such that L is k-slender is computable. Also the smallest number of loops in a representation of L as a union of paired loops is computable. Some other results are inferred.
Theorem 5.1. A given slender context-free language can be e ectively written as a union of paired loops. Proof. Notice rst that the theorem follows by the decidability result of Gi] concerning bounded context-free languages (see the rst proof of Theorem 4.1) and Theorem 3.4, but we argue also directly, based on the second proof of Theorem 4.1. We use the same notations. To conclude the statement, it is enough to prove the following two facts:
(i) the language R i at step 8 in Algorithm 4.2 can be e ectively written as a union of paired loops, once we know it is slender, and
(ii) having the language L 4 at step 6 given as a union of paired loops, the language L 3 can be e ectively written as a union of paired loops. (5) and (i) is proved.
For (ii), we consider a gsm h which restores the modi cations of g, that is, it replaces each word # jvj 1 by v, introduces a w between the last # 1 and the rst # 2 , and replaces each word # jxj 2 by x. Due to the form of R i , see (5), (ii) is proved if h works as intended, that is, h(L 4 ) = L 3 .
We show inclusion in both directions. Notice rst that both members of the equality to be proved are included in v wx . Our next goal is to sharpen the result in Theorem 5.1 showing that a given slender context-free language can be e ectively written as a disjoint union of paired loops.
We mention that it was proved in PS1] that any union of paired loops is a disjoint union of paired loops, but no e ective procedure to construct a disjoint union was given.
Our proof relies on the following lemma about di erences between paired loops.
Lemma 5.2. The di erence of two given paired loops is e ectively a disjoint union of paired loops.
Proof. Consider two paired loops Theorem 5.3. A given slender context-free language can be e ectively written as a disjoint union of paired loops.
Using Theorem 5.3, we can show now that, for a given slender contextfree language L, the maximal number of words of the same length in L is computable. Clearly, this is the smallest k such that L is k-slender, that is max n 0 (card(fw 2 L j jwj = ng)) = min(fk j L is k-slenderg):
Theorem 5.4. For a given slender context-free language L, the smallest k such that L is k-slender is computable. 
which is possible (see, for instance, Ro]). Moreover, we can nd all solutions of (7) and so all lengths common to the considered paired loops. This extends to any subset of the set of paired loops composing L.
Since the paired loops in the representation of L are pairwise disjoint, any two words of the same length in two di erent paired loops are di erent. Therefore, the maximal number of words of the same length in L, hence the minimal k such that L is k-slender, can be computed.
Corollary 5.5. For a given k 0, it is decidable whether or not an arbitrary context-free language is k-slender.
The last results of this section concern the number of loops in the representation of a context-free language as a union of paired loops.
Theorem 5.6. For a given slender context-free language L, the smallest m such that L can be written as a union of m paired loops is computable.
Proof. Suppose that m is the smallest integer such that L can be written as a union of m paired loops, say L = m i=1 fu i v n i w i x n i y i j n 0g:
Using techniques similar to the ones in the proofs of Lemmas 3.2 and 3.3, it can be shown that there is a representation of L as a union of paired loops which satis es the length conditions in Theorem 3.4. The idea is to reduce rst the lengths of the pumping words and then, as in Lemmas 3.2 and 3.3, the lengths of the others. The details are left to the reader.
Then, from all representations of L as in Theorem 3.4, we choose one with minimal number of loops. Its number of loops is m.
Corollary 5.7. For a given m 0, it is decidable whether or not an arbitrary (slender) context-free language can be written as a union of m paired loops.
Remark. Notice that, as soon as the constant m in Theorem 5.6 for a slender context-free language L is at least two, there may be in nitely many representations of L as a union of m paired loops, as seen in the next example.
Consider the regular language L = fag fa n j n 3g:
L is 1-slender and it cannot be written with less than two paired loops. But L = fa(a k ) n j n 0g fa n j n 3g;
for any k 2, so there are in nitely many possibilities of decomposing L into two paired loops.
Problem. We did not investigate the number of paired loops in decompositions as disjoint unions of paired loops. Do Theorem 5.6 and Corollary 5.7 hold in this case? Also, what about the previous remark?
Theorem 6.1. It is undecidable whether or not the complement of an arbitrary context-free language is slender. Proof. Consider an arbitrary instance of the Post Correspondence Problem, f(x 1 ; x 2 ; : : : ; x n ); (y 1 ; y 2 ; : : : ; y n )g; L PCP is the set of all solutions of the following instance of the Post Correspondence Problem f(x 1 ; x 2 ; : : : ; x n+1 ); (y 1 ; y 2 ; : : : ; y n+1 )g: (9) Since x n+1 = y n+1 = #, all words in # are solutions of (9). Moreover, since # 6 2 fa; bg, all solutions of (9) are catenations of solutions of (8) and words in # . It follows that L PCP is slender if and only if the set of solutions of (9) is # , that is, if and only if (8) has no solution, which is undecidable. Theorem 6.2. It is undecidable whether or not the intersection of two arbitrary context-free languages is slender.
Proof. In the notations of the preceding proof, L R and L x;y are context-free and L R \ L x;y is slender if and only if (8) has no solution.
