This paper presents a mathematical model for the problem of minimizing the maximum lateness on a single machine when the deteriorated jobs are delivered to each customer in various size batches. In reality, this issue may happen within a supply chain in which delivering goods to customers entails cost. Under such situation, keeping completed jobs to deliver in batches may result in reducing delivery costs. In literature review of batch scheduling, minimizing the maximum lateness is known as NP-Hard problem; therefore the present issue aiming at minimizing the costs of delivering, in addition to the aforementioned objective function, remains an NP-Hard problem. In order to solve the proposed model, a Simulation annealing meta-heuristic is used, where the parameters are calibrated by Taguchi approach and the results are compared to the global optimal values generated by Lingo 10 software. Furthermore, in order to check the efficiency of proposed method to solve larger scales of problem, a lower bound is generated. The results are also analyzed based on the effective factors of the problem. Computational study validates the efficiency and the accuracy of the presented model.
Introduction
This paper investigates the problem of a single machine batch scheduling to minimize the maximum lateness with delivery costs, where that all jobs are delivered to their customers in some batches. This problem depicts two stages supply chain scheme, which contains a manufacturer and some customers in which each job may be transmitted to its customer right after its completion or to be held in batch with more jobs. Batching the jobs not only may cause the job process to accelerate, but also it can decrease the delivery cost of job transmission to their customers. Lu and Yuan (2007) proved that the single machine batch scheduling with the objective of maximum lateness is strongly NP-hard, therefore by adding a term that corresponds to the delivery cost, the problem remains NP-hard. The literature of single machine batch scheduling can be classified by variant concepts. For example, based on how the batches are processed on the machine, the problem would contain serial or parallel batching categories. In serial batching it is assumed that each batch is processed based on all the processing time of its jobs and the processing time of each batch is equal to the sum of the processing jobs are located on it. Ng et al. (2002 b) studied the problem of single machine serial batch scheduling to minimize maximum lateness by considering the precedence constraints between the batches and presented an polynomial time algorithm. They (2003 a) also investigated the same problem by total completion time objective, release date and precedence constraints and presented an polynomial algorithm. Yuan et al. (2007) considered the serial batching scheduling when each batch contained exactly jobs and the objective was to minimize total weighted completion time. They showed that the problem is NP-hard and proposed a polynomial algorithm with some simplified rules that were: a. the jobs were inversely agreeable i.e; if then b. the weight of jobs was a multiple of their processing times .
The other researches in the field of serial batching can be mentioned as:
An log algorithm for minimizing total completion time by Coffman (1990) , an algorithm for minimizing total weighted completion time with precedence constraint by Albers and Bruker (1993) and an algorithm for minimizing total completion time by Baptice (2000) . On the other hand the processing time of a parallel batch is calculated by the maximum processing time of jobs are apparent to that batch. investigated the problem of single machine parallel batching to minimize makespan by considering family setups and release date. They developed a polynomial approximation scheme for their problem that yielded to an algorithm with worst case ratio of 2.5. Potts and kovalyov (2000) accomplished an extensive review in the field of parallel batching literature and gave details of basic solution methods. Another classification can be offered as on-line or off-line batching scheduling. On-line scheduling means that the job information, like processing time, is unknown before the arrival of jobs. Nong et al. (2008 b) proposed an on-line scheduling problem and offered two models in which the first model was unbounded and machine could process infinite jobs and the other one was a bounded model. They also solved the models by a 2 worst case ratio algorithm. Zhang et al. (2001) studied the problem of minimizing makespan on a parallel batch by considering the delay effect and solved the problem with various sizes containing bounded and unbounded models. Chen et al. (2004) proposed an on-line scheduling problem to minimize total weighted completion time. Azizoglu and Webster (2001) provided a branch and bound method to solve the on-line parallel batched scheduling with the objective of minimizing total weighted completion time where the size of batches was limited.
In offline scheduling structure, all the details about the jobs are gathered before the process begins. Yuan et al. (2004) proved that the offline version of single machine batching problem is strongly NPhard for bounded and unbounded models and proposed two dynamic programming and a heuristic algorithm for bounded models. In recent years, researchers have considered the delivery cost as a secondary objective called "combined optimization batch delivery problem". Mahdavi et al. (2011a) studied the problem of minimizing the number of weighted tardy jobs by considering delivery cost and used a simulation annealing approach to solve the problem. Tian et al. (2007) investigated the problem of minimizing the sum of total weighted flow times with delivery cost. They indicated that the problem is NP-hard and proposed an optimal algorithm. Mahdavi et al. (2011b) proposed a branch and bound approach to solve the problem of minimizing the weighted sum of flow times with delivery cost. Another research related to Mahdavi et al. (2007) presented a branch and bound to minimize flow time and delivery cost, simultaneously.
One of the most important problems considered in scheduling problem is job deterioration where there are wide applications in many real-world situations. Deterioration means that the processing time of jobs increases over time. Browne and Yechiali (1990) introduced a job deterioration scheduling problem in which the processing time of a job was a function of its starting time. Mosheiov (1994) who was the first to apply simple linear deteriorating for single machine scheduling problem considered this problem to minimize the makespan, total completion time, total weighted completion time, total weighted waiting time, and total tardiness, number of tardy jobs, maximum lateness and maximum tardiness. Wu et al. (2009) solved a single-machine problem by a branch-and-bound scheme and two heuristic algorithms to minimize the makespan under the piecewise linear deterioration model. Wang et al. (2009) solved the single machine scheduling problems with learning effect and deteriorating jobs simultaneously to minimize the total weighted completion time and the maximum lateness. Wang and Wang (2010) considered a single machine scheduling problem with deteriorating jobs in which the processing time of a job was defined as a simple linear function of its starting time to minimize the total weighted earliness penalty subject to no tardy jobs. Husang et al. (2010) considered a single machine scheduling problem with deteriorating jobs by a linear function of time to minimize the total weighted earliness penalty subject to no tardy jobs. Cheng and Ji (2010) proposed a single machine scheduling problem in which the jobs were processed in batches and the processing time of each job was a simple linear function of its waiting time to minimize the makespan. Al Anzi et al. (2007) studied the combination of deteriorating and scheduling objectives with application in computer communication and reverse logistics.
In this paper, we propose a new mathematical model for the problem of serial batched scheduling problem where the objective is to minimize the maximum lateness and delivery cost simultaneously. Since the problem is strongly NP-hard, a simulation annealing approach is used to get near optimal solutions. In order to check the verification of SA, some data sets of problem are solved using Lingo software optimally and the results are compared together. The remaining parts of this paper are as follows: in section 2 the mathematical model is presented and the variables and parameters are introduced. In section 3 the solution approach is offered and in section 4 the computational studies are presented.
Problem formulation
Consider a machine that processes jobs with no preemption where all jobs are available to process at time zero. The completed jobs can be delivered to the customer immediately after completion or they are kept on for the following jobs to deliver as a batch. According to job numbers, batches are considered and the jobs are assigned to the batches. Clearly, any batch with no job will be omitted and the sequence of batches is determined in such a way that the maximum lateness and delivery cost are minimized. As mentioned, the serial batching assumption is considered in this paper, so that the processing time of each batch is calculated as the sum of all the processing jobs located on and the due date of batch is the average of the due date of assigned jobs. The decision variables and parameters of the problem are as below:
Number of jobs ready to be scheduled The normal processing time of job The due date of i-th job The proposed model is presented as follows:
Equation (1) introduces the objective function where the first term corresponds to the delivery cost and the second term determines a schedule so that the completion time of batches has minimal variations to their due dates. Constraint (2) states that the completion time of each batch is equal to the completion time of prior batch plus the sum of processing times of the assigned jobs. Constraint (3) mentions that the machine and all the jobs are available at time zero. Constraint (4) declares that the completion time of each batch is equal to the sum of processing times of each assigned job.
Constraint (5) determines how many jobs are located on each batch. Constraint (6) determines if the batch is empty or not. Note that since is a binary variable and is used for the objective function and the purpose of the objective function is minimization, the tendency of is to reach to the zero value. However, this constraint imposes to have the value of one if the batch is not empty. Constraint (7) clarifies that the lateness of each batch is equal to the difference between the time that the process of the batch and its due date have been completed. Clearly, the value of lateness is either positive or negative. Eq. (8) shows how the due date of each batch is calculated. Constraint (9) states that each batch is processed only one time at each sequence and constraint (10) determines that each position can be assigned to just one batch. Constraint (11) mentions each job can be assigned to exactly one batch and constraints (12) and (13) show that and are binary variables respectively and finally constraint (14) states is a free variable that can take on positive, zero, or negative values.
Solution approach

The proposed SA description
As mentioned in the literature, the problem of minimizing maximum lateness is strongly NP-hard and the delivery cost increases the complexity. Therefore, the use of ordinary optimization methods is not reasonable. In this case, a simulation annealing meta-heuristic is implicated to reach near optimal solutions in reasonable amount of running times. Simulated annealing (SA) has been widely applied to solve many combinatorial optimization problems. It performs a stochastic neighborhood search of the solution space and it is considered as a Marcov chain (1988), so its sensitivity to the initial solution is much less than the other metaheuristics and has a great ability to avoid trapping to local optimum solutions. The basic principles of the SA can be described as follow: Start from a current solution , another solution is generated by taking a stochastic step in some neighborhood of while the degree of neighborhood is optional and apparently changes from one problem to another. If the new proposal improves the value of the objective function, then is replaced by as the new current solution. Otherwise, the new solution is accepted along with a probability. This probability comes from the following equations,
The value of decreases as the number of iterations increases. Hence, the probability of accepting worse solutions will decrease too. In fact, any reduction in control parameter leads to maintain the current solution and just accepting the improving solutions while the algorithm is running in the last iterations. All the mentioned procedures enable SA to avoid getting trapped in local optima. In this case, two strings are proposed as shown in Fig 1. The first one corresponds to the assigning jobs to the batches and the second one is associate with scheduling the final batch. Therefore, jobs are randomly assigned to different batches and then the created batches are scheduled by swapping the batches. In each iteration, the best value of objective function is recorded. This procedure continues until the stopping condition of algorithm is achieved. For example, suppose there are 5 jobs to be assigned to 5 batches. Fig. 1 shows that the first and the second jobs are assigned to batch 2, the third job is located on batch 1 and forth and fifth jobs are assigned to batches 3 and 4, respectively. Since batch 5 remains empty, it will be removed. Fig.2 depicts a sample of the scheduling of created batches where batch 1 is assigned to the first position, batch 3 is assigned to the second position and batch 4 and batch 2 are assigned to the third and the forth orders, respectively. Neighborhood search is also implemented by swapping two randomly selected positions in the second string (batch string) in order to meet other nodes of solution space. The performance of the proposed SA is depicted in Fig 2.   Fig. 2 . The performance of proposed SA
Calibration the SA parameters
In order to calibrate the proposed SA, a Taguchi approach is presented. This approach is an experimental design methodology, which allows choosing a product or process that performs more consistently in the operating environment. 
Start
Create N batches based on number of jobs variability can be controlled in practice. These uncontrollable factors are called noise factors. Based on this fact, Taguchi attempts to identify controllable factors (control factors) that minimize the effect of the noise factors. During experimentation, the noise factors are manipulated to force variability to occur and then finding the optimal control factor settings that make the process or product robust, or resistant to variation from the noise factors. Taguchi uses orthogonal arrays, which estimate the effects of factors on the response mean and variation. Orthogonal arrays allow investigating each effect independently from the others and may reduce the time and cost associated with the experiment when fractionated designed are used.In this paper, the S/N ratio considered as nominal is the best of the kind and is calculated by the following,
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The effective factors and their levels are also described in Table 1 .
Table 1
The Taguchi experiment inputs Factor Symbol Levels Type Degree of freedom Number of total iterations A 5
Number of iterations per temperature B 5
The associated degree of freedom for these two factors is equal to 8. According to Taguchi standard table of orthogonal array, the L 25 that fulfils all the minimum necessary requirements should be selected. In order to conduct the Taguchi experiments, three important measures are considered as the S/N ratio (as robust measure), the average responses for each combination of control factor and the variability in the response due to the noise (standard deviation). The results are depicted in below figures. In Taguchi design, a measure of robustness is used to identify control factors that reduce variability in a product or process by minimizing the effects of uncontrollable factors. Fig. 3 indicates the robustness of each combination of factors. Clearly, it is desired to select a pair of factors that generate the maximum robustness. So based on this figure A(3) and B(2) are selected. Fig. 4 shows the average responses for each combination of control factors. Since the objective of the function is minimization the minimum value for this measure is desired, so A (2) and B (4) are selected. Finally Fig. 5 shows the variability in the response due to the noise that is desired to be minimal, so A(2) and B(2) are selected. Based on the mentioned measures, the most efficient combination of the proposed factors are as A(2) and B(2) that better satisfies the response values.
Computational experiment
All the instances of this problem were coded by Visual Basic 6 and they were run on personal computer with CORE I 7 processor with 4 GB of RAM. The required data were generated randomly based on below scheme:
 Processing time of jobs from uniform distribution [1-100]  Due date of jobs from uniform distribution [1-α∑ ] where α considered equal to 0.2 manually.
The instances also are solved using Lingo 10 software to determine the efficiency and capability of proposed SA to reach the global optimum. To make the sensitivity analyze, two important factors include problem dimension, which are the number of considered batches and the rate of deterioration are considered.
sensitivity analyze based on the problem dimension
In order to implement this analyze first, some small sizes of problem dimension are considered and the results are compared with equivalent Lingo results. However, Lingo is incapable of solving the problem for more than 7 jobs, therefore, the results of medium and large scale problems are offered individually. The rate of deterioration is-also considered as 0.2 in this section. The second column indicates the number of batches (jobs) and the third and forth columns show the performance of Lingo software including value of objective function (VOF) and its run time to seconds. For each instance, the SA was run 5 times and the best obtained solution was considered as the VOF recorded in column 5. Finally, the gap of results between SA and global optimum is calculated by:
Based on the results of Table 1 , it is not possible to find the optimal solution for large-scale problems. Therefore, we propose a lower bound to compare the performance of the proposed SA for large-scale problems. 
Sensitivity analyze based on the rate of deterioration
The effect of deterioration is evaluated by dimension of 4 jobs. According to the results presented in Table 4 , the rate of deterioration impacts the performance of Lingo results, significantly. However, the performance of our SA does not seem to be sensitive to the rate of deterioration in terms of running time. 
Conclusion and future research
This paper studied the problem of single machine batch scheduling with the objective of minimizing the maximum lateness. The proposed model of this paper considered a new mathematical model where jobs were deteriorated and the processing times depend on the accomplished sequence. In order to solve the proposed model, a calibrate simulation annealing was used and its results were compared with global optimum for small dimensions of problem. We also provided a lower bound to compare the performance of the proposed model for large-scale problems. For future research, the solution method can be considered as the hybrid of meta-heuristics, which could generate better results and we leave it for future research for interested researchers.
