ABSTRACT. Gosper's and Zeilberger's algorithms for summation of terminating hypergeometric series as well as the q-versions of these algorithms are described in a very rigorous way. The paper is a companion to Maple V procedures implementing these algorithms. It concludes with the help information for these procedures.
Introduction
In 1978 Gosper [5] published an algorithm for indefinite summation of terminating hypergeometric series. Procedures incorporating this algorithm were for instance included long ago in the standard library of Maple V . Around 1990 Zeilberger [17] , [18] showed that definite summation of terminating hypergeometric series can often be reduced in an algorithmic way to Gosper's indefinite summation. He wrote a long Maple procedure implementing his algorithm and he kindly made available his code to all interested people. Zeilberger's algorithm turned out to have a q-version, for which Zeilberger wrote a less widely circulated Maple procedure.
The author [8] wrote a critical survey paper about Maple's potential to handle hypergeometric series. There he also briefly described Gosper's and Zeilberger's algorithms. It is the purpose of the present paper to describe these two algorithms as well as their q-versions in a very rigorous way.
A companion to this paper are two Maple V procedures, called zeilb and qzeilb, implementing the Zeilberger and q-Zeilberger algorithm, respectively. These procedures are highly rewritten versions of the original procedures written by Zeilberger (see [19] for the most reecent versions of Zeilberger's procedures). It is the intention that this Maple code matches the rigor of the present paper. Thus the present paper together with the source code should convince the reader that the output produced by the procedures can be trusted. Furthermore, input and output are arranged in such a way that evaluation formulas of terminating hypergeometric or q-hypergeometric series as given in Bailey [1] respectively Gasper & Rahman [4] (in particular Appendix II) can be compared very easily with the results appearing on the computer screen. The source codes are available on the web page http://www/science.uva.nl/~thk/art/zeilbalgo/. Since the first version of this paper appeared, much further work has been done and more powerful implementations of the (q)-Zeilberger algorithm have been written:
• Petkovšek, Wilf & Zeilberger wrote a book [14] about Zeilberger's and related algorithms. Maple implementations [19] are available (procedures EKHAD and qEKHAD).
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• Paule & Schorn [12] implemented Zeilberger's algorithm for Mathematica, while Paule & Riese [11] implemented its q-analogue for Mathematica. See their web page http://www.risc.unilinz.ac.at/research/combinat/risc/software/ for downloads.
• W. Koepf wrote a book [6] about Zeilberger's and related algorithms. Maple implementations [7] are available. (packages hsum and qsum). The qsum algorithm is documented in a paper by Böing & Koepf [2] .
The contents of this paper are as follows. In Section 2 the idea of Zeilberger's algorithm is explained by a simple example. Section 3 describes Gosper's algorithm, Section 4 Zeilberger's algorithm and Section 5 the q-versions. Finally Section 6 provides the help information for the functions zeilb and qzeilb.
Definitely not included in this paper is the theoretical background concerning holonomic systems (cf. Zeilberger [16] and Cartier [3] ) and further generalizations of the method of Zeilberger's algorithm (cf. for instance Petkovšek [13] and Wilf & Zeilberger [15] ).
A slightly shortened version of this paper appeared in [9] . The present version of the paper will be regularly updated together with the Maple procedures zeilb and qzeilb. 
A simple example
Consider the Chu-Vandermonde summation formula
and its special case for c := −n:
Here the shifted factorial is defined by
In identity (2.2) there is an arbitrary upper boundary n for the summation, while the summand is independent of n. We call it indefinite summation. Verification of (2.2) is straightforward by checking that
However, in identitity (2.1), the summand depends on the upper boundary n of summation. There would be no explicit evaluation for an arbitrary upper boundary m. It works just for upper boundary n or for any upper boundary m = n, n + 1, . . . or ∞ (since the terms in (2.1) with k > n vanish). So n is a natural upper boundary for the summation. We call this definite summation. Observe also that verification of (2.1) is not as straightforward as was possible for (2.2) by means of (2.4).
In fact, we can find an indefinite summation formula which implies (2.1). Put
where
We want to prove that
or equivalently, that Σ(0) = 1 and
Now the indefinite summation formula
can immediately be proved by checking that
(Note that, in (2.6), (2.9), (2.10), (2.11) and (2.12), n can be arbitrarily complex. It can be considered as a parameter, just as b and c.) Now (2.10) for m = n yields
13) since the right-hand side of (2.10) vanishes for m = n. Hence we obtain (2.8).
Note that (2.10) can be rewritten as an indefinite summation for a certain hypergeometric series which is truncated arbitrarily:
3. Gosper's algorithm Let F be the field of rational functions in some fixed number of indeterminates (not including k) over Q. Let F(k) denote the field of rational functions in k over F and let F[k] be the ring of polynomials in k over F. Let a(k) (k = 0, 1, . . . ) be a sequence of nonzero elements of F such that
or, equivalently,
Then the s(k) are unique up to a constant term. Gosper's algorithm will do the following: 1) It determines whether there is a solution s(k) to (3.2), nonzero for k = 0, 1, 2, . . . , such that
If the answer to 1) is positive then it will produce this solution explicitly. In order to justify the algorithm we need a few lemmas.
Let b(k) be a nonzero element of F(k). Then there are elements p(k), r 1 (k) and
, unique up to a constant factor, such that
for all integers j ≥ 0, and
Proof We first prove the existence statement. Suppose that, for some i = 1, 2, . . . , identity (3.3) holds together with (3.4) for j = 0, 1, . . . , i − 1 and with (3.5) . This is certainly possible with i := 1 and p(k) := 1. We now describe a successive rewriting of p(k), r 1 (k), r 2 (k) such that this process comes to an end and the end result has the desired properties. If r 1 (k) has a prime factor
3), (3.4) for j = 0, 1, . . . , i − 1, and (3.5) still hold when p(k), r 1 (k), r 2 (k) are replaced by p k , r 1 (k), r 2 (k), respectively. In order to see this for (3.5) observe that any common factor of p(k) and r 2 (k) must be γ(k − j) for some j = 0, 1, . . . , i − 1. But this cannot be a factor of r 2 (k) while γ(k) is a factor of r 1 (k), Similarly, any common factor of p(k − 1) and r 1 (k) must be γ(k − j) for some j = 1, 2, . . . , i. But this cannot be a factor of r 1 (k) while γ(k − i) is a factor of r 2 (k). Next we prove the unicity statement. Suppose p(k), r 1 (k), r 2 (k) and p(k), r 1 (k), r 2 (k) are two triples satisfying (3.3), (3.4) for all integers j ≥ 0, and (3.5). Then
Suppose γ(k) is a prime factor occurring in p(k) with higher multiplicity than in p(k). We may assume that for all positive integers i the prime factor γ(k+i) does not occur with higher multiplicity in p(k) than in p(k). Then γ(k) must be a factor of r 1 (k). Let j ≥ 0 be the maximal integer such that γ(k − j) occurs in p(k) with higher multiplicity than in p(k). Then γ(k − j − 1) must be a factor of r 2 (k). Thus gcd(r 1 (k), r 2 (k + j + 1)) = 1, which is a contradiction. Similarly we show that no prime factor occurs in p(k) with higher multiplicity than in p(k). Thus p(k) equals p(k) up to a constant factor. Hence r 1 (k)/r 2 (k) and r 1 (k)/ r 2 (k) are equal up to a constant factor, which implies the unicity statement.
, satisfy (3.4) for all integers j ≥ 0, and also satisfy
Proof Clearly, because of (3.3), (3.4) and (3.6), r 1 (k) and r 2 (k) must be nonzero for k = 1, 2, . . . . If p(k) = 0 for some k = 0, 1, 2, . . . then there will be a highest nonnegative integer j for which p(j) = 0. Then b(k) will have a pole at k = j + 1, which is contrary to the assumption.
We now assume that, for each integer k ≥ 0, a(k) is a nonzero element of F and that
such that (3.4) holds for all integers j ≥ 0. Assume also that p(k) = 0 in F for k = 0, 1, 2, . . . and
. . . Because of Lemma 3.2 these inequalities will be certainly satisfied if (3.5) or the weaker (3.6) are valid. It follows from (3.7) that
In view of (3.8) we also have
Note that, for k = 0, 1, 2, . . . , we have s(k) = 0 iff f (k) = 0 (because the other factors in (3.9) are nonzero). We will always assume that s(k) and f (k) are nonzero elements of F for k = 0, 1, 2, . . . .
Lemma 3.3. Under the above assumptions the identities
and
are equivalent for each k = 0, 1, 2, . . . .
Proof Identity (3.11) can be equivalently written as
and identity (3.12) can be equivalently written as
(use that a(k) and p(k) are nonzero for k = 0, 1, 2, . . . ). Now apply (3.8).
Lemma 3.4.
Under the earlier assumptions, let (3.11) and (3.12) be valid for
Proof By (3.11) and (3.10) we have
Lemma 3.5.
Under the earlier assumptions, let f (k) be in F(k) such that (3.12) holds. Then
Proof Assume that f (k) is not a polynomial. Then
where c(k) and d(k) are polynomials in k over F without common factors and d(k) has positive degree and
Let j be the largest integer such that
This j exists and j ≥ 0. Then
and is relatively prime to d(k − 1) and c(k). Hence, by (3.13), g(k) divides
and is relatively prime to d(k) and c(k − 1). Hence, by (3.13), g(k − j − 1) divides r 2 (k), so g(k − 1) divides r 2 (k + j). Thus r 1 (k) and r 2 (k + j) have a common factor of positive degree, contradicting (3.4).
In the following we will mean by deg(g(k)) the degree of a polynomial g(k) and we will put this equal to −1 if g(k) = 0. Lemma 3.6. Under the earlier assumptions, let f (k) be a nonzero element of F[k] and a solution of (3.12) . Then:
By our assumptions, p(k) is a nonzero polynomial and r 1 (k + 1) − r 2 (k) and r 1 (k + 1) + r 2 (k) will not be both equal to zero. Case (a) is now evident. In case (b) let f (k) have degree m with coefficient c m of k m . Then
Cases (b1) and (b2) are now evident.
Lemma 3.7. Under the earlier assumptions, if (3.12) has solutions f (k) belonging to F[k] then these form a zero or one dimensional set. In case of dimension one, the solution space has the form f 0 (k) + c f 1 (k), where f 0 (k) is some special polynomial solution of (3.12), f 1 (k) ia a nonzero polynomial solution of 14) and c is an arbitrary element of F. If such a solution f 1 (k) of (3.14) exists then f 1 (k) = 0 for k = −1, 0, 1 . . . and r 2 (0) = 0.
Proof Clearly, if (3.12) has two distinct polynomial solutions then their difference f 1 (k) is a nonzero polynomial solution of (3.14), unique up to a constant factor. If f 1 (k) = 0 for some k = −1, 0, 1, . . . or if r 2 (0) = 0 then f 1 (k) = 0 for infinitely many values of k, which would contradict that f 1 (k) is a nonzero polynomial.
We can now describe the successive steps of Gosper's algorithm. Let a(k) be given.
Step 1. Check that a(k), for k = 0, 1, 2, . . . , is a nonzero element of F. Also check that a(k)/a(k−1) is in F(k).
Step 2. Determine p(k), r 1 (k), r 2 (k) in (3.7) by the algorithm given in the proof of Lemma 3.1 (existence statement).
Step 3. Find, by Lemma 3.6, an upper bound d for the degree of a nonzero polynomial f (k) satisfying (3.12). If d is negative then there will be no solution s(k) of (3.11) with the desired properties.
Step 4. Put 15) where the f i are yet unknown elements of F. Find the most general solution of the system of linear equations in the f i obtained by putting the coefficients of the various powers of k in
equal to 0. If no solution is found then there will be no solution s(k) of (3.11) with the desired properties. Otherwise, the solution space may have dimension 0 or 1.
Step 5. In case the solution space has dimension 0, check if f (k) = 0 for k = 0, 1, 2, . . . . When this is not the case, there will be no solution of (3.11) with the desired properties.
Step 6. Obtain the desired solution(s) s(k) of (3.11) from (3.9). Then
Our Maple program implements Gosper's algorithm for 18) being the coefficients of a truncated hypergeometric series. Here α 1 , . . . , α r , β 1 , . . . , β s and z are elements of F. In order that a(k) is in F for each k = 0, 1, 2, . . . , we require that
Also, in order that a(k) = 0 for k = 0, 1, 2, . . . , we require that
then k will be a factor of r 2 (k), so r 2 (0) = 0 and s(−1) = 0 by (3.9). Hence, for such α i 's, (3.11) has at most one solution s(k) and such a solution will satisfy s(−1) = 0. We will always make this assumption (3.21).
Example 3.9. Consider (2.2), so 
Hence
so we are in the case (b1) of Lemma 3.6 and every nonzero solution f (k) of (3.12) will have degree 0. Equation (3.12) becomes
, which is nonzero for k = 0, 1, 2, . . . . Now equation (3.9) yields
Thus, indeed, s(−1) = 0 and
Example 3.10. We continue the previous example, but we now assume that b in (3.22) is a fixed positive integer. Then F = Q and condition (3.21) is no longer satisfied. We can rewrite (3.22) as
which is a polynomial of degree b − 1 in k. (In the previous example, a(k) was certainly not polynomial in k.) From (3.23) we now get
We are now in case (b2) of Lemma 3.6 and find that f (x) must have degree ≤ b. Equation (3.12) becomes
Its general solution is
We obtain
It is curious to observe that the specialization of (3.22) to some special positive integer value of b causes Gosper's algorithm to solve a system of b + 1 instead of 1 linear equations. For large b this will consume much more computing time.
Zeilberger's algorithm
Let F be the field of rational functions in some fixed number of indeterminates (not including k and n) over Q. Let A(n, k) be such that
A(n, k), n = 0, 1, 2, . . . . Fix l = 1, 2, . . . . Zeilberger's algorithm will search for σ j (n) (j = 1, 2, . . . , l) in F(n) such that Σ(n) satisfies the lth order recurrence
In particular, if such a recurrence can be found for l = 1 then Σ(n) can be obtained by iteration of (4.2) from the starting value Σ(0) = A(0, 0). Zeilberger's algorithm reduces the problem to Gosper's algorithm as follows. Let the σ j (n) be yet undetermined elements of F(n). Put
Then a(k) (k = 0, 1, . . . ) is a sequence of elements of F(n). Assume that the σ j (n) are such that the a(k) are nonzero elements of F(n). From (4.3) we obtain
Now suppose Gosper's algorithm has supplied explicit σ j (n) and an explicit solution s(n) = S(n, k) of (3. Suppose that also S(n, n) = 0. Then, by (4.1) and Assumption (iii) on the A(n, k), the case m = n of (4.5) yields (4.2).
We now discuss the details of the application of Gosper's algorithm. Write
where B(n, k) and C(n, k) are coprime elements of F[n, k], and
where D(n, k) and E(n, k) are coprime elements of F[n, k]. Then B(n, k), C(n, k), D(n, k) and E(n, k) are nonzero elements of F(n) for k = 0, 1, 2, . . . . We obtain from (4.4) that
where 12) where
for all integers j ≥ 0 and
Then (4.8), (4.12) and (4.13) yield (3.7). Note that, by (4.9), (4.3) and (4.6)
Thus, by (3.9) and (4.13):
We can now describe the successive steps of Zeilberger's algorithm. Let A(n, k) be given.
Step 1. Check conditions (i)-(v) of the beginning of this section. Write A(n, k)/A(n, k − 1) and A(n, k)/A(n − 1, k) as in (4.6) and (4.7).
Step 2. Determine p 1 (k), r 1 (k), r 2 (k) in (4.12) by the algorithm of Lemma 3.1. Check if r 2 (0) = 0, otherwise the algorithm fails. Determine p(k) (with yet undetermined σ j ) by (4.13) and (4.9).
Step 3. Find by Lemma 3.6 an upper bound d for the degree over F(n) of a solution f (k) of (3.12) which lies in F(n) [k] . (Here we take for deg(p(k)) the degree of p(k) with yet undetermined σ j (n), so, with a priori knowledge of the σ j (n), d might have been lower.) If d is negative then the algorithm fails.
Step 4. Now substitute (3.15) in (3.16) and obtain a system of linear equations over F(n) in the f i (i = 0, . . . , d) and σ i (i = 1, . . . , l) by putting the coefficients of the various powers of k in (3.16) to 0. Solve this system of equations. If no solution is found then the algorithm fails. Otherwise, the solution space may have dimension 0 or higher. In case of higher dimension, we will have some free parameters with which we extend the field F.
Step 5. With the solutions from Step 4 substituted, we have to reevaluate some expressions in order to be sure that the conditions are still valid under which Gosper's algorithm works. Check if p(k) is a non-zero element of F(n) for k = 0, 1, 2, . . . and if a(0) is a nonzero element of F(n). Then, by (3.7), a(k) is a nonzero element of F(n) for k = 0, 1, 2, . . . . Check if f (k) = 0 for k = 0, 1, 2, . . . . If one of the checks gives negative answer then the algorithm fails.
Step 6. Obtain the solution s(k) = S(n, k) of (3.11) from (3.9). Then s(−1) = 0 by (3.9) since r 2 (0) = 0. Now we have to check if posssibly for certain n = l, l + 1, l + 2, . . . the f i (n) and σ i (n) have poles. Suppose there are no poles for integer n > n 0 ≥ l − 1. Consider (4.5) only for such n. Check if possibly S(n, n) = 0 for some integer n > n 0 . We can do this by inspection of (3.9). Because of (4.3) and Assumption (iii) on A(n, k) we have a(k + 1)| k=n = 0 for integer n > n 0 . Thus we have to check if possibly r 2 (k + 1)| k=n has a pole or p(k + 1)| k=n has a zero for integer n > n 0 . If this is the case then we can get integer n 1 ≥ n 0 such that S(n, n) = 0 for n > n 1 . Define Σ(n) by (4.1). Then the recurrence (4.2) is valid for n > n 1 .
Our Maple program implements Zeilberger's algorithm for sums (4.1) with
being the coefficients of a hypergeometric series
We assume that no upper indices coincide with lower indices of the hypergeometric function, that α 2 , . . . , α r , β 1 , . . . , β s and z are elements of F and that i 2 , . . . , i r , j 1 , . . . , j s ∈ Z. In order that A(n, k) is in F for n, k = 0, 1, 2, . . . we require that In order that A(n, k) = 0 as element of F(n) for k = 0, 1, 2, . . . we require that z = 0 and
Now A(n, k) = 0 for integer n, k with 0 ≤ n < k. We get
and 19) where the shifted factorial (a) k is defined by (2.3), also for negative integer k. Clearly, the right hand sides of (4.18) and (4.19) are elements of F(n)(k).
We can now perform Step 1 and Step 2. In order to obtain r 2 (0) = 0 in Step 2 we require that 
Then we get (3.7) with
We are in the case (b1) of Lemma 3.6 and find that deg(f (k)) ≤ 0. So f (k) = f 0 (n). We have to solve
As unique solution we find
Now all checks of
Step 5 have positive answer and in Step 6 we find that n 0 and n 1 are equal to 0. Thus we obtain (2.8) with σ(n) given by (2.9) and hence we obtain (2.7). We also obtain (2.10) from (4.14).
Example 4.2.
Let m 1 , . . . , m p be nonnegative integers and let n be integer such that n ≥ m 1 + · · · + m p . Minton [10] showed that
Put the left-hand side equal to Σ(n). Then
So we have the complication here that the evaluation of the ratio Σ(n)/Σ(n − 1) is not valid for the lowest values of n, up to m 1 + · · · + m p . Let us analyse this with Zeilberger's algorithm in the simple special case 
Then we get (4.8) with
Hence we get (3.7) with
We are in the case (b1) of Lemma 3.6 and find that deg(f (k)) ≤ 1. Solution of the resulting equation (3.12) yields
.
Now all checks of
Step 5 have positive answer. In Step 6 we find that f 1 (n) has a pole at n = 1. We obtain n 0 = 1 = n 1 . Thus
The q-case
Consider the q-Chu-Vandermonde summation formula
and its special case for c := q −n :
Here the q-shifted factorial is defined by
As with (2.2), formula (5.2) is an indefinite summation which can be verified immediately. Formula (5.1) is a definite summation which can be treated along similar lines as (2.1). Write the sum in (5.1) as (2.5) with
Then A(n, k) = 0 for integer n, k such that k > n. Since (5.1) evidently holds for n = 0, the general case of (5.1) would follow from (2.8) with
can be immediately be proved by checking that
for m = 1, 2, . . . , and that
Note that, in the above formulas, q n can be treated as a complex parameter. Since the right-hand side of (5.4) vanishes for m = n, (2.8) will follow by (2.13).
Surprisingly, Gosper's and Zeilberger's algorithms can be carried over to the q-case almost unchanged. Let us briefly indicate which adaptations have to be made in our descriptions of these algorithms.
In §3, F will now be the field of rational functions in some fixed number of indeterminates including q (but not including k) over Q. The q-Gosper algorithm will look for solutions s(k) to (3.2), nonzero for k = 0, 1, 2, . . . such that
. In Lemma 3.1, p(k) will be only unique up to a factor which is a constant times some power of q k . In Lemma 3.5 the conclusion will be that
In the reformulation of Lemma 3.6 let deg(g(k)) and ldeg(g(k)) mean the highest occurring degree m 2 and the lowest occurring degree m 1 in a nonzero Laurent polynomial g(k) := We now have:
Lemma 5.1. Under the suitably reformulated assumptions of §3, let f (k) be a nonzero element of F[q k , q −k ] and a solution of (3.12). Then: (a) If ldeg(r 1 (k)) = ldeg(r 2 (k)) then ldeg(f (k)) = ldeg(p(k)) − min{ldeg(r 1 (k)), ldeg(r 2 (k))}. Also, in order that a(k) = 0 for k = 0, 1, 2, . . . , we require that (1 − q k ) .
If α 1 , . . . , α r = q, q 2 , . . . then 1 − q k will be a factor of r 2 (k), so r 2 (0) = 0 and s(−1) = 0 by (3.9). We will always make this assumption.
For the q-version of Zeilberger's algorithm we make slight adaptations of Zeilberger's algorithm as described in §4. In assumptions (iv) and (v) let A(n, k)/A(n, k − 1) and A(n, k)/A(n − 1, k) be in F(q n , q k ). Throughout replace rational or polynomial dependence on n, k by a similar dependence on q n , q k . The other adaptations in Steps 1-6 of §4 can be made in a similar way as for the q-Gosper algorithm. In connection with Remark 5.2 observe that the substitution p(k) := q −mk p(k) will be caused by a substitution p 1 (k) := q −mk p 1 (k) (cf. (4.12) and (4.13)), while p 0 (k) (cf. (4.9)) remains unaffected.
Our Maple program implements the q-Zeilberger algorithm for sums (4.1) with A(n, k) := (q −n ; q) k (q ni 2 α 2 ; q) k . . . (q ni r α r ; q) k (q; q) k (q nj 1 β 1 ; q) k . . . (q nj s β s ; q)
being the coefficients of a q-hypergeometric series r φ s q −n , q ni 2 α 2 , . . . , q ni r α r q nj 1 β 1 , . . . , q nj s β s ; q, q nv ζ .
We assume that no upper indices coincide with lower indices of the q-hypergeometric function, that α 2 , . . . , α r , β 1 , . . . , β s and ζ are elements of F and that i 2 , . . . , i r , j 1 , . . . , j s , v ∈ Z. As in (4.15), (4.16), (4.17), (4.20) we require that q log β t / ∈ Z if j t = −1, −2, . . . ; q log β t = 0, −1, −2, . . . if j t = 0; q log α t / ∈ Z if i t = 0; ζ = 0.
We get A(n, k) A(n, k − 1) = (1 − q −n+k−1 ) (1 − q ni 2 +k−1 α 2 ) . . . (q (n−1)i t +k α t ; q) i t (q (n−1)i t α t ; q) i t s t=1
(q (n−1)j t β t ; q) j t (q (n−1)j t +k β t ; q) j t q vk ,
where the q-shifted factorial (a; q) k is defined by (5.3), also for negative integer k.
