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Interferometry with quantum light is known to provide enhanced precision for estimating a single phase.
However, depending on the parameters involved, the quantum limit for the simultaneous estimation of multiple
parameters may not attainable, leading to trade-offs in the attainable precisions. Here we study the simultaneous
estimation of two parameters related to optical interferometry: phase and loss, using a fixed number of photons.
We derive a trade-off in the estimation of these two parameters which shows that, in contrast to single-parameter
estimation, it is impossible to design a strategy saturating the quantum Crame´r-Rao bound for loss and phase
estimation in a single setup simultaneously. We design optimal quantum states with a fixed number of photons
achieving the best possible simultaneous precisions. Our results reveal general features about concurrently
estimating Hamiltonian and dissipative parameters, and has implications for sophisticated sensing scenarios
such as quantum imaging.
I. INTRODUCTION
High accuracy measurements of optical path differences,
characterized by a phase difference φ between the two modes
of the apparatus, have found use in many fields [1–4], and has
consistently featured as an important tool in physics, from the
null result in the search for the drag of luminiferous aether [5]
to detecting small variations in the refractive index of bio-
logical solutions [6–9]. Most of these experiments are con-
cerned with the estimation of a single parameter, the phase
difference [10–15]. Indeed, a vast majority of metrological
problems, particularly those associated with Hamiltonian dy-
namics, can be recast into one of phase estimation [16, 17].
For this task, quantum states of entangled photons are subject
to a more favourable limit on precision compared to the best
possible classical strategies [18, 19]. This quantum limit for
phase estimation can always be attained [11]. This quantum
enhancement is manifest as a better scaling of estimator un-
certainty with the number of particles into the interferometer,
the primary resource in most quantum metrological schemes.
Most general interactions with a sample, however, com-
prises both Hamiltonian and dissipative parts in its dynam-
ics. In the evolution of a probe through an interferometer,
this amounts to the estimation of phase and loss parameters
that characterise these two elements. This problem has im-
portant fundamental and technological implications, not only
because all practical systems exhibit loss, but also because
there are many situations in which the simultaneously esti-
mating multiple parameters of several kinds is the objective.
Examples include experiments where both dispersion and ab-
sorption profiles of a sample are sought with high accuracy
using a single experimental setup, as well as Mueller polari-
metric imaging [8]. It is possible to estimate the parameters
independently by preparing different optimal probe states and
measurements for each parameter; however this is tantamount
to preparing a different experimental setup for each parameter
and requires a potentially demanding experimental reconfig-
uration. This is unsuitable for sensing time-varying samples,
for instance.
These limitations can be overcome in principle by simulta-
neous estimation of both parameters, thus casting the problem
in the framework of multiparameter estimation [20–26]. The
main challenge in multiparameter quantum metrology arises
from the non-attainability of the bound when the infinitesimal
generators associated with the parameters do not commute
[27–30]. Early studies on the limits of estimating a complex
parameter [26–29] identified the right logarithmic derivative
(RLD), which led to non-hermitian measurements, as attain-
ing the most informative bounds. Interestingly, in our case, we
find the symmetric logarithmic derivative (SLD) to play that
role. In the general area of quantum multiparameter metrol-
ogy, investigations into the role of entangled measurements in
multiparameter estimation in specific problems such as qubit
state estimation [31] have been undertaken. The estimation of
Gaussian channels with Gaussian resources [32, 33], includ-
ing cases when joint measurements employs asymptotically
many copies of probes and channels has also been studied.
In this paper, we investigate the limits of the precision with
which phase and loss in an interferometer can be estimated
simultaneously using a fixed number of photons. We derive
a trade-off necessitated between the precision bounds in the
simultaneous estimation of phase and loss by a given mea-
surement strategy. We also identify the appropriate quantum
probes for this scenario, providing the design of optimal two-
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FIG. 1. Schematic of an imaging system : A two-mode n-photon
quantum probe state |ψin〉 irradiates the sample and provides the ref-
erence arm of a two-port interferometer. The detection is chosen so
to estimate simultaneously the phase shift φ (Hamiltonian dynamics)
and the transmission η (dissipative dynamics) from the state ρ(φ, η)
resulting from the interaction of the probe with the sample.
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2mode quantum states that come closest to the ultimate quan-
tum limit of simultaneous phase and loss estimation. These
are found for fixed photon numbers by explicit numerical op-
timization.
II. THE FRAMEWORK
The archetypal schema for quantum sensing is illustrated
in Fig. (1). An object, characterized by a set of parameters
θ = {θν} , is placed in one of the arms of a Mach-Zehnder
interferometer. This extends the simple case in which a single
phase shift contains the only relevant information, to a more
realistic case, in which, for example, both the phase shift and
the loss are important. The initial probe evolves upon propa-
gation through the system, acquiring a form that depends on
the parameter set. At the output, measurements of the probe
state provide a multivariate probability distribution that cap-
tures changes in the state due to changes in the system param-
eter. The optimal probe state is the one which maximises the
information that this distribution contains about the parame-
ters.
For a single parameter, the optimal states is identified using
a procedure which maximises the quantum Fisher informa-
tion. This places a lower limit on the variance of the param-
eter’s estimator. A quantum analogue to the score, or loga-
rithmic derivative, is required to derive this bound. For sin-
gle parameter estimation, the appropriate bound is provided
by using the SLD. The logarithmic derivative quantifies the
changes of the state with respect to the system parameters.
The eigenbasis of the SLD provides the optimal measurement
strategy which saturates this quantum limit on the variance of
the estimator, the quantum Crame´r-Rao bound [11, 23].
In the multivariate problem the estimator variance is pro-
moted to a covariance matrix Cov(θ), and is bounded by the
inverse of the quantum Fisher information matrix through the
quantum Crame´r-Rao bound [34]
Cov(θ) ≥ (MIθ)−1, (1)
where Iθ is the quantum Fisher information matrix associ-
ated with the evolved quantum state, and M is the number of
times the experiment is repeated. Clearly the precision of any
estimate can be improved by repeating the experiment mul-
tiple times no matter what the input state, so that M pro-
vides a purely classical advantage. Any quantum advantage
is captured by Iθ. As our interest is specifically in the po-
tentially greater advantages permitted by using quantum es-
timation strategies, we will suppress the quantity M in the
following discussion.
Eq. (1) is in general a matrix inequality, though for the spe-
cial case of single parameter estimation is given by the scalar
Crame´r-Rao inequality (∆θν)2 ≥ I−1νν in terms of the quan-
tum Fisher information Iνν [11]. For a single parameter θν ,
the quantum Crame`r-Rao bound is always attainable, with the
optimal measurement being given by the eigenvector of the
symmetric logarithmic derivative (SLD) defined as [11, 23]
Lνρ(θ) + ρ(θ)Lν = 2
∂ρ(θ)
∂θν
, (2)
which also defines the quantum Fisher information matrix as
Iµν = Tr
[
ρ(θ)
LµLν + LνLµ
2
]
. (3)
The precision in the estimate of the parameters is given by
the saturation of the inequality in (∆θ)2 =
∑
ν(∆θν)
2 =
Tr [Cov(θ)] ≥ Tr [(Iθ)−1] . The classical multiparameter in-
formation inequality can always be achieved asymptotically
using unbiased estimators, but in general, the quantum matrix
equality in Eq. (1) cannot be achieved [34].
III. THE CRAME´R-RAO BOUND FOR JOINT PHASE AND
LOSS ESTIMATION
The best probes states are the ones that maximize the quan-
tum Fisher information. In our analysis, we focus on pure
states of a fixed particle number. The most general pure states
of a fixed number of photons are of the form
|ψin〉 =
n∑
k=0
αk|k, n− k〉. (4)
The same final state ρ(θ) is obtained independent of the or-
der in which the phase accumulation and loss operator is ap-
plied [35] on the initial state in Eq. (4). Upon propagation
through loss, the input state is transformed as a direct sum
ρ(θ) =
n⊕
l=0
pl|ψl〉〈ψl|. (5)
where each term |ψl〉 is associated to the loss of l photons;
explicit expressions are provided in Appendix A.
These identify subspaces which remain orthogonal under
infinitesimal translations. Therefore, the SLD is similarly
block diagonal with (see Appendix A)
Lν =
n⊕
l=0
Llν , with (6)
Llν =
(
(∂ν log pl)|ψl〉〈ψl|+ 2|∂νψl〉〈ψl|+ 2|ψl〉〈∂νψl|
)
,
and |∂νψl〉 is the partial derivative of |ψl〉 with respect to θν .
Given this block diagonal structure, the elements Iµν of the
quantum Fisher information matrix are given by
Iµν [ρ] = Iµν [p] +
n∑
l=0
plIµν [|ψl〉〈ψl|] , (7)
where p is the vector of probabilities {pl}. The first term
Iµν [p] =
∑n
l=0 pl ∂µ log pl∂ν log pl is the classical Fisher in-
formation matrix of the probability distribution p. The second
term has no classical analogue, and is interpreted as the quan-
tum contribution to the information. It is the weighed quantum
Fisher information of the constituent states Iµν [|ψl〉〈ψl|] =
4
∑n
l=0 pl(<Pµν,l), where we use the shorthand
Pµν,k = 〈∂µψk|Πk|∂νψk〉, (8)
3and the operator Πk = I−|ψk〉〈ψk| projects onto the subspace
orthogonal to |ψk〉. For loss and phase estimation using states
of the form Eq. (4), the quantum Fisher information matrix
I[ρ] =
( Iφφ Iφη
Iηφ Iηη
)
, (9)
is such that Iηφ = Iφη = 0.
The covariance matrix for the phase shift φ (ranging be-
tween 0 and 2pi) and loss η (ranging between 0 for complete
absorption and 1 for complete transmission of the probe light)
is diagonal when the quantum Crame´r-Rao bound is saturated.
In particular, the quantum Fisher information matrix is given
by
I[ρ] =
( Iφφ 0
0 Iηη
)
, (10)
where Iφφ, Iηη are the quantum Fisher information for the
estimation of phase and loss respectively. Defining ξr,l =∑n
k=l xkb
k
l k
r, Ξr =
∑n
k=0 xkk
r, the moments of the co-
efficients of xk = |αk|2, bkl a binomial factor (see Appendix
A), with
Iφφ = 4
(
Ξ2 −
n∑
l=0
ξ21,l
ξ0,l
)
, Iηη = Ξ1
η(1− η) , (11)
it is easy to conclude the form of the optimal states for the
estimation of loss and phase independently. In the absence of
losses, η = 1, bkl = δl,0, I(η=1)φφ = 4
(
Ξ2 − Ξ21
)
, which is the
variance of xk, maximised for a n00n state, when I(η=1)φφ ∼
n2, as is well-known. In the lossy case, the best states for
estimation of phase are arrived at by maximizing the general
form of Iφφ [14, 35, 36]. On the other hand, the best state
for estimating the loss is the Fock state |n, 0〉, in which case
Iηη ∼ n [37, 38]. For η=0, 1 the quantum Fisher information
for loss Iηη diverges. This is also to be expected as in these
cases all the photons are lost or all transmitted, so that the
variance in the outcomes of measurements of particle number
in these cases will be zero.
A necessary condition for saturating the multiparameter
quantum Crame´r-Rao bound is given by a vanishing expec-
tation value of the commutator of the two SLDs [39]. In our
case, this value is
Tr [ρ[Lη, Lφ]] = i
n∑
l=0
pl (=〈∂µψl|∂νψl〉) = −iIφφ
2η
. (12)
This implies that the optimal measurements necessary to at-
tain the quantum limits for the two parameters do not com-
mute, and it is impossible to estimate the phase and loss using
quantum probes with a fixed photon number.
In spite of the unattainability of the joint bound using fixed
photon number states, we can aim for the most informative
bound. This notion was developed to address quantum multi-
parameter estimation. However, unlike the case of estimating
a complex amplitude parameter where the most informative
bound is provided by a RLD [26], for our problem is always
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FIG. 2. [Color online] Coefficients of the optimal probe states of
the form in Eq. (4) for n = 6 obtained by numerical optimisation.
The state resembles the optimal probes for phase estimation in the
presence of losses [14], and interpolates towards the Fock state |6, 0〉,
optimal state for estimating η. Solid lines: simultaneous estimation
of phase and loss. Dashed lines: estimation of only the phase in the
presence of losses [14].
the SLD. We prove this in Appendix C. This shows that while
our problem may appear similar to those studied earlier [26–
28], the final solutions are quite different.
The origin of the trade-off between precisions in phase and
loss estimation can be understood intuitively from the fact
that the derivatives |∂ηψl〉 and |∂φψl〉 are the same up to an
imaginary constant. Thus the local structure defines a two-
dimensional Hilbert space spanned by |ψl〉 and |∂φψl〉, and
estimating the two parameters effectively corresponds to mea-
suring along the axes given by |ψl〉±|∂φψl〉 and |ψl〉±i|∂φψl〉
[30].
While this intuition gives a qualitative understanding of the
origin of the trade-off, it provides no quantitative bounds on
simultaneous estimation of phase and loss. We have quan-
tified this trade-off in terms of Fisher information for a par-
ticular choice of measurement strategy. The left-hand side
of Eq. (12) must equal zero for multiparameter estimation at
the quantum Crame´r-Rao bound. In our case, the only in-
stance when the quantum Crame´r-Rao bound can be saturated
is when we learn nothing of the phase φ. Similarly, investing
all of the available resources in estimating the loss parameter η
corresponds to using the Fock state |n, 0〉. Evidently, this state
and the corresponding SLD has no sensitivity to the phase in
the interferometer. More generally, no phase information can
be extracted using a fixed photon number state as in Eq. (4)
and measurements derived from the loss SLD.
The option we consider here is to use the SLD for phase
estimation to estimate the loss parameter. This approach dif-
fers from what has been considered in [27, 28], since we do
not need to implement a non-selfadjoint measurement opera-
tor based on the RLD. Our choice at least guarantees the quan-
tum limit for one of the parameters, while any other measure-
ment will be suboptimal for both. Using as projectors |λ〉, the
eigenvectors of the phase SLD Lφ, to estimate both parame-
ters, the measurement scheme results in a probability distribu-
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FIG. 3. [Color online] Precisions attainable in the combined esti-
mation of loss and phase with different quantum probe states for
n = 6. n00n states (black), Holland-Burnett states (orange), opti-
mal lossy phase estimation states (Red), and our optimal states for
simultaneous phase and loss estimation(Blue). η is the loss and
∆ =
√
(Iφφ)−1 + (Iηη)−1.
tion {qλ = 〈λ|ρ|λ〉}. Analysing this for information yields, as
expected, values tight to the quantum bound for φ, but a lower
value of information about η (see Appendix B)
Iηη = Iηη − 1
4η2
Iφφ. (13)
This result brings to light interesting features in the joint es-
timation trade-off. As expected, the precision of loss estima-
tion can only be enhanced at the cost diminished precision in
estimating the phase, and vice-versa. In spite of this trade-
off, there is an asymmetry between the two parameters. Es-
timating loss at the quantum limit requires a complete sacri-
fice in estimating phase, but phase estimation at the quantum
limit leaves us with some information about loss. Thus, quan-
tum mechanics limits the estimation of Hamiltonian and dis-
sipative parameters at the quantum limit differently, given by
Eqns. (11) and (13).
IV. DESIGNING THE OPTIMAL PROBE STATES
In addition to the conceptual understanding of quantum
trade-offs and limitations, the practical challenge in any mul-
tiparameter estimation scenario such as imaging in Fig. (1)
lies in identifying the quantum probes that maximize the pre-
cisions of both the parameters simultaneously to the best pos-
sible extent. For a single parameter, this is tantamount to max-
imizing the quantum Fisher information. For multiparameter
quantum metrology, the sum of the variances of all the param-
eters is bounded from below by the trace of the inverse of the
quantum Fisher information matrix. In our case of a diagonal
Fisher information matrix, the optimal probes are then given
by the minimization of the sum of the reciprocals of Iφφ and
Iηη given by Eqns. (11) and (13). We have performed sim-
ulations for particle numbers up to 200. Here we present as
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FIG. 4. [Color online] The contributions to the combined preci-
sion ∆θ (Blue) separated into the phase ∆φ (Red) and loss ∆η
(Green) parts. The solid and dashed lines represents the precisions
for the optimal state for simultaneous phase and loss, and phase es-
timation, given by the solid lines and dashed lines respectively in
Fig. (2). All plots are for n = 6. For comparison, we also re-
port the precisions attainable with a coherent state probe |α〉 with
amplitude |α|2=6 as the dash-dotted line in terms of the standard
interferometric limit [14]. All the curves are independent of φ and
∆φ = (Iφφ)−1/2,∆η = (Iηη)−1/2, and (∆θ)2 = (∆φ)2+(∆η)2.
an example the result for n = 6 in Fig. (2). As can be seen,
higher weight is shifted to the lossy arm to aid the estimation
of loss at an enhanced precision. This appears as a general
feature for arbitrary values of n; examples are reported in Ap-
pendix D. As quantum states with an increasing number of
photons are engineered [40], the experimental generation of
our probe states and their application in multiparameter sens-
ing may be possible in the foreseeable future.
In Fig. (3), we compare the performance of the optimal
probe states with other commonly used states such as the
n00n states [13], Holland-Burnett states [10], and the opti-
mal states for phase estimation in the presence of single mode
losses. The similarity of performance between our optimal
state and the optimal state for lossy phase estimation is not
unexpected since the dominant contribution to ∆θ is from the
uncertainty in estimating φ.
This is demonstrated in Fig. (4). The gap between the solid
and dashed blue lines also shows the overall improvements
in the combined precision of phase and loss estimation when
using our optimal states over the entire range of η. As is evi-
dent, we gain more in the estimation of η than we loose in the
estimation of φ. A comparison with the performance with a
coherent state of similar intensity, as captured by the standard
interferometric limit [14], shows that an advantage can be ob-
tained mostly for the phase parameter. Fig. (3) also reveals
that the performance of a Holland-Burnett probe state is close
to optimal. This provides a feasible route to obtaining close to
the optimal precisions in the laboratory [15].
Optimising on multiple parameter estimation has to come
at the price of reduced phase sensitivity. This is quantified in
Fig. (5), in which we compare the uncertainty for phase only
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FIG. 5. [Color online] Phase uncertainty ∆φ for the optimal phase
estimation scheme (blue) and for the multiparameter scheme (ma-
genta) for photon number n=5, 10, 50, 100, 500, and η=0.9.
for our states and the optimal states for phase estimation for
increasing n at low loss, where we expect quantum advantage
to be more relevant. Although the added uncertainty grows
with the intensity, this remains under 20% at moderate photon
numbers.
V. CONCLUSIONS
The quantum Fisher information matrix for phase and loss
estimation is diagonal. This is true for any estimation prob-
lem involving a pair of parameters generating Hamiltonian
and dissipative dynamics independently, as the expectation
value of the overlap between the optimal measurements for
such parameters is always completely imaginary, the real part
of which is zero. This is true even for number non-conserving
probe states. The matrix inequality that defines the quan-
tum Crame´r-Rao bound does not, however, take into account
the non-commutativity of the optimal quantum measurements,
which prevents it from being saturated. This makes multi-
parameter quantum metrology nontrivial, and fundamentally
different not only from classical multiparameter estimation,
but also quantum single parameter estimation, as in both these
cases the Crame´r-Rao bound can always be saturated.
Our main advance is to quantify how quantum mechanics
limits the simultaneous estimation of phase and loss parame-
ters at the quantum limit when using a fixed number of pho-
tons. In particular, we have illustrated that the estimation of
a pair of parameters describing the Hamiltonian and the dis-
sipative evolution of a probe state in an interferometric sen-
sor cannot give both parameters at the simultaneous quantum
limit of each.
Multiparameter estimation is relevant to a broad range of
sensors, and opens the door to more complex quantum imag-
ing devices, in which multiple parameters related to the object
configuration are sought. The best possible strategy imposes a
trade-off between the attainable precisions of the parameters.
This trade-off forces an optimization strategy to determine
the form of best quantum probes for multiparameter quantum
metrology at the ultimate attainable limit.
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Appendix A: Fixed-photon-number states
We use pure quantum probe states with a fixed resource, in
our case photon number n, to estimate simultaneously the loss
and phase in the two-mode interferometer in Fig. (1).
|ψin〉 =
n∑
k=0
αk|k, n− k〉 (A1)
The loss is modeled as a beam splitter of transmissivity η
on the same mode that imprints the phase. At this juncture,
the mode mixes with the vacuum resulting in a loss mode
|l〉L. The loss transforms the basis vectors as |k, n − k〉 7→∑k
l=0
√
bkl |k− l, n− k〉 ⊗ |l〉L, where the coefficients bkl are
given by bkl =
(
k
l
)
ηk−l(1− η)l. Including the phase accu-
mulation, the final state is given by
|ψ〉 =
n∑
k=0
αke
ikφ
k∑
l=0
√
bkl |k − l, n− k〉 ⊗ |l〉L. (A2)
The state of the loss mode cannot be measured, so to reflect
this loss of information, we sum over all possible states by
tracing out the mode L. This leads to the evolved probe state
ρ =
∑n
l=0 pl|ψl〉〈ψl|, where the normalised states |ψl〉 are
given by
|ψl〉 = 1√
pl
n−l∑
k=l
αk
√
bkl e
ikφ|k − l, n− k〉. (A3)
The orthogonality of the states 〈ψl|ψl′〉 = δll′ , allows the den-
sity matrix to be written as a direct sum as [35]
ρ =
n⊕
l=0
plρl =
n⊕
l=0
pl|ψl〉〈ψl|. (A4)
Multiparameter estimation strategy: Our analysis makes
use of a helpful properties of the evolved state. Noting that
state vectors |ψl〉 remain orthogonal under infinitesimal trans-
lations in either parameter of the form θκ 7→ θκ + dθκ, (i.e.
(i 6= j)〈∂κψi|ψj〉 = 0), then the derivative ∂κρ and the sym-
metric logarithmic derivative (SLD) Lκ decompose into diag-
onal blocks ∂κ (plρl) and Ll,κ supported on the same orthog-
onal subspaces as the pure states ρl. This block diagonal form
means that eigenvalues of Lκ are simply the eigenvalues of
the blocks Ll,κ. Each block has two non-zero eigenvalues:
λ±l,κ =
1
2
(
∂κ log pl ±
√
(∂κ log pl)2 + 16Pl,κκ
)
(A5)
each with the corresponding eigenvector
|λ±l,κ〉 =
λ±l,κ|ψl〉+ 2Pl|∂κψl〉√(
λ±l,κ
)2
+ 4Pl,κκ
(A6)
where Pl,µν = 〈∂µψl|Πl|∂νψl〉, and the operator Πl = I −
|ψl〉〈ψl| projects into the space perpendicular to |ψl〉. If this
strategy is employed to saturate the Crame´r-Rao bound for
estimation of the parameter θκ, measurement records one of
2n+ 2 final states |λ±l,κ〉 with probability q±l = 〈λ±l,κ|ρ|λ±l,κ〉.
This distribution will also contain information Iµν (θκ) on
other parameters. This is given by the classical Fisher in-
formation of the distribution {q+l , q−l }nl=1 and will generally
deviate from the quantum bound Iµν ,
Iµν (θκ) = Iµν
[{q+l , q−l }nl=0] (A7)
In our case it is found that the distribution q±l = 〈λ±l,η|ρ|λ±l,η〉
contains no information on φ. So it is not a useful multiparam-
eter estimation strategy, whereas the alternative distribution
q±l = 〈λ±l,φ|ρ|λ±l,φ〉 = 12pl is. Thus
Iηη (φ) = Iηη
[{ 12pl, 12pl}nl=1] = Iηη[p] (A8)
Appendix B: Derivation of the quantum Fisher information
matrix
The state is given by Eqns.(A3) and (A4). The Fisher infor-
mation matrices for states of this form are given by Eq. (6) in
7the main text. In what follows,
ξr,l =
n∑
k=l
xkb
k
l k
r, Ξk =
n∑
l=0
ξr,l =
n∑
k=0
xkk
r, (B1)
are the moments of the coefficients of xk = |αk|2, with the
constraint
∑n
k=0 xk = 1, and b
k
l is the binomial factor defined
in the last section. We begin by reexpressing the probabilities
pl = pl〈ψl|ψl〉 =
n∑
k=l
|αk|2 bkl =
n∑
k=l
xkb
k
l = ξ0,l. (B2)
Evaluating the relevant inner products gives
〈ψl|∂φψl〉 = i
n∑
k=l
k |αk|2 bkl
pl
= i
ξ1,l
ξ0,l
, (B3a)
〈∂φψl|∂φψl〉 =
n∑
k=l
k2 |αk|2 bkl
pl0
=
ξ2,l
ξ0,l
, (B3b)
〈ψl|∂ηψl〉 =
n∑
k=l
α∗ke
−ikφ
√
bkl
pl
∂η
αkeikφ
√
bkl
pl
 =
=
1
2
∂η
(
1
ξ0,l
n∑
k=l
xkb
k
l
)
= 0. (B3c)
This reflects the geometry of the estimation problem, wherein
the η derivative is orthogonal to the initial state,
〈∂ηψl|∂ηψl〉 =
n∑
k=l
∂η
α∗ke−ikφ
√
bkl√
pl
 ∂η
αkeikφ
√
bkl√
pl

=
n∑
k=l
|αk|2
∂η
√
bkl
pl
2= ξ2,lξ0,l − ξ21,l
4η2ξ20,l
, (B3d)
〈∂φψl|∂ηψl〉 = −i
n∑
k=l
kα∗ke
−ikφ
√
bkl
pl
∂η
αkeikφ
√
bkl
pl

= −i ξ2,lξ0,l − ξ
2
1,l
2ηξ20,l
. (B3e)
Writing these in the shorthand Pk,µν = 〈∂µψk|∂νψk〉 −
〈∂µψk|ψk〉〈ψk|∂νψk〉 introduced in the last section, we find
Pl,φφ =
ξ2,lξ0,l − ξ21,l
ξ20,l
, Pl,ηη =
ξ2,lξ0,l − ξ21,l
4η2ξ20,l
(B4a)
Pl,φη = −i
ξ2,lξ0,l − ξ21,l
2ηξ20,l
. (B4b)
Also required is the Fisher information of the distribution
{pl}, given by the terms 〈∂µ log pl∂ν log pl〉. In order to eval-
uate these one needs to use some properties of ξk,l, including
∂ηb
k
l = b
k
l
(
k
η
− l
η(1− η)
)
(B5a)
∂ηξk,l =
(
ξk+1,l
η
− lξk,l
η(1− η)
)
(B5b)
n∑
l=0
ξk,l = Ξk,
n∑
l=0
lξk,l
1− η = Ξk+1 (B5c)
n∑
l=0
l2ξk,l
(1− η)2 = Ξk+2 +
η
1− ηΞk+1 (B5d)
These relations can be used to evaluate
〈∂η log pl ∂η log pl〉 =
n∑
l=0
1
pl
(∂ηpl)
2
=
n∑
l=0
1
ξ0,l
(∂ηξ0,l)
2
=
1
η(1− η)Ξ1 −
1
η2
(
Ξ2 −
n∑
l=0
ξ21,l
ξ0,l
)
.
The other products are much simpler and follow triv-
ially from ∂φpl = 0. That is, 〈∂φ log pl ∂φ log pl〉 =
0, 〈∂φ log pl ∂η log pl〉 = 0. Although derived for the loss and
the phase parameters here, this general feature for any pair of
parameters corresponding to Hamiltonian and dissipative dy-
namics.
Combining these results, the quantum Fisher information
matrix elements from Eq. (8) in the main text are thus given
by
Iφφ =
n∑
l=0
pl
(
(∂φ log pl)
2 + 4<Pl,φφ
)
= 4
n∑
l=0
1
ξ0,l
(
ξ2,lξ0,l − ξ21,l
)
= 4
(
Ξ2 −
n∑
l=0
ξ21,l
ξ0,l
)
(B7a)
Iηη =
n∑
l=0
pl
(
(∂η log pl)
2 + 4<Pl,ηη
)
=
Ξ1
η(1− η) −
1
η2
(
Ξ2 −
n∑
l=0
ξ21,l
ξ0,l
)
+
n∑
l=0
(
ξ2,lξ0,l − ξ21,l
)
η2ξ0,l
=
1
η(1− η)Ξ1 (B7b)
Iηφ = Iφη = 0 (B7c)
When evaluating the Fisher information matrix elements
using the optimal measurements for φ, we obtain the same
forms for I except Iηη where the useful cancelation which
occurs in Eq. (B7b) no longer occurs.
I
Lφ
φφ = 4
n∑
l=0
1
ξ0,l
(
ξ2,lξ0,l − ξ21,l
)
= 4
(
Ξ2 −
n∑
l=0
ξ21,l
ξ0,l
)
I
Lφ
ηη (φ) =
1
η(1− η)Ξ1 −
1
η2
(
Ξ2 −
n∑
l=0
ξ21,l
ξ0,l
)
(B8a)
I
Lφ
ηφ (φ) = I
Lφ
φη (φ) = 0 (B8b)
8Also of interest is estimation using the optimal measurements
for η. One finds that since Pl,ηφ purely imaginary, and pl
carries no φ dependence, so ILηφφ = I
Lη
ηφ = I
Lη
φη = 0, and
ILηηη =
Ξ1
η(1− η) . (B9)
A final result that is of some significance is the condition for
commutativity of SLDs [39]. In terms of the shorthand intro-
duced in the last section, it is
Tr [ρ (LµLν − LνLµ)] = 4i
n∑
l=0
pl=Pl,µν , (B10)
which for the case of simultaneous estimation of η and φ, us-
ing the results of (B2), (B3) and (B4), is
Tr [ρ (LηLφ − LφLη)] = 4
n∑
l=0
1
2ηξ0,l
(
ξ2,lξ0,l − ξ21,l
)
= −i2
η
(
Ξ2 −
n∑
l=0
ξ21,l
ξ0,l
)
. (B11)
Appendix C: Symmetric and right logarithmic derivative
We present a proof that the SLD provides the most informa-
tive quantum Crame´r-Rao bound for our problem. To decide
on a choice of a logarithmic derivative, we consider a family
of logarithmic derivatives Lµ, parameterised by a measure m.
They are defined implicitly by
∂ρ(θ)
∂θµ
≡ ∂µρ =
∫ 1
0
ρtLµρ
1−tdm(t) (C1)
To explain this choice, first a corresponding inner product is
defined on the space of operators
(A,B) = Tr
[∫ 1
0
ρtAρ1−tB†dm(t)
]
(C2)
Then, for an unbiased estimator Aµ of the parameter θµ,
which satisfies Tr [ρAµ] = θµ, or
∂µTr [ρAµ] = (Aµ, Lµ) = 1, (C3)
a Crame´r Rao bound can be defined via the Cauchy-Schwarz
inequality as
(Aµ, Aµ) ≥ 1
(Lµ, Lµ)
. (C4)
Hence our choice of logarithmic derivative encapsulates all
Lµ which satisfy equation (C3), and the quantum Fisher in-
formation matrix is given by
Iµν [ρ] = (Lµ, Lν) = Tr
[∫ 1
0
ρtLµρ
1−tL†νdm(t)
]
. (C5)
The measure m(t) is the one which gives the most restrictive
bound, maximising the error on the estimator. To proceed,
the state studied in this paper is of the form ρ =
⊕n
l=0 plρl
for pure states ρl, and the logarithmic derivative and Fisher
information matrix decomposes similarly,
Lµ =
n⊕
l=0
Ll,µ (C6)
Thus the Ll,µ can be solved for individually. For this we use
that ρl is pure and hence satisfies ρtl = ρl for t > 0, and ρ
t
l = I
for t = 0, thus the integrands loses their dependence on t and
equation (C1) becomes
∂µρl =
∫ 1
0
ρtlLl,µρ
1−t
l dm(t)
= M0Ll,µρl +M1ρlLl,µ +M2ρlLl,µρl
(C7)
with M0,M1,M2 ∈ [0, 1] and M0 + M1 + M2 = 1, and are
related to the measure m(t) by
M0 = lim
→0
∫ 
0
dm(t), M1 = lim
′→0
∫ 1
1−′
dm(t). (C8)
By solving Eq. (C7) one finds, using ρl = |ψl〉〈ψl| and Πi =
I− |ψl〉〈ψl|, that
Ll,µ = ∂µ log pl|ψl〉〈ψl|+ 1
M0
Πl|∂µψl〉〈ψl|+ 1
M1
|ψl〉〈∂µψl|Πl.
(C9)
This can be used to evaluate the Fisher information
Iµν [ρ] = Iµν [p] +
n∑
l=0
plIµν [ρl] (C10)
as
Iµν [ρ] = Iµν [p] +
n∑
l=0
pl
(
Pl,µν
M0
+
Pl,νµ
M1
)
(C11)
where Pl,µν = 〈∂µψl|Πl|∂νψl〉 is closely related to the sin-
gle parameter quantum Fisher information given by Iµµ [ρ] =
Pl,µµ. It is generally complex for µ 6= ν, and Iµν is the clas-
sical Fisher information of the probability distribution p.
For our problem for phase (φ) and loss (η) estimation using
a fixed number of photons, we obtain
Iφη [ρ] =
(
0 0
0 Iηη
)
(C12)
+
Iφφ
16η2M0M1
(
4η2(M0 +M1) 2iη(M1 −M0)
2iη(M0 −M1) (M0 +M1)
)
.
The first matrix has only the ηη element since p is indepen-
dent of φ. The imaginary terms in the second is to be expected,
and is nullified when the SLD is implemented, which we next
show is the unique solution. From the above equation, it can
be shown that uT (Iµν [ρ])−1 u is maximised for any real vec-
tors uwhenM0 = M1 = 12 . This shows that the best Crame´r-
Rao bound for our simultaneous phase and loss estimation
using a fixed number of photons is based on the SLD. Inci-
dentally, the right logarithmic derivative bound is zero, and
therefore the least informative for our problem.
9Appendix D: Optimal states for high photon numbers
In Fig.6 below, we report the values of the coefficients xk
obtained by numerically minimising ∆θ. For comparison, we
also present the the coefficients of the states for lossy phase es-
timation alone [14] for optimal phase estimation only. While
the latter states have greater number variance, the states for
simultaneous estimation, the weight xn for n photons on the
loss mode is higher in order to improve the estimation on η.
This comes at the cost of reduced variance, and hence reduced
phase precision, as is to be expected.
00.20.40.6 0 0.2 0.4 0.6
n=5
(a) n = 5
00.20.40.6 0 0.2 0.4 0.6
n=10
(b) n = 10
00.20.40.60.8 0 0.2 0.4 0.6 0.8
n=50
(c) n = 50
00.20.40.60.8 0 0.2 0.4 0.6 0.8
n=100
(d) n = 100
00.20.40.60.8 0 0.2 0.4 0.6 0.8
n=200
(e) n = 200
FIG. 6. The probe states with fixed number of photons n for the joint estimation of phase and loss simultaneously (left), and phase only (right).
The bars represent the values of xk = |αk|2, with k = n at the top to k = 0 at the bottom. The topmost bar thus shows the contribution of all
the n photons in the lossy arm.
