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VRésumé
Le traitement de la leucémie myéloïde chronique (LMC) par imatinib est un succès
de thérapie ciblée en oncologie. Le principe de cette thérapie est de bloquer les processus
biochimiques à l’origine du développement de la maladie, et de permettre à une majorité
de patients de réduire leurs risques de progression mais aussi d’éviter des traitements
lourds et risqués comme la greﬀe de cellules souches hématopoïétiques.
Cependant, même si l’eﬃcacité de l’imatinib à été prouvée dans un contexte clinique,
il n’en demeure pas moins qu’une proportion non négligeable de patients n’obtient par
de niveaux de réponse moléculaire jugés optimal. Le but de cette thèse est de tester
l’hypothèse d’un lien entre des polymorphismes de gènes impliqués dans l’absorption
des médicaments et de leurs métabolisme, et la réponse moléculaire dans la leucémie
myéloïde chronique en phase chronique traitée par imatinib.
Dans le but d’évaluer la réponse moléculaire des patients, des prélèvements sanguins
sont réalisés tout les 3 mois aﬁn de pratiquer le dosage d’un biomarqueur. Ce type
particulier de suivi produit des données censurées par intervalles. Comme par ailleurs,
les patients demeurent à risque de progression ou sont susceptibles d’interrompre leurs
traitements pour cause d’intolérance, il est possible que la réponse d’intérêt ne soit
plus observable sous le traitement étudié. Les données ainsi produites sont censurées
par intervalles dans un contexte de compétition (risques compétitifs).
Aﬁn de tenir compte de la nature particulière des données collectées, une méthode
basée sur l’imputation multiple est proposée. L’idée est de transformer les données
censurées par intervalles en de multiples jeux de données potentiellement censurées à
droite et d’utiliser les méthodes disponibles pour l’analyser de ces données. Finalement
les résultats sont assemblés en suivant les règles de l’imputation multiple.
Mots clefs
Leucémie myéloïde chronique, imatinib, pharmacogénétique, niveau de preuve, in-
cidence cumulé, données censurées par intervalle, risques concurrents, imputation mul-
tiple, censure par intervalles informative.

VII
Pharmacogenetics of Imatinib in
Chronic Myeloid Leukemia &
Interval Censored Competing Risks Data
Abstract
Imatinib in the treatment of chronic myeloid leukemia is a success of targeted the-
rapy in oncology. The aim of this therapy is to block the biochemical processes lea-
ding to disease development. This strategy results in a reduction of the risk of disease
progression and allows patients to avoid extensive and hazardous treatments such as
hematologic stem cell transplantation.
However, even if imatinib eﬃcacy has been demonstrated in a clinical setting, a
signiﬁcant part of patients do not achieve suitable levels of molecular response. The ob-
jective of this thesis, is to test the hypothesis of a correlation between polymorphisms of
genes implied in drug absorption an metabolism and the molecular response in chronic
myeloid leukemia in chronic phase treated by imatinib.
In order to evaluate patients molecular response, blood biomarker assessments are
performed every 3 months. This type of follow up produces interval censored data. As
patients remain at risk of disease progression, or may interrupt their treatments due to
poor tolerance, the response of interest may not be observable in a given setting. This
situation produces interval censored competing risks data.
To properly handle such data, we propose a multiple imputation based method.
The main idea is to convert interval censored data into multiple sets of potentially
right censored data that are then analysed using multiple imputation rules.
Keywords
Chronic myeloid leukemia, imatinib, pharmacogenetics, levels of evidence, cumula-
tive incidence, interval censored data, competing risks, multiple imputation, informative
interval censoring.
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Introduction
La leucémie myéloïde chronique (LMC) est une maladie néoplasique rare tou-
chant les cellules souches hématopoïétiques. Elle représentant de 15 à 20% des
leucémies de l’adulte et son incidence est de 1 cas pour 100 000 personnes environ.
Sans prise en charge appropriée, cette maladie, souvent asymptomatique dans sa
phase chronique, évolue inexorablement vers une phase aiguë rapidement fatale.
Le seul traitement curatif a longtemps été la greﬀe allogénique de moelle osseuse.
Cependant, les contraintes lourdes liées à cette pratique thérapeutique ainsi que
les risques importants encourus par les patients greﬀés, comme la maladie du
greﬀon contre l’hôte, ont conduit les cliniciens à ne retenir cette option que pour
de jeunes patients disposant d’un donneur compatible.
La LMC a été la première maladie associée à une anomalie chromosomique :
le chromosome Philadelphie qui résulte de la translocation t(9 ;22) et qui conduit
à la production de la protéine de fusion BCR-ABL suite au réarrangement des
gènes partenaire BCR et ABL. Elle est aussi la première maladie maligne traitée
eﬃcacement par thérapie ciblée. L’imatinib, médicament à l’origine de ce succès
thérapeutique, est le premier représentant d’une famille de molécules ciblant de
manière spéciﬁque l’activité kinase de la protéine de fusion à l’origine de la LMC.
Les patients qui obtiennent une réponse optimale à l’imatinib peuvent espérer
un maintient de leur maladie en phase chronique. Le plus souvent, cet état est
compatible avec la poursuite d’une activité professionnelle et est synonyme d’une
espérance de vie comparable à celle de la population générale. Cependant, près
d’un quart des patients n’obtient pas de réponse jugée suﬃsante par les experts.
D’autres encore subissent des eﬀets indésirables potentiellement graves pouvant
être à l’origine d’une moindre observance du traitement ou entraîner un arrêt de
la thérapie.
L’objectif principal de cette thèse est de mettre en relation, d’une part, la
variabilité observée dans la réponse à l’imatinib dans la LMC en phase chronique,
et d’autre part, la variabilité génétique observée des patients. En d’autres termes,
il s’agit d’étudier la pharmacogénétique de l’imatinib dans le traitement de la
LMC en phase chronique.
La pharmacogénétique, c’est-à-dire, la discipline qui se propose d’étudier la
distribution des bénéﬁces et des eﬀets indésirables d’un traitement en fonction des
caractéristiques génétiques des patients, doit son essor aux progrès de la biologie
moléculaire et des techniques dites à haut débit permettant d’identiﬁer facilement
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les polymorphismes génétiques potentiellement liés à la réponse aux traitements.
Les progrès de la pharmacogénétique sont aussi étroitement liés à la création et à
l’organisation des centres de ressources biologiques (CRB), permettant la bonne
conservation des échantillons biologiques dûment annotés.
Une question fondamentale, souvent négligée dans le cadre des études de phar-
macogénétique, à trait aux niveaux de preuve susceptibles d’être attribués à ce
type d’études, rétrospectives par nature. Le niveau de preuve ne sera en eﬀet pas
du même ordre pour une étude A exploitant la disponibilité d’échantillons biolo-
giques dont l’annotation n’a pas été réalisée en vue de répondre à une question
spéciﬁque ou pour l’étude B pour laquelle une stratégie de conservation, d’annota-
tion ainsi qu’une méthode de génotypage ont été décidés de manière prospective à
l’occasion du design d’un essai prospectif contrôlé randomisé (ECR). Si les études
A et B sont rétrospectives par nature, l’étude B est dite ancillaire à l’ECR et son
niveau de preuve est supérieur à celui de l’étude A. De plus, et sous certaines
conditions, il est proche de celui d’un ECR.
Il existe une diﬀérence fondamentale entre un ECR et une étude de pharma-
cogénétique associée. D’une part, l’ECR – procédure standard permettant d’ap-
porter la preuve de la supériorité d’un nouveau traitement ou d’une nouvelle
pratique médicale sur une pratique standard à l’aide d’une expérience sur une
population de patients atteint d’une pathologie commune – fait appel à la théorie
de la randomisation, c’est-à-dire, la répartition au hasard des patients recrutés
en diﬀérents bras de traitements. Le but de cette procédure est de réduire au
maximum, voir de neutraliser, l’eﬀet de variables autres que le traitement testé,
comme la variabilité génétique des patients par exemple. C’est la raison pour
laquelle un ECR ne donne pas d’information sur la variabilité individuelle de la
réponse au traitement, son but étant de s’en aﬀranchir.
A l’opposé, une étude de pharmacogénétique a pour but de déterminer dans
quelle mesure la variabilité génétique peut inﬂuencer la réponse au traitement.
L’utilisation, dans les modèles de régression, de variables d’ajustement comme
le traitement ou le sexe peut être nécessaire lors d’une étude ancillaire de phar-
macogénétique. Par ailleurs, on observe le plus souvent une perte de puissance
statistique, les patients n’étant pas forcements répartis de manière optimale pour
répondre à la question posée par l’étude ancillaire.
Un aspect important de l’étude de la réponse thérapeutique à l’imatinib dans
la LMC est le caractère longitudinal du suivi des patients. Il est maintenant établi
dans la pratique clinique courante ou dans des études biomédicales en cancéro-
logie que le dosage d’un biomarqueur sur prélèvements biologiques, réalisés à
intervalles de temps – idéalement – réguliers soit le critère principal de jugement
dans la détermination d’un temps de progression ou de rémission. Dans le cas
du traitement de la LMC par inhibiteur de tyrosine kinase (ITK) cette pratique
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est largement admise et le suivi des patients consiste à pratiquer un dosage de
biomarqueur sur des échantillons sanguins ou de moelle osseuse réalisés généra-
lement tous les trois mois. Une conséquence importante de ce type de suivi est
qu’il génère des données censurées par intervalles. En eﬀet, si pour un patient,
le test est positif pour la première fois, l’information dont nous disposons est
que l’évènement d’intérêt a eu lieu entre la date de prélèvement de l’échantillon
positif et la date du précédent prélèvement. L’autre objectif de cette thèse est
de poser le problème de la censure par intervalles pour l’analyse de la réponse
thérapeutique dans la LMC, de tenter d’évaluer les conséquences éventuelles de
la non prise en compte de ce type de censure et de proposer une méthode simple
susceptible d’être employée dans ce cas.
Cette thèse est organisée de la manière suivante :
— la Ire partie présente les contextes sémantique et méthodologique des études
de pharmacogénétique en oncologie. Les principales déﬁnitions y sont don-
nées ainsi que les précisions nécessaires sur la terminologie employée lorsque
la littérature ne propose pas de déﬁnitions claires. La notion de variabilité
génétique est brièvement abordée au travers des avancées majeures de ces
dernières années ayant permis d’estimer cette variabilité (projet HapMap
et 1000 Genomes Project). Cette partie fait aussi référence à des éléments
méthodologiques relatifs à l’utilisation de ressources biologiques conservées
pour l’évaluation de biomarqueurs pronostiques ou prédictifs, notamment
les diﬀérents niveaux de preuve scientiﬁque auxquels une étude de phar-
macogénétique peut prétendre en fonction des conditions dans lesquelles
cette étude a été réalisée ;
— la IIe partie est une introduction à la LMC. Les principales déﬁnitions
y sont proposées ainsi que les données épidémiologiques, l’évolution des
thérapies, la déﬁnition de la réponse aux traitements et les principaux dé-
terminants de la réponse à l’imatinib ;
— la IIIe partie est une partie méthodologique où les outils statistiques utilisés
pour les études d’associations des parties IV et V sont présentés briève-
ment. En particulier, le calcul de l’incidence cumulée et de sa variance et le
modèle de régression à risques de sous-répartition proportionnels de Fine
& Gray. La question de la puissance d’une étude de pharmacogénétique y
est aussi abordée ;
— les parties IV et V ont pour but de présenter les résultats obtenus lors de
l’étude d’association de la réponse moléculaire dans la LMC en phase chro-
nique avec des polymorphismes liés à des transporteurs d’une part et des
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polymorphismes associés aux gènes de la voie NK (Natural Killer) d’autre
part ;
— ﬁnalement, la VIe partie présente une méthode basée sur l’imputation mul-
tiple permettant de prendre en compte le phénomène de censure par inter-
valles dans un contexte de compétition. Des résultat de simulations et une
application y sont proposés.
Première partie
Contexte scientiﬁque
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1 Pharmacogénétique & pharmacogénomique
1.1 Aspects historiques et déﬁnitions
La réponse aux médicaments est variable d’une personne à une autre. Cette
variabilité observée peut être attribuée, en partie, à des facteurs de type com-
portementaux et/ou environnementaux, tels que les habitudes alimentaires, l’ab-
sorption d’autres médicaments, le tabagisme, la consommation d’alcool ou encore
l’observance du traitement. Des facteurs propres aux individus tels que l’age, le
sexe, l’état de santé ou les caractéristiques génétiques sont aussi susceptibles
d’expliquer une partie de cette variabilité. La pharmacogénétique est la discipline
qui se propose d’étudier l’inﬂuence de la variabilité génétique sur la réponse aux
traitements.
L’idée qu’il existe des facteurs propres à chaque personne pouvant prédisposer
à certaines maladies ou être associés à la réponse aux médicament remonte aux
travaux de Sir Archibald Garrod. Dans The Inborn Factors in Disease : An Essay,
qu’il publie en 1931, [1] Garrod développe le concept de chemical individuality,
c’est-à-dire, d’une variabilité interindividuelle relative aux processus biochimiques
physiologiques pouvant expliquer la diversité des réactions observées suite à la
prise d’un médicament, de certains aliments, ou de produits stimulants. Garrod
suggère que les processus physiologiques de détoxiﬁcation mettent en jeu des
enzymes dans des mécanismes biochimiques aux rendements variables et que cette
variabilité est d’origine génétique.
Dans les années 1950, la pharmacogénétique s’impose comme discipline scienti-
ﬁque avec la publication d’études conﬁrmant les hypothèses originales de Garrod,
notamment, celle de Alving et al. (1956) [2] montrant que le risque d’hémolyse lié
à la prise de primaquine est associé à un déﬁcit en glucose-6-phosphate déshydro-
génase (G6PD). Des études ultérieures ont montré que ce déﬁcit est attribuable
au gène G6PD, c’est-à-dire d’origine génétique. [3]
Depuis, les progrès des techniques de génotypages ont permis de dresser le
proﬁl des variations génétiques d’une personne sur plusieurs millions de polymor-
phismes répartis sur tout le génome en une seule expérience. Cette avancée a
permis de vériﬁer facilement des hypothèses de pharmacogénétique en mettant
en relation proﬁls pharmacogénétiques et réponses thérapeutiques d’un ensemble
de patients.
Par contraste avec les approches plus anciennes où seuls quelques polymor-
phismes étaient testés sur un nombre limité de gènes, certains auteurs proposent
dans les années 2000 le terme de pharmacogénomique pour qualiﬁer une étude
pharmacogénétique sur le génome entier (ou étude pangénomique). [4, 5]
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D’autres déﬁnitions précisent que la pharmacogénomique est l’étude des varia-
tions de l’ADN mais aussi de l’expression des gènes (niveau de l’ARN) en réaction
à la prise d’un médicament. [6]
l’International Conference on Harmonisation of Technical Requirements for
Registration of Pharmaceuticals for Human Use (ICH) donne les déﬁnitions sui-
vantes :
— la pharmacogénomique est l’étude des variations des caractéristiques de
l’ADN et de l’ARN en relation avec la réponse aux traitements ;
— la pharmacogénétique est une sous discipline de la pharmacogénomique qui
étudie des variations des caractéristiques de l’ADN (seulement) en relation
avec la réponse aux traitements.
Ces déﬁnitions ont été adoptées à partir de 2007 par l’Agence Européenne de
Médecine (European Medicine Agency (EMA)), le ministère Japonais de la santé
et par l’organisme américain de santé food and drug administration (FDA). [7]
1.2 La réponse aux traitements en oncologie
En oncologie, la notion de variation génétique doit être précisée. On y dis-
tingue en eﬀet deux types de génomes : le génome constitutionnel duquel va dé-
pendre les fonctions physiologiques de l’organisme et le génome somatique d’une
tumeur, issue d’une cellule somatique (transformée) ayant acquis une ou plusieurs
mutations.
Généralement, peu de précisions sont données dans les diﬀérentes déﬁnitions
de la pharmacogénétique et de la pharmacogénomique et les auteurs ne font pas
explicitement mention du type de génome étudié [6, 4] ou bien, précisent-ils qu’ils
étudient le génome constitutionnel. [5, 8, 9, 10]
Par soucis de simpliﬁcation, d’autres auteurs déclarent utiliser le terme phar-
macogénétique pour désigner une étude des variations du génome constitutionnel
ou somatique susceptibles de prédire la réponse aux traitements, que ces varia-
tions soient recherchées sur un petit nombre de gènes candidats ou bien sur le
génome entier. [11]
Hertz et al. (2013) [12] dans une revue récente de pharmacogénétique en on-
cologie, discute de la diﬀérence fondamentale entre génome somatique et génome
constitutionnel. Selon leurs auteurs, les deux génomes déterminent le résultat de
la thérapie : pronostique et réponse dépendent du génome somatique alors que
le génome constitutionnel module l’exposition de la cible mais aussi la toxicité
du traitement. Cependant, les auteurs utilisent le terme de pharmacogénétique
qu’ils fassent allusion au génome somatique ou constitutionnel.
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1.3 Conclusion
Les termes pharmacogénétique et pharmacogénomique semblent interchan-
geables. Ils sont employés indistinctement qu’il s’agisse d’étudier l’eﬀet des va-
riations du génome constitutionnel ou somatique en relation avec la prise d’un
médicament. Cependant, ces deux termes possèdent des connotations distinctes.
Pour le premier on y attache les notions suivantes :
— variations génétiques héréditaires (ADN constitutionnel) ;
— gènes candidats ;
— relation simple (monofactorielle).
Pour le deuxieme :
— variations de l’ADN et de l’ARN ;
— étude génome entier ;
— génome constitutionnel et somatique ;
— eﬀet de plusieurs gènes/voie de signalisation.
Ici, la déﬁnition historique de la pharmacogénétique est retenue, c’est-à-dire,
l’étude de la réponse au traitement en lien avec la variabilité génétique héritée.
2 Notion de médecine personnalisée
2.1 Généralités
La médecine est par nature médecine personnalisée dès lors que se rencontrent
médecins et patients. La prise en charge d’un patient est de fait variable selon
l’âge, le sexe et l’histoire du patient, mais aussi selon les caractéristiques du clini-
cien (§ 8.6). Les facteurs individuels sont pris en compte par le médecin lorsqu’il
y a lieu de prescrire un médicament aﬁn de déterminer la nature et la dose opti-
male d’un médicament. La pharmacogénétique, c’est-à-dire, la reconnaissance des
caractéristiques interindividuelles (génétiques) liées à la réponse aux traitements
représente une étape supplémentaire dans le processus de personnalisation de la
prise en charge d’un patient.
Lors de la prescription, le clinicien fait face à un éventail d’options. Ces options
sont relatives, entre autre, à la nature et à la dose optimale du traitement. Dans ce
choix, outre les informations propres au patient, le clinicien dispose d’informations
relatives à l’eﬃcacité d’un médicament et aux eﬀets secondaires associés à ce
médicament.
Or, seul un essai contrôlé randomisé (ECR) est susceptible d’apporter la
preuve de la supériorité d’un traitement ou d’une pratique médicale sur une autre.
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Cette méthodologie fondée sur les faits (evidence based) fournit des résultats vé-
riﬁables pour le grand nombre. En revanche, elle ne donne pas d’information sur
la réponse individuelle d’un patient, hormis la réponse moyenne espérée pour la
dose moyenne. On estime que le taux de réponse se situe entre 30 et 60% pour
le traitement de la plupart des maladies communes. [13] Cette impossibilité de
prévoir la réponse au niveau individuel conduit inévitablement à administrer à
un grand nombre de patients des traitements ineﬃcaces pour eux.
Les coûts liés à cette incertitude sont supportés en premier lieu par les pa-
tients. En eﬀet, les patients mauvais répondeurs subissent les eﬀets toxiques liés
au traitement sans contrepartie thérapeutique. Ou encore, certains patients su-
bissent une toxicité sans rapport avec le bénéﬁce attendu, ou des eﬀets indési-
rables graves conduisant à un arrêt de traitement. Par ailleurs, les patients ne
bénéﬁciant pas, de prime abord, d’une combinaison traitement/dose appropriée
supportent également un coût d’opportunité lié au délai d’ajustement. Ce délai,
souvent propice au développement de la maladie, a pour conséquence une prise
en charge en deuxième ligne plus délicate et une perte de chance pour le patient.
En second lieu, il est aussi nécessaire de prendre en compte les coûts ﬁnanciers
liés à cette allocation non-optimale des ressources supportées par les systèmes de
soins.
2.2 Pharmacocinétique et Pharmacodynamique
La première condition nécessaire aﬁn qu’un médicament puisse exercer une ac-
tion mesurable dans l’organisme est que ce médicament atteigne sa cible. Dans ce
but, il doit être absorbée en quantité suﬃsante. Ce premier déterminant de l’ac-
tion d’un médicament est la pharmacocinétique. La seconde condition nécessaire
à trait à la sensibilité de la cible au médicament absorbée. La pharmacodyna-
mique est l’étude du degré de réaction de la cible au médicament, c’est-à-dire sa
sensibilité. Il s’agit du deuxième déterminant majeur de la réponse aux traite-
ments.
La pharmacocinétique étudie l’absorption, la distribution, le métabolisme et
l’excrétion des métabolites (ADME). La pharmacodynamique décrit l’action mo-
léculaire d’un médicament sur sa cible. La cible peut être un récepteur de surface,
comme les récepteurs au œstrogène ciblés par le tamoxifène pour le traitement du
cancer du sein, [14] un canal ionique ou un récepteur intracellulaire comme la pro-
téine de fusion BCR-ABL ciblée par l’imatinib, le dasatinib ou le nilotinib dans
le traitement le la LMC. [15, 16, 17] Les variations observées dans la réponse aux
traitements sont dues à une combinaison de facteurs génétiques, environnemen-
taux pouvant aﬀecter la pharmacocinétique et/ou la pharmacodynamique d’un
médicament.
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Les gènes impliqués dans la variabilité de la réponse thérapeutique appar-
tiennent principalement aux deux groupes de fonctions suivantes :
— fonctions déﬁnissant les propriétés pharmacocinétiques d’un médicament :
gènes liés à l’absorption, la distribution, et l’excrétion des métabolites du
médicament ;
— fonctions déﬁnissant les propriétés pharmacodynamiques d’un médica-
ment : gènes qui encodent la cible du médicament (connue ou inconnue)
et les voies métaboliques associées. Les gènes qui inﬂuencent la suscepti-
bilité à la maladie ou la progression de la maladie y compris les gènes de
l’immunité.
2.3 L’exemple le la Warfarine
La recherche en pharmacogénétique est à l’origine de découvertes fondamen-
tales sur l’eﬀet de variations génétiques héritées aﬀectant eﬃcacité et toxicité
des médicaments. [18] Cependant, il n’existe qu’un nombre limité de traitements
pour lesquels la recherche pharmacogénétique a donné lieu à une modiﬁcation de
la pratique clinique. La Warfarine en est une illustration.
La Warfarine est un anticoagulant prescrit dans la prévention et le traitement
des maladies thromboemboliques veineuses. Sa prescription est rendue délicate
en raison de l’étroitesse de son index thérapeutique et de la grande variabilité
des réponses observées. Par conséquent, les dosages de Warfarine peuvent aller
de 0,5 à 20 mg/jour. Les patients sous-dosés risquent un évènement thrombotique
tandis que les patients surdosés risquent un évènement hémorragique.
Rieder et al. (2005) [19] ont montré que des polymorphismes du gène VKORC1
codant la protéine cible de la Warfarine, sont impliqués à hauteur de 25% dans
la réponse thérapeutique. Avec d’autres facteurs comprenant l’âge, le sexe, l’in-
dice de masse corporel, le régime alimentaire, le tabagisme, les interactions mé-
dicamenteuses, l’origine ethnique du patient ainsi que certains polymorphismes
du gène CYP2C9, VKORC1 explique jusqu’a 60% de la réponse au traite-
ment. Un algorithme en ligne permet de déﬁnir la dose optimale de Warfarine
(http ://www.warfarinedosing.org).
2.4 Conclusion
L’exemple de la Warfarine montre quelles sont les étapes nécessaires pour que
des données de type pharmacogénétique puissent être prises en compte dans un
processus de personnalisation d’un traitement. Ces étapes sont les suivantes :
— observations d’une variabilité interindividuelle dans la réponse au traite-
ment ;
3.1 - Les grands projets internationaux 33
— établissement d’une association statistique forte entre variations génétiques
et variabilité interindividuelle dans la réponse au traitement ;
— création et validation d’un algorithme incluant ces facteurs génétiques.
Cet exemple montre qu’il est nécessaire que des hypothèses fortes soient pré-
sentes dès le départ. L’hypothèse la plus importante étant qu’une part importante
de la variabilité de la réponse thérapeutique soit expliquée par une ou plusieurs
variations génétiques.
Par ailleurs, si ces hypothèses fortes sont présentes, elles ne sont pas suﬃ-
santes. En eﬀet, seule la réalisation d’analyses de type coût-bénéﬁce et/ou coût-
eﬃcacité seraient susceptibles de répondre de manière rationnelle à la question de
l’utilité de mettre en place un processus de personnalisation pour un traitement
donné. Ces analyses économiques mettent en balance coûts liés à la personnali-
sation d’une pratique médicale, c’est à dire, coûts des tests génétiques et de leurs
interprétations, et bénéﬁces attendus issus de cette personnalisation.
3 Les variations génétiques
3.1 Les grands projets internationaux
L’idée de médecine personnalisée se retrouve à l’origine de projets décisifs
pour la biologie tel que le Human Genome Project lancé en 1990. Cet ambitieux
projet international s’est donné pour objectif principal de déterminer la séquence
d’ADN humain aﬁn d’obtenir une estimation plus précise du nombre de gènes
constituant le génome humain, de déterminer la localisation de ces gènes, et leurs
fonctions.
Achevé en 2003, [20] cet eﬀort a permis d’établir une référence consensus
haploïde du génome humain. Entre temps, d’autres projets focalisés sur la déter-
mination de la variabilité du génome humain ont été lancés notamment, le SNP
Consortium [21] et le projet international HapMap.
Le projet HapMap (phase I et II) s’est donné pour objectif de développer une
base publique de données des variations de l’ADN humain (principalement des
single nucleotide polymorphisms (SNP)) dans le but de déterminer les gènes ou
les parties du génome (haplotypes) dont la variabilité est associée, entre autre,
aux maladies et à la réponse aux médicaments 1.
La phase I du projet s’est achevée en 2005 avec la description de 1,3 million
de SNP génotypés sur 270 individus issus de populations d’origines ethniques
1. “The goal of the International HapMap Project is to develop a haplotype map of the human
genome, the HapMap, which will describe the common patterns of human DNA sequence variation.
The HapMap is expected to be a key resource for researchers to ﬁnd genes aﬀecting health, disease, and
responses to drugs and environmental factors.” (http ://hapmap.ncbi.nlm.nih.gov/abouthapmap.html).
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diﬀérentes (Europe de l’ouest, Afrique, Chine et Japon). [22] La deuxième phase
s’est achevée en 2007 avec la publication de 3,1 millions de SNP supplémentaires
génotypés sur les mêmes populations. [23]
Les résultats d’une troisième phase ont été publiés en 2010. [24] Cette troisième
phase, plus ambitieuse, a permis de génotyper 1184 génomes appartenant à 11
populations sur environ 1,6 millions de SNP mais aussi de séquencer 10 régions
de 100 kilobases chacune chez un sous groupe de 692 personnes. Ces données
intègrent en plus des (SNP) des variations de nature diﬀérentes comme les copy
number variations (CNV).
Plus récemment (2012) ont été publiés les résultats du 1000 genomes project.
Comme son nom l’indique, ce projet a pour but de séquencer le génome diploïde
de plus de 1000 individus issus de 14 populations, aﬁn de dresser un panorama
plus précis des diﬀérences génétiques entre individus et populations humaines. Ce
travail, rendu possible grâce à l’avènement de nouvelles technologies de séquen-
çage (next generation sequencing (NGS)), a permis de dresser la carte mise à jour
des haplotypes humains à l’aide de plus de 38 millions de SNP dont la moitié
ont une fréquence ≥ à 1%. En outre, plus de 1,4 million d’insertions/délétions
courtes et plus de 14 000 délétions plus larges ont ainsi pu être identiﬁées. Parmi
les populations séquencées ﬁgurent 76 personnes non-apparentées d’origine eu-
ropéenne (Northern Europeans from Utah (CEU)) pouvant servir de population
témoin dans l’analyse de la susceptibilité à une maladie chez des patients d’origine
européenne.
L’étude de la répartition de ces variations a montré que des personnes d’ori-
gines ethniques diﬀérentes présentaient des proﬁls distincts en terme de variations
rares et communes, que les variations rares étaient distribuées de manière inégale
en fonction des voies métaboliques. Par ailleurs, chaque personne possède en
moyenne des centaines de variations rares non codantes dans des régions telles
que les sites de ﬁxation de facteurs de transcriptions, sites hautement conservés
par ailleurs.
Remarquablement, un individu en bonne santé apparente possède en moyenne
2500 variations non synonymes aux niveaux de sites conservés dont 20 à 40 sont
considérés comme étant dommageables ainsi que 150 variations à l’origine d’une
perte totale de fonction (Loss-of-function (LoF)). La table 1 résume l’étendue des
variations observées en moyenne d’un individu à un autre.
Finalement, chaque génome possède des mégabases de séquences d’ADN appa-
rentés ni à la séquence haploïde de référence, ni à d’autres génomes. Ces données
permettent de conclure qu’il existe une grande diversité génétique interindivi-
duelle, cette diversité ne se réduisant pas à des changements ponctuels d’une seule
lettre (SNP). Toutefois, l’interprétation fonctionnelle de cette diversité n’est pas
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encore clairement établie ni son lien éventuel avec la réponse aux médicaments.
Variations de l’ADN
∼ 3,5 millions de SNP dont 400 à 600 000 private† SNP
∼ 1 000 CNV de plus de 500 paires de bases (2 900 paires
de bases en moyenne) et autres diﬀérences structurelles
(petites et plus grandes insertions, délétions, inversions)
∼ 20 000 à 25 000 variations au sein de régions codantes
parmi lesquelles de 9 à 11 000 non-synonymes
∼ 100 variations entraînant une perte totale de fonction
de la région impliquée (dont 20 gènes environ)
∼ 1 à 2 % de la séquence totale
†. Polymorphismes présents chez une ou seulement quelque personnes
Table 1 – Variations du génome humain : Estimation du nombre moyen de variations chez
une personne en bonne santé.
3.2 Omics et réponse au traitement
La question de la relation entre génotype et phénotype est l’une des ques-
tions fondamentales de la biologie. Les progrès récents de la biologie moléculaire
d’une part et des techniques de génotypage et de séquençage d’autre part, ont
permis de réaliser de grandes avancées dans la compréhension des phénomènes
en jeu. Comment, quand, et dans quels tissus l’information génétique s’exprime.
Par quels mécanismes est-elle modulée en réponse à des facteurs internes, en-
vironnementaux, ou en réponse à un médicament aﬁn de générer/modiﬁer un
phénotype ?
L’étude à grande échelle de ces phénomènes ne se résume donc pas à l’analyse
du génome et de ses variations mais doit intégrer aussi l’analyse de l’expression
des gènes (transcriptome) ainsi que la quantiﬁcation des protéines (protéome).
L’analyse du transcriptome peut inclure aussi l’analyse des formes alternatives de
transcrits (épissage alternatif), elle est eﬀectuée à l’aide d’outils tels que les puces
à oligonucléotides et/ou du séquençage des ARN. L’intégration de ces données
à celles issues du séquençage de l’ADN, et leurs associations éventuelles avec un
trait qualitatif ou quantitatif montre que la relation génotype/phénotype n’est
pas aussi simple que ne le suggère le dogme de la biologie moléculaire.
Aux variations génétiques s’ajoutent aussi des facteurs épigénétiques tels que
la méthylation de l’ADN, les modiﬁcations des histones et la régulation induite
par les micro-ARN. Ces facteurs épigénétiques sont aussi susceptibles d’induire
une variabilité de la réponse aux traitements. Il faut cependant noter que l’in-
ﬂuence de ces facteurs épigénétiques n’a été rapportée que dans le cadre d’études
36 3 - Les variations génétiques
en cancérologie [25, 26] où diﬀérents proﬁls de méthylation des tumeurs se sont
révélés prédictifs de la réponse aux traitements. L’exemple de la méthylation de
MGNT en est une illustration : MGNT est un antagoniste de l’eﬀet génotoxique
des agents alkylants comme le Temodal (utilisé dans le traitement du glioblas-
tome). Or la méthylation du promoteur de MGNT induit son inactivation, ce qui
à pour eﬀet de rendre la thérapie plus eﬃcace. [27]
3.3 Les eQTL
Les études d’associations à grande échelle permettent de mesurer un lien sta-
tistique entre variations génétiques observées sur une population et un phénotype
d’intérêt. La recherche d’une association entre variations génétiques et réponse
à un traitement est un exemple d’étude d’association. Cependant, ces études ne
donnent pas d’indications sur les mécanismes biologiques, potentiellement asso-
ciées aux variations génétiques observées, permettant d’expliquer le phénotype
observé.
Deux questions restent le plus souvent en suspend :
— quel gène ou groupe de gènes permettraient d’expliquer la variation phé-
notypiques observée ;
— quels sont le ou les variants causaux, c’est à dire, ayant un lien fonctionnel
avec la variation phénotypique observée.
S’il apparaît qu’un SNP est associé de manière signiﬁcative avec un trait d’intérêt,
en fonction de la localisation du SNP, plusieurs cas de ﬁgure se présentent, parmi
lesquels :
1. le SNP se situe dans une région codante (exon) ;
(a) le SNP modiﬁe la séquence des acides aminés de la protéine produite : le
gène impliqué est très probablement le gène au sein duquel le variant est
observé et, le variant observé est très probablement le variant causal ;
(b) le SNP ne modiﬁe pas la séquence des acides aminés de la protéine
induite : le gène impliqué est probablement le gène au sein duquel le
variant est observé et, le variant observé n’est pas forcément le variant
causal (il peut êtres en déséquilibre de liaison avec le variant causal) ;
2. le SNP se situe dans une région non codante (introns, région 3’UTR ou
5’UTR, ou région intergénique) : le gène impliqué peut être le gène au sein
duquel, ou au voisinage duquel, le variant est observé et, le variant observé
n’est pas forcément le variant causal (il peut êtres en déséquilibre de liaison
avec le variant causal).
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Pour tenter d’apporter des éléments de réponse, il est nécessaire d’obtenir des
informations supplémentaires sur l’association éventuelle entre l’expression d’un
gène et la présence d’une variation génétique. [28] Les expression quantitative trait
loci (eQTL) désignent une variation génétique en lien fonctionnel avec l’expression
d’un gène à proximité (cis-eQTL) ou à distance (trans-eQTL). Ils sont l’une des
pistes avancées par les chercheurs aﬁn de répondre à la question du lien fonctionnel
entre variations génétiques et phénotypes dans la mesure où la grande majorité des
associations identiﬁées dans les études pan-génomiques ont impliqué des variants
non codants. C’est dans ce contexte que les eQTL ont pris une grande importance
dans l’interprétation des résultats obtenus à l’aide des études d’associations à
grande échelle.
4 Utilisation de ressources biologiques pour l’évaluation
de biomarqueurs pronostiques ou prédictifs
L’utilisation de ressources biologiques pour l’évaluation de biomarqueurs pro-
nostiques ou prédictifs a été rendue possible grâce à la constitution de collections
dans les centres de ressources biologiques (CRB). Ces collections ont été consti-
tuées, le plus souvent, en vue d’une exploitation ultérieure, grâce aux techniques
à haut débit de la biologie moléculaire.
L’exploitation de ces ressources a été à l’origine d’un grand nombre d’études
rétrospectives produisant une littérature abondante mais peu convaincante en
raison du manque de reproductibilité des résultats obtenus. L’échec relatif de la
déﬁnition de signatures moléculaires des tumeurs du sein à des ﬁn pronostiques
ou prédictifs en est l’illustration. [29]
4.1 Tester un nouveau marqueur
Il existe une littérature abondante traitant de l’évaluation de biomarqueurs
pronostiques. Dans une revue consacrée à ce sujet, Tajik et al. [30] en dénombre
plus d’une centaine. A titre d’exemple et dans le but d’illustrer les contraintes
méthodologiques liées à un design susceptible de fournir un niveau de preuve
comparable à celui d’un ECR (méthode de référence permettant d’établir l’uti-
lité d’une intervention médicale nouvelle) lors du test d’un biomarqueur, Simon
et Wang (2006) [31] ont proposé et discuté plusieurs design prospectifs dont le
marker strategy design.
Ce design permet de tester l’hypothèse selon laquelle la prise en compte d’un
biomarqueur est susceptible d’améliorer une pratique médicale. Son principe est
le suivant : les patients sont d’abord randomisés en deux bras distincts, le bras
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témoin et le bras test. L’attribution du traitement se fait ensuite en fonction des
pratiques standards pour le groupe témoin et selon le marqueur à tester dans
l’autre groupe (éventuellement en conjonction avec les marqueurs standards). Le
biomarqueur n’est mesuré (testé) que dans le groupe test. Finalement, les résultats
sont comparés entre les deux groupes. Les auteurs conviennent que le nombre de
sujets permettant de tirer une conclusion à l’aide d’un tel design devrait être
grand en raison du nombre de patients potentiellement important pour lesquels
la prise en compte de l’information apportée par le biomarqueur ne conduit pas
à une modiﬁcation de la décision thérapeutique.
Simon et Wang (2006) proposent en outre une alternative au marker strategy
design consistant à tester tous les patients à l’aide de la méthode de référence
d’une part, et du biomarqueur candidat d’autre part. Les patients pour lesquels
la décision thérapeutique diverge seront alors randomisés dans un bras où la
décision thérapeutique sera prise à l’aide de la méthode de référence et un bras
où la décision thérapeutique sera prise en fonction du biomarqueur. Finalement,
une analyse standard sera réalisée sur ces deux bras et l’utilité du biomarqueur
sera démontrée si les résultats du bras biomarqueur sont meilleurs que ceux du
bras de référence (ﬁgure 1).
Cette stratégie est testée pour deux essais : Microarray in Node-Négative Di-
sease may Avoid Chemotherapy (MINDACT) [32] et Trail Assigning Individua-
lized Options for Treatment (Rx) (TAILORx). [33] Ces deux essais évaluent res-
pectivement des classiﬁeurs de 70 et 21 gènes permettant d’optimiser la stratégie
thérapeutique dans le cancer du sein.
Bien que Simon et al. (2009) reconnaissent la supériorité de ce design par
rapport au randomized marker strategy trial design, les auteurs remarquent par
ailleurs que plusieurs milliers de patientes seront nécessaires aﬁn de mener à bien
ces études et que le recrutement prendra près d’une dizaine d’années pour chacune
d’entre elles. Ils prédisent aussi que l’évolution des techniques et des connaissances
auront rendu obsolètes les premiers résultats de ces études avant même qu’elles
ne soient publiées. [34]
4.2 Niveaux de preuves
Hayes et al. (1996) [35] ont proposé une échelle des niveaux de preuves (Le-
vels of Evidence (LOE)) pour évaluer l’utilité d’un biomarqueur (table 2). Cette
échelle a été adoptée par l’American Society of Clinical Oncology (ASCO).
Comme indiqué plus haut, les exigences méthodologiques et le coût d’une
étude permettant d’atteindre le niveau I sont lourdes et rendent ce type d’études
diﬃciles à mettre en œuvre dans la pratique. Simon et al. (2009) [34] ont pro-
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en fonction de la
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Figure 1 – Design pour tester l’utilité d’un biomarqueur : tous les patients sont testés selon
les critères classiques (pratique de référence). Dans la pratique de référence, si les patients sont
positifs, ils reçoivent le traitement A, et le traitement B sinon. Les patients sont aussi évalués
à l’aide du biomarqueur à tester. Les patients pour lesquels les tests sont convergents sont
traités selon la pratiques standard, ils sortent de l’essai. Les patients pour lesquels les tests sont
divergent sont randomisés dans deux bras, le bras pratique standard et le bras Biomarqueur. Le
résultats de l’essai dépendra des performances observées dans ces deux bras.
posé que le niveau I de preuve puisse être accordé à un type particulier d’étude
rétrospective. En eﬀet, pour ces auteurs, il est possible d’utiliser des échantillons
biologiques archivés lors d’un essai prospectif aﬁn d’évaluer un biomarqueur tout
en gardant les caractéristiques de l’étude mère (contrôle de l’erreur de type I
et puissance statistique). Le cas de KRAS dans le cancer colorectal en est une
illustration. [36, 37]
4.3 Essais prospectifs vs. essais rétrospectifs
Dans Use of archived specimens in evaluation of prognostic and predictive bio-
markers, Simon et al. (2009) s’interrogent sur la distinction classique entre essais
prospectifs et essais rétrospectifs. Ils remarquent que cette distinction est souvent
confondue avec la distinction entre nature expérimentale et observationnelle d’une
étude. Ils observent en outre qu’en épidémiologie du cancer, le terme rétrospectif
peut eﬀectivement porter à confusion, car aussi bien les études rétrospectives que
les études prospectives de cohortes sont observationnelles plutôt qu’expérimen-
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Niveau Type de preuve
I Preuve issue d’une étude prospective contrôlée élaborée dans le but de
prouver l’utilité d’un biomarqueur. Eventuellement, ce biomarqueur
a été mis en évidence lors d’une étude de niveau de preuve II ou III.
Idéalement, cette étude est un essai prospectif contrôlé randomisé du
type randomized marker strategy trial design.
II Preuve issue d’une étude dans laquelle les données on été obtenues à
partir d’un essais prospectif contrôlé randomisé aﬁn de tester l’uti-
lité d’une pratique qui n’est pas en relation avec le biomarqueur
testé (type étude ancillaire). Cependant, le protocole de collection
des échantillons biologiques et les méthodes statistiques appropriées
ont été prévus dans l’étude principale.
III Preuve issue d’une étude rétrospective de grande taille pour laquelle
des échantillons biologiques sont disponibles. Les données cliniques
n’ont pas été collectées de manière prospective.
IV Preuve issue d’une étude rétrospective de petite taille pour laquelle
des échantillons biologiques sont disponibles. Les données cliniques
n’ont pas été collectées de manière prospective.
V Preuve issue d’une étude pilote établie pour déterminer la distribution
du niveau d’un marqueur dans une population échantillonnées.
Table 2 – Niveaux de preuve pour l’évaluation de l’utilité clinique d’un biomarqueur. (D’après
Hayes et al.. [35])
tales dans la mesure où ni dans les unes, ni dans les autres, les expositions ne
sont déterminées par un processus de randomisation.
Les auteurs en déduisent que les associations observées en épidémiologie ne
sont pas au même niveau de preuve que celles observées dans les études expé-
rimentales et que la limite principale des études épidémiologiques ne provient
non pas de leurs natures prospectives ou rétrospectives mais de leurs natures
observationnelles.
Part ailleurs, si une étude rétrospective prévoie l’utilisation de ressources bio-
logiques ayant été collectées de manière prospective, suivant le protocole d’une
étude prospective préalable et si les paramètres de l’analyse ont également été
ﬁxés de manière prospective, les auteurs proposent alors pour ce type études
l’appellation d’étude prospective-rétrospective.
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4.4 Essais prospectifs-rétrospectifs
Le niveau de preuve d’un essai prospectif-rétrospectif doit être considéré
comme supérieur à celui d’une étude pour laquelle du matériel biologique est
disponible ainsi qu’un test. Cependant, si le nombre de biomarqueurs à tester
est important, il est alors nécessaire de prendre les mesures qui s’imposent aﬁn
de maintenir le taux d’erreur de type I à un niveau acceptable. C’est la raison
pour laquelle, une conﬁrmation à l’aide d’une où de plusieurs études prospectives-
rétrospectives est alors nécessaire.
Dans l’échelle des niveaux de preuves proposés par Hayes et al. (1996), une
étude rétrospective possède au mieux le niveau II (table 2). Simon et al. (2009)
ont proposé une révision des niveaux de preuves dans laquelle, une distinction
particulière est attribuée aux études utilisant des échantillons biologiques conser-
vés de manière prospective aﬁn que ces études puissent obtenir le premier niveau
de preuve.
Quatre catégories sont proposées :
— la catégorie A correspond aux essais prospectifs randomisés. Les patients
sont recrutés, traités et suivis de manière prospective selon un protocole
préétablit. L’étude est calibrée de sorte que l’utilité éventuelle du mar-
queur puisse être démontrée. Les échantillons sont collectés et analysés au
moment de l’essai selon le protocole préétablit. Bien qu’une conﬁrmation
provenant d’une étude indépendante soit la bienvenue, elle n’est cependant
pas requise. Cette procédure est incluse dans la catégorie LOE-I, elle est
la procédure de référence ;
— la catégorie B correspond à une deuxième procédure pouvant prétendre à
un niveau LOE-I : il s’agit d’une étude utilisant des échantillons conservés
d’un ECR aﬁn d’étudier une nouvelle pratique ou un autre biomarqueur.
Comme pour la catégorie A, dans une étude de la catégorie B, les patients
sont recrutés, traités et suivis de manière prospective. Les échantillons
sont aussi collectés de manière prospective et conservés selon les procé-
dures standards. La question d’intérêt peut être posée après la réalisation
de l’étude mère. Les échantillons ne doivent pas être testés avant que le
protocole de l’étude ancillaire n’ait été établi et un plan d’analyse statis-
tique déterminé. L’analyse des échantillons biologiques doit être réalisée en
aveugle et indépendamment de l’obtention des données cliniques. L’étude
ayant été calibrée aﬁn de répondre à une question thérapeutique il est
probable qu’elle n’ait pas la puissance statistique nécessaire pour mettre
en évidence une éventuelle interaction entre traitement et biomarqueurs
testés. En revanche, cette étude pourra mettre en évidence un eﬀet lié au
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biomarqueur s’il est suﬃsamment important. Cependant, le risque de faux
positifs est plus important que pour une étude de catégorie A et ce risque
augment avec le nombre de biomarqueurs testés.
Pour que cette procédure soit à un niveau LOE-I, il est indispensable que
les résultats de l’étude soient conﬁrmés par une autre étude de type B
basée sur un autre essai prospectif randomisé. Enﬁn il est aussi nécessaire
que cette nouvelle étude utilise la même procédure (technologie) de test
aﬁn d’identiﬁer et mesurer le biomarqueur dans les mêmes conditions. En
outre, la question adressée doit être strictement la même que pour la pre-
mière étude.
Les études qui ont montré puis conﬁrmé l’association d’une mutation de
KRAS avec une eﬃcacité moindre de traitements du cancer colorectal
par anticorps monoclonaux anti-EGFR (cetuximab et panitumumab) four-
nissent une bonne illustration du succès des études rétrospectives sur tissus
conservés lors d’essais prospectifs. [38, 36] Dans l’échelle des niveaux de
preuve révisée par Simon et al. le résultat de ces études est LOE-I ; [39] 2
— la catégorie C correspond aux études pour lesquelles des patients sont in-
clus dans des protocoles et bénéﬁcient de traitements standards. Les échan-
tillons biologiques sont conservés et testés après la ﬁn de l’étude. Aucune
étude de puissance n’a été réalisée à l’avance. L’allocation des traitements,
la collecte des résultats cliniques et le prélèvement des échantillons bio-
logiques n’ont pas été prévus dans un protocole prospectif. Les résultats
d’une étude de catégorie C sont sujet à biais de confusion et le risque de
donner un résultat faussement positif est plus élevé que pour une étude de
catégorie A ou B. Une étude de catégorie C peut prétendre à un niveau
LOE-II si elle valide une ou plusieurs études de catégorie C ;
— la catégorie D correspond à un type d’études très fréquentes de recherche
de biomarqueurs dans lesquels des échantillons biologiques et une technique
d’analyse sont disponibles. Les résultats de ces études sont en générale peu
reproductibles et par conséquent peu ﬁables.
2. Dans l’article American Society of Clinical Oncology Provisional Clinical Opinion : Testing for
KRAS Gene Mutations in Patients With Metastatic Colorectal Carcinoma to Predict Response to Anti-
Epidermal Growth Factor Receptor Monoclonal Antibody Therapy (Journal of clinical Oncology), [39] les
auteurs déclarent : Provisional Clinical Opinion Based on systematic reviews of the relevant literature,
all patients with metastatic colorectal carcinoma who are candidates for anti-EGFR antibody therapy
should have their tumor tested for KRAS mutations in a CLIA-accredited laboratory. If KRAS mutation
in codon 12 or 13 is detected, then patients with metastatic colorectal carcinoma should not receive anti-
EGFR antibody therapy as part of their treatment.
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La table 3 donne une correspondance entre les niveaux de preuves classiques
(Hayes et al.) et ceux proposés pas Simon et al..
Niveaux de preuves pro-
posés par Hayes et al.
Niveaux révisés par
Simon et al.
Validation
I A Non requise
I B Une ou plusieurs
II B Non requise
II C Deux ou plus
III C Non requise
IV-V D Sans objet †
†Les études de niveau LOE-IV ou V n’ont pas d’utilité clinique.
Table 3 – Niveaux de preuves pour l’évaluation de l’utilité clinique d’un biomarqueur révisés
par Simon et al..
4.5 Conclusion
Idéalement, toute nouvelle pratique médicale ne peut être adoptée qu’à condi-
tion qu’elle soit d’un niveau de preuve LOE-I. Or, seuls les essais prospectifs
contrôlés randomisés sont susceptibles de fournir un tel niveau de preuve. En
ce qui concerne les études pharmacogénétiques ou pharmacogénomiques, de tels
essais ne sont pas toujours réalisables dans la pratique en raison de contraintes
méthodologiques lourdes attachées à ce type d’études. Cependant, Simon et al.
proposent qu’une étude ancillaire à un essai prospectif contrôlé randomisé (étude
de type B) puisse prétendre à un niveau de preuve I si une ou plusieurs études
de même catégorie venaient valider ses résultats.
La découverte puis la validation de l’inﬂuence d’une mutation de KRAS sur
l’eﬃcacité des traitements par anticorps monoclonaux anti-EGFR pour le trai-
tement du cancer colorectal en est une illustration. Par conséquent, l’utilisation
d’échantillons biologiques collectés conservés et annotés sous certaines conditions
est d’une grande importance pour établir l’utilité d’un biomarqueur pronostic ou
prédictif même si, en toute rigueur, cette utilisation est nécessairement rétrospec-
tive.
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5 Introduction
5.1 Déﬁnition
La leucémie myéloïde chronique Philadelphie positive (LMC-Ph+) est une
aﬀection maligne clonale des cellules souches hématopoïétiques. Elle se traduit
aussi par une hyperplasie myéloïde dans la moelle osseuse, et par une produc-
tion excessive de cellules myéloïdes, érythroïdes et des plaquettes dans le sang
périphérique. [40]
Au diagnostic, les symptômes de la LMC peuvent être les suivants : fatigue,
anorexie, perte de poids, suées ou douleurs osseuses. Cependant, environ 40%
des patients sont asymptomatiques. [40] Dans ce cas, le diagnostique est le plus
souvent posé de manière fortuite suite à une numération sanguine de routine
considérée comme anormale et conduisant à des examens plus poussés. La splé-
nomégalie, présente dans environs la moitié des cas, est le symptôme physique le
plus courant. Il conduit à la réalisation d’un examen sanguin et/ou de la moelle
(myélogramme). Dans tous les cas, le diagnostic est conﬁrmé par la mise en évi-
dence du chromosome de Philadelphie et du gène de fusion BCR-ABL. 3 [40, 41]
En l’absence de traitement, la maladie évolue inexorablement d’une phase
chronique d’une durée de 3 à 5 ans, vers une crise blastique rapidement fatale
(de 3 à 6 moins en médiane). [42] Cette crise blastique est souvent précédée
d’une phase d’accélération. La phase d’accélération peut être caractérisée par
une évolution clonale des cellules leucémiques, c’est-à-dire, par l’apparition dans
ces cellules de nouvelles anomalies cytogénétiques. [43]
Contrairement à la phase chronique où l’on observe une prolifération de cel-
lules leucémiques diﬀérenciées, la crise blastique se traduit par un envahissement
médullaire de cellules leucémiques immatures (blastes) comparables à celles ca-
ractérisant les leucémies aiguës. [40]
5.2 Aspects historiques
La cellule souche leucémique à l’origine de la LMC-Ph+ est caractérisée par la
présence du chromosome Philadelphie. Cette anomalie cytogénétique a été décrite
pour la première fois par Nowell et Hungerford à Philadelphie en 1960. [44]
Il s’agit du premier exemple d’anomalie cytogénétique associée à une maladie
néoplasique. [45] Contredisant l’idée qu’il s’agissait d’un chromosome 21 supplé-
mentaire, Janet Rowley a montré en 1973 que le chromosome Philadelphie résul-
tait de la translocation entre les bras longs des chromosomes 9 et 22 (t(9 ; 22)).
3. Ne sont considérés ici que les leucémies myéloïdes chroniques à chromosome Philadelphie.
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[46]
De Klein et al. (1982) [47] ont montré que lors de la formation du chromosome
Philadelphie, l’oncogène Abelson (ABL) était transloqué du chromosome 9 au
chromosome 22. Shtivelman et al. (1985) [48] ont montré que la translocation
mettait en contact une région appelée breakpoint cluster region (BCR) [49] avec
une partie du gène ABL, faisant apparaître un gène de fusion, le gène BCR-ABL.
L’ARN de fusion résultant de la transcription de BCR-ABL étant aussi associé à
la LMC. Ce transcrit est traduit et donne naissance à la protéine de fusion P210
BCR-ABL.
En fonction du point de cassure au sein du gène BCR, les transcrits de fusion
sont traduits en protéines de fusion de tailles variables, la partie ABL restant
constante. Outre l’association statistique entre LMC et protéine de fusion BCR-
ABL, le caractère oncogénique de cette dernière a d’abord été suggéré par le fait
que le pronostique des patients variait en fonction de la taille de BCR-ABL. [50]
Lugo et al. (1990) [51] ont montré que l’activité tyrosine kinase était dépendante
du point de cassure dans la région BCR, cette activité pouvant être en relation
avec la gravité de la maladie.
5.3 Épidémiologie
Il existe peu de données épidémiologiques relatives à la leucémie myéloïde
chronique (LMC). Elles proviennent principalement de registres européens dédiés
au cancer (le registre suédois du cancer et celui du land de la Sarre en Allemagne)
ou encore du programme Surveillance, Epidemiology, and End Results (SEER) 4
du national cancer institute (NCI). D’après Orphanet 5, la LMC est le syndrome
myéloprolifératif le plus fréquent, elle représente de 15 à 20% de tous les cas de
leucémies. D’autres études estiment que cette proportion se situe entre 7 et 20%.
[42]
Rohrbacher et al. (2009), [52] dans une revue dédiée à l’épidémiologie de la
LMC, rapportent des taux d’incidences (nbre de cas /100 000 hab. /an) allant de
0,6 à 2. Corm et al. (2008) [53] estiment que pour la France, le taux d’incidence
est de 0,8.
Par ailleurs, Rohrbacher et al. rapportent les éléments suivants :
— une incidence qui augmente avec l’âge, avec un pic entre 50 et 60 ans ;
— un âge médian se situant autour de 65 ans 6 ;
4. http ://seer.cancer.gov/
5. http ://www.orpha.net/
6. les patients agés étant sous représentés dans les études clinique, cette valeur ne peut être déter-
minée qu’à l’aide des registres. Rohrbacher et al. estiment à 10,7 en moyenne la diﬀérence d’age entre
les patients qui participent à des études et ceux qui n’y participent pas.
48 5 - Introduction
— une prédominance masculine (1,3 à 1,8 pour 1).
Les données sur la prévalence (nbre de cas /100 000 hab.) de la maladie sont
plus rares encore. Cependant, la publication française Corm et al., rapporte les
résultats d’une étude épidémiologique basée sur des données couvrant la période
allant de 1985 à 2007. Les résultats sont les suivants (ﬁgure 2) :
— en 1998, la prévalence estimée est de l’ordre de 5,80 ;
— sur la période 1998–2002 la prévalence augmente en moyenne à un taux de
4,1% par an pour atteindre 6,77 en 2002 ;
— sur la période 2003–2007, elle a progressé au taux annuel de 9,3% pour
atteindre 10,42 en 2007.
Les auteurs de cette étude attribuent ce changement dans le taux d’augmen-
tation de la prévalence à l’introduction de l’imatinib en 2001. En eﬀet Corm et
al. (2011) [54] estiment que le taux de survie à 5 ans pour la période 1900–1999
est de 65% vs. 88% pour la période 2001–2007. L’augmentation du nombre de
malade, et donc de la prévalence de la maladie, étant la conséquence directe des
progrès observés en terme de survie.
5
6
7
8
9
10
11
Année
Pr
év
al
en
ce
 (n
br
e  d
e 
ca
s 
/1
00
 0
00
 h
ab
.)
1998 1999 2000 2001 2002 2003 2004 2005 2006 2007
introcduction de l'imatinib en france
Figure 2 – Prévalence de la LMC en France entre 1998 et 2007 : la prévalence de la LMC
progresse à un taux de 4,1% par an entre 1998 et 2002, elle augmente à un taux de 9,3% par
an entre 2002 et 2007.
5.4 Évaluation de la réponse aux traitements
Dans la LMC, la réponse aux thérapies peut être évaluée à l’aide de critères
hématologiques, cytogénétiques et moléculaires.
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La réponse hématologique complète correspond à la normalisation de la nu-
mération sanguine, une régression de la splénomégalie et à la disparition de tous
les autres symptômes et signes de la maladie. [42] La réponse hématologique
complète peut être obtenue à l’aide de chimiothérapie (§ 6.2), de l’interferon-alfa
recombinant (rIFNα) (§ 6.4) ou d’inhibiteurs de tyrosine kinase (ITK) (§ 6.5),
cependant, les patients en rémission hématologique présentent des niveaux détec-
tables de cellules Philadelphie positives (Ph+) et de transcrits BRC-ABL.
Une réponse cytogénétique complète (RCyC) correspond à un niveau indétec-
table de mitose Ph+ en analyse cytogénétique. [42] Pour les patients atteignant ce
niveau de réponse, une mesure plus sensible encore, dite de la maladie résiduelle,
peut êtres eﬀectuée par détection du transcrit de fusion BCR-ABL par reverse
transcriptase quantitative-polymerase chain reaction (RTQ-PCR).
La RTQ-PCR est une technique sensible de détection de la maladie résiduelle
qui permet de détecter de l’ordre de 1 cellule exprimant le transcrit de fusion BCR-
ABL sur 105 à 106 cellules saines. [55] Les diﬀérents niveaux de maladie résiduelle
sont décrits plus loin (§ 7). Brièvement, la réponse moléculaire majeure correspond
à un ratio BCR-ABL/ABL de 0,1%. [56] Elle correspond au maintient de la LMC
en phase chronique avec risques limités de progression en phase accélérée et/ou
crise blastique. [57] Les ﬁgures 4 et 6 illustrent les diﬀérents niveaux de maladie
résiduelle en terme de réponse moléculaire ainsi que la sensibilité et les limites
des diﬀérents méthodes d’évaluation.
6 Évolution des thérapies
6.1 Introduction
Depuis les premières descriptions de la LMC au milieu du XIXe siecle jusque
vers la ﬁn des années 1970, les thérapies utilisées pour le traitement de la LMC,
telles l’arsenic, la radiothérapie, ou les chimiothérapies conventionnelles (busul-
fant et l’hydroxyurée) n’étaient que palliatives. En d’autres termes, ces traite-
ments étaient susceptibles d’agir sur la qualité de vie des patients en phase chro-
nique, mais n’étaient d’aucune aide pour stopper ou ralentir de manière signiﬁ-
cative la progression de la maladie vers ses formes avancées. L’introduction de la
greﬀe allogénique de cellules souches hématopoïétiques (ou transplantation allo-
génique de cellules souches hématopoïétiques (allogenic stem cell transplantation
(alloSCT)) dans les années 1970, marque une première avancée signiﬁcative dans
le traitement de la LMC, dans la mesure où environ 50% des patients candidats
à la greﬀe peuvent espérer une rémission durable. Cependant, les patients greﬀés
en rémission sont sujets à des eﬀets indésirables, potentiellement graves, tels que
la maladie du greﬀon contre l’hôte (graft versus host (GVH)). Les autres patients
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greﬀés peuvent être victimes de rechutes et/ou des complications liées à la greﬀe.
L’introduction de l’interféron-alpha (rIFNα) marque une nouvelle avancée dans
la prise en charge de la LMC, dans la mesure où l’rIFNα est susceptible d’induire
une RCyC (§ 5.4) dans 15 à 30% des cas ainsi qu’un gain signiﬁcatif en terme de
survie comparé aux chimiothérapies conventionnelles.
L’avènement des ITK marque un tournant décisif dans l’histoire de la LMC.
Ces molécules ciblent de manière plus ou moins spéciﬁque l’activité tyrosine ki-
nase de la protéine de fusion BCR-ABL et sont capables d’induire une réponse
moléculaire prolongée chez une majorité de patients tout en présentant un proﬁl
de toxicité supportable.
6.2 Chimiothérapies conventionnelles
Le principe des chimiothérapies dans le traitement de la LMC est de limiter les
complications liées à un niveau important de neutrophiles issues des précurseurs
leucémiques. Cette stratégie exploite le fait que les cellules leucémiques sont sen-
sibles à ces agents. [40] 90% des patients traités à l’hydroxyurée ou au busulfan
obtiennent une rémission hématologique. [58] Les chimiothérapies sont considé-
rées comme des traitements palliatifs dans la mesure où ces agents se montrent
incapables d’induire des réponses cytogénétiques signiﬁcatives, et par conséquent
de stopper la progression de la maladie. Cependant, bien que la supériorité de
l’hydroxyurée sur le busulfant ait été démontrée formellement en terme de survie,
avec une médiane de 58 mois vs. 45 respectivement, [59] c’est sur des critères liés
à la tolérance que l’hydroxyurée a été considérée comme supérieur au busulfan.
[59, 40, 42]
L’opportunité d’une association chimiothérapie–rIFNα n’est plus mentionnée
dans les recommandations d’experts après 1998. [42, 60, 56] Cependant, Baccarani
et al. (2013) précisent dans la dernière version des recommandations de l’European
LeukemiaNet (ELN) que l’hydroxyurée peut être utilisée temporairement jusqu’à
ce qu’un diagnostique soit établit. [56]
6.3 Greﬀe allogénique de cellules souches hématopoïétiques
La greﬀe allogénique de cellules souches hématopoïétiques est considérée
comme le seul traitement curatif pour la LMC. [61] Les propriétés curatives de la
greﬀe sont attribuées, entre autre, à l’eﬀet greﬀon contre leucémie (graft versus
leukemia (GVL)), un phénomène immunothérapeutique grâce auquel les lympho-
cytes T et NK allogéniques reconnaissent et détruisent les cellules leucémiques du
patient. [62, 63] La greﬀe allogénique de cellules souches hématopoïétiques s’est
imposée dans les années 1980 comme une alternative aux chimiothérapies dans
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la mesure où elle permettait un gain en terme de survie [64] mais surtout une
rémission durable chez un nombre signiﬁcatif de patients : vers la ﬁn des années
1990 on estimait que la moitié des patients restait en vie de 5 à 10 ans après
leur transplantation. [42] Cependant, la probabilité de survie à long terme est
signiﬁcativement réduite chez les patients transplantés en phase accélérée ou en
crise blastique mais aussi chez les patients âgés. [61, 65, 64, 40, 66] C’est la raison
pour laquelle certains auteurs préconisaient cette pratique pour de jeunes patients
nouvellement diagnostiqués disposant d’un donneur HLA-compatible apparenté.
[65] Dans la pratique, pour des raisons liées à l’âge et à la disponibilité d’un
donneur HLA-compatible apparenté, cette possibilité ne se présente que dans 15
à 20% des cas. Cette proportion s’élève à environ 30% si l’on prend en compte
les donneurs HLA-compatibles non apparentés, mais au prix d’une morbidité et
d’une mortalité accrue. [40]
La greﬀe allogénique de cellules souches hématopoïétiques reste une pratique
risquée, principalement à cause des eﬀets dus aux traitements toxiques utilisés
pour le conditionnement (chimiothérapie à haute dose et radiothérapie) mais
surtout à cause d’une morbidité accrue liée à la maladie du greﬀon contre l’hôte
(GVH) susceptible de se déclarer dans presque la moitié des cas. [56] C’est la
raison pour laquelle, selon les recommandations actuelles, la transplantation n’est
envisagée qu’en cas d’échec d’une prise en charge en seconde ligne par ITK. [56]
6.4 Interféron-α
Dans un contexte où seule une minorité de patients étaient susceptibles de
bénéﬁcier d’une transplantation, l’rIFNα s’est imposé dans les années 1990 comme
traitement de première ligne dans la LMC, ce traitement étant la seule alternative
thérapeutique pouvant induire une réponse cytogénétique complète. [42, 67] Il
oﬀre une survie globale à 10 ans allant de 27 à 53%. [68] Bien que son mécanisme
d’action reste peu connu, et malgré une faible tolérabilité, l’rIFNα reste une
option thérapeutique pour des patients intolérants aux ITK sans autre alternative
thérapeutique.
l’rIFNα a aussi été utilisé en combinaison avec des chimiothérapies [58] et il a
été testé en combinaison avec l’imatinib dans l’étude française STI571 ProspectIve
RandomIzed Trial (SPIRIT). [69]
6.5 Inhibiteurs de tyrosine kinase (ITK)
Après les premières descriptions, par Nowell et Hunferford, d’une anomalie cy-
togénétique associée à la LMC, [44] puis la démonstration que la protéine de fusion
BCR-ABL possédait des propriétés oncogéniques en lien avec l’intensité de son
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activité tyrosine kinase, [51] l’oncoprotéine BCR-ABL s’est imposée comme cible
pertinente pour le traitement de la LMC. C’est dans ce contexte que la recherche
de molécules ciblant spéciﬁquement l’activité tyrosine kinase de BCR-ABL (inhi-
bitrices de tyrosine kinase) a débuté au début des années 1990, notamment dans
les laboratoires Ciba-Geigy (prédécesseurs de Novartis). L’imatinib est le résultat
de cette recherche. Outre une haute aﬃnité et spéciﬁcité pour la protéine tyrosine
kinase Abelson, l’imatinib possède des propriétés pharmacocinétiques et un proﬁl
de toxicité acceptable. Son eﬃcacité et sa tolérabilité, dans un contexte clinique,
ont été rapportés dans une série d’articles restés célèbres :
— en 1996, Druker et al. [70] ont montré l’eﬃcacité de l’imatinib in vitro ;
— en 2001, Druker et al. [71] ont montré que l’imatinib était eﬃcace et bien
toléré dans un essai de phase I débuté en 1998 ;
— en 2002, Kantarjian et al. [72] ont montré l’eﬃcacité de l’imatinib dans un
essai de phase II débuté en 1999.
Finalement, la supériorité de l’imatinib sur les traitements de référence du-
rant cette période (rIFNα + cytarabine à faible dose) a été rapportée en 2003
par O’Brien et al. [73] dans un essai de phase III débuté en 2000 (International
Randomized Study of Interferon and STI571 (IRIS)).
Les résultats de l’étude IRIS sont les suivants : 87,1% des patients en réponse
cytogénétique majeure (de 0 à 35% de cellules ph+ en métaphase) vs. 34,7%
pour les bras imatinib vs. rIFNα + cytarabine à faible dose après 18 mois de
traitement, respectivement.
Suite à ces résultats, la FDA en 2001 suivie par l’Agence française de sécu-
rité sanitaire des produits de santé (Afssaps) en 2002 ont octroyé à l’imatinib
une autorisation de mise sur le marché (AMM) pour le traitement de la LMC en
première ligne. Depuis, des molécules dites de deuxième génération ont fait leur
apparition pour une prise en charge de la LMC en première ou seconde ligne,
notamment, le dasatinib et le nilotinib. Récemment des molécules de troisième
génération ont également obtenue une AMM (bosutinib et ponatinib). Ces trai-
tements sont indiqués en cas d’intolérance ou d’échec à l’imatinib.
7 Le suivi des patients
7.1 Réponse moléculaire (RM)
La réponse moléculaire est déﬁnie comme l’amplitude de la diminution du
taux BRC-ABL/ABL par rapport à la valeur de 100% déﬁnit par convention
comme valeur de référence au diagnostique dans l’étude IRIS. [74] La majorité
des patients répondant à l’imatinib dans l’étude IRIS ont aussi obtenu une ré-
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ponse moléculaire majeure, c’est-à-dire, une diminution de 3 log par rapport au
niveau de base au diagnostique (100%). Exprimée sur l’échelle internationale (in-
ternational scale (IS)) cette valeur est de 0,1%. Plus généralement, sur une échelle
logarithmique, les valeurs 10, 1, 0,1 0,01 0,0032 et 0,001% de l’IS correspondent
à des réponses de 1, 2, 3, 4, 4,5 et 5 log respectivement en dessous de la ligne de
base. La ﬁgure 3 illustre les diﬀérents niveaux de réponses et leur correspondances
sur l’échelle internationale. [75]
100% (référence IRIS)
10%
1%
0.1% = MMR (IRIS)
0.01%
0.0032%
0.001%
transcrit indétectable
MR3.0
MR4.0
MR4.5
MR5.0
Figure 3 – La réponse moléculaire exprimée sur l’échelle internationale. (D’après Cross et
al. (2012). [75])
La ﬁgure 4 [76] illustre les diﬀérents niveaux de réponses moléculaires et les
limites de précisions des tests utilisés en routine pour le monitoring de la maladie
résiduelle.
7.2 Recommandations de l’ELN
Sur recommandations de l’ELN (Baccarani et al. (2013) [56]), le suivi des
patients dans la LMC en phase chronique est préférentiellement réalisé à l’aide
de la mesure de la maladie résiduelle par RTQ-PCR sur échantillon sanguin. En
outre, ce monitoring doit être réalisé au minimum tous les trois mois aﬁn de
déterminer une trajectoire de réponse chez un patient.
Les réponses peuvent être optimales, ou bien traduire un échec de la thérapie.
Une réponse optimale est associée avec la meilleure survie sans progression à long
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niveau de la maladie résiduelle et tests
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Figure 4 – Maladie résiduelle et tests. La surveillance moléculaire par RTQ-PCR permet de
rendre compte de la réponse au traitement, cette technique permet de détecter des niveaux de
maladie résiduelle indétectables avec les examens de cytogénétique ou le ﬂuorescence in situ
hybridization (FISH). (D’après Radich (2009). [76])
terme, c’est à dire, une survie comparable à celle de la population générale. Cette
situation, la meilleure, indique qu’aucun changement de stratégie thérapeutique
n’est nécessaire. En revanche, l’échec indique que le patient devrait se voir ad-
ministrer un traitement alternatif aﬁn de limiter le risque de progression et de
décès. Entre ces deux zones, les experts de l’ELN ont déﬁni une zone d’alarme.
Cette zone indique qu’un suivi resserré doit être pratiqué aﬁn de permettre un
changement de stratégie dans les meilleurs délais en cas d’échec de la thérapie.
Une réponse optimale est déﬁnie par une chute du ratio BCR-ABL/ABL (ex-
primé sur l’IS) de 1 log à trois mois (réponse moléculaire précoce), de 2 log à 6
mois et de 3 logs après 12 mois de thérapie (réponse moléculaire majeure (RMM)).
Un échec est déﬁni lorsque la réponse moléculaire reste supérieure à 10% après
6 mois, et supérieure à 1% après 12 mois de thérapie. La ﬁgure 5 illustre les
recommandations de l’ELN.
La ﬁgure 6 illustre trois proﬁls de réponses : le patient A (courbe A) n’ob-
tient pas de RMM avant 18 mois de traitement, le patient B obtient une RMM
avant 200 jours de traitement et le patient C obtient une RMM puis une réponse
moléculaire profonde (réduction supérieure à 4 log (RM4.0 ou deep molecular res-
ponse)).
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Figure 5 – Déﬁnition de la réponse moléculaire optimale. Les patients avec un ratio BCR-
ABL/ABL inférieur à 10%, 1% et 0,01% à 3, 6 et 12 mois respectivement, sont répondeurs
optimaux (zone en vert). Les patients avec un ratio BCR-ABL/ABL supérieur à 10%, 1% à 6
et 12 mois respectivement, sont en échec (zone rouge). Entre ces deux limites, les patients sont
en zone d’alarme (zone grise). (D’après Baccarani et al. (2013). [56])
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Figure 6 – Proﬁls de réponses moléculaires commun dans la LMC en phase chronique traitée
par ITK.
8 Déterminants de la réponse moléculaire sous inhibiteurs
de tyrosine kinase
La réponse aux ITK dans la LMC en phase chronique, peut être déterminée
par des facteurs parmi lesquels certains sont liés aux patients (âge, sexe, déter-
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minants génétiques), des facteurs cliniques ou liés à la maladie (notamment la
taille de la rate ou la numération sanguine). Par ailleurs, le type même d’ITK
(de première génération (imatinib) ou de seconde génération comme le dasatinib
ou le nilotinib) peut avoir un impact. La dose journalière est aussi un facteur
permettant d’inﬂuencer la réponse thérapeutique. D’autres facteurs liés à la tolé-
rabilité du traitement, à l’environnement médical, la relation patient-clinicien ou
l’environnement socio-économique du patient sont aussi susceptibles d’inﬂuencer,
plus ou moins directement, la réponse aux traitements.
8.1 Nature du traitement
Suite à la publication des résultats de l’étude IRIS démontrant une supériorité
de l’imatinib sur rIFNα (+ cytarabine à faible dose), [73] d’autres molécules ont
fait leur apparition pour le traitement en première ligne de la LMC en phase
chronique. Ces ITK de seconde génération sont principalement le dasatinib et
du nilotinib, développés par Bristol-Myers Squibb et Novartis. Ces molécules ont
obtenu une AMM en 2006 et 2007 respectivement.
Deux études (promues par les fabricants) ont montré que ces ITK de seconde
génération étaient susceptibles d’induire des réponses cytogénétiques et molécu-
laires plus rapides et plus profondes que l’imatinib. En terme de réponse molécu-
laire majeure (RMM) à 12 mois, Kantarjian et al. [77] ont montré qu’elle était de
46% pour le dasatinib vs. 28% pour l’imatinib. Saglio et al. [78] rapportent 44%
pour le nilotinib vs. seulement 22% pour l’imatinib pour le même critère de juge-
ment. Depuis d’autres études ont apporté des conclusions similaires, cependant
aucune d’entre elles ne montrent de supériorité des ITK de seconde génération
sur l’imatinib en terme de survie globale.
Par ailleur, l’étude française SPIRIT [69] a montré que la réponse moléculaire
profonde (MR4) à 1 an était signiﬁcativement supérieure chez des patients en
phase chronique traités à l’aide d’une combinaison d’imatinib 400 mg/j + rIFNα
vs. imatinib seul (30% vs. 14%).
Il n’existe pas de consensus sur l’opportunité de prescrire imatinib ou ITK
de seconde génération en première ligne, notamment en termes de survie globale
et d’eﬀets indésirables au long cours. Cependant, il semble admis que la réponse
moléculaire précoce puisse être déterminée, en partie, par la nature de l’ITK
administré, éventuellement en combinaison avec l’rIFNα.
8.2 Dose journalière
La question de la dose optimale d’imatinib pour le traitement en première
ligne de la LMC en phase chronique s’est posée très tôt après la publication des
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résultats de l’étude IRIS. Selon cette étude, 38% des patients obtiennent une
réponse moléculaire majeure à 12 mois de traitement avec une dose journalière
de 400 mg. [74] Ce point, peu controversé, n’a fait l’objet d’études approfondies
que récemment.
En 2004, Kantarjian et al. [79] rapportent de meilleurs taux de réponses cyto-
génétiques et moléculaires pour des patients traités à 400 mg deux fois par jour,
c’est-à-dire 2 fois la dose standard, tandis que cette dose restait bien tolérée. Cette
première étude montre que 63% de ces patients obtiennent une réponse molécu-
laire majeure à 12 mois de thérapie. Cortes et al. (2009) [80] dans une stratégie
similaire obtient 54% de réponse moléculaire majeure.
Comparés aux 38% de référence de l’étude historique IRIS, ces résultats
semblent trancher nettement en faveur d’une eﬃcacité accrue de l’imatinib à forte
dose. Cependant, ces deux études ne sont pas des études contrôlées randomisées
(ECR), elles sont par conséquent sujettes à des biais de sélection potentiellement
importants.
Depuis, des études prospectives ont abordé cette question dans le cadre d’ECR
où des patients ont été randomisés en diﬀérents bras de traitements aﬁn de tes-
ter l’eﬀet d’une dose journalière de 600 ou 800 mg/j vs. 400 mg/j. Il s’agit des
essais Tyrosine Kinase Inhibitor Optimization and Selectivity (TOPS) (Cortes et
al. (2010) [81]), SPIRIT (Preudhomme et al. (2010) [69]), CML study IV (Hehl-
mann et al. (2011) [82]) et plus récemment l’essai S0325 du Southwest Oncology
Group (SWOG) (Deininger et al. (2014) [83]). Ces études sont plus nuancées sur
l’écart observé en terme de proportion de patients atteignant une réponse mo-
léculaire majeure à 12 moins par rapport aux diﬀérentes doses. Elles montrent
néanmoins un avantage pour une dose journalière de 600 ou 800 mg/j vs. 400
mg/j. Les fortes doses permettent d’obtenir de 46 à 53% de réponses moléculaires
majeures vs. 34 à 40% pour la dose standard. Les résultats de ces diﬀérentes
études sont résumés table 4.
8.3 Les scores pronostiques
En 1984, Sokal et al. [85] ont publié une analyse multivariée sur la survie de
813 patients diagnostiqués en phase chronique entre 1962 et 1981 et traités en
majorité par chimiothérapie (busulfan). Cette étude a montré que la taille de la
rate et le nombre de blastes circulant dans le sang périphérique étaient fortement
associés à la survie globale.
Sokal et al. en ont déduit un score pronostique où sont pris en compte, outre
la taille de la rate et le nombre de blastes, l’âge et la numération des plaquettes.
Les auteurs de cette étude ont proposé trois catégories de risques : le risque
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faible correspond à un score inférieur à 0,8. Ce groupe comprend environ 39% des
patients. Le risque intermédiaire correspond à un score compris entre 0,8 et 1,2.
38% des patients sont diagnostiqués avec ce score. Enﬁn, le risque élevé correspond
à un score supérieur à 1,2, ce risque concerne environ 23% des patients.
Depuis les années 2000, deux autres scores pronostiques sur la probabilité
d’obtenir une réponse cytogénétique complète ont été introduits dans la pratique
clinique. Il s’agit des scores Euro (ou score de Hasford) et EUTOS (European
Treatment and Outcome Study) proposés par Hasford et al. en 1998 et 2011 res-
pectivement. [86, 87] Ces scores ont été élaborés aﬁn de tenir compte de l’évolution
de la prise en charge thérapeutique des patients. Alors que le score de Sokal et
al. a été mis au point grâce à une étude réalisée à l’aide de patients traités par chi-
miothérapie, Euro et EUTOS ont été construits à partir d’études menées sur des
patients traités par interféron et imatinib respectivement. La table 5 détaille le
calcul des diﬀérents scores et présente les principales informations à leurs sujets.
Bien que les scores Euro et surtout EUTOS ont permis de mettre à jour
des éléments pronostiques dans le contexte des thérapies actuelles au regard de
la réponse cytogénétique, le score de Sokal reste un score pronostique toujours
pertinent en terme de survie globale à l’ère des ITK. [56]
Taille de la rate
L’élément prépondérant dans le calcul de ces diﬀérents scores est la taille de la
rate. Ce paramètre est le seul à entrer dans le calcul des trois scores. Malgré l’im-
précision liée à la mesure de ce facteur, cette information pourrait être en lien avec
le niveau d’avancement de la maladie. Hasford et al. (2011) avance l’hypothèse
d’un lien avec une hématopoïèse extra médullaire potentiellement préjudiciable
pour le patient.
L’âge
Avant l’introduction des ITK dans la pratique clinique courante, l’âge était
considéré comme un critère de mauvais pronostique. Il entrait dans la composition
des scores Sokal et Euro. En revanche, il n’est plus présent dans la composition
du score EUTOS. Il semble donc que l’abolition du caractère péjoratif de l’âge
dans la LMC soit concomitant avec la l’apparition des ITK.
Se basant sur l’étude allemande CML study IV relative à la comparaison des
doses 400 vs. 600 mg/j d’imatinib, Proetel et al. (2014) proposent l’explication
suivante : outre un eﬀet global positif sur la réponse moléculaire d’une dose jour-
nalière de 800 mg/j d’imatinib, la dose standard de 400 mg/j est associée à une
réponse plus aléatoire chez les patients de plus de 65 ans, une augmentation de la
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dose ayant tendance à homogénéiser la réponse de ces patients vers des niveaux de
réponse satisfaisants. En d’autres termes, les patients âgés sont plus sensibles que
les autres à une modulation de la dose journalière d’imatinib, cette modulation
permettant de gommer l’eﬀet péjoratif lié à l’âge. [88]
Proetel et al. concluent que malgré un retard en terme de vitesse et de pro-
fondeur de la réponse chez les patients de plus de 65 ans sous dose standard, une
optimisation du traitement permet de rattraper ce retard.
8.4 Mutations somatiques
Plus de 80 substitutions d’acides aminés ont été associés à des résistances à
l’imatinib. [56] Brièvement, ces mutations ont pour eﬀet de modiﬁer la confor-
mation de la protéine de fusion BCR-ABL standard de sorte que l’imatinib perd
de son aﬃnité avec elle. Il en résulte une perte d’eﬃcacité de l’imatinib dans
l’inhibition de la fonction tyrosine kinase de la protéine BRC-ABL et donc de
son potentiel oncogénique. Dans la pratique clinique, seules une petite dizaine
de ces mutations sont couramment rencontrées, notamment la mutation T315I
(isoleucine remplacant une thréonine en position 315) chez des patients en phase
accélérée ou en crise blastique. Cette mutation n’est sensible qu’au ponatinib. La
table 6 recense certaines de ces mutations en regard avec les médicaments peu ou
pas sensibles à ces mutations.
Mutations de
BCR-ABL Peu sensible à Résistante à
G250E Bosutinib
Q252H Dasatinib
Y253H Nilotinib
E255K/V Bosutinib, dasatinibnilotinib, ponatinib
T315I Bosutinib, dasatinib,nilotinib
F317L Dasatinib
F355V Nilotinib
H396R Ponatinib
Table 6 – Mutations somatiques critiques de BCR-ABL : Toutes les mutations présentées dans
la table sont peu sensibles voir résistantes à l’imatinib, elles sont sensibles ou résistantes aux
autres ITK présentés dans la table. (D’après Baccarani et al. (2015). [89])
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8.5 Polymorphismes génétiques
La pharmacogénétique met en relation variabilité génétique des patients et
variabilité de la réponse au traitement. La pharmacogénétique de l’imatinib est
un sujet qui à été largement étudié. [90, 91, 92] On distingue deux aspects dans
cette problématique : la pharmacocinétique et la pharmacodynamique, c’est-à-
dire, l’eﬀet de la variabilité génétique en amont ou en aval de la cible du médica-
ment respectivement.
Pharmacocinétique
L’imatinib est administré par voie orale, ce médicament est donc sujet aux
variations interindividuelles dans les processus d’absorption gastro-intestinales,
l’eﬀet de premier passage hépatique, les pompes d’inﬂux et eﬄux cellulaires.
L’eﬄux de l’imatinib est médié par les protéines MDR1 (multi drug resistance,
ou ABCB1) et BCRP (breast cancer resistance protein codée par le gène ABCG2),
et son inﬂux par hOCT1 (human organic cation transporter 1 ). Il est métabolisé
principalement par deux protéines du cytochromes P450 (CYP3A4 et CYP3A5).
[93]
Diverses études on été réalisées pour étudier la pharmacocinétique de l’imati-
nib. Dulucq et al. (2010) [91] dans une revue consacrée à ce sujet relève une ving-
taine de polymorphismes appartenant à 6 gènes, étudiés dans 11 publications.
Parmi les associations testées seuls 9 polymorphismes ont donné des résultats
sur un ensemble de critères de jugement de la réponse thérapeutique comme la
réponse moléculaire ou la réponse cytogénétique complète. Les gènes impliqués
sont hOCT1, CYP35A, ABCB1 et ABCG2. La table 7 reprend les résultats de
ces études pour les associations observées avec la réponse moléculaire.
Pharmacodynamique
La pharmacodynamique des ITK est un domaine de recherche actif. Il a été
montré que les ITK prescrits pour le traitement de la LMC ne sont pas spéciﬁques
de l’onco-protéine BCR-ABL et que leur spectre d’action est variable. Hantschel
et al. [98] dénombrent 7 cibles pour l’imatinib et le nilotinib et jusqu’à 68 cibles
pour le dasatinib, parmi lesquelles, ABL, KIT, PDGFR ou DDR1. Par ailleurs,
certaines de ces cibles sont directement impliquées dans le développement et
la régulation du système immunitaire. Cependant, l’inﬂuence des inhibiteurs de
BCR-ABL sur le système immunitaire est un sujet controversé.
Tandis que certains auteurs rapportent un eﬀet immunosuppressif in vitro des
ITK, [99] d’autres études in vivo montrent qu’ils induisent une restauration voir
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une stimulation du système immunitaire via une élévation du nombre de cellules
CD8+, NK ou NKT-like. [100, 101, 102] Par ailleurs, des études récentes montrent
qu’un arrêt de l’imatinib avec maintient de niveaux bas voir indétectables de
maladies résiduelles est corrélé avec un nombre élevé de cellules NK eﬀectrices
et que cet eﬀet est potentiellement induit par l’imatinib. [103, 104] Ces études
sont à l’origine d’un regain d’intérêt pour le rôle anti-leucémique des cellules NK
dans le traitement de la LMC élucidé préalablement dans le cadre de la greﬀe
allogénique de cellules souches hématopoïétiques, mais aussi, plus généralement,
leurs rôle dans la surveillance immunitaire vis-à-vis des cellules transformées.
[63, 105]
Récemment, plusieurs études ont rapporté des données relatives à l’eﬀet de
la variabilité immuno-génétique sur la réponse aux ITK en testant l’association
entre répertoire des gènes codant pour les récepteurs Killer-cell immunoglobulin-
like receptors (KIR) et la réponse aux ITK (Marin et al. (2012), [106] Kreutzman
et al. (2012), [107] Ali et al. (2012), [108] et Nasa et al. (2013) [109]). Seuls Marin
et al. et Nasa et al. fournissent des données en relation avec l’imatinib.
8.6 Observance
L’observance ou niveau d’adhérence, c’est-à-dire, la précision avec laquelle un
patient suit un programme de soin, est un déterminant essentiel du succès d’une
thérapie. Souvent caricaturé comme un problème lié au patient, le niveau d’adhé-
rence est déterminé par un ensemble facteurs anthropologiques et sociologiques
tels que les caractéristiques du clinicien, le système de santé, la maladie et son
traitement mais aussi des facteurs économiques et sociaux. [110] Un rapport de
l’Organisation Monidale de la Santé (OMS) [110] précise que l’observance des
patients atteints de maladies chroniques telles que le diabète ou la dépression
n’est que de 50% dans les pays industrialisés et bien moindre dans les pays où les
systèmes de santé sont moins eﬃcaces.
La déﬁnition de la réponse optimale aux ITK dans la LMC en phase chronique
n’est pas l’éradication de la maladie mais son maintient à un niveau de maladie
résiduelle en deçà de MR3, c’est-à-dire, à l’obtention rapide d’une réponse molé-
culaire majeure et à son maintient (objectif coïncidant avec le maintient en phase
chronique de la maladie § 9). Cette réponse optimale est associée au meilleur
pronostic à long terme c’est-à-dire une espérance de vie comparable à celle de
la population générale du même âge. [56] Par conséquent, tout l’enjeu pour ces
patients répondeurs optimaux est de maintenir un niveau minimum d’observance
de leur traitement.
Noens et al. (2009) [111] montrent que l’observance à l’imatinib des patients
en phase chronique n’est pas aussi bonne que celle observée en générale et surtout
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en cancérologie. Cette observation peut paraître surprenante compte tenu de la
gravité de la maladie. Paradoxalement, il est probable que la révolution thérapeu-
tique introduite pas les ITK ait entraîné un changement dans la perception des
patients au sujet de la gravité de la LMC. La table 8.6 présente les déterminants
de l’observance à l’imatinib rapportés par Noens et al..
Facteur Observance
Patient Age - -
Vit seul -
Homme -
Etudes secondaires +
Connaissances de la maladie +
Traitement Durée -
Dose élevée -
Nombre de prise quotidienne -
Clinicien Années d’expérience +
Hématologue (vs cancérologue) +
Nombre de patients suivis par an +
Durée de la consultation au diagnostique +
Exerce en hôpital universitaire +
Table 8 – Déterminant de l’observance à l’imatinib dans la leucémie myéloïde chronique en
phase chronique. (D’après Noens et al.. [111])
Eﬀets secondaires
Les eﬀets secondaires dus aux ITK sont de trois ordres :
— les eﬀets secondaires de grade 3 ou 4. Ils apparaissent principalement au
début du traitement, ils sont susceptibles d’entraîner un arrêt de traitement
dans 10% des cas [56] et une diminution de la dose ;
— les eﬀets secondaires de grade 1 ou 2. Ils surviennent précocement et
peuvent devenir chroniques. Ils sont en principe tolérables, cependant, ils
altèrent la qualité de vie et sont à l’origine d’une moindre observance des
patients ce qui est préjudiciable pour la réponse thérapeutique ;
— les eﬀets secondaires de long terme. Ils sont attribuables à une prise pro-
longée des ITK. Ils sont aussi susceptibles d’altérer la santé et la qualité
de vie des patients et d’entraîner des ajustements de dose et d’avoir une
inﬂuence négative sur l’observance du traitement. [112, 113]
Certain eﬀets secondaires comme les aﬀections du système cardiovasculaire
sont communs à tous les ITK mais avec une disparité en fréquence et en intensité,
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de sorte qu’il peut être avantageux pour certain patients de changer de traitement.
Plus précisément, le nilotinib est associé avec des eﬀets au niveau du système
circulatoire (artères et coronaires) et le dasatinib est associé à des complications
pulmonaires et pleurales.
L’observance de la prescription est un facteur fondamental pour le succès du
traitement de la LMC en phase chronique par ITK. [56, 111, 112, 113] Pour
l’imatinib, Noens et al. estiment qu’en moyenne, les patients qui n’obtiennent pas
de réponse optimale ont pris entre 74 et 77% de la dose prescrite vs. 90 à 93% pour
les patients qui obtiennent une réponse optimale. L’observance est déterminée
par des facteurs liés au patient (environnement socio-culturel), au traitement,
et à l’environnement médical (clinicien et structure de prise en charge). Elle est
aussi liée à la tolérance du patient envers son traitement et à la survenue d’eﬀets
indésirables tout au long du traitement.
La question de la distribution des eﬀets indésirables liés à un traitement en
fonction des caractéristiques génétiques d’un patient reste ouverte dans le cas des
ITK et constitue pour la suite un axe de recherche important.
9 Conclusion
Jusqu’à l’introduction des ITK dans le traitement de la LMC, le but des théra-
pies se limitait à améliorer la qualité de vie des patients en induisant une rémission
hématologique à l’aide de chimiothérapies. Éventuellement, grâce à l’rIFNα, une
petite proportion de patients pouvait espérer une réponse cytogénétique partielle
voir complète. Pour les patients éligibles à une transplantation de cellules souches
hématopoïétiques, le but de la thérapie est de parvenir à un niveau de maladie
résiduelle faible voire indétectable tout en limitant les eﬀets indésirables liés à
cette pratique thérapeutique comme la GVH par exemple. Par ailleurs, la greﬀe
est toujours considérées comme le seul traitement curatif de la LMC, mais pour
une proportion très faible de patients.
Les objectifs du traitement de la LMC par ITK sont incontestablement plus
ambitieux. [114] Le but principal de toute thérapie dans la LMC, c’est-à-dire,
limiter les risques de décès en empêchant la maladie de progresser vers ses phases
d’accélération et/ou crise blastique étant atteints pour une majorité de patients
sous ITK, l’espoir est maintenant de permettre aux patients d’obtenir une espé-
rance de vie comparable à celle de la population générale du même âge dans un
souci de conservation de la qualité de vie. [114]
Outre les enjeux liés à la progression de la maladie, il s’agit donc maintenant
de limiter au maximum le risque de décès lié aux traitements et les complications
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éventuelles liées à la prise prolongée d’un médicament. Cette équation reste déli-
cate à résoudre dans la mesure où la survenue d’eﬀets secondaires, conséquence
inévitable liée à la prise d’un principe actif, [115] est susceptible de nuire à l’obser-
vance du traitement par les patients, et par conséquent de nuire aussi à l’eﬃcacité
du traitement. [111]
Dans la pratique, cet objectif coïncide avec l’obtention et le maintien durable
d’une réponse moléculaire majeure (RMM). Certains auteurs ont parlé de safe
haven pour les patients ayant atteint cet objectif. [57] Cependant, environ 30%
des patients sous imatinib ne l’atteignent pas en raison d’une résistance et/ou
d’un abandon de traitement pour cause d’intolérance. [57]
D’autres études préconisent de placer le curseur en amont et de s’intéres-
ser au niveau de la réponse moléculaire précoce c’est-à-dire la mesure du ratio
BCR-ABL/ABL à 3 mois. [116] Ces subtilités ne doivent pas cacher que le vé-
ritable débat se focalise maintenant sur la possibilité d’un arrêt de traitement
avec conservation d’une rémission durable chez des patients en situation de ré-
ponse optimale. Bien que les recommandations indiquent clairement que ces pa-
tients devraient poursuivre indéﬁniment leur traitement, [56] la faisabilité d’un
arrêt de traitement a été testée dans plusieurs essais contrôlés sur des patients
en réponse profonde et durable (MR4,5 ou en maladie résiduelle indétectable).
[117, 118, 119, 120]
Les premiers résultats montrent qu’environ 40% des patients éligibles main-
tiennent leur niveau de maladie résiduelle (avec un suivi moyen de 4 ans) mais
aussi que les patients en perte de réponse ont de grandes chances de recouvrer
leurs niveaux antérieurs de maladie résiduelle à la reprise du traitement. Ces
études montrent donc qu’un arrêt de traitement est envisageable, chez une partie
des patients au moins, et qu’un échec dans cette tentative n’est pas synonyme de
perte de chance pour le patient. Un essai de plus grande envergure (plus de 500
patients) dont les premiers résultats sont attendus pour 2016 permettra de ré-
pondre de manière plus précise à la question des critères d’éligibilité pour un arrêt
de traitement (European Stop Tyrosine Kinase Inhibitor Study (EURO-SKI)).
Ces évolutions montrent à quel point le pronostic des patients s’est amélioré
dans la LMC depuis la ﬁn des années 1970. Passant du gain de quelques mois
de (sur)vie supplémentaire (de 45 à 58 mois pour le busulfan vs. l’hydroxyurée)
à la possibilité d’une rémission durable sans traitement. Elles montrent aussi,
par contraste, quel est l’objectif raisonnable du traitement de la LMC en phase
chronique traitée par ITK. Cet objectif est le maintien en phase chronique de la
maladie plutôt que son éradication. En eﬀet, la préoccupation première est bien
la quête d’un équilibre bénéﬁce/risque optimal pour le patient, le but étant de
permettant à un maximum de patients de poursuivre leurs traitements le plus
longtemps possible et dans les meilleures conditions. Ce but n’est pas encore
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compatible avec une course à l’éradication de la maladie, et les tentatives d’arrêt
de traitement ne sont admises que dans le cadre de protocoles expérimentaux
pour un nombre restreint de patients.
Par ailleurs, plusieurs études montrent que des traces de maladie résiduelle
sont potentiellement observables chez des patients en rémission durable, obtenue
aussi bien dans le cadre d’une transplantation que d’un d’arrêt de traitement par
ITK chez des patients répondeurs optimaux. [121] Ces succès thérapeutiques ne
sont donc pas synonymes d’éradication de la maladie et l’idée de porteurs sains
semble appropriée. 7 Par ailleurs, ces observations sont aussi compatibles avec
l’hypothèse d’une restauration d’un équilibre immunologique obtenu grâce aux
thérapies. Cette hypothèse semble acquise dans le cadre de la transplantation,
en revanche des données cliniques nouvelles sont nécessaires aﬁn d’étayer cette
hypothèse dans le cadre du traitement de la LMC par ITK. [40]
7. Plusieurs études rapportent des niveaux détectables de transcrits BCR-ABL chez des personnes
en bonne santé. [122, 123]
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10 Introduction
Le but principal de ce travail de thèse est de déterminer une éventuelle associa-
tion entre génotypes et réponse moléculaire dans la leucémie myéloïde chronique
en phase chronique traitées par imatinib.
Le suivi des patients dans la LMC est préférentiellement réalisé à l’aide du
dosage par RTQ-PCR du transcrit de fusion BCR-ABL (partie II et [56]). Dans
les études présentées aux parties IV et V, le critère de jugement est la réponse
moléculaire majeure (RMM), c’est-à-dire une chute de 3 log du taux de transcit
BCR-ABL par rapport à la valeur 100% au diagnostique. Aﬁn de déterminer si
un patient a obtenu une RMM, un examen est réalisé tous les 3 mois.
Dans de nombreuses études où la réponse thérapeutique aux inhibiteurs de
tyrosine kinase est le critère de jugement d’intérêt, [78, 69, 124, 125] l’obtention
d’un niveau de réponse moléculaire chez un groupe de patients est réalisée par
l’estimation de l’incidence cumulée de cette réponse. Par ailleurs, dans la LMC,
lors du suivi, les patients restent à risque d’évènements alternatifs tels la mort,
le passage en phase d’accélération/acutisation, ou un changement de traitement.
L’observation de ces évènements est, dans le cadre de l’étude de la réponse à
l’imatinib, de nature à s’opposer ou à altérer de manière fondamentale la proba-
bilité d’observer la réponse d’intérêt. D’après Gooley [126] ces évènements sont
des évènements concurrents.
Dans les études présentées aux parties IV et V, le niveau de la réponse thé-
rapeutique des diﬀérents groupes de patients sont estimée par le calcul de l’inci-
dence cumulée de la réponse moléculaire majeure. L’estimation de l’association
entre génotype et niveau de la réponse a été réalisée à l’aide du modèle de ré-
gression à risques de sous-répartition proportionnels de Fine et Gray. Ce modèle,
emprunté de l’analyse de survie permet, en présence de risques concurrents, de
comparer directement l’incidence cumulée d’un évènement d’intérêt entre diﬀé-
rents groupes de patients et d’ajuster les résultats en fonction de covariables telles
que l’exposition à un traitement (ce qui est utile dans le cadre d’une étude de
pharmacogénétique).
Cette partie se propose de présenter les principaux éléments statistiques ayant
permis, dans les parties V et IV, de mesurer l’association entre réponse molécu-
laire majeure et génotypes ou haplotypes chez les patients étudiés.
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11 Données censurées
11.1 Censure à droite
La recherche clinique fournie de nombreux d’exemples où des patients sont
suivis aﬁn d’étudier le temps d’apparition d’un évènement d’intérêt. Il peut s’agir
du décès, de la rémission ou de tout évènement présentant un intérêt clinique.
Pour de multiples raisons, les données ainsi recueillies sont le plus souvent incom-
plètes. La censure est un phénomène couramment rencontré lors de l’étude des
données de survie. Si à la ﬁn de la période d’observation, l’évènement d’intérêt
n’a pas été observé, on parle alors de données censurées à droite.
Une manière simple de noter les données censurées à droite consiste à associer
à chaque patient un couple de variables aléatoires (T, δ), où T est un temps
d’observation et δ est un indicateur de censure. Avec X la date de défaillance et
C la date de la censure, on obtient (T, δ) comme suit :
T = min(X,C),
avec
δ =
 0 si X > C,1 sinon.
Dans la pratique, on observe T et l’on fait l’hypothèse que X et C sont deux
variables aléatoires indépendantes.
11.2 Censure à gauche
Une observation est censurée à gauche si le patient observé a expérimenté
l’évènement d’intérêt avant le début de l’étude. Il s’agit d’un cas de données
incomplète bien moins fréquent que la censure à droite car les critères d’inclusions
des études cliniques précisent, le plus souvent, qu’il est nécessaire que l’évènement
d’intérêt n’ai pas encore eu lieu au début de l’étude. De même que pour la censure
à droite, un couple de variable aléatoire (T, δ) est associé à chaque patient :
T = max(X,C).
avec
δ =
 0 si X < C,1 sinon.
Dans la pratique, on observe T et l’on fait l’hypothèse que la date de défaillance
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X et C, la date de censure, sont deux variables aléatoires indépendantes.
11.3 Censure par intervalles
La censure par intervalles est présente lorsque l’évènement d’intérêt a eu lieu
dans un intervalle de temps. Cette situation apparaît lorsque des patients sont
examinés à intervalles de temps prédéterminés par exemple.
La déﬁnition d’un critère principal de jugement à l’aide de l’imagerie médicale
ou de la recherche d’un biomarqueur moléculaire sur prélèvement sanguin est
devenu une pratique courante en recherche clinique. Des évènements tels que la
progression ou la réponse à un traitement peuvent donc être déterminés aux dates
où sont pratiqués ces examens ou les prélèvements biologiques.
Cette pratique est bien établie pour le suivi de la réponse moléculaire dans
les leucémies aiguës lymphoblastiques (LAL) ou leucémies myéloïdes chroniques
(LMC), où le suivi des patients consiste à doser un transcrit moléculaire à l’aide
d’un échantillon sanguin ou de moelle osseuse prélevé à intervalles réguliers.
Dans le cas de la censure par intervalles, T , le temps de l’évènement d’intérêt
est compris dans l’intervalle ]L,R]. Par ailleurs, les données censurées à droite et à
gauche peuvent être interprétées comme des cas particuliers de données censurées
par intervalles, avec L = R dans le cas d’une observation exacte, R = ∞ pour
une donnée censurée à droite et R = 0 pour une donnée censurée à gauche.
12 Eléments sur les modèles de survie
12.1 Risque instantané et fonction de survie
On se place dans le contexte où les évènements sont observés exactement ou
censurés à droite et où la distribution des temps est continue. Pour chaque patient,
on observe ti = min(xi, ci) et δi = Ixi≤ci . L’indépendance entre la distribution des
censures et celle des temps d’évènements est une hypothèse fondamentale des
modèles standards de survie pour les données censurées à droite. Ainsi, à tout
moment, les patients censurés sont théoriquement représentés par ceux encore
sous observation. Pas conséquent, la fonction de risque instantané :
λ(t) = lim
Δt�0
Prob(t ≤ T < t+Δt|T > t)
Δt , (1)
joue un rôle fondamentale dans l’analyse de survie. Elle représente le risque
instantané des patients encore sous observation, mais aussi celui des patients
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censurés.
Il existe une relation simple entre le risque instantané et la fonction de survie
S(t) :
λ(t) = f(t)
S(t) = −
S �(t)
S(t) = −
d
dt
Ln[S(t)], (2)
où f(t) est la densité des évènements.
En intégrant, on obtient :
� t
0
λ(u)du = −log(S(t))
⇔ S(t) = exp(−Λ(t)),
où Λ(t) =
� t
0 λ(u)du est la fonction de risque cumulé.
La ﬁgure 7 illustre des exemples de courbes de survie associées à des fonctions
de risques instantanés constants.
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Figure 7 – Fonctions de survie (2e cadrant) associées à des risques instantanés constants (1er
cadrant).
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12.2 Estimation non paramétrique de la survie
Kaplan et Meier (1958) [127] ont proposé un estimateur non paramétrique de
la survie. Pour le calcul de cet estimateur, les auteurs ont fait l’hypothèse que
la distribution de survie est discrète. Une heuristique de cet estimateur est la
suivante :
— 0 < t1 < · · · < tN étant les temps ordonnés où chaque évènement a eu
lieu ;
— R(t) est l’ensemble des patients à risque, c’est-à-dire, l’ensemble des pa-
tients sous observation n’ayant pas expérimenté l’évènement d’intérêt à
t ;
— pour tout tj, nj est la taille de R(tj) ;
— pour tout tj, dj est le nombre d’évènements observés ;
(a) la fonction de risque instantané donnée en (1) pouvant s’écrire sous forme
discrète : λ(tj) = Prob(T = tj|T > tj−1), toujours sous l’hypothèse d’indé-
pendance entre la distribution des censures et celle des temps, λ(tj) peut être
estimée simplement par la proportion du nombre d’évènements observés à tj
par rapport au nombre de patients à risque :
λˆ(tj) =
dj
nj
; (3)
(b) la probabilité de survivre jusqu’à tj est le produit de la probabilité de survivre
jusqu’à tj−1 et de la probabilité conditionnelle de survivre jusqu’à tj, c’est-à-
dire :
Sˆ(tj) = Sˆ(tj−1)
�
1− λˆ(tj)
�
= Sˆ(tj−1)
�
1− dj
nj
�
; (4)
(c) en appliquant (4) pour tous les temps, on obtient l’estimateur de Kaplan-
Meier :
Sˆ(t) =
�
j:tj≤t
�
1− dj
nj
�
. (5)
12.3 Modèle de Cox
Le modèle de Cox à risques proportionnels peut être employé aﬁn de détermi-
ner l’eﬀet d’une covariable sur la survie. Il s’écrit :
λ(t|Zi) = λ0(t)exp(Ziβ) , (6)
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où Z = (Z1, . . . , Zp) est une matrice de p covariables, Zi est un vecteur de
covariables pour le patient i, β est un vecteur de coeﬃcients de régression et λ0(t)
est une fonction inconnue qui n’est généralement pas estimée.
Dans l’hypothèse où tous les temps d’évènements sont distincts, le vecteur
de paramètre β est obtenu en maximisant la vraisemblance partielle : elle est le
produit sur les diﬀérents temps d’évènements d’un quotient comparant le risque
instantané des patients à tj au risque instantané de tous les patients à risque à
tj :
L(β) =
n�
j=1
exp(Ziβ)�
l∈Rj exp(Zlβ)
. (7)
En intégrant 6 de 0 à t, le modèle peut aussi s’écrire :
S(t|Z) = S0(t)exp(Ziβ) , (8)
où S0(t) (survie de base) est l’estimation de la survie pour des patients (hypothé-
tiques) dont toutes les covariables seraient nulles. S0(t) peut être évaluée à l’aide
de la méthode de Breslow : dans un premier temps, on maximise la vraisemblance
de Cox aﬁn d’obtenir βˆ, puis, on calcule :
�Λ0(t) = �
j:tj≤t
1�
l∈Rj exp(Zlβˆ)
. (9)
On en déduit Sˆ0(t) :
�S0(t) = exp(− �Λ0(t)). (10)
13 Eléments sur les modèles à risques concurrents
13.1 Introduction
Un modèles de survie à risques concurrents ou compétitifs, fait référence à un
modèle où plusieurs causes de défaillances, potentiellement exclusives les unes des
autres, sont possibles. Le concept de risques concurrents remonte aux travaux de
Bernoulli de 1760 sur l’estimation des avantages de la vaccination contre la variole
sur l’espérance de vie. [128] Une déﬁnition plus récente et habituellement donnée
est celle de Gooley et al. [126] : il s’agit d’un évènement dont l’occurrence s’op-
pose à l’observation de l’évènement d’intérêt ou altère de manière fondamentale
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la probabilité d’observer cet évènement 8. Cette déﬁnition est large puisqu’elle
concerne à la fois le cas où la survenue d’un évènement concurrent empêche la
survenue des autres mais aussi, le cas où la survenue d’un évènement concurrent
altère de manière fondamentale la survenue des autres. Cette 2nd acception ne
sera pas considérée ici. Un exemple classique tiré de la littérature médicale est
la rémission de patients traités par greﬀe de cellules souches hématopoïétiques
dans le cadre du traitement d’une hémopathie maligne, le décès dû à la rechute
hématologique ou la mort due à la maladie du greﬀon contre l’hôte ou tout autre
cause. Dans le cas de l’étude de la réponse thérapeutique dans le traitement de
la LMC par imatinib chez des patients en phase chronique, à partir d’un état
initial au diagnostique et au cours du suivi, plusieurs évènements en compétition
sont susceptibles d’être observés : la réponse d’intérêt, la mort toutes causes, une
toxicité ou un manque d’eﬃcacité important ayant entraîné un changement de
stratégie thérapeutique. La ﬁgure 8 schématise les diﬀérents états possibles.
Etat initial
Réponse
d'interêt
Echec
Toxicité
Figure 8 – Représentation schématique d’un modèle de survie où trois causes de défaillances
sont possibles.
13.2 Déﬁnitions
La quantité fondamentale pour les modèles de survie à risques concurrents est
la fonction de risque cause spéciﬁque, c’est-à-dire, le risque instantané d’appari-
tion d’un évènement dans un contexte de risques concurrents. Les données étant
T , le temps observé pour la défaillance D = k, k = 1 . . . C la déﬁnition du risque
cause-spéciﬁque est :
λk(t) = limΔt�0
Prob(t ≤ T < t+Δt,D = k|T > t)
Δt . (11)
8. We shall deﬁne a competing risk as an event whose occurrence either precludes the occurrence
of another event under examination or fundamentally alters the probability of occurrence of this other
event.
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Toute quantité qui découle uniquement de la fonction de risque cause-
spéciﬁque est identiﬁable. Parmi lesquelles, le risque cause spéciﬁque cumulé :
Λk(t) =
� t
0
λk(s)ds. (12)
A l’aide des fonctions de risques causes-spéciﬁques cumulés pour tous les types
d’évènements, il est possible d’estimer la fonction de survie globale :
S(t) = exp
�
−
K�
k=1
Λk(t)
�
. (13)
Dans ce contexte, cette fonction à l’interprétation suivante : il s’agit de la
probabilité de n’avoir expérimenté aucun évènement au temps t.
La fonction d’incidence cumulée pour la cause k, notée Ik(t), est la probabilité
d’expérimenter l’évènement de type k avant le temps t : Prob(T ≤ t,D = k). Son
expression en fonction du risque cause spéciﬁque est :
I(t) =
� t
0
λk(s)S(s)ds. (14)
Remarque 1 L’incidence cumulée n’est pas à proprement parlé une fonction de
répartition puisque Ik(∞) = Prob(D = k) < 1 .
13.3 Estimation non paramétrique de l’incidence cumulée
Comme pour l’estimation non paramétrique de la survie par la méthode de
Kaplan-Meier, nous pouvons obtenir une estimation non paramétrique de l’inci-
dence cumulée :
— 0 < t1 < · · · < tN sont les temps ordonnés où chaque évènement a eu lieu ;
— R(t) est l’ensemble des patients à risque, c’est-à-dire, l’ensemble des pa-
tients sous observation n’ayant pas expérimenté l’évènement d’intérêt à
t ;
— pour tout tj, nj est la taille de R(tj) ;
— pour tout tj, dkj est le nombre d’évènements de type k observés et dj est
le nombre d’évènement toute cause confondue observé ;
(a) la survie globale peut être estimée à l’aide de la méthode de Kaplan-Meier
(voir § 12.2) :
�S(t) = �
j:tj≤t
�
1− dj
nj
�
; (15)
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(b) de même que pour la fonction de risque instantané dans le cas où une seule
cause de défaillance est considérée, la fonction de risque cause spéciﬁque (11)
peut être écrite sous forme discrète :
λk(tj) = Prob(T = tj, D = k | T > tj−1) ; (16)
de même qu’en (3) et sous l’hypothèse d’indépendance entre distributions des
censures et des temps, cette quantité peut être estimée par :
�λk(tj) = dkj
nj
, (17)
c’est-à-dire la proportion de patient à risque pour l’évènement k.
Remarque 2 (15) peut aussi s’écrire :
�S(t) = �
j:tj≤t
�
1−
K�
k=1
�λk(tj)�. (18)
La probabilité non conditionnelle d’expérimenter l’évènement de type k à tj,
pk(tj) = Prob(T = tj, D = k) est le produit du risque instantané cause spéci-
ﬁque de l’évènement k et de la probabilité de n’avoir subit aucun évènement
à tj. Cette probabilité peut être estimée par :
�pk(tj) = �λk(tj) �S(tj−1) ; (19)
(c) ﬁnalement, l’incidence cumulée de l’évènement k à t, Ik(t), est estimée en
prenant la somme de ces termes pour tous les instants jusqu’à t. En résumé,
nous avons :
�Ik(t) = �
j:tj≤t
�pk(tj), �pk(tj) = �λk(tj) �S(tj−1), �λk(tj) = dkj
nj
. (20)
13.4 Estimateur de Nelson-Aalen
La fonction de risque cumulé cause-spéciﬁque de type k peut être obtenue par
l’estimateur de Nelson-Aalen :
Λˆk(t) =
�
j:tj≤t
dkj
nj
. (21)
La formulation :
�Ik(t) = �
j:tj≤t
�St(j−1)dkj
nj
, (22)
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dans laquelle l’expression de la survie globale au temps tj−1 est insérée à l’esti-
mateur de Nelson-Aalen est une version de l’estimation de l’incidence cumulée
équivalente à celle de l’expression (20).
13.5 Estimation de la variance de l’incidence cumulée
Une estimation de la variance de la fonction d’incidence cumulée peut être
obtenue à l’aide de la Delta method. [129, 130] Elle a pour expression :
Var{�Ik(tj)} = j�
α=1
���Ik(tj)− �Ik(tα)�2 dα
nα(nα − dα)
�
+
j�
α=1
�� �S(tα−1)�2
�
nα − dkα
nα
��
dkα
n2α
��
− 2
j�
α=1
���Ik(tj)− �Ik(tα)� � �S(tα−1)�
�
dkα
n2α
��
,
(23)
où, dj =
�C
k=1 dkj et C est le nombre de causes de défaillances.
A chaque point, l’intervalle de conﬁance de l’estimation de la fonction d’inci-
dence cumulée peut être obtenue directement à l’aide de l’estimation de la fonction
d’incidence cumulée et de sa variance obtenue à l’aide de l’expression (23). Ce-
pendant, cette estimation linéaire peut conduire à des intervalles dont les bornes
inférieures et supérieures sont inférieures à 0 ou supérieures à 1 respectivement.
Une méthode permettant d’obtenir des intervalles de conﬁance compris entre 0
et 1 consiste à utiliser la transformation log(-log), c’est-à-dire, de calculer l’écart
type et l’intervalle de conﬁance de log
�
−log(Iˆk(t)
�
et d’en déduire l’intervalle
de conﬁance désiré par transformation inverse. En utilisant la delta method, on
montre que :
�
Var
�
ln
�
−ln(Iˆk(t))
��
= σˆk(t)
Iˆk(t)
���ln(Iˆk(t))��� , (24)
où, σˆk(t) =
�
Var{�Ik(tj)}.[131]
Au temps t, l’estimation de l’intervalle de conﬁance à 100− α% est : [132]
Iˆk(t)
exp
� ±zα/2σˆk(t)
Iˆk(t)ln(Iˆk(t))
�
, (25)
où, zα/2 est le quantile d’ordre α/2 de la distribution normale centrée réduite.
La table 9 détaille les étapes permettant d’obtenir les estimations de l’incidence
cumulée et donne la valeur de l’intervalle de conﬁance à 95% points par points
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Figure 9 – Intervalle de conﬁance de l’incidence cumulée de la réponse moléculaire majeure
estimée points par points.
pour la réponse moléculaire majeure à l’aide des données LMC. La ﬁgure 9 illustre
les résultats obtenus.
13.6 Modèle de Fine & Gray
Lorsque plusieurs types d’évènements en compétition sont susceptibles d’être
observés, il est possible de régresser directement sur la fonction de risque
cause-spéciﬁque liée à chaque type d’évènement à l’aide du modèle de Cox, le
risque cause-spéciﬁque étant parfaitement déterminé par les données. Cependant,
comme le montre l’équation (18), la fonction d’incidence cumulée pour la cause k
dépend non seulement du risque cause-spéciﬁque de l’évènement de type k mais
aussi des fonctions de risques cause-spéciﬁques de tous les autres types d’évène-
ments. Il en résulte que l’inﬂuence d’une covariable sur l’incidence cumulée de
l’évènement de type k va dépendre non seulement de l’inﬂuence de cette cova-
riable sur le risque cause-spéciﬁque de la cause k mais aussi de son inﬂuence sur
le risque-cause spéciﬁque de tous les autres types d’évènements. La relation com-
plexe qui existe entre risque cause-spéciﬁque et incidence cumulée d’un évènement
particulier à conduit Fine et Gray (1999) a proposer un modèle de régression per-
mettant de régresser directement sur la fonction d’incidence cumulée. [133] Par
analogie avec la relation (2) entre le risque instantané et la fonction de survie,
Gray a déﬁni une quantité nommée risque de sous-répartition. [134]
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λ¯k(t) = limΔt�0
Prob(t ≤ T < t+Δt,D = k | T > t ∪ {T ≤ t,D �= k})
Δt
= −d log(1− Ik(t))dt .
(26)
Contrairement au risque cause-spéciﬁque pour lequel l’ensemble des patients
à risque décroît à chaque instant où un évènement est observé, pour le risque
de sous-répartition, les patients ayant expérimenté des évènements concurrents
restent dans l’ensemble des patients à risque. En absence de censure, ils demeurent
à risque pour un temps inﬁni. Par analogie au modèle de Cox, Fine et Gray ont
imposé pour leur modèle une hypothèse de proportionnalité pour les risques de
sous-répartition de sorte que :
λ¯k(t|Zi) = λ¯0k(t)exp(Ziβ), (27)
où Z = (Z1, . . . , Zp) est une matrice de p covariables, Zi étant un vecteur de
covariables pour le patient i, β un vecteur de coeﬃcients de régression et λ¯0k(t)
est le risque instantané de sous répartition de base.
Cette relation peut aussi s’écrire :
1− Ik(t|Zi) =
�
1− I0k(t)
�exp(Ziβ) (28)
⇔ Ik(t|Zi) = 1−
�
1− I0k(t)
�exp(Ziβ)
, (29)
I0k(t) étant l’incidence cumulée de base, c’est-à-dire, celle d’un groupe de patients
(virtuels) dont l’ensemble des covariables seraient nulles.
13.7 Incidence cumulée de base
On souhaite obtenir une estimation de l’incidence cumulée de base, de sorte
que pour un patient possédant les caractéristiques moyennes du groupe de pa-
tients ayant permis d’estimer Ik(t), on puisse retrouver Iˆk(t).
Avec Z� = 1
n
�n
i=1 Zi, valeur moyenne des covariables pour le groupe de pa-
tients, à l’aide de 28, on cherche Iˆ0k(t) de sorte que :
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Iˆk(t|Z�) = 1−
�
1− Iˆ0k(t)
�exp(Z�βˆ)
⇔
�
1− Iˆ0k(t)
�exp(Z�βˆ)
= 1− Iˆk(t)
⇔ log
�
1− Iˆ0k(t)
�
= log(1− Iˆk(t))
exp(Z�βˆ)
⇔ 1− Iˆ0k(t) = (1− Iˆk(t))exp(−Z
�βˆ)
⇔ Iˆ0k(t) = 1− (1− Iˆk(t))exp(−Z
�βˆ)
(30)
Remarque 3 Par analogie avec (10), on peut déﬁnir un risque de sous-
distribution cumulé pour l’évènement de type k :
Λ¯k(t) = −log(1− Ik(t)), (31)
puis un risque de sous distribution cumulé de base pour l’évènement de type k :
Λ¯0k(t) =
−log(1− Ik(t))
exp (Z�β) , (32)
enﬁn, l’incidence cumulée de base pour l’évènement de type k :
I0k(t) = 1− exp(−Λ¯0k). (33)
Avec Z� = 1
n
�n
i=1 Zi , l’estimation de I0k(t) à l’aide de 33 donne le résultat
obtenu en 30.
La ﬁgure 10 illustre le calcule de l’incidence cumulée de base et de l’estimation
de l’incidence cumulée pour un groupe de patient traités à 600 mg/j.
14 Puissance statistique d’une étude de pharmacogéné-
tique
L’un des aspects relatif à la planiﬁcation d’un essai clinique consiste à obtenir
une estimation du nombre de sujets permettant de mettre en évidence un eﬀet
d’amplitude déterminé avec une probabilité prédéterminée aussi (la puissance
souhaitée). Dans le cadre d’une étude où plusieurs types de défaillances sont en
concurrence, Latouche, Porcher et Chevret (2004) [135] ont proposé la relation
suivante :
n =
�
uα/2 + uβ/2
�2
(log(θ)2) p (1− p) ψ , (34)
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Figure 10 – Incidence cumulée de base (données LMC) : la courbe en noire représente l’inci-
dence cumulée de base obtenue à l’aide de (33). La ligne grisée est l’estimation de l’incidence
cumulée pour un patient ayant reçu une dose de 600 mg d’imatinib par jour obtenue à l’aide de
(28). Les courbes en pointillées sont les estimations de incidence cumulée stratiﬁée sur la dose
journalière d’imatinib.
où uγ est le quantile d’ordre 1−γ de la distribution de Laplace-Gauss standard,
ψ est la proportion d’évènements d’intérêts, θ est le ratio des risques de sous-
répartition entre le groupe des patients exposés et le groupe des patients non
exposés, et p est la proportion des patients exposés.
Pour des risques de 1er et de 2e espèce déterminés, le nombre de sujets né-
cessaire est d’autant plus petit que l’eﬀet attendu sur l’incidence cumulée de
l’évènement d’intérêt est important, que la proportion entre patients exposés et
patients non exposés est équitable et que la proportion d’évènements d’intérêt est
importante.
Pour un risque de 1er espèce α = 5%, une puissance statistique souhaitée de
80%, c’est à dire un risque de 2e espèce de 20%, une valeur attendue du rapport
des risques de sous-répartition de 2 (θ = 2), une proportion de patients exposés à
un nouveau traitement de 50%, et une estimation de la proportion d’évènements
d’intérêt de 70%, on obtient :
n = (1.96− 0.84)
2
(log(2)2)× 0.25× 0.5 ≈ 93. (35)
Dans le cadre d’une étude ancillaire de pharmacogénétique à un essai contrôlé
randomisé, cette formule peut être utilisée aﬁn d’obtenir une estimation de la
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fréquence allélique minimum permettant de mettre en évidence un eﬀet dont
l’amplitude serait cliniquement intéressant :
p (1− p) =
�
uα/2 + uβ/2
�2
(log(θ)2) ψ n . (36)
Cette équation du 2nd degrés en p donne pour la proportion de l’allèle mineur :
p = −12 − 1 +
�����1− 4
�
uα/2 + uβ/2
�2
(log(θ)2) ψ n . (37)
Avec α = 5%, β = 80%, θ = 2, ψ = 70% et n = 340, on obtient une valeur de
p de l’ordre de 7%.
Il convient lors d’une études de pharmacogénétiques, où un grand nombre de
marqueurs sont testés, de prendre les dispositions permettant de maintenir le
taux d’erreur de type I à un niveau prédéterminé. Aﬁn de tenir compte de cette
contrainte particulière, il est utile d’obtenir des valeurs de p correspondant à un
risque de première espèce nominal permettant de maintenir le taux d’erreur de
type I à un niveau souhaité. La ﬁgure 11 donne, en fonction du nombre de test
eﬀectué, la fréquence allélique minimum permettant le contrôle du taux d’erreur
de type I à 5% si α (nominal) est choisis par la méthode de Bonferroni.
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Figure 11 – Puissance d’une étude ancillaire de pharmacogénétique : Fréquence allélique mini-
male requise pour le contrôle du taux d’erreur de type I en fonction du nombre de tests eﬀectué.
Les paramètres de l’exemple sont : le nombre de patients et de 340, l’eﬀet attendu sur le risque
de sous-répartition de l’évènement d’intérêt est θ = 2, la proportion d’évènement d’intérêt et
70%, la puissance souhaitée est β = 80%.
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15 Introduction
Cette partie présente les résultats de l’étude d’association entre réponse mo-
léculaire majeure (RMM) et proﬁl génétique dans la leucémie myéloïde chronique
(LMC) en phase chronique traitée par imatinib. Les variations génétiques retenues
ici sont relatives à des gènes de la pharmacocinétique.
16 Patients et Méthode
16.1 Cohorte Saint Louis
La cohorte Saint Louis est composée de 105 patients atteints de LMC et diag-
nostiqués en phase chronique. Ces patients proviennent du CHU de Versailles et
de l’hôpital Saint Louis de Paris. Les patients de cette cohorte ont été identi-
ﬁés à l’aide des données de suivi de biologie moléculaire du Laboratoire Central
d’Hématologie de l’hôpital Saint Louis de Paris.
Ethique
Un consentement écrit et éclairé, relatif aux prélèvements d’échantillons bio-
logiques a été obtenu pour chaque patient préalablement à sa participation à
l’étude.
Eligibilité/Exclusion
Les critères d’éligibilité / exclusion étaient les suivants :
— avoir au moins 18 ans à la date du diagnostique ;
— être diagnostiqué en phase chronique de LMC à chromosome Philadelphie
LMC-Ph+ ;
— avoir été traité par imatinib avec une dose de 400 mg/jour ;
— disposer d’une quantité suﬃsante de matériel (échantillons sanguins) pré-
levé en rémission cytogénétique (absence de cellules Philadelphie posi-
tives) ;
— avoir signé un consentement éclairé.
Les patients pour lesquels aucune information n’était disponible sur le score
de Sokal ne sont pas exclus.
Par ailleurs les patients de ce groupe ont pu avoir été inclus dans diﬀérents
protocoles expérimentaux.
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Evaluation de la réponse moléculaire
Tous les patients ont été régulièrement évalués sur la base de prélèvements
sanguins analysés au Laboratoire Central d’Hématologie de l’hôpital Saint Louis.
Cette analyse a été réalisée par dosage du transcrit de fusion BCR-ABL par
RTQ-PCR.
Ces données constituent le suivi moléculaire pour chaque patient, elles sont
exprimées sur l’échelle internationale en delta de log10 par rapport à 100% qui est
la valeur théorique attribuée à chaque patient au diagnostique (§ 7.1). Aﬁn de les
obtenir on utilise la transformation : log10(x/100), où x est le résultat du dosage
exprimé en pourcentage. A l’aide de ces données, une trajectoire de la réponse
moléculaire a pu être déterminée pour chaque patient.
16.2 Cohorte SPIRIT
SPIRIT (phase 3 STI571 Prospective Randomized Trial) est un essai prospec-
tif contrôlé randomisé de phase III qui a pour but d’évaluer l’impact sur la réponse
moléculaire de diﬀérentes stratégies thérapeutiques dans la LMC en phase chro-
nique et précédemment non traitée. Les deux stratégies principales testées sont
l’augmentation de la dose d’imatinib, et la combinaison d’imatinib avec interféron
alpha (Peg-IFNa2a) ou Cytarabine (ara-C). (clinicaltrials.gov : NCT00219739)
La cohorte SPIRIT désigne l’étude ancillaire de pharmacogénétique relative au
protocole SPIRIT (PHRC11-028, Pr. François Guilhot et Pr. Philippe Rousselot).
L’étude ancillaire comprend 239 patients randomisés dans les bras 400 et 600
mg/j de l’essai SPIRIT. La participation des patients a été conditionnelle à la
disponibilité des échantillons biologiques.
Ethique
Tous les patients de l’essai SPIRIT ont donné leur consentement éclairé avant
la randomisation. L’essai a été conduit en accord avec la déclaration d’Helsinki.
Eligibilité/Exclusion
Les critères d’éligibilité/exclusion sont les suivants :
Eligibilité :
1. critères propres au protocole SPIRIT ;
— avoir au moins 18 ans à la date du diagnostique,
— être BCR-ABL positif (LMC-Ph+) en phase chronique,
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— avoir signé un consentement éclairé,
— être diagnostiqué dans les 14 semaines et précédemment non traité pour
une LMC sauf par hydroxyurée et/ou anagrélide,
— ne pas présenter de signe de localisation extra médulaire,
— présenter un score de performance ECOG compris entre 0 et 2,
— conserver des fonctions hépatiques, rénales, et cardiaques satisfaisantes ;
2. Critères propres à l’étude ancillaire de pharmacogénétique ;
— avoir été traité par imatinib 400 mg/jour ou 600 mg/j,
— disposer d’une quantité suﬃsante d’ADN disponible pour le génotypage
(collection constituée au Centre Hospitalier Régional Universitaire de
Lille).
Exclusion :
1. critères propres au protocole SPIRIT ;
— présenter un syndrome dépressif,
— être atteint d’une ou plusieurs autres maladies incontrôlées,
— être une femme en âge de procréer ou un homme ne désirant pas utiliser
de méthode contraceptive pour la période de l’étude.
Évaluation de la réponse moléculaire
Les prélèvements biologiques ont été réalisés dans les diﬀérentes institutions
participant au protocole SPIRIT et ont été évalués dans le même centre de biologie
moléculaire (Centre Hospitalier Régional Universitaire de Lille). Les données ont
ensuite été collectées par les attachés de recherche clinique du centre hospitalo-
universitaire de Poitiers. Pour l’étude ancillaire de pharmacogénétique, les don-
nées anonymisées de biologie moléculaire disponibles pour les patients éligibles
ont été envoyées, stockées, et analysées à l’Institut Universitaire d’Hématologie
de l’Université Paris 7 situé dans l’enceinte de l’hôpital Saint Louis à Paris.
16.3 Critères de jugement
Le critère de jugement principal pour cette analyse est la réponse moléculaire
majeure (RMM), c’est-à-dire, la diminution de 3 log du niveau de la maladie
résiduelle par rapport à la valeur théorique de 100% attribuée au diagnostique
pour chaque patient.
Si par ailleurs un patient a subit un des évènements suivants au cours de son
traitement :
— changement de dosage (passer de 400 mg/jour à 600 mg/jour d’imatinib)
pour cause ineﬃcacité ;
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— changement de la nature du traitement (inhibiteurs de tyrosine kinase de 2e
génération (dasatinib . . .), allogreﬀe de cellules souches hématopoïétiques ;
interféron seul . . .) pour cause d’ineﬃcacité ou d’eﬀet indésirable ;
— passage en phase d’accélération/acutisation ;
— mort (toute cause),
la date de l’arrêt du traitement a été relevée et l’évènement Toxicité a été attribué
aux patients ayant subit un eﬀet indésirable, l’évènement Echec de la thérapie a
été attribué aux autres.
16.4 Covariables
En plus du type d’évènement observé et de la date de l’observation, nous
disposons pour chaque patient des informations suivantes : âge, sexe, score de
Sokal (§ 8.3) (éventuellement), et la dose journalière.
16.5 Génotypage
Le génotypage des patients a été réalisé à l’aide d’une puce à façon illumina
avec la technologie GoldenGate. Cette puce permet de génotyper 16561 SNP.
Parmi ces SNP, 857 appartenant à 94 transporteurs ont été sélectionnés. Les
critères de sélection sont un call rate de 90% minimum et une proportion d’allèles
mineurs supérieur à 10%.
16.6 Méthodes Statistiques
L’incidence cumulée de la réponse moléculaire majeure (§ 7.1) est estimée à
l’aide de la méthode non paramétrique de Kalbﬂeisch et Prentice (§ 13.3). [136]
L’estimation de la variance de l’incidence cumulée d’un évènement a été calculée
par la méthode décrite §13.5. Les tests d’indépendance entre covariables qualita-
tives ont été réalisés à l’aide du test exact de Fisher ou du test du χ2.
L’association entre les covariables (y compris génotypes ou haplotypes) et
l’incidence cumulée de la réponse moléculaire majeure a été estimée à l’aide du
modèle semi-paramétrique à risques de sous-répartition proportionnels associés à
la fonction d’incidence cumulée de la réponse moléculaire majeure (Fine et Gray
(1999)). [133]
Les questions liées à la multiplicité des tests et au contrôle du risque de pre-
mière espèce ont été abordées par le calcul du taux de fausses découvertes (False
discovery rate (FDR)) à l’aide de la méthode de Benjamini et Hochberg (1995).
[137]
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Une première étude d’association exploratoire a été réalisée sur la cohorte
Saint Louis sur l’ensemble des marqueurs. Cette étude exploratoire a permis de
déﬁnir l’ensemble des marqueurs associés à la réponse moléculaire majeure avec
un niveau de signiﬁcation inférieur à 5% et pour lequel l’estimation du FDR est
inférieur à 50%. Une seconde étude, dite de validation, a été réalisée à l’aide
des patients de la cohorte SPIRIT sur l’ensemble des marqueurs identiﬁés dans
la phase exploratoire. Les marqueurs associés à la réponse moléculaire majeure
avec un niveau de signiﬁcation standard (5%) ont été considérés pour analyses
complémentaires.
Les fréquences haplotypiques ont été estimées à l’aide de la méthode de Schaid
et al. (2001). [138]
Les calculs et les représentations graphiques ont été réalisés sous environne-
ment R (version 2.15.2), [139] à l’aide des librairies suivantes : cmprsk, [140]
haplo.stat, [141] stats. [139]
17 Résultats
17.1 Caractéristiques des patients
Les caractéristiques des patients sont présentées table 10. 105 patients sont
éligibles pour la cohorte Saint Louis. Tous ont reçu une dose de 400 mg/j d’imati-
nib pour la durée de l’étude. Ce groupe de patients représente un peu moins d’un
tiers du total des patients (31%). 239 patients de l’étude ancillaire SPIRIT sont
éligibles et ils représentent 69% des patients. 45% d’entre eux ont reçu 600 mg/j
vs. 400mg/j pour les 55% restant. Le nombre total des patients disponibles pour
l’étude est de 344. Leur âge médian et de 51,5 ans et 3/5e sont des hommes. Ces
caractéristiques sont distribuées de manière homogène entre les diﬀérents groupes
de patients.
17.2 Incidence cumulée de la réponse moléculaire majeure
Cohorte Saint Louis
L’estimation non paramétrique de la fonction d’incidence cumulée de la ré-
ponse moléculaire majeure pour la cohorte Saint Louis est représentée graphique-
ment sur la ﬁgure 12. A un an, elle est de 31% (intervalle de conﬁance à 95% (IC
95%) : de 22% à 40%). A 18 mois, elle s’élève à 42% (IC 95% : de 32% à 50%).
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Figure 12 – Incidence cumulée de la réponse moléculaire majeure pour la cohorte Saint Louis.
Cohorte étude ancillaire SPIRIT
L’estimation non paramétrique de la fonction d’incidence cumulée de la ré-
ponse moléculaire majeure pour la cohorte SPIRIT est représentée graphique-
ment sur la ﬁgure 13. A un an, elle est de 46% (IC 95% : de 39% à 53%). A 18
mois, elle s’élève à 55% (IC 95% : de 48% à 62%).
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Figure 13 – Incidence cumulée de la réponse moléculaire majeure pour la cohorte SPIRIT.
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17.3 Déterminants de l’incidence cumulée de la réponse moléculaire
majeure
Score de Sokal
L’incidence cumulée de la réponse moléculaire majeure stratiﬁée en fonction
des 3 niveaux de risques déﬁnis par Sokal et al. (§ 8.3) est représentée ﬁgure 14.
Les niveaux après un an de traitement sont de 27% (IC 95% : de 16% à 38%),
42% (IC 95% : de 33% à 51%) et 55% (IC 95% : de 46% à 64%) pour les groupes
de risques faibles, intermédiaires, et élevés respectivement.
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Figure 14 – Incidence cumulée de la réponse moléculaire majeure stratiﬁée en fonction des 3
niveaux de risques du score de Sokal (n = 312).
Dose journalière
Les patients issus du bras 600 mg/j de l’étude ancillaire SPIRIT (n =107)
ont une incidence cumulée de la réponse moléculaire majeure signiﬁcativement
supérieure aux patients traités à la dose de 400mg/j (n =206, P = 0,002). A
12 mois, on observe les valeurs suivantes : 53% (IC 95% : de 43% à 63%) vs.
36% (IC 95% : de 30% à 0,42%) pour les doses 600, et 400 mg/j respectivement.
(Illustration ﬁgure 15.)
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Figure 15 – Incidence cumulée de la réponse moléculaire majeure stratiﬁée en fonction de la
dose journalière d’imatinib reçue (n = 344).
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Autres déterminants
Sexe
La ﬁgure 16 représente l’incidence cumulée de la réponse moléculaire majeure
stratiﬁée en fonction du sexe. Bien que les hommes accusent un léger retard,
cette diﬀérence n’est pas signiﬁcative et elle semble s’estomper avec le temps (P
= 0,21).
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Figure 16 – Incidence cumulée de la réponse moléculaire majeure stratiﬁée en fonction du sexe
(n = 344).
Age
L’âge ne semble pas avoir d’inﬂuence signiﬁcative sur la réponse moléculaire
majeure (P = 0,82).
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17.4 Analyse multivariée
La distribution des diﬀérents niveaux du score de risque de Sokal est homogène
entre les diﬀérentes doses de traitement. L’eﬀet de la dose sur l’incidence cumulée
de la réponse moléculaire majeure n’est pas le même selon que les patients ont un
risque Sokal faible/intermédiaire ou élevé. La ﬁgure 17 illustre cette observation
et les principales statistiques montrant cette diﬀérence sont rassemblées dans la
table 11. L’analyse multivariée à proprement parler pour la dose journlière et le
score de Sokal est présentée table 12.
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Coeﬃcient Ecart type Statistique
de test (z)
P Exp(coef.) [IC 95%]
Dose : 600 mg/j 0,40 0,16 2,63 0,009 1,50 [1,11 ; 2,04]
Sokal score élevé -0,79 0,46 -3,63 ≤ 0,001 0,46 [0,30 ; 0,70]
Table 12 – Analyse multivariée de l’incidence cumulée de la réponse moléculaire majeure en
fonction de la dose journalière d’imatinib et du score de risque de Sokal.
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17.5 Polymorphismes de transporteurs associés à la réponse molécu-
laire
Dans cette section, nous résumons les résultats obtenus lors de l’étude d’as-
sociation entre la réponse moléculaire majeure et les données de génotypage dis-
ponibles pour chaque patient.
413 marqueurs représentant 86 transporteurs sont éligibles pour l’étude d’as-
sociation. L’analyse exploratoire fait apparaître 12 marqueurs potentiellement
associés à la réponse moléculaire majeure pour lesquels le FDR est inférieur à
50%. Parmi ces marqueurs, 3 appartiennent au gène ABCG2.
L’association entre ces 12 marqueurs et la réponse moléculaire majeure à donc
été testée à l’aide des patients de la cohorte SPIRIT. Parmi les 12 marqueurs,
seul rs12505410, situé entre les 9e et 10e exon du gène ABCG2 atteint un seuil
de signiﬁcation de 5% (ﬁgure 18).
Cependant, l’analyse par bras de traitement montre que les 3 marqueurs du
gène ABCG2 atteignent un seuil de signiﬁcation de 5% dans le bras 400 mg/j et
aucun dans le bras 600 mg/j (Table 2 article n°1). La position de ces 3 marqueurs
est schématisée ﬁgure 18.
17.6 Haplotypes associés à la réponse moléculaire majeure
Les déséquilibres de liaison existant au voisinage du gène ABCG2 ont permis
d’estimer les fréquences haplotypiques au sein de chaque groupe de patients à
l’aide des 3 polymorphismes du gène ABCG2 conﬁrmés à l’aide des patients du
bras 400 mg/j de la cohorte SPIRIT. Les fréquences haplotypiques ont aussi été
estimées sur un échantillon de 76 personnes issues de la population séquencée
dans le cadre du 1000 genomes project (§ 3.1).
L’association entre réponse moléculaire majeure et haplotypes identiﬁés au
locus ABCG2 montre que les patients porteurs d’au moins une copie des ha-
plotypes 1 et 3, ont un taux de réponse moléculaire majeure signiﬁcativement
plus important. Ces haplotypes partagent l’allèle G aux positions rs12505410 et
rs2725252.
Le calcul des fréquences haplotypiques a donc été réalisé aux positions
rs12505410 et rs2725252. Comme attendu, les fréquences sont distribuées de
manière homogène entre les diﬀérentes populations étudiées. Les fréquences des
4 haplotypes obtenus sont présentées table 14.
L’inﬂuence de l’haplotype G-G sur la réponse moléculaire majeure a été déter-
minée à l’aide d’un modèle de Fine et Gray ajusté sur la dose et le score de Sokal.
L’haplotype G-G est associé de manière signiﬁcative à la réponse moléculaire ma-
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Figure 18 – Représentation schématique du locus ABCG2.
Populations
id Haplotype Saint Louis SPIRIT CEU
Hap.1 G-C-G 22,28 27,65 25,00
Hap.2 G-C-T 0,47 0,00 0,66
Hap.3 G-T-G 5,06 6,29 3,48
Hap.4 T-T-G 14,59 11,91 10,34
Hap.5 T-T-T 56,03 51,47 54,80
Hap.6 G-T-T 1,58 2,49 5,73
Hap.7 T-C-G 0,00 0,20 0,00
Table 13 – Fréquences haplotypiques calculées au locus ABCG2 à l’aide des marqueurs
rs2725252, rs13120400, et rs12505410 sur la cohorte Saint Louis, la cohorte SPIRIT, et un
groupe de 76 personnes non atteintes issues de la population CEU séquencée dans le cadre du
1000 genoms project.
jeure. Le risque de sous-répartition pour la réponse moléculaire majeure associé
à G-G est de 1,87 (IC 95% : de 1,37 à 2,54). Les résultats du modèle complet
sont rapportés table 15. La ﬁgure 19 illustre cette diﬀérence sur l’ensemble des
patients (n=344).
17.7 Analyse stratiﬁée sur la dose
L’analyse du taux d’incidence cumulée de la réponse moléculaire majeure a
été réalisée en fonction de la dose journalière d’imatinib reçue et pour l’ensemble
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Populations
id Haplotype Saint Louis SPIRIT CEU
Hap.1 G-G 28,04 34,62 28,95
Hap.2 G-T 1,87 2,28 5,92
Hap.3 T-G 13,55 11,53 9,87
Hap.4 T-T 56,54 51,56 55,26
Table 14 – Fréquences haplotypiques calculées au locus ABCG2 à l’aide des marqueurs
rs2725252 et rs12505410 sur la cohorte Saint Louis, la cohorte SPIRIT, et un groupe de 76
personnes non atteintes issues de la population CEU séquencée dans le cadre du 1000 genoms
project.
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Figure 19 – Inﬂuence de l’haplotype G-G sur l’incidence cumulée de la réponse moléculaire
majeure estimée à l’aide des patients des cohortes Saint Louis et SPIRIT (n = 344).
Coeﬃcient Ecart type Statistique
de test (z)
P Exp(coef.) [IC 95%]
Hap G-G 0,62 0,157 3,97 ≤ 0,001 1,87 [1,37 ; 2,54]
Sokal score Int. -0,38 0,16 -2,36 0,018 0,69 [0,50 ; 0,94]
Sokal score élevé -0,92 0,23 -4,09 ≤ 0,001 0,40 [0,26 ; 0,62]
Dose : 600 mg/j 0,39 0,15 2,53 0,011 1,48 [1,09 ; 2,00]
Table 15 – Analyse de l’incidence cumulée de la réponse moléculaire majeure en fonction de
l’haplotype G-G, ajustée sur la dose et le score de risque de Sokal (n = 312).
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des patients.
Chez les patients traités à 400 mg/j d’imatinib, l’incidence cumulée de la ré-
ponse moléculaire majeure est signiﬁcativement plus importante pour les patients
porteurs de G-G par rapport aux non porteurs (60% (IC 95% : de 51% à 69%)
vs. 34% (IC 95% : de 24% à 44%) respectivement).
Cette tendance existe aussi pour le groupe traité à 600 mg/j, cependant, ces
résultats ne sont pas statistiquement signiﬁcatifs.
Pour l’ensemble des patients en revanche, on observe une incidence cumulée
de la réponse moléculaire majeure signiﬁcativement supérieure chez les patients
porteurs : 64% (IC 95% : de 57% à 71%) vs. 43% (IC 95% : de 35% à 51%) pour
les non porteurs.
Ces résultats ainsi que les coeﬃcients de régression relatifs aux risques de
sous-répartition associés à G-G sont présentés table 16. La ﬁgure 20 illustre la
diﬀérence des niveaux d’incidences cumulées en fonction de l’haplotype G-G pour
les patients traités à 400 ou 600 mg/j d’imatinib.
Haplotype Dose = 400 mg/j, n = 237 Dose = 600 mg/j, n = 107 Ensemble, n = 344
Incidence cumulée [95% CI]
G-G 0,60 [0,51 ; 0,69] 0,73 [ 0,61 ; 0,85] 0,64 [0,57 ; 0,71]
Autres haplotypes 0,34 [0,24 ; 0,44] 0,61 [0,46 ; 0,76] 0,43 [0,35 ; 0,51]
Exp(coef.) 2,38 [1,62 ; 3,50] 1,42 [0,86 ; 2,28] 1,96 [1,45 ; 2,65]
Niveau de signiﬁcation P ≤ 0,001 P = 0,150 P ≤ 0,001
Table 16 – Analyse stratiﬁée de l’incidence cumulée de la réponse moléculaire majeure en
fonction l’haplotype G-G pour les diﬀérentes doses d’imatinib reçues.
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Etude Type Ratio
(hommes/femmes)
Saglio (2010) et al. [78] Nilotinib vs. imatinib (n = 846) 1,38
O’Brien et al. (IRIS) (2003) [73] Imatinib vs. interféron alpha (n = 1106) 1,43
Kantarjian et al. (2010) [77] Dasatinib vs. imatinib (n = 519) 1,45
Savage (1997) et al. [41] Registre (n = 430) 1,38
Table 17 – Rapports hommes/femmes dans la leucémie myéloïde chronique observés dans
diﬀérents essais cliniques et registres.
18 Discussion
Cette étude a pour objectif de tester l’hypothèse d’une relation entre taux de
réponses moléculaires majeures (RMM) et caractéristiques pharmacocinétiques
dans la leucémie myéloïde chronique (LMC) en phase chronique traitée par ima-
tinib. Dans ce but, la réponse moléculaire de 344 patients a pu être évaluée et mise
en relation avec 413 marqueurs génétiques situés à proximité de gènes codants
pour 86 transporteurs.
18.1 Caractéristiques des patients
L’étude de la répartition des caractéristiques des patients (table 10) montre
que cette répartition est homogène entre les diﬀérents groupes étudiés. Cette
répartition est aussi comparable à celle observée dans la littérature :
— l’âge médian des patients au diagnostique est homogène entre les diﬀérents
groupes de patients, il s’élève à 51,5 ans pour l’ensemble des patients. Si
cette valeur est inférieure à celle obtenue dans les registres (âge médian de
64 à 68 ans), elle est conforme à celles observées dans d’autres études (les
patients agés étant sous représentés dans les essais cliniques) ; [52]
— le rapport homme/femme est homogène entre les diﬀérents groupes de
patients. Il est de 1,49 pour l’ensemble des patients. Cette valeur est en
accord avec les données épidémiologiques (rapport hommes/femmes de 1,3
à 1,8) [52] mais aussi celles d’essais cliniques cités plus haut (table 17) ;
— la répartition des patients selon les diﬀérentes classes de risques d’après
Sokal et al. est homogène entre les diﬀérents groupes de patients. Elle est
en outre comparable à celle observée dans Sokal et al. (1984) (table 5, P
= 0,73).
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Score pronostique de Sokal
Bien que le score de risques de Sokal ait été élaboré avant l’apparition des
inhibiteurs de tyrosine kinase pour le traitement de la LMC, il est intéressant
de constater une concordance entre niveaux de réponse moléculaire majeure ob-
tenus et niveaux de risques. A ce sujet, l’European LeukemiaNet (ELN) ne for-
mule pas de recommandation sur le système de score pronostique à adopter. Par
conséquent le score de Sokal peut être utilisé comme critère pronostique indépen-
damment de la nature du traitement. La recommandation principale au sujet des
diﬀérents scores de risques est de considérer séparément scores élevés vs. scores
faibles/intermédiaires. [56]
Dose journalière
Tout comme les diﬀérents scores de risques, la dose journalière d’imatinib
est considérée comme un déterminant majeur de la réponse moléculaire (table
4). L’incidence cumulée de la réponse moléculaire majeure à 12 mois observée
chez les groupes des patients ayant reçu une dose de 400mg/jour est de 36% (IC
95% : de 30% à 42%). L’intervalle de conﬁance inclut toutes les valeurs des études
mentionnées table 4 pour une dose journalière identique. Les 53% observés dans
le groupe de patients du bras 600 mg/j sont signiﬁcativement supérieurs aux 36%
du groupe 400 mg/j (P = 0,002). Cette valeur est cependant égale voir supérieure
à celles obtenues avec la dose de 800 mg/j (table 4).
Sexe et âge
La courbe d’incidence cumulée de la réponse moléculaire majeure des hommes
accuse un léger retard par rapport à celle des femmes. Comme le suggère l’étude
Noens et al. , [111] cette diﬀérence (statistiquement non signiﬁcative) pourrait
trouver son origine dans une moindre observance du traitement par les hommes
comparée à celle des femmes (table 8).
L’âge n’a pas d’inﬂuence sur la réponse moléculaire majeure dans notre étude.
Cette observation est conforme à celles réalisées suite à l’introduction des ITK
et ayant conduit Hasford et al. (2011) à ne plus inclure l’âge comme facteur de
mauvais pronostique dans le score EUTOS. [87]
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Dose + Risque de Sokal
Une analyse de l’eﬀet de la dose en fonction des niveaux de risques de Sokal
montre que l’eﬀet de la dose n’est pas homogène entre les trois niveaux de risques
et que le bénéﬁce obtenu en terme de réponse moléculaire majeure est Sokal-risque
dépendant (ﬁgure 17, table 12 et 11).
En d’autres termes, l’augmentation de la dose ne proﬁte pas aux patients à
haut risque et elle est d’autant plus proﬁtable que les patients ont un risque faible.
Par ailleurs, sur l’ensemble des 7 études répertoriées table 4, le taux de réponse
moléculaire majeure associé à la dose de 800 mg/j est disponible pour 5 d’entre
elles. Parmi ces dernières, 3 sont des essais contrôlés randomisés 9, donc a priori
peu sujettes à biais de sélection et 2 sont des études où seule la dose 800 mg a
été testée et où les patients de risque Sokal faible sont sur-représentés (70% de
patients de risque faible vs. 39% dans Sokal et al., P ≤ 0,001) 10. Or, le taux de
réponse moléculaire majeure pour ces deux études est signiﬁcativement supérieur
au taux observé dans les bras 800 mg/j des 3 ECR ( 58% vs. 47%, P = 0,002). En
d’autres termes, ces études suggèrent que l’augmentation de la dose d’imatinib
est davantage proﬁtable aux patients à risque faible.
Proetel et al. (2014) [88] 11 utilisent le même type de raisonnement pour mon-
trer qu’une augmentation de la dose d’imatinib proﬁte d’avantage aux patients
de plus de 65 ans.
18.3 Association d’un haplotype d’ABCG2 avec la réponse molécu-
laire majeure
L’étude d’association a permit d’identiﬁer un haplotype d’ABCG2 susceptible
d’expliquer une partie de la variabilité de la réponse moléculaire majeure dans la
LMC en phase chronique lorsque les patients sont traités par imatinib à 400 gm/j
mais pas à 600 mg/j (table 16).
Il est intéressant de constater que les patients non porteurs de l’haplotype
G-G mais traités à 600 mg/j ont une incidence cumulée de réponse moléculaire
majeure comparable aux patients porteurs de l’haplotype G-G traités à 400mg/j.
En d’autres termes il semblerait que l’insuﬃsance observée chez les patients non
porteurs de l’haplotype G-G (seulement 20% de réponses moléculaires majeures à
12 mois comparé aux 38% de l’étude IRIS et aux 51% des porteurs de l’haplotype
G-G) pourrait être compensée par une augmentation de la dose d’imatinib de 400
à 600 mg/j.
9. Cortes et al. (2010) [81], Hehlmann et al. (2011) [82] et Deininger et al. (2014) [83]
10. Kantarjian et al. (2004) [79] et Cortes et al. (2009) [80]
11. Older patients with chronic myeloid leukemia (≥ 65 years) proﬁt more from higher imatinib doses
than younger patients
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Cette observation est intéressante dans le mesure où les patients traités à 400
mg/j est non porteurs de l’haplotype G-G forment un groupe dont l’incidence cu-
mulée de la réponse moléculaire majeure est particulièrement faible (comparable
aux patients de risque Sokal élevé). Les données suggèrent que pour ces patients,
une augmentation de la dose de 400mg/j à 600 mg/j leurs permettrait d’obtenir
une incidence cumulée de réponse moléculaire majeure à 18 moins de l’ordre de
61% vs. 34% sinon.
18.4 Conclusion
Cette étude d’association montre qu’un haplotype lié au transporteur ABCG2
est associé au taux de réponse moléculaire majeure dans la LMC en phase chro-
nique. Sur les 413 marqueurs disponibles, une sous liste de marqueurs candidats a
été dressée à l’aide de la cohorte exploratoire Saint Louis. Cette cohorte inclut des
patients suivi dans le cadre d’une pratique clinique ordinaire ou ayant participé à
divers protocoles. Elle n’a donc pas été constituée dans le but de répondre à une
question prédéterminée et la collecte des diﬀérents paramètres cliniques, bien que
très standardisée dans le cadre de cette maladie, non plus. Le niveau de preuve
auquel peuvent prétendre les résultats de cette analyse exploratoire est donc au
mieux C sur l’échelle révisée de Simon et al. (2009) (§ 4.2). [34]
En revanche, la cohorte SPIRIT ou cohorte de l’étude ancillaire de pharma-
cogénétique associée au protocole SPIRIT est une cohorte issue de l’essai pros-
pectif contrôlé randomisé SPIRIT. Bien que SPIRIT ne soit pas une étude de
pharmacogénétique, l’étude ancillaire a été prévue pour tester des hypothèses de
pharmacogénétique. Les échantillons biologiques ont été conservés et annotés à
l’aide des données cliniques collectées lors de la conduite de l’étude mère aﬁn de
répondre à la question principale de l’essai mais aussi à l’étude de pharmacogéné-
tique. Les résultats de cette étude sont donc d’un niveau de preuve B sur l’échelle
révisée de Simon et al..
Toujours d’après Simon et al., ce type d’étude peut mettre en évidence un
eﬀet lié au biomarqueur testé. Cependant, une ou plusieurs études indépendantes
seraient requises aﬁn de démontrer de manière formelle un eﬀet du biomarqueur
étudié (table 2).
Par ailleurs, des d’arguments de type physiologique seraient aussi suscep-
tibles d’être mis en relation avec l’association décrite dans cette étude : ABCG2
code la protéine appelée breast cancer resistance protein (BCRP). Cette pro-
téine est un transporteur impliquée dans la résistance multiple aux traitements.
ABCG2/BCRP a été impliqué premièrement dans la résistance multiple aux mé-
dicaments de la lignée MCF-7 [142] de cancer du sein puis dans d’autres types de
cancers par son rôle dans l’eﬄux d’une grande variété de métabolites au travers
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de la membrane plasmatique des cellules 12. Dès 2004, Ozvegy-Laczka et al. (2004)
[143] montraient que l’imatinib présentait une grande aﬃnité avec BCRP et sou-
lignaient le rôle potentiel de cette protéine dans les phénomènes de résistance à
l’imatinib.
BCRP est exprimé abondamment à la surface de cellules constitutives de tis-
sus tels la paroi intestinale, le foie, mais aussi les cellules souches, notamment
hématopoïétiques, [144] son niveau d’expression est donc susceptible de moduler
concentration plasmatique et concentration intracellulaire de l’imatinib, la pre-
mière pouvant expliquer en partie la seconde. [145]
Burger et al. (2005) [146] ont rapporté les résultats suivants : in vitro, l’expres-
sion de ABCG2 est induite par l’imatinib. Réciproquement, cette sur-expression
d’ABCG2 a pour résultat une diminution de 50% de la concentration intracel-
lulaire d’imatinib en moyenne. Les auteurs de cette étude en ont conclu que
des niveaux importants d’expression d’ABCG2/BCRP pouvaient conduire à des
mécanismes pharmacocinétiques de résistance chez des patients traités par l’ima-
tinib.
Récemment, de Lima et al. (2014) [147] sont parvenues à établir un lien
entre taux de réponse moléculaire majeure et niveau d’expression d’ABCG2 dans
la LMC traitée par imatinib. Cette étude montre une expression importante
d’ABCG2 chez des patients n’ayant pas obtenu de réponse moléculaire majeure.
Les auteurs de cette étude tirent de leurs observations des conclusions similaires
à celles de Burger et al. : BCRP étant une pompe d’eﬄux, sa surexpression
pourrait être à l’origine d’une moindre concentration intracellulaires d’imatinib
et donc d’une moindre eﬃcacité de ce médicament.
L’haplotype identiﬁé (G-G) est composé de 2 polymorphismes non codants.
L’hypothèse eQTL (expression quantitative trait locci), c’est-à-dire que ces mar-
queurs soient en lien avec l’expression d’ABCG2 n’est donc pas à exclure. Plus
précisément le cas no2 § 3.3 pourrait être retenu :
le SNP se situe dans une région non codante (introns, 3’UTR
ou 5’UTR, ou région intergénique) : le gène impliqué peut être le
gène au sein duquel, ou au voisinage duquel, le variant est observé
et, le variant observé n’est pas forcément le variant causal (il peut
êtres en déséquilibre de liaison avec le variant causal.)
Dans cette hypothèse, les modulations de l’expression d’ABCG2 en lien avec
l’haplotype G-G serait susceptible d’expliquer la diﬀérence des taux de réponse
moléculaire majeure observés.
12. Mitoxantrone, doxorubicin, daunorubicin et daunorubicin
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Cinquième partie
Marqueurs pharmacodynamiques liés de
la réponse moléculaire dans la LMC en
phase chronique traitée par imatinib
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19 Introduction
Dans la partie précédente, les résultats de l’étude d’association entre mar-
queurs liés à des gènes de la pharmacocinétique et réponse moléculaire majeure
(RMM) dans la leucémie myéloïde chronique (LMC) en phase chronique ont été
rapportés. Dans cette partie une approche similaire est adoptée pour étudier
l’association entre marqueurs liés à des gènes de la pharmacodynamique. Plus
précisément, les gènes impliqués dans la voie Natural Killer (NK).
19.1 Cellules NK
Les cellules NK sont des cellules eﬀectrices du système immunitaire inné. Elles
exercent une action cytotoxique à l’encontre des cellules infectées ou transformées
sans activation préalable. [148] L’action cytotoxique des cellules NK est détermi-
née par un équilibre entre signaux transduits par des récepteurs activateurs et
signaux transduits par des récepteurs inhibiteurs de ces cellules.
Les récepteurs inhibiteurs ont bien été caractérisés, notamment ceux de la
famille KIR. En revanche, la plupart des récepteurs activateurs restent mécon-
nus, à l’exception de NKG2D. [149] Ce récepteur est exprimé à la surface des
cellules NK, mais aussi à la surface d’autres lymphocytes, principalement les
lymphocytes T CD8αβ et γδ. [150] Parmi les ligands de NKG2D, ﬁgurent les
molécules du complexe majeur d’histocomptabilité (CMH) de classe I induite par
stress (transformation maligne ou infection) MICA et MICB et les 4 membres
des protéines de liaison à UL16 (ULBP1-4). [151, 152, 149]
19.2 Non reconnaissance du soi
Les récepteurs inhibiteurs des cellules NK se lient aux molécules du CMH de
classe I normalement exprimées par les cellules saines, mais pas (ou peu) par
les cellules transformées. Par conséquent les cellules transformées ne sont pas en
mesure d’induire un signal d’inhibition lorsqu’elles sont en contact avec une cellule
NK. Dans cette situation, l’équilibre entre signaux activateurs et inhibiteurs est
susceptible d’être rompu, et une réponse cytotoxique déclenchée par la cellule NK
à l’encontre des cellules en déﬁcit de molécules inhibitrices à leurs surfaces. [153]
Ce mécanisme, connu sous le nom de non reconnaissance du soi (missing self
recognition), confère aux cellules NK un rôle de premier plan dans la surveillance
immunitaire contre les cellules infectées ou transformées. [154]
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19.3 Reconnaissance du soi altéré
Les cellules NK sont aussi capables de reconnaître les signaux du soi altéré ,
c’est-à-dire, l’expression de molécules induites par un stress et exprimées à la
surface des cellules stressées. Lorsqu’une cellule stressée entre en contact avec
une cellule NK, les récepteurs activateurs de la cellule NK sont activés et trans-
duisent un signal activateur susceptible de déclencher une réponse cytotoxique à
l’encontre de la cellule stressée.
Les mécanismes d’activation des cellules NK via activation de leurs récepteurs
activateurs est appelé reconnaissance du soi altéré. A l’exception de NKG2D, peu
d’activateurs des cellules NK sont connus. Par ailleurs, les ligands de NKG2D ont
été bien caractérisés et leur rôle dans la surveillance immunitaire est établis, il
s’agit principalement des récepteurs du CMH de classe I MICA et MICB. [155,
156]
19.4 Rôle des cellules NK dans les thérapies contre la LMC
Dans le contexte de la greﬀe allogénique de cellules souches hématopoïétiques,
l’eﬀet greﬀe contre leucémie (graft versus host (GVL)), susceptible d’entraîner une
rémission moléculaire durable a été attribué à l’action des cellules NK [62, 63]
par le mécanisme de non reconnaissance du soi. Dans ce cas, les cellules NK
se montrent alloréactives contre les cellules leucémiques mais sans pour autant
déclencher de réactions contre l’hôte. [63] D’autres auteurs ont suggéré que ces
rémissions durables étaient attribuables au mécanisme de reconnaissance du soi
altéré. [157, 158]
Récemment, trois études ont eu pour objet de tester l’hypothèse d’une relation
entre répertoire des récepteurs KIR et réponse aux inhibiteurs de tyrosine kinase
(ITK) dans la LMC en phase chronique. Marin et al. (2012) [106] avec l’imatinib
et Kreutzman et al. (2012) [107] avec le dasatinib. Ces auteurs ont observé que la
présence du récepteur activateur KIR2DS1 était associée avec un taux de réponse
cytogénétique complète ou RMM. Nasa et al. (2013) [109] ont en plus montré que
ce récepteur était aussi lié à la susceptibilité de la maladie. Par ailleurs, Nasa et
al. (2013) et Kreutzman et al. (2012) ont aussi observé une réponse moléculaire
plus profonde chez les patients ne possédant pas certains récepteurs inhibiteurs
de la famille KIR
19.5 Rôle du couple NKG2D–MICA/B
Dans le cadre des rémissions moléculaires durables observées après transplan-
tations allogéniques de cellules souches hématopoïétiques, Sconocchia et al. (2005)
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[159] ont montré qu’un signal inhibiteur médié par les récepteurs KIR pouvait
être bloqué par l’activation de NKG2D par MICA/B, entraînant une réponse cy-
totoxique à l’encontre de cellules souches leucémiques (CD34+ Ph+) exprimant
ces ligands à leurs surfaces in vitro. Par ailleurs, Boissel et al. (2006) [100] ont
montré que l’expression de MICA était régulée post-transcriptionnellement par
l’oncoprotéine BCR-ABL.
19.6 Surveillance immunitaire
Il existe donc un paradoxe : bien que MICA et MICB soient exprimés à la
surface des cellules (souches) leucémiques, ces dernières parviennent, selon toute
vraisemblance, à échapper à la surveillance immunitaire. Elles ne sont pas en
mesure de déclencher à leur encontre de réponse cytotoxique de la part des cellules
NK.
Sconocchia et al. (2005) et Boissel et al. (2006) ont attribué ce phénomène à
la capacité des cellules leucémiques à diﬀuser des formes solubles de MICA/B
dans le sérum. Ces études ont montré que cette diﬀusion avait pour conséquence
de saturer les récepteurs activateurs des cellules NK et/ou T et de prémunir les
cellules leucémiques contre une réponse cytotoxique des cellules NK.
Cette hypothèse selon laquelle certaines cellules transformées seraient ca-
pables de déjouer la surveillance immunitaire par diﬀusion de formes solubles
de MICA/B dans le sérum expliquerait en partie la survenue et le maintient de
la maladie. La question du contrôle de l’expression de MICA/B est donc une
question diﬃcile dans la mesure où ces ligands jouent un rôle ambivalent selon
qu’ils sont exprimés à la surface des cellules stressées ou diﬀusés dans le sérum.
[100, 160, 161, 105]
19.7 Résumé
Les cellules NK jouent un rôle de première importance dans la surveillance
immunitaire. Elles sont aussi susceptibles d’inﬂuencer la réponse aux thérapies
dans la LMC, aussi bien dans un contexte de transfusion allogénique de cellules
souches hématopoïétiques que de traitement par ITK.
Ruggeri et al. (2002) ont montré le rôle des récepteurs KIR dans le contexte
de la transplantation, Marin et al. (2010), Kreutzman et al. (2012) et Nasa et
al. (2013) dans celui d’une thérapie par inhibiteurs de tyrosine kinase.
Sconocchia et al. (2005) ont montré le rôle de la reconnaissance du soi altéré
par les cellules NK en décrivant l’activation des récepteurs activateurs tel que
NKG2D par MICA et MICB in vitro.
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Malgré l’intérêt que suscite le rôle des cellules NK dans le traitement de la
LMC, peu de données sont disponibles ni sur le rôle de polymorphismes associés à
des mécanismes d’activation des cellules NK via NKG2D et ses ligands ni sur des
inhibiteurs autres que ceux de la famille KIR dans la LMC en phase chronique
traitée par imatinib. Cette étude a pour but de formuler des hypothèses à ce
sujet.
20 Patients et Méthode
20.1 Patients
Cette étude est réalisée à l’aide des patients étudiés pour la partie pharma-
cocinétique (partie IV). Il s’agit des 105 patients de la cohorte Saint Louis et
des 239 patients de la cohorte SPIRIT. Les caractéristiques de ces patients sont
décrites plus haut (§ 17.1 table 10). Les considérations d’ordre éthique, les cri-
tères d’éligibilité/exclusion, l’évaluation de la réponse moléculaire, les critères de
jugement, les covariables ainsi que la méthode de génotypage sont décrits plus
haut (§16).
20.2 Méthode
Pour cette partie, l’association entre réponse moléculaire majeure et polymor-
phismes a été estimée à l’aide de l’incidence cumulée de la réponse moléculaire
majeure obtenue à partir de l’ensemble des patients. L’association a été testée
sous un mode récessif à l’aide du modèle de Fine & Gray sur les 18 premiers mois
de thérapie. La dose quotidienne a été utilisée comme variable d’ajustement. Les
risques concurrents sont les arrêts de traitement pour toxicité, manque d’eﬃcacité
ou mort toutes causes.
Les marqueurs ont été sélectionnés sur la base de leur appartenance à la voie
métabolique KEEG pathway 13 Natural killer cell mediated cytotoxicity.
Aﬁn d’obtenir des résultats pertinents d’un point de vue clinique, seuls les
marqueurs pouvant rassembler 10% des patients en mode récessif ont été analysés.
Seuls les marqueurs dont le FDR est inférieur à 5% ont été considérés pour la
suite de l’analyse.
13. http ://www.genome.jp/kegg/
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21 Résultats
Les caractéristiques des patients, l’incidence cumulée de la réponse moléculaire
majeure, ainsi que les déterminants de la réponse moléculaire majeure ont été
présentés au §17.
21.1 Marqueurs
Sur les 137 gènes de la voie NK, 67 possèdent au moins un marqueur présent
sur la puce. L’ensemble des marqueurs appartenant à la voie NK et présents sur
la puce est de 533. Parmi ces 533 marqueurs, 347 ont au moins 10% des patients
homozygotes pour l’allèle mineur.
21.2 Polymorphismes de gènes de la voie NK associés à la réponse
moléculaire
L’étude d’association montre que 20 marqueurs sont associés avec l’incidence
cumulée de la réponse moléculaire majeure avec un niveau de signiﬁcation nomi-
nale inférieur à 5%. Parmi tous les marqueurs testés, 5 ont un FDR ≤ 5% et sont
retenus pour analyses complémentaires. Les 10 premiers résultats sont donnés
table 18.
Chr. Position Gene P FDR
rs4415856 12 10600668 NKG2A 0,00002 0,0080
rs2734414 12 10598802 NKG2A 0,00007 0,0095
rs6916394 6 31464050 MICB 0,00011 0,0095
rs3828903 6 31464739 MICB 0,00011 0,0095
rs1478309 12 10541745 NKG2D 0,00054 0,0375
rs12824474 12 10602925 NKG2D 0,00340 0,1966
rs1549854 15 66696735 MAP2K1 0,01100 0,5453
rs12681965 8 22963602 TNFRSF10C 0,01700 0,6835
rs11135693 8 22925154 TNFRSF10B 0,01800 0,6835
rs975195 6 30477947 HLA-E 0,02000 0,6835
Table 18 – Marqueurs phénotypiques de la voie NK associés avec la réponse moléculaire ma-
jeure dans la LMC en phase chronique chez 344 patients au cours des 18 premiers mois de
traitement.
Parmi les 5 marqueurs retenus, 3 sont situés sur le bras court du chromosome
12 dans le complexe NK. Ces marqueurs sont en relation avec les gènes NKG2A
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et NKG2D. 2 sont situés dans le bras court du chromosome 6 dans le complexe
majeur d’histocompatibilité entre les exons 1 et 2 du gène MICB. Les positions
de ces marqueurs sont illustrées ﬁgures 21 et 22.
Les fréquences alléliques de ces 5 SNP sont données table 19 pour la population
des patients ainsi que pour la population CEU (76 personnes non apparentées).
L’équilibre de Hardy-Weinberg ainsi que le niveau de signiﬁcation du test d’ho-
mogénéité des fréquences alléliques entre ces deux populations sont aussi donnés.
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Figure 21 – Marqueurs associés à la réponse moléculaire majeure situés dans le complexe NK
sur le bras court du chromosome 12. Le marqueur rs1478309 (C/A) se situe entre le 7e et le 8e
exon de NKG2A. rs2734414 (T/A) et rs4415856 (C/A) sont situés dans la région 3’ UTR et
entre le 2e et 3e exon de NKG2A respectivement.
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Figure 22 – Marqueurs associés à la réponse moléculaire majeure situés dans le complexe com-
plexe majeur d’histocompatibilité sur le bras court du chromosome 6. Les marqueurs rs6916394
(T/C) et rs3828903 se situent entre le 1e et le 2e exon de MICB.
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Marqueur Gène Chr. Position Allèles
Patients CEU
P*
FAM† EHW‡ FAM EHW
rs6916394 MICB 6 31464050 T/C 64,1 0,03 77,6 0,04 0,001
rs3828903 MICB 6 31464739 G/A 64,2 0,04 75,7 0,12 0,008
rs4415856 NKG2A 12 10541745 C/A 80,3 0,61 78,9 0,73 0,736
rs2734414 NKG2A 12 10598802 T/A 80,1 0,23 83,6 1,00 0,364
rs1478309 NKG2D 12 10600668 C/A 81,9 0,86 81,6 1,00 0,908
† Fréquence de l’allèle mineure ; ‡ Equilibre de Hardy-Weinberg ; * Signiﬁcativité du test d’homogénéité des
fréquences alléliques entre les patients et la population CEU
Table 19 – Fréquences alléliques pour l’ensemble des patients (n = 344) et pour 76 personnes
non apparentées et a priori non atteint par la LMC issues de la population CEU génotypés dans
le cadre du 1000 genoms project. La dernière colonne donne la signiﬁcativité du test d’homogé-
néité des fréquences alléliques entre le groupe des patients et le groupe CEU.
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21.3.1 Complexe NK
Calcul des fréquences haplotypiques
Les déséquilibres de liaison présents au voisinage des gènes NKG2D/NKG2A
(table 20) ont permi de calculer les fréquences haplotypiques à l’aide des mar-
queurs rs1478309 (C/A) pour NKG2D et rs2734414 (T/A) et rs4415856 (C/A)
pour NKG2A.
rs3828903 rs1478309 rs2734414 rs4415856
rs6916394 0,94 – – –
rs1478309 – – 0,95 0,96
rs2734414 – – – 0,90
Table 20 – Déséquilibres de liaison au voisinage des gènes MICB, NKG2A et NKG2D.
Le calcul des fréquences haplotypiques montre que 2 haplotypes principaux
sont présents : l’haplotype A-A-A qui possède l’allèle A aux positions rs1478309
rs2734414 et rs4415856, a une fréquence de 18% et 111 patients (32%) en pos-
sèdent au moins une copie.
L’autre haplotype possède les bases C, T et C aux positions rs1478309
rs2734414 et rs4415856 respectivement. Sa fréquence est de 78,20%. Les 6 autres
combinaisons représentent 3,80% des allèles observés dans cette région.
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Association de la RMM avec l’haplotype A-A-A
L’étude d’association entre incidence cumulée de la réponse moléculaire ma-
jeure et haplotypes montre que les patients porteurs d’une copie de A-A-A sont
meilleurs répondeurs que les autres : 65% (IC 95% : de 55% à 75%) vs. 49% (IC
95% : de 42% à 56%). La ﬁgure 23 illustre cette diﬀérence.
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Figure 23 – Incidence cumulée de la RMM en fonction de l’haplotype A-A-A (n =344).
L’étude de l’association de A-A-A ajustée sur la dose journalière d’imatinib
montre que le rapport des risques de sous-répartition pour la réponse moléculaire
majeure est de 1,77 (IC 95% : de 1,32 à 2,39) en faveur des patients porteurs
(table 21).
Coeﬃcient Ecart type Statistique
de test (z)
P Exp(coef.) [IC 95%]
Hap. A-A-A 0,57 0,15 3,85 ≤ 0,001 1,77 [1,32 ; 2,39]
Dose : 600mg/j 0,60 0,55 3,92 ≤ 0,001 1,82 [1,35 ; 2,46]
Table 21 – Analyse multivariée de l’incidence cumulée de la réponse moléculaire majeure pour
les porteurs d’au moins une copie l’haplotype A-A-A ajustée sur la dose quotidienne.
21.3.2 Locus MICB
Calcul des fréquences haplotypiques
Les déséquilibres de liaison présents au voisinage de MICB (table 20) ont
permis de calculer les fréquences haplotypiques à l’aide des marqueurs associés
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à MICB rs6916394 (T/C) et rs3828903 (G/A). 2 haplotypes principaux sont
présents : l’haplotype C-A possède les allèles C et A aux positions rs6916394 et
rs3828903 respectivement. Il a une fréquence de 36% et 195 patients (57%) en
possèdent au moins une copie. L’haplotype T-G possède les allèles T et G aux
positions rs6916394 et rs3828903 respectivement. Il a une fréquence de 64% et
149 patients (43%) sont homozygotes pour cet haplotype.
Le calcul des fréquences haplotypiques calculées chez les patients et chez la
population CEU, fourni les mêmes conclusions : la proportion d’homozygotes
pour l’haplotype T-G est signiﬁcativement plus importante dans la population
CEU que chez les patients (61 vs. 43%, P = 0,008).
Par ailleurs, l’association entre haplotype et LMC montre qu’une personne
non homozygote pour l’haplotype T-G à deux fois plus de chance de développer
la maladie (OR = 2,00, IC 95% : de 1,17 à 3,46, P = 0,008).
Association de la RMM avec l’haplotype T-G
L’étude d’association entre incidence cumulée de la réponse moléculaire ma-
jeure et haplotypes montre que les patients homozygotes pour T-G sont meilleurs
répondeurs que les autres : 64% (IC 95% : de 56% à 72%) vs. 47% (IC 95% : de
39% à 55%) (ﬁgure 24).
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Figure 24 – Incidence cumulée de la RMM en fonction de l’haplotype T-G (n =344).
L’étude de l’association entre réponse moléculaire majeure et l’haplotype T-G
ajustée sur la dose de traitement montre que le rapport des risques de sous-
répartition pour la réponse moléculaire majeure est de 1,72 (IC 95% : de 1,29 à
2,29) en faveur des patients porteurs (table 22).
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Coeﬃcient Ecart type Statistique
de test (z)
P Exp(coef.) [IC 95%]
Hap. T-G 0,54 0,15 3,69 ≤ 0,001 1,72 [1,29 ; 2,29]
Dose : 600mg/j 0,51 0,16 3,26 = 0,001 1,66 [1,22 ; 2,26]
Table 22 – Analyse multivariée de l’incidence cumulée de la réponse moléculaire majeure pour
les porteurs T-G homozygotes ajustée sur la dose quotidienne.
21.4 Analyse multivariée
Deux modèles multivariés ont été réalisés : le premier (modèle 1) estime
l’association entre réponse moléculaire majeure et haplotypes relatifs aux gènes
NKG2A/NKG2D et MICB et la dose journalière. Ce modèle inclu tous les pa-
tients (n=344). Le second reprend les variables du modèle 1 plus l’indicatrice du
risque de Sokal élevé (n=312). Les résultats sont présentés table 23.
Coeﬃcient Ecart type Statistique
de test (z)
P Exp(coef.) [IC 95%]
Modèle 1 (n=344)
NKG2A-
NKG2D : Hap.
A-A-A
0,64 0,15 4,21 ≤ 0,001 1,89 [1,40 ; 2,54]
MICB : Hap. T-G 0,55 0,15 3,75 ≤ 0,001 1,74 [1,30 ; 2,32]
Dose : 600mg/j 0,61 0,15 3,97 ≤ 0,001 1,84 [1,36 ; 2,49]
Modèle 2 (n = 312)
NKG2A-
NKG2D : Hap.
A-A-A
0,61 0,16 3,91 ≤ 0,001 1,84 [1,35 ; 2,49]
MICB : Hap. T-G 0,47 0,15 3,13 0,002 1,61 [1,19 ; 2,16]
Dose : 600mg/j 0,49 0,16 3,12 0,002 1,62 [1,20 ; 2,20]
Sokal élevé -0,58 0,21 -2,71 0,007 0,56 [0,37 ; 0,85]
Table 23 – Analyse multivariée des déterminants de la réponse moléculaire majeure. Le modèle
1 comprend l’haplotype A-A-A associé aux gènes NKG2A/NKG2D en mode dominant, l’haplo-
type associé au gène MICB en mode récessif et la dose journalière. Tous les patients sont
présents pour cette analyse (n = 344). Le modèle 2 comprend en plus des variables du modèle
1, l’indicatrice du risque de Sokal élevé. L’analyse est restreinte aux patients annotés pour le
risque de Sokal (n = 312).
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22 Discussion
22.1 Résumé
Dans cette partie relative aux polymorphismes de gènes de la voie NK associés
à la réponse moléculaire majeure (RMM) dans la leucémie myéloïde chronique
(LMC) en phase chronique traitée par imatinib, 2 haplotypes ont été identiﬁés.
Le premier (A-A-A) se situe au sein du complexe NK dans le bras court du
chromosome 12 (ﬁgure 21), et le second (T-G) se situe au sein du complexe majeur
d’histocompatibilité (CMH) dans le bras court du chromosome 6 (ﬁgure 22).
L’haplotype A-A-A caractérise un groupe de patients obtenant une meilleure
incidence cumulée de réponse moléculaire majeure (ﬁgure 23). Etant situé au
sein du complexe NK, dans une région comprenant les gènes NKG2D, NKG2E,
NKG2C et NKG2A, l’ensemble de ces gènes, ou n’importe quelle combinaison de
ces gènes est susceptible d’être impliqué.
Cependant, rs2734414 étant situé dans la partie 3’UTR de NKG2A, il est pos-
sible que cette variation soit à l’origine d’une modulation post-transcriptionnelle
de l’expression de NKG2A, c’est-à-dire qu’il s’agit d’un eQTL. Cette possibilité
n’empêchant pas que d’autres polymorphismes non identiﬁés ici, et en déséqui-
libre avec l’haplotype A-A-A, d’être à l’origine d’une modulation prè- ou post-
transcriptionnelle d’un des gènes impliqué dans cette région (point 2 du §3.3
[162]).
Les porteurs homozygotes de l’haplotype T-G associé au gène MICB, ont une
incidence cumulée de réponse moléculaire majeure signiﬁcativement supérieure
aux autres patients (ﬁgure 24). Il est intéressant de mettre en relation meilleure
réponse moléculaire et eﬀet protecteur que confère le statut homozygote de cet
haplotype.
22.2 Conclusion
Les résultats obtenus dans cette partie suggèrent que des haplotypes liés à
plusieurs gènes de la voie NK inﬂuencent la réponse moléculaire dans la LMC
en phase chronique traitée par imatinib. L’analyse multivariée de ces haplotypes
montre que les eﬀets identiﬁés ne sont confondus ni entre eux, ni avec les autres
déterminants de la réponse moléculaire majeure (score de risque de Sokal et dose
journalière), les rapports de risques de sous-répartition ainsi que les niveaux de
signiﬁcation étant conservés dans l’analyse multivariée (§21.4).
Ces résultats soulignent le rôle joué par les cellules NK et/ou autres lympho-
cytes cytotoxiques dans la réponse à l’imatinib dans la LMC. Ils sont aussi en
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accord avec l’hypothèse d’une surveillance immunitaire non spéciﬁque, [163, 164]
laquelle serait vraisemblablement déjouée chez une population atteinte, mais aussi
potentiellement restaurée à l’aide d’une thérapie par inhibiteurs de tyrosine ki-
nase.
L’haplotype identiﬁé dans le complexe NK implique 4 gènes codant pour l’inhi-
biteur NKG2A et les activateurs NKG2C/E/D. L’autre gène impliqué est MICB.
De même que MICA, MICB est une molécule du CMH de classe I et il est un
ligand de NKG2D, connu pour être exprimé à la surface de cellules transformées,
notamment les cellules souches CD34+-Ph+ (cellules souche leucémiques à l’ori-
gine de la LMC). [160, 159, 100] deux remarques peuvent être formulées à ce
sujet :
— parmi les ligands connus de NKG2A (principalement MICA et MICB), seul
MICB semble être impliqué de manière signiﬁcative dans cette étude, c’est-
à-dire que des polymorphismes liés à MICA ne semblent pas inﬂuencer la
réponse moléculaire à l’imatinib dans la LMC ;
— si un haplotype de MICB est impliqué dans la réponse moléculaire à l’ima-
tinib, étant donné le rôle ambivalent joué par ce ligand sur l’activation des
cellules NK, il est diﬃcile de déterminer dans quelle mesure cette molécule
exerce une inﬂuence sur la réponse ;
— si MICB joue un rôle dans un défaut de surveillance immunitaire, par dif-
fusion de formes solubles de MICB par exemple, il est probable que ce gène
joue aussi un rôle dans la résistance au traitement. Les résultats de notre
étude vont dans le sens de cette hypothèse : les porteurs de l’haplotype T-
G ont un risque deux fois moindre de développer la maladie (P = 0,008).
Ils ont aussi un risque de sous-répartition lié à une réponse moléculaire
majeure dans les 18 premiers mois de traitement de l’ordre de 1,61 (P=
0,002) par rapport aux autres patients.
Par ailleurs, bien que l’implication du couple NKG2D/MICB dans la réponse
à l’imatinib dans la LMC en phase chronique soit un résultat très attrayant de
cette étude, elle n’exclut pas la possibilité que les 2 autres activateurs compris
physiquement dans l’haplotype A-A-A soient aussi impliqués, mais aussi NKG2A.
NKG2A est un récepteur inhibiteur des cellules NK et son rôle semble par-
ticulièrement important. En eﬀet, les signaux d’inhibition des cellules NK sont
transduits par certains récepteurs KIR et NKG2A. Or l’expression des récepteurs
KIR à la surface des cellules NK est régulée par un processus aléatoire de sorte
qu’en moyenne on ne dénombre que de 3 à 5 inhibiteurs KIR par cellule seule-
ment, une sous-population de cellules NK n’en possédant aucun. Il en résulte que
la fonction inhibitrice qui incombe au récepteur NKG2A est variable et dépend du
nombre de récepteurs inhibiteurs KIR également présent. Dans les cas extrêmes,
seul NKG2A supporte la fonction d’inhibition des cellules NK. [165, 166]
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Cette caractéristique confère à ce récepteur un rôle de premier plan dans
le processus de non reconnaissance du soi. [167] Dans un contexte où certaines
cellules ont pu échapper à la surveillance immunitaire par un défaut d’activation
des cellules NK (possiblement par l’expression de formes solubles de MICA/B),
NKG2A est susceptible de jouer un rôle de premier ordre dans le cadre d’une
thérapie par inhibiteur de tyrosine kinase.
Les résultats de cette étude suggèrent que l’hypothèse d’un défaut de sur-
veillance immunitaire et/ou de sa restauration induite par inhibiteurs de tyrosine
kinase dans le traitement de la LMC en phase chronique, pourrait être modulée
par des facteurs propres aux patients, tels que des haplotypes relatifs aux gènes
codant les récepteurs/ligands des cellules NK, notamment le récepteur activateur
NKG2A et son ligand MICB, mais aussi le récepteur inhibiteur KNG2A.
Une étude sur des patients appartenant au bras imatinib + interféron du
protocole SPIRIT permettra de déterminer si les eﬀets observés avec l’imatinib
seul sont modiﬁés par l’adjonction de l’interféron.
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23 Introduction
23.1 Contexte
Dans la LMC, le suivi des patients implique le dosage par RTQ-PCR du
transcrit de fusion BCR-ABL dans un échantillon sanguin à intervalles réguliers.
[56] Dans les études présentées aux parties IV et V, le critère de jugement est la
réponse moléculaire majeure (RMM), c’est-à-dire une chute de 3 log du taux de
transcrit BCR-ABL par rapport à la valeur théorique de 100% au diagnostique.
Aﬁn de déterminer si un patient a obtenu une réponse moléculaire majeure, un
examen est réalisé tous les 3 mois. Lorsque le test devient positif pour la première
fois, on en déduit que la réponse d’intérêt a été obtenue dans l’intervalle couvrant
la période depuis l’examen précédent. On a donc :
Tj ∈ ]Lj, Rj], j = 1 . . . n,
où Tj est le temps – non observé – où la réponse d’intérêt a eu lieu pour le
patient j, Lj est la date du dernier examen négatif et Rj est la date du premier
examen positif. La ﬁgure 25 illustre les intervalles obtenus avec les données LMC.
Temps (jours)
0 100 200 300 400 500
Figure 25 – Données brutes LMC : chaque patient est représenté par une ligne ou un point :
si un patient a obtenu une réponse moléculaire majeure, il est représenté par un segment sym-
bolisant l’intervalle de temps à l’intérieur duquel la réponse a été obtenue. Si un patient a
expérimenté un évènement concurrent, il est symbolisé par un point au temps où l’évènement a
été observé (à partir de la date de diagnostique). Les patients censurés à droite sont représen-
tés par une demi-droite à droite dont le point de départ correspond au temps entre la date du
diagnostique et la date du dernier examen négatif.
Dans les parties IV et V, la date de la réponse moléculaire majeure a été
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obtenue en choisissant la date du premier examen positif, c’est-à-dire, la borne
supérieure de l’intervalle ]Li, Ri]. Sur la base de ce parti pris, les estimations des
incidences cumulées, et des coeﬃcients de régression ainsi que leurs variances ont
été obtenus. Cette méthode, consistant à choisir pour date de l’évènement d’inté-
rêt la borne supérieure de l’intervalle dans lequel l’évènement a eu lieu est appelée
imputation simple.
Diﬀérents auteurs recommandent de ne pas utiliser cette méthode susceptible,
selon eux, de fournir une estimation biaisée des coeﬃcients de régression et de
sous-estimer la variabilité des données. [168, 169, 170]
Le problème posé ici est l’analyse des données censurées par intervalles en pré-
sence de compétition (interval censored competing risks data) [171]. Cette partie
propose une extension de la méthode de Pan (2000) [172] pour l’analyse des don-
nées censurées par intervalles avec le modèle de Cox, au contexte où les données
sont censurées par intervalles en présence de compétition. Brièvement, il s’agit
d’une méthode itérative où à chaque pas, les données censurées par intervalles
sont transformées en jeux de données potentiellement censurées à droite (impu-
tation multiple). Il devient donc possible d’utiliser sur les jeux de données imputés
les méthodes disponibles pour l’analyse des données censurées à droite, et d’en
déduire une série d’estimations sachant les données imputées (estimations posté-
rieures). Il convient ensuite à chaque pas d’assembler les résultats obtenus selon
les règles de l’imputation multiple aﬁn d’obtenir une estimation mise-à-jour des
quantités d’intérêts et de celles nécessaires à l’initiation d’une nouvelle itération.
Cette section se propose d’aborder le contexte méthodologique de la méthode
de Pan, c’est-a-dire, la notions d’imputation multiple appliquées au données cen-
surées par intervalles.
23.2 Imputation multiple
L’imputation multiple est une méthode générale proposée par Rubin (1987)
[173] dans le but d’appréhender le problème des données manquantes ou incom-
plètes rencontrées dans la plupart des études biomédicales. Cette démarche pré-
sente un intérêt dans la mesure où une méthode simple permettant d’étudier les
données imputées (ou augmentées) est disponible.
L’imputation multiple est une alternative à l’imputation simple des données,
consistant à remplacer une donnée manquante par une estimation plausible. Bien
que l’imputation simple est susceptible de fournir une estimation du coeﬃcient
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de régression non biaisée, 14 l’estimation de la variance associée est susceptible
de sous-estimer le paramètre dans la mesure où cette méthode ne prend pas en
compte l’incertitude due aux données manquantes.
En revanche, l’imputation multiple des données est susceptible de fournir,
sous certaines conditions, une estimation non biaisée d’un estimateur et de sa
variance. L’idée simple de l’imputation multiple est d’utiliser la distribution des
données observées et d’en déduire une série de valeurs probables pour les don-
nées manquantes. Les jeux de données ainsi reconstitués sont ensuite analysés
séparément selon une procédure identique aﬁn d’en déduire une série d’estima-
tions des paramètres. Les estimations sont enﬁn combinées aﬁn d’en déduire une
estimation ﬁnale du paramètre d’intérêt et de sa variabilité. Cette méthode pro-
duit des estimations asymptotiquement sans biais avec une variance correctement
estimée. 15[174]
Tanner et Wong (1987) [175] ont présenté l’idée générale de cette approche
dans un contexte bayésien : les données observées, y, sont augmentées par une
quantité z, nommée données latentes. Si y et z sont connues, il est sous entendu
que l’analyse de x = (y, z) (i.e. données augmentées) ne pose pas de diﬃcultés. En
d’autres termes, la densité à posteriori p(θ|y, z), où θ est le paramètre d’intérêt,
peut être calculée. Or, la quantité recherchée est la densité à posteriori p(θ|y) et
cette densité n’est pas accessible en raison de la présence d’observations incom-
plètes dans y. La déﬁnition d’une méthode permettant de générer z est donc un
point important de la démarche.
Si par ailleurs, il est possible de générer plusieurs estimations de z à l’aide de
p(z|y) c’est-à-dire, de procéder à une imputation multiple de z sachant les données
observées y, alors p(θ|y) peut être approximée par la moyenne de p(θ|y, z) sur les
diﬀérentes estimations de z :
p(θ|y) =
�
Z
p(θ|z, y)p(z|y)dz. (38)
Cependant, p(z|y) dépend à son tour de p(θ|y). Donc si p(θ|y) est estimée,
elle peut être utilisée pour calculer p(z|y). Cette dépendance mutuelle peut être
exploitée à l’aide d’un algorithme itératif permettant d’estimer p(θ|y).
Dans le cadre générales des règles de l’imputations multiples déﬁnit par Rubin
[173], Wei et Tanner (1991) ont proposé deux algorithmes qu’ils nomment aug-
mentation de données : les algorithmes Poor Man’s Data Augmentation (PMDA)
et Asymptotic Normal Data Augmentation (ANDA).
14. Si les données sont manquantes aléatoirement (missing at random)
15. Lorsque le paramètre est estimé à l’aide de la méthode du maximum de vraisemblance, l’impu-
tation multiple fournie une variance asymptotiquement sans biais. [173]
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A chaque pas, les trois moments de la méthode sont les suivants :
1. génération dem jeux de données : z(n), n = 1 . . .m. Les données manquantes
sont remplacées par une série de m valeurs estimées indépendamment à
l’aide p(z|y), distribution prédictive des données ;
2. analyse des jeux de données imputés : les jeux de données sont analysés
séparément et les quantités d’intérêt (coeﬃcients de régression par exemple)
sont calculées ainsi que leur matrice de variance-covariance. Les résultats de
cesm analyses indépendantes sont diﬀérents parce que lesm jeux de données
imputés sont diﬀérents ;
3. assemblage des estimations obtenues à l’étape 2 : les m estimations du co-
eﬃcient sont combinées aﬁn d’obtenir une estimation ﬁnale, et les m esti-
mations de la matrice de variance-covariance associée sont aussi assemblées
selon les règles de Rubin : [173] la matrice de variance-covariance ﬁnale
inclue à la fois la variabilité observée au sein d’un jeux de données (varia-
bilité intra-imputation) et la variabilité observée entre les diﬀérents jeux de
données imputés (variabilité inter-imputation).
On obtient θˆ, une estimation a posteriori de p(θ|y) par un mélange des
densités conditionnelles :
θˆ = 1
m
m�
n=1
p(θ|z, y), (39)
où p(θ|z, y) = θˆn est l’estimation du coeﬃcient obtenue à l’aide du ne jeux
imputé.
Σˆ2, la matrice de variance-covariance associée à θˆ est constituée de la va-
riance intra-imputation (Wˆ 2) :
Wˆ 2 = 1
m
m�
n=1
Wˆ 2(n), (40)
où Wˆ 2(n) est la matrice de variance-covariance associée à θˆ(n), et de la va-
riance inter-imputation (Bˆ2) :
Bˆ2 = 1
m− 1
m�
n=1
(θˆn − θˆ)2. (41)
Finalement, l’estimation de la variance de θˆ est une combinaison de Wˆ et
de Bˆ, c’est-à-dire :
Σˆ2 = Wˆ 2 + (1 + 1
m
)Bˆ2. (42)
Cette expression fait apparaître 1
m
, appelé facteur d’inﬂation. Ce facteur,
qui devient négligeable lorsque m est grand, permet de tenir compte du
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nombre ﬁni d’imputations. [173]
Contrairement au cas de l’imputation simple, la variance calculée à l’aide
des règles de Rubin pour l’imputation multiple possède une composante inter-
imputation ce qui permet de rendre une image plus réaliste de la variabilité des
données en présence de données manquantes.
23.3 Algorithmes d’augmentation de données
L’augmentation des données est un algorithme itératif d’imputation multiple
qui peut être présentée de la manière suivante :
supposons que gi(θ) est l’approximation de p(θ|y) à la iiéme itération :
(a) obtenir m estimations de z, données latentes, à l’aide de la distribution pré-
dictive p(z|y) : z(1) . . . z(m) ;
(b) mettre à jour l’approximation de p(θ|y) en temps que mélange des distri-
butions postérieures de θ sachant les données augmentées obtenues en (a),
c’est-à-dire :
g(i+1)(θ) = 1
m
m�
n=1
p(θ|z(n), y). (43)
Pour le pas (a), Tanner et Wong (1987) ont proposé :
(a1) obtenir θ� de g(i+1)(θ) ;
(a2) obtenir z de p(z|θ�, y), où θ� a été généré en (a1).
On reconnaît dans (a1) et (a2) la méthode d’imputation multiple de Rubin
(1987). Deux versions de cet algorithme ont été proposées par Wei et Tanner
(1991).
23.3.1 Poor Man’s Data Augmentation
Dans la version générale de l’algorithme, l’imputation multiple des données
latentes (z) est obtenue à l’aide de p(z|y). Dans la version Poor Man’s, z est
obtenue à l’aide de p(z|y, θˆ(i)), où θˆ(i) est l’approximation courante de θ. La version
Poor Man’s de l’algorithme d’augmentation de données est :
(a) générer m échantillons z(1) . . . z(m) à l’aide de la distribution conditionnelle
p(z|y, θˆ(i)) ;
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(b) mettre à jour l’estimation courante de p(θ|y) :
g(i+1)(θ) = 1
m
m�
n=1
p(θ|z(n), y). (44)
L’estimation θˆ(i+1) est alors obtenue en maximisant g(i+1)(θ).
23.3.2 Asymptotic Normal Data Augmentation
Wei et Tanner (1991) [176] notent que si la taille de l’échantillon est suﬃsante,
il devrait être possible d’approximer la distribution à posteriori augmentée de
θ par un mélange de lois Normales. L’algorithme d’augmentation de données
devient :
(a) générer m échantillons z(1) . . . z(m) à l’aide de la distribution p(z|y) ;
(b) mettre à jour l’estimation courante de p(θ|y) par un mélange de distribu-
tions normales dont les paramètres sont obtenus en (a) à l’aide des données
augmentées z(1) . . . z(m) :
g(i+1)(θ) = 1
m
m�
n=1
N(θˆ(i)(n), Σˆ
(i)
(n)), (45)
où θˆ(i)(n) est l’estimation de θ pour le ne jeux augmenté et Σˆ2
(i)
(n) est la matrice
de variance-covariance associées.
Remarque 4 Dans le premier pas, l’approximation conditionnelle p(z|y, θ(i)) de
la version Poor Man’s est remplacée par p(z|y). En d’autres termes, pour la ver-
sion Poor Man’s de l’algorithme, θ est approximé une seule fois pour chaque
itération. Dans la version Asymptotic Normal g(i)(θ) est approximé par une loi
normale et peut être obtenue par tirage dans cette loi pour n = 1 . . .m. Wei et
Tanner donnent la justiﬁcation suivante pour le nom de la version Poor Man’s :
Elle est utilisée par ceux qui n’ont pas les moyens d’échantillonner dans p(z|y).
[177]
Aﬁn de générer les données latentes à partir de p(z|y), on utilise les étapes
(a1) et (a2) du § 23.3 :
— la moyenne de g(i+1)(θ) est : θˆ(i+1) = 1
m
�m
n=1 θˆ
(i)
(n) ;
— la variance est :
Σˆ2
(i+1)
= 1
m
m�
n=1
Σˆ2
(i)
(n)+
�
1 + 1
m
� �m
n=1
�
θˆ
(i)
(n) − θˆ(i+1)
� �
θˆ
(i)
(n) − θˆ(i+1)
�T
m− 1 .
(46)
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Le premier terme de (46) est la variance intra-imputation et le second est la
variance inter-imputations.
24 Augmentation des données censurées par intervalles
Peto [178] puis Turnbull [179] ont été les premiers auteurs à déﬁnir puis étu-
dier les données censurées par intervalles. En 1973, Peto propose un estimateur
non paramétrique du maximum de vraisemblance pour la fonction de survie des
données censurées par intervalles. Turnbull en 1976 propose une généralisation de
cet estimateur pour les données censurées par intervalles mais aussi tronquées à
gauche. En 1986, Finkelstein [180] a proposé une méthode permettant d’appliquer
un modèle de survie à risque proportionnels aux données censurées par intervalles.
Plus récemment, Hudgens, Li et Fine (2014) [171] on considéré une estimation
paramétrique de la fonction d’incidence cumulée pour les données censurées par
intervalles.
Pour l’estimation d’un coeﬃcient de régression avec le modèle de Cox, Pan
(2000) [172] à proposé une approche originale basée sur l’augmentation des don-
nées : les données censurées par intervalles pouvant être considérées comme des
données manquantes, l’imputation multiple, une méthode permettant de prendre
en compte les données manquantes, peut être utilisée pour étudier les données
censurées par intervalles. L’un des avantages de cette approche est qu’il est simple
à mettre en œuvre à l’aide des méthodes et des logiciels disponibles pour les don-
nées censurées à droite.
La suite de cette partie est destinée à montrer comment l’imputation multiple
et l’augmentation des données peut être appliquée aux données à risques concur-
rents censurés par intervalles pour l’estimation de l’incidence cumulée d’un évè-
nement d’intérêt et pour l’estimation d’un coeﬃcient de régression dans le cadre
de la méthodologie de Fine et Gray. [133]
24.1 Poor man’s Data Augmentation pour la fonction d’incidence
cumulée
Ici, le but est d’utiliser l’algorithme PMDA aﬁn de représenter l’incidence
cumulée d’un évènement d’intérêt censuré par intervalles en présence de risque
concurrents. La méthode proposée est la suivante :
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24.1.1 Initialisation de l’algorithme
A partir des données censurées par intervalles, on génère m jeux de données�
T(n),κ, δ
�
, n = 1 . . .m, où T(n) est un vecteur de temps, κ est le vecteur des
causes de défaillance et δ le vecteur indicateur de censure. La méthode est la
suivante :
Pour l’imputation n (n = 1 . . .m), pour chaque patient, c’est-à-dire, pour
j = 1 . . . l,
— si Rj =∞, on pose Tj = Lj et δ = 0 ;
— sinon, on tire Xj dans la loi uniforme U [Lj, Rj], on pose Tj = Xj et δj = 1.
On obtient T(n) = Tj, j = 1 . . . l.
Avec
�
T(n),κ, δ
�
, n = 1 . . .m, on calcule les estimations Iˆ0k,(n) en utilisant
(22). L’estimation ponctuelle de l’incidence cumulée par imputation multiple est
obtenue en utilisant (39) :
Iˆ0k =
1
m
m�
n=1
Iˆ0k,(n). (47)
24.1.2 1er pas
Au premier pas, à partir des données censurées par intervalles, on impute m
jeux de données
�
T(n),κ, δ
�
, n = 1 . . .m de la manière suivante :
(a) si Rj =∞, on pose Tj = Lj et δ = 0 ;
(b) sinon, on tire Xj dans Iˆ0k sachant Lj < Xj ≤ Rj, on pose Tj = Xj et δj = 1.
On obtient alors T(n) = Tj, j = 1 . . . l.
Remarque 5 Pour le point (b), Iˆ0k étant discrète, on obtient {t(j,1) < · · · < t(j,qj)}
de sorte que Lj < t(j,1) < · · · < t(j,qj) = Rj. On tire ensuite dans {t(j,1) <
· · · < t(j,qj)} avec des probabilités proportionnelles au risque instantané de sous-
répartition obtenus à l’aide de Iˆ0k .
Avec
�
T(n),κ, δ
�
, n = 1 . . .m, on calcule m estimations Iˆ1k,(n), n = 1 . . .m
en utilisant (22). L’estimation ponctuelle de l’incidence cumulée est obtenue en
utilisant (39) :
Iˆ1k =
1
m
m�
n=1
Iˆ1k,(n). (48)
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24.1.3 Généralisation
Plus généralement, au pas i+ 1, les étapes sont les suivantes :
pour n = 1 . . .m,
(a) imputation :
pour j = 1 . . . l :
(1) si Rj =∞, on pose Tj = Lj et δ = 0,
(2) sinon, on tire Xj dans Iˆ ik sachant Lj < Xj ≤ Rj, on pose Tj = Xj et
δj = 1 ;
(b) estimation :
avec
�
T(n),κ, δ
�
on calcule l’estimation Iˆ ik,(n), en utilisant (22).
L’estimation ponctuelle a posteriori de l’incidence cumulée est obtenue en
utilisant (39) :
Iˆ i+1k =
1
m
m�
n=1
Iˆ ik,(n). (49)
24.1.4 Application
Avec 30 itération et m = 15 à chaque itération, on obtient une estimation
de l’incidence cumulée de la réponse moléculaire majeure. Cette estimation est
illustrée par la ﬁgure 26.
25 Augmentation des données censurées par intervalles
pour l’estimation d’un coeﬃcient de régression – Mé-
thode de Pan
Pan dans A Multiple Imputation Approach to Cox Regression with Interval
Censored Data [172] a proposé une méthode semi-paramétrique générale basée
sur l’imputation multiple aﬁn d’analyser des données censurées par intervalles à
l’aide d’un modèle de Cox.
L’idée de Pan est de considérer les données censurées par intervalles comme
des données manquantes. [181] La méthode consiste alors à imputer des temps de
défaillance exacts à partir des données censurées par intervalles tout en conservant
les observations censurées à droite. Les méthodes standards d’analyse des données
censurées à droite sont alors utilisées pour estimer les paramètres de régression à
partir des données imputées.
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Figure 26 – Incidence cumulée de données censurées par intervalles par augmentation de don-
nées (réponse moléculaire majeure, données LMC). L’incidence cumulée a été estimée à l’aide
de l’algorithme Poor Mann’s Data Augmentation avec 30 itérations et m = 15. A chaque itéra-
tion, l’estimation de l’incidence cumulée est représentée à l’aide d’une courbe grise. Le gradient
de gris, du plus claire au plus foncé est proportionnel au numéro de l’itération. L’estimation à
la 30e itération est représentée par la courbe noire.
Pan reprend la méthode générale d’augmentation de données de Tanner et
Wong (1987) [175] et les règles d’imputation de Rubin. [173] Pan a implémenté
les deux versions présentées dans Wei et Tanner, [176] la version Poor Man’s
Data Augmentation et la version Asymptotic Normal Data Augmentation. Ces
deux méthodes sont présentées maintenant.
25.1 Poor Man’s Data Augmentation pour le modèle de Cox
L’algorithme Poor Man’s Data Augmentation pour l’estimation du coeﬃcient
de régression du modèle de Cox peut être implémenté selon les étapes suivantes.
L’estimation courante de la survie de base est Sˆ0
(i)(t) et le coeﬃcient de ré-
gression est βˆ(i). A partir des données censurées par intervalles, on impute m
jeux de données
�
T(n), δ, Z
�
, n = 1 . . .m, où T(n) est un temps, δ un indicateur
de censure et Z une matrice de covariables, de la manière suivante :
(a) imputation :
— pour n = 1 . . .m :
— pour j = 1 . . . l :
(1) si Rj =∞, on pose Tj = Lj et δ = 0,
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(2) sinon, on tire Xj dans
�
Sˆ0
(i)(t)
�exp(zj βˆ(i))
sachant Lj < Xj ≤ Rj, on
pose Tj = Xj et δj = 1 ;
on obtient
�
T(n), δ, Z
�
, n = 1 . . .m ;
(b) estimation a posteriori :
— avec
�
T(n), δ, Z
�
, n = 1 . . .m, on estime :
(1) βˆ(i)(n) et Σˆ2
(i)
(n) à l’aide du modèle de Cox,
(2) Sˆ(i)(n)(t) à l’aide la méthode de Kaplan-Meiyer ou de Nelson-Aalen, puis
on calcule :
Sˆ0
(i)
(n)(t) =
�
Sˆ
(i)
(n)(t)
�exp�−Z�βˆ(i)(n)� , (50)
avec Z� = 1
l
�l
j=1 Zj, où Zj est le vecteur de covariables du patient j ;
on obtient βˆ(i)(n), Σˆ2
(i)
(n) et Sˆ0
(i)
(n)(t), n = 1 . . .m ;
— assemblage :
(1) avec βˆ(i)(n), n = 1 . . .m, on obtient l’estimation a posteriori de βˆ(i+1) en
utilisant (39) :
βˆ(i+1) = 1
m
m�
n=1
βˆ
(i)
(n), (51)
(2) avec Sˆ0
(i)
(n)(t), n = 1 . . .m, on obtient l’estimation a posteriori de
Sˆ0
(i+1)(t) de manière analogue :
Sˆ
(i+1)
0 (t) =
1
m
m�
n=1
Sˆ0
(i)
(n)(t), (52)
(3) avec Σˆ2
(i)
(n) et βˆ
(i)
(n), n = 1 . . .m, on obtient Σˆ2
(i+1)
(n) en utilisant (42) :
Σˆ2
(i+1)
= 1
m
m�
n=1
Σˆ2
(i)
(n)+
�
1 + 1
m
� �m
n=1
�
βˆ
(i)
(n) − βˆ(i+1)
� �
βˆ
(i)
(n) − βˆ(i+1)
�T
m− 1 .
(53)
Aﬁn d’initier l’algorithme, il est nécessaire de déﬁnir une valeur pour βˆ(0) et
une estimation de Sˆ0
(0)(t). Pan propose pour βˆ(0), le vecteur nul et d’estimer
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Sˆ0
(0)(t) par imputation multiple : on impute m jeux de données
�
T(n), δ
�
, n =
1 . . .m, où T(n) est un temps et δ un indicateur de censure de la manière suivante :
(a) imputation :
— pour n = 1 . . .m :
— pour j = 1 . . . l :
(1) si Rj =∞, on pose Tj = Lj et δ = 0,
(2) sinon, on tire Xj dans la loi uniforme [Lj, Rj], on pose Tj = Xj et
δj = 1 ;
on obtient
�
T(n), δ
�
, n = 1 . . .m ;
(b) estimation a posteriori :
— pour n = 1 . . .m :
(1) avec
�
T(n), δ, Z
�
, on estime Sˆ(0)(n)(t) = Sˆ0
(0)
(n)(t) 16 en utilisant (5) on
obtient Sˆ0
(0)
(n)(t), n = 1 . . .m,
(2) avec Sˆ0
(0)
(n)(t), n = 1 . . .m, on estime Sˆ0
(0)(t) en utilisant (39) :
Sˆ0
(0)(t) = 1
m
m�
n=1
Sˆ0
(0)
(n)(t). (54)
25.2 Asymptotic Normal Data Augmentation pour le modèle de Cox
Pour la version Asymptotic Normal Data Augmentation, pour la phase posté-
rieure, on déﬁni :
g(i+1)(β) = 1
m
m�
n=1
N
�
βˆ
(i+1)
(n) , Σˆ
(i+1)
(n)
�
,
c’est-à-dire que l’on suppose que la loi de β est un mélange de lois normales
multivariées.
Pour la phase d’imputation, on obtient βˆ�(i)(n), n = 1 . . .m, en tirant m fois
dans g(i)(β). Puis, on réalise les étapes suivantes :
(a) imputation :
— pour n = 1 . . .m :
— pour j = 1 . . . l :
16. En l’absence de covariables, ces deux quantités sont équivalentes.
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(1) si Rj =∞, on pose Tj = Lj et δ = 0,
(2) sinon, on tire Xj dans
�
Sˆ
(i)
0 (t)
�exp�zj βˆ�(i)(n)� sachant Lj < Xj ≤ Rj,
on pose Tj = Xj et δj = 1 ;
on obtient
�
T(n), δ, Z
�
, n = 1 . . .m.
Les autres points sont identiques à ceux de la version Poor Man’s.
25.3 Interprétation
Ces algorithmes reprennent, en les adaptant aux données censurées par inter-
valles, le principe de l’augmentation des données :
(a) dans la partie imputation, les données censurées à droite sont conservées et
les données censurées par intervalles sont imputées. On obtient m jeux de
données potentiellement censurées à droite. Ces jeux de données peuvent donc
être analysés indépendamment à l’aide des outils disponibles pour l’analyse
des données censurées à droite ;
(b) dans la partie estimation a posteriori, on utilise le modèle de Cox pour analy-
ser les m jeux de données. On en déduit une série d’estimations du coeﬃcient
de régression, de sa matrice de variance-covariance et de la survie de base ;
(c) dans la partie assemblage, les estimations obtenues au pas précédant sont
assemblées selon les règles d’imputation multiple de Rubin. [173] Elles four-
nissent des estimations mise à jour des paramètres d’intérêts et des grandeurs
utiles pour initier une nouvelle itération ;
(d) l’algorithme prend ﬁn une fois que la précision souhaitée est obtenue.
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La méthode de Pan peut être généralisée au cas ou les données sont censurées
par intervalles en présence compétition. L’idée générale de la démarche est d’im-
puter à chaque pas m jeux de données censurées à droite, d’utiliser le modèle de
Fine et Gray pour analyser les jeux de données puis d’utiliser les règles de Rubin
pour mettre à jour les estimations. Les étapes suivantes peuvent être envisagées :
(a) dans la partie imputation, les données censurées à droite sont conservées et les
données censurées par intervalle sont imputées. On obtientm jeux de données
potentiellement censurées à droite ;
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(b) dans la partie estimation a posteriori, on utilise le modèle de Fine et Gray
pour analyser les m jeux de données. On en déduit une série d’estimations du
coeﬃcient de régression, de sa matrice de variance-covariance et de l’incidence
cumulée de base ;
(c) dans la partie assemblage, les estimations obtenues au pas précédant sont
assemblées selon les règles de l’imputation multiple de Rubin. Elles fournissent
des estimations mises à jour des paramètres d’intérêt et des grandeurs utiles
pour initier une nouvelle itération ;
(d) l’algorithme prend ﬁn une fois obtenue la précision souhaitée.
26.1 Poor Man’s Data Augmentation pour le modèle de Fine et Gray
L’algorithme Poor Man’s Data Augmentation pour l’estimation du coeﬃcient
du modèle régression à risque de sous-répartition proportionnels de Fine et Gray
et de sa matrice de variance covariance peut être implémenté selon les étapes
suivantes :
— l’estimation courante de l’incidence cumulée de base de l’événement k est
Iˆ0k
(i)
(t) et le coeﬃcient de régression est βˆ(i). A partir des données censurées
par intervalles, on impute m jeux de données
�
T(n),κ, δ, Z
�
, n = 1 . . .m,
où T(n) est un temps, κ est une cause de défaillance, δ un indicateur de
censure et Z une matrice de covariables, de la manière suivante :
(a) imputation :
— pour n = 1 . . .m :
— pour j = 1 . . . l :
(1) si Rj =∞, on pose Tj = Lj et δ = 0,
(2) sinon, on tire Xj dans 1−
�
1− Iˆ0k
(i)
(t)
�exp(zj βˆ(i))
sachant Lj < Xj ≤
Rj, on pose Tj = Xj et δj = 1 ;
on obtient
�
T(n),κ, δ, Z
�
, n = 1 . . .m ;
(b) estimation a posteriori :
— avec
�
T(n),κ, δ, Z
�
, n = 1 . . .m, on estime :
(1) βˆ(i)(n) et Σˆ2
(i)
(n) à l’aide du modèle de Fine et Gray,
(2) Iˆk
(i)
(n)(t) en utilisant (21) et (22) par exemple, puis on calcule :
Iˆ0k
(i)
(n)(t) = 1−
�
1− Iˆk(i)(n)(t)
�exp�−Z�βˆ(i)(n)�
, (55)
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avec Z� = 1
l
�l
j=1 Zj, où Zj est le vecteur de covariables du patient j ;
on obtient βˆ(i)(n), Σˆ2
(i)
(n) et Iˆ0k
(i)
(n)(t), n = 1 . . .m ;
— assemblage :
(1) avec βˆ(i)(n), n = 1 . . .m, on obtient l’estimation a posteriori de βˆ(i+1) en
utilisant (39) :
βˆ(i+1) = 1
m
m�
n=1
βˆ
(i)
(n), (56)
(2) avec Iˆ0k
(i)
(n)(t), n = 1 . . .m, on obtient l’estimation a posteriori de
Iˆ0k
(i+1)
(t) de manière analogue :
Iˆ0k
(i+1)
(t) = 1
m
m�
n=1
Iˆ0k
(i)
(n)(t), (57)
(3) avec Σˆ2
(i)
(n) et βˆ
(i)
(n), n = 1 . . .m, on obtient Σˆ2
(i+1)
(n) en utilisant (42) :
Σˆ2
(i+1)
= 1
m
m�
n=1
Σˆ2
(i)
(n)+
�
1 + 1
m
� �m
n=1
�
βˆ
(i)
(n) − βˆ(i+1)
� �
βˆ
(i)
(n) − βˆ(i+1)
�T
m− 1 .
(58)
Aﬁn d’initier l’algorithme il est nécessaire de déﬁnir une valeur pour βˆ(0) et
une estimation de Iˆ0k
(0)
(t). Par analogie à la proposition de Pan dans le contexte
du modèle de Cox, il est proposé d’initier l’algorithme avec le vecteur nul pour
βˆ(0) et d’estimer Iˆ0k
(0)
(t) par imputation multiple : on impute m jeux de données�
T(n),κ, δ
�
, n = 1 . . .m, où T(n) est un temps et δ un indicateur de censure, de la
manière suivante :
(a) imputation :
— pour n = 1 . . .m :
— pour j = 1 . . . l :
(1) si Rj =∞, on pose Tj = Lj et δ = 0,
(2) sinon, on tire Xj dans la loi uniforme [Lj, Rj], on pose Tj = Xj et
δj = 1 ;
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on obtient
�
T(n),κ, δ
�
, n = 1 . . .m ;
(b) estimation a posteriori :
— pour n = 1 . . .m :
— avec
�
T(n),κ, δ
�
, on estime Iˆk
(0)
(n)(t) = Iˆ0k
(0)
(n)(t) 17 en utilisant (22) on
obtient Iˆ0k
(0)
(n)(t), n = 1 . . .m ;
— assemblage :
avec Iˆ0k
(0)
(n)(t), n = 1 . . .m, on estime Iˆ0k
(0)
(t) en utilisant (39) :
Iˆ0k
(0)
(t) = 1
m
m�
n=1
Iˆ0k
(0)
(n)(t). (59)
26.2 Asymptotic Normal Data Augmentation pour le modèle de Fine
et Gray
La version Asymptotic Normal de l’algorithme d’augmentation des données
pour le modèle de Fine et Gray se déduit sans diﬃculté de la version Poor Man’s
du § 26.1.
26.3 Simulations
Aﬁn d’évaluer le comportement de la méthode proposée, diﬀérents scénarios
ont été étudiés après simulation de données censurées par intervalles en présence
de compétition. En accord avec la prescription 1 de Lawless et Babineau (2006),
[182] les données à risques concurrents censurées par intervalles ont été générées
en trois étapes indépendantes :
(a) simulation de jeux de données à risques concurrents ;
(b) génération indépendante des intervalles ;
(c) pour chaque observation simulée, un intervalle est attribué en fonction du
temps simulé en (a).
A l’étape (a), la simulation des jeux de données à risques concurrents a été
réalisée à l’aide de la méthode décrite dans Haller et al. (2014). [183] Cette mé-
thode permet de simuler des données à risques concurrents accompagnées d’une
ou plusieurs covariables, dont il est possible de déterminer à la fois la nature et le
risque de sous-répartition associé. Ici, les jeux de données simulés font apparaître
les évènements concurrent 1 et 2 et une seule covariable (Z) associée à un risque
de sous répartition prédéterminé (β) pour l’évènement 1.
17. En l’absence de covariables, ces deux quantités sont équivalentes.
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A l’étape (b), la simulation des intervalles est réalisée selon la procédure sui-
vante : ν = 0 . . . N étant le vecteur des N premiers entiers (numéro de la visite),
et len un temps prédéterminé séparant deux visites consécutives. Les dates d’ins-
pections théoriques sont alors pour le patient i : ti,ν = ν × len. Dans le but de
simuler une disparité dans les temps de visites entre les patients, des séquences
de nombres aléatoires ont été générées puis ajoutées aux dates théoriques des
visites. Les vrais dates de visites sont alors obtenus en ajoutant cette séquence
simulée aux dates théoriques. Pour le patient i, on obtient : ζi = ti,ν+ �i, où �i est
une séquence de nombres aléatoires issus d’une distribution normale d’espérance
µ = γ × ξ et de variance σ2.
Enﬁn, à l’étape (c), pour chaque patient, on obtient (Li, Ri] de sorte que
Li < Ti ≤ Ri où Ti est une date d’évènement exacte pour le patient i déterminé
en (a) et où Li et Ri sont deux éléments consécutifs de ζi.
Dans ce schéma, γ est un réel, ξ peut être en lien avec la covariable testée
(traitement ou caractéristiques du patient) et σ est un réel. En d’autre termes,
σ2 représente la variance des dates de visites par rapport aux dates théoriques et
µ induit un décalage systématique entre les temps théoriques et les temps réels
de visites.
Ici, ξ = Z. Donc lorsque γ = 0, µ = 0 et il n’y a pas de décalage. Lorsque
γ �= 0 il existe une corrélation entre les décalages et la variable testée.
L’analyse des données est réalisée selon 4 procédures :
1. le modèle à risques de sous-répartitions proportionnels où les temps d’ap-
parition d’évènements ont été déterminé en (a) (procédure FG) ;
2. le modèle à risques de sous-répartitions proportionnels où les temps d’ap-
parition d’évènements sont imputés par la valeur de la borne supérieure des
intervalles déterminés en (b) (méthode d’imputation simple (IS)) ;
3. la procédure PMDA pour données à risques concurrents censurées par in-
tervalles (méthode PMDA) ;
4. la procédure ANDA pour données à risques concurrents censurées par inter-
valles (méthode ANDA).
Les paramètres des diﬀérents scénarios proposés sont présentés table 24. Pour
chaque scénario, les procédures PMDA et ANDA ont été lancées avec 5 itérations
(parametre k) et pour chaque itération, 10 imputations (paramètre m). La table
25 présente les résultats numériques des simulations.
Par ailleurs, pour les scénarios 1 à 3, le taux d’erreur de type I observé a été
calculé en faisant le rapport du nombre de statistiques de test dont le carré est
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supérieur au 95e centile de la distribution du χ2 à un degrés de liberté, sur le
nombre total de test. Pour les scénarios 4 à 6, le taux d’erreur de type II observé
a été calculé en faisant le rapport du nombre de statistiques de test dont le carré
est inférieur au 95e centile de la distribution du χ2 à un degrés de liberté, sur le
nombre total de test. La ﬁgure 27 montre pour chaque scénario, la dispersion des
statistiques de test obtenue par chaque procédure d’analyse, les taux d’erreur de
type I observés ainsi que la puissance observée (1 - taux d’erreur de type II) sont
aussi données.
# n γ Evènement d’intérêt Coef. ev. int. 1
1 300 0 1 log(1)
2 300 3 1 log(1)
3 300 3 2 log(1)
4 900 0 1 log(1.3)
5 900 3 1 log(1.3)
6 900 -3 2 log(1.3)
Table 24 – Paramètres de simulation : pour chaque scénario les jeux de données ont été
générés et analysés suivant les paramètres présentés dans la table. n est le nombre d’observations
simulées par jeux de données, γ est la moyenne de la distribution normale d’où ont été tirés les
éléments de �i, Coef. est la valeur du ratio des risques de sous-répartition associé à l’évènement
d’intérêt 1.
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26.4 Application
La méthode a été appliquée aux données LMC sur l’ensemble des 347 mar-
queurs phénotypiques de la voie NK analysés dans la partie V La procédure
ANDA a été lancée avec k = 5 itérations, et m = 10 jeux de données imputés à
chaque itération. L’évènement d’intérêt est la réponse moléculaire majeure. Les
résultats sont rapportés table 26.
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Les résultats obtenus dans cette partie montrent que l’imputation multiple,
sous la forme proposée par Pan (2000) pour le modèle de Cox, peut être appliquée
dans un contexte où les observations sont censurées par intervalles en présence
de compétition.
La section 24.1 propose une estimation non paramétrique de l’incidence cumu-
lée d’un évènement d’intérêt censuré par intervalles en présence de compétition.
La section 25 propose, pour l’estimation d’un coeﬃcient de régression, une
extension de la méthode de Pan dans un contexte où les données sont censurées
par intervalles en présence de compétition. L’idée de Pan, dans le contexte du
modèle de Cox, est de transformer les données censurées par intervalles en une
série de jeux de données censurées à droite. Il devient alors possible d’utiliser
les méthodes et les librairies d’analyse disponibles pour analyser ces données.
Suivant cette idée, la méthode proposée, consiste à transformer un jeux de don-
nées à risques concurrents censuré par intervalles en données censurées à droite
et d’utiliser la méthodologie développée par Fine et Gray pour les analyser. Sui-
vant avec les règles de l’imputation multiple de Rubin (1987), [173] le paramètre
d’intérêt est estimé par la moyenne empirique des estimations du paramètre ob-
tenue à chaque imputation. L’estimation de la variance, quand à elle, est obtenue
en prenant en compte la moyenne des variances obtenues à chaque imputation,
dite moyenne intra-imputation, mais aussi une estimation de la variance inter-
imputation, c’est-à-dire de la variabilité des diﬀérentes estimations obtenues à
chaque imputation. La procédure est itérée et à chaque pas, le coeﬃcient, sa
matrice de variance-covariance, et l’incidence cumulée de base sont mis-à-jour à
partir des estimations postérieures sachant les données imputées. Les deux ver-
sions de l’algorithme d’augmentation de données, proposées par Wei et Tanner
ont été implémentées, la version Poor Man’ s et la version Asymptotic Normal.
Un des aspects les plus intéressant de l’imputation multiple est qu’elle ne né-
cessite pas l’hypothèse de censure par intervalles non-informative, contrairement
aux méthodes proposées par Finkelstein (1986), [180] proposant de maximiser
une vraisemblance déﬁnie dans un contexte de données censurées par intervalles.
Cette caractéristique découle du fait que dans la méthode proposée, les données
censurées par intervalles ne sont pas analysées en temps que telles mais augmen-
tées en une série de jeux de données censurées à droite. Cette caractéristique est
intéressante dans un contexte médical, où la censure informative est souvent pré-
sente [184] et où, en tout état de cause, il est diﬃcile de tester cette hypothèse.
[185]
Le comportement des procédures d’imputation multiple a été étudié à l’aide
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d’une série de 6 simulations. Pour chaque scénario une covariable est testée et
2 évènements concurrents sont susceptible de se produire pour chaque patient.
Les patients sont par ailleurs soumis à un programme de visites où des examens
sont réalisés aﬁn de déterminer si un évènement a eu lieu. Il est aussi possible
de remettre en cause l’hypothèse d’une censure par intervalles non informative
par l’intermédiaire du paramètre γ. Les résultats obtenus ont pu être comparés
avec la méthode de l’imputation simple. Les conclusions de cette simulation sont
résumées dans les 3 points suivants :
(a) lorsque qu’il n’y a pas de lien entre la date de la visite et la covariable testée,
le comportement des trois méthodes est satisfaisant (scénario 1 et 4) ;
(b) lorsque la covariable testée n’a pas d’inﬂuence sur le risque de sous-répartition
des deux évènements en concurrence mais qu’elle inﬂuence les temps de visite,
les méthodes d’imputation multiple fournissent des résultats satisfaisants,
mais pas la méthode d’imputation simple (scénarios 2 et 3) ;
(c) lorsque la covariable testée à une inﬂuence sur le risque de sous-répartition
des deux évènements, mais aussi sur la date des visites (scénario 5 et 6), les
conclusions sont identiques à celles du point précédent.
Dans tous les cas, les méthodes d’imputation multiple donnent des estimations
correctes du coeﬃcient de régression alors que la méthode d’imputation simple
fournit des résultats biaisés dès que les temps de visite sont liés à la covariable
testée. Pour les scénario 2 et 3, c’est-à-dire, lorsque la covariable testée n’a d’in-
ﬂuence ni sur le risque de sous-répartition de l’évènement d’intérêt ni sur celui
de l’évènement 2, ce biais se traduit par une augmentation des taux d’erreurs de
type I. Pour les scénarios 5 et 6, on observe une augmentation des taux d’erreurs
de type II.
Les scénarios proposés peuvent être mis en relation avec un essai contrôlé
où la pratique médicale testée est susceptible d’inﬂuencer les temps d’apparition
d’un évènement d’intérêt mais aussi les dates des visites. Zhang et al. (2007)
donnent l’exemple d’un patient pour lequel la survenue de l’évènement d’intérêt
est concomitante avec l’apparition de symptômes précipitant une visite chez son
clinicien.
Dans le cadre d’une étude médicale observationnelle il peut être intéressant de
comparer des résultats obtenus dans 2 institutions qui n’auraient pas exactement
le même protocole de visites. Dans le contexte d’une étude élaborée pour évaluer
un marqueur pronostique, il est aussi possible que la caractéristique testée soit
corrélée avec les temps de visite.
Dans ces situations, les résultats obtenus montrent qu’il est avantageux d’uti-
liser une méthode d’imputation multiple.
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Intuitivement, la diﬀérence observée entre les résultats obtenus par la méthode
de l’imputation simple et ceux obtenus par la méthode de l’imputation multiple
peut être appréhendée de la manière suivante : la première méthode consiste à
appliquer une procédure d’analyse de données censurées à droite sur des données
où l’ordre des temps d’occurrence de l’évènement d’intérêt dépend directement
de la covariable testée. Par la méthode de l’imputation multiple, en revanche,
la probabilité d’un ordre particulier devient faible pour chaque jeux de données
imputés alors qu’en moyenne, l’estimation du coeﬃcient reste correct.
Dans un contexte de concurrence, il est important de rappeler l’observation
de Gray (1988) selon laquelle, il est possible qu’une covariable ait un eﬀet sur
le risque cause-spéciﬁque d’un évènement tout en ayant un eﬀet diﬀérent sur
l’incidence cumulée du même évènement. Un corollaire à cette observation est
qu’il est possible qu’une exposition ait un eﬀet positif sur l’incidence cumulée
d’un évènement d’intérêt mais aussi, dans le même temps, que le risque cause
spéciﬁque de l’évènement en compétition soit supérieur parmi les patients exposés
par rapport aux patients non exposés.
Il est possible d’illustrer cette situation à l’aide de la modélisation par temps
latents (Latouche, thèse de doctorat page 10 (2004)). [186] On dispose d’un couple
de temps latents (T1, T2) dont on observe T = min(T1, T2). Dans le groupe des
patients exposés, on observe T 1 = min(T 11 , T 12 ). On observe T 0 = min(T 01 , T 02 )
dans le groupe des patients non exposés. Si, on a T 11 < T 12 le plus souvent,
l’incidence cumulée de l’évènement 1 sera supérieure à celle de l’évènement 2 pour
les patients exposés. Par ailleurs, il est possible que le risque cause spéciﬁque de
l’évènement 2 soit supérieur chez les patients exposés par rapport aux patients
non exposés (c’est-à-dire, avoir T 12 < T 02 en moyenne).
Ce type de situation peut se produire dans le cadre d’une étude en cancérologie
où il s’agit de tester une augmentation de la dose de chimiothérapie. Les patients
sous hautes doses, sont susceptibles d’obtenir un taux de réponse supérieur, tout
en présentant un niveau d’eﬀets indésirables plus important que celui observé
chez les patients sous doses standards. Finalement, l’hypothèse d’une censure par
intervalles non-informative pourrait être remise en cause si par ailleurs, le niveau
important des eﬀets indésirables se traduisait par une modiﬁcation du calendrier
des visites.
La méthode a été appliquée sur les données LMC. Les 347 marqueurs phénoty-
piques de la voie NK étudiés dans la partie V ont été analysés avec la procédures
ANDA. Les nouveaux résultats ont été mis en regard avec ceux obtenus par la
méthode de l’imputation simple. La diﬀérence en pourcentage entre les estima-
tions obtenues par la méthode de l’imputation simple et celles obtenus avec la
procédure ANDA est donnée. Ces calculs montrent que les estimations obtenues
en appliquant l’une ou l’autre méthode sont comparables pour les marqueurs qui
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ont une inﬂuence forte sur le risque de sous répartition de la réponse moléculaire
majeure. Cependant, en prenant pour référence la procédure ANDA, la méthode
de l’imputation simple produit 3 résultats discordants (avec un seuil nominal de
5% pour le risque de première espèce). Par ailleurs pour les 19 résultats présentés
table 26, l’estimation des coeﬃcients varie de 4% en moyenne avec un maximum
de 12% pour rs1424855 du gène IFNB1.
L’approche présentée dans cette partie a été implémentée dans la librairie
d’analyse R, Multiple Imputation for Interval Censored Data (MIICD) librement
accessible sur le cite du Comprehensive R Archive Network. Les deux fonctions
principales permettent d’appliquer la méthode de Pan (2000) aux données cen-
surées par intervalle avec ou sans compétition. Cette librairie d’analyse a été
référencée dans la Task View Survival aux sections Standard Survival Analysis et
Multistate Models. Un papier méthodologique présentant en détail l’extension de
la méthode de Pan dans un contexte de compétition à également été soumis.
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Conclusion
Dans ce travail de thèse, nous nous sommes intéressés à l’étude de la pharmaco-
génétique de l’imatinib dans la leucémie myéloïde chronique en phase chronique.
Ce travail nous a permis de préciser le contexte scientiﬁque et méthodologique de
ce type d’étude à la croisée de nombreuses thématiques.
La leucémie myéloïde chronique est une maladie dont le diagnostic est établi
par détection sur échantillon sanguin d’un biomarqueur : le transcrit de fusion
BCR-ABL. Cette maladie est traitée eﬃcacement à l’aide d’une thérapie dite ci-
blée, l’imatinib, dont le principe actif neutralise l’action oncogénique de la protéine
de fusion associée à cette maladie. Le suivit des patients sous imatinib consiste à
déterminer pour chaque patient une trajectoire de réponse moléculaire par dosage
périodique du transcrit de fusion BCR-ABL sur échantillons sanguins.
Aﬁn que l’imatinib puisse exercer son action ciblée, il est nécessaire qu’il puisse
pénétrer au cœur des cellules transformées en quantité suﬃsante. Or, un grand
nombre de paramètres sont susceptibles de moduler l’exposition de la cible, parmi
lesquels, des facteurs environnementaux, le système de santé et/ou lié au patients
(observance). Ici, nous avons testé l’hypothèse que des polymorphismes génétiques
associés à des gènes de la pharmacogénétique étaient associés à la réponse mo-
léculaire dans la leucémie myéloïde chronique en phase chronique. Il s’agit donc
de mesurer des facteurs directement liés aux patients et d’établir une corrélation
entre ces facteurs et le niveau de la réponse moléculaire.
L’intérêt scientiﬁque que procure ce type d’analyse est multiple : les études
d’associations à grande échelle permettent d’annoter, ou d’enrichir les annota-
tions, relatives aux variations du génomes. Elles permettent par exemple de dres-
ser une liste de gènes potentiellement impliqués dans les processus biochimiques
associés au métabolisme d’un médicament. La démarche suivie dans notre travail
est légèrement diﬀérente dans la mesure où les polymorphismes testés provenaient
de zones du génome associées à des gènes de la pharmacogénétique, donc déjà
annotées. Il s’est donc agit d’aﬃner une liste de gènes candidats dans un contexte
particulier.
Les résultats obtenus partie IV montrent que les patients non porteurs de
l’haplotype G-G d’ABCG2 ont une probabilité moindre d’obtenir une réponse
moléculaire majeure dans les 18 premiers mois de traitement. Le fait que ABCG2
code une protéine impliquée dans les processus de détoxiﬁcation au niveau cel-
lulaire nous a conduit à proposer l’hypothèse qu’il existe un lien entre polymor-
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phismes observés et niveau d’expression d’ABCG2, cette expression diﬀérentielle
étant susceptible de moduler l’exposition de la cible au traitement.
Dans la partie V, nous nous sommes intéressés à l’association entre polymor-
phismes de récepteurs/ligands des cellules NK. Nous avons pu mettre en évidence
que les patients homozygotes pour l’haplotype T-G de MICB, ont une probabilité
plus importante d’obtenir une réponse moléculaire majeure, mais aussi, qu’ils au-
raient moins de risques de développer la maladie. Nous avons aussi montré qu’un
haplotype relatif à des gènes du complexe NK était associé à une probabilité plus
importante d’obtenir une réponse moléculaire majeure sans qu’il soit possible de
déterminer quels seraient les gènes impliqués.
En toute rigueur, les associations mises en évidence entre certains polymor-
phismes et la réponse moléculaire ne nous permettent pas d’impliquer les gènes
à proximité desquels ces marqueurs sont situés. Nous pouvons néanmoins faire
l’hypothèse qu’il s’agit de variations génétiques en lien fonctionnel avec l’expres-
sion d’un gène à proximité (cis-eQTL) ou à distance (trans-eQTL) (point 2 page
36).
En outre, comme seuls des patients traités par imatinib ont été considérés
dans notre étude, il est possible que les marqueurs identiﬁés soient simplement
des marqueurs pronostiques. Cette question est pertinente notamment pour les
polymorphismes associés à la voie NK dans la mesure où des variations génétiques
associées aux gènes de cette voie ont déjà été mis en relation avec la réponse
au traitement lorsque des patients ont été traités par d’autres ITK comme le
dasatinib par exemple (Kreutzman et al. (2012)). Cependant, des arguments de
type physiologiques permettent de penser que les variations associées au gène
ABCG2 identiﬁés dans cette thèse sont bien associées à la réponse à l’imatinib
dans la LMC en phase chronique et l’implication de BCRP (produit du gène
ABCG2) dans le métabolisme de l’imatinib semble admise :
— l’imatinib présente une grande aﬃnité avec BCRP (Ozvegy-Laczka et al.
(2004)) ;
— in vitro l’expression d’ABCG2 est induite par l’imatinib et cette sur-
expression a pour conséquence une diminution de 50% de la concentration
intracellulaire en moyenne (Burger et al. (2005)) ;
— l’expression importante d’ABCG2 est observée chez des patients sous imati-
nib n’ayant pas obtenu de réponse moléculaire majeure (Lima et al. (2014)).
L’hypothèse sous-jacente à ces études est relative à la fonction de la protéine
en question : BCRP étant une pompe d’eﬄux possédant une forte aﬃnité avec
l’imatinib, sa sur-expression pourrait induire des mécanismes pharmacocinétiques
de résistance à l’imatinib.
Outre les aspects relatifs à l’interprétation des résultats, les études d’associa-
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tions nourrissent l’espoir d’un progrès de la médecine vers une prise en charge
personnalisée. Nous avons montré que la mise en évidence d’une association sta-
tistique n’était qu’une condition nécessaire à la mise en place d’un processus de
personnalisation d’une pratique médicale. Parmi d’autres conditions nécessaires
nous pouvons citer :
— la conﬁrmation de l’association statistique entre haplotype et réponse thé-
rapeutique à l’aide d’une ou plusieurs études de niveau de preuve B (table
2) c’est-à-dire basée sur un autre essai prospectif contrôlé randomisé ;
— la démonstration de la coût-eﬃcacité d’une personnalisation du traitement.
Une telle étude prendrait en compte des paramètres comme la force de l’as-
sociation observée, le coût des tests génétiques et de leurs interprétations,
le coût des diﬀérentes stratégies thérapeutiques, et les bénéﬁces attendus
par la mise en place d’un programme de personnalisation.
Ces contraintes scientiﬁques et économiques permettent de comprendre pour-
quoi la médecine personnalisée demeure un objectif diﬃcile à atteindre. Cepen-
dant, il semble que l’obstacle principal à la mise en place eﬀective d’un processus
de personnalisation d’une pratique médicale basée sur un test génétique est le
progrès des thérapies lui même. La LMC est une maladie qui permet d’illustrer
cette hypothèse : elle fournit l’exemple d’une maladie dont la prise en charge a
évolué d’une pratique de type personnalisée, la greﬀe de cellules souches hémato-
poïétiques, vers un traitement ciblé.
Plus précisément, nous pouvons retenir les moments suivants :
— jusque vers les années 1970, les traitements de la LMC n’étaient que pal-
liatifs, c’est-à-dire ni personnalisés ni ciblés ;
— dans les années 1970, l’introduction de la greﬀe de cellules souches héma-
topoïétiques dans le traitement de la LMC représente un exemple d’une
prise en charge personnalisée, la décision de greﬀer se basant essentielle-
ment sur des critères liés au patient, comme l’âge, la compatibilité HLA
entre greﬀon et hôte (test génétique) ;
— dans les années 2000, l’apparition des thérapies ciblées par inhibiteurs de
tyrosine kinase a révolutionné le traitement de la LMC et dans le même
temps, la pratique de la greﬀe a été marginalisée.
Depuis, des études de pharmacogénétique ont été réalisées. Cependant il ne
semble pas que leurs résultats puissent permettre de personnaliser un traitement
par inhibiteur de tyrosine kinase. La raison principale réside, semble-t-il, dans
le fait que de nouvelles générations de molécules possédant des spectres d’action
variables ont fait leurs apparitions. Les recommandations des experts pour le
traitement de la LMC par inhibiteur de tyrosine kinase est de réaliser un suivi de
la réponse moléculaire majeure (ﬁgure 5) et de procéder à un ajustement de dose
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voire un changement de molécule en cas de réponse non satisfaisante.
Comme pour la distinction que nous avons précisée au sujet des notions de
pharmacogénomique et de pharmacogénétique, ces observations permettent de
préciser les notions de thérapie ciblée et de thérapie personnalisée respective-
ment. Une thérapie ciblée en cancérologie va dépendre du génome somatique
d’un ensemble de cellules transformées et de l’établissement d’un diagnostique.
Une thérapie personnalisée dépendrait quant à elle des caractéristiques normales
des patients, elles ne sont donc pas forcément liées à la maladie.
La confusion qui peut être faite entre thérapies ciblées et personnalisées en
cancérologie provient, semble-t-il, du fait que les deux approches nécessitent de
pratiquer un examen génétique sur un prélèvement biologique du patient. Cepen-
dant, dans le premier cas il s’agit d’aﬃner un diagnostique et dans le second cas,
le but est de dresser le proﬁl génétique d’un patient et non de sa tumeur.
A ce stade, il est aussi important de noter que les études d’association pro-
posées ont été eﬀectuées sur un ensemble de patients dont les caractéristiques
sont comparables à celles des patients provenant d’études déjà publiées, en parti-
culier, en terme de répartition homme–femme, de répartition entre les diﬀérents
scores de risques de Sokal au diagnostique et d’âge au diagnostique (table 10).
Ces observations sont de nature à donner du crédit à nos résultats.
Les autres caractéristiques en accord avec les données de la littérature sont
les suivantes :
— la stratiﬁcation des patients en fonction du score de risque de Sokal coïncide
avec des niveaux d’incidence cumulée de la réponse moléculaire majeure
distincts conformément aux niveaux de risques (ﬁgure 14) ;
— les patients ayant reçu une dose de 600mg/j d’imatinib ont une incidence
cumulée de la réponse moléculaire majeure supérieure aux patients traités
avec 400mg/j (ﬁgure 15) ;
— il existe une relation aﬃne inverse entre les bénéﬁces dus à une augmenta-
tion de la dose et le niveau de risque de Sokal (ﬁgure 17).
Finalement, une partie importante de cette thèse a été consacrée à présenter
des aspects d’ordre méthodologiques. Dans la partie III nous avons exposé briè-
vement les outils statistiques utilisés pour les études d’associations. Nous avons
présenté en particulier les formules permettant d’estimer la variance de l’incidence
cumulée implémentée dans les diﬀérentes librairies d’analyse statistique (ce point
est peu documenté dans les manuels d’utilisation).
Nous avons aussi adapté la formule proposée par Latouche, Porcher et Chevret
permettant d’estimer le nombre de sujets nécessaires en présence de compétition,
au contexte de notre étude où le nombre de patients n’est pas une variable d’ajus-
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tement. Dans ce contexte, la seule variable disponible aﬁn d’obtenir un niveau de
puissance statistique souhaité est le taux d’exposition, c’est-à-dire, la fréquence
allélique des marqueurs à tester. La prise en compte de cette contrainte indique
qu’une fréquence allélique d’au moins 10% est souhaitable dans notre contexte
(§ 14 et ﬁgure 11).
Dans la partie VI nous avons proposé une méthode basée sur l’imputation
multiple aﬁn de prendre en compte la censure par intervalles rencontrées dans
notre étude. Cette caractéristique est relative à un suivi périodique des patients.
Dans la LMC, cette caractéristique est présente tandis que les patients demeurent
à risque de progression ou de toxicité pouvant être à l’origine d’un changement de
stratégie thérapeutique. Par conséquent, les données produites sont censurées par
intervalles en présence de compétition (interval censored competing risks data).
Dans ce contexte, nous avons montré qu’il est possible d’adapter les méthodes
d’imputation multiple proposées dans le cadre du modèle de Cox au modèle de
régression à risques de sous répartitions proportionnels de Fine et Gray (§ 26).
D’une part, cette méthode présente l’avantage de ne pas dépendre de l’hypothèse
d’une censure par intervalle non informative et d’autre part, nous avons pu mon-
trer au travers de simulations, que cette méthode permet d’obtenir une estimation
du coeﬃcient de régression plus précise qu’avec la méthode de l’imputation simple
habituellement utilisée (table 25).
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ABSTRACT:
Pharmacogenetic studies in chronic myelogenous leukemia (CML) typically use a 
candidate gene approach. In an alternative strategy, we analyzed the impact of single 
nucleotide polymorphisms (SNPs) in drug transporter genes on the molecular response 
to imatinib, using a DNA chip containing 857 SNPs covering 94 drug transporter genes. 
Two cohorts of CML patients treated with imatinib were evaluated:  an exploratory 
cohort including 105 patients treated at 400 mg/d and a validation cohort including 
patients sampled from the 400 mg/d and 600 mg/d arms of the prospective SPIRIT 
trial (n=239). Twelve SNPs discriminating patients according to cumulative incidence 
of major molecular response (CI-MMR) were identi� ed within the exploratory cohort. 
Three of them, all located within the ABCG2 gene, were validated in patients included 
in the 400 mg/d arm of the SPIRIT trial. We identi�ed an ABCG2 haplotype (de� ne 
as G-G, rs12505410 and rs2725252) as associated with signi� cantly higher CI-MMR 
in patients treated at 400 mg/d. Interestingly, we found that patients carrying this 
ABCG2 favorable haplotype in the 400 mg arm reached similar CI-MMR rates that 
patients randomized in the imatinib 600 mg/d arm. Our results suggest that response 
to imatinib may be in� uenced by constitutive haplotypes in drug transporter genes. 
Lower response rates associated with non- favorable ABCG2 haplotypes may be 
overcome by increasing the imatinib daily dose up to 600 mg/d.
Oncotarget 2013; 4:1583www.impactjournals.com/oncotarget
INTRODUCTION
Imatinib (Glivec®, Novartis Pharmaceuticals 
Corporation), along with other tyrosine kinase inhibitors 
(TKIs), has revolutionized treatment of chronic 
myelogenous leukemia (CML). Long-term follow-up of 
the IRIS pivotal study revealed that overall survival for 
patients who received imatinib as initial therapy was as 
high as 88% at 6 years [1].  Two second generation TKIs, 
dasatinib (Sprycel®, Bristol-Myers Squib) and nilotinib 
(Tasigna®, Novartis Pharmaceuticals Corporation) are 
now registered as frontline therapy for chronic phase 
CML (CP-CML) patients. Recent studies reported faster 
and deeper responses assessed by cytogenetic or molecular 
analysis  with these drugs [2-3], however data are yet too 
preliminary to determine whether these agents will offer 
a survival advantage over imatinib. Comorbidities, age, 
and co-medications tend to drive the choice of the TKI 
in � rst-line therapy. Emerging reports of adverse events 
with nilotinib (peripheral arterial occlusive disease) [4] 
and dasatinib (pulmonary hypertension) [5] along with 
the upcoming arrival of generic imatinib will move TKI 
therapy towards a personalized approach. Disease-related 
factors such as initial Sokal score have been shown to 
in� uence molecular responses [6-9], however, few patient-
related parameters such as adherence to therapy or trough 
imatinib levels have been evaluated [10-12]. 
Association studies have suggested that single 
nucleotide polymorphisms (SNPs) may be related to a 
susceptibility to develop CML [13-16], CML progression 
[17-18] or intracellular accumulation of imatinib in 
leukocytes of CML patients [19]. Only a limited number 
of selected SNPs have been tested in relation to imatinib 
response[20-28], and results obtained with the most 
extensively studied gene ABCG1 (MDR1)  are not 
consistent across published analyses[29-30]. Complete 
cytogenetic response (CCR) at 12 months remains the 
best surrogate marker for survival in CML patients. 
However, major molecular response (MMR, de� ned by 
BCR-ABL≤0.1%) was used as a primary end point of 
clinical trial (such as in the ENEST 1st study) [31] and 
MMR at 18 months is also part of the optimal response 
de� nition of the ELN2009 recommendation for CML 
patient management [32]. We thus selected cumulative 
incidence of major molecular response (CI-MMR) as a 
criteria to identify SNPs in drug transporter genes which 
are associated with a favorable outcome. We performed 
an association study using a custom-made DNA chip in 
an exploratory cohort. An ABCG2 haplotype associated 
with high CI-MMR was identi� ed. We then validated this 
haplotype in an independent prospective-retrospective 
cohort[33], and evaluated its impact according to imatinib 
daily dose. 
RESULTS
Patient characteristics are presented in Table 1. 
Median age, sex ratio and Sokal score distribution were 
comparable between all cohorts (P > 0.05 in all cases). 
Determinants of CI-MMR
CI-MMR were estimated according to Sokal score 
(n = 312). Using the Fine and Gray model we con� rmed 
that CI-MMR was strongly related to Sokal score levels 
(regression coef� cient: 0.64, 95% con� dence interval (CI), 
0.53 to 0.78, P < 0.001). Figure 1A illustrates the inverse 
relationship between Sokal score and CI-MMR.
CI-MMR was estimated in the SLEC (n = 105), 
SVC (n = 239), and in the two imatinib SVC treatment 
arms (n = 132 at 400 mg/d; n =107 at 600 mg/d; Figure 
1B). CI-MMR was comparable between the SLEC and 
the SVC 400 mg/d arm (P = 0.700), but was signi� cantly 
higher in the SVC 600 mg/d arm (P = 0.003). The 
regression coef� cient increased by more than 50% (1.53, 
95% CI, 1.09 to 2.14) when the dose increased from 400 
mg/d to 600 mg/d (P = 0.014).
SNP association study
Of the 857 selected SNPs, 413 (48.2%) from 86 drug 
transporters were well genotyped in all evaluated patients 
and passed quality control criteria. We identi� ed 12 SNPs 
(located in eight transporter genes) in the SLEC group 
which were signi� cantly associated with CI-MMR at 18 
months on the basis of an FDR < 50% (Table 2). Only 
one of these SNPs (rs12505410), located in the ABCG2 
gene, was signi� cantly associated with CI-MMR in the 
overall SVC cohort. Separate analysis of the two SVC 
cohorts revealed three SNPs (rs12505410, rs13120400 
and rs2725252), all from the ABCG2 gene, which were 
signi� cantly associated with response in the 400 mg/d arm 
while none were associated in the 600 mg/d arm. CI-MMR 
at 18 months in the two SVC groups for the three validated 
ABCG2 SNPs is shown in Supplementary Figure SF1. 
Haplotype frequency
As expected, pairwise linkage disequilibrium was 
found between the three SNPs at the ABCG2 locus in the 
SLEC. We therefore performed haplotyping at this locus. 
Estimated frequencies was 22% for haplotype 1 (G-C-G) 
having G, C and G bases at loci rs12505410, rs13120400 
and rs2725252, respectively, < 1% for haplotype 2 
(G-C-T), 5% for haplotype 3 (G-T-G), 15% for haplotype 
4 (T-T-G), 57% for haplotype 5 (T-T-T) and 2% for 
haplotype 6 (G-T-T) (Supplementary Table ST2).
Haplotype frequencies at the same loci were also 
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calculated in the independent set of unrelated individuals 
from the CEU population (n = 76). Frequency of 
haplotype 1 plus 3 was 27% in the SLEC versus 28% in 
the CEU population, 56% versus 55% for haplotype 5 and 
16% versus 17% for other haplotypes. Equal distribution 
of haplotypes between populations was con� rmed (P = 
0.70; Figure 2A and Supplementary Table ST2).
Haplotype association study
CI-MMR at 18 months was evaluated with respect 
to ABCG2 haplotype distribution in the exploratory 
cohort. Multivariate analysis identi� ed haplotypes 1 and 3 
(G-C-G and G-T-G respectively) as linked to signi� cantly 
higher CI-MMR rates. These two haplotypes share the 
same alleles at rs12505410 and rs2725252 and differ at 
rs13120400, suggesting that the association could be with 
the G-G haplotype at these two SNPs; carriers of the G-G 
haplotype at rs12505410 and rs2725252 had signi� cantly 
higher CI-MMR than non-carriers (Figure 2B).
The validation cohort was analyzed using the same 
approach. Haplotype frequencies at ABCG2 locus were 
veri� ed as being comparable to the SLEC and the CEU 
populations (Figure 2A). This con� rmed the analysis in 
Table 1: Patient characteristics 
 Saint-Louis 
Exploratory 
Cohort (SLEC)
SPIRIT Validation Cohort (SVC) Total
 (400 mg)N=105
(400 mg)
N=132
(600 mg)
N=107
(SVC)
N=239
N=344
Gender
Male 63 (60%) 88 (67%) 52 (49%) 143 (60%) 206 (60%)
Female 42 (40%) 44 (33%) 55 (51%) 96 (40%) 138 (40%)
Sokal 
Score
 
Low 34 (32%) 52 (39%) 38 (36%) 90 (38%) 124 (36%)
Int. 24 (23%) 54 (41%) 45 (42%) 99 (41%) 123 (36%)
High 15 (14%) 26 (20%) 24 (22%) 50 (21%) 65 (19%)
NA* 32 0 0 0 32
Median age (years) 50.5 51.8 51.5 51.5 51.5
All p values of differences among groups were not signi� cant 
* Not available 
Figure 1: Cumulative incidence of MMR (CI-MMR) according to Sokal score and treatment arms. A) 18 months CI-
MMR was estimated with respect to Sokal score (n = 312). A Fine and Gray model showed that time to MMR was related to Sokal status 
and that the coef� cient of regression within the � rst 18 months decreased by 36% (95% con� dence interval (CI), 47% to 22%) on average 
when Sokal increased (P < 0.001). CI-MMR was 70% for the low Sokal score, 57% for the intermediate Sokal score and 39% for high Sokal 
score. B) CI-MMR was estimated in the exploratory cohort (SLEC) and compared to both treatment arms of the validation cohort (SVC). 
CI-MMR was comparable between the SLEC and the 400 mg/d arm of SVC (n = 237, P = 0.700), but signi� cantly different between the 
SLEC and the 600 mg/d arm of SVC (n = 212, P = 0.003). HR was 1.71% (95% CI, 1.20% to 2.44%) in the latter (n = 212, P = 0.003). 
CI-MMR was 49% for the exploratory cohort, 49% and 67% for the 400 and the 600 mg/d arm of the SVC, respectively.
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the SVC population was performed according to   the 
same assumptions as for the exploratory cohort and was 
analyzed overall and by treatment arms (Figure 2 C, D, E 
and F and Table 3). 
In the overall SVC, 18-month CI-MMR increased 
by 36% for patients with one copy of haplotype G-G (P 
= 0.005, Figure 2C). In patients included in the imatinib 
400 mg/d arm, 18-month CI-MMR increased by 64% 
(P = 0.002, Figure 2D). Association of haplotype G-G 
with CI-MMR in patients included in the imatinib 600 
mg/d arm was not signi� cant (P = 0.180, Figure 2E). CI-
MMR curves of patients with haplotype G-G included in 
the imatinib 400 mg/d arm were comparable to those of 
patients with other haplotypes in the imatinib 600 mg/d 
arm (Figure 2F, P = 0.480). Of note, Sokal score remained 
an independent determinant of CI-MMR in all populations 
in a multivariate model (Table 3). 
As expected from results of the Fine and Gray model 
in the validation cohort, early molecular responses (BCR-
ABLIS at 3 months ≤ 10%) as well as responses of interest 
(BCR-ABLIS at 12 months ≤ 1%, BCR-ABLIS at 18 months 
≤ 0.1%) were associated with the ABCG2 G-G haplotype 
in patients treated with imatinib 400 mg/d (Table 4).
Using the CEU population genotypes, we tested 
associations between haplotype G-G and 1772 SNPs 
near or within the ABCG2 gene (including rs2231135, 
rs2231137 and rs2231142). We identi� ed 240 SNPs 
with alleles in linkage disequilibrium with the haplotype 
G-G. Interestingly rs2231135, located in the 5UTR and 
potentially linked to ABCG2 differential expression, was 
signi� cantly linked to haplotype G-G (P = 0.043).
DISCUSSION
We report here a haplotype/CI-MMR association 
study in two independent cohorts of CP-CML patients 
receiving imatinib, in which patients were genotyped 
using a custom-made DNA chip [34] mainly containing 
tag SNPs. The exploratory SLEC cohort re� ected real-
life practice with patients treated at imatinib 400 mg/d, 
while the validation SVC cohort was composed of patients 
included in the SPIRIT clinical trial and randomized to 
imatinib 400 mg/d or imatinib 600 mg/d. We used the � rst 
cohort to perform an association study with a large number 
of drug transporter genes SNPs in CP-CML patients and 
the second cohort in order to validate these results. 
Studies evaluating SNPs in CML patients have 
been performed on a small number of genes pre-selected 
for their potential relationship to response [20-28]. 
However, the clinical signi� cance of these results is far 
from established, � rstly because different genes were 
analyzed by different groups and secondly when the 
same gene was studied, the SNPs analyzed were not the 
same. Accordingly, only two genes have been tested in 
a validation cohort. One of them was con� rmed (IFN-γ) 
[25] whereas results for ABCG1 were not reproducible or 
were contradictory [26-30]. 
Our approach con� rmed known key data: the inverse 
relationship between MMR rates and Sokal score and 
signi� cantly higher MMR rates at 12 and 18 months with 
600 mg imatinib compared to 400 mg [35-36]. We have 
extended these results with the identi� cation of an ABCG2 
haplotype associated with signi� cantly higher CI-MMR in 
two patient groups receiving 400 mg/d imatinib (i.e. a real-
life and a clinical setting). Patients with at least one copy 
of haplotype G-G (G at rs12505410 and G at rs2725252) 
were good responders at 400 mg. This favorable 
haplotype is widespread; about half of the population in 
our study carries at least one copy. Interestingly, patients 
in the validation cohort treated at 600 mg/d who did not 
carry this haplotype showed similar CI-MMR levels as 
haplotype carriers treated at 400 mg/d. Moreover, the 
clinical pertinence of these results is supported by the 
association of the G-G ABCG2 haplotype with the early 
Table 2: Drug transporter SNPs associated with CI-MMR at 18 months
SNP Chr. Coordinate Transporter gene symbol
SLEC SVC (P-value)
P-value FDR All 400 mg/d 600 mg/d
rs609468 6 160498904 SLC22A1 <0.001 0.001 0.920 0.210 0.090
rs10841907 12 21942563 ABCC9 0.001 0.238 0.310 0.670 0.450
rs12505410 4 89249865 ABCG2 0.002 0.238 0.045* 0.035* 0.320
rs4149182 11 62524689 SLC22A8 0.002 0.238 0.750 0.640 0.820
rs1189451 13 94520087 ABCC4 0.005 0.430 0.260 0.360 0.330
rs17556915 14 69318111 SLC10A1 0.008 0.482 0.068 0.130 0.230
rs11024300 11 17452549 ABCC8 0.009 0.482 0.870 0.550 0.160
rs13120400 4 89252551 ABCG2 0.012 0.482 0.140 0.046* 0.740
rs2725252 4 89280934 ABCG2 0.012 0.482 0.086 0.047* 0.740
rs2665691 11 22327832 SLC17A6 0.012 0.482 0.075 0.110 0.360
rs1678405 13 94627682 ABCC4 0.014 0.482 0.710 0.850 0.370
rs1048099 11 17453092 ABCC8 0.014 0.482 0.950 0.220 0.150
Chr., chromosome; FDR, false discover rate; SNP, single nucleotide polymorphism
* Signi� cant association between CI-MMR and SNP (P < 0.05)
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molecular response at 3 months and responses of interest 
at 12 and 18 months. 
The ATP-binding cassette transporter ABCG2 
(BCRP, MXR or ABCP) is highly expressed in the 
gastrointestinal tract and liver, and is involved in 
absorption, distribution and excretion of a wide variety of 
clinically relevant drugs, among them imatinib [37-38]. 
Germline polymorphisms in the ABCG2 gene have been 
described as affecting expression, cellular localization 
and/or substrate recognition of the encoded protein. More 
than 24 sequence variations have been reported. The most 
studied C421A (rs2231142) nucleotide change, results 
in a glutamine-to-lysine substitution in the translated 
protein (pQ141K). Among the studies of SNPs in the 
ABCG2 gene, two included CML patients treated with 
imatinib [20, 26]. The � rst showed that the homozygous 
GG genotype of rs2231137 in ABCG2 in advanced stage 
CML patients was signi� cantly associated with poor major 
or complete cytogenetic response[26], although this result 
was not subsequently validated in an independent cohort 
20. 
We were able to test the association between 
ABCG2 haplotype G-G and 1772 other ABCG2-
related SNPs including rs2231137 and rs2231142 (not 
represented in our DNA chip) by means of an open-access 
database. We found that rs2231135, which is a 5UTR 
Figure 2: Frequencies and cumulative incidence of MMR relative to ABCG2 haplotypes. A) Distribution of haplotype 
frequencies in the SLEC, SVC and the CEU populations. Haplotypes were distributed homogeneously over the different populations. B) 
Cumulative incidence at 18-months of major molecular response (CI-MMR) was calculated in the SLEC according to ABCG2 haplotypes 
G-G. CI-MMR of patients with at least one copy of haplotype G-G was 69%. CI-MMR for other patients was 34%. C) CI-MMR at 
18-months in all SVC patients with haplotype G-G was 63% and 47% for other patients (P = 0.006). D) CI-MMR in SVC patients treated 
with 400 mg/d was 57% and 36% for G-G haplotype carriers and other haplotype carriers respectively (P = 0.005). E) CI-MMR in SVC 
patients treated with 600 mg/d was 74% and 58% for G-G haplotype carriers and other patients respectively (P = 0.185). F) CI-MMR was 
not signi� cantly different between in SVC patients with haplotype G-G receiving 400 mg/d and those with other haplotypes receiving 600 
mg/d (57% vs 58% respectively, P = 0.950).
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and is potentially implicated in ABCG2 expression, was 
associated with haplotype G-G of ABCG2. However, the 
statistical association between ABCG2 polymorphisms 
and CI-MMR does not necessary imply a causal 
relationship and eventual changes in ABCG2 expression 
linked to these polymorphisms will have to be addressed 
in further studies. 
The SNP rs609468 from SLC22A1 (also known 
as OCTN1 or HOCT1 and involved in imatinib uptake) 
had the lowest p-value in our exploratory cohort (SLEC). 
SLC22A1 has previously been studied in relation to 
imatinib response. The SNP rs683369 and advanced 
disease stage correlated with a high rate of loss of 
cytogenetic response or treatment failure to imatinib [26], 
whereas a polymorphism in rs1050152 was signi� cantly 
associated with MMR [20]. SLC22A1 activity was 
found predictive of MMR and correlated with overall 
and event-free survival, especially in patients receiving 
less than 600 mg/d of imatinib daily [39]. Although the 
hypothesis that changes in SLC22A1 sequence may result 
in changes of activity affecting imatinib bioavailability 
is particularly attractive, more recent studies have failed 
to demonstrate association between SLC22A1 SNPs 
and imatinib response [27, 40]. In the same way, SNP 
rs609468 identi� ed in the SLEC, was not validated in the 
SVC in our study. 
Finally, only 3 SNPs out of 12 were validated. This 
result is in accordance with the FDR level selected in our 
analysis. Interestingly no SNPs from our chip located 
in the ABCG1 gene were found to be associated with 
imatinib response in our analysis.
Pharmacological studies have suggested that 
imatinib trough levels may mediate molecular response 
[10, 12], and it is thus of interest to identify if this is the 
case for the observed effect of ABCG2 haplotype on 
molecular response (as is the dose effect). This question 
will be addressed in patients included in the OPTIM-
imatinib clinical trial, an ongoing prospective clinical trial 
evaluating imatinib dose adjustment driven by imatinib 
trough levels (OPTIM-Imatinib, EudraCT number 2010-
019568-35).
In conclusion, our results demonstrate the in� uence 
of a constitutive ABCG2 haplotype on the response to 
imatinib in CP-CML patients and raise the possibility of 
personalizing imatinib daily doses in this population on 
the basis of constitutive genotyping.
PATIENTS AND METHODS
Study design
This study was approved by the Human Ethics 
Committee of the St Louis Hospital, Paris. Written 
informed consent was obtained from all patients prior to 
study participation. 
Analyses were performed in two independent 
patient cohorts; the Saint Louis exploratory cohort (SLEC) 
treated at the Saint Louis hospital specialized clinical trial 
center (CIC), and the SPIRIT validation cohort (SVC) 
treated at participating centers in the SPIRIT trial [36] 
(clinicaltrials.gov: NCT00219739). Data were collected 
at participating institutions, analyzed using the sponsors 
data management systems. Access to primary clinical data 
was available to all authors. 
Patients and assessments
The SLEC included 105 consecutively referred CP-
CML patients enrolled at the CIC between 2006 and 2009 
and treated with imatinib 400 mg/d. The SVC included 
239 CP-CML patients from the prospective SPIRIT trial 
based on sample availability from patients recruited to the 
imatinib arms; 132 patients were treated with 400 mg/d 
and 107 with 600 mg/d. Patients receiving imatinib plus 
pegylated interferon-alpha2b or imatinib plus cytarabine 
were not analyzed. 
Peripheral blood samples for DNA extraction 
were collected at the time of recruitment. BCR-ABL 
Table 3: ABCG2 haplotype associated with CI-MMR at 18 months
SLEC
SVC
All patients 400 mg/d 600 mg/d 
Univariate n = 105 (P-value)  n = 239 (P-value) n = 132 (P-value) n = 107 (P-value)
G-G 68.09
(<.001)
63.72
(.006)
56.90
(.005)
73.68
(.185)
Other haplotypes 34.48 46.81 34.78 58.33
Bivariate Fine and 
Gray model statistics n = 73   n = 239 n = 132  n = 107  
G-G
Reg. Coef. 2.27 (.006) 1.75  (.002) 2.41  (.002) 1.32  (.270)
95%CI 1.26 to 4.10      1.22 to 2.51     1.39 to 4.19       0.81 to 2.15      
Sokal 
score
Reg. Coef. 0.64 (.024) 0.62 (<.001) 0.68 (.034) 0.51 (.001)
 95%CI 0.43 to 0.94      0.49 to 0.78      0.47 to 0.97       0.38 to 0.69       
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transcripts were quanti�ed by RTQ-PCR every 3 months 
in accordance with international recommendations, and 
expressed according to the international scale (IS) as a 
BCR-ABL/ABL standardized ratio (BCR-ABLIS) [41]. 
MMR was de� ned as a BCR-ABLIS ratio ≤0.1%). 
Genotypes from 76 unrelated and unaffected 
individuals obtained from the CEU population (Utah 
residents with northern and western European ancestry) 
from the CEPH (Centre dEtudes du Polymorphisme 
Humain) database were downloaded from the 1000 
Genomes Project website [42]. 
SNP selection and genotyping
A dedicated DNA chip[34] designed in 2006 by the 
French REPAC network (coordinated by Pierre Laurent-
Puig and Fabien Calvo, Supplementary Table ST1) was 
used for patient genotyping. Among 16 561 SNPs on 
the chip, 857 covering 94 drug transporter genes were 
selected. Genotyping was performed by Integragen SA 
using the Illumina GoldenGate assay. A list of variations 
from the ABCG2 gene was downloaded from the 1000 
Genomes Project website [34]. All 16 561 SNPs genotyped 
in the 105 SLEC patients and the 239 SVC patients were 
included in the quality control process. Individuals with 
a call rate below 90%, SNPs with minor allele frequency 
below 10%, and SNPs with a call rate below 90% were 
excluded. 
Statistical analysis
Patient characteristics were compared between 
cohorts using Chi-squared or Wilcoxon tests. Sample 
size simulations show that for conventional type 1 and 
2 error rates, in a population of about one hundred with 
approximately 60% of patients expected to reach MMR 
within the � rst 18 months and with a regression coef� cient 
of two between groups, SNPs differentiating more than 
one-third of patients are required [44]. This result led us 
to investigate those SNPs discriminating at least one third 
of the patients in a recessive mode. 
CI-MMR at 18 months was analyzed in the various 
patient cohorts (SLEC/SVC, and by imatinib dose) using 
the Fine and Gray regression model with multivariate and 
univariate analyses. Adverse events, toxicities or deaths 
not related to CML which led to loss of molecular follow-
up were handled as competing events. An SNP association 
analysis for CI-MMR at 18 months was also performed 
using the Fine and Gray model. Markers with a false 
discovery rate (FDR) < 50% in the SLEC population were 
investigated in the validation cohort (overall, 400 mg/d 
and 600 mg/d) using a signi� cance cut-off of P = 0.05. The 
Benjamini and Hochberg method was used for multiple 
testing issues [45]. Haplotype frequencies were estimated 
in the SLEC, SVC (overall, 400 mg/d and 600 mg/d) 
and CEU populations using the classic EM algorithm on 
unrelated individuals implemented in the Haplo.stats R 
library [46-48]. Homogeneity in haplotypic distribution 
between populations was tested. An association analysis 
between haplotype or Sokal score with CI-MMR at 
18-months was performed using a Fine and Gray model. 
The association between early molecular response (BCR-
ABLIS ≤ 10% at 3 months) and responses of interest 
(BCR-ABLIS ≤ 1% at 12 months and BCR-ABLIS ≤ 0.1% 
at 18 months) and ABCG2 haplotypes were tested using 
the chi-squared test. Data were analyzed using R Project 
for Statistical Computing software (R version 2.15.2) [49].
Supplementary information is available on the 
Oncotarget website.
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Haplotype
 G-G
Others
haplotypes P-value
Haplotype
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Others
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ABSTRACT
We present here an extension of Pan’s multiple imputation approach to
Cox regression in the setting of interval-censored competing risks data. The
idea is to convert interval-censored data into multiple sets of complete or
right-censored data and to use partial likelihoodmethods to analyse them.
The process is iterated, and at each step, the coefficient of interest, its vari-
ance–covariance matrix, and the baseline cumulative incidence function
are updated from multiple posterior estimates derived from the Fine and
Gray sub-distribution hazards regression given augmented data. Through
simulation of patients at risks of failure from two causes, and following
a prescheduled programme allowing for informative interval-censoring
mechanisms, we show that the proposed method results in more accurate
coefficient estimates as compared to the simple imputation approach. We
have implemented the method in the MIICD R package, available on the
CRAN website.
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1. Introduction
In medical studies, the longitudinal follow-up of patients may consist of prescheduled visits where
clinical or biological examinations are performed. Classical examples are AIDS cohort studies where
patients are periodically assessed for seroconversion.[1] This type of follow-up is increasingly in
practice in oncological studies as blood-based biomarkers are being widely used to assess disease pro-
gression or response to treatment. At the first positive record, one knows that the response of interest
has occurred in the interval since the last visit. This type of follow-up produces interval-censored
data.[2,3] At the same time, patients may also be at risk for competing events, that is, events that fun-
damentally modifies the probability of the event of interest such as death, drug toxicity, or treatment
failure.[4] In many cases, clinicians may decide to adapt the dose of the treatment or to change the
treatment itself if an alternative therapeutic option is available. Consequently, the event of interest
is not observable in a given setting. A study where both interval censoring and competing risks are
observed would produce interval-censored competing risks data.[5] This is notably a characteristic
of studies of haematological malignancies where the response to a new treatment is of interest and
where the monitoring of patients implies a periodical dosage of a given blood biomarker because
patients remain at risk for disease progression or side effects. One example is response to treatment
studies in chronicmyeloid leukaemia in chronic phase where patients are treated with tyrosine kinase
inhibitors as the residual level of the BCR-ABL transcript is periodically assessed.[6]
CONTACT Marc Delord marc.delord@univ-paris-diderot.fr, mdelord@gmail.com
© 2015 Taylor & Francis
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2 M. DELORD AND E. GÉNIN
One common approach when analysing interval-censored data is to use the single imputation
approach, that is to choose a single failure time within the observed interval (usually the time of
the first positive examination). This approach considers interval-censored data as exact failure time
data in order to use partial likelihood methods. However, many authors have pointed out that this
methodwould producemisleading results, in particular a bias in regression coefficient estimates.[7,8]
It may also overestimate the statistical power because it underestimates the true variability of the
data.[9] Different alternative approaches have been proposed to handle time to event regression with
interval-censored data. Among the most cited works are the semi-parametric approach (Cox) by
Finkelstein [10] and the multiple imputation approach by Pan.[11] Some authors have also pro-
posed methods allowing for the use of auxiliary variables to improve efficiency of estimates.[12]
Recently, Hudgens and Fine proposed a parametric method to infer from a parametric estimation
of the cumulative incidence function (CIF) in the context of interval-censored data for competing
risks regression.[5] Despite this abounding literature on interval-censored data, there is still a great
need for easy-to-use software implementation of methods allowing to regress on interval-censored
data.[13]
One of the key assumptions allowing for the use of partial likelihood methods for handling
interval-censored data is noninformative interval censoring.[14,15] This assumption implies an inde-
pendence between failure times of interest and visit compliance, thatmay not hold in a clinical setting.
Zhang et al. [16] give the example of a patient experiencing symptoms at the same time as an event
of interest, therefore triggering a rapid visit to his physician. It is also acknowledged that symptoms
accompanying a positive response to a treatment may modify visit compliance.
In this paper we propose an extension of Pan’s [11] multiple imputation approach to Cox regres-
sion to handle interval-censored competing risks data. Pan’s idea is to consider interval-censored
data as missing event time,[17] and to use the Tanner and Wong [18] data augmentation schemes.
Accordingly, the following two steps are iterated: (a) generate multiple sets of data by imputing from
intervals censored but not right-censored data with respect to the current estimate of the coeffi-
cient and baseline survival and (b) using standard partial likelihood methods for right-censored
data (Cox regression), derive multiple estimates from imputed data sets and combine them follow-
ing multiple imputation rules described earlier [19,20] and update coefficient estimate and baseline
survival.
In analogy to this approach, we propose to handle interval-censored competing risks data using
a data augmentation approach combining the baseline CIF and Fine and Gray estimates of the
regression coefficient and associated variance–covariance matrix.[21] We have implemented both
the Poor Man’s and the Asymptotic Normal Data Augmentation (PMDA and ANDA, respectively)
algorithms.[11, 18,22]
The paper is organized as follows: Section 2 introduces competing risk analysis using the Fine and
Gray regression model and data augmentation principles. Section 3 presents in detail the implemen-
tation of the proposed method using the Poor Man’s and the ANDA. In Section 4, through different
simulated scenarios, we analyse the behaviour of these approaches showing that they are robust to
bias in case of informative interval censoring. Section 5 contains a short discussion.
2. Methodological background
2.1. Proportional hazards regression
2.1.1. Single endpoint and Cox proportional hazards regression
In classical time to event analysis, the hazard (λ(t)) completely describes the survival distribution. Its
relation with the survival function (S(t)) is
λ(t) = −d log S(t)
dt
. (1)
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The Cox proportional hazards model specifies that given covariates Zi, λ(t,Zi) = λ0(t) exp(Ziβ)
where λ0(t) is the baseline hazard depending on time only. Without loss of generality, this expression
can be written using the baseline survival function as
S(t|Zi) = S0(t)exp(Ziβ), (2)
where S0(t) is the baseline survival function. In Cox survival model, the baseline hazard and the
corresponding baseline survival are usually neglected as the model assume proportional hazards.
However, it is interesting quantity for graphical or sampling purposes.
A simple way to appraise this quantity is to assume that Sˆ(t) is an estimate of the survival functions
for a patient, having covariates equal to the mean of all other patients, that is
Sˆ(t) = Sˆ(t|Z�), (3)
where Z� =�ni=1 Zi, Zi being a vector of covariates for patient i.
Using Equation (2) we can write
Sˆ(t|Z�) = Sˆ0(t)exp(Z�βˆ), (4)
where βˆ is the vector maximizing the Cox partial likelihood. From Equations (3) and (4), it comes
Sˆ0(t) = Sˆ(t)exp(−Z�βˆ). (5)
This quantity plays a central role in Pan’s imputation schemes.
2.1.2. Competing risks and the Fine and Gray proportional sub-distribution hazards regression
In time to event analysis, competing risks describe a situation where more than one cause of failure is
possible. In that setting, both the CIF and the cause specific hazard function are estimable from the
data. However in clinical settings, the CIF may be preferable because it has an intuitive interpretation
as an estimate of the probability of the failure of interest in the presence of competing events.
In analogy with Equation (1), Fine and Gray [21] have defined a quantity, called the sub-
distribution hazard, allowing to regress directly on the CIF in the setting of competing risks
λ¯(t) = −d log (1− Ik(t))
dt
, (6)
where Ik(t) represents the CIF for event of interest k.
In analogy with Equation (2), the Fine and Gray proportional sub-distribution hazards model
states that the CIF for the event of interest k, Ik(t|Zi) with given covariates Zi satisfies
1− Ik(t|Zi) = (1− I0k(t))exp(Ziβ)
⇔ Ik(t|Zi) = 1− (1− I0k(t))exp(Ziβ),
(7)
where I0k(t) is the corresponding unknown baseline CIF and β is a vector of regression coefficients.
The proposed method requires an estimate of the baseline CIF. In analogy with Equation (3), one
may think of CIF as an estimate of the cumulative probability for an average patient to fail from the
cause of interest, that is
Iˆk(t) = Iˆk(t|Z�) = 1− (1− Iˆ0k(t))exp(Z
�βˆ), (8)
where Z� =�ni=1 Zi, Zi being a vector of covariate for patient i, and β is the vector maximizing the
Fine and Gray partial likelihood. From Equations (7) and (8), it comes
Iˆ0k(t) = 1− (1− Iˆk(t))exp(−Z
�βˆ). (9)
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4 M. DELORD AND E. GÉNIN
Anheuristic to compute the baseline CIF estimate would beZ(n×p) being amatrix of p covariates:
(1) fit the Fine and Gray regression model and get βˆ(1×p);
(2) estimate Iˆk, the non-parametric CIF for event k and derive the estimated cumulative sub-
distribution hazard function ˆ¯Λk(t) = −log(1− Iˆk(t));
(3) compute Z�(p×1) the vector of length p of the means of Z’s columns;
(4) estimate the baseline cumulative sub-distribution hazard function ˆ¯Λ0k(t)= ˆ¯Λk(t)
exp(−Z�βˆ);
(5) let Iˆ0k(t) = 1− exp(− ˆ¯Λ0k(t)) be the baseline CIF.
Iˆ0k(t) is the competing risks analogue of the baseline survival function used in Pan scheme.
2.2. Data augmentation algorithms
Data augmentation algorithms are general iterative schemes proposed by Tanner and Wong [18] to
handle general missing data problems. The idea is to augment the observed data in order to be able
to analyse it. It then becomes possible to derive an estimate of the parameter of interest by estimating
the posterior of its distribution given the augmented data. This therefore implies two steps, the data
augmentation step and the posterior step. In the data augmentation step, also referred to as multiple
imputation by Rubin,[19] observed data are completed in m round of imputation using the condi-
tional distribution of the missing data given the observed data, and the current distribution of the
parameter. In the posterior step, the distribution of the parameter is updated as a mixture of the m
posterior distributions given the augmented data.
Wei andTanner [22] have proposed two implementations of the data augmentation algorithms, the
PoorMan’s and theANDA. In the PoorMan’s version, themultiple imputation step is performed using
the conditional distribution of the missing data given the observed data and the current approxima-
tion of the parameter, i.e. the average of the parameter over the previous imputations step; whereas
in the Asymptotic Normal version, the posterior distribution of the parameter is approximated by
a mixture of multivariate normal distributions and the multiple imputation step is performed after
drawing in the current estimation of the parameter distribution.
3. Data augmentation schemes for interval-censored competing risks data
Interval censoring arises when the time to an event of interest (Ti) is not observable directly but is
known to lie in an interval (Ui,Vi] with Vi =∞ if Ti is right censored. Interval-censored competing
risks data can be denoted as {U,V , κ ,Z} , where κ is a vector indicating the cause of failures and Z is
a matrix of covariates.
As interval-censored data can be regarded as missing data, Pan [11] proposed to use data aug-
mentation as a general method for handling it in the framework of the Cox proportional hazard
regression. The main feature of this method is to sample from the current estimates of the base-
line survival function with respect to the current coefficient estimate, patient intervals and covariates
values. Once imputed data sets have been generated, it is straightforward to estimate coefficient
posteriors from augmented data set using the Cox regression model and finally to update the coeffi-
cient, associated variance–covariancematrix, and baseline survival function in order to initiate a new
iteration.
For interval-censored competing risks data, we propose, in the augmentation step, to sample from
the current estimate of the baseline CIF with respect to the current estimate of the regression coeffi-
cient, patient intervals, and covariate values. Posteriors of coefficient estimates are derived frommul-
tiple imputed data sets using the Fine and Gray sub-distribution hazards regression. Final parameter
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JOURNAL OF STATISTICAL COMPUTATION AND SIMULATION 5
estimate, associated variance–covariancematrix, and baseline cumulative incidence estimate are then
performed using Rubin’s rules at each step.
3.1. PMDA for interval-censored competing risks data
Interval-censored competing risks data are incomplete data from which it is easy to impute. Impu-
tation is done using the current estimate of the baseline CIF conditional on patient interval and
covariates using the current estimate of the coefficient. The PMDA for interval-censored competing
risks data is done as follows:
Let Iˆ0(i)k and βˆ
(i) be the baseline CIF and coefficient estimates at step i, respectively. In the augmen-
tation step we need to generate m sets of data {T(l), κ , δ,Z}, l = 1 . . .m, where T is a vector of exact
failure or censoring times, κ is a vector indicating causes of failure, Iδ=0 indicates right censoring,
and Z is a matrix of covariate.
For l = 1 . . .m:
• if Vj =∞, that is, if the observation is right censored, let T(l)j = Uj and set δ(l)j = 0;
• else, sampleXj from 1− [1− Iˆ0,(i)k ]exp(Zjβˆ
(i)) in (Uj,Vj], that is, in (Uj,Vj], sample {t(j,1), . . . , t(j,qj)}
with probability proportional to the baseline sub-distribution hazard weighted by exp(Zjβ(i)). Let
T(l)j = Xj and set δ(l)j = 1.
In the posterior step we used imputed data sets to compute m Fine and Gray proportional sub-
distribution hazards regressions and derive βˆ(i)
(l) , l = 1 . . .m, and �ˆ2(i)(l) , l = 1 . . .m, posteriors of the
coefficient and associated variance–covariance matrix, respectively.
We use each augmented data set and associated coefficient estimates to compute the baseline
estimate of the CIF I0(i)k(l) , l = 1 . . .m.
The coefficient is updated by averaging its posterior values over augmented data sets
βˆ(i+1) = 1
m
m�
l=1
βˆ(i)
(l) . (10)
The updated variance–covariancematrix is derived as the sumof two terms: thewithin-imputation
and the between-imputation variances
�ˆ2
(i+1) = 1
m
m�
l=1
�ˆ2
(i)
(l) +
�
1+ 1
m
� �m
l=1(βˆ
(i)
(l) − βˆ(i+1))(βˆ
(i)
(l) − βˆ(i+1))T
m− 1 . (11)
The first term is the average of the variances over augmented data sets, and the second term is the
variance of the coefficient posteriors over augmented data sets. It is inflated by 1/m to take account
of the finite number of imputations.[11,19,20]
Updated baseline CIFs is also obtained by computing the average of the baseline CIF over imputed
data sets
Iˆ0(i+1)k =
1
m
m�
l=1
I0(i)k(l) . (12)
The procedure is iterated until the desired precision is reached.
In order to initiate the algorithm, one needs a starting value for the coefficient vector (βˆ(0)) as well
as for the baseline CIF (Iˆ0(0)k ). In the context of the Cox regression, Pan proposed to set βˆ
(0) to the
null vector and to compute the initial baseline survival function as an average of the baseline survival
obtained on m imputed data set where right-censored observations are kept and exact failure times
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6 M. DELORD AND E. GÉNIN
are drawn from a uniform distribution in patient intervals. In analogy with Pan’s idea, we propose to
set βˆ(0) to the null vector and to initiate the baseline CIF (Iˆ0(0)k ) as follows:
Generatem sets of possibly right-censored data {T(l), κ , δ,Z}, l = 1 . . .m, such that
• if Vj =∞, let T(l)j = Uj and set δ(l)j = 0;
• or else, sample Xj from the uniform in [Uj,Vj], let T(l)j = Xj and set δ(l)j = 1;
• using each {T(l), κ , δ,Z}, l = 1 . . .m, compute Iˆ0(0)k(l) .
The initial baseline CIF is then
Iˆ0(0)k =
1
m
m�
l=1
Iˆ0(0)k(l) .
3.2. ANDA for interval-censored data
For the ANDA scheme, one would modify the PMDA algorithm as follows:
• in the posterior step, the distribution of the regression coefficient is approximated by a mixture of
normal distributions
g(i+1)(β) = 1
m
m�
l=1
N(βˆ(i)
(l) , �ˆ
(i)
(l) ). (13)
The mean and variance of g(i+1)(β) is given by Equations (10) and (11), respectively;
• in the multiple imputation step, we drawm times in g(i)(β) to obtain β(i)
(l) , l = 1, . . . ,m. Then,• if Vj =∞, let T(l)j = Uj and set δ(l)j = 0,
• else, sample Xj from 1− [1− Iˆ0,(i)k ]exp(Zjβˆ
(i)
(l) ) in (Uj,Vj]. That is, sample {t(j,1), . . . , t(j,qj)} with
probability proportional to the baseline sub-distribution hazard weighted by exp(Zjβ(i)(l) ). Let
T(l)j = Xj and set δ(l)j = 1.
4. Simulation
4.1. Global design
In order to assess the effect of interval censoring on competing risks data and the behaviour of
the proposed multiple imputation approaches with and without informative interval censoring, we
performed simulations with respect to multiple scenarios.
Following prescription 1 of Lawless and Babineau,[23] we have generated interval-censored
competing risks data in two independent steps:
(1) using the methodology proposed by Haller and Ulm,[24] we generated sets of competing risks
data along with a covariate associated with prespecified sub-distribution hazard rates (β);
(2) we then considered an independent inspection time process [25,26] to generate interval-
censored competing risks data sets from the former simulated competing risks data.
More precisely, let ν = 0 . . .N be the vector of the N first integers (visit number), and len a fixed
amount of time between two consecutive visits. Theoretical inspection times are then, for patient i:
ti,ν = ν × len. To simulate some variability in inspection times between patients, random numbers
were added to these fixed inspection times. We considered that the true inspection times for patient i
were ti,ν + �i where �i is a vector of length N of random numbers drawn from a normal distribution
with mean μ and variance σ 2. Whereas σ is set independently from covariates, μ has the following
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Table 1. Parameters used for simulations: for each scenario 500 data sets have been simulated with respect to the parameters
displayed in the table.
# n γ Transition β (tr. 1)
1 300 0 1 Log (1)
2 300 3 1 Log (1)
3 300 3 2 Log (1)
4 900 0 1 Log (1.3)
5 900 3 1 Log (1.3)
6 900 −3 2 Log (1.3)
expression: μ = γ × ξ , where γ is a real parameter and ξ is linked to the tested treatment or to the
patient’s characteristics. Finally, each patient interval ((Ui,Vi]) was derived such that, Ui < Xi ≤ Vi,
whereXi is the exact failure time simulated for patient i,Ui andVi being consecutive inspection times
previously simulated for patient i.
In the proposed simulation, we have set ξ = Z,Z being the indicator of the testedmedical practice.
As a result, when γ = 0, visit compliance is not linked to the tested covariate. This design aim to
reflect situations where the evaluated medical practice may influence both visit compliance and time
to an event of interest, i.e. where the tested covariate induces informative interval censoring. It can
also reflect a situation where the tested covariate has an impact on visit compliance although it has no
effect on either time to an event of interest or time to a competing event. Table 1 displays parameters
used to generate data sets in six scenarios: n is the number of observation simulated in each data set,
γ is the mean of the distribution from which elements of �i were drawn, and β is the prespecified
sub-distribution hazard ratio of the tested covariate on transition 1. The Transition column indicates
which transition is of interest. For each scenario, 500 data sets were generated with a covariate drawn
from a binomial distribution.
Each resulting data set was then analysed independently using four different processes:
(1) the Fine and Gray proportional sub-distribution hazards regression with the original sequence
of times: Ti = Xi, i = 1 . . . n (denoted as the fine and gray (FG) process);
(2) the PMDAapproach for interval-censored competing risks data (denoted as the PMDAprocess);
(3) the ANDA approach for interval-censored competing risks data (denoted as the ANDAprocess);
(4) the Fine and Gray proportional sub-distribution hazards regression using upper bounds of gen-
erated intervals as sequence of times: Ti = Ri, i = 1 . . . n (denoted as the single imputation using
upper bounds of intervals process (SIUB)).
Data augmentation schemes were launched with k = 5 iterations andm = 10 imputation rounds
at each iteration.
In scenarios where the theoretical value of β is (not) zero, the observed type I (II) error rates
were assessed by making the ratio of the number of the squared test statistic above (below) the 1− α
quantile of a χ2 with one degree of freedom over the total number of generated data sets for that
scenario. Computationwas performed using the statistical R environment [27] with packages survival
[28] and mstate.[29]
4.2. Results
In this series of simulations, interval-censored competing risks data sets were generated with respect
to four parameters and analysed using the four described procedures, the FG procedure was applied
on original simulated data before attribution of proper intervals. For each data set, the proportion of
competing events was approximately 50%. The number of simulated patients per data set was 300 for
the three first scenarios in which the true value of β is 0. In simulations 4–6 the number of simulated
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Table 2. Numerical results of simulations: the MSE of the estimated coeﬃcient is given with respect to the corresponding theoretical values, except for scenarios 3 and 6 where it is estimated using
the mean of the coeﬃcient estimated by the FG procedure.
FG ANDA PMDA SIUB
# βˆ var(βˆ) MSE βˆ var(βˆ) MSE CP βˆ var(βˆ) MSE CP βˆ var(βˆ) MSE CP
1 .003 .026 .027 .002 .026 .026 93.6 .002 .026 .026 93.6 .001 .026 .026 92.4
(.164) (.002) (.036) (.163) (.002) (.036) (93.8) (.163) (.002) (.036) (94.6) (.163) (.002) (.035) (95.0)
2 .003 .026 .027 .002 .026 .026 94.2 .001 .026 .026 93.8 −.090 .026 .035 91.2
(.164) (.002) (.036) (.162) (.002) (.035) (95.2) (.162) (.002) (.035) (92.8) (.165) (.002) (.045) (94.6)
3 −.004 .028 .027 −.004 .028 .027 95.2 −.004 .028 .027 94.6 .088 .028 .035 91.0
(.165) (.002) (.035) (.165) (.002) (.035) (94.0) (.165) (.002) (.035) (94.4) (.166) (.002) (.044) (95.2)
4 .258 .009 .009 .256 .009 .009 94.2 .256 .009 .009 94.6 .257 .009 .009 94.8
(.094) (.000) (.013) (.094) (.000) (.013) (95.4) (.094) (.000) (.013) (95.4) (.094) (.000) (.013) (96.2)
5 .258 .009 .009 .256 .009 .009 94.2 .256 .009 .009 94.4 .189 .009 .014 86.4
(.094) (.000) (.013) (.094) (.000) (.013) (97.8) (.094) (.000) (.013) (95.4) (.096) (.000) (.020) (97.8)
6 −.230 .009 .009 −.233 .009 .009 95.2 −.233 .009 .009 95.2 −.159 .009 .014 87.0
(.096) (.000) (.013) (.095) (.000) (.013) (96.4) (.095) (.000) (.013) (96.4) (.096) (.000) (.019) (95.8)
Notes: Standard errors are given in parentheses. The CP of the FG coeﬃcient estimate considered to be the true value of interest is also given for the ANDA, AMDA, and SIUB procedures. The CP of the
FG coeﬃcient variance estimate are given in parentheses.
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Table 3. Observed error rates.
Error rate # FG ANDA PMDA SIUB
Type I 1 0.050 0.044 0.044 0.036
2 0.050 0.046 0.042 0.102
3 0.038 0.032 0.032 0.080
1-Type II 4 0.794 0.786 0.782 0.794
5 0.794 0.784 0.776 0.530
6 0.674 0.696 0.692 0.374
Notes: The type I error rate is given for simulations 1, 2, and 3. The observed statistical power (1 – the type II error rate) is given for
simulations 4, 5, and 6.
patients was chosen to yield a type II error rate of 20% (Latouche et al. relation, Equation (4)).[30] In
scenarios 3 and 6 effect of the covariate on cause 2 is not specified.
Table 2 displays numerical results of the simulations. βˆ is the mean of the estimated regression
coefficient and var(βˆ) the mean of its estimated variance. MSE is the mean squared error of the esti-
mated coefficient. These values are given with their standard error in parentheses and percentage
coverage probabilities (CP) when appropriate.
Table 3 displays the observed type I error rates for scenarios 1–3 and the observed statistical power
(1 – the type II error rates) for scenarios 4–6.
In scenario 1, the covariate tested had a null prespecified effect on sub-distribution hazard rate of
transition 1. Parameters len and γ were set to 150 and 0, respectively. The three procedures tested
(ANDA, PMDA, and SIUB) yielded approximately the same unbiased results as compared to the
reference procedure (FG).
In scenario 2, γ was set to 3 while other parameters were left unchanged. If the two data augmen-
tation procedures gave approximately the same results as for scenario 1, the SIUB yielded downward
biased estimations (� ≈ −.09), and since the associated standard error was left unchanged, this
procedure gave an inflated type I error rate (from 3.6% in scenario 1 to 10.2%).
In scenario 3, whereas parameters remained the same as in scenario 2, the transition of interest
becomes transition 2. Data augmentation procedures yielded comparable results as in scenarios 1 and
2 but procedure SIUB yielded upward bias coefficients and for the same reason as in scenario 2, an
inflated type I error rate of 8% (vs.≈ 3.2% for data augmentation procedures).
Scenarios 4–6 are replicates of former scenarios except for the prespecified effect of the covariate
on the sub-distribution hazard rate of transition 1whichwas set to log(1.3). In these scenarios the data
augmentation procedure yielded comparable results to the FG procedure, although they show slightly
downward bias. The SIUB procedure gave biased results when γ �= 0. Absolute bias is approximately
27%and 30%corresponding to a loss of power of about 33%and 45% in scenarios 5 and 6, respectively.
5. Discussion
In this paper, we propose an extension of Pan’s multiple imputation approach to Cox regression with
interval-censored data to the setting of interval censored competing risks data using the Fine andGray
proportional sub-distribution hazards model. Accordingly, we consider sampling from the current
estimation of the baseline CIF with respect to the current coefficient estimate, patients interval and
covariate values. As Pan argued, thismethod is easy to implement and it can take advantage of existing
statistical libraries to analyse imputed data sets.Wehave implemented both the PMDAand theANDA
schemes allowing for multiple covariates of different kind.
An interesting feature of this multiple imputation approach is that it does not require the assump-
tion of noninformative interval censoring, as interval-censored data are not handled as such, but
augmented in exact failure times or right-censored observations. This feature is particularly appeal-
ing in the setting of interval-censored competing risks data where informative interval-censoring is
likely to exist, due not only to a correlation between the time to the event of interest but also to the
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cause specific hazard rate of a competing event, if it is linked to the tested covariate. This may happen
in the clinical trial setting or in a prognostic cohort study where patient-related characteristics are
tested.
To test the behaviour of the proposedmethod, in presence or not of informative interval censoring,
we have simulated interval-censored competing risks data with two possible transitions. Data were
simulated along with a binary covariate having a prespecified effect on the sub-distribution hazard
rate of transition 1. In the simulation design, this covariate could also induce informative interval-
censoring through the γ parameter when both γ and the tested coefficient were not null.
Results are summarized in the three following points:
(a) where the visit compliance is not linked to the tested covariate (scenarios 1 and 4), the three
tested procedures behave well;
(b) where the tested covariate does not affect the sub-distribution hazard rate of either events,
but affects visit compliance (scenarios 2 and 3), the simple imputation approach gives biased
estimates whereas the multiple imputation approaches are robust;
(c) where the tested covariate affects both the sub-distribution hazard rate of events 1 and 2 but also
visit compliance (scenarios 5 and 6), the simple imputation approach behaves poorly showing
biased results, whereas the multiple imputation approaches give unbiased coefficient estimates.
Asmentioned byGray,[31] in the particular setting of competing risks, a factormay affect the cause
specific hazard rate of an event although it has a different effect on the cumulative incidence of that
event. As a corollary, the possibility exists that an exposition has a positive effect on the cumulative
incidence of an event of interest while the cause specific hazard of the competing event remains higher
in the exposed group than in the non-exposed group. If one assumes a link between the cause specific
hazard of the competing event and visit compliance, this situation would produce misleading results
when the effect of this exposition on the sub-distribution hazard of the event of interest is estimated
using the simple imputation approach, as shown by simulation results.
For instance, in a clinical study this situation may arise when the objective is to evaluate the effect
of high doses as compared to standard doses in cancer treatment. High doses may have an effect
on both the response rate and the level of side effects, the latter being responsible for modified visit
compliance in all exposed patients, irrespective of the rate of observed responses.
The intuition behind the difference observed when using the single vs. the multiple imputation
approach may be expressed as follows: when single imputation procedures are used to estimate the
effect of a covariate from interval-censored competing risks data with informative interval censoring,
the modified compliance would imply a bias in the estimated coefficients because the order of times
to a particular event would be modified with respect to the tested covariate. When using multiple
imputation approaches, the probability of any particular order in event times of interest becomes
small in each of the imputed data sets, while on average, coefficient estimations derived from the
same imputed data sets remain correct.
In this article, we have shown that the multiple imputation approach to interval-censored data
developed by Pan [11] in the setting of the Cox regression could be adapted to the setting of interval-
censored competing risk data using the Fine and Gray regression model. The proposed approach can
be useful in many situations, particularly when the assumption of noninformative interval censoring
does not hold. As noted by Jackson [32], there are many reasons to question this hypothesis in the
clinical setting. In clinical trial, it happens if the tested exposition affects both the time to an event of
interest and the visit compliance [16] the latter being directly associated with the time of the event of
interest or as mentioned earlier, via an effect on the cause specific hazard of a competing event.
In epidemiological studies or studies designed to evaluate prognostic factors, the multiple imputa-
tion approach would be useful to compare results from different institutions or if the tested covariate
is suspected to have an effect on visit compliance. Visit compliancemay also be linked to some patient-
related characteristics such as age, sex or to sociocultural factors including education level, marital
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status, use of psychoactive substances or be linked to the treatment compliance itself. Consequently,
caution is neededwhen testingwhether patient-related characteristics affect the cumulative incidence
of a particular event. In these situations, multiple imputation approaches would be useful to relax the
noninformative interval-censoring assumption.
We have implemented this approach in theMIICDR library through twomain functions allowing
to handle interval-censored data in the setting of competing risks using the Fine and Gray regression
model but also in the setting of the classical Cox regression model as described in Pan’s paper.
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