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Abstract
This thesis is an investigation of the difference between metabolic and hyperbolic objects in a
variety of settings and how they interact with cobordism and ‘double cobordism’, both in the
setting of algebraic L-theory and in the context of knot theory.
Let A be a commutative Noetherian ring with involution and S be a multiplicative subset.
The Witt group of linking forms W (A,S) is defined by setting metabolic linking forms to be
0. This group is well-known for many localisations (A,S) and it is a classical fact that it forms
part of a localisation exact sequence, essential to many Witt group calculations. However,
much of the deeper ‘signature’ information of a linking form is invisible in the Witt group. The
beginning of the thesis comprises the first general definition and careful investigation of the
double Witt group of linking forms DW (A,S), given by the finer equivalence relation of setting
hyperbolic linking forms to be 0. The treatment will include invariants, structure theorems and
localisation exact sequences for various types of rings and localisations. We also make clear
the relationship between the double Witt groups of linking forms over a Laurent polynomial
ring and the double Witt group of those forms over the ground ring that are equipped with
an automorphism. In particular we prove the isomorphism between the double Witt group of
Blanchfield forms and the double Witt group of Seifert forms.
In the main innovation of the thesis, we next define chain complex generalisations of the
double Witt groups which we call the double L-groups DLn(A,S). In double L-theory, the
underlying objects are the symmetric chain complexes of algebraic L-theory but the equivalence
relation is now the finer relation of algebraic double-cobordism. In the main technical result of
the thesis we solve an outstanding problem in this area by deriving a double L-theory localisation
exact sequence. This sequence relates the DL-groups of a localisation to both the free L-groups
of A and a new group analogous to a ‘double’ algebraic homology surgery obstruction group
of chain complexes over the localisation. We investigate the periodicity of the double L-groups
via skew-suspension and surgery ‘above and below the middle dimension’. We then reconcile
the double L-groups with the double Witt groups, so that we also prove a double Witt group
localisation exact sequence.
Finally, in a topological application of double Witt and double L-groups, we apply our
results to the study of doubly-slice knots. A doubly-slice knot is a knot that is the intersection
of an unknotted sphere and a plane. We show that the double knot-cobordism group has a
well-defined map to the DL-group of Blanchfield complexes and easily reprove some classical
results in this area using our new methods.
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Chapter 1
Introduction
Poincare´ duality is the fundamental symmetry present in the structure of a closed, oriented
topological manifold. The various algebraic expressions and consequences of this symmetry are
basic to the programme of understanding the structure of manifolds via algebraic topology.
For an even-dimensional manifold, the simplest algebraic invariant expressing Poincare´ duality
is the intersection form, defined on a finitely generated free module. For an odd-dimensional
manifold it is the linking form on a finitely generated torsion module. In this thesis we shall be
particularly concerned with the odd-dimensional case, studying linking forms and their chain
complex generalisations, symmetric Poincare´ complexes with torsion homology.
In several interrelated settings within both algebra and topology there has been observed a
subtle difference between what we call metabolic and hyperbolic objects. Roughly speaking, an
object is metabolic if it is nullcobordant and it is hyperbolic if it is doubly nullcobordant - that
is it admits two nullcobordisms that glue together to make a trivial object1.
A nullcobordism of N
N M
A double-nullcobordism of N .
M+ ∼= 0N M−
Figure 1.1: M , N , M± can be either manifolds or chain complexes with duality.
The aim of this thesis is to make precise the metabolic/hyperbolic distinction and to define
and develop invariants to measure it. This will be developed firstly, and most extensively, in
the algebraic setting of linking forms and then of symmetric L-theory. The results will then be
applied to construct new invariants in the motivating topology of double knot-cobordism.
The main topological intuition and motivation for the metabolic/hyperbolic distinction
comes from knot theory. An n-knot K : Sn →֒ Sn+2 is called slice if it is the boundary of
a disc embedded in Dn+3, and is doubly slice if it is the boundary of two discs in Dn+3 such
that when you glue the discs along the knot, the resulting (n+1)-sphere is unknotted in Sn+3.
1Various precise definitions will be given in the sequel!
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The problem of detecting whether a knot is doubly knot-nullcobordant, called the doubly slice
problem, is a long-standing and difficult problem in knot theory that is yet to be effectively
tackled.
We first investigate the metabolic/hyperbolic distinction in the case of linking forms. We
make the first general definitions and calculations of what we call the double Witt groups of a
localisation of a ring with involution. The double Witt groups refine the classical Witt groups
of linking forms and, working over a Dedekind domain, we calculate the kernel of the forgetful
map to show precisely the ‘deeper’ signature information that the new groups capture.
Inspired by the concept of a double-nullcobordism, we next develop the central innovation
of this thesis – a theory of chain complex double-cobordism, which we call double L-theory.
Similarly to the case of linking forms, our new groups refine the classical L-groups of a localisa-
tion of a ring with involution. The double L-groups are studied in some detail and in particular
we prove our main technical result, (Theorem 5.2.4 in the thesis):
Theorem 1.0.1 (Double L-theory localisation exact sequence). Suppose (A,S) defines a local-
isation of a commutative Noetherian ring with involution A containing a half-unit. For n ≥ 0,
the sequence of group homomorphisms
0→ Ln(A, ε)
Di
−−→ DΓn(A→ S−1A, ε)
D∂
−−→ DLn(A,S, ε)
is exact.
This sequence is in the vein of the classical localisation exact sequences of Bass, Karoubi,
Quillen, Ranicki, Vogel et al, and probes the structure of double L-theory by relating the torsion
double L-groups to the classical projective L-groups via an algebraic ‘double homology surgery
obstruction’ group. As a corollary we obtain a localisation exact sequence for the double Witt
groups, thus solving an outstanding problem in this area:
Theorem 1.0.2 (Double Witt group localisation exact sequence). Suppose (A,S) defines a
localisation of a commutative Noetherian ring with involution A containing a half-unit. The
sequence of group homomorphisms
0→W ε(A)
Di
−−→ D˜Γ
ε
(A→ S−1A)
D∂
−−→ DW ε(A,S),
is exact.
On the topological side, we apply the double Witt groups and the double L-groups to obtain
invariants of the double knot-cobordism class of a knot. Our invariants are also robust enough
to recover the main classical doubly slice invariants (including Blanchfield form, Seifert form,
Farber-Levine pairing) in a single framework. Using our chain complex methods we recover
some classical results in this area.
1.1 A motivating example
As much of the work of this thesis is algebraic in nature, we would like to start here with an
easy and well-known geometric example to illustrate the main themes we intend to develop.
Example 1.1.1. Suppose we work in a fixed category Diff , PL or TOP and that N = S3Q is
an oriented manifold that is a rational homology 3-sphere (QHS). For any finite abelian group
T there is an isomorphism Ext1Z(T,Z)
∼= HomZ(T,Q/Z). The groups H1(N) and H
2(N) are
finite, so
H1(N) ∼= Ext
1
Z(H
2(N),Z) (Universal Coefficient Theorem)
∼= HomZ(H
2(N),Q/Z).
2
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Hence the Poincare´ duality isomorphism D : H2(N)
∼=
−→ H1(N) can be expressed adjointly as a
non-singular, skew-symmetric bilinear pairing
λ : H2(N)×H2(N)→ Q/Z
which is called the linking form for N . Geometrically the pairing between cocycles x, y ∈ C2(N)
is described as follows. Because H1(N) is a torsion abelian group, there exists a positive integer
s ∈ N such that sD(y) = da for some choice of a ∈ C2(N). It is possible to choose generically
transversely intersecting submanifolds X1 and Z2 of N such that [X ] = D[x] ∈ H1(N) and
[Z] = [a] ∈ H2(N). The linking form is then defined to be
λ(x, y) =
1
s
∑
p∈X∩Z
εp (where εp = ±1),
the signed count of the points of intersection of X and Z, divided by the number s. It is a
straightforward check that this is well-defined in Q/Z regardless of the choices we have made.
For rational homology 3-spheres the linking form encodes all non-trivial homological informa-
tion.
Now suppose that N = ∂M for a compatibly oriented manifold M = D4Q which is a rational
homology 4-ball. By combining the naturality of the Poincare´ duality maps (drawn vertically)
with the homology and cohomology long exact sequences we obtain a diagram
0 // H2(M,N) //
∼=

H2(M)
i∗ //
∼=

H2(N) //
∼=

H3(M,N) //
∼=

0
0 // H2(M) // H2(M,N) // H1(N) // H1(M) // 0
showing that the submodule i∗(H2(M)) ⊂ H2(N) is maximally self-annihilating with respect
to the linking form for N . We call a maximally self-annihilating submodule a lagrangian and
say a linking form is metabolic if it admits a lagrangian.
In fact, the set of skew-symmetric linking forms modulo the metabolic forms makes a group
W−(Z,Z \ {0}) called the Witt group of linking forms. The linking form of a QHS is metabolic
if and only if it vanishes in the Witt group of linking forms (this is an algebraic statement
related to Z being a principal ideal domain and is discussed in Chapter 5) - hence calculating
this Witt group would identify an obstruction to the existence of the proposed nullcobordism
M of N . Indeed, the set of QHS’s modulo nullcobordism via rational homology balls also forms
a group, denoted Θ3Q, and we have described a homomorphism of groups
Θ3Q →W
−(Z,Z \ {0}).
(Actually this is a surjective morphism [KK80].)
To motivate the next step in the example, we must now mention the wider vista of pairings on
modules. It is very common to consider non-singular, symmetric (or skew-symmetric) bilinear
pairings
α : K ×K → A
where A is a commutative Noetherian ring and K is a finitely generated projective A-module.
Similarly to linking forms, these pairings arise as the basic algebraic invariant expressing
Poincare´ duality, but now for even-dimensional manifolds. Suppose for such an algebraic pair-
ing that there exists a lagrangian L ⊂ K. Then L is automatically a direct summand as K is
projective, and there exists a choice of splitting of K with respect to which α is adjointly given
3
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by a metabolic matrix (
0 ∗
∗ ∗
)
: K → HomA(K,A).
If 2 is invertible in the ring A then it is possible to improve the choice of splitting of K so α is
given by a hyperbolic matrix (
0 ∗
∗ 0
)
: K → HomA(K,A).
Whenever we can find a complementary submodule to L, that is also a lagrangian, then we call
the form itself hyperbolic.
But in contrast, it is easy to think of examples of linking forms which admit lagrangians that
are not direct summands. For instance the Lens space L(4, 1) is a QHS with linking pairing
Z/4Z× Z/4Z→ Q/Z; (x, y) 7→ xy/4.
The only possible lagrangian submodule is given by 2 : Z/2Z →֒ Z/4Z but this is not a direct
summand.
Combining everything so far motivates the following questions:
• When might a hyperbolic linking form example arise from geometry?
• When might the distinction between metabolic and hyperbolic linking forms be geomet-
rically significant?
• Is the metabolic/hyperbolic distinction a shadow of a higher level phenomenon in algebra
and topology?
Example 1.1.2. We offer one partial answer to the first question now, by continuing with
Example 1.1.1. Extending the interpretation of a lagrangian as a nullcobordism, suppose there
exist oriented manifolds M+ and M− with common boundary ∂M± ∼= N = S
3
Q and consider
glueing them together along N . Call the nullcobordisms (M±, N) complementary if M+ ∪N
M− = S
4
Z, an integral homology 4-sphere.
M+ = S4Z
?
N M−
If (M±, N) are complementary then an analysis of the Meier-Vietoris sequence shows that
this actually forces M± to be rational homology 4-balls and that the map
(i∗+ i
∗
−) : H
2(M+)⊕H
2(M−)
∼=
−→ H2(N)
must be an isomorphism. Hence the linking form on N is hyperbolic. In fact we claim another
easy Meier-Vietoris argument shows the converse. So that:
Claim 1.1.3. Suppose ∂M± = N . Then M+ ∪N M− = S
4
Z if and only if M± = D
4
Q and M±
induce complementary lagrangian submodules for the linking form of N .
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In one sense Example 1.1.2 is neater than Example 1.1.1. Not only does the hyperbolic
property give us a ‘Witt-type’ obstruction to the geometric situation but we have an ‘if and
only if’ statement.
However, in several ways, Example 1.1.2 is a more delicate situation. Firstly, until this thesis,
there was no general algebraic theory of linking forms modulo hyperbolic forms (although the
theory has been developed in special cases). Secondly, Example 1.1.2 appears to be concerned
with something we might call a ‘double-nullcobordism’. But there is not a general concept of
‘double-cobordism’ or of a ‘double-cobordism group’, so that at first sight there is no group
homomorphism analogous to Θ3Q → W (Z,Z \ {0}) from Example 1.1.1. Let’s delve a little
deeper into this second concern now.
1.2 Geometric ‘double-cobordism’?
One common definition of a cobordism category (C, ∂, i) does not require a great deal of structure:
• C is a small category with a finite coproduct ‘+’, and initial object, written ‘∅’,
• ∂ : C → C is an additive functor (with respect to +),
• i : ∂ → IdC is a natural transformation such that ∂∂M = ∅ for all objects M of C.
In such a setting, two objects N and N ′ are cobordism equivalent if there exist M and M ′ such
that N + ∂M ∼= N ′ + ∂M ′. The set of isomorphism classes of objects, modulo this equivalence
relation forms a commutative monoid. But in many topological examples there is a natural
notion of cobordism inverse (usually given by some notion of a cylinder) so that we have,
moreover, a cobordism group.
When might a concept of ‘double-cobordism’ make sense and be useful? Desirable properties
of a good notion of double-cobordism would be
1. It is a refinement of the cobordism relation.
2. Doubly-nullcobordant is to nullcobordant as hyperbolic is to metabolic.
3. The set of objects modulo the double-cobordism relation forms an interesting and tractable
algebraic object e.g. a group.
Geometrically, desirable property 3 is a big ask and is the major obstruction to developing
this concept in generality. Assuming we already have property 1, to see a group structure we
would need to take a geometric object M and its standard cobordism inverse −M , then show
that M + (−M) is doubly-nullcobordant. There is simply no general geometric reason this
should be the case - it requires real geometric input.
Remarkably, this property does hold in the theory of knot-cobordism. If K : Sn →֒ Sn+2 is
an n-dimensional knot thenK#−K is a doubly-slice knot. (This follows from a geometric result
of Zeeman on ‘twist-spinning’, for which we give a quick and elementary reproof in Appendix
B.) This observation led Stoltzfus ([Sto78]) to make the first and (to this date) only definition
of a geometric double-cobordism group, the n-dimensional double knot-cobordism group DCn.
This group is still very poorly understood. This is even the case in ‘high dimensions’ n ≥ 3,
where the powerful tools of classical surgery theory ([Ker65], [Lev65], [Lev69], [Sto77], [Ran81])
have provided a complete description of the n-dimensional knot-cobordism group. Cn = 0 when
n is even, and when n is odd
Cn
∼=
−→ Ln+1(Z[z, z−1], P ) ∼=
⊕
∞
Z⊕
⊕
∞
(Z/2Z)⊕
⊕
∞
(Z/4Z). (1.1)
Indeed, there are very few examples of high-dimensional cobordism problems that have not
been effectively tackled via surgery theory. We can even go so far as to say the classical surgery
5
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programme cannot tackle the doubly-slice problem as it has been shown by Ruberman ([Rub83],
[Rub88]) that the technique of ‘surgery below the middle dimension’ cannot be applied to a
double knot-cobordism class [K] ∈ DCn for any n.
One further complication, and perhaps the central issue with the double knot-cobordism
group, is that it isn’t known to be ‘transitive’, in the sense that knot K represents 0 in DCn
if and only if there exist doubly slice knots J and J ′ such that K#J ≃ J ′, but this does not
necessarily mean that K itself is doubly slice.
1.3 Localisation and algebraic double-cobordism
On the algebraic side, the story of double-cobordism is very rich. Suppose A is a ring equipped
with a unit and an involution. If S ⊂ A is a multiplicatively closed subset containing the
unit and closed under the involution then we may localise A at S to form the ring S−1A of
fractions a/s where a ∈ A, s ∈ S. Under some algebraic assumptions on our underlying ring
A (stated below), we will show how to take the classical algebraic cobordism theories of the
Witt group of linking forms W (A) and of symmetric algebraic L-theory and refine them to
double-cobordism theories so that desirable properties 1, 2, and 3 are all satisfied. Our refined
versions of these theories are the double Witt groups of linking forms DW (A,S) and the torsion
double L-groups DLn(A,S) of n-dimensional symmetric Poincare´ complexes over A that have
S-torsion homology.
For the assumptions on our underlying ring, first we will assume A is Noetherian and
commutative. In all geometric applications we have in mind, these conditions are satisfied. The
conditions are mainly for convenience and the algebraic theory we develop will not really need
them. All the constructions in the double Witt groups and double L-theory can be developed
without these assumptions. However, we will further assume that there exists a half-unit in
the ring, that is an element s ∈ A such that s+ s = 1. This assumption is essential to ensure
our theory has desirable property 3: a group structure. It is also intimately related to the
geometry of knot exterior via Alexander duality. Given a knot K, the half-unit corresponds to
the fact that if z generates the group of deck transformations of the infinite cyclic cover of the
knot complement XK , then 1− z is an automorphism of the homology H∗(XK ;Z[z, z
−1]). The
standard involution on Z[z, z−1], extended from z 7→ z−1, then makes s = (1− z)−1 a half-unit.
Both linking forms and torsion symmetric L-theory are the historical tools directly used
in the computation of equation 1.1, so that certainly one end-result we have in mind for our
double-cobordism groups is an application to the doubly-slice problem. However these double-
cobordism theories are interesting in their own right and turn out to fit neatly into the general
scheme in algebraicK- and L-theory of understanding the localisations of rings with involution.
Define categories
A(A) = {finitely generated, projective A-modules},
H(A,S) = {finitely generated, homological dimension 1, S-torsion A-modules}.
What we will call a localisation exact sequence is a way of measuring the difference between the
categories A(A) and of H(A,S).
The first example of such a sequence is in K-theory. The categories A(A) and H(A,S) are
abelian and hence carry a natural exact structure in the sense of Quillen so that one can define
all higher algebraic K-groups Kn(A) = Kn(A(A)) and Kn(A,S) = Kn−1(H(A,S)). There is
then a long exact sequence for n > 0 in these K-groups [Qui73]:
. . . // Kn(A) // Kn(S−1A) // Kn(A,S) // Kn−1(A) // . . . .
6
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This specialises in low dimensions to the exact sequence of Bass [Bas68, XII]:
K1(A) // K1(S−1A) // K1(A,S) // K0(A) // K0(S−1A) // 0 .
Correspondingly in algebraic L-theory there is the Ranicki-Vogel long exact sequence in Wall’s
quadratic surgery obstruction L-groups ([Wal99], [Ran81], [Vog80]):
. . . // Ln(A) // Ln(S−1A) // Ln(A,S) // Ln−1(A) // . . . .
Again, this specialises in low dimensions to the more classical localisation exact sequence of
Milnor-Husemoller [MH73] (for A a Dedekind domain and S = A \ {0} so that S−1A is the
fraction field), now relating the associated Witt groups W (A) of symmetric sesquilinear forms
on finitely generated projective modules over A and W (A,S) of symmetric sesquilinear linking
forms on finitely generated torsion modules over A:
0 // W (A) // W (S−1A) // W (A,S) // 0 .
Our double L-groups fit into a similar sequence. This is our main technical result of dou-
ble L-theory, Theorem 5.2.4, the double L-theory localisation exact sequence. It compares the
symmetric L-groups of A to the torsion double L-groups of a localisation (A,S) via the com-
parison term DΓn(A→ S−1A). The objects in DΓn(A→ S−1A) agree with the objects in the
groups Γn(A→ S−1A) ∼= Ln(S−1A), the n-dimensional algebraic homology surgery obstruction
groups (see [Ran81, 2.4], also cf. [CS74]), however a more delicate double-cobordism relation
called ∂-double-cobordism is required in our definition. We show that for n ≥ 0, there is an
exact sequence
0 // Ln(A) // DΓn(A→ S−1A) // DLn(A,S) .
In the case that n = 2 and for A a Dedekind domain, we prove that this specialises to an exact
sequence in our double Witt group setting:
0 // W (A) // D˜Γ(A→ S−1A) // DW (A,S) ,
where the D˜Γ-group in this sequence is a double Witt group for (singular) symmetric forms on
an A-lattice inside a finitely generated projective S−1A-module.
1.4 Organisation
In Chapter 2 we develop enough classical language to precisely describe the metabolic/hyperbolic
distinction in the context of linking forms. Some time will be spent carefully putting together
well-known results in this area so that we can prove the Main Decomposition Theorem, Theo-
rem 2.2.19. Although this result is new, it essentially follows from several results already in the
literature. We then make the first general definitions of the split Witt and double Witt groups.
Next we use the Main Decomposition Theorem to determine the structure of these groups and
the kernel of the forgetful map DW (A,S) → W (A,S) in many cases. Finally we develop the
language required to state and understand our double Witt group localisation exact sequence,
although the proof is postponed for later.
In Chapter 3 we review the topological motivation for the study of linking forms, focussing
on the case of odd-dimensional manifolds admitting an infinite cyclic cover. We review some
results in the literature, including the passage between Z-equivariant linking forms on the
infinite cyclic cover and autometric forms on a fundamental domain for the cover. We set the
algebraic theory of Blanchfield and Seifert forms in this framework. In each case we analyse
7
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the associated double Witt groups and we prove isomorphisms between the double Witt group
of Blanchfield forms and the double Witt group of Seifert forms.
In Chapter 4 we prepare for the development of the double L-groups by reviewing algebraic
L-theory in some detail. This account, while not original material, is presented in an original
way that is well-suited to our later applications. This chapter is intended as a self-contained
introduction to L-theory that will prepare the reader for the techniques and constructions used
in Chapter 5.
In Chapter 5 we develop the main new tool of this thesis: double L-theory. We define
the DL-groups and confirm basic properties. We then develop the necessary tools to write
down and prove the double L-theory localisation exact sequence. After this we analyse the
potential periodicity in double L-theory by investigating the possibility of algebraic surgery
‘above and below the middle dimension’, although periodicity is not proven in general. Finally,
we compare the DL-groups to the double Witt groups, proving isomorphisms in low dimensions
and establishing the double Witt group localisation exact sequence.
In Chapter 6 we define the knot invariant we will be using, the Blanchfield complex of an
n-knot. This is a chain complex generalisation, originally defined by Ranicki [Ran81] of the
Blanchfield form. We establish basic properties of this invariant and recap the knot-cobordism
classification of high-dimensional knots in the language of algebraic L-theory.
In Chapter 7 we prove that the class of the Blanchfield complex inside a double L-group is
an invariant of the double knot-cobordism class of the knot. We recover several classical results
in this area using the techniques of double L-theory and finally outline some further areas of
study that our research suggests.
8
Chapter 2
Linking forms
The difference between the concepts of hyperbolic and metabolic objects is a central theme of
this thesis. In Chapter 2 we set down enough basic, classical algebra to precisely define and
explore the concepts and their difference in the context of linking forms. The set of linking
forms modulo metabolic equivalence will form the classical Witt group of linking forms. Taking
the set of linking forms modulo hyperbolic equivalence, we make the first general definition of
the double Witt group of linking forms. Using techniques of algebraic number theory we will
show how to decompose linking forms and compute the Witt group and double Witt group for
various rings and localisations.
We postpone the geometric interpretation of linking forms and the discussion of their sig-
nificance to algebraic topology until Chapter 3. Chapter 2 is limited to their careful algebraic
description. Many of the details included in this chapter can be found elsewhere and references
will be given. However, this is the first time these details, ideas and proofs have been collected
in one place and this description has been designed to best fit in with the extensions of the
ideas in later chapters and our general methods for understanding ring localisations.
In the final section of Chapter 2, we discuss the idea of a localisation exact sequence, a
sequence relating linking forms to forms on projective modules, in the double Witt setting.
The existence of such a sequence in the classical setting is famously proved in Milnor and
Husemoller’s textbook [MH73]. The existence of such a sequence in our double Witt group
setting will be stated as a theorem and will be proved in Chapter 5 when we have developed
more powerful techniques with which to tackle this problem.
2.1 Some algebraic conventions
In the following, A will always be a commutative, Noetherian ring with a unit and involution.
The involution is denoted
: A→ A; a 7→ a.
As A is commutative, we may switch between left and right A-module structures trivially.
However, we wish to use the involution to define a more sophisticated way of switching, that
extends to non-commutative rings with involution and permits an efficient way of describing
sesquilinear pairings between left A-modules.
A left A-module P may be regarded as a right A-module P t by the action
P t ×A→ P t; (x, a) 7→ ax.
Similarly, a right A-module P may be regarded as a left A-module P t. Unless otherwise
specified, henceforth the term ‘A-module’ will refer to a left A-module. Given two A-modules
P,Q, the tensor product is an abelian group denoted P t⊗AQ. We will sometimes write simply
9
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P ⊗ Q to ease notation, but the right A-module structure P t is implicit, so that for example
x⊗ ay = ax⊗ y.
In the following, S ⊂ A will always be a multiplicative subset, that is
i. st ∈ S for all s, t ∈ S.
ii. sa = 0 ∈ A for some s ∈ S and a ∈ A only if a = 0 ∈ A.
iii. s ∈ S for all s ∈ S.
iv. 1 ∈ S.
The localisation of A away from S is S−1A, the A-module of equivalence classes of pairs
(a, s) ∈ A × S under the relation (a, s) ∼ (b, t) if and only if there exists c 6= 0 ∈ A such that
c(at − bs) = 0 ∈ A. We say the pair (A,S) defines a localisation and denote the equivalence
class of (a, s) by a/s ∈ S−1A. If P is an A-module denote S−1P := S−1A⊗A P and write the
equivalence class of (a/s)⊗x as ax/s. Similarly, if f : P → Q is a morphism of A-modules then
there is induced a morphism of S−1A-modules S−1f = 1 ⊗ f : S−1P → S−1Q. If S−1P ∼= 0
then the A-module P is S-torsion. Using condition (ii) in the assumptions for S, the natural
morphism i : A→ S−1A sending a 7→ a/1 induces a short exact sequence of A-modules
0→ A→ S−1A→ S−1A/A→ 0.
i : A → S−1A is moreover an injective ring morphism, but in general S−1A/A is not a ring.
For an A-module P , the induced morphism i : P → S−1P is not generally injective. This is
measured by the exact sequence
0→ TorA1 (S
−1A,P )→ TorA1 (S
−1A/A,P )→ P → S−1P → (S−1A/A)⊗A P.
From this, we see that i : P → S−1P is injective if and only if TorA1 (S
−1A/A,P ) vanishes. This
happens, for instance, when P is a projective module. Define the S-torsion of P to be
TP := ker(P → S−1P ).
Example 2.1.1.
• If A is an integral domain then S = A \ {0} is multiplicatively closed and the pair
(A,S) = (A,A\{0}) defines the quotient field of A.
• If p is a prime ideal of A and p = p then S = A\p is a multiplicative subset and we can
define the localisation of A at p by Ap := S
−1A. Recall a local ring is a ring with a unique
maximal ideal. Ap is a local ring, with unique maximal ideal corresponding to the image
of p under the injective A-module morphism
i : A 7→ Ap; a 7→ a/1.
Here are some handy lemmas when working with localisations.
Lemma 2.1.2 (Localisation is exact). If
C : · · · → Cn
d
−→ Cn−1 → . . .
is a chain complex of A-modules and (A,S) defines a localisation, then for all r ∈ Z
S−1Hr(C) ∼= Hr(S
−1A⊗A C)
10
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Proof. The functor S−1A⊗A − is right exact because it is a tensor product functor. We must
show this functor is moreover left-exact. Suppose f : P → Q is an injective A-module morphism.
If x ∈ P , s ∈ S and (S−1f)(x/s) := f(x)/s = 0, then there exists t ∈ S such that 0 = tf(x) =
f(tx). But f is injective, meaning tx = 0 so that x/s = 0. Hence S−1f : S−1P → S−1Q is
injective. 
Lemma 2.1.3. Suppose the inclusion i : P → S−1P is an injective morphism. If f : P → Q
is an A-module morphism such that S−1f : S−1P → S−1Q is an S−1A-module isomorphism
then f is injective.
Proof. Suppose x ∈ P and f(x) = 0. Then (S−1f)(x/1) = 0 and hence x/1 = 0 ∈ S−1P . But
then x = 0 as P → S−1P is injective. 
Modules and localisation
We now introduce categories for comparing projective modules over A to projective modules
over S−1A. This comparison will be made precise later in the form of the various localisation
exact sequences derived in 2.4, 4.4.5 and 5.2.
Define a category
A(A) = {finitely generated (f.g.), projective A-modules},
with A-module morphisms.
Definition 2.1.4. An A-module Q has homological dimension m if it admits a resolution of
length m by f.g. projective A-modules, i.e. there is an exact sequence
0→ Pm → Pm−1 → · · · → P0 → Q→ 0,
with Pi in A(A). If this condition is satisfied by all A-modules Q we say A is of homological
dimension m.
If (A,S) defines a localisation, define a category
H(A,S) = {f.g. S-torsion A-modules of homological dimension 1}
with A-module morphisms.
Definition 2.1.5. For s ∈ A denote (s) = sA E A the ideal generated by s. If (A,S) and
(B, T ) define localisations then a morphism of rings with involution f : A→ B restricting to a
bijection f |S : S → T is called cartesian if, for each s ∈ S
[f ] : A/(s)→ B/(f(s))
is an isomorphism of rings.
For any multiplicative subset S ⊂ A there is an isomorphism of A-modules
lim
−→
s∈S
(A/(s))
∼=
−→ S−1A
and so a cartesian morphism (A,S)→ (B, T ) determines a cartesian square (hence the name)
A //

S−1A

B // T−1B
11
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Theorem 2.1.6. [Kar74, App. 5] A cartesian morphism (A,S)→ (B, T ) induces an equivalence
between the categories
H(A,S)←→ H(B, T ).
The main purpose of introducing the categories denoted by A and H is the heuristic that
“H(A,S) is the difference between A(A) and A(S−1A).”
Remark. One precise form that this heuristic takes is the classical algebraic K-theory local-
isation exact sequence of Bass. We briefly mention this for interest and for comparison with
the L-theoretic versions which will be considered later. According to [Bas68, IX. Theorem 6.3],
there is an exact sequence of abelian groups
K1(A(A))→ K1(A(S
−1A))→ K0(H(A,S))→ K0(A(A))→ K0(A(S
−1A)).
Where K0 is the functor that returns the Grothendieck group of an abelian category ([Bas68,
VII. 1.2]). K1 is the functor that returns the abelianisation (called ‘Whitehead group’ in
[Bas68]) of the category of automorphisms (P, α : P → P ) in an abelian category ([Bas68, VII.
1.4]).
Modules with duals
Finitely generated projective modules have a good notion of duality, coming from the Hom
functor. One consequence of the heuristic that H(A,S) is the difference between A(A) and
A(S−1A) is that H(A,S) has a correspondingly good notion of duality in a derived sense, as
we now explain.
Given A-modules P , Q, we denote the additive abelian group of A-module homomorphisms
f : P → Q by HomA(P,Q). The dual of an A-module P is the A-module
P ∗ := HomA(P,A)
where the action of A is (a, f) 7→ (x 7→ f(x)a). If P is in A(A), then there is a natural
isomorphism
\− : P t ⊗Q
∼=
−→ HomA(P
∗, Q); x⊗ y 7→ (f 7→ f(x)y).
In particular, using the natural A-module isomorphism P ∼= P t ⊗A, there is a natural isomor-
phism
P
∼=
−→ P ∗∗; x 7→ (f 7→ f(x)).
Using this, for any A-module Q in A(A) and f ∈ HomA(Q,P
∗) there is a dual morphism
f∗ : P → Q∗; x 7→ (y 7→ f(y)(x)).
Lemma 2.1.7. If T is a f.g. A-module with homological dimension 1 and T ∗ = 0 then there is
a natural isomorphism of A-modules T ∼= Ext1A(Ext
1
A(T,A), A).
Proof. Taking the dual of a projective resolution P1
d
−→ P0 → T we obtain a projective resolution
for Ext1A(T,A)
T ∗ = 0→ P ∗0
d∗
−→ P ∗1 → Ext
1
A(T,A)→ 0.
Taking the dual again we obtain an exact sequence
0→ (Ext1A(T,A))
∗ → P ∗∗1
d∗∗
−−→ P ∗∗0 → Ext
1
A(Ext
1
A(T,A), A).
The natural isomorphisms Pi ∼= P
∗∗
i for i = 1, 2 in particular imply that (Ext
1
A(T,A))
∗ =
12
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ker d∗∗ ∼= ker d = 0. A natural isomorphism of projective resolutions induces a natural isomor-
phism T ∼= Ext1A(Ext
1
A(T,A), A) (independent of the resolution chosen). 
Lemma 2.1.8. If (A,S) defines a localisation and T is a f.g. A-module that is S-torsion, then
T ∗ = 0 and there is a natural isomorphism
Ext1A(T,A)
∼= HomA(T, S
−1A/A).
Proof. As T is f.g. there exists s ∈ S such that sT = 0, so clearly T ∗ = 0. Similarly
HomA(T, S
−1A) = 0. Using the short exact sequence
0→ A→ S−1A→ S−1A/A→ 0,
we obtain the long exact sequence for Ext
0→ HomA(T, S
−1A/A)→ Ext1A(T,A)→ Ext
1
A(T, S
−1A)
and as localisation is exact we have Ext1A(T, S
−1A) ∼= S−1Ext1A(T,A) = 0 as T is S-torsion. 
Lemmas 2.1.7 and 2.1.8 show that, proceeding as in the category A(A) we may define a
duality and the same results will follow. Precisely, the torsion dual of a module T in H(A,S)
is the module
T∧ := HomA(T, S
−1A/A)
in H(A,S) with the action of A given by (a, f) 7→ (x 7→ f(x)a). There is a natural isomorphism
T
∼=
−→ T∧∧; x 7→ (f 7→ f(x)),
and for R, T in H(A,S), f ∈ HomA(R, T
∧) there is a torsion dual morphism
f∧ : T → R∧; x 7→ (y 7→ f(y)(x)).
Remark. We will only need the ‘dual’ and the ‘torsion dual’ in the sequel but it is interest-
ing to note that these results exist in much greater generality, provided one sets the correct
conditions on the ring and modules. For instance, for a commutative Noetherian ring A and
a finitely generated A-module M with ExtiA(M,A) = 0 for i = 0, 1, . . . , n− 1, there is a natu-
ral homomorphism M → ExtnA(Ext
n
A(M,A), A) [Fos70]. If we assume Ext
i
A(M,A) = 0 for all
i 6= n and that M is a Cohen-Macaulay module of height n (cf. [Par84]) then there is a natural
isomorphism [AB69, 4.35]
M ∼= ExtnA(Ext
n
A(M,A), A).
Forms and linking forms
From now on, let ε ∈ A be a unit such that εε = 1. For example, ε = ±1 is always a possible
choice.
Standard references for the algebra of forms and classical Witt groups is Milnor-Husemoller
[MH73]. For a more expanded classical treatment, the canonical texts are Scharlau [Sch85] and
O’Meara [O’M00]. The language we use for the more general setting of rings with involution is
based on that found in [Ran81, 1.6, 3.4] although we caution that our terminology, particularly
later on regarding lagrangian submodules, differs slightly. Also, our use of the word ‘split’ in
reference to forms and linking forms is entirely different to Ranicki’s use.
Definition 2.1.9. An ε-symmetric form over A is a pair (P, θ) consisting of an object P of
A(A) and an injective A-module morphism θ : P →֒ P ∗ such that θ(x)(y) = εθ(y)(x) for all
x, y ∈ P (equivalently θ = εθ∗). A form (P, θ) is non-singular if θ is an isomorphism. A form
13
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induces a sesquilinear pairing also called θ
θ : P × P → A; (x, y) 7→ θ(x, y) := θ(x)(y).
A morphism of ε-symmetric forms (P, θ) → (P ′, θ′) is an A-module morphism f : P → P ′
such that θ(x)(y) = θ′(f(x))(f(y)) (equivalently θ = f∗θ′f), it is an isomorphism when f is an
A-module isomorphism. The set of isomorphism classes of ε-symmetric forms over A, equipped
with the addition (P, θ) + (P ′, θ′) = (P ⊕ P ′, θ ⊕ θ′) forms a commutative monoid
Nε(A) = {ε-symmetric forms over A}.
Definition 2.1.10. Suppose (A,S) defines a localisation. An ε-symmetric linking form over
(A,S) is a pair (T, λ) consisting of an object T of H(A,S) and an injective A-module morphism
λ : T →֒ T∧ such that λ(x)(y) = ελ(y)(x) for all x, y ∈ T (equivalently λ = ελ∧). A linking
form (T, λ) is non-singular if λ is an isomorphism. A linking form induces a sesquilinear pairing
also called λ
λ : T × T → S−1A/A; (x, y) 7→ λ(x, y) := λ(x)(y).
Amorphism of ε-symmetric linking forms (T, λ)→ (T ′, λ′) is anA-module morphism f : T → T ′
such that λ(x)(y) = λ′(f(x))(f(y)) (equivalently λ = f∧λ′f). f is an isomorphism of forms
when f is an A-module isomorphism. The set of isomorphism classes of ε-symmetric linking
forms over A, equipped with the addition (T, λ)+(T ′, λ′) = (T⊕T ′, λ⊕λ′) forms a commutative
monoid
Nε(A,S) = {ε-symmetric linking forms over (A,S)}.
Definition 2.1.11 (Terminology). When ε = 1 we will omit ε from the terminology e.g.
symmetric form indicates (+1)-symmetric form.
2.2 Decomposition of linking forms
In Section 2.3 we will define and compute various groups of linking forms, called Witt groups,
split Witt groups and (most importantly) double Witt groups. In order to compute these
groups, it will be important to be able to reduce a linking form into its ‘elementary building
blocks’ and derive invariants from each block. This process is most effective when the A-module
T of the linking form is ‘primary’, hence the success of our decomposition programme depends
greatly on the underlying ring A and how far it permits generic primary decomposition of
modules.
2.2.1 Decomposition of torsion modules
Before we begin decomposing the entire linking form data (T, λ), we discuss the structure of
primary modules over unique factorisation domains, and then primary decomposition of torsion
modules in Dedekind domains (all of which is well-known and classical).
Definition 2.2.1. A unique factorisation domain (UFD) is an integral domain in which every
non-zero element can be written as a product of a unit and prime elements of R.
Suppose for now that A is an integral domain, that p ⊂ A is a prime ideal and that T is
in H(A,A \ {0}). T is called p-primary if pdT = 0 for some d > 0. Now suppose further that
p ∈ A is a prime such that (p) = p. If we assume p = p, then the subset
p∞ := {upk |u is a unit, k > 0}
is a multiplicative subset, and T is p-primary if and only if it is p∞-torsion.
14
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We say a general A-module H has p-only torsion if the obvious A-module morphism H →
Ap⊗AH is injective. Clearly, if our torsion A-module T has p-only torsion then it is p-primary.
Interestingly, the converse is not true over a general integral domain, or even a UFD. A module
can be simultaneously primary in more than one way, as the next example shows, so that the
definition of p-only torsion is a necessary additional concept in general.
Example 2.2.2. For the UFD A = Z[z, z−1], the A-module T = (Z/2Z) ⊗A (A/(1 − z)A) is
both 2A-primary and (1 − z)A-primary.
Fix a choice of generator (p) = p. For each m ≥ 0, define an A-module
Km(T ) = ker(p
m : T → T ),
easily seen to be independent of the choice of p ∈ A. Then there is a filtration
{0} = K0 ⊆ K1 ⊆ K2 ⊆ · · · ⊆ Kd−1 ⊆ Kd = Kd+1 = . . .
which terminates as A was assumed Noetherian. Each Km is p-primary, and T is p-primary if
and only if Kd = T . The subquotients Jl := Kl/Kl−1 are A/p-modules and are used to define
the lth auxiliary module over A/p
∆l(T ) := coker(p : Jl+1 → Jl) ∼=
Kl
Kl−1 + pKl+1
∼=
plKl+1
pl+1Kl+2
, (2.1)
which is clearly natural in T and will form part of an important linking form invariant later.
Example 2.2.3. Consider T = (Z/2Z)⊕ (Z/4Z)⊕ (Z/32Z) in H(Z, (2)∞). We have
K1 (1 2 16) : Z/2Z⊕ Z/2Z⊕ Z/2Z →֒ T,
K2 (1 1 8) : Z/2Z⊕ Z/4Z⊕ Z/4Z →֒ T,
K3 (1 1 4) : Z/2Z⊕ Z/4Z⊕ Z/8Z →֒ T,
K4 (1 1 2) : Z/2Z⊕ Z/4Z⊕ Z/16Z →֒ T,
and K5 = T . The auxiliary modules are the vector spaces ∆1 ∼= ∆2 ∼= ∆5 ∼= Z/2Z, and ∆l = 0
otherwise.
Dedekind domains
Once we are already in a p-primary module T , we will use our auxiliary modules ∆l(T ) as de-
composition invariants. To ensure that a general torsion module first has a good decomposition
with respect to its p-primary submodules, we will eventually need to work over a Dedekind
domain.
Definition 2.2.4. A Dedekind domain is an integral domain R for which every R-module has
homological dimension 1. An equivalent definition is that a Dedekind domain is an integral
domain in which every non-zero proper ideal factors uniquely as a product of prime ideals. A
principal ideal domain (PID) is an integral domain in which every ideal is principal.
Assume for the rest of this subsection that A is a Dedekind domain. In particular, this means
the homological dimension 1 assumption on the objects of H(A,S) (for any S) is redundant.
As Dedekind domains are a common tool in commutative algebra we will use many details
without justification. We refer the reader to [Mil71] for a detailed discussion of the properties
of a Dedekind domain.
A Dedekind domain is a UFD if and only if its ‘ideal class group’ (see [Mil71, p.9]) is trivial
and in this case it is also a PID. A PID is always a Dedekind domain but the converse is not
true generally.
15
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Over a Dedekind domain, a torsion A-module T has annihilator ann(T ) = pl11 p
l2
2 ...p
lm
m for
some prime ideals pi, so that there is a natural isomorphism of A-modules
T ∼=
m⊕
j=1
Tpj ; Tpj := Apj ⊗A T
∼= pl11 ...p
lj−1
j−1 p
lj+1
j+1 ...p
lm
m T.
Hence T is p-primary if and only if ann(T ) = pk for some k > 0. Any element p ∈ p \ p2 is
called a uniformiser and if we assume p = p then T is p-primary if and only if it is torsion with
respect to the multiplicative subset
p∞ := {upk |u is a unit, k > 0}.
If p is principal, we may choose the uniformiser p to be the generator and we observe that this
definition of p∞ agrees with our previous one.
Over a Dedekind domain, if T is p-primary then it has p-only torsion. In fact now the con-
dition of being p-primary is equivalent to the statement that there is an A-module isomorphism
T ∼= Tp := Ap ⊗A T . Assume p = p to ensure that p
∞ is a multiplicative subset, then the
morphism (A, p∞) → (Ap, p
∞) is cartesian so, by Theorem 2.1.6, the isomorphisms T ∼= Tp
define an equivalence of categories
H(A, p∞)←→ H(Ap, p
∞),
(where we have used the fact that we can regard Tp as an Ap-module). The cartesian morphism
sends a uniformiser p ∈ A of p to a generator of the unique maximal ideal (which we are also
denoting p) of the local ring Ap. As A is a Dedekind domain, Ap is also a PID. (A ring that is
both a local ring and a PID, but is not a field, is often called a discrete valuation ring but we
won’t be needing this terminology.)
For T in H(Ap, p
∞) and p = (p), we may choose a length 1, f.g. projective Ap-module
resolution and, as f.g. projective modules over local rings are free, we may take a resolution
0→
N⊕
1
Ap
d
−→
N⊕
1
Ap → T → 0.
Choosing bases, we may diagonalise d and assume without loss of generality that
d =

pi1
pi2
. . .
piN
 .
This allows us to identify summands Tl of T
Tl ∼=
⊕
ij=l
Ap/(p
ijAp), and that T ∼=
∞⊕
l=1
Tl.
Note that ann(Tl) = p
l, pTl = ker(p
l−1 : Tl → Tl) and Tl can be regarded as a free Ap/(p
lAp)-
module. These Tl will be our ‘elementary building blocks’ of torsion modules. We now compare
with our previous terminology. The reader can easily confirm that we may use the Tl to express
the Km filtration, the subquotients Jl and our auxiliary modules ∆l(T ) as:
Km =
(
m⊕
l=1
Tl
)
⊕
(
∞⊕
l=m+1
pl−mTl
)
, Jm =
∞⊕
l=m
pl−mTl
pl−m+1Tl
, ∆l(T ) ∼= Tl/pTl.
16
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Example 2.2.5. Recall Example 2.2.3, T = (Z/2Z) ⊕ (Z/4Z) ⊕ (Z/32Z) in H(Z, (2)∞). Now
T1 = Z/2Z, T2 = Z/4Z, T5 = Z/32Z and Tl = 0 otherwise.
Example 2.2.6 (Principal ideal domains). If A is moreover a PID, then given a prime ideal
p ⊂ A we can and will choose our uniformiser p to be a prime element that is a generator
(p) = p. If T is a p-primary A-module then there is a decomposition on the level of A-modules
T ∼= ⊕∞l=1Tl and Tl is now a free (A/p
lA)-module for each l > 0. We do not need to pass to the
localisation Ap to obtain this decomposition.
2.2.2 Decomposition of linking forms
How do linking forms interact with prime ideals? If p ⊂ A is a prime ideal and (T, λ) is
a non-singular ε-symmetric linking form over (A,A \ {0}) then, by considering our algebraic
convention for the A-module structure of a torsion dual, we see the restriction of λp := λ|Tp
defines an isomorphism
λp : Tp
∼=
−→ T∧
p
.
So if p 6= p then there is a non-singular linking form(
Tp ⊕ Tp, λ|Tp⊕Tp
)
.
And if p = p there is a non-singular linking form (Tp, λp). The following is readily seen for
Dedekind domains:
Proposition 2.2.7. If A is a Dedekind domain and (T, λ) is a non-singular ε-symmetric linking
form over (A,A \ {0}), then the primary decomposition of T induces a natural decomposition
into non-singular linking forms
(T, λ) ∼=
⊕
p=p
(Tp, λp)
 ⊕
⊕
p6=p
(
Tp ⊕ Tp, λ|Tp⊕Tp
)
If p = p for all prime p ⊂ A there is induced a natural isomorphism of commutative monoids
Nε(A,A \ {0}) ∼=
⊕
p
Nε(A, p∞).
We now proceed to outline and carry out the programme for decomposing linking forms
using prime ideals. Such a programme has already been achieved in the case A = Z. The
full analysis of the commutative monoid N(Z,Z \ {0}) was begun by Wall in [Wal63] where
all generators were computed and the relations were given for non-2-torsion generators. It
was completed by Kawauchi-Kojima in [KK80] where missing relations were calculated and a
complete set of invariants was given.
We include this example now in some detail, as an indication of a successful approach that
we will follow to some extent. The example also illustrates the headaches that occur at the
prime 2. We will avoid these added complications later.
Example 2.2.8. We wish to compute N(Z,Z \ {0}). Using Proposition 2.2.7, it is sufficient to
consider the commutative monoids N(Z, (p)∞) for p ∈ Z a prime.
For p a prime, let Np,l ⊂ N(Z, (p)
∞) be the sub-monoid consisting of those forms that have
annihilator pl. Wall gives explicit generators for each Np,l and shows that for each odd p we
have
N(Z, (p)∞) ∼=
∞⊕
l=1
Np,l.
17
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At the prime 2, we still have a sum of monoids
N(Z, (2)∞) ∼=
∞∑
l=1
N2,l,
but this is not a direct sum as there are relations between the generators of the different N2,l.
Proof (sketch). Any linking form with underlying module a finite abelian group G decomposes
as a direct sum of linking forms into its p-primary summands, hence we analyse each prime in
turn.
Fix a prime p. An element (G, λ) ∈ N(Z, (p)∞) can always be decomposed as (G, λ) =⊕∞
1 (Gl, λl) where Gl is a free Z/p
lZ-module (this is a nontrivial extension of the structure
theorem for finite abelian groups). Use the notation (T, a/pN) for the standard linking form
with pairing (x, y) 7→ axy/pN .
If p is odd then Wall shows the linking form (Gl, λl) decomposes linearly, into a sum of
standard linking forms (Z/plZ, a/pl) for some non-zero a ∈ Z/plZ. Suppose l = 1, then for
fixed non-zero a ∈ Z/pZ, any automorphism of the linking form (Z/pZ, a/p) is described by
multiplication by a non-zero c ∈ Z/pZ, with resulting linking form (Z/pZ, c2a/p). As quadratic
residues act transitively on quadratic non-residues, the forms (Z/pZ, a/p) are thus classified up
to isomorphism by whether or not a is a quadratic residue modulo p. As every form over Z/pZ
decomposes as a direct sum of forms spanned by a single Z/pZ-summand Np,1 is generated by
two forms Ap and Bp, corresponding to a choice of quadratic residue and a choice of quadratic
non-residue respectively.
Recall that a consequence of Hensel’s Lemma is that a ∈ Z is a quadratic residue mod p if
and only if a is a quadratic residue mod pl. This is used by Wall to lift our classification of p-
torsion forms to a classification of forms (Z/plZ, a/pl) for all l > 0. Again, for fixed l > 0, there
are only two possibilities for generators - when a is a quadratic residue or when it is not and
we call these forms Apl and Bpl respectively. Wall shows they have the relation 2Apl = 2Bpl
for each l > 0 but that this is the only relation among the generators Apl , Bpl for p odd.
If p = 2, things get more complicated and there are more generators and relations because
Hensel’s Lemma does not give such neat results. N(Z, (2)∞) is generated by
• Al(k) := (Z/2lZ, k/2l), for l ≥ 1, where k = 1(l = 1),±1(l = 2),±1 or ± 5(l > 3),
• El0 :=
(
Z/2lZ⊕ Z/2lZ,
(
0 2−l
2−l 0
))
for l ≥ 1,
• El1 :=
(
Z/2lZ⊕ Z/2lZ,
(
21−l 2−l
2−l 21−l
))
for l ≥ 1.
For a full list of relations, see [KK80]. But, for example, for l ≥ 1
Al(k1)⊕A
l+1(k2) = A
l(k1 + 2k2)⊕A
l+1(k2 + 2k1).
So, significantly, there are relations between elements with different values of l. 
How can this proof be used as a model for decomposing linking forms in general? Suppose
A is a PID and a local ring, with involution invariant maximal ideal (p) = p = p. Here is the
programme we will now follow for decomposing a non-singular linking form (T, λ) over (A, p∞).
• Firstly, avoid 2-torsion. In other words define the most general notion of ‘2 is invertible’
in the residue field A/p and assume this. This will be the concept of a half-unit.
• Define the lth auxiliary form (∆l(T ), bl(λ)), a way of isolating the p
l-torsion part of (T, λ)
in a natural way.
18
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• Show that the set of auxiliary forms is a complete invariant of the isomorphism class of
the linking form. This will be Theorem 2.2.19, the Main Decomposition Theorem.
• Use the Main Decomposition Theorem to lift generators of Nε(A/p) to Nεp,l for each l > 0
and show that this gives a direct sum decomposition of monoids
Nε(A, p∞) ∼=
∞⊕
l=1
Nεp,l.
Main Decomposition Theorem
We assume for this subsection that (T, λ) is an ε-symmetric linking form over (A,A \ {0}) and
that T is p-primary, where (p) = p = p for some prime p ∈ A.
We now begin the decomposition programme outlined above. The main objective of this
section is to prove the Main Decomposition Theorem (Theorem 2.2.19). The build-up to this
will lay out the necessary terminology and prove some useful lemmas in this direction. Much
of the work of this section has been covered by other authors, particularly Levine [Lev80].
However it is difficult to find the details required so we have included them here, with citations.
The following definition generalises the idea of 2 being invertible in a ring and will be
extremely important, not just in this section, but throughout this thesis.
Definition 2.2.9. A half-unit s in a ring with involution A is a unit such that
s+ s = 1.
A basic example is the ring A = Z[ 12 ] with trivial involution and s = 1/2, or generally any ring
with trivial involution, in which 2 is invertible.
Claim 2.2.10. If A is a commutative ring with involution and p ∈ A is any element such that
there is a half unit s ∈ A/(p) then for any d > 0 there is a half unit in A/(p)d.
Proof. By assumption, there exists x ∈ A such that s+ s = 1+ px, and note that this equation
implies px = px. Set s′ = s(1− px). Then
s′ + s′ = (s+ s)(1− px) = (1 + px)(1− px) ≡ 1 mod p2.
The claim follows by induction. 
For now, we will assume A is a UFD and we will continue our decomposition programme
for a p-primary A-module T by extending the auxiliary modules ∆l(T ) to auxiliary forms.
Definition 2.2.11. Suppose (p) = p is a principal ideal, then given an ε-symmetric linking
form (T, λ) over (A, p∞), define for each l > 0 the lth auxiliary form, (∆l(T ), bl(λ)) over A/p
given by
bl([x], [y]) := p
l−1λ(x, y) ∈ A/p
where x, y ∈ Kl are choices of representative of [x], [y] ∈ Jl/pJl+1 and A/p ⊂ S
−1A/A via
x 7→ x/p.
Lemma 2.2.12. Suppose (p) = p is a prime ideal and T has p-only torsion. Then if λ : T →֒ T∧
is an injective morphism we have p = upp for some unit up ∈ A with up = u
−1
p (and hence
p = p).
Proof. Suppose pdT = 0, then λ(pdx, y) = λ(x, pdy)=0. But then pdx = 0 for all x ∈ T as λ
is an injective morphism. T has p-only torsion and so p divides pd. As p is a prime, we have
p = up for u a unit. 
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Claim 2.2.13. If A is a PID with prime ideal (p) = p = p and (T, λ) is a (non-singular)
ε-symmetric linking form over (A, p∞), then for each l > 0 the lth auxiliary form (∆l(T ), bl(λ))
is a well-defined (non-singular) (ulpε)-symmetric form over A/p.
We take this opportunity to examine the kind of example we will be thinking about in
Chapter 3.
Example 2.2.14. Let F be a field with involution and our principal ideal domain is the
Laurent polynomial ring A = F[z, z−1] with involution extended linearly from z = z−1. Monic
polynomials p(z) ∈ F[z, z−1] are of the type p = upp if and only if p(z) = (z − a) where aa = 1
and up = −az. For any such a and corresponding p, there is a linking form (A/p
lA, λ) with
λ(x, y) = xy/(z − a)l ∈ F(z)/F[z, z−1].
This is easily checked to be (up)
l-symmetric. The corresponding auxilliary form (∆l(A/p
lA), bl(λ))
is the standard inner product on the field A/(z − a)A given by the symmetric pairing (x, y) 7→
xy ∈ A/pA.
In order to prove Claim 2.2.13 we will need to some more terminology and a few little
lemmas.
Definition 2.2.15. Suppose j : L →֒ T is the inclusion of a submodule, then the submodule
L⊥ := ker(j∧λ : T → L∧) ⊂ T
is called the orthogonal of j(L) with respect to (T, λ).
Lemma 2.2.16. Suppose (T, λ) is a non-singular ε-symmetric linking form and j : L →֒ T is
the inclusion of a submodule, i : L⊥ →֒ T the inclusion of the orthogonal. If the restricted form
(L, λ|L) is a non-singular linking form then (L
⊥, λ|L⊥) is a non-singular linking form and there
is an isomorphism of linking forms
(j i) : (L, λ|L)⊕ (L
⊥, λ|L⊥)
∼=
−→ (T, λ).
Proof. Easy verification. 
Lemma 2.2.17. Suppose A is a PID, T is in H(A, p∞) and j : L →֒ T is the inclusion of a
submodule. Then j∧ : T∧ → L∧ is surjective.
Proof. (Cf. [Lev80, Lemma 19.2]) Let f ∈ L∧ and set L(0) = L, L(m) = L(m− 1)+Km(T ) for
m > 1. We will show how to lift f to T∧ by induction on m. Suppose f ∈ L(m)∧. Observe that
as Km+1/Km is a vector space over A/p, so is L(m+ 1)/L(m). Hence there is some A-module
J such that there is a vector space isomorphism g : J/pJ ∼= L(m + 1)/L(m). We have a lot
of choice in J , and we may take J to be a free (A/pm+1A)-module with the right number of
summands. Therefore we have L(m+ 1) = L(m) + J and J ∩ L(m) = ker(pm : J → J) = pJ .
But we can always extend a homomorphism f |pJ ∈ (pJ)
∧ to a homomorphism on the whole of
J . Hence we can lift f ∈ L(m)∧ to f˜ ∈ L(m+ 1)∧. 
Lemma 2.2.18. If A is a PID and (T, λ) is a non-singular ε-symmetric linking form over
(A, p∞) then for each m > 0:
(i) Km(T )
⊥ = pmT ,
(ii) (pmT )⊥ = Km(T ),
(iii) (pmKm+1(T ))
⊥ = Km(T ) + pT .
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Proof. For (i), it is clear that pmT ⊆ K⊥m. For the reverse inclusion, consider that by definition
Km = ker(p
m : T → T ) so we have pm : T/Km
∼=
−→ pmT . Let x ∈ K⊥m. From this there is a
well-defined morphism µx : p
mT → (p∞)−1A/A defined by λ(x, y) = µx(p
my). But by Lemma
2.2.17, µx lifts to µ˜x ∈ T
∧. But if z := λ−1(µ˜x), then for any y ∈ T
λ(x, y) = µx(p
my) = λ(z, pmy) = λ(pmz, y).
But λ is injective, hence x = pmz ∈ pmT by Lemma 2.2.12.
For (ii), it is clear that Km ⊆ (p
mT )⊥. For the reverse inclusion, suppose x ∈ (pmT )⊥.
Then 0 = λ(x, pmy) = λ(pmx, y) for all y ∈ T . But λ is injective, so x ∈ ker(pm : T → T ) = Km
by Lemma 2.2.12.
For (iii), it is a standard result (or one may easily confirm) that for general submodules
K,L →֒ T , we have (K ∩ L)⊥ = K⊥ + L⊥. But as pmKm+1 = p
mT ∩ K1 the result follows
from i. and ii. 
We can finally prove Claim 2.2.13.
Proof (of Claim 2.2.13). Recall the isomorphism ∆l(T ) ∼= p
lKl+1/p
l+1Kl+2 of equation 2.1.
Using this isomorphism, the pairing bl is given for x, y ∈ Kl+1 by bl(p
lx, ply) = plλ(x, y) =
λ(plx, y). In other words bl : ∆l → ∆
∗
l = HomA/p(∆l, A/p) is injective if and only if the kernel
of
λ : plKl+1 → K
∧
l+1
is a submodule of pl+1Kl+2. But if x ∈ p
lKl+1 and λ(x) = 0 ∈ K
∧
l+1, then x ∈ K
⊥
l+1 = p
l+1T
by Lemma 2.2.18.
For the symmetry claim, simply observe that for x, y ∈ Kl+1
bl(p
lx, ply) = plλ(x, y)
= plελ(y, x)
= ulpεp
lλ(y, x)
= ulpεbl(p
ly, plx).
For non-singularity we must show bl is an isomorphism whenever λ is. Without loss of
generality we may assume T = Tl. But then there is a natural A-module isomorphism
HomA(T, S
−1A/A) ∼= HomA/plA(T,A/p
lA) =: T ∗ so we consider λ to be the isomorphism
of A/plA-modules T ∼= T ∗. This induces an isomorphism of A/pA-modules T/pT ∼= T ∗/pT ∗.
Moreover, there is a natural isomorphism pl−1 : T ∗/pT ∗ ∼= (T/pT )∗. As bl([x]) := ([y] 7→
pl−1λ(x)(y)), the result follows. 
The main aim of this subsection is to prove the following theorem:
Theorem 2.2.19 (Main Decomposition Theorem). Suppose A is a PID, p = (p), and A/p con-
tains a half-unit s. If (T, λ), (T ′, λ′) are non-singular ε-symmetric linking forms over (A, p∞),
then there is an isomorphism of linking forms (T, λ) ∼= (T ′, λ′) if and only if there is an
isomorphism of A-modules T ∼= T ′ that induces an isomorphism of (ulpε)-symmetric forms
(∆l(T ), bl(λ)) ∼= (∆l(T
′), bl(λ
′)) over A/p for each l.
This is actually a corollary of the much stronger theorem of Levine:
Theorem 2.2.20 ([Lev80, Theorem 20.1]). Suppose A is a UFD, p = (p), p = p and A/p is
a Dedekind domain that contains a half-unit s. If (T, λ), (T ′, λ′) are non-singular ε-symmetric
linking forms over (A, p∞), then there is an isomorphism of linking forms (T, λ) ∼= (T ′, λ′) if
and only if there is an isomorphism of A-modules T ∼= T ′ that induces an isomorphism of forms
(∆l(T ), bl(λ)) ∼= (∆l(T
′), bl(λ
′)) for each l.
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Remark. In fact, Levine shows how to prove Theorem 2.2.20 in the additional case that
A = Z[z, z−1] and p ∈ A is any prime such that p(1) = ±1.
The general proof for Theorem 2.2.20 given in [Lev80] is very long and there are many
small details to consider - especially relating to the concepts required to handle the distinction
between p-primary and p-only torsion modules. We will only use the PID version in this thesis
so we have made simplifications to Levine’s proof where possible. Even our proof is not short!
We begin by rephrasing the hypothesis.
Claim 2.2.21. An isomorphism f : T ∼= T ′ induces an isomorphism of the auxiliary l-form if
and only if
(f∧λ′f − λ) = 0 : plKl+1 → (Kl+1)
∧.
Proof. Recall the isomorphism ∆l(T ) ∼= p
lKl+1/p
l+1Kl+2 of Equation 2.1. Using this isomor-
phism, the pairing bl is given for x, y ∈ Kl+1 by bl(p
lx, ply) = plλ(x, y) = λ(plx, y). The result
clearly follows. 
We are now in a position to prove Theorem 2.2.19.
Proof (of Theorem 2.2.19). One direction of the statement is clear as the auxiliary forms are
naturally defined.
For the reverse statement, we will rephrase the hypothesis using Claim 2.2.21. Our hypoth-
esis (denoted H(l)) is now that there is an isomorphism f : T ∼= T ′ such that for each l > 0 we
have
(f∧λ′f − λ) = 0 : plKl+1 → (Kl+1)
∧. (H(l))
As T is p-torsion, there is a least d > 0 such that Kd = T , so that H(d− 1) gives the morphism
(f∧λ′f − λ) = 0 : pd−1Kd → (Kd)
∧ = T∧
Define µ = f∧λ′f − λ : T → T∧ and note that µ = εµ∧. We will improve f by 2 separate
inductions that successively increase the submodule on which µ vanishes until the theorem is
proved:
pd−1Kd → T
∧,
pd−2Kd−1 → T
∧,
...
p0K1 → T
∧,
 Induction (1)
K1 → T
∧,
K2 → T
∧,
...
Kd = T → T
∧.
 Induction (2)
As induction (2) is easier and contains the main idea, we begin here. Suppose we have the
base case that µ restricted to K1 vanishes. Suppose, for the induction, that µ vanishes on Km
for some m < d. We use Claim 2.2.10 to improve our given half-unit to an element s ∈ A such
that the class of s is a half-unit in A/pd. Define a morphism
h = sλ−1µ : T → T.
Now h(T ) ⊆ (Km)
⊥ (orthogonal with respect to λ) by construction. But (Km)
⊥ = pmT by
Lemma 2.2.18, and by inspection hj(T ) ⊆ pjmT so h is nilpotent. We use the isomorphism
(1 + h) : T → T to improve f to f ′ := f(1 + h)−1. This improves µ to µ′ := (f ′)∧λ′f ′ − λ. We
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must check that µ′ vanishes on Km+1. First calculate that
(1 + h)∧λ(1 + h) = λ+ h∧λ+ λh+ h∧λh
= λ+ ε(λ∧h)∧ + sµ+ h∧sµ
= λ+ ε(sµ)∧ + sµ+ sh∧µ
= λ+ µ+ sµ+ sh∧µ
= f∧λ′f + sh∧µ.
So we need only check that h∧µ vanishes on Km+1. Writing the inclusion as jm : Km →֒ T ,
we can dualise h∧µjm+1 and alternatively check the statement that j
∧
m+1µh vanishes on T .
h(T ) ⊂ pmT , so let y ∈ T and j∧m+1µ(p
my) = (j∧m+1p)µ(p
m−1y). So we consider the vanishing
of j∧m+1pµ, or dually µpjm+1. But, using that p = up, we note that pjm+1(Km+1) ⊆ jm(Km),
and we know that µ vanishes on Km already. So we are done.
For induction (1) we will modify the argument from induction (2). We proceed as before,
noting along the way that our submodule for induction is now pmKm+1 so our analogous h has
h(T ) ⊆ (pmKm+1)
⊥ = Km+ pT by Lemma 2.2.18. We will now need to use hypothesis H(l) at
various stages, which means we need to carry it with us at each stage of the induction. We will
assume for now that H(l) holds for our f : T → T ′ and prove at the end that H(l) also holds
after we improve f .
The first thing to check is that h is nilpotent. Firstly, for each i ≥ 0 we have h(Ki+1) ⊆
(piKi+1)
⊥ = Ki + pT . This follows from the definitions and application of hypothesis H(i), or
rather its dual. This tells us that repeated application of h gives
hd−m(Km) ⊆ K0 + pT = pT.
Hence hd(d−m) = 0 and so that (1 + h) is an isomorphism. Define f ′ = f(1 + h)−1.
Next we must check that f ′ has the desired property that the corresponding improved µ
vanishes on pm−1Km. This check is reduced (by a similar calculation as in induction (2)) to
checking the statement that µh = 0 on pm−1Km. It is sufficient to check that µ(x)(y) = 0 for
x ∈ Km + pT , y ∈ p
m−1Km. If x ∈ pT then this is true by sesquilinearlity and if x ∈ Km then
the result follows from use our hypothesis H(m).
Finally we must check that f ′ has property H(l) whenever f does. In other words we need
that for each l > 0
0 = λ((1 + h)x, (1 + h)y)− λ′(f(x), f(y))
= λ(hx, hy) + λ(hx, y) + λ(x, hy)
whenever x ∈ plKl+1, y ∈ Kl+1. But the latter two summands vanish as it was already noted
that h(Kl+1) ⊆ (p
iKl+1)
⊥. We must show that µ(x)(h(y)) = 0. Write x = plw with w ∈ Kl+1.
But again, either h(y) ∈ Kl, in which case µ(p
lz)(h(y)) = 0, or h(y) = pz for some z ∈ T , in
which case µ(plw)(pz) = µ(pl+1w)(z) = 0. 
Decomposition in a principal ideal domain
Assume for the rest of this section that A is a PID.
We now consider our previous decomposition of a p-primary T into its Tl-summands, but
with the extra structure of a non-singular linking form (T, λ). Unfortunately the decomposition
does not extend naturally to a decomposition of the form. But here is a way to do it non-
naturally:
Proposition 2.2.22. Let A be a local ring with maximal ideal p = p. Suppose (T, λ) is an
ε-symmetric linking form over (A, p∞), then there exist ε-symmetric linking forms (Tl, λl) over
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(A, p∞) such that there is a (non-natural) isomorphism
(T, λ) ∼=
∞⊕
l=1
(Tl, λl).
Proof. Choose a generator p ∈ A of p and let d be the largest integer such that pd−1T 6= 0.
Write j : Td →֒ T for the inclusion. We claim that the restriction λd := j
∧λj of λ to Td defines
a non-singular linking form (Td, λd) and that there is a (non-natural) choice of isomorphism
(T, λ) ∼= (Td, λd)⊕ (T
′, λT ′) where T
′ := T/Td. Note that if d
′ is the largest integer such that
pd
′−1T ′ = 0 then d′ < d so the Lemma is proved by iteration.
There is an A-module isomorphism T∧d
∼= T ∗d := HomA/pdA(Td, A/p
dA) so that both Td and
T∧d
∼= T ∗d have the structure of free (A/p
dA)-modules. λd ∈ HomA(Td, T
∧
d )
∼= HomA/pdA(Td, T
∗
d )
is an A-module isomorphism if and only if it is an (A/pdA)-module isomorphism. An element
a ∈ A/pdA is a unit if and only if [a] ∈ A/pA is a unit, hence the (A/pdA)-module morphism
λd is an isomorphism if and only if the (A/pA)-module morphism
[λd] : Td/pTd → T
∗
d /pT
∗
d
is an isomorphism. But as d is the largest integer for which pd−1T 6= 0, we have Td/pTd = T/pT ,
so in fact
[λd] = [λ] : T/pT → T
∧/pT∧.
As λ : T → T∧ is an A-module isomorphism, so [λ] is an (A/pA)-module isomorphism. There-
fore, tracing the line of reasoning backwards, we see that (Td, λd) is non-singular.
As j was originally a split injection we make a choice of splitting so that T ′ = T/Td and
T ∼= Td ⊕ T
′. Restricting λ to T ′ via this isomorphism defines a non-singular linking form
(T ′, λ′) as claimed. 
The module Tl in the decomposition (T, λ) ∼=
⊕∞
l=1(Tl, λl) is uniquely determined up to
isomorphism by the isomorphism class of T . However a choice of splitting of the form was
made when we wrote (T, λ) ∼= (Td, λd)⊕ (T
′, λ′).
In general, it is not even true that the monoidNǫ(A, p∞) decomposes accordingly - the forms
(Tl, λl) are not uniquely determined up to isomorphism. For instance within N
ǫ(Z,Z\{0}), the
localisation away from the prime 2 has forms which interrelate among the different values of l.
What can be salvaged? As the Main Decomposition Theorem 2.2.19 suggests, the only
problems occur when there is no half-unit.
Theorem 2.2.23. Let A be a local ring with maximal ideal (p) = p = p such that A/p contains
a half-unit. Define Nε
p,l ⊂ N
ε(A, p) to be the submonoid consisting of those linking forms (T, λ)
with T = Tl. Then for each l > 0 there is an isomorphism of commutative monoids
Nεp,l
∼= Nvp(A/p) vp :=
{
ε l even,
upε l odd.
Furthermore, there is a natural isomorphism of commutative monoids
Nε(A, p∞) ∼=
∞⊕
l=1
Nvp(A/p).
Proof. Suppose T = Tl, T
′ = T ′l for some l > 0. Then non-singular linking forms (T, λ), (T
′, λ′)
over (A, p∞) have naturally defined auxiliary forms (∆l, bl), (∆
′
l, b
′
l) (respectively) over A/p.
Choose a basis e1, . . . , en of ∆l and e
′
1, . . . , e
′
m of ∆
′
l, so that a morphism f : ∆l → ∆
′
l is a
matrix (fij) with respect to these bases. We may lift these to bases [ei] and [e
′
i] of T and
T ′ respectively (regarded as free A/plA-modules). This allows us to define an A/plA-module
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morphism [f ] : T → T ′ by [f ]([ei]) =
∑
j fij [ej ]. If m = n, then f is an isomorphism if and
only if the determinant of f is a unit in A/p. But if u ∈ A, then u ∈ A/p is a unit if and only
if u ∈ A/pk is a unit. Hence if there is an isomorphism f : (∆l, bl) ∼= (∆
′
l, b
′
l) then it is induced
by an isomorphism T ∼= T ′. But this argument, taken together with the Main Decomposition
Theorem, shows there is then a well-defined injective morphism of monoids
Nεp,l → N
ulpε(A/p); (T, λ) 7→ (∆l(T ), bl(λ)). (2.2)
To show it is surjective, take any non-singular ε-symmetric form (∆, b) over A/p with a choice
of basis e1, . . . , en of ∆. Using this basis, we define a free A/p
l-module T and an A/pl-module
morphism λ : T → T ∗ = HomA/pl(T,A/p
l) by λ(x, y) := pl−1b(x, y). Then (∆l(T ), bl(λ)) =
(∆, b) as required. Therefore the morphism (2.2) is an isomorphism of monoids.
The Main Decomposition Theorem gives a well-defined, natural morphism of commutative
monoids
Nε(A, p∞)→
∞⊕
l=1
Nu
l
pε(A/p); (T, λ) 7→
∞⊕
l=1
(∆l(T ), bl(λ)).
By Proposition 2.2.22, for any non-singular ε-symmetric linking form (T, λ) over (A, p∞) we can
make a choice of decomposition (T, λ) ∼=
⊕∞
l=1(Tl, λl), with (Tl, λl) inN
ε
p,l. By the Main Decom-
position Theorem, this isomorphism induces an isomorphism (∆l(T ), bl(λ)) ∼= (∆l(Tl), bl(λl))
for each l > 0. We showed earlier how to make a choice of lift of elements in Nupε(A/p) to
elements in Nε
p,l ⊂ N
ε(A, p∞) and our choice of decomposition (T, λ) ∼= ⊕∞l=1(Tl, λl) shows that
Nε(A, p∞) is generated by such lifted elements.
We only need to show that there are no interrelations between the lifted generators for
different values of l. But suppose we have a finite sum
∞∑
l=1
∑
k
Fl,k =
∞∑
l=1
∑
k
F ′l,k ∈ N
ε(A, p∞),
where Fl,k, F
′
l,k ∈ N
ε
p,l are non-singular linking forms for each k. Then writing the auxiliary
forms of Fl,k and F
′
l,k as ∆l,k and ∆
′
l,k respectively we must have for each l > 0∑
k
∆l,k =
∑
k
∆′l,k ∈ N
ulpε(A/p).
So any relation in Nε(A, p∞) results in a finite set of relations, indexed by l, each relation
within a respective copy of Nu
l
pε(A/p). Conversely, any such finite set of relations on Nε(A/p),
indexed by l, will recover a relation in Nε(A, p∞) by the Main Decomposition Theorem. Hence
there is a relation in Nε(A, p∞) if and only if it is generated by a finite set of relations within
respective Nupε(A/p), independent for each l > 0.
We finally have to modify the symmetries to the vp in the statement of the theorem, but we
do this by a standard trick. If u = u−1 is a unit in a ring R and (K,α) is a (u2ε)-symmetric form
over R then the pairing αu(x, y) := α(ux, y) = uα(x, y) = uεα(y, x) = εα(uy, x) = εαu(y, x)
is ε-symmetric. The assignment (K,α) 7→ (K,αu) defines an isomorphism N
u2ε(R) ∼= Nε(R).
Hence we may reduce our symmetries to the vp claimed. This completes the proof. 
Our proof says nothing about what any of the generators of the monoids are. We have not
computed the monoids involved, hence the conspicuous lack of something like Hensel’s Lemma.
Here is a silly corollary suggesting that we have bypassed Hensel’s Lemma and can actually
recover it (to some extent) from Theorem 2.2.23.
Corollary 2.2.24. Let A = Z and p ∈ Z be an odd prime. Fix l > 0 and suppose we know
that modulo pk, multiplication by quadratic residues is transitive on quadratic non-residues for
25
Double L-theory 26
k = 1, l. Then a ∈ Z is a quadratic residue modulo p if and only if it is a quadratic residue
modulo pl.
Proof. Any non-singular form (∆, b) over Z/pZ decomposes into a direct sum of linear forms
∆(a) := (Z/pZ, a/p) for some a = 1, 2, . . . , p− 1. There is an isomorphism ∆(a) ∼= ∆(a′) if and
only if a ≡ c2a′ mod p for some c = 1, 2, . . . p−1. Using the assumption that quadratic residues
act transitively on quadratic non-residues modulo p, there are exactly two isomorphism classes
of linear forms, given by ∆(1) and ∆(n) where n is a choice of fixed quadratic non-residue
modulo p.
Our isomorphism N(Z/p) ∼= Np,l tells us that Np,l is generated by choices of lift of ∆(1)
and ∆(n). Moreover, our analysis of isomorphism classes of linear forms mod p holds mod
pl verbatim. We may choose ∆(1) to lift to (Z/plZ, 1/pl), and as 1 is a quadratic residue
mod pl this forces any choice of lift of n to be a quadratic non-residue mod pl. Using our
assumption that quadratic residues act transitively on quadratic non-residues modulo pl, the
result follows. 
2.3 Split and double Witt groups
We will now define several ways in which an ε-symmetric form or linking form can be considered
trivial, that all involve the idea a lagrangian submodule.
2.3.1 Lagrangians
Definition 2.3.1. A lagrangian for a non-singular ε-symmetric form (P, θ) over A is a sub-
module j : L →֒ P in A(A) such that the sequence
0→ L
j
−→ P
j∗θ
−−→ L∗ → 0
is exact. As modules in the category A(A) are projective, all surjective morphisms split, and
a lagrangian is always a direct summand. If (P, θ) admits a lagrangian it is called metabolic.
If (P, θ) admits two lagrangians j± : L± →֒ P (labelled “+” and “−”) such that they are
complementary as submodules (
j+
j−
)
: L+ ⊕ L−
∼=
−→ P,
then the form is called hyperbolic.
Remark. If j : L →֒ P is a submodule, then L is a lagrangian if and only if L = L⊥. In this
case the form θ vanishes on L and L is referred to as a ‘maximally self-annihilating submodule’.
The reader might prefer to define a lagrangian in these terms.
Lemma 2.3.2. If j : L →֒ P is a lagrangian for a non-singular ε-symmetric form (P, θ) over A
then for any splitting k : L∗ → P of j∗θ, there is an isomorphism of forms
(j k) :
(
L⊕ L∗,
(
0 1
ε k∗θk
))
∼=
−→ (P, θ).
If A contains a half-unit then we may choose a splitting k′ such that there is an isomorphism
of forms
(j k′) :
(
L⊕ L∗,
(
0 1
ε 0
))
∼=
−→ (P, θ),
in particular all metabolic ε-symmetric forms (P, θ) over A are hyperbolic in this case.
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Proof. [Ran80a, 2.2] The first part is easily checked. Now assume there is a half-unit s ∈ A.
To modify the splitting to k′, first define ν = sθ so that θ = ν + εν∗. This allows us to define
the A-module isomorphism
g = (j (k − εjk∗νk)) : L⊕ L∗ → P,
which results in the required isomorphism of forms. 
Definition 2.3.3. Suppose (A,S) defines a localisation. A (split) lagrangian for a non-singular
ε-symmetric linking form (T, λ) over (A,S) is a submodule j : L →֒ T in H(A,S) such that the
sequence
0→ L
j
−→ T
j∧λ
−−→ L∧ → 0
is (split) exact. If (T, λ) admits a (split) lagrangian it is called (split) metabolic. If (T, λ) admits
two lagrangians j± : L± →֒ T such that they are complementary as submodules(
j+
j−
)
: L+ ⊕ L−
∼=
−→ T,
then the form is called hyperbolic.
Lemma 2.3.4. If A contains a half-unit then all split metabolic ε-symmetric linking forms
(T, λ) over (A,S) are hyperbolic.
Proof. The proof of Lemma 2.3.2 carries through exactly the same, using torsion duals. 
Remark. The terms ‘lagrangian’, ‘hyperbolic’ etc. are often used to mean slightly different
things in the literature. What we have called a lagrangian of a linking form is often known as
a ‘metaboliser’ and the term ‘lagrangian’ is sometimes reserved for what we have called a split
lagrangian. A split lagrangian is also classically called a ‘maximal isotropic subspace’. The
literature does not usually focus on linking forms and our terminology was selected to better
tackle this more subtle situation.
In general for a linking form there is a hierarchy:
hyperbolic ( split metabolic ( metabolic.
And for a form
hyperbolic ( split metabolic = metabolic.
Moreover, Lemmas 2.3.2 and 2.3.4 show that the presence of a half-unit destroys the distinction
between split metabolic and hyperbolic for both forms and linking forms. More generally, if the
form or linking form admits a ‘quadratic extension’ [Ran81], this distinction is destroyed.
Example 2.3.5. Some examples to illustrate the differences between the types.
i. A symmetric form over Z that is metabolic but not hyperbolic:
(P, θ) =
(
Z⊕ Z,
(
0 1
1 1
))
with lagrangian Z⊕ 0. The property of taking only even values is preserved under isomor-
phisms of forms over Z (cf. ‘Type I’ inner product spaces [MH73, 4.2]), so as θ((x, y), (x, y)) =
2xy + y2, we can deduce this is not isomorphic to the only possible hyperbolic form here,
which is (Z⊕ Z, ( 0 ab 0 )) for a, b ∈ {±1}.
ii. A symmetric linking form over (Z,Z \ {0}) that is metabolic but not split metabolic:
(T, λ) = (Z/4Z, (a, b) 7→ ab/4) with lagrangian Z/2Z. This is the only possible lagrangian
and it is not a direct summand.
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iii. To see a symmetric linking form over (Z,Z\ {0}) that is split metabolic but not hyperbolic
we refer the reader to Banagl-Ranicki [BR06].
2.3.2 Witt groups: single or double?
We will make much use of the following basic construction.
Definition 2.3.6 (Monoid construction). Let (M,+) be an commutative monoid and let N
be a submonoid of M (i.e. 0 ∈ N and N + N ⊂ N). Consider the equivalence relation: for
m1,m2 ∈M , define m1 ∼ m2 if there exists n1, n2 ∈ N such that m1+n1 = m2+n2. Then the
set of equivalence classesM/ ∼ inherits a structure of abelian monoid via [m]+[m′] := [m+m′].
It is denoted by M/N . Assume that for any element m ∈M there is an element m′ ∈M such
that m + m′ ∈ N , then M/N is an abelian group with −[m] = [m′]. It is then canonically
isomorphic to the quotient of the Grothendieck group of M by the subgroup generated by N .
Remark. We wish to emphasise that even if the monoid construction M/N is a group, the
group does not necessarily have transitivity, in the sense that [m] = 0 ∈ M/N does not imply
m ∈ N in general. We will often prove this as an additional property, but it does not come for
free!
Lemma 2.3.7. If (P, θ) is an ε-symmetric form over A then the form
(P, θ) + (P,−θ) = (P ⊕ P, θ ⊕−θ)
is split metabolic.
Proof. The diagonal ( 11 ) : P → P ⊕ P is a lagrangian with splitting (1 0) : P ⊕ P → P . 
Lemma 2.3.8. If s ∈ A is a half-unit and (P, θ) is an ε-symmetric form over A then
(P, θ) + (P,−θ) = (P ⊕ P, θ ⊕−θ)
is hyperbolic.
Proof. (P ⊕ P, θ ⊕−θ) has lagrangians
( 1 1 ) : (P, 0)→ (P ⊕ P, θ ⊕−θ),
( s¯ −s ) : (P, 0)→ (P ⊕ P, θ ⊕−θ).
They are complementary as(
s 1
s¯ −1
)(
1 1
s¯ −s
)
=
(
1 1
s¯ −s
)(
s 1
s¯ −1
)
= I.

The preceding lemmas hold completely analogously for linking forms.
This justifies the following definitions:
Definition 2.3.9. Suppose (A,S) defines a localisation. The monoid constructions
W ε(A) = Nε(A)/{metabolic forms}
W ε(A,S) = Nε(A,S)/{metabolic linking forms}
are abelian groups called the ε-symmetric Witt group of A and of (A,S) respectively.
The monoid construction
SW ε(A,S) = Nε(A,S)/{split metabolic linking forms}
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is an abelian group called the ε-symmetric split Witt group of (A,S).
If A contains a half-unit then the monoid constructions
DW ε(A) = Nε(A)/{hyperbolic forms}
DW ε(A,S) = Nε(A,S)/{hyperbolic linking forms}
are abelian groups called the ε-symmetric double Witt group of A and of (A,S) respectively.
Remark. In the case that A is a local ring with maximal ideal p, the double Witt group
DW ε(A, p∞) is still a group if we replace the hypothesis that there is a half-unit in A with the
hypothesis that there is a half-unit in the residue class field A/p.
We would, of course, like to know that these similar looking Witt groups are different to
one-another! To that end, here are some obvious consequences of the definitions:
Claim 2.3.10. There is a surjective forgetful functor
SW ε(A,S) ։ W ε(A,S).
If A contains a half-unit, then by 2.3.2 and 2.3.4, the forgetful functors are isomorphisms
DW ε(A)
∼=
−→ W ε(A),
DW ε(A,S)
∼=
−→ SW ε(A,S).
Remark. The first appearance of a split Witt group of a localisation (A,S) is in [Sto78,
3.3]. Stoltzfus defines the ‘hyperbolic algebraic concordance groups of ε-symmetric isometric
structures’ over a Dedekind domain A, which he denotes CHε(A) when the underlying modules
are projective and denotes CHε(K/A) (for K the fraction field of A) when the underlying
modules are torsion. These groups are defined using a split metabolic definition but Stoltzfus
shows [Sto78, 3.2] that the resulting groups are double Witt groups in our sense. Indeed, for the
projective case, we show in Chapter 3 that Stoltzfus’ group CHε(A) is isomorphic to the double
Witt group DW ε(A[z, z−1], P ) where P = {p(z) ∈ A[z, z−1] | p(1) ∈ A is a unit}. The essential
tool used is the presence of the half-unit (1 − z)−1 in the localisation (A[z, z−1, (1 − z)−1], P )
(cf. Chapter 3) which is a geometric expression of the fact that a knot exterior (cf. Chapter 6)
has the homology of a circle.
For later applications, especially those in L-theory and in knot theory, we will mainly be
interested in rings with a half-unit. Hence, assuming A contains a half-unit, we now come to
the main question of Chapter 2:
Question 2.3.11. What is the kernel of the surjective forgetful morphism
DW ε(A,S)։W ε(A,S)?
Calculating Witt groups of linking forms
Assume for the rest of this section that A is a Dedekind domain.
An obvious consequence of Proposition 2.2.7 is that when A is a Dedekind domain and p 6= p
are prime ideals, then if (T, λ) is a non-singular linking form over (A,A \ {0}), the non-singular
linking form (Tp ⊕ Tp, λ|Tp⊕Tp) is hyperbolic. The decomposition in Proposition 2.2.7 then
becomes a decomposition of Witt groups.
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Proposition 2.3.12. For A a Dedekind domain, there are natural isomorphisms of abelian
groups
W ε(A,A \ {0}) ∼=
⊕
p=p
W ε(A, p∞),
SW ε(A,A \ {0}) ∼=
⊕
p=p
SW ε(A, p∞).
When we also assume A contains a half-unit, there is a natural isomorphism of abelian groups
DW ε(A,A \ {0}) ∼=
⊕
p=p
DW ε(A, p∞).
In light of this, we will now specialise to p-primary Witt groups for p = p. First we mention a
standard technique for manipulating Witt groups of linking forms over (A, p∞) called devissage.
Proposition 2.3.13 (Devissage). Let A be a local ring with involution invariant maximal ideal
p. Suppose (T, λ) is a non-singular ε-symmetric linking form over (A, p∞) and that T = Tl for
some l > 0, then
(T, λ) ∼
{
0 l even
(T ′, λ′) l odd
∈W ε(A, p∞),
where (T ′, λ′) is such that pT ′ = 0.
Proof. Choose a generator p = p of p. For 2k ≥ l, define a submodule L = pkT ⊂ T , then
L⊥ = Kk(T ) by Lemma 2.2.18. Then we have
L ⊆ L⊥ ⊆ pl−kT
and it is standard for linking forms (or easily checked) that λ restricts to a non-singular ε-
symmetric linking form on the quotient (L⊥/L, λ) when L ⊆ L⊥. There is a lagrangian
L⊥ →֒ (T ⊕ (L⊥/L), λ⊕−λ); x 7→ (x, [x]),
so that (T, λ) ∼ (L/L⊥, λ) ∈ W ε(A, p∞). In particular, when l = 2k we have L⊥/L=0, and
when l = 2k − 1 we have p(L⊥/L) ⊂ p(pk−1T/L) = 0 so the result follows. 
Proposition 2.3.14. Let A be a local ring with involution invariant maximal ideal p = (p)
such that upp = p for some unit up = up
−1. Then there is an isomorphism of abelian groups
Wupε(A/p) ∼=W ε(A, p).
Proof. There is an equivalence of categories between the category of finitely generated A-
modules T such that pT = 0 and the category of finite dimensional vector spaces over A/p.
Under which, for any f.g. p-torsion A-module T , we observe that there is an isomorphism of
A-modules
HomA/p(T,A/p)
∼=
−→ HomA(T, p
−1A/A); f 7→ (x 7→ f(x)/p).
But consider that this interacts with symmetry in the following way. If (T, θ) is a (upε)-
symmetric form over A/p, then the corresponding (T, λ) has
ελ∧(x)(y) = ελ(y, x)
= εθ(y, x)/p
= upεθ
∗(x, y)/p = λ(x)(y).
This induces an isomorphism of commutative monoids Nupε(A/p) ∼= Nε(A, p). As the sub-
monoids of metabolic forms are preserved under the isomorphism Nupε(A/p) ∼= Nε(A, p), there
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is an isomorphism of Witt groups after the respective monoid constructions. 
Combining Propositions 2.3.13 and 2.3.14 we obtain the following theorem first proved in
the case that 1/2 ∈ A by Karoubi [Kar74] and first proved generally by Ranicki [Ran81, 4.2.1].
Theorem 2.3.15. Let A be a Dedekind domain. Then there is an isomorphism of abelian
groups
σW : W ε(A,A \ {0})
∼=
−→
⊕
p=p
Wupε(A/p).
The image σW (T, λ) of a non-singular ε-symmetric linking form is called theWitt multisignature.
Example 2.3.16. There is a decomposition of theWitt groupW ε(Z,Z\{0}) ∼=
⊕
p=pW
ε(Z, p∞)
and for each individual summand W ε(Z, p∞) ∼= W ε(Zp, p
∞) ∼= W ε(Zp/p) ∼= W
ε(Z/p). The
computation of these Witt groups is well known (e.g. [MH73, IV.2]); W−(Z/pZ) = 0 for all
primes p ∈ Z and
W (Z/pZ) ∼=
 Z/2Z⊕ Z/2Z p ≡ 1 (mod 4),Z/4Z p ≡ 3 (mod 4),
Z/2Z p = 2.
What about split Witt groups of linkings? The following examples discusses the only com-
putation ever made of these groups prior to this thesis (to the best of our knowledge).
Example 2.3.17. Using the decomposition of Nε(Z,Z \ {0}) obtained in Example 2.2.8,
Kawauchi-Kojima [KK80, Proposition 5.2] compute the corresponding split Witt group (which
they refer to as the ‘Witt group of linkings’).
For p odd, Kawauchi-Kojima use a system of invariants to compute that SW (Z, (p)∞) =⊕∞
l=1 SW
l
p(Z), where the individual groups SW
l
p(Z) are the monoids N
l
p modulo the split
metabolic relation. The calculation of these reduces to the calculation of the single Witt groups
as there is no difference between split metabolic and metabolic forms for vector spaces SW lp(Z)
∼=
W (Z/pZ).
For p = 2, by imposing the split metabolic relation on the generators of N(Z, (2)∞)
Kawauchi-Kojima obtain that the group SW (Z, (2)∞) is isomorphic to a direct sum of infi-
nite copies of Z/2Z, generated by the elements Al(1) for l ≥ 1. However, as the generators
are interrelated for different l (see Example 2.2.8), this direct sum is subject to relations. It is
computed that
SW lp(Z) :=

Z/2Z⊕ Z/2Z p ≡ 1 (mod 4),
Z/4Z p ≡ 3 (mod 4),
Z/2Z p = 2, l = 1,
Z/8Z p = 2, l = 2,
Z/8Z⊕ Z/2Z p = 2, l ≥ 3.
SW (Z, (p)∞) =
∞⊕
l=1
SW lp(Z), for p an odd prime,
SW (Z, (2)∞) =
∞⊕
1
Z/2Z, but subject to relations.
The previous example shows that there can be no such thing as devissage for the split Witt
groups in general. In fact we show now that there is never devissage in the split or double Witt
groups over Dedekind domains. In other words, the split and double Witt relations will respect
the decomposition of Theorem 2.2.23.
Definition 2.3.18. If A is a Dedekind domain and (T, λ) is a non-singular ε-symmetric linking
form over (A,A \ {0}) then for each involution invariant prime ideal p ⊂ A, with choice of
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uniformiser p ∈ p \ p2, and l > 0 define the (p, l)-signature of (T, λ) to be the Witt class
σp,l(T, λ) := [(∆l(Tp), bl(λp))] ∈ W
vp(A/p).
Theorem 2.3.19. Let A be a Dedekind domain such that for each involution invariant prime
ideal p ⊂ A, there exists a half-unit s(p) ∈ A/p. Then there are isomorphisms of abelian groups
SW ε(A,A \ {0})
∼=
−→
⊕
p=p SW
ε(A, p∞)
∼=
−→
⊕
p=p
⊕∞
l=1W
vp(A/p).
The composite isomorphism is given by the collection of (p, l)-signatures σp,l(T, λ) and is called
the split Witt multisignature
σSW : SW ε(A,A \ {0})
∼=
−→
⊕
p=p
∞⊕
l=1
W vp(A/p).
Proof. The proof essentially falls out of our decompositions so far, the Main Decomposition
Theorem and Theorem 2.2.23. The final isomorphism in the statement of the theorem uses the
fact that DW vp(A/p) ∼=W vp(A/p) as A/p is a field.
The only thing we must still check is that a non-singular linking form (T, λ) over (A, p∞) is
split metabolic if and only if (∆l(T ), bl(λ)) is split metabolic for each l > 0. The proof of this
is essentially given in [Lev89, 1.5]. The proof is as follows.
Clearly if T ∼= L ⊕ T/L for a lagrangian L then ∆l(T ) ∼= ∆l(L)⊕∆l(T/L) and ∆l(L) is a
lagrangian for (∆l(T ), bl(λ)) for all l > 0.
For the converse, suppose (T, λ) is a non-singular linking form over (A, p∞) and (∆l(T ), bl(λ))
is split metabolic for each l > 0. Fix l > 0 and make a choice of lift of (∆l(T ), bl(λ)) to some
(Tl, λl) ∈ N
ε
p,l as in the proof of Theorem 2.2.23. As in the proof of Proposition 2.2.22 we prefer
to think of this not as a linking form, but equivalently as a form over the ring A/(p)l. We may
lift a split lagrangian to a split injection j : L →֒ T likewise, so that there is an isomorphism of
A/(p)l-modules L⊕ Tl/L ∼= Tl, under which identification we may write the form as(
f g
εg∗ h
)
: L⊕ (T/L)→ L∗ ⊕ (T/L)∗ ∼= (L ⊕ (T/L))∗
(with −∗ = HomA/(p)l(−, A/(p)
l)), where h = εh∗ and f = εf∗, f is divisible by p, and g must
be an isomorphism (by non-singularity of (Tl, λl)). We assume without loss of generality that
T/L = L∗ and that g = 1 as we may modify the submodule i : T/L →֒ T to ig−1 : L∗ →֒ T .
We use the fact that f is divisible by p as the base case of an induction on l > k ≥ 1.
Assume that f = pkΦ for some A-module morphism Φ : L → L∗ and pick s ∈ A such that
s + s = 1 ∈ A/(p)l as in Claim 2.2.10. We use this to modify the inclusion of the submodule
j : L →֒ T to the split injection (
j − i(εspkΦ)∗
)
: L⊕ L →֒ T.
This new lagrangian submodule is still complementary to i : L∗ →֒ T and the modification does
not affect h in our matrix. However, f is modified to
f − (pksΦ + ε(pksΦ)∗) + (pksΦ)h(pksΦ)∗
= f − (sf + εsf∗) + pkpkssΦhΦ∗
= ukpp
2kssΦhΦ∗,
where we have used pl = upp
k. So the modification of f is divisible by p2k. By induction we
may assume f is divisible by pl and j : L →֒ T is a split lagrangian. 
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Corollary 2.3.20. Let A be a Dedekind domain containing a half-unit. Then there are iso-
morphisms of abelian groups
DW ε(A,A \ {0})
∼=
−→
⊕
p=pDW
ε(A, p∞)
∼=
−→
⊕
p=p
⊕∞
l=1DW
vp(A/p)
∼=
−→
⊕
p=p
⊕∞
l=1W
vp(A/p)
The composite isomorphism is given by the collection of (p, l)-signatures σp,l(T, λ) and is called
the double Witt multisignature
σDW : DW ε(A,A \ {0})
∼=
−→
⊕
p=p
∞⊕
l=1
W vp(A/p).
Proof. As in Theorem 2.3.19, the only thing we must still check is that a non-singular linking
form (T, λ) over (A, p∞) is hyperbolic if and only if (∆l(T ), bl(λ)) is hyperbolic for each l > 0.
Clearly if T ∼= L+ ⊕ L− for lagrangians L± then ∆l(T ) ∼= ∆l(L+) ⊕ ∆l(L−) and ∆l(L±)
are lagrangians for (∆l(T ), bl(λ)) for all l > 0.
For the converse, use the same method as the proof of Theorem 2.3.19 but now lift both
split lagrangians to complementary split submodules of T . Each split submodule can now be
improved to a split lagrangian using the method of 2.3.19. To see that we can modify one
submodule without affecting the other, we need only recall that the morphism h in the proof
of 2.3.19 was unaffected by the modifications made to the submodule L. 
Corollary 2.3.21. If A is a Dedekind domain, such that for each involution invariant prime
ideal p there is a half unit s(p) ∈ A/p, then the forgetful functor is given by
SW ε(A,A \ {0})→W ε(A,A \ {0}); (T, λ) 7→
⊕
p=p
⊕
l odd
σp,l(T, λ).
If A is a Dedekind domain containing a half unit then the forgetful functor is given by
DW ε(A,A \ {0})→ W ε(A,A \ {0}); (T, λ) 7→
⊕
p=p
⊕
l odd
σp,l(T, λ).
Examples
We now offer some examples of rings and localisations to which we can apply Corollary 2.3.21.
Example 2.3.22. We start with the example of Wall-Kawauchi-Kojima away from the prime
2. Set (A,S) = (Z[ 12 ], A \ {0}), ε = 1. Then (T, λ) ∈ ker(DW (A,S)→ W (A,S)) if and only if
for each prime p ≡ 1 mod 4 we have∑
l odd
σ(p),l = (0, 0) ∈ Z/2Z⊕ Z/2Z,
and for each prime p ≡ 3 mod 4 we have∑
l odd
σ(p),l = 0 ∈ Z/4Z.
We now move onto the example of Laurent polynomial rings over fields. All the terminology
and results below concerning (single) Witt groups are well-known and borrowed from [Ran98,
39C]. Only the statements concerning double Witt groups in our examples are original.
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Suppose F = R or C where R has the trivial involution and C has the involution given by
complex conjugation. The laurent polynomial ring A = F[z, z−1] has the involution extended
linearly from F by z = z−1. Define the set of involution invariant units in a commutative
Noetherian ring R to be
U(R) = {a ∈ R | aa = 1}.
Write the set of irreducible monic polynomials over F as M(F) and define a subset as
{p(z) ∈M(F) | (p) = (p)} =:M(F) ⊆M(F).
In other words, an irreducible monic polynomial p(z) is in M(F) if and only if there exists
up ∈ U(F[z, z
−1]) such that upp = p. It is well-known that the prime ideals of F[z, z
−1] are in
1:1 correspondence with the elements of M(F). Define multiplicative subsets
P := {p(z) ∈ F[z, z−1] | p(1) 6= 0},
and
Q := F[z, z−1] \ {0} = P ∪ (z − 1)∞.
Then Q−1F[z, z,−1 ] = F(z), the fraction field.
Now consider Example 2.2.14 where p = (z − a) for aa = 1 and note that if we had taken
an arbitrary ε-symmetric linking form (T, λ) over (A, p∞), the lth auxiliary form (∆l(T ), bl(λ))
over the field A/pA is vp-symmetric. The isomorphism
f : A/pA
∼=
−→ F; z 7→ a,
affects vp in the following way
f :
{
ε
upε
7→
{
f(ε) l even,
−a2f(ε) l odd.
But now by our standard trick from the end of the proof of Theorem 2.2.23 we can modify
the −a2f(ε)-symmetry to −f(ε)-symmetry. As single Witt groups are blind to auxiliary forms
when l is even, one consequence is the isomorphism:
W ε(F[z, z−1], (a− z)∞) ∼=W−f(ε)(F).
Example 2.3.23. Note that for any algebraically closed F, we have a 1:1 correspondence of
sets
U(F)→M(F); a 7→ (z − a).
If F = C then recall ([Ran98, 39.22]) that for ε = ±1 there is an isomorphism
W ε(C)
∼=
−→ Z,
given by the signature of the hermitian pairing in the case ε = 1 and in the case ε = −1 we
send the skew-hermitian pairing θ(x, y) to the hermitian pairing θ(x, iy) and take the signature
of this. By the discussion above and Example 2.2.14 we have
W ε(C[z, z−1], Q)
∼=
−→
⊕
a∈S1 Z,
DW ε(C[z, z−1], Q)
∼=
−→
⊕
a∈S1
⊕∞
l=1 Z.
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and (T, λ) is in the kernel of the forgetful map if and only if for each a ∈ S1 we have∑
l odd
σa,l(T, λ) = 0 ∈ Z.
Example 2.3.24. If F = R then (by [Ran98, 39.23]) we have
M(R) = {(z − 1)} ∪ {(z + 1)} ∪ {pθ(z) | 0 < θ < π},
where
pθ(z) = (z − e
iθ)(z − e−iθ).
The corresponding residue class fields are given by the rings with involution
R[z, z−1]/(z ± 1)
∼=
−→ R; z 7→ ∓1,
R[z, z−1]/(pθ(z))
∼=
−→ C; z 7→ eiθ.
Hence we have
W ε(R[z, z]−1, Q) ∼=
{ ⊕
0<θ<π Z ε = 1,
Z⊕ Z⊕
⊕
0<θ<π Z ε = −1.
DW ε(R[z, z]−1, Q) ∼=
{ ⊕
0<θ<π
⊕∞
l=1 Z ε = 1,
(
⊕∞
l=1 Z)⊕ (
⊕∞
l=1 Z)⊕ (
⊕
0<θ<π
⊕∞
l=1 Z) ε = −1.
Again, (T, λ) is in the kernel of the forgetful map if and only if
ε = 1 :
∑
l odd σθ,l(T, λ) = 0 ∈ Z for each 0 < θ < π,
ε = −1 :
∑
l odd σ±1,l(T, λ) = 0 ∈ Z,
and
∑
l odd σθ,l(T, λ) = 0 ∈ Z for each 0 < θ < π.
Example 2.3.25. The Witt group for F = Q is also well-known. We refer the reader to [Ran98,
39.24] for details of this group. In particular (and using the terminology of [Ran98, 39.24]), for
each (z ± 1) 6= p(z) ∈ M(Q) there is defined a natural number tp(z), and for each of ε = ±1
there are integer-valued signature invariants σip for i = 1, . . . , tp(z). Hence a non-singular (±1)-
symmetric linking form (T, λ) over (Q[z, z−1], Q) determines an element of the kernel of the
forgetful map only if for each (z ± 1) 6= p(z) ∈ M(Q) and each i = 1, . . . , tp(z)∑
l odd
σip,l = 0.
Remark. If we restrict to the multiplicative subset P in Example 2.3.24, we recover the doubly-
slice obstructions obtained in [Lev89, 1.7] coming from the R-coefficient Blanchfield form (see
Chapters 6 and 7 for definitions). Restricting to the multiplicative subset P in Examples 2.3.23
and 2.3.25 we obtain doubly-slice obstructions similarly. As far as we can tell, our obstructions
over the coefficient rings C and Q are new, although we have not included them as a theorem
in Chapter 7 as they are very similar to those of [Lev89].
2.4 Localisation exact sequences
Recall our heuristic that
“H(A,S) is the difference between A(A) and A(S−1A).”
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A precise form that this statement takes is the well-known result of Milnor-Husemoller, which
is our first example of what we will call a localisation exact sequence:
Theorem 2.4.1. For A a Dedekind domain with trivial involution and fraction field F there
is an exact sequence of abelian groups
0→ W (A)→ W (F )→
⊕
p
W (A/p),
where p runs over all prime ideals ([MH73, IV.3.3]). In the case that A = Z, there is moreover
a split short exact sequence of abelian groups
0→ W (Z)→ W (Q)→
⊕
p
W (Z/pZ)→ 0,
where p runs over all primes p ∈ Z ([MH73, IV.2.1]).
In light of Theorem 2.3.15 we prefer to rephrase the first of these exact sequences as
0→W (A)→W (S−1A)→W (A,S),
for S = A \ {0}. In fact a stronger version of the theorem due to Ranicki is proved using
algebraic L-theory.
Theorem 2.4.2 ([Ran81, 3.4.7]). If A contains a half-unit and (A,S) defines a localisation,
then there is an exact sequence of abelian groups
M ε(A,S)→W ε(A)→ W ε(S−1A)→W ε(A,S)→M−ε(A),
where the reader is referred to [Ran81, 1.6, 3.5] for the definitions of the groups of so-called
‘formations’ denoted ‘M ’ (although, of course, it is the case thatM ε(A,S) = 0 for A a Dedekind
domain, and that M−ε(Z) = 0).
We will not reprove the exactness of this sequence here. But as our main intention is to
extend this to the context of the double Witt groups it is enlightening for us to understand
the groups and maps involved. In particular, we wish to change perspective on the central
term W (S−1A) in order to understand the map W (S−1A)→ W (A,S). The classical approach
to this is to start by making a choice of ‘A-lattice’ for a non-singular ε-symmetric form (P, θ)
over S−1A, an A-submodule K ⊂ P such that (K, θ|K) is an ε-symmetric form over A and
S−1K ∼= P . The perspective we want to take is that, actually, the pairings on these ‘A-lattices’
are a more useful way to define the group W (S−1A) in the first place. The heuristic is that if
we work over the same ring at all stages in the localisation exact sequence, comparison becomes
easier. Now we describe how to change perspective in order to do so.
Definition 2.4.3. Suppose (K,α) is an ε-symmetric form over A such that S−1(K,α) :=
(S−1K,S−1α) is a non-singular ε-symmetric form over S−1A, then (K,α) is called S-non-
singular. A submodule (not necessarily a direct summand) j : L →֒ K is called an S-lagrangian
if j∗αj = 0 and S−1j : S−1L →֒ S−1K is a lagrangian for S−1(K,α). (K,α) is called S-
metabolic if it admits an S-lagrangian.
Definition 2.4.4. The ε-symmetric Witt Γ-group of i : A→ S−1A is the abelian group defined
by the monoid construction
Γε(A→ S−1A) = {S-non-singular, ε-symmetric forms over A}/{S-metabolic forms}.
Proposition 2.4.5. There is an isomorphism of groups
S−1A⊗− : Γε(A→ S−1A)
∼=
−→W ε(S−1A); (K,α) 7→ S−1(K,α).
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Proof. This follows, for instance, from taking n = 0 in the isomorphism Γn(A → S−1A, ε) ∼=
Ln(S−1A, ε) from the proof of [Ran81, 3.2.3(i)]. 
Using 2.4.5 we may now rewrite the Milnor-Husemoller localisation exact sequence for A a
Dedekind domain in our preferred form
0→W ε(A)
i
−→ Γε(A→ S−1A)
∂
−→W ε(A,S).
The map i :W ε(A)
i
−→ Γε(A→ S−1A) is simply the map that forgets the non-singularity of the
form. The map ∂ is classically called the ‘dual lattice construction’ ([Sch85]), although we will
not make use of this construction here. Actually we prefer the following well-known formulation
(which is simpler and amounts to the same thing).
Definition 2.4.6. If (K,α) is an S-non-singular ε-symmetric form over A then by Lemma
2.1.3 there is a short exact sequence of A-modules
0→ K
α
−→ K∗ → T := coker(α)→ 0,
and T is S-torsion. The boundary of (K,α) is the non-singular ε-symmetric linking form
∂(K,α) = (T, λ), where
λ : T → T∧; [x] 7→ ([y] 7→ x(z)/s),
where x, y ∈ K∗, s ∈ S and α(z) = sy. The definition is easily checked to be independent of
the choices of x, y, z and s.
The following lemma tells us how to build lagrangians for the boundary linking forms asso-
ciated to S-non-singular ε-symmetric forms.
Lemma 2.4.7. Suppose f : (K,α)→ (K ′, α′) is a morphism of ε-symmetric forms over A that
becomes an isomorphism of forms over S−1A. Suppose that (K ′, α′) is non-singular and that
(K,α) is S-non-singular. Then the induced injective morphism
j : L = coker(f) →֒ coker(α) = T
is a lagrangian for the boundary ∂(K,α) = (T, λ).
Proof. There is a diagram with commuting squares
0 // K
f //
1

K ′ //
f∗α′

L //
j

0
0 // K
α //
ε

K∗ //
1

T //
λ

0
0 // K
α∗ //
(α′)∗f

K∗ //
1

T∧ //
j∧

0
0 // (K ′)∗
f∗ // K∗ // L∧ // 0
which is a projective resolution of the rightmost vertical column. The exactness of this rightmost
column must be checked to establish the lemma. j is injective, j∧ is surjective and j∧λj = 0.
Suppose x = f∗(y) ∈ K∗, then as α′ is an isomorphism of A-modules, y = α′(z) and x ∈
im(f∗α′). 
Remark. There is no reason for the injective morphism j : L →֒ T in the proof of 2.4.7 to
be split. This is the crucial point for explaining the historical interest in the Witt group of
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linking forms and the lack of historical interest in something like the split Witt group of linking
forms. The classical Witt group of linking forms is the correct term for the Milnor-Husemoller
localisation exact sequence and that the morphism j might not split is precisely why.
Proposition 2.4.8. If (K,α) is an S-metabolic, S-non-singular ε-symmetric form over A then
[∂(K,α)] = 0 ∈W ε(A,S). Hence the map
∂ : Γε(A→ S−1A)→W ε(A,S); [(K,α)] 7→ [∂(K,α)]
is well-defined.
Proof. Let j : L →֒ K be an S-lagrangian. We claim that there are metabolic linking forms F
and F ′ such that ∂(K,α)⊕ F ∼= F ′.
There is a splitting of the S−1A-module morphism S−1(j∗α) : S−1K → S−1L∗. By clearing
denominators we may assume the splitting is given by S−1k for an A-module morphism k : L∗ →
K and hence g := j∗αk : L∗ → L∗ is an isomorphism over S−1A. Using the approach of Lemma
2.3.2 the morphism
(j k) :
(
L⊕ L∗,
(
0 g
εg∗ k∗αk
))
= (K ′, α′)→ (K,α)
becomes an isomorphism after passing to S−1A. ∂(K ′,−α′) will be our form F .
In the first instance there is a morphism of S-non-singular forms(
α′f 0
εf 1
)
: (K,α)⊕ (K ′,−α′)→
(
(K ′)∗ ⊕K ′,
(
0 1
ε −α
))
,
which becomes an isomorphism of forms over S−1A, and the latter form is non-singular. Ap-
plying Lemma 2.4.7, we see that F ′ is metabolic.
But there is also a morphism of S-non-singular forms(
g∗ 0
0 1
)
:
(
L⊕ L∗,
(
0 g
εg∗ k∗αk
))
→
(
L⊕ L∗,
(
0 1
ε k∗αk
))
,
which becomes an isomorphism of forms over S−1A. Hence F is metabolic by Lemma 2.4.7. 
Remark. Note that given a morphism of S-non-singular forms g : (K,α) → (K ′, α) over A
that becomes an isomorphism of forms over S−1A, we can ‘invert’ the associated morphism of
modules by clearing denominators on (S−1g)−1. However, the resulting morphism of modules
may not be a morphism of forms over A.
In general, we do not expect this proof can be simplified so that ∂(K,α) is metabolic on the
nose. This is a subtle but significant point. A full discussion of why one shouldn’t expect this
will require us to develop much more language, and is included in the DΓ-group discussion in
Section 5.4.
2.4.1 Double Witt group localisation exact sequence
We will now state a localisation exact sequence in the context of our double Witt groups.
We will need to define something like a ‘double Witt Γ-group’. Naively, we might define an
S-non-singular form (K,α) over A to be ‘S-hyperbolic’ if there exists a pair of S-complementary
S-lagrangians. But if this naive approach is attempted, one immediately runs into trouble with
the boundary map ∂ no longer being well-defined. In other words, there is no guarantee that
the boundaries of a pair of S-complementary S-lagrangians for an S-non-singular form (K,α)
over A are complementary lagrangians for the linking form ∂(K,α).
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To resolve this issue, the well-definedness of ‘∂’ in a double Witt group context must be
ensured by the definition of the double Witt Γ-group itself. The following definition may seem
a little contrived at first sight, but will be seen to be very natural later in the context of the
algebraic L-theory of Chapter 5.
Definition 2.4.9. Let (K,α) be an S-non-singular ε-symmetric form overA. Two S-lagrangians
j± : L± →֒ K are ∂-complementary (read: ‘boundary complementary’) if the sequence
0 // L+ ⊕ L−
(
j+ j−
0 αj−
)
// K ⊕K∗
(
−j∗+α j
∗
+
0 j∗−
)
// L∗+ ⊕ L
∗
−
// 0
is exact. In other words, if the inclusion(
j+ j−
0 αj−
)
: (L+ ⊕ L−, 0)→ (K ⊕K
∗,
(
−α 1
ε 0
)
)
is the inclusion of a lagrangian for the non-singular ε-symmetric form (K ⊕K∗,
(
−α 1
ε 0
)
) over
A. If (K,α) admits a pair of ∂-complementary S-lagrangians it is called is ∂-hyperbolic.
Lemma 2.4.10. Suppose there exists a half-unit s ∈ A. If f : (K,α)
∼=
−→ (K ′, α′) is an
isomorphism of S-non-singular ε-symmetric forms overA then (K,α)⊕(K ′,−α′) is ∂-hyperbolic
with ∂-complementary S-lagrangians
( 1 f ) : (K, 0)→ (K ⊕K ′, α⊕−α′),
( s¯ −sf ) : (K, 0)→ (K ⊕K ′, α⊕−α′).
Proof. By Lemma 2.3.8 the submodules are indeed S-lagrangians. We need only show exactness
of the sequence
0 // K ⊕K

 1 sf −sf
0 sα
0 sα′f


// (K ⊕K ′)⊕ (K ⊕K ′)∗
(
−α f∗α′ 1 f∗
0 0 s −sf∗
)
// K∗ ⊕K∗ // 0 .
The composition of the matrices is 0 and the sequence is exact at K ⊕ K and K∗ ⊕ K∗. To
check exactness in the central term suppose(
−α f∗α′ 1 f∗
0 0 s −sf∗
)
((x, y), (g, h)) = 0
then sg = (sf)∗h and α(x) = f∗α′(y) + g + f∗h, so g = s(α(x) − αf∗α′(y)) and, as f∗ is an
isomorphism, h = s(α′f(x)− α′(y)). Consider
1 s
f −sf
0 sα
0 sα′f
(sx+ sf−1(y)x− f−1(y)
)
= (x, y, sα(x − f−1(y)), sα′(f(x) − y)).
As α′ = f∗αf , we are done. 
Definition 2.4.11. Suppose (A,S) defines a localisation. The set of isomorphism classes (over
A) of S-non-singular ε-symmetric forms over A, equipped with the addition (K,α)+ (K ′, α′) =
(K ⊕K ′, α⊕ α′) forms a commutative monoid
Gε(A→ S−1A) = {S-non-singular ε-symmetric forms over A}.
39
Double L-theory 40
If A contains a half-unit then the monoid construction
DΓε(A→ S−1A) = Gε(A→ S−1A)/{∂-hyperbolic}
is an abelian group called the ε-symmetric double Witt Γ-group of (A,S).
Proposition 2.4.12. Suppose an S-non-singular ε-symmetric form (K,α) overA is ∂-hyperbolic,
then ∂(K,α) is hyperbolic. Hence the map
D∂ : DΓε(A→ S−1A)→ DW ε(A,S); [(K,α)] 7→ [∂(K,α)]
is well-defined.
Theorem 2.4.13 (Double Witt group localisation exact sequence). Suppose A is a Dedekind
domain and A contains a half unit. Then there is an exact sequence of group homomorphisms
0→ DW ε(A)
Di
−−→ D˜Γ
ε
(A→ S−1A)
D∂
−−→ DW ε(A,S),
where D˜Γ
ε
(A→ S−1A) ⊆ DΓε(A→ S−1A) is a certain subgroup defined in 5.4.18.
We will not prove Proposition 2.4.12 and Theorem 2.4.13 at this stage. The proofs of
these are handled much more efficiently in Chapter 5 as corollaries of the double L-theory
localisation exact sequence of Theorem 5.2.4. We have stated them here for completeness, and
as an advertisement for the chain complex methods of later chapters!
Remark. It is interesting to note at this stage that if A is a Dedekind domain with a half-unit
then there are surjective forgetful maps resulting in the following commutative diagram
0 // DW ε(A) //
∼=

D˜Γ
ε
(A→ S−1A) //

DW ε(A,S)

0 // W ε(A) // Γε(A→ S−1A) // W ε(A,S) // M−ε(A)
Remark. For historical interest, we remark that this is not the first attempt at a localisation
exact sequence for something like double Witt groups. Stoltzfus ([Sto78, 3.6]) offers a kind of
localisation exact sequence in the restricted setting of the split Witt groups he defined. In our
terminology, and using the identifications of the Chapter 3, he shows the following is exact for
a Dedekind domain A with fraction field F
DW ε(A[z, z−1], P )→ DW ε(F [z, z−1], P ′)→ Cε(F/A),
where P = {p(z) ∈ A[z, z−1] | p(1) ∈ A is a unit}, P ′ is given similarly but with F -coefficients,
and Cε(F/A) is a certain Witt group of ‘ε-symmetric isometric forms’ where the underlying
modules are torsion.
Our exact sequence is more closely related to the localisation exact sequence of Milnor-
Husemoller and fits into the general scheme of classical localisation sequences in [Bas68], [Kar74],
[Ran81] et al.
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Laurent polynomial rings
Chapter 3 will review some standard topological motivation for the study of linking forms.
For any cover of a space with Poincare´ duality we will associate a series of linking pairings
between torsion cohomology modules. When the duality is odd-dimensional we discuss when
it is possible to build a linking form from the middle-dimensional pairing, and under what
conditions this form is non-singular.
Next we consider the simplest example of such a geometrically defined linking form for
which the deck transformation group of the cover is not finite. If R is a field, and an odd-
dimensional manifold M2k+1 has a map to the circle S1 we obtain a non-singular linking form
for the localisation of the group ring R[Z] to its fraction field. This example also gives rise to
an ‘autometric form’ - a form over R equipped with an automorphism. We recall the geometric
relationship between these linking and autometric forms.
On the algebraic side, we will set the following algebraic conventions for this chapter:
• R is a commutative Noetherian ring with unit and involution.
• R[Z] = R[z, z−1] with z = z−1, the Laurent polynomials with R coefficients.
• Q is the set of characteristic polynomials
Q =
{
p(z) =
N∑
M
akz
k | aM , aN ∈ R
×
}
⊂ R[z, z−1].
If R is a field then (R[z, z−1], Q) describes the full localisation to the field of fractions of
R[z, z−1]. Also, note that any p ∈ Q is equivalent up to multiplication by units in R[z, z−1]
to a bionic polynomial, that is a polynomial q(z) = a0+a1z+· · ·+aL−1z
L−1+zL−1 ∈ R[z]
with a0 ∈ R
×, a unit.
• P is the set of Alexander polynomials
P =
{
p(z) =
N∑
M
akz
k | p(1) ∈ R×
}
⊂ R[z, z−1].
Chapter 3 is largely intended as a motivation chapter for the study of linking forms, consist-
ing of well-known background results in topology. However, we will prove some new algebraic
results. The most important of which are the following isomorphisms:
DW ε(R[z, z−1], Q) ∼= DAut−ε(R), the double Witt group of autometric forms over R,
DW ε(R[z, z−1], P ) ∼= D̂W
−ε
(R), the double Witt group of Seifert forms over R.
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Each isomorphism is given by the algebraic covering operation, the inverse for the autometric
case is the algebraic monodromy operation.
3.1 Linking forms from geometry
3.1.1 Motivation
The motivation for the geometric linking forms we will consider is easiest to imagine in low
dimensions, so this is where we will begin. Unfortunately the kind of ‘linking’ that it measures
in low dimensions is not as subtle as one might like because ultimately we will be defining a
linking pairing on (co)homology classes.
A link in a 3-manifoldM is the image in M of an embedding of finitely many disjoint copies
of S1. How can we describe ‘linking’ of two links L,L′ ⊂M (for example as pictured below)?
L L′
One way to detect linking would be to assign orientations to the links and find an oriented
surface cobounding one of the links, e.g. F ⊂M such that ∂F = L, and count (with signs) the
points of intersection p ∈ F ∩ L′ to get l =
∑
p(±1).
L L′ l = 1F +1
This quantity tells you something, but in what way is it a topological invariant? For the sake
of this motivational section, we will now do something fairly brutal - consider 2 links L,L′ to be
equivalent if and only if they determine the same class [L] = [L′] ∈ H1(M). This equivalence
will allow us to generalise our example readily to high dimensions. However, this relationship
is so crude that we can force our signed count to be anything we like. For example within a
homology class we can make loops locally as in the picture below, and introduce as many extra
intersections as we care to.
L L′F l = 3
+1
+1
+1
So the quantity we have written down is not even well-defined in Z, certainly not an invariant
of a pair [L], [L′] ∈ H1(M)! But something can be salvaged from this discussion if we restrict
to torsion homology classes as we now see.
We now open the example up to a more general setting by extending to higher dimensions.
Consider a closed, oriented, n-dimensional topological manifold Mn and fix 0 ≤ r ≤ n − 1.
Suppose U r and V n−1−r are closed, oriented topological manifolds embedded as submanifolds
U, V ⊂M . Suppose W is an oriented (n− r)-manifold with boundary and that it is embedded
W ⊂ M in such a way that for some s ∈ Z, [∂W ] = s[V ] ∈ Hn−1−r(M). (For example the
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boundary might be a disjoint union ∂W =
⊔s
i=1 Vi and [Vi] = [V ] ∈ Hn−1−r(M) for each i.)
Assume the embeddings are all in general position, so that U ∩ ∂W 6= ∅ lies in the interior of
W and is a finite set of points of transverse intersection. We assign each intersection point p a
sign εp = ±1 in the usual way, as the sign of the determinant of TpU ⊕TpW
∼=
−→ TpM . We then
define the geometric linking of U and V to be
link(U, V ) =
1
s
∑
p
εp ∈ Q/Z.
As this sum takes values in Q/Z, the indeterminacy of the quantity l modulo Z we observed
above is no longer an issue. This is because introducing n ‘loops’ as before will introduce n
intersections for each homology copy of V in ∂W and
1
s
∑
εp =
1
s
(
∑
εp + ns) ∈ Q/Z.
Of course there is a lot more work now needed to show that our geometric linking is a well-
defined invariant of our pair of homology classes [U ], [V ] (independent of choice of W etc.). We
now turn to a precise description of this linking invariant and a proof of the claimed properties.
3.1.2 Linking pairings from Poincare´ duality
Let X be a topological space and R be a commutative Noetherian ring with unit and involution.
(Usually we will be thinking of the cases R = Z,Z/2Z,Q,R,C and of this list only C has a
non-trivial involution, given by complex conjugation). There are singular chain and cochain
complexes with R-coefficients
C∗(X ;R), C
∗(X ;R) = HomR(C∗, R)
defined in the usual way, giving (respectively) homology and cohomology with R-coefficients.
A covering space X for X with group of deck transformations π is called a π-cover. The ring
with involution R[π] is the group ring, consisting of finite sums
∑
rgg where rg ∈ R, g ∈ π and
the involution is given by ∑
rgg 7→
∑
rgg
−1.
The deck transformation group of a π-cover X acts on the left, so there are defined chain
complexes of R[π1(X)]-modules
C∗(X ;R), HomR[π](C∗(X;R), R[π]),
with respective homology and cohomology written H∗(X;R) and H
∗(X ;R). When R = Z we
will write H∗(X) and H
∗(X). In particular, the universal cover X˜ of X is a π1(X)-cover and
we write
C∗(X ;R[π1(X)]) := C∗(X˜;R), C
∗(X ;R[π1(X)]) := HomR[π1(X)](C∗(X˜ ;R), R[π1(X)]).
For any class [x] ∈ Hq(X ;R) there is defined a chain level cap product (see section 4.2, in
particular apply Zt ⊗− to equation 4.4)
− ∩[x] : HomR[π](Cp(X ;R), R[π])→ Cq−p(X ;R). (3.1)
Remark. This setup is an efficient way of encoding several classical systems for non-compact
spaces that works particularly well when the non-compact space is a cover for a compact space.
Here is how it compares:
Given a π-cover X of X our definitions mean that the cohomology groups we get are in fact
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what is usually called the singular cohomology with compact supports
Hr(X;R) := Hr(HomR[π](C∗(X ;R), R[π])) = H
r
cpt(X ;R).
We wish to emphasise that the lack of the decoration indicating compact support is the only
non-standard part of our notation system. In particular, for π finite the singular cohomology
with compact supports (and hence our cohomology groups of a space) are identified with the
usual singular cohomology with R-coefficients, equipped with the induced R[π]-action:
H∗(HomR(C∗(X;R), R)) with R[π]-action.
For any (non-compact) space Y , there is a cap product between compactly supported
cochains and infinite but locally finite singular chains. This product has values in the ordi-
nary singular chain group:
− ∩ − : Cpcpt(Y ;R)× C
lf
q (Y ;R)→ Cq−p(Y ;R).
If X is a finite CW complex and there is a π-cover p : X → X , then we may choose a lift of
the CW structure to the space X . The transfer map is the map p! : H∗(X ;R)→ H∗(X ;R) in
homology induced by the cellular chain map sending a cell to the locally finite cellular chain
consisting of the sum of all possible lifts of that cell. The cap product 3.1 factors as
Cp(X ;R)× Cq(X ;R)
id⊗p!
−−−→ Cpcpt(X;R)× C
lf
q (X ;R)→ Cq−p(X ;R).
Definition 3.1.1. A topological space X is called an n-dimensional Poincare´ space if there
exists a homology class [X ] ∈ Hn(X ;Z), called a fundamental class, such that
− ∩ [X ] : Hn−r(X˜;Z)
∼=
−→ Hr(X˜ ;Z)
is an isomorphism of Z[π1(X)]-modules for each r ∈ Z. This version of Poincare´ duality is
called universal Poincare´ duality ([Ran02, 4.5]).
Given a π-cover X of X , the natural projection
Z[π]t ⊗Z[π1(X)] C∗(X˜ ;Z)→ C∗(X ;Z)
is well-known to be a chain equivalence ([Ran80b, p207]) so that if X is an n-dimensional
Poincare´ space then for each π-cover X (including the trivial one) there is induced a homology
class [X ] ∈ Hn(X;Z) and there are isomorphisms of Z[π]-modules
− ∩ [X ] : Hn−r(X ;Z)
∼=
−→ Hr(X;Z).
Example 3.1.2. A closed, oriented n-dimensional topological manifold has a distinguished
generator [M ] ∈ Hn(M ;Z) ∼= Z determined by the choice of orientation. There is an isomor-
phism
− ∩ [M ] : Hn−r(M ;R)
∼=
−→ Hr(M ;R).
For any (now possibly non-compact) oriented π-cover M of M , the Poincare´ duality is of the
form
− ∩ [M ]lf : Hn−rcpt (M ;R)
∼=
−→ Hr(M ;R),
where [M ]lf ∈ H lfn (M ;R) is the locally finite fundamental class of M and the cap product is
the one between locally finite chains and compactly supported cochains. But by the previous
remark we have that [M ]lf is the transfer of [M ] (here we are defining the transfer using the
fact that a compact manifold M has the homotopy type of a finite CW complex). In particular
44
Double L-theory 45
all of the above is true for the universal cover and M is an n-dimensional Poincare´ space with
fundamental class [M ]. See, for instance, [Lai96, 3.1] for a good account of this non-compact
Poincare´ duality.
Now fix an n-dimensional Poincare´ space X and a π-cover X. As we have a fixed π-cover
in mind now, we will write A = R[π] and for any A-module G we can unambiguously write the
chain complexes of R[π]-modules
C∗(X ;G) := G
t ⊗A C∗(X;R), C
∗(X ;G) := Gt ⊗A HomA(C∗(X ;R), A),
with corresponding homology and cohomology written H∗(X ;G) and H
∗(X ;G). There is then
induced a Poincare´ duality isomorphism of A-modules
− ∩ [X ] = (1⊗ (− ∩ [X ]))∗ : H
n−r(X ;G)
∼=
−→ Hr(X ;G).
Suppose (A,S) defines a localisation so that there is a short exact coefficient sequence of
A-modules
0→ A→ S−1A→ S−1A/A→ 0.
Now as C∗(X ;A), C
∗(X ;A) are chain complexes of free R[π]-modules (using that the dual of
a free module is free), and as free modules are flat, there are induced short exact sequences of
chain complexes
0→ C∗(X ;A)→ C∗(X ;S
−1A)→ C∗(X ;S
−1A/A)→ 0
and
0→ C∗(X ;A)→ C∗(X ;S−1A)→ C∗(X ;S−1A/A)→ 0.
There is hence a commuting Poincare´ duality diagram for the associated Bockstein long exact
sequences
... // Hr−1(X ;S−1A/A)
−∩[X]∼=

((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
δ∗ // Hr(X ;A) //
−∩[X]∼=

Hr(X ;S−1A)
−∩[X]∼=

// ...
im δ∗
88qqqqqqqqqq
−∩[X]∼=

im δ∗
&&▲▲
▲▲
▲▲
▲▲
▲▲
... // Hn−r+1(X ;S−1A/A)
66♥♥♥♥♥♥♥♥♥♥♥♥
δ∗ // Hn−r(X ;A) // Hn−r(X ;S−1A) // ...
Recall that S−1Hr(X ;A) ∼= Hr(X ;S−1A) (by Lemma 2.1.2), and that the S-torsion submodule
is
THr(M ;A) := ker(Hr(M ;A)→ S−1Hr(M ;A)),
which is precisely im(δ∗) by exactness of the sequence. A similar statement holds for the
homological Bockstein sequence.
There is a non-singular bilinear coefficient pairing
S−1A/A×A→ S−1A/A; (a, b) 7→ ab
inducing an isomorphism of A-modules (S−1A/A)t ⊗A A ∼= S
−1A/A and hence for each i, j
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there is a cup-product
∪ : Hi(X ;S−1A/A)×Hj(X ;A)→ Hi+j(X ;S−1A/A).
Using this cup-product we make the following definition.
Definition 3.1.3. For each r ∈ Z, the cohomology linking pairing for the π-cover X is the
pairing
λX : TH
r(X ;A)× TH(n+1)−r(X ;A)→ S−1A/A; (x, y) 7→ 〈w ∪ y, [X ]〉 ∈ S−1A/A,
where w ∈ Hr−1(X ;S−1A/A) is a choice of element such that δ∗(w) = x, and the angle brackets
denote the Kronecker pairing.
Lemma 3.1.4. For each r ∈ Z, the cohomology linking pairing for the π-coverX is well defined
and can equivalently be described as
λX : TH
r(X ;A)× TH(n+1)−r(X ;A)→ S−1A/A; ([x], [y]) 7→
1
s
[x˜ ∪ y] ∩ [X ] ∈ S−1A/A,
where now x ∈ Cr(X ;A), y ∈ C(n+1)−r(X ;A), x˜ ∈ Cr+1(X ;A), s ∈ S and d∗w = sx.
Proof. To show the pairing is well-defined is a straightforward diagram chase to show indepen-
dence of choices, which we omit here.
The homology class [s−1x˜] ∈ Hr+1(X ;S−1A/A) is in the preimage of [x] ∈ Hr(X ;A) under
the Bockstein δ∗. 
Proposition 3.1.5. The cohomology linking pairing for the π-cover X has the property that
for [x] ∈ THr(X ;A), [y] ∈ TH(n+1)−r(X ;A)
λX([x], [y]) = (−1)
r(n+1−r)λX([y], [x]).
Proof. Write representative cochains x, y, then choose x˜ ∈ Cr−1(X ;A) and y˜ ∈ Cn−r(X ;A)
such that d∗(x˜) = sx, d∗(y˜) = ty for some s, t ∈ S. We wish to prove that[
1
s
x˜ ∪ y − (−1)r(n+1−r)
1
t
y˜ ∪ x
]
∩ ([X ]) ∈ A.
Cup products in our setup are signed skew-commutative on the level of cohomology (consider the
cup product of chains u, v ∈ C∗(X) is given by ∆∗0(u⊗v) where ∆0 : C∗(X ;A)→ C∗(X ;A)
t⊗A
C∗(X ;A) is a choice of chain diagonal approximation, see 4.2 for full description), so some
rearranging of the cochains on the left hand side gives
1
s
x˜ ∪ y − (−1)r(n+1−r)+r(n−r)
1
t
x ∪ y˜ + d∗z =
1
s
x˜ ∪ y + (−1)r−1
1
t
x ∪ y˜ + d∗z,
for some cochain z ∈ Cn−1(X ;A). But consider that the (co)differential is well-known to be a
derivation for the cup product (see e.g. [Bre93, p326]), viz.:
1
s
x ∪ y˜ +
1
t
(−1)r−1(x˜ ∪ y) =
1
st
d∗(x˜ ∪ y˜) ∈ Cn(X ;S−1A).
So we have [
d∗(
1
st
x˜ ∪ y˜ + z)
]
= 0 ∈ Hn(X ;S−1A).
and the proposition follows. 
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Example 3.1.6. When π is trivial and (A,S) = (Z,Z \ {0}) we recover the linking quantity
discussed in the motivation section above. SupposeMn is a closed oriented topological manifold
with fundamental class [M ] ∈ Hn(M ;Z[π1(X)]). Then write the inverse of the Poincare´ duality
isomorphism
D = (− ∩ [M ])−1 : Hr(M ;Z)
∼=
−→ Hn−r(M ;Z).
Let U r, V n−1−r ⊂ M be closed, oriented topological manifolds embedded as submanifolds,
and Z be an oriented (n − r)-manifold with boundary, embedded Z ⊂ M in such a way that
[∂Z] = s[V ] ∈ Hn−1−r(M), for some s ∈ Z. Suppose all embeddings are in general position, so
in particular U ∩ ∂Z = ∅, and intersections are transverse. Then it is clear that
link(U, V ) = s−1
∑
p∈U∩Z εp = s
−1D([U ]) ∩ [Z]
= s−1(D([U ]) ∪D([Z])) ∩ [M ]
= ±λM (D([U ]), D([V ])) ∈ Q/Z.
Example 3.1.7 (Intersection on the interior is linking on the boundary). Suppose π is trivial
and (A,S) = (Z,Z \ {0}). The following is a geometric motivation for the various localisation
exact sequences considered in this thesis.
Let (Mn+1, ∂M) be a (n + 1)-dimensional topological manifold with boundary. Suppose
there are topological manifolds with boundary (Y r+1, ∂Y ), (Zn−r, ∂Z) ⊂ (M,∂M) properly
embedded as submanifolds in general position (so assume ∂Y, ∂Z ⊂ ∂M and ∂Y ∩ ∂Z = ∅).
Assume that Y intersects Z transversely, so there is a well-defined intersection quantity
intersection(Y, Z) =
∑
p∈Y ∩Z
εp ∈ Z.
Now assume that there exists a homotopy of the embedded (Z, ∂Z) such that at each time in
the homotopy (Z, ∂Z) is properly embedded as a submanifold in general position and intersects
Y transversely. Suppose after this homotopy that Z ⊂ ∂M . A continuity argument shows the
count of the points of intersection is unaffected by this homotopy so that
intersection(Y, Z) =
∑
p∈Y ∩Z
εp =
∑
p∈∂Y ∩Z
εp = link(∂Y, ∂Z) ∈ Z.
Of course, as observed in the motivation section, this linking quantity is not well-defined by
the homology classes of ∂Y and ∂Z in H∗(∂M ;Z). In fact, our homotopy shows the class
[∂Z] ∈ Hn−r−1(∂M ;Z) vanishes.
So now suppose [∂Y ] = s[U ] ∈ Hr(M ;Z) and [∂Z] = t[V ] ∈ Hn−r−1(M ;Z). In other words,
suppose ∂Y and ∂Z realise torsion homology classes. Then, up to homology representatives of
U and V in ∂M , there is a well-defined quantity(
1
st
)
· intersection(Y, Z) = link(U, V ) ∈ Q/Z.
We can interpret this as the geometric-level reasoning behind the algebraic boundary map
of monoids
∂ : {ε-symmetric forms over Z that are non-singular over Q} → Nε(Z,Z \ {0}).
To do so we need to assume that n = 2k+2 and that ∂M is a rational homology sphere. Then,
defining FH2k+1(M ;Z) = H2k+1(M ;Z)/TH2k+1(M ;Z), the pairing
b : FH2k+1(M ;Z)× FH2k+1(M ;Z)→ Z; ([x], [y]) 7→ 〈[x ∪ y], [M ]〉
defines a form over Z that is non-singular over Q. The associated algebraic boundary as defined
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in 2.4.6 then agrees with the geometric linking form by considering the commutative diagram
FHk+1(M)
∼=g

b // (Hk+1(M))∗ //
∼=UCT

T
FHk+1(M ; ∂M) // FHk+1(M) // Hk+1(∂M) = THk+1(∂M)
In this diagram, the lower row comes from the long exact cohomology sequence of the pair
(M,∂M), UCT denotes the isomorphism coming from the Universal Coefficient Theorem, and
g is the composition of isomorphisms
FHk+1(M)
UCT
−−−→ (Hk+1(M))
∗ (−∩[M ])
∗
−−−−−−→ (Hk+1(M ; ∂M))∗
UCT
−−−→ FHk+1(M ; ∂M).
Example 3.1.8. Now a more concrete example. Let U : S1 →֒ S3 = ∂D4 be the standard
unknot. Push the unknot off along a trivially framed normal bundle to obtain l, the longitude.
Choose a 2-disc transversely intersecting the unknot in a single point and define the meridian
m as the boundary of this disc choice. Define the Lens space
L(p, q) = S1 ×D2 ∪f D
2 × S1
by the diffeomorphism of the boundary f : S1×S1 → S1×S1 ∼= ∂(S3 \ U ×D2), induced from
the diffeomorphism
C× C→ C× C; (x, y) 7→ (xuyp, xvyq),
where u, v, p, q ∈ Z, uq−vp = 1 and p 6= 0. Suppose the open tubular neighbourhood was small
enough so that l and m survived the construction, then the class [l] of our longitude generates
π1(L(p, q)) ∼= Z/pZ, and note that we have H1(L(p, q);Z) ∼= H
2(L(p, q);Z) ∼= Z/pZ. A copy
D ⊂ L(p, q) of the disc of the glued-in solid torus, i.e. the first factor of D2 × S1, bounds p
concatenated longitudes l in L(p, q). Let l′ ⊂ L(p, q) be another homology copy of the longitude
such that l ∩ l′ = ∅ and l′ intersects D transversely. The diffeomorphism f ensures that
[∂D] = p[l] + q[m] ∈ H1(∂(S3 \ U ×D2)),
and so by the definition of m, we have that l′ meets D in q positive, transverse intersections.
Hence
link(l, l′) =
q
p
.
Now define D′ to be a 2-disc cobounding p concatenated loops l′.
It is a standard fact that every closed, oriented 3-manifold is the boundary of an oriented
4-manifold (ΩSO3 = 0) and hence L(p, q) bounds a 4-manifold M
4. Push the 2-discs D,D′ into
the interior of M (via isotopies rel. boundary in general position) and assume the push-ins are
in general position and transversely intersecting. By the previous examples, we know that the
pushed-in discs intersect q times positively transversely.
3.1.3 Linking forms from Poincare´ duality
Suppose for this subsection that n = 2k+1 and r = k+1, then the cohomology linking pairing
is a (−1)k+1-symmetric pairing on the module THk+1(X ;A) and the adjoint determines an
injective morphism
λX : TH
k+1(X ;A) →֒ (THk+1(X ;A))∧.
It is very tempting at this stage to call this a linking form over (A,S), but we caution that the
module is not necessarily in H(A,S).
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Definition 3.1.9. Suppose X is a π-cover of a (2k+1)-dimensional Poincare´ space X and that
THk+1(X ;A) is an object of H(A,S). Then the linking form of the cover X is the (−1)k+1-
symmetric linking form over (A,S) given by (THk+1(X ;A), λX)
One possible reason for the linking form to be defined is entirely algebraic:
Definition 3.1.10. For m ≥ 0, the pair (A,S) has dimension m if every finitely generated
S-torsion A-module K admits a projective A-module resolution of length m+ 1
0→ Pm+1 → Pm → · · · → P1 → P0 → K → 0.
Note that if T is a f.g. S-torsion A-module and (A,S) has dimension 0 then T is in H(A,S).
If A has h.d. m + 1 ≥ 1 then, for any possible S, this definition means the localisation pair
(A,S) has dimension m.
Remark. If (A,S) has dimension m then it is possible for A to have homological dimension
greater than m + 1. For instance A = Z × Q[x1, x2, . . . , xn] has homological dimension n and
(A,Z\{0}) has dimension 0. However we do not know if such examples can arise as group rings
A = R[π].
Example 3.1.11. Suppose X is a π-cover of a (2k + 1)-dimensional Poincare´ space X and
that (A,S) defines a localisation of A = R[π]. If (A,S) has dimension 0 then the linking form
of X is defined. For example this happens when A itself has homological dimension 1 (e.g. a
Dedekind domain):
• If π is trivial and (A,S) = (Z,Z \ {0}) then we recover the classical linking form from the
motivation section above
λX : TH
k+1(X ;Z)× THk+1(X ;Z)→ Q/Z.
• If π = Z and R is a field then A = R[z, z−1] is a principal ideal domain and
λX : TH
k+1(X ;R[z, z−1])× THk+1(X ;R[z, z−1])→ R(z)/R[z, z−1].
This is the field-coefficient case of an infinite cyclic cover, which we investigate in the
next section.
We now make a shallow foray into the problem of determining whether the linking form of
a π-cover is non-singular. In other words, we are searching for a reason that the adjoint of the
linking form
λX : TH
k+1(X ;A)→ HomA(TH
k+1(X ;A), S−1A/A) ∼= Ext1A(TH
k+1(X ;A), A)
is an isomorphism. The difficulty of this ‘universal coefficient problem’ explodes when A has
homological dimension greater than 1, hence we will not be able to treat many cases.
Following the exposition in [Lev77], we now briefly recall the standard spectral sequence
governing the universal coefficient problem. Suppose we have a chain complex (C, d) of projec-
tive A-modules such that Cr = 0 for r < 0, with associated cochain complex (C
∗, δ), and that
there is fixed an injective A-module resolution
A→ Q0
∂
−→ Q1
∂
−→ Q2 → . . .
Then the universal coefficient spectral sequence {Er, dr} is one of the two first-quadrant (co-
homology) spectral sequences associated to the bicomplex Kp,q = HomA(Cp, Qq), with total
complex (TotK,D) where TotmK =
⊕
p+q=mK
p,q and differential D = δ + ∂. By filtering
49
Double L-theory 50
in the two different homological grading ‘directions’, there are 2 graded filtrations of this total
complex
0 = Fmm+1 ⊆ F
m
m ⊆ · · · ⊆ F
m
1 ⊆ F
m
0 = Tot
mK, where Fmk =
⊕
q≥a
⊕
p+q=m
Kp,q.
0 = F˜mm+1 ⊆ F˜
m
m ⊆ · · · ⊆ F˜
m
1 ⊆ F˜
m
0 = Tot
mK, where F˜mk =
⊕
p≥a
⊕
p+q=m
Kp,q.
In a standard way [BT82, §14], these filtrations determine spectral sequences {Er, dr} and
{E˜r, d˜r} respectively. If the sequences both converge, then E
p,q
r , E˜
p,q
r =⇒ H
p+q(TotK).
The latter filtration has
E˜p,q1 = H∂(K)
p,q = ExtqA(Cp, A) (as Q is an injective resolution),
=
{
HomA(Cp, A) q = 0,
0 q 6= 0
(as Cp is projective).
E˜p,q2 = HδH∂(K)
p,q =
{
Hp(C;A) q = 0,
0 q 6= 0.
The differential d˜r is of bidegree (r−1, r), so the spectral sequence collapses on the second page
and we have Hm(TotK) ∼= Hm(C;A).
The former filtration has
Ep,q1 = Hδ(K)
p,q = Hp(HomA(C,Qq)),
= HomA(Hp(C;A), Qq) (as Qq is injective).
Ep,q2 = H∂Hδ(K)
p,q = ExtqA(Hp(C;A), A) (as Q is an injective resolution).
Now consider that for each m, the filtration on TotmK induces some filtration on the homology
0 = J−1,m+1 ⊆ J0,m ⊆ J1,m−1 ⊆ · · · ⊆ Jm−1,1 ⊆ Jm,0 = H
m(TotK).
Although it is generally far from obvious what the modules Jm−a,a in this filtration are, it is
a standard result (see e.g. [BT82, §14]) that the subquotients of this filtration are determined
by the E∞ page of the spectral sequence. More precisely, for each m, a, there is a short exact
sequence
0→ Jm−a−1,a−1 → Jm−a,a → E
m−a,a
∞ → 0, (3.2)
where recall that Ep,q∞ denotes the stationary module in the (p, q) position E
p,q
r = E
p,q
r+1 = . . . .
As a consequence, we always have that J0,m ∼= E
0,m
∞ . More carefully, we can draw similar
consequences from vanishing of the Ep,q∞ terms along the diagonal p+q = m as follows. Suppose
there is some t, such that for a ≥ t we have Em−a,a∞ = 0, then
Jm−t,t = Jm−t−1,t+1 = · · · = J−1,m+1 = 0 and Jm−t+1,t−1 = E
m−t+1,t−1
∞ .
Proposition 3.1.12. Let X be a π-cover of a (2k+1)-dimensional Poincare´ space X . Suppose
one or both of the hypotheses
(H1) (A,S) has dimension 0 and for r = 0, 1, . . . , k, Hr(X ;A) is S-torsion,
(H2) A is a PID and S = A \ {0},
is the case. Then the linking form of the cover is well-defined and non-singular.
Proof. For (H1), Hk+1(X ;A) ∼= Hk(X ;A) = THk(X ;A) ∼= TH
k+1(X ;A) and (A,S) is di-
mension 0, so the linking form is well-defined. Now consider the second page of the universal
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coefficient spectral sequence
Extk+1A (H0(X ;A), A) · · · Ext
k+1
A (Hk−1(X ;A), A) Ext
k+1
A (Hk(X ;A), A)
...
. . .
...
...
Ext2A(H0(X ;A), A) · · · Ext
2
A(Hk−1(X ;A), A) Ext
2
A(Hk(X ;A), A)
Ext1A(H0(X ;A), A) · · · Ext
1
A(Hk−1(X ;A), A) Ext
1
A(Hk(X ;A), A) Ext
1
A(Hk+1(X ;A), A)
HomA(H0(X ;A), A) · · · HomA(Hk−1(X ;A), A) HomA(Hk(X ;A), A) HomA(Hk+1(X ;A), A)
p = 0 p = k − 1 p = k p = k + 1
By hypothesis, we have ExtqA(Hp(X ;A), A) = 0 for the highlighted red region. Considering
the the differential d2 on this page has bidegree (−1, 2), the 0’s in this region imply E
p,q
2 = E
p,q
∞
for the range written into the diagram above (but not necessarily for the entries in the p = k+1
column that we have left blank as they may be non-zero and be in the target of a differential).
Thus the short exact sequence
0→ Jk,1 → Jk+1,0 → E
k+1,0
∞
becomes
0→ Ext1A(Hk(X ;A), A)→ H
k+1(X ;A)→ HomA(Hk+1(X ;A), A)→ 0. (3.3)
But the latter group vanishes because Hk+1(X ;A) is S-torsion and so, using also the natural
isomorphism of Lemma 2.1.8 and Poincare´ duality, we obtain an isomorphism
HomA(TH
k+1(X ;A);S−1A/A) ∼= Ext1A(TH
k+1(X ;A), A)
∼= Ext1A(Hk(X ;A), A)
∼= THk+1(X ;A).
(3.4)
Before identifying this isomorphism as the adjoint of the linking form, we turn to (H2). In
this case we obtain the exact sequence 3.3 for the same vanishing reasons on the E2 page. This
time the sequence is moreover split. This is because we are working over a PID and the central
term splits as its free and torsion parts. The first term of the sequence is entirely torsion and
the last term in the sequence is free. Hence we obtain exactly the same isomorphism as equation
3.4 (but for slightly different reasons).
We now show our isomorphism agrees with the adjoint of the linking form. Let x ∈ Ck+1(X)
represent a class in THk+1(X ;A). There exists s ∈ S and x˜ ∈ Ck such that d∗(x˜) = sx and we
will take this to be our choice of element in the preimage of the cohomological Bockstein. We
need to show that the cochain s−1x˜ ∈ Ck(X ;S−1A/A) corresponds to x : Ck+1 → A under our
series of isomorphisms in 3.4. But unravelling the definitions of the isomorphisms in the series,
this amounts to lifting the former cochain to s−1x˜ ∈ Ck(X ;S−1A) and observing that
d∗(s−1x˜) = i(x) ∈ Ck+1(X ;S−1A),
where i is the natural map i : Ck+1(X ;A)→ Ck+1(X ;S−1A). 
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Blanchfield forms from Poincare´ duality
In Proposition 3.1.12, the spectral sequence collapsed because the E2 page was trivial except at
q = 0, 1. In the case of (H2), this happened for the entirely algebraic reason of the coefficient
choice. In [Lev77] Levine considers linking forms coming from a geometric example that are
non-singular for a more geometric reason than we have so far considered. (This geometric reason
will essentially be the ‘Alexander duality of a knot’, see Chapter 6 and particularly, 6.2.6.)
On the spectral sequence level the example in question results in the E2 page being trivial
except when q = 2, 3. In this case, an analysis of the short exact sequences 3.2 returns a short
exact sequence
0→ Ext2A(Hr−2(C;A), A)→ H
r(C;A)→ Ext1A(Hr−1(C;A), A)→ 0.
Now suppose T is an A = Z[z, z−1]-module and that HomA(T,A) = 0. Set t(T ) to be the
Z-torsion
t(T ) = ker(T → Q[z, z−1]⊗A T ) and f(T ) = T/t(T ).
Note that f(T ) may still have torsion with respect to the multiplicative subset Z[z, z−1]×.
Set P to be the set of Alexander polynomials. Levine ([Lev77]) shows that for any module
T in H(A,P )
Ext2A(T,A))
∼= t(T ),
Ext1A(T,A))
∼= f(T ).
Now suppose C is a chain complex of f.g. free A-modules, that P−1A ⊗ C is acyclic and that
there exists a Poincare´ duality isomorphism Hr−1(C;A) ∼= H
n−(r−1)(C;A). Then we obtain
an isomorphism
f(Hr(C;A))
∼=
−→ Hr(C;A)/Ext2A(Hr−2(C;A), A)
∼=
−→ Ext1A(Hr−1(C;A,A))
∼=
−→ Ext1A(H
(n+1)−r(C;A,A)) ∼= HomA(f(H
(n+1)−r(C;A)), P−1A/A).
This isomorphism is adjoint to the following pairing:
Theorem 3.1.13 ([Lev77]). Let (C, d) be a chain complex of f.g. free A = Z[z, z−1]-modules
equipped with a chain homotopy equivalence φ : Cn−∗
≃
−→ C∗. Suppose P
−1A ⊗ C is acyclic.
Then the Blanchfield pairing is the pairing
Bl : f(Hr(C;A)) × f(H(n+1)−r(C;A))→ P−1A/A; (x, y) 7→ p−1y˜(φ(x)),
where x ∈ Cr, y ∈ C(n+1)−r, y˜ ∈ Cn−r and p ∈ P such that d∗y˜ = py. If n = 2k + 3 and
r = k + 2, the Blanchfield pairing is a non-singular linking form called the Blanchfield form
(f(Hk+2(C;A)), Bl).
If C is equipped with a ‘symmetric structure’ (see Chapter 4) then the linking form is moreover
(−1)k-symmetric (see Proposition 5.4.14).
Corollary 3.1.14. If X is a Z-cover of a (2k+3)-dimensional Poincare´ space X and H∗(X ;A)
is P -acyclic, where P is the set of Alexander polynomials, then the restriction to f(Hk+2(X ;A))
of the linking form of the cover is a well-defined, non-singular (−1)k-symmetric linking form
over (A,P ), called the Blanchfield form of the cover.
It is straightforward to see that if A →֒ F[z, z−1] is the change of rings induced by the change
of coefficient systems Z →֒ F = Q,R, the Blanchfield form of a cover (where defined) reduces
to the linking form of the cover
(f(Hk+2(C;A)), Bl) 7→ (THk+2(X ;F[z, z−1]), λX).
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3.2 Autometric forms and monodromy
For this section, let A = R[z, z−1].
As we saw in the last section, linking forms over (A,S) arise from Z-covers of Poincare´
spaces (at least when R is a field). We will show that these linking forms can also be described
by the data of an ‘autometric form’, that is form over R together with an automorphism of this
form. We show how this structure arises from the geometry using a cut-and-paste construction
(this is well-known and we base our explanation on that in [Neu79]). We then analyse the new
perspective algebraically.
3.2.1 Infinite cyclic covers via cut-and-paste
An infinite cyclic cover of a space X is a principal Z-bundle over X , in other words it is
a covering space for X with group of deck transformations Z. The pair (X, f : X → S1)
determines an infinite cyclic cover X of X as the pullback of the standard infinite cyclic cover
of S1 ⊂ C
X = f∗R //

R
exp(2πix)

X
f // S1
Recalling that S1 is an Eilenberg-Maclane space K(Z, 1), the set of homotopy classes of maps
[X,S1] is in 1:1 correspondence with the elements of H1(X ;Z). Suppose now that X has the
homotopy type of a CW complex. Under this assumption, the pullback described above defines
a 1:1 correspondence between the the set of homotopy classes of maps f : X → S1 and the set
of isomorphism classes of infinite cyclic covers of X . (This last fact is an instance of a general
theorem for principal G-bundles over a CW complex.)
Now suppose M is a smooth, closed, n-manifold with a map f :M → S1. We will describe
the cut-and-paste method for building the associated infinite cyclic cover. By Sard’s Theorem,
there is a point p ∈ S1 at which f is regular. Pulling this back we obtain an embedded smooth
closed oriented submanifold Nn−1 = f−1(p) ⊂ M . (Observe that [N ] ∈ Hn−1(M) is Poincare´
dual to the class [f ] ∈ H1(M ;Z) determined by f : M → S1.) We now ‘cut M open at N ’ to
obtain a manifold with boundary.
M
N
S1
p
))
f
More precisely, take a sufficiently small closed neighbourhood p ∈ U ⊂ S1 so that the
pullback f−1(U) is diffeomorphic to N × [0, 1] ⊂ M . The closure of M \ (N × [0, 1]) is a
manifold with boundary (M ′, N+ ⊔ N−) (where there is a diffeomorphism N± ∼= N). Take
countably many copies of this manifold with boundary, labelled zr(M ′, N+ ⊔ N−) for r ∈ Z.
It is now clear that the space obtained by identifying the boundaries of these copies so that
zrN+ = z
r+1N− is a smooth manifold that is isomorphic as an infinite cyclic cover to the
pullback of the standard cover of S1, i.e. M := f∗(R→ S1).
Remark. We have described the cut-and-paste method in the smooth category for convenience.
The method is still valid in the topological category, although in this category it is extremely
technical to describe, so would require too much of a departure to be described in this text.
In the topological category we must in particular switch from normal vector bundles to normal
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M ′ zM ′z−1M ′
N− N+ zN− zN+z−1N− z
−1N+
microbundles [Mil64] and appeal to the notion of topological transversality. The results of
topological transversality were proved by Kirby-Siebenmann for the case of dimension not equal
to 4 [KS77] and by Quinn [Qui88] in the remaining case of dimension 4.
Denote by i+, i− : N± →֒M
′ the inclusions (also thought of as pushing N in the ± normal
directions). Note that by removing small open neighbourhoods of each translate zkN , k ∈ Z in
M , we obtain a Meier-Vietoris sequence
· · · → Hr(N ;R)⊗R A
α
−→ Hr(M
′;R)⊗R A
β
−→ Hr(M)
δ
−→ Hr−1(N ;R)⊗R A→ . . .
The maps are α(u, λ) = i+∗ (u)⊗ (zλ)− i
−
∗ (u)⊗ λ, and β simply by inclusion.
Now we wish to study particularly favourable circumstances (both algebraic or geometric)
which result in Hr(N ;R) ∼= Hr(M
′;R) and δ = 0. For instance, when M is a fibre bundle over
S1, with fibre N , then this is the case. When M is a knot exterior and N is a Seifert surface
then we also obtain these conditions (see Chapter 6, particularly 6.2).
Under these favourable circumstances, there are short exact sequences
0→ Hr(N ;R)⊗R A→ Hr(N ;R)⊗R A→ Hr(M)→ 0.
The algebra of this viewpoint allows us to develop a second perspective on the linking forms
of infinite cyclic covers. It is to the algebra of this situation that we dedicate the remainder of
Chapter 3.
As further motivation for the algebraic viewpoint we will consider in the next few subsections
we recall the following example of Neumann [Neu79]. Fix n = 2k + 1 and consider (M2k+1, f)
and N2k as above. Choose an isomorphism R ∼= H1(R;R) and define a homology class [N0] ∈
H2k(M ;R) as the image of 1 ∈ R under the composition
R ∼= H1(R;R)
f
∗
−→ H1(M ;R)
−∩[M ]
−−−−→ H2k(M ;R); 1 7→ [N0].
There is defined a (−1)k-symmetric pairing over R
b′ : Hk(M ;R)×Hk(M ;R)→ R; 〈x ∪ y, [N0]〉.
In general this pairing is degenerate, but setting Rad(b′) = ker(b′ : Hk(M ;R)→ (Hk(M ;R))∗)
and defining (H, b) = (Hk(M ;R)/Rad(b′), b′|H) there is the following result.
Lemma 3.2.1 ([Neu79, 2.1]). If R is a field then (H, b) is a non-singular (−1)k-symmetric form
over R (in particular, H is finitely generated). The deck transformation z : M → M induces
an automorphism h : (H, b)→ (H, b)
Definition 3.2.2. The triple (H, b, h) is called the monodromy of (M, f).
In fact, over a field, the monodromy and the linking form of the infinite cyclic cover carry
the same information up to isomorphism.
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Theorem 3.2.3 ([Neu79, 11.1]). With coefficients in a field R, the algebraic monodromy (defi-
nition 3.2.11) of the linking form of the infinite cyclic cover determined by (M, f) is isomorphic
to the monodromy of (M, f):
H(THk+1(M ;A), λM ) ∼= (H, b, h).
In particular, there is a short exact sequence
0→ H [z, z−1]
h−z
−−−→ H [z, z−1]→ THk+1(M ;R[z, z−1])→ 0.
As a corollary, in the next section we will show that a type of reverse of this theorem is
also true for algebraic reasons. Specifically, given the monodromy of (M, f) we can recover the
linking form of the cover up to isomorphism in an entirely algebraic way.
3.2.2 Algebraic viewpoint
For the remainder of this subsection, set
(A,S) = (R[z, z−1], Q),
where recall Q is the set of characteristic polynomials.
First we will set up a precise language for comparing R-modules to R[z, z−1]-modules (this
is essential - failure to do so leads to much confusion!). Write the natural ring morphism
i : R→ R[z, z−1].
This induces two functors:
induction i! : R-modules → R[z, z
−1]-modules,
K 7→ K[z, z−1] = K ⊗R R[z, z
−1].
restriction i! : R[z, z−1]-modules → R-modules,
L 7→ L (forget the action of z).
It can be shown that induction and restriction are adjoint with respect to the Hom functor in
the sense that if K is a f.g. R-module and L is a f.g. R[z, z−1]-module, then there is a group
isomorphism
HomR[z,z−1](i!K,L) ∼= HomR(K, i
!L).
Both induction and restriction preserve the property of being projective. Now, whenever L is
an R[z, z−1]-module, consider the action of z on L as a morphism of R[z, z−1]-modules, and set
ζ(L) = i!(z) : i!L→ i!L.
So instead of just forgetting the action of Z = 〈z〉 on L, we remember it as an R-module
morphism after the restriction.
Example 3.2.4. Taking R and R[z, z−1] as modules over themselves:
i!R = R[z, z
−1] and i!R[z, z−1] =
∞⊕
−∞
R,
with one R-summand for each zkR. Indeed generally, induction preserves finite generation but
restriction turns a finitely generated module into a (countably) infinitely generated one.
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Lemma 3.2.5. Suppose K is in A(R) and h : K → K is an automorphism. Then K admits
the structure of a f.g. R[z, z−1]-module of homological dimension 1.
Proof. Regard K as an A-module denoted KA by defining the action of z on KA as
z : KA → KA; x 7→ h(x).
Next, define a morphism of A-modules f : i!K → KA by sending
∑N
M xkz
k ∈ i!K (where
the coefficients xk ∈ K) to
∑N
M h
k(xk). There is then a resolution of KA by f.g. projective
A-modules
0 // i!K
z−h // i!K
f // KA // 0.

When does restriction result in something finitely generated?
Claim 3.2.6. If R is an integral domain and L is a f.g. projective A-module, then i!L is in
A(R) (i.e. is f.g. projective) if and only if L is in H(A,Q) i.e. if L is Q-torsion and admits a
length 1 resolution by projective A-modules.
Proof. This is a standard idea from algebraic number theory. Assume L is generated by
g1, . . . , gn.
Now suppose i!L is in A(R). As ζ(L) is an automorphism of i!L, we apply Lemma 3.2.5
(and using the terminology in the proof of that lemma) we have that (i!L)A is a f.g. A-module
of homological dimension 1. Moreover, in this case we can identify (i!L)A = L. We must
show L is Q-torsion. As i!L is f.g. there exists a positive integer N such that ζN+1(g1) ∈
〈ζkg1, . . . , ζ
kgn | k = −N, . . . , N〉. But furthermore, we must have ζ
N+1(g1) =
∑N
−N akζ
kg1.
Therefore
p1(z) := z
N+1 −
N∑
−N
akz
k ∈ Ann(g1) ⊆ L.
Repeating for the other generators, form the Laurent polynomial p′(z) = p1(z)p2(z) . . . pn(z).
Now there exists M > 0 so that there is a bionic polynomial
p(z) = zMp′(z) =
L∑
k=0
bkz
k ∈ R[z] and b0 6= 0.
Conversely, if L is in H(A,Q) then it is annihilated by some degree N +1 monic polynomial
p(z) with constant term a unit in R (i.e. a bionic polynomial). Thus, the basis for i!L given by
{ζkgl | k ∈ Z, l = 1, . . . , n} can be reduced to a finite one. 
Now we add structure to projective modules over R so that we may use the restriction
without losing information. Firstly, define a category
Aut(R) = {Pairs (K,h) where K is in A(R) and h : K → K an automorphism.}
with morphisms f : (K,h) → (K ′, h′) such that f : K → K is a morphism in A(R) and
fh = h′f . The dual of (K,h) is given by (K∗, (h∗)−1).
In light of which, define a functor of additive categories
monodromy H : H(A,Q)→ Aut(R); T 7→ (i!T, ζ(T )).
We also define a functor going the other way, one that takes an object (K,h) of Aut(R) and
returns an object T of H(A,Q). Consider the sequence
0→ i!K
z−h
−−−→ i!K → T := coker(z − h)→ 0.
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Claim 3.2.7. T is in H(A,Q).
Proof. It is clear that T is a f.g. A-module and has homological dimension 1. We claim it is also
Q-torsion. To see this, observe that as K is f.g. as an R-module and that h is an endomorphism
of K there exists a monic polynomial
ph(z) = det(z − h : i!K → i!K),
called the characteristic polynomial of h. The constant coefficient of the characteristic polyno-
mial is also called the determinant of h. As h is an automorphism, the determinant is a unit
in R and hence ph(z) ∈ Q. Now we apply the Cayley-Hamilton Theorem for automorphisms of
f.g. projective modules (see [Ran98, 11.12]) to conclude that phT = 0. 
Putting all this together, there is a functor of additive categories
covering B : Aut(R)→ H(A,Q); K 7→ T.
Combining the considerations so far in this section, we have proved:
Proposition 3.2.8 ([Ran98, 13.16(i)]). The covering and monodromy operations are functors
defining an equivalence of categories
H(A,Q)
H //
Aut(R).
B
oo
Covering and monodromy for forms
For the most part, everything so far was just language and basic algebraic number theory. We
now want to extend our covering and monodromy category equivalences to the setting of forms,
where some actual work will need to be done as the duality for the Autometric category does
not quite match the duality in H(A,Q) in the way one might naively expect. We begin by
defining a form in the context of Aut(R).
Definition 3.2.9. An ε-symmetric autometric form over R is a triple (K, θ, h), where (K, θ)
is an ε-symmetric form over R and h : (K, θ) → (K, θ) is an automorphism. (K, θ, h) is called
non-singular if (K, θ) is non-singular.
We now describe how to extend the covering and monodromy operations to the full data of
forms. First we describe the covering of an autometric form.
Definition 3.2.10. The covering of a (non-singular) ε-symmetric autometric form (K,h, θ)
over R is the (non-singular) (−ε)-symmetric linking form B(K,h, θ) = (T, λ) over (A,Q) given
by T = B(K,h) and with λ induced by the following chain map of resolutions of T
0 // K[z, z−1]
z−h //
θ

K[z, z−1] //
θ

B(K,h) = T //
∼= B(θ)

0
0 // K∗[z, z−1]
(h−1)∗

z−(h∗)−1 // K∗[z, z−1]
−z−1

// B((K,h)∗) //
∼= ξ

0
0 // K∗[z, z−1]
∼= F

−(z−(h∗)−1) // K∗[z, z−1]
∼= F

// B((K,h)∗) //
∼=

0
0 // (K[z, z−1])∗
−(z−h)∗ // (K[z, z−1])∗ // Ext1A(T,A) ∼= T
∧ // 0
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where the natural isomorphism F is defined in Claim A.0.10. This linking form has associ-
ated pairing
T × T → Q−1A/A; ([x], [y]) 7→ −z−1θ(x, (z − h)−1(y))
where (z− h)−1(y) ∈ Q−1A⊗K[z, z−1] is a choice of element in the preimage after localisation
(otherwise z − h is not invertible).
Remark. Why is this the correct definition to take? One explanation requires methodology
we haven’t yet developed, but we mention this now anyway for future reference. We are using
θ and h to construct a 1-dimensional ε-symmetric Q-acyclic Poincare´ complex (see Proposition
5.4.7) with C0 = C1 = K
∗[z, z−1] and
φ0 : C
0 θh−→ C1,
φ0 : C
1 −z
−1θ
−−−−→ C0,
φ1 : C
1 −θ−−→ C1.
The signs here are coming from the convention that the φ0 must be a chain map and dCn−∗ =
(−1)r(dC)
∗ (see conventions in Chapter 4). The linking form we get is simply the linking form
of this ε-symmetric Poincare´ complex (see Proposition 5.4.7).
To extend our monodromy H : H(A,Q) → Aut(R) to the full data of a linking form, we
will need the concept of a trace function. For details of the trace function in this context, see
Appendix A. The trace function is a homomorphism of R-modules
χ : Q−1A/A→ R
with the properties
1. For any T in H(A,Q) there is naturally defined an isomorphism (of R-modules)
χ∗ : HomA(T,Q
−1A/A)→ HomR(i
!T,R).
2. For any x ∈ Q−1A/A, we have χ(x) = χ(x).
Definition 3.2.11. If (T, λ) is a (non-singular) ε-symmetric linking form over (A,Q), the
monodromy is the (−ε)-symmetric autometric form H(T, λ) = (i!T, ζ(T ), θ) over R, with θ
given by the composition
i!T
B
−→ T
λ
−→ T∧
χ∗
−→ (i!T )∗.
Proposition 3.2.12 ([Ran98, 28.27(iii)]). The functors B and H (now considered on the full
data of the forms) are inverses of one another and define a natural isomorphism of commutative
monoids (the monoid operation is via direct sum)
{(non-singular) ε-symmetric linking forms over (A,Q)}
H

{(non-singular) (−ε)-symmetric autometric forms over R} .
B
OO
Proof. Both B and H are natural morphisms of the underlying categories and each preserve
the monoid structure and extend the equivalence of 3.2.8. Moreover, they are inverses of each
other up to isomorphism as shown in Proposition A.0.14. 
Definition 3.2.13. A (split) lagrangian for a non-singular ε-symmetric autometric form (K,h, θ)
over R is an Aut(R)-submodule j : (L, hL) →֒ (K,h) such that the sequence
0→ (L, hL)
j
−→ (K,h)
j∗θ
−−→ (L, hL)
∗ → 0
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is (split) exact in Aut(R). If (K,h, θ) admits a (split) lagrangian it is called (split) metabolic.
If (K,h, θ) admits two lagrangians j± : (L±, h±) →֒ (K,h) such that they are complementary
as Aut(R)-submodules (
j+
j−
)
: (L+, h+)⊕ (L−, h−)
∼=
−→ (K,h),
then the form is called hyperbolic. The ε-symmetricWitt and double Witt groups of non-singular
autometric forms over R are defined as usual and respectively written
WAutε(R), DWAutε(R).
For the double Witt group to be well-defined, we must, for the usual reasons, assume that there
is a half-unit s ∈ R[z, z−1].
Remark. As modules in the category A(A) are projective, all surjective morphisms split, and
a lagrangian is always a direct summand. However in the category Aut(R), such a splitting
on the module level might not respect the automorphisms. Hence the possible existence of
non-split lagrangians in this setting.
Lemma 3.2.14. If j : (L, h, 0) →֒ (K,h, θ) is (split) lagrangian of a non-singular ε-symmetric
autometric form then
B(L, h, 0) →֒ B(K,h, θ) = (T, λ)
is a (split) lagrangian.
Proof. Entirely analogous to the proof of Proposition 3.3.15 so we defer the proof until then. 
Theorem 3.2.15. The covering functor B defines isomorphisms of groups
WAutε(R)
B
−→ W−ε(A,Q),
DWAutε(R)
B
−→ DW−ε(A,Q),
each with inverse defined by the monodromy functor H.
Proof. This follows from Proposition 3.2.12 and Lemma 3.2.14. 
3.3 Blanchfield and Seifert forms
We now extend the algebraic correspondence of the previous section to the case that arises from
knot theory. We will prove the double Witt group of Seifert forms is isomorphic to the double
Witt group of Blanchfield forms. The duality in the linking forms is now called Blanchfield
duality and will correspond to the Seifert duality in forms with endomorphism via a covering
construction as before. Reversing the covering construction is no longer so easy and we will
rely more on our references than before.
The algebraic language we use for Seifert/Blanchfield correspondence is based on the paper
[Ran03] and we recap this in the necessary detail.
3.3.1 Seifert forms
The following definitions are due to Ranicki [Ran03]. Suppose R is a commutative Noetherian
ring with involution and unit.
Definition 3.3.1. A Seifert R-module is a pair (K, e) where K is a f.g. projective R-module
and e : K → K is a morphism. The (additive) category of Seifert R-modules has objects
(K, e) and morphisms g : (K, e)→ (K ′, e′) such that g : K → K ′ an R-module morphism with
e′g = ge. The dual of a Seifert R-module (K, e) is the Seifert R-module (K∗, 1− e∗). The dual
of a morphism g of Seifert R-modules is a morphism g∗ : (K∗, 1− e∗)→ ((K ′)∗, 1− e′∗).
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Definition 3.3.2. An ε-symmetric Seifert form (K, e, ψ) over R is a morphism of Seifert R-
modules
ψ : (K, e)→ (K∗, 1− e∗)
such that ψ = (ψ+ εψ∗)e. The form (K, e, ψ) is called non-singular if ψ+ εψ∗ : K → K∗ is an
isomorphism, in which case there is redundancy in the data (K, e, ψ) and we may specify the
form by (K,ψ) and recover e = (ψ + εψ∗)−1ψ (note that this gives 1− e = ε(ψ + εψ∗)−1ψ∗).
A morphism of Seifert forms g : (K, e, ψ)→ (K ′, e′, ψ′) is a morphism of Seifert R-modules
g : (K,ψ)→ (K ′, ψ′) such that g∗ψ′g = ψ.
Remark. If (K, e, ψ) is an ε-symmetric Seifert form over R then (K,ψ) is an ε-quadratic form
over R (see [Ran80a] for definition) and the symmetrisation (K,ψ + εψ∗) is the associated
ε-symmetric form over R.
From now on, when ε-symmetric Seifert forms over R are non-singular, we will often specify
them by (K,ψ).
Definition 3.3.3. A (split) lagrangian for a non-singular ε-symmetric autometric form (K,ψ)
over R is a Seifert submodule j : (L, eL) →֒ (K, eK) such that the sequence in the category of
Seifert modules
0→ (L, eL)
i
−→ (K, eK)
j∗(ψ+εψ∗)
−−−−−−−→ (L, eL)
∗ → 0
is (split) exact. If (K,ψ) admits a (split) lagrangian it is called (split) metabolic. If (K,ψ)
admits two lagrangians j± : (L±, e±) →֒ (K, e) such that they are complementary as Seifert
submodules (
j+
j−
)
: (L+, e+)⊕ (L−, e−)
∼=
−→ (K, e),
then the form is called hyperbolic.
Proposition 3.3.4 ([Lev89, Proof of Prop. 2.1]). A Seifert submodule described by f :
(L, eL) → (K, eK) is a (split) lagrangian of (K, eK , L) if and only if the sequence of Seifert
modules
0 // (L, eL)
f // (K, eK)
f∗ψ // (L, eL)∗ // 0
is (split) exact.
Consequently we could have defined the notions of (split) lagrangian, (split) metabolic and
hyperbolic using this characterisation.
Lemma 3.3.5. For any non-singular ε-symmetric Seifert form (K,ψ), the form (K⊕K,ψ⊕−ψ)
is hyperbolic.
Proof. The Seifert submodules
( 1 1 ) : (K, e, 0)→ (K ⊕K, e⊕ e, ψ ⊕−ψ)
( (1− e) −e ) : (K, e, 0)→ (K ⊕K, e⊕ e, ψ ⊕−ψ)
are complementary. The diagonal submodule is well known to be a lagrangian. To see that the
latter submodule is a lagrangian, consider the associated sequence:
0 // K
(
1−e
−e
)
// K ⊕K
( (1−e)∗(ψ+εψ∗) e∗(ψ+εψ) ) // K∗ // 0
It is easy to see that the sequence is exact at K and K∗. To see it is exact at K ⊕K, note that
if (a, b) ∈ ker((1− e)∗(ψ+ εψ∗) e∗(ψ+ εψ)) then, substituting the fact that e = (ψ+ εψ∗)−1ψ,
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we have
ψa+ εψ∗b = 0 =⇒ b = (ψ + εψ∗)−1ψ(b − a),
=⇒ b = −e(a− b).
A similar calculation shows (a, b) = ((1− e)(a− b),−e(a− b)). To complete the proof, a simple
calculation shows that
(
1−e
−e
)
( (1−e)∗(ψ+εψ∗) e∗(ψ+εψ) ) = 0. 
Remark. Note that we did not need a half-unit in the ring to prove Lemma 3.3.5.
Definition 3.3.6. The monoid construction (see Definition 2.3.6)
Ŵε(R) := {non-sing, ε-symm. Seifert forms over R}/{metabolic}
is an abelian group called the ε-symmetric Witt group of Seifert forms over R. The monoid
construction
D̂W ε(R) := {non-sing, ε-symm Seifert forms over R}/{hyperbolic}
is an abelian group called the ε-symmetric double Witt group of Seifert forms over R.
3.3.2 Blanchfield forms
Recall that P ⊂ R[z, z−1] is the set of Alexander polynomials.
Definition 3.3.7. A Blanchfield R[z, z−1]-module B is an object of H(R[z, z−1], P ).
Lemma 3.3.8 ([Ran98, 10.21(iv)]). There is an equivalence of exact categories
H(R[z, z−1], P )
∼=
−→ H(R[z, z−1, (1− z)−1], P ).
Under this equivalence, a Blanchfield R[z, z−1] module T is a homological dimension 1, f.g.
R[z, z−1]-module T such that 1− z : T → T is an isomorphism (where we consider ‘z’ to be the
endomorphism of T given by multiplication by z ∈ R[z, z−1]).
Proof (sketch). The inclusion
(R[z, z−1], P )→ (R[z, z−1, (1− z)−1], P )
is a cartesian morphism (see Definition 2.1.5). The proof of this essentially follows from the
fact that the set P is coprime to the element (1− z). Now apply Theorem 2.1.6. 
Remark. The reason that this is such an excellent idea is that (1− z)−1 ∈ R[z, z−1, (1− z)−1]
is a half unit. Lemma 3.3.8 allows us to formally adjoin the half-unit (1−z)−1 without affecting
the category or indeed the (double) Witt group of linkings (as we shall see).
Definition 3.3.9. The covering of a SeifertR-module (K, e) is the BlanchfieldR[z, z−1]-module
B(K, e) := coker((1 − e) + ez : K[z, z−1]→ K[z, z−1]).
(To see that 1 − z is an automorphism of B(K, e) we note the equivalent fact that B(K, e)
vanishes under the augmentation R[z, z−1] → R sending z 7→ 1.) The covering operation is a
functor of additive categories
B : {Seifert R-modules}/
iso
→
{
Blanchfield R[z, z−1]-modules
}/
iso
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Lemma 3.3.10 ([Ran03, 2.3]). If B(K, e) = 0 then the the morphism e(1 − e) : K → K is
nilpotent and we say (K, e) is a near projection. This is equivalent to the condition that
(K, e) ∼= (K+, e+)⊕ (K−, e−),
with e−, 1− e+ both nilpotent.
Definition 3.3.11. A (non-singular) ε-symmetric Blanchfield form over R is a (non-singular)
ε-symmetric linking form over (R[z, z−1], P ).
Definition 3.3.12. The covering of a (non-singular) ε-symmetric Seifert form (K, e, ψ) over
R is the (non-singular) (−ε)-symmetric Blanchfield form B(K, e, ψ) = (T, λ) over R given by
T = B(K, e) and
λ : T ×T → P−1R[z, z−1]/R[z, z−1]; ([x], [y]) 7→ −(1−z−1)(ψ+εψ∗)(x, ((1−e)+ez)−1(y))
so that λ is resolved by the following chain map
0 // K[z, z−1]
(1−e)+ez //
(1−z)(ψ+εψ∗)

K[z, z−1] //
−(1−z−1)(ψ+εψ∗)

T //
λ

0
0 // K∗[z, z−1]
((1−e)+ez)∗ // K∗[z, z−1] // T∧ // 0
and the (1 − z) factor forces (−ε)-symmetry.
Remark. Another way to look at this is to note that, although the covering of (K∗, 1 − e∗)
is isomorphic to the covering of (K, e), it is not the dual Blanchfield module (resolved by the
dual chain). We have explicitly forced this situation:
0 // K[z, z−1]
(1−e)+ez //
ψ+εψ∗

K[z, z−1] //
ψ+εψ∗

B(K, e) //
α

0
0 // K∗[z, z−1]
z

(1−(1−e∗))+(1−e∗)z // K∗[z, z−1]
1

// B(K∗, 1− e∗) //
β

0
0 // K∗[z, z−1]
((1−e)+ez)∗ // K∗[z, z−1] // B(K, e)∧ // 0
so that
λ = −(1− z−1) ◦ β ◦ α : T → T∧.
The added −(1 − z−1) ensures λ defines a (−ε)-symmetric form and not a (εz−1)-symmetric
form. Compare with the ‘modified’ Blanchfield form of [Kea75a, 5.6].
Theorem 3.3.13 ([Ran03, 1.8(i)]). Up to isomorphism, every Blanchfield module T admits a
resolution
0→ K[z, z−1]
(1−e)+ez
−−−−−−→ K[z, z−1]→ T → 0,
where (K, e) is a Seifert R-module i.e. T is the covering of (K, e).
[Ran03, 3.10] If (T, λ) is an ε-symmetric Blanchfield form, then the Seifert module (K, e)
above can be improved so that (T, λ) is the covering of a (−ε)-symmetric Seifert form (K ′, e′, ψ′).
Lemma 3.3.14. The covering functor sends a lagrangian of a non-singular Seifert form j :
(L, eL, 0)→ (K, eK , ψ) to a lagrangian of the covering Blanchfield form
B(j) : (B(L, eL), 0)→ B(K, eK , ψ) = (T, λ).
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Proof. We wish to show that the sequence
0→ B(L, eL)
B(j)
−−−→ T
B(j)∧◦λ
−−−−−→ B(L, eL)
∧ → 0
is exact. This sequence is resolved by the commutative diagram
0 // L[z, z−1]
(1−e)+ez //
j

L[z, z−1] //
j

B(L, e) //
B(j)

0
0 // K[z, z−1]
(1−e)+ez //
ψ+εψ∗

K[z, z−1] //
ψ+εψ∗

B(K, e) //
∼= B(ψ+εψ
∗)

0
0 // K∗[z, z−1]
(1−z)

e∗+(1−e∗)z // K∗[z, z−1]
−(1−z−1)

// B(K∗, 1− e∗) //
∼= ξ

0
0 // K∗[z, z−1]
j∗

((1−e)+ez)∗ // K∗[z, z−1]
j∗

// B(K, e)∧ //
B(j)∧=B(j∗)

0
0 // L∗[z, z−1]
((1−e)+ez)∗ // L∗[z, z−1] // B(L, e)∧ // 0
where ξ is defined to make the diagram commute. As the sequence of A-modules
0→ L
j
−→ K
j∗◦(ψ+εψ∗)
−−−−−−−−→ L∗ → 0
is exact, we need only show that ker(B(j∗)) = ker(B(j∗) ◦ ξ) so that inserting the isomorphism
ξ preserves exactness of the sequence
0→ B(L, e)
B(j)
−−−→ B(K, e)
B(j∗)◦B(ψ+εψ∗)
−−−−−−−−−−−→ B(L, e)→ 0.
But j∗ commutes with the maps (1− z) and −(1− z−1), so the result follows. 
Theorem 3.3.15.
(i) Excision isomorphisms: The inclusion i : (R[z, z−1], P )→ (R[z, z−1, (1−z)−1], P ) induces
isomorphisms of Witt groups
W ε(R[z, z−1], P ) ∼= W ε(R[z, z−1, (1− z)−1], P ),
DW ε(R[z, z−1], P ) ∼= DW ε(R[z, z−1, (1− z)−1], P ).
These isomorphisms are referred to as ‘excision’ isomorphisms because of the formal re-
semblance to geometric excision.
(ii) Covering isomorphisms: The covering operation induces isomorphisms of Witt groups
Ŵε(R) ∼= W
ε(R[z, z−1], P ),
D̂W ε(R) ∼= DW
ε(R[z, z−1], P ).
Proof. To ease notation, write R[z, z−1] = Rz, R[z, z
−1, (1− z)−1] = Rz,1−z
(i) Suppose M,N are (Rz , P )-modules. The cartesian morphism i induces an isomorphism
of exact categories with involution H(Rz , P ) ∼= H(Rz,1−z, P ) and there are induced iso-
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morphisms of abelian groups
M
∼=
−→ Rz,1−z ⊗Rz M ; 1 7→ 1⊗ x,
M∧
∼=
−→ (Rz,1−z ⊗Rz M)
∧; g 7→ (b⊗ x 7→ b⊗ i(g(x))),
HomRz (M,N)
∼=
−→ HomRz,1−z(Rz,1−z ⊗Rz M,Rz,1−z ⊗Rz N);
g 7→ (b⊗ x 7→ b⊗ g(x))
(see [Ran81, 3.13(i)] for proof). Thus there is also an isomorphism of categories
{non-sing, ε-symm linking forms over (Rz, P )}
∼=

{non-sing, ε-symm linking forms over (Rz,1−z, P )}.
This isomorphism sends (split) lagrangians to (split) lagrangians, hence the isomorphisms
of Witt groups claimed.
(ii) The covering map B is surjective on the level of isomorphism classes of forms. Lemma
3.3.14 shows that the covering operation preserves lagrangians so on the level of Witt-
and double Witt-groups, the covering morphism is well-defined.
To show that the covering map on Witt and double Witt groups is moreover injective,
we will show that the Seifert forms with vanishing covering are hyperbolic. It is shown in
[Ran03, 1.8(i)] that there exists k > 0 such that, defining a projection
pe := (e
k + (1− e)k)−1ek : K → K,
the direct sum decomposition in Lemma 3.3.10 may be taken to be K+ = im(pe), K− =
im(1 − pe).
Now note that (K, e) being a near-projection is equivalent to any one of (K, 1−e), (K∗, e∗),
(K∗, 1− e∗) being a near projection. Hence we may similarly decompose the Seifert dual
module
(K, e)∗ = (K∗, 1− e∗) = (K∗, 1− e∗)+ ⊕ (K
∗, 1− e∗)−
using the projection p1−e∗ : K
∗ → K∗. But as
p∗e = ((e
∗)k + (1− e∗)k)−1(e∗)k = pe∗ = 1− p1−e∗
and (im(pe))
∗ = im(p∗e) we must swap the summands (with respect to the previous de-
composition)
(K∗, 1− e∗)+ = ((K−)
∗, (1− e∗)|(K−)∗)
(K∗, 1− e∗)− = ((K+)
∗, (1− e∗)|(K+)∗)
Now if (K, e, ψ) is a Seifert form such that B(K, e) = 0, then as ψe = (1 − e∗)ψ we have
an isomorphism of Seifert forms( p
1−p
)
: (K, eK , ψ)
∼=
−→
(
K+ ⊕K−, e+ ⊕ e−,
(
0 ψ|K−
ψ|K+ 0
))
so that (K, e, ψ) is hyperbolic.

We say that two non-singular ε-symmetric Seifert forms over R are S-equivalent if they
have isomorphic coverings. This condition has been alternatively expressed by many authors in
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terms of a series of moves that can be performed on a matrix representation of the adjoint of the
Seifert form, see for example [Lev71]. The proof of the previous theorem shows the following:
Corollary 3.3.16. If two non-singular ε-symmetric Seifert forms over R are S-equivalent then
they are moreover double Witt-equivalent.
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Chapter 4
Algebraic L-theory
We now intend to shift up a gear and develop our chain complex generalisation of the ideas
considered so far, which we call double L-theory. As well as being a way to extend the concept
of ‘hyperbolic versus metabolic’ to a richer setting, this new theory has a natural application
to (high-dimensional) knot theory in the problem of detecting doubly-slice knots.
Chapter 4 will review the concepts from the Algebraic Theory of Surgery necessary to de-
velop double L-theory in Chapter 5 and the subsequent topological applications. Our intention
in this chapter is to present a self-contained and conceptually coherent account of the neces-
sary ideas from symmetric L-theory, focussing on the chain homotopy theoretic reasons the
constructions work. As algebraic L-theory is not a common technique we have included a level
of detail we hope will be helpful to a beginner in this subject, however the nuances included
will satisfy a more experienced reader as well.
Our account is largely based on the foundational [Ran80a], [Ran80b], [Ran81] and also
[Ran92]. Some use of the homotopy theoretic techniques from [Wei85a], [Wei85b] is made to
clarify the details of some constructions. We are also greatly indebted to Tibor Macko for
offering us a preview of his, as yet unpublished, chapter of a forthcoming surgery book [Mac14].
We have directly built on Macko’s description of the reversal of the algebraic Thom construction
to analyse triads.
While the homotopy theory provides pleasing explanations of the ideas, it will be necessary
in later chapters to do calculations using specific choices within homotopy classes. At that
stage, our account will become less self-contained as we borrow calculations from our source
texts rather than derive everything from first principles.
We will begin with a description of ‘stable’ L-theory of [Ran92] but from Section 4.4 onwards,
we will restrict ourselves to the original ‘non-stable’ or ‘connective’ description of the theory
from [Ran80a], which coincides with Mischencko’s earlier formulation [Mis71]. The difference
between the original description and that in [Ran92] is the assumption in the connective case
of a positivity condition on the underlying chain complex with which we work. One major
consequence is that the eventual symmetric L-groups will not generally be periodic in the
connective theory (see [Ran92, 3.18, 15.8]). However, for practical purposes, connective L-
theory has the advantage of corresponding more directly to ε-symmetric forms and to the
associated geometry. Connective L-theory has several major algebraic disadvantages, one of
which will be the need to carry around various other connectivity conditions in order to make
the mapping cone and desuspension constructions of boundary, surgery etc. well-defined.
We will organise this review by first presenting the basic objects purely algebraically, then
showing that the geometry naturally gives rise to the algebraic structures described. Next we
will define the constructions and groups needed to understand double L-theory and the double
L-theory localisation exact sequence of Chapter 5.
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4.1 Algebraic symmetric structures
4.1.1 Conventions and standard resolutions
Given chain complexes (C, dC), (D, dD) of A-modules a chain map of degree n is a collection
of morphisms fr : Cr → Dr+n with dDfr = (−1)
nfr−1dC . The category of chain complexes
of A-modules with morphisms degree 0 chain maps is denoted Ch(A). A chain complex C in
Ch(A) is finite if it is concentrated in finitely many dimensions. The category of finite chain
complexes of projective, finitely generated (f.g.) A-modules is denoted B(A) ⊂ Ch(A). If C is in
Ch(A), let Ct denote the chain complex of f.g. projective, right A-modules (Ct)r := (Cr)
t. The
dual chain complex of C in Ch(A) is C−∗ in Ch(A) with modules (C−∗)r := (C−r)
∗ =: C−r
and differential (−1)rd∗C : C
−r → C−r+1. The suspension of C in Ch(A) is the chain complex
ΣC in Ch(A) with modules (ΣC)r = Cr−1 and differential dΣC = dC . The desuspension Σ
−1C
is defined by Σ(Σ−1C) = C. Morphisms f, f ′ : C → D are homotopy equivalent if there exists
a collection of A-module morphisms g = {gr : Cr → Dr+1 | r ∈ Z} so that f − f
′ = dDg + gdC ,
in which case the collection is called a chain homotopy and we write f ≃ f ′. A morphism
f : C → D is a chain homotopy equivalence if there exists a morphism g : D → C such that
fg ≃ 1D and gf ≃ 1C .
For C,D in Ch(A), there are chain complexes of Z-modules
(Ct ⊗A D)r :=
⊕
p+q=r
Ctp ⊗A Dq; d(x⊗ y) = x⊗ dD(y) + (−1)
qdC(x) ⊗ y,
(HomA(C,D))r :=
∏
q−p=r
HomA(Cp, Dq); d(f) = dD(f)− (−1)
rfdC ,
and the slant map is defined as
\− : Ct ⊗A D → HomA(C
−∗, D); x⊗ y 7→ (f 7→ f(x)y).
In the sequel we will often write C ⊗ D in place of Ct ⊗A D in order to ease notation. If
C,D are (chain homotopy equivalent to) objects of B(A) then the slant map is a chain (homo-
topy) equivalence. When C,D are chain homotopy equivalent to objects of B(A), there is an
isomorphism of groups
{n-cycles in HomA(C,D)} ∼= {chain maps of degree n from C to D}.
A morphism f : C → D in Ch(A) is a cofibration if it is degreewise split injective and a
fibration if it degreewise split surjective. A sequence of morphisms in Ch(A) is a (co)fibration
sequence if each morphism in the sequence is a (co)fibration. The algebraic mapping cone of f
is the chain complex C(f) in Ch(A) with C(f)r = Dr ⊕ Cr−1 and
dC(f) =
(
dD (−1)
r−1f
0 dC
)
: Dr ⊕ Cr−1 → Dr−1 ⊕ Cr−2.
There is an obvious inclusion morphism e : D → C(f) and the composite ef : C → C(f) is
easily seen to be nullhomotopic. Moreover the mapping cone has the universal property that if
there is a sequence of morphisms and a nullhomotopy
C
j:gf≃0
77
f // D
g // E
there exists a morphism Φj : C(f)→ E factoring Φje = g. If two nullhomotopies j1 and j2 are
homotopic (in the sense that there exists a collection of A-module morphisms h = {hr : Cr →
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Dr+2 | r ∈ Z} such that j1 − j2 = dDh+ hdC) then h can be shown to induce Φj1 ≃ Φj2 .
A homotopy cofibration sequence is a sequence of morphisms in Ch(A) such that any two
successive morphisms
C
f // D
g // E
have nullhomotopic composition and such that any choice of nullhomotopy j induces a chain
equivalence Φj : C(f) ≃ E. A sequence of morphisms in Ch(A) is a homotopy fibration
sequence if the dual sequence of morphisms is a homotopy cofibration sequence. Using the
obvious projection morphisms proj : C(f)→ ΣC, every morphism f : C → D in Ch(A) has an
associated Puppe sequence
· · · → Σ−1D → Σ−1C(f)
Σ−1proj
−−−−−→ C
f
−→ D
e
−→ C(f)
proj
−−→ ΣC
Σf
−−→ ΣD → . . .
which is both a homotopy fibration sequence and a homotopy cofibration sequence. In partic-
ular this shows that in Ch(A), homotopy fibration sequences agree with homotopy cofibration
sequences.
Given diagrams
D C
foo f
′
// D′ and D
g // E D′
g′oo
define the homotopy pushout as
D ∪C D
′ := C
((
−f
f ′
)
: C → D ⊕D′
)
and the homotopy pullback as
D ×E D
′ := Σ−1C((g − g′) : D ⊕D′ → E).
Remark. We have defined both pushout and pullback in terms of mapping cone. While this
will be fine for our purposes as we generally will only need these up to homotopy equivalence,
it is worth mentioning that a more pedagogically correct way of making these definitions would
be to define pushout using mapping cone and pullback using ‘mapping fibre’ as is carried out
in [Mac14].
A homotopy commuting square Γ in Ch(A) is a diagram
C
h
   `
 `
 `
 `
 `
f ′ //
f

D′
g′

D
g // E
consisting of a square of morphisms f, f ′, g, g′ in Ch(A) together with a homotopy h : g′f ′ ≃ gf .
A homotopy commuting square induces the obvious maps of cones
C(g′, f) : C(f ′)→ C(g), C(g, f ′) : C(f)→ C(g′).
Taking cones again, there is not just homotopy equivalence, but actual equality C(C(g′, f)) =
C(C(g, f ′)). We define the iterated cone on Γ to be that chain complex
C(Γ) = C(C(g′, f)) = C(C(g, f ′)).
Note that, strictly speaking, the morphisms C(g′, f) and C(g, f ′) in Ch(A), and hence the
complex C(Γ), depend on the choice of h but this is suppressed from the notation.
A homotopy pushout square is a homotopy commuting square Γ such that the induced
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map Φh : D ∪C D
′ → E is a homotopy equivalence. A homotopy pullback square is defined
analogously using the homotopy pullback.
The W% functor
To package the symmetries in the homology of a manifold efficiently, we introduce a functor
that will be geometrically motivated in Section 4.2 when we build the ‘symmetric structure’ for
a topological space. For now, we describe the necessary algebra.
The cyclic group of order 2 is denoted Z/2Z = {1, T }, and let ε ∈ A be a unit such that
ε−1 = ε (for instance ε = ±1). Let C be in Ch(A) and define the standard ε-involution
T = Tε : C
t
p ⊗A Cq → C
t
q ⊗A Cp
x⊗ y → ε(−1)pqy ⊗ x
so that Ct ⊗A C in Ch(Z) may moreover be regarded as a chain complex of Z[Z/2Z] modules.
The standard free Z[Z/2Z]-resolution of Z is the chain complex
W : · · · → Z[Z/2Z]
1−T
−−−→ Z[Z/2Z]
1+T
−−−→ Z[Z/2Z]
1−T
−−−→ Z[Z/2Z]→ 0
andW0 →֒ W denotes the inclusion at dimension 0 of the truncation 0→ Z[Z/2Z]→ 0. We use
W to find the ‘homotopy fixed points’ of the involution Tε on C
t⊗AC and W0 to find a ‘level 0
approximation’ to these homotopy fixed points that will later be analogous to the intersection
pairings associated to the chain complex of a topological space. The ‘homotopy fixed points’
are in the form of the complex of Z-modules
W%C := HomZ[Z/2Z](W,C
t ⊗A C).
Given a morphism f : C → D, the W% construction induces a morphism of abelian groups
f% :W%C →W%D
so that W% is a functor Ch(A) → Ch(Z). It is possible to show (see [Ran80a, p.101]) that
W% is moreover a homotopy functor; given a homotopy h : f1 ≃ f2 : C → D there exists a
(non-canonical) choice of homotopy h% : f%0 ≃ f
%
1 : W
%C → W%D, and we will denote any
such choice by h%.
It is sometimes the case that we will need to keep track of the choice of ε in the involution
Tε that is suppressed from the notation. In these cases we will write W
%
ε C instead of W
%C.
Remark. If C in Ch(A) is chain homotopy equivalent to an object of B(A) then W%C is chain
homotopy equivalent to an object of B(Z).
The W% functor does not behave additively with respect to direct sum of chain complexes
C,C′ in Ch(A). Indeed, by considering the identity
(C ⊕ C)⊗ (C ⊕ C′) = (C ⊗ C)⊕ (C′ ⊗ C′)⊕ (C ⊗ C′)⊕ (C′ ⊗ C),
and the effect of the Z/2Z-action on the right hand side, we easily see that
W%(C ⊕ C′) =W%C ⊕W%C′ ⊕ (C ⊗ C′).
Carrying around these ‘cross-terms’ (C ⊗ C′) will become cumbersome in some of the con-
structions later. For this reason we introduce the following innovation according to [BNR12,
§4.2].
Definition 4.1.1. For A-modules P , P ′, the set P ⊕P ′ has the structure of an A×A-module
by the left action ((a, b), (x, y)) 7→ (ax, by). Define the disjoint union of P and P ′ to be the
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A×A-module
P ⊔ P ′ := P ⊕ P ′ regarded as an A×A-module.
If P, P ′ are f.g. projective A-modules then P ⊔ P ′ will in general be a f.g. projective A × A-
module and the functor described by (P, P ′) 7→ P ⊔ P ′ is an equivalence of categories with
involution for f.g. projective modules.
For complexes C,C′ in Ch(A) we define C ⊔ C′ in Ch(A×A) in the obvious way.
The following proposition shows our main reason for introducing this concept.
Proposition 4.1.2. If C,C′ are in Ch(A), there is an equality in Ch(Z)
W%(C ⊔ C′) =W%C ⊕W%C′.
Proof. Consider the identity
(C ⊔C′)t ⊗A×A (C ⊔ C
′) = (Ct ⊗A C)⊕ ((C
′)t ⊗A C
′).

4.1.2 Symmetric complexes, pairs and triads
Complexes and pairs
Definition 4.1.3. An n-dimensional ε-symmetric structure on C in Ch(A) is an n-dimensional
cycle φ ∈ W%Cn. The pair (C, φ) is called an n-dimensional ε-symmetric complex. Two
n-dimensional ε-symmetric complexes (C, φ), (C′, φ′) are homotopy equivalent if there is a
homotopy equivalence h : C
≃
−→ C′ such that h%φ = φ′.
An (n + 1)-dimensional ε-symmetric structure on a morphism f : C → D in Ch(A) is an
(n + 1)-dimensional cycle (δφ, φ) ∈ C(f%)n+1 ∼= W
%Dn+1 ⊕W
%Cn. Note this implies φ is a
cycle and δφ is a nullhomotopy of f%(φ). The pair (f : C → D, (δφ, φ)) is called an (n + 1)-
dimensional ε-symmetric pair. Two (n+1)-dimensional ε-symmetric pairs (f : C → D, (δφ, φ)),
(f ′ : C′ → D′, (δφ′, φ′)) are homotopy equivalent if there is a homotopy commuting square
C
!!!a
!a
!a
!a
f //
h

D
k

C′
f ′ // D′
inducing a homotopy equivalence C(f) ≃ C(f ′) and such that C(k%, h%)(δφ, φ) = (δφ′, φ′).
C D
Figure 4.1: A schematic of an ε-symmetric pair
Example 4.1.4 (ε-symmetric forms are short ε-symmetric chain complexes). If C is a complex
0→ C0 → 0 concentrated in dimension 0 and
φ ∈ (W%C)0 = HomZ[Z/2Z](W,C ⊗ C)0 ∼= HomZ[Z/2Z](W0, C ⊗ C)0,
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then φ is a chain homotopy class described by a single degree 0 chain map φ0 : C
−∗ → C with
the ε-symmetry property φ0 ◦ switch = Tεφ0 where ‘switch’ is the Z/2Z-action switching the
factors in C ⊗ C. Adjointly, it is an ε-symmetric sesquilinear pairing
C0 × C0 → A; (x, y) 7→ y(φ0(x)).
This correspondence is clearly reversible.
Example 4.1.5 ((−ε)-symmetric linking forms are short ε-symmetric S-acyclic complexes). If
C is a complex 0→ C1 → C0 → 0 whose cohomology is torsion with respect to some localisation
(A,S) and
φ ∈ (W%C)1 = HomZ[Z/2Z](W,C⊗C)1 ∼= HomZ[Z/2Z](0→ Z[Z/2Z]
1−T
−−−→ Z[Z/2Z]→ 0, C⊗C)1
then φ is a chain homotopy class described by one degree 0 chain map φ0 : C
1−∗ → C and
one degree 1 chain map φ1 : C
2−∗ → C. The cohomology module H1(C) then admits a
(−ε)-symmetric linking form over (A,S) given by
H1(C) ×H1(C)→ S−1A/A; ([x], [y]) 7→ s−1y(φ0(z)),
where x, y ∈ C1, z ∈ C0 such that d∗Cz = sx for some s ∈ S. In fact this correspondence is also
reversible in some sense - of which more later! (See Proposition 5.4.7, onwards.)
More generally, the inclusion W0 →֒ W induces a natural transformation of functors. So
that for a given complex C in Ch(A) there are ‘evaluation’ morphisms
ev :W%C → C ⊗ C; φ 7→ ev(φ)
and the image of the evaluation ev(φ) ∈ (C ⊗ C)n under the slant map is written
\− : C ⊗ C → HomA(C
−∗, C); φ0 := \(ev(φ)) : C
n−∗ → C.
If f : C → D is a morphism in Ch(A) then there is a relative evaluation morphism
ev : C(f%) ≃ HomZ[Z/2Z](W,C(f ⊗ f))→ C(f ⊗ f); (δφ, φ) 7→ ev(δφ, φ)
and the image of the evaluation ev(δφ, φ) ∈ C(f ⊗ f)n+1 = (D ⊗D)n+1 ⊕ (C ⊗ C)n under the
slant map is written(
δφ0 0
0 φ0
)
:= \(ev(δφ, φ)), δφ0 : D
n+1−∗ → D, φ0 : C
n−∗ → C
Moreover there is a homotopy cofibration sequence
C
j:ef≃0
55
f // D
e // C(f)
with j a choice of nullhomotopy so that j⊗f : C⊗C → C(f)⊗D and f⊗j : C⊗C → D⊗C(f)
induce morphisms
evl : C(f ⊗ f) → C(f)⊗D
evr : C(f ⊗ f) → D ⊗ C(f)
respectively. Under the slant maps, the images of (δφ, φ) ∈ C(f ⊗ f)n+1 are
(δφ0 fφ0) = \(evl(δφ, φ)) : C(f)
n+1−∗ → D(
δφ0
φ0f
∗
)
= \(evr(δφ, φ)) : D
n+1−∗ → C(f)
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respectively.
Proposition 4.1.6 ([Mac14]). The following diagram is a homotopy pullback square
C(f ⊗ f)
Φh
'''g
'g
'g
'g
'g
'g
'g
evr //
evl

D ⊗ C(f)
e⊗id

C(f)⊗D
id⊗e
// C(f)⊗ C(f)
with h = j ⊗ j : j ⊗ ef ≃ ef ⊗ j inducing the chain homotopy commutativity Φh.
However, it is not true that W% preserves homotopy fibrations and homotopy cofibrations
in general. This will be significant (and a source of technical challenge) when we compare
complexes to pairs and pairs to triads later. The difference between C(f%) and W%C(f) is
given by the following proposition.
Proposition 4.1.7 ([Mac14]). Let f : C → D be a morphism in B(A) so that there is a
homotopy cofibration sequence
C
j:ef≃0
55
f // D
e // C(f)
with j a choice of nullhomotopy inducing Φj% : C(f
%)→W%C(f). Then there is a homotopy
pullback square
C(f%)
&&&f
&f
&f
&f
&f
&f
&f
evr //
Φ
j%

D ⊗ C(f)
e⊗id

W%C(f) ev
// C(f)⊗ C(f)
Corollary 4.1.8 ([BR06, Prop. 18]). There is a long exact sequence
· · · → Hk(C ⊗ C(f))→ Hk(C(f
%))
Φ
j%
−−−→ Hk(W
%C(f))→ Hk−1(C ⊗ C(f))→ . . .
Algebraic glueing
Given morphisms f : C → D and f ′ : C → D′ in B(A), denote the homotopy pushout by
D′′ := D ∪C D
′ = C
((
f
−f ′
)
: C → D ⊕D′
)
.
There is correspondingly a homotopy pushout
X :=W%D ∪W%C W
%D′ = C
((
f%
−(f ′)%
)
:W%C →W%(D ⊔D′)
)
.
and as fibration sequences agree with cofibration sequences in the homotopy category of Ch(A),
we can alternatively describe X as the homotopy pullback
X = C(f%)×ΣW%C C((f
′)%).
However, X is not equal to W%D′′. There is a a map
G : X →W%D′′
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induced by a choice of nullhomotopy
C
≃0
55// D ⊕D′ // D′′
and the difference between X and W%D′′ is precisely given by Proposition 4.1.7.
C CD D′
44jj
glue
Figure 4.2: A schematic of algebraic glueing along the whole boundary
Definition 4.1.9 (Algebraic glueing along the whole boundary). Given (n + 1)-dimensional
ε-symmetric pairs
x := (f : C → D, (δφ, φ)), x′ := (f ′ : C → D′, (δ′φ, φ)),
the algebraic glue of the pairs is the (n+ 1)-dimensional ε-symmetric complex
x ∪ x′ = (D ∪C D
′, δφ ∪φ δ
′φ)
where δφ ∪φ δ
′φ = G((δφ, φ, δ′φ)) ∈ W%D′′.
Now given morphisms (f f ′) : C ⊕ C′ → D and (f˜ ′ f ′′) : C′ ⊕ C′′ → D′ in B(A), there is a
homotopy commutative diagram
C ⊕ C′ ⊕ C′′
pr.

(
f f ′ 0
0 −f˜ ′ −f ′′
)
// D ⊕D′

C ⊕ C′′
(g g′′) // D ∪C′ D′
with (g g′′) defined to make the diagram commute. This diagram is a homotopy pushout (con-
sider the homotopy fibres of the vertical maps). The diagram induces a homotopy commutative
diagram (again a homotopy pushout)
W%(C ⊔C′ ⊔ C′′)
pr.

(
f% f ′% 0
0 −f˜ ′% −f ′′%
)
// W%(D ⊔D′)

W%(C ⊔ C′′)
(g% g′′%) // X
Consider taking the cone on the bottom row of the previous diagram:
W%(C ⊔C′′)
(g% g′′%) // X // C((g% g′′%)) =: Y.
To understand this homotopy fibration sequence, we observe that up to homotopy, all three
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terms are homotopy pushouts of the respective columns of the following diagram, in which the
rows are homotopy cofibration sequences
W%C
f% // W%D // C(f%)
0
OO

// W%C′
f ′%
OO
f˜ ′%

id. // W%C′
OO

W%C′′
f ′′% // W%D′ // C(f ′′%)
So we may describe Y as either a homotopy pushout or homotopy pullback:
Y = C(f%) ∪W%C′ C(f
′′%) ≃ C((f% f ′%))×ΣW%C′ C((f˜
′% f ′′%))
with the map X → Y given accordingly.
C CC′ C′′D D′
55ii
glue
Figure 4.3: A schematic of algebraic glueing along a boundary component
Definition 4.1.10 (Algebraic glueing along a boundary component). Given (n+1)-dimensional
ε-symmetric pairs
x := ((f f ′) : C ⊕ C′ → D, (δφ, φ ⊕ φ′)), x′ := ((f˜ ′ f ′′) : C′ ⊕ C′′ → D′, (δ′φ, φ′ ⊕ φ′′)),
the algebraic glue of x and x′ along (C′, φ′) is the (n+ 1)-dimensional ε-symmetric pair
x ∪ x′ := ((g g′′) : C ⊕ C′′ → D ∪C′ D
′, (δφ ∪φ′ δ
′φ, φ⊕ φ′′)),
with the (n+1)-dimensional ε-symmetric structure defined by the image of the (n+1) dimen-
sional cycle
((δφ, φ ⊕ φ′),Σφ′, (δ′φ, φ′ ⊕ φ′′)) ∈ Y = C((f% f ′%))×ΣW%C′ C((f˜
′% f ′′%))
in C((g g′′)%) using the homotopy commutative diagram defined by the universality of the
pushouts along its top row
W%(C ⊔ C′′)
incl.

(g% g′′%) // X
G

// Y

W%(C ⊕ C′′)
(g g′′)% // W%(D ∪C D′) // C((g g′′)%)
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Triads
Suppose we have a homotopy commuting square Γ in Ch(A) given by
C
f ′ //
f

h
   `
 `
 `
 `
 `
D′
g′

D g
// E
Then the homotopy commutativity induces a morphism (g′′)% :W%D′′ →W%E and a homo-
topy commutative diagram
X
F //
G

W%E //
=

C(F )

W%D′′
(g′′)%
// W%E // C((g′′)%)
(4.1)
Definition 4.1.11. An (n+2)-dimensional ε-symmetric structure on a homotopy commuting
square Γ in Ch(A) is an (n + 2)-dimensional cycle (Φ, δφ, δ′φ, φ) ∈ C(F )n+2 = W
%En+2 ⊕
W%Dn+1 ⊕W
%D′n+1 ⊕W
%Cn. The pair (Γ, (Φ, δφ, δ
′φ, φ)) is called an (n + 2)-dimensional
ε-symmetric triad.
D′ E
C D
Figure 4.4: A schematic of an ε-symmetric triad
There are several other equivalent ways of packaging the information of an (n+2)-dimensional
ε-symmetric triad. Consider that applying W% to the square Γ and then iterating cones yields
a homotopy commuting diagram
W%C
(f ′)% //
f%

h%
(((h
(h
(h
(h
(h
(h
(h
(h
(h
W%D′
(g′)%

// C((f ′)%)
C((g′)%,f%)

W%D

g%
// W%E

// C(g%)

C(f%)
C(g%,(f ′)%)
// C((g′)%) // C(F )
(4.2)
so that C(F ) is homotopy equivalent to the cone on C(g%, (f ′)%) and to the cone on C((g′)%, f%).
The homotopy cofibration sequences on the right-most vertical and the lower-most horizontal
allow us to view the elements (δφ, φ) ∈ C(f%)n+1 and (δ
′φ, φ) ∈ C((f ′)%)n+1 as cycles, defin-
ing (n+1)-dimensional ε-symmetric pairs. Furthermore, the diagram 4.1 shows that a cycle in
75
Double L-theory 76
C(F ) induces an (n+2)-dimensional ε-symmetric structure on the morphism g′′ : D∪CD
′ → E.
In fact the construction of these 3 data is reversible:
Proposition 4.1.12. An (n+2)-dimensional ε-symmetric triad (Γ, (Φ, δφ, δ′φ, φ)) determines
and is determined by the triple consisting of two (n+ 1)-dimensional ε-symmetric pairs
(f : C → D, (δφ, φ)), (f ′ : C → D′, (δ′φ, φ))
and one (n+ 2)-dimensional ε-symmetric pair
(g′′ : D ∪C D
′ → E, (Φ, δφ ∪φ δ
′φ))
Proof. To reverse our construction above, note that the three pairs comprising the triple in
the theorem define an obvious homotopy commuting square Γ. We only need to lift the cycle
(Φ, δφ∪φ δ
′φ) ∈ C((g′′)%) to C(F ). But this is possible as δφ∪φ δ
′φ ∈ im(G) by definition, and
the homotopy commutativity of diagram 4.1 ensures that the corresponding lift of (Γ, δφ∪φ δ
′φ)
to C(F ) is a cycle. 
Two (n + 2)-dimensional ε-symmetric triads (Γ, (Φ, δφ, δ′φ, φ)), (Γ˜, (Φ˜, δφ˜, δ′φ˜, φ˜)) are ho-
motopy equivalent if there are morphisms h : C → C˜, k : D → D˜, k′ : D′ → D˜′, l : E → E˜
commuting up to homotopy in the obvious way with the maps within Γ and Γ˜ and inducing
homotopy equivalences of the respective ε-symmetric pairs determined by Proposition 4.1.12.
Symmetric Poincare´ structures
We are finally in a position to define the chain complex analogues of Poincare´ duality and
Poincare´-Lefschetz duality for our various ε-symmetric structures.
Definition 4.1.13 (Symmetric Poincare´ structures). An n-dimensional ε-symmetric complex
(C, φ) is Poincare´ if the image under the slant map φ0 : C
n−∗ → C of ev(φ) ∈ (C ⊗ C)n is a
chain homotopy equivalence.
An (n + 1)-dimensional ε-symmetric pair (f : C → D, (δφ, φ)) is Poincare´ if the image
(δφ0 fφ0) : C(f)
n+1−∗ → D of evl(δφ, φ) ∈ (C(f) ⊗ D)n+1 under the slant map is a chain
homotopy equivalence. This is an equivalent condition to the image of evr(δφ, φ) ∈ (D ⊗
C(f))n+1 under the slant map being a chain homotopy equivalence.
An (n+2)-dimensional ε-symmetric triad (Γ, (Φ, δφ, δ′φ, φ)) is Poincare´ if each of the asso-
ciated pairs
(f : C → D, (δφ, φ)), (f ′ : C → D′, (δ′φ, φ)), (g′′ : D ∪C D
′ → E, (Φ, δφ ∪φ δ
′φ))
is Poincare´.
In particular, this means that given an (n + 1)-dimensional ε-symmetric Poincare´ pair
(f : C → D, (δφ, φ)), the n-dimensional ε-symmetric complex (C, φ) is in fact always Poincare´
as well. This is seen directly from the the definitions and by considering the homotopy com-
mutative diagram 4.3:
Cn−∗
\(ev(φ))

// C(f)n+1−∗
\Φh(δφ,φ)
)))i
)i)i
)i)i
)i)i
)i)i
e∗ //
\(evl(δφ,φ))

Dn+1−∗ //
\(evr(δφ,φ))

Cn+1−∗
Σ(\(ev(φ)))

C // D
e // C(f) // ΣC
(4.3)
To check that this is indeed homotopy commutative, start by applying the evaluation and slant
maps to the homotopy pullback square of 4.1.6. This will show that the central square of
diagram 4.3 is a homotopy commuting square. The rows of 4.3 are clearly cofibration sequences
and the remaining two squares are actually seen to commute on the nose.
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4.1.3 Collections of chain maps and the effect of a half-unit
In Chapter 5 we develop the chain complex analogue of the double Witt groups DW ε(A,S).
Just as in the case of linking forms, in order to construct a group using this chain complex
analogue we will need to assume the ring A contains a half-unit s. This will have the additional
effect of permitting a dramatic simplification of the symmetric structures so far defined - to whit
we will be able to reduce all symmetric structure information of an ε-symmetric complex (C, φ)
to our ‘level 0’ approximation φ0. In order to explain this we will quote another formulation for
symmetric structures consisting of a collection of interrelated chain maps of various degrees.
Suppose (C, d) in B(A) and φ ∈ W%Cn. Then, writing Ws = Z[1s, T ] we have the slant
φs := \(φ(1s)) defining a collection of (degree s) chain maps, which we write as
{φs : C
n+s−r → Cr | s ≥ 0, r ∈ Z},
and this is a complete description of φ. Note that this description agrees with our previous
definition of φ0. Now if we assume that φ is a cycle we must moreover insist that it is in the
kernel of the differential
d% :W%Cn →W
%Cn−1.
This differential is calculated to be
d% : φs 7→ dφs + φsd
∗ + (−1)n+s−1(φs−1 + (−1)
sTεφs−1) : C
n−r+s−1 → Cr,
for s ≥ 0, r ∈ Z and φ−1 := 0 by convention.
Proposition 4.1.14 ([Ran80a, 1.2, 1.4(i), 3.3]). When there is a half unit s ∈ A, and C
is chain homotopy equivalent to an object of B(A), there is a chain homotopy equivalence
W%C ≃W%0 C.
Proof. Write a Z[Z/2Z]-module chain complex
Ŵ : · · · → Z[Z/2Z]
1−Tε−−−→ Z[Z/2Z]
1+Tε−−−→ Z[Z/2Z]
1−Tε−−−→ Z[Z/2Z]→ . . . ,
homologically graded as 1 + (−1)iTε : (Ŵ )i → (Ŵ )i−1. Then there is an obvious degree-wise
split short exact sequence in Ch(Z[Z/2Z])
0→ Σ−1W−∗ → Ŵ →W → 0,
and there is a corresponding homotopy cofibration sequence
HomZ[Z/2Z](W
−∗, C ⊗ C)
1+Tε−−−→ HomZ[Z/2Z](W,C ⊗ C)→ HomZ[Z/2Z](Ŵ , C ⊗ C),
where ((1+Tε)ψ)s := 0 for s 6= 0 and ((1+Tε)ψ)0 := (1+Tε)ψ0), so in fact 1+Tε factors through
W%0 C. When there is a half-unit in A, we have HomZ[Z/2Z](Ŵ , C ⊗C) ≃ 0 (see [Ran80a, 3.3]).
Hence, there is a chain homotopy equivalence 1+Tε : HomZ[Z/2Z](W
−∗, C ⊗C)
≃
−→W%C. But
the image of this map is contained in W%0 C so indeed W
%C ≃W%0 C in this case. 
4.1.4 Skew-suspension
The idea of ‘skew-suspending’ will allow us to compare symmetric chain complexes of different
dimensions. This will be exploited in Chapter 5 to analyse dimensional periodicity in the groups
of symmetric Poincare´ complexes we shall introduce later.
Given a chain complex C in B(A), the suspension ΣC contains the same information as C.
In some sense, this fact is true for chain complexes equipped with an ε-symmetric structure.
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The naive approach of taking an n-dimensional ε-symmetric complex (C, φ) and hoping for an
(n+1)-dimensional ε-symmetric structure on ΣC does indeed work, and it is possible ([Mac14,
11.54]) to construct a map
S : ΣW%C →W%(ΣC)
The problem is that S is not in general a chain homotopy equivalence, so W%C does not carry
the same information as W%ΣC, as hoped.
The interactions between chain complexes and their suspensions via the map S is an im-
portant part of the surgery programme for manifold classification due to the idea of using
suspensions of spaces to obtain ‘quadratic refinements’ of symmetric structure. We will not
need this in the sequel so we simply quote the following result (which we will need later).
Proposition 4.1.15 ([Ran81, Case p = 1 of 1.1.3]). Suppose ε = ε−1 and C is in B(A). Then
there is a short exact sequence of chain complexes
0→ ΣW%C
S
−→W%ΣC → ΣC ⊗ ΣC → 0,
and the connecting morphism in the associated long exact homology sequence is induced by a
chain map
1 + Tε : HomA(C
−∗, C))→W%C; (ψˆ + εψˆ∗) = (ψˆ + εψˆ∗)0.
In order to retain the same symmetry information upon chain complex suspension, we can
take a less naive approach than above and insert a ‘dummy’ top dimension after we suspend.
Then the 0 we have introduced at the bottom of the chain complex is paired to a 0 at the top
of the chain complex. Here is a simple example illustrating the idea:
Example 4.1.16. If we equip a chain complex
C : 0→ C0 → 0,
with a 0-dimensional ε-symmetric structure φ ∈ W%C ≃ HomZ[Z/2Z](W0, C⊗C) it is completely
defined by φ0 : C
0 → C0. From this, we may define a 2-dimensional (−ε)-symmetric structure
on
ΣC : 0→ 0→ C0 → 0→ 0
by
(Sφ)0 = ±φ0 : (ΣC)
1 → (ΣC)1,
and (Sφ)s = 0 otherwise. This structure is (−ε)-symmetric as transposing elements in (ΣC)1
means we pick up a minus sign.
More generally, given a chain complex C in B(A), there is a homotopy equivalence defined
by
S : Σ2(Ct ⊗A C)
≃
−→ (ΣC)t ⊗A (ΣC); x⊗ y 7→ (−1)
|x|x⊗ y
in Ch(Z[Z/2Z]), where it is understood that the involution on Ct⊗AC uses Tε and the involution
on (ΣC)t⊗A (ΣC) uses T−ε. Applying the W
% functor to this chain equivalence we obtain the
homotopy equivalence
S : Σ2W%ε C
≃
−→ W%−εΣC
in Ch(Z). By similar reasoning, given a morphism f : C → D in B(A) there is a homotopy
equivalence in Ch(Z)
S : Σ2C(f% :W%ε C →W
%
ε D)
≃
−→ C((Σf)% :W%−ε(ΣC)→W
%
−ε(ΣD)).
Definition 4.1.17. If (C, φ ∈ W%ε Cn) is an n-dimensional, ε-symmetric (Poincare´) complex
over A then the skew-suspension of (C, φ) is the (n+2)-dimensional, (−ε)-symmetric (Poincare´)
complex S(C, φ) = (ΣC, Sφ ∈ W%−εΣCn+2).
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If (f : C → D, (δφ, φ) ∈ C(f%)n+1) is an (n+ 1)-dimensional, ε-symmetric (Poincare´) pair
over A then the skew-suspension of (f : C → D, (δφ, φ)) is the (n + 3)-dimensional, (−ε)-
symmetric (Poincare´) pair
S(f : C → D, (δφ, φ)) := (Σf : ΣC → ΣD,S(δφ, φ) ∈ C((Σf)%)n+3).
4.2 The symmetric constructions
We now show how the structures described so far arise very naturally from geometry. In the
following account, X will always denote a topological space, C(X) its singular chain complex
and X˜ its universal covering space. Given a group π, the group ring Z[π] is considered to have
the involution extended linearly from g 7→ g−1.
First we recall two basic chain-level constructions.
GivenX and a natural choice of chain homotopy equivalence α : C(X×X)
≃
−→ C(X)⊗C(X),
the diagonal map ∆ : X → X ×X induces a natural morphism
∆0 : C(X)
∆∗−−→ C(X ×X)
α
−→ C(X)⊗ C(X).
Suppose m = p + q. Fixing a choice of α, an m-dimensional cycle of the form x ⊗ y ∈
Cp(X) ⊗ Cq(Y ) is pulled back to an m-cycle x ∪ y := ∆∗0(x ⊗ y) ∈ C
m(X) called the (chain-
level) cup product of x and y. Also, for a fixed choice of α, the composition
C(X)
∆0−−→ C(X)⊗ C(X)
\
−→ Hom(C(X)−∗, C(X))
sends an n-cycle x ∈ Cn(X) to a chain map called the (chain-level) cap product with x and
written
x ∩ − : Cn−∗(X)→ C(X).
Chain diagonal approximation (idea)
We now sketch a standard extension of these chain-level constructions that can be found in
many textbooks, for instance we base our explanation on [Bre93, VI.16]. We will need the
equivariant version to deal with covering spaces, particularly the infinite cyclic cover when we
move on to knot theory. We will not develop these entirely but will rely on our references.
The existence of a natural chain equivalence α : C(X ×X)
≃
−→ C(X)⊗C(X) is ensured by
the method of acyclic models (see e.g. [Bre93, IV.16]), and a choice of α is unique up to natural
homotopy equivalence (again, by the method of acyclic models). In particular, fix a choice of
α and denote by T the involution on C(X) ⊗ C(X) defined by T (x ⊗ y) = (−1)pq(y ⊗ x) for
x ∈ Cp(X), y ∈ Cq(X). Then T ◦α : C(X×X)→ C(X)⊗C(X) is also natural chain homotopy
equivalence and hence there exists a natural chain homotopy equivalence α ≃ T ◦ α.
Denote by ∆1 : C(X)→ C(X)⊗C(X) a natural degree 1 chain map such that (T −1)∆0 =
∆1d + d∆1 (i.e. ∆1 is a nullhomotopy of (T − 1)∆0), induced by a choice of natural chain
homotopy equivalence α ≃ T ◦ α. We have
(T + 1)∆1d+ d(T + 1)∆1 = (T + 1)(∆1d+ d∆1) = 0,
as T 2 = 1. So that (T + 1)∆1 is a natural chain map of degree 1.
Denote by ∆2 : C(X)→ C(X)⊗C(X) a natural degree 2 chain map that is a nullhomotopy
of the degree 1 chain map (T + 1)∆1 (in the sense that (T + 1)∆1 = d∆2 −∆2d). Again this
is assured to exist by the method of acyclic models.
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Repeating this process we obtain a sequence ∆s : C(X)→ C(X)⊗ C(X) of degree s chain
maps for s ≥ 0 that are natural in X and interrelated by
(T + (−1)s+1)∆s = d∆s+1 + (−1)
s∆s+1d.
This has a more slick expression in the form of a natural (degree 0) chain map
∆X :W ⊗ C(X)→ C(X)⊗ C(X); 1s ⊗ x 7→ ∆s(x).
Now assume π is a group and X is a π-space so that C(X) admits the structure of a Z[π]-
module chain complex. By extending the π-action trivially to W over the tensor W ⊗ C(X)
and by equipping C(X)⊗C(X) with the diagonal π-action, we may regard ∆X as a morphism
in Ch(Z[π]). The adjoint morphism to ∆X in Ch(Z[π]) is
C(X)→ HomZ[Z/2Z](W,C(X)⊗Z C(X)). (4.4)
Note that the image of a cycle x ∈ C(X) under the morphism 4.4, followed by the slant map is
the chain level cap product with x.
Now, using the trivial π-action on Z, apply Zt ⊗Z[π]− to both sides of the morphism 4.4 to
obtain a morphism in Ch(Z)
φX : Z
t ⊗Z[π] C(X)→ HomZ[Z/2Z](W,C(X)
t ⊗Z[π] C(X)),
called the Alexander-Whitney diagonal approximation of the π-space X . In particular, if X is
a covering space for X with group of covering translations π, we have Zt ⊗Z[π] C(X) = C(X)
in Ch(Z) so that
φX : C(X)→W
%C(X).
Remark. The Alexander-Whitney diagonal approximation described above is most commonly
used to construct the classical Steenrod square cohomology operations on a π-space X. Indeed,
suppose for simplicity that we are working with Z/2Z-coefficients, that π is trivial and that for
each s ≥ 0 we have constructed the degree s chain map ∆s : C(X)→ C(X)⊗ C(X). The sth
Steenrod square is the homomorphism defined by
Sqs : Hr(X ;Z/2Z)→ Hr+s(X ;Z/2Z); a 7→ ∆∗s(a⊗ a).
See [Bre93, VI.16] for details.
Remark. It will be very important later on when we define the algebraic L-groups that the
chain complexes we use are homotopy equivalent to chain complexes in B(A), this is necessary
to avoid certain pathologies related to the Eilenberg swindle. We have been trying to work in
the fullest generality and have hence used the singular chain complex of a topological space
C(X). In the case of compact manifolds we will be able to fix this problem by choosing a finite
CW structure.
Pair and triad versions
A continuous map of π-spaces f : X → Y is a π-map if f(gx) = g(f(x)) for each g ∈ π and
x ∈ X. Given a π-map of π-spaces, the Alexander-Whitney diagonal approximation for the
π-map is defined simply by taking the algebraic mapping cone φf := C(φY , φX), giving
φf : C(Z
t ⊗Z[π] f)→ C(f
% :W%C(X)→W%C(Y )).
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Similarly, suppose we have a homotopy commuting diagram Γ of π-spaces and π-maps
X
f //
f ′

Y
g

Y ′
g′ // Z
such that the induced diagram of singular chain complexes in Ch(Z[π]) homotopy commutes.
Then the Alexander-Whitney diagonal approximations so far defined determine a morphism of
homotopy commutative squares in Ch(Z)
Zt ⊗ C(X)
f //
f ′

Zt ⊗ C(Y )
g

Zt ⊗ C(Y ′)
g′ // Zt ⊗ C(Z)
→ W%C(X)
f% //
(f ′)%

W%C(Y )
g%

W%C(Y ′)
(g′)% // W%C(Z)
inducing a morphism of iterated cones
φΓ : C(C(g, f
′))→ C(C(g%, f ′%)),
called the Alexander-Whitney chain diagonal approximation for the homotopy commuting square
Γ.
Implicit choice of CW structure
If M is a compact oriented manifold and M → M is an oriented covering with group of
covering translations π then we may choose a finite CW complex K ≃ M . We may also
choose a lift of the CW structure to M so that there is a CW complex K ≃M with Ccell(K)
a finite f.g. free Z[π]-module chain complex. As such there is a chain homotopy equivalence
f : C(M ;Z[π]) ≃ C(K) to an object of B(Z[π]). This induces a chain homotopy equivalence
f% :W%C(M ;Z[π]) ≃W%C(K)
This procedure works equally well in the cases of compact manifolds with boundary and
compact manifold triads which are considered later.
From now on, all compact manifolds are implicitly equipped with a choice of
finite CW structure. When there is a covering of the manifold, a choice of lift of
the CW structure is implicit.
Compact, oriented manifolds and Umkehr maps
We now recall the definition of universal Poincare´ duality from 3.1.1 and 3.1.2. Suppose M
is a compact, oriented, n-dimensional topological manifold. Then the universal cover M˜ has
singular chain complex C(M˜ ;Z) =: C(M ;Z[π1(M)]), a finite chain complex of free Z[π1(X)]-
modules. If M →M is an oriented covering with group of covering translations π then there is
a natural chain homotopy equivalence
Z[π]⊗Z[π1(M)] C(M˜ ) ≃ C(M ;Z) =: C(M ;Z[π]). (4.5)
The orientation on M determines a choice of fundamental class [M ] ∈ Hn(M˜) inducing
[M ] ∩ − : Hr(M˜ ;Z)
∼=
−→ Hn−r(M˜ ;Z)
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for each r ≥ 0. Moreover M satisfies Poincare´ duality with respect to any oriented covering
M →M in the sense that if the group of covering translations is π then the equation 4.5 maps
the fundamental class [M ] ∈ Hn(M˜ ;Z) to some class [M ] ∈ Hn(M ;Z), inducing Z[π]-module
isomorphisms
[M ] ∩ − : Hr(M ;Z)
∼=
−→ Hn−r(M ;Z)
for each r ≥ 0.
Proposition 4.2.1 ([Ran80b, 2.1]). If M is a compact, oriented, n-dimensional manifold and
M → M is an oriented covering of M with group of covering translations π then a choice of
finite CW structure defines, in a natural way up to homotopy equivalence, an n-dimensional
symmetric Poincare´ complex in B(Z[π])
σ∗(M) ≃ (C(M ;Z[π]), φM ([M ])).
A continuous map f : M → N of compact, oriented, n-dimensional manifolds is degree 1
if f∗([M ]) = [N ] ∈ Hn(N). If N → N is an oriented covering of N with group of covering
transformations π then there is an induced cover M := f∗N of M and a π-map of π-spaces
f :M → N . If f is degree 1, there is then defined an Umkehr chain map
f
!
: C(N)
[N ]∩− // Cn−∗(N)
f
∗
// Cn−∗(M)
[M ]∩− // C(M).
Claim 4.2.2 ([Ran80b, 2.2]). Denoting by e the inclusion into the cone, there is a split short
exact sequence of chain complexes
0→ C(N)
f
!
−→ C(M)
e
−→ C(f
!
)→ 0.
Proposition 4.2.3 ([Ran80b, 2.2]). If f : M → N is a continuous, degree 1 map of compact,
oriented, n-dimensional manifolds and N → N is an oriented covering of N with group of
covering transformations π then choices of finite CW structure define, in a natural way up
to homotopy equivalence, an n-dimensional symmetric Poincare´ complex in B(Z[π]) called the
kernel complex
σ∗(f) ≃ (C(f
!
), e%φM ([M ])).
Moreover, there is an equivalence of symmetric complexes(
e
f
)
: σ∗(M)
≃
−→ σ∗(f)⊕ σ∗(N).
The pair and triad versions will follow formally from Propositions 4.2.1 and 4.2.3 using the
functoriality of the symmetric construction and of the W% functor in the homotopy categories
of finite CW structures and of B(Z[π])) respectively. We will now spell out the triad and pair
versions, for use in subsequent chapters.
Pair versions
Suppose (M,∂M) is a compact, oriented n-dimensional topological manifold with boundary.
Write the singular chain complex C(M˜, ∂M ;Z) =: C(M,∂M ;Z[π1(M)]) in B(Z[π1(M)]) where
M˜ is the universal cover of M and ∂M is the induced oriented cover of ∂M . The orienta-
tion determines a fundamental class [M ] ∈ Hn(M,∂M ;Z[π1(M)]) inducing Poincare´-Lefschetz
duality isomorphisms
[M ] : Hr(M,∂M ;Z[π1(M)])
∼=
−→ Hn−r(M ;Z[π1(M)]).
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A coveringM →M induces a covering ∂M → ∂M , pulled back via the inclusion iM : ∂M →M ,
and there is a universal Poincare´-Lefschetz duality analogously to the universal Poincare´ duality
described above.
Proposition 4.2.4. If (M,∂M) is a compact, oriented, n-dimensional manifold with boundary
and M →M is an oriented covering of M with group of covering translations π then a choice
of finite CW structure defines, in a natural way up to homotopy equivalence, an n-dimensional
symmetric Poincare´ pair in B(Z[π])
σ∗(M,∂M) = (iM : C(∂M)→ C(M), φiM ([M ])).
A continuous map of compact, oriented, n-dimensional, manifolds with boundary (f, ∂f) :
(M,∂M) → (N, ∂N) is degree 1 if f∗([M ]) = [N ] ∈ Hn(N, ∂N ;Z). If (f, ∂f) is degree 1 then
∂f : ∂M → ∂N is a degree 1 map of compact, oriented, n-dimensional manifolds. If N → N is
an oriented cover of N then there is defined an Umkehr chain map
f
!
: C(N)
[N ]∩−
−−−−→ Cn−∗(N, ∂N)
f
∗
−→ Cn−∗(M,∂M)
[M ]∩−
−−−−→ C(M).
Proposition 4.2.5. If (f, ∂f) : (M,∂M) → (N, ∂N) is a degree 1 map of compact, oriented,
n-dimensional manifolds with boundary and N → N is an oriented covering of N with group
of covering translations π then choices of finite CW structure define, in a natural way up to
homotopy equivalence, an n-dimensional symmetric Poincare´ pair in B(Z[π]) called the kernel
pair
σ∗(f, ∂f) ≃ (C(∂f
!
)→ C(f
!
), C(e%, ∂e%)φiM ([M ])).
Moreover, there is an equivalence of symmetric pairs
σ∗(M,∂N)
≃
−→ σ∗(f, ∂f)⊕ σ∗(N, ∂N).
Triad versions
Now suppose (W,∂W ), (M,N) and (M ′, N) are compact oriented topological manifolds with
boundary and that ∂W ∼= M ∪N M
′ is an homeomorphism of compact oriented (n − 1)-
dimensional manifolds. The quadruple (W ;M,M ′;N) is called a compact, oriented manifold
triad and the compatible orientations determine a fundamental class [W ] ∈ Hn(W ;M ∪N
M ′;Z[π1(W )]) compatible with [M ] ∈ Hn−1(M,N ;Z[π1(W )) and [M
′] ∈ Hn−1(M
′, N ;Z[π1(W )]).
A compact oriented manifold triad together with a covering W → W with group of covering
translations π determines (via pullback) a homotopy commuting diagram Γ of π-spaces and
π-maps
N
i
N′ //
iN

M ′
i
M′

M
iM // W
Choosing a finite CW structure, this induces a homotopy commuting diagram of homotopy
cofibration sequences of chain complexes of f.g. free modules in B(Z[π]), the top-left square of
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which we denote C(Γ)
C(N) //

C(M ′) //

C(M ′, N)

C(M) //

C(W ) //

C(W,M)

C(M,N) // C(W,M ′) // C(W,M ∪N M
′)
(4.6)
Proposition 4.2.6. If (W ;M,M ′;N) is a compact, oriented, n-dimensional manifold triad
and W → W is an oriented covering of W with group of covering translations π then a choice
of finite CW structure defines, in a natural way up to homotopy equivalence, an n-dimensional
symmetric Poincare´ triad in B(Z[π])
σ∗(W ;M,M ′;N) = (C(Γ), φΓ([W ])).
A continuous map of compact, oriented n-dimensional manifold triads
F = (f, ∂f, ∂′f, ∂∂f) : (W1;M1,M
′
1;N1)→ (W2;M2,M
′
2;N2),
is degree 1 if
(f, ∂f ∪∂∂f ∂
′f) : (W1,M1 ∪N1 M
′
1)→ (W2,M2 ∪N2 M
′
2)
is a degree 1 map of manifolds with boundary. If (f, ∂f, ∂′f, ∂∂f) is degree 1 and there is a
covering W2 → W2 with group of covering translations π then the associated Umkehr maps
of the 3 maps of pairs (f, ∂f ∪ ∂′f), (∂f, ∂∂f) and (∂′f, ∂∂f), define a homotopy commuting
square C(F
!
) in B(Z[π]) given by
C((∂∂f)!) //

C((∂′f)!)

C((∂f)!) // C(f
!
)
Using the 3 maps of pairs (f, ∂f ∪ ∂′f), (∂f, ∂∂f) and (∂′f, ∂∂f), we may construct:
Proposition 4.2.7. If F : (W1;M1,M
′
1;N1)→ (W2;M2,M
′
2;N2) is a degree 1 map of compact,
oriented, n-dimensional manifold triads and W2 → W2 is a covering with group of covering
translations π then choices of finite CW structures define, in a natural way up to homotopy
equivalence, an n-dimensional symmetric Poincare´ triad in B(Z[π]) called the kernel triad
σ∗(F
!
) = (C(F
!
), C(e%; ∂e%, ∂′e%; ∂∂e%)φΓ([W ])).
Moreover, there is a homotopy equivalence of symmetric triads
σ∗(W1;M1,M ′1;N1)
≃
−→ σ∗(F
!
)⊕ σ∗(W2;M2,M ′2;N2).
4.3 Algebraic Thom constructions and thickenings
One beautiful flexibility of the Algebraic Theory of Surgery is the dual perspective on an object
described by ‘thickening’ or conversely by an algebraic ‘Thom construction’. This will allow
us to change perspective between complexes/pairs or pairs/triads later - in particular when we
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construct the Blanchfield complex of an n-knot exterior in Chapter 6 it will be a symmetric
complex, rather than a pair as one might expect from a manifold with boundary. The cost
of the change in perspective is that, while thickening always improves an object to a Poincare´
object, the Thom construction will in general destroy the property of being Poincare´.
4.3.1 Symmetric Poincare´ pairs vs. symmetric complexes
Thom construction
Given an (n + 1)-dimensional ε-symmetric pair (f : C → D, (δφ, φ)) recall that a choice of
nullhomotopy
C
j:ef≃0
55
f // D
e // C(f)
induces a morphism Φj% : C(f
%) → W%C(f). Define the (n + 1)-dimensional cycle δφ/φ :=
Φj%(δφ, φ) ∈ W
%C(f)n+1. The algebraic Thom construction for (f : C → D, (δφ, φ)) is the
(n+ 1)-dimensional ε-symmetric complex (C(f), δφ/φ).
Algebraic thickening
We wish to reverse the algebraic Thom construction. Fix an (n + 1)-dimensional ε-symmetric
complex (C, φ) and consider the Puppe sequence of chain complexes in B(A) associated to the
evaluation \(ev(φ)) = φ0 with a fixed choice of nullhomotopy j : φ0i ≃ 0
. . . // Σ−1C(φ0)
j:φoi≃0
55
i // Cn+1−∗
φ0 // C // C(φ0) // . . .
so that C ≃ C(i). Define the chain complex ∂C := Σ−1C(φ0). There is then a Puppe sequence
of chain complexes of abelian groups
. . . // W%(∂C)
i% // W%(Cn+1−∗) // C(i%)
proj // ΣW%∂C // . . .
We must now lift φ ∈ W%C ≃W%C(i) to C(i%) via Φj% . Recall the homotopy pullback square
of Proposition 4.1.7
C(i%)
evr //
Φ
j%

Cn+1−∗ ⊗ C ∼= HomA(C∗−(n+1), C)

W%C
ev
// C ⊗ C ∼= HomA(C−∗, C)
We thus have a distinguished choice of cycle
(φ, φ0, id) ∈ C(i
%) ≃W%C ×C⊗C C
n+1−∗ ⊗ C,
lifting φ ∈ W%C. If we like, we can push this cycle along the cofibration sequence and formally
desuspend to obtain an n-dimensional cycle ∂φ := Σ−1proj(φ, φ0, id) and a nullhomotopy φ :=
(Σi%)(proj(φ, φ0, id)). Using these, we can describe our distinguished choice of cycle in the
more standard form and write an (n+ 1)-dimensional ε-symmetric pair
(i : ∂C → Cn+1−∗, (φ, ∂φ))
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called the algebraic thickening of (C, φ). In fact it is straightforward to show that the algebraic
thickening of (C, φ) is always Poincare´ (even when (C, φ) was not!) so that there is an n-
dimensional ε-symmetric Poincare´ complex (∂C, ∂φ) called the boundary of (C, φ). With a
little more work there is:
Proposition 4.3.1 ([Ran92, 1.15]). The algebraic Thom construction and algebraic thicken-
ing describe a natural 1:1 correspondence between homotopy equivalence classes of (n + 1)-
dimensional ε-symmetric complexes and homotopy equivalence classes of (n + 1)-dimensional
ε-symmetric Poincare´ pairs. An ε-symmetric complex is Poincare´ if and only if it is homotopy
equivalent to the Thom complex of a pair of the form
(0 : 0→ D, (φ, 0)).
Remark. The result of Proposition 4.3.1 is designed to mimic the process of embedding a
finite CW complex in a high dimensional sphere, taking a regular neighbourhood (i.e. manifold
with boundary) and then applying the Pontryagin-Thom collapse map. As such it is not so
shocking that the algebraic thickening of a symmetric complex should have Poincare´ symmetric
structure.
4.3.2 Symmetric Poincare´ triads vs. symmetric surgery dual pairs
It is important for knot-theoretic applications in Chapter 6 and various technical constructions
in Chapter 5 to have a firm grasp of the connections between triads and pairs. Along the way,
we will need to define what it means for two (n+2)-dimensional ε-symmetric pairs to be surgery
dual to one another up to homotopy. The goal of this subsection is then to prove the triad/pair
version of Proposition 4.3.1:
Proposition 4.3.2. The relative algebraic Thom construction and the algebraic thickening
(definitions below) describe a 1:1 correspondence between sets {x, x′} of (n + 2)-dimensional
ε-symmetric pairs
x = (f : C → D, (δφ, φ))
x′ = (f ′ : C′ → D′, (δφ′, φ′))
that are surgery dual to one another up to homotopy (precise definition below) and homotopy
equivalence classes of (n+ 2)-dimensional ε-symmetric Poincare´ triads.
While the content of Chapter 4 is otherwise only a review, Proposition 4.3.2 is original
(although it was anticipated to some extent by Weiss in [Wei85b, Section 4]).
Relative Thom construction
Given an (n + 2)-dimensional ε-symmetric triad (Γ, (Φ, δφ, δ′φ, φ)) consider the induced maps
of cones
ν = C(g, f ′) : C(f) → C(g′)
ν′ = C(g′, f) : C(f ′) → C(g)
Using diagrams 4.1, 4.2 and Proposition 4.1.7 we obtain a series of morphisms
C(F )

C(ν%) C((g′′)%) //oo C((ν′)%)
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Using the two images of (Φ, δφ, δ′φ, φ) ∈ C(F ) under these two composites, a triad defines two
(n+ 2)-dimensional ε-symmetric pairs
x = (ν : C(f)→ C(g′), (Φ/δφ, δφ′/φ))
x′ = (ν′ : C(f ′)→ C(g), (Φ/δφ, δφ′/φ))
The relative algebraic Thom construction for (Γ, (Φ, δ′φ, δφ, φ)) is defined to be the set {x, x′}.
Algebraic Surgery
The pairs x and x′ of the relative algebraic Thom construction are related to each other in the
following way, that is best motivated geometrically. Recall the setup of diagram 4.6 and for
this motivating section assume W = W is the trivial cover. Suppose N = ∅ so that W is a
cobordism from M to M ′ (the case where N 6= ∅ is more fiddly but the idea is the same).
Up to homotopy, the mapping cone on the inclusion M ′ →֒ W/M is the space W/(M ⊔M ′),
but this is also the cone on the inclusion M →֒ W/M ′. A Poincare´ pair (f : C → D, (δφ, φ))
represents the pair of spaces (W/M ′,M), which should be thought of as the data for one ‘end’
of the cobordism. There is a well-known correspondence between cobordism of manifolds and
‘(geometric) surgery’ so that doing geometric surgery on M corresponding to the trace W finds
(W/M,M ′), the other ‘end’. On the chain level, Poincare´-Lefschetz duality tells us that there
is a chain equivalence of singular chain complexes Cn+1−∗(W,M ′) ≃ C(W,M), so that there is
a homotopy cofibration sequence
C(M ′)→ Cn+1−∗(W,M ′)
[W ]∩−
−−−−→ C(W,M ⊔M ′).
Hence it possible to find the chain homotopy type of M ′ by just working with the Puppe
sequence of the morphism
[W ] ∩ − : Cn+1−∗(W,M ′)→ C(W,M ⊔M ′).
We now take this Puppe sequence approach as a general strategy on the chain level for finding
the “other end” of a cobordism. This is the basic concept of algebraic surgery.
Purely algebraically, then, begin with a (possibly non-Poincare´) (n + 2)-dimensional ε-
symmetric pair
x = (f : C → D, (δφ, φ))
with homotopy cofibration sequence
C
f // D
e // C(f) .
Recall we have \(evr(δφ, φ)) : D
n+2−∗ → C(f) and define C′ := Σ−1C(\(evr(δφ, φ))) so that
there is a homotopy cofibration sequence
. . . // C′
f ′ // Dn+2−∗
\(evr(δφ,φ)) // C(f)
e′ // ΣC′ // . . .
with f ′ the inclusion and e′ the projection. Next we wish to lift the ε-symmetric structure
Φ := δφ/φ ∈ W%C(f) to C((f ′)%). But now there is a distinguished choice of cycle
(Φ,Φ0, e) ∈ C((f
′%)) ≃W%C(f)×C(f)⊗C(f) (D
n+2−∗ ⊗ C(f)).
If we like, we can describe this cycle in our more standard fashion by pushing this element along
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the homotopy cofibration sequence
· · · →W%C′
(f ′)%
−−−→ W%(Dn+2−∗)→ C((f ′)%)
proj
−−→ ΣW%C′
Σ(f ′)%
−−−−→ ΣW%(Dn+2−∗)→ . . .
defining φ′ := Σ−1proj(Φ,Φ0, e)and δφ
′ := Σ(f ′)%(Σφ′) to give a pair
x′ := (f ′ : C′ → Dn+2−∗, (δφ′, φ′)).
The pair x′ is called the surgery dual pair to x and the n-dimensional ε-symmetric complex
(C′, φ′) is called the effect of surgery on (C, φ) with data x. The following is clear from the
construction:
Proposition 4.3.3. x′, the surgery dual pair to x, is well defined up to homotopy equivalence
by the homotopy class of x. The surgery dual pair to x′ is homotopy equivalent to x.
This justifies the definition of a surgery dual set {x, x′} of (n+ 2)-dimensional ε-symmetric
pairs that are surgery dual to each other (up to homotopy).
Corollary 4.3.4. The relative algebraic Thom construction defines a surgery dual set {x, x′}.
Remark. The effect of surgery (C′, φ′) on an n-dimensional ε-symmetric complex (C, φ) was
introduced in [Ran80a, §4] where a formula for a choice of n-dimensional ε-symmetric structure
φ′ is specified by a matrix of morphisms involving the collection of higher chain maps φs.
While the homotopy theory we have presented gives a pleasing explanation for the concept of
algebraic surgery, if the reader actually wants to calculate a surgery effect then [Ran80a, §4] is
more useful.
Algebraic thickening
We wish to reverse the relative algebraic Thom construction on a triad. That is, given an
(n+ 2)-dimensional ε-symmetric pair we will rebuild a triad. The strategy will be to build the
appropriate homotopy commuting square using interlocking homotopy cofibration sequences.
We then show there is an (n+2)-dimensional ε-symmetric structure on the square by using dia-
gram 4.1 to lift the structure from the algebraic thickening of the algebraic Thom construction
on the original (n+ 2)-dimensional ε-symmetric pair.
Fix an (n + 2)-dimensional ε-symmetric pair x = (g : D → E, (δφ, φ)). Then x and the
surgery dual pair x′ = (g′ : D′ → En+2−∗, (δφ′, φ′)) fit into a homotopy commutative diagram
∂D
i

i′ // (D′)n+1−∗
ev(φ′) //
(e′)∗

D′
g′

Dn+1−∗
ev(φ)

proj∗ // C(g)n+2−∗
evl(δφ,φ)

e∗ // En+2−∗
evr(δφ,φ)

D
g // E
e // C(g)
(4.7)
where the bottom right square was observed to homotopy commute in diagram 4.3 and the rest
is defined up to homotopy by desuspending iterated cones.
Corollary 4.3.5. If x′ is the surgery dual pair to x then ∂D ≃ ∂D′.
Write the pushout D′′ := Dn+1−∗ ∪∂D (D
′)n+1−∗ and observe that there is a morphism
g′′ : D′′ → C(g)n+2−∗
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such that C(g′′) ≃ C(g). As we have
C(g) ≃ C(g′′) ≃ C(g′)
we can lift the same element Φ := δφ/φ ∈W%C(g)n+2 to the three distinguished choices:
(Φ,Φ0, id) = (Φ, ∂Φ) ∈ C((g
′′)%)
(Φ,Φ0, \(evr(δφ, φ))) = (δφ, φ) ∈ C((g)
%)
(Φ,Φ0, e) = (δφ
′, φ′) ∈ C((g′)%)
i.e. the same element recovers x, its surgery dual x′ and the algebraic Thom construction
(i′′ : ∂C(g)→ C(g)n+2−∗, (Φ.∂Φ)) on the (n+ 2)-dimensional ε-symmetric complex (C(g),Φ).
Claim 4.3.6. The cycle (Φ, ∂Φ) ∈ C((g′′)%) lifts to an (n+2)-dimensional ε-symmetric struc-
ture on the homotopy commuting square Γ, where Γ is given by the top left square of diagram
4.7.
Proof. Diagram 4.1 now looks like
X
F //
G

W%(C(g)n+2−∗)
=

// C(F )

W%(D′′)
(g′′)% // W%(C(g)n+2−∗) // C((g′′)%)
with D′′ and X defined by the homotopy pullback squares
D′′
k //
k′

D
l

D′
l′ // Σ∂D
X //

W%D
l%

W%D′
(l′)% // ΣW%∂D
The obstruction to lifting (Φ, ∂Φ) ∈ C((g′′)%) to a cycle in C(F ) is given by the correspond-
ing element in C(ΣG) = ΣC(G). There is an obvious map of diagrams
(W%Σ∂D → Σ∂D ⊗ Σ∂D ←− 0) −→ (W%Σ∂D → Σ∂D ⊗ Σ∂D ←− (D ⊕D′)⊗ Σ∂D)
determining a map on the homotopy pullbacks
H : ΣW%∂D → C
((
−k%
(k′)%
))
with mapping cone C(H) ≃ (D ⊕D′)⊗Σ∂D. Using this and 4.1.7, 4.1.8, there is a homotopy
commutative diagram of homotopy cofibration sequences
W%∂D //
Σ−1H

X //
G

C(i%)⊕ C((i′)%) //

ΣW%∂D
H

Σ−1C
((
−k%
(k′)%
))
(0 1) //

W%D′′
(
−k%
(k′)%
)
//

W%D ⊕W%D′ //

C
((
−k%
(k′)%
))

Σ−1((D ⊕D′)⊗ Σ∂D) // C(G) // (Σ∂D ⊗D)⊕ (Σ∂D ⊗D′) // (D ⊕D′)⊗ Σ∂D
Considering the lower row of diagram 4.1 and the definition of ∂Φ as a formal desuspension,
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it is sufficient to check that there is no obstruction to lifting ∂Φ ∈ C(G) to X .
Firstly, we have already seen in the algebraic Thom construction that k%∂Φ = φ and
(k′)%∂Φ = φ′ lift to (φ, ∂φ) and (φ′, ∂φ′) respectively. So it is enough to show that there is a
homotopy equivalence (∂D, ∂φ) ≃ (∂D′, ∂φ′). But indeed the homotopy equivalence of 4.3.5
induces a homotopy equivalence of ε-symmetric Poincare´ complexes as required.

Corollary 4.3.7. If x and x′ as in diagram 4.7 and ∂D ≃ 0, then D′′ ≃ D ⊕D′ and there is
an (n+ 2)-dimensional ε-symmetric Poincare´ pair given by
(g′′ = (f f ′) : D ⊕D′ → C(g)n+2−∗, (Φ, φ⊕−φ′)),
with f and f ′ maps induced by diagram 4.7.
Remark. More concretely than Corollary 4.3.7, but under the same hypotheses, we can write
an (n+ 2)-dimensional ε-symmetric Poincare´ pair as in [Ran80a, 4.1(ii)]
((h h′) : D ⊕D′ → E˜, (0, φ⊕−φ′))
where
dE˜ =
(
dD (−1)
n+2φ0f
∗
0 (−1)rd∗E
)
: E˜r = Dr ⊕ E
n+2−r → E˜r−1 = Dr−1 ⊕ E
n+2−(r−1),
h =
(
1
0
)
: Dr → Dr ⊕ E
n+2−r,
h′ =
(
1 0 0
0 0 1
)
: D′r = Dr ⊕ Er+1 ⊕ E
n+2−r → Dr ⊕ E
n+2−r.
Actually E˜ ≃ C(g)n+2−∗ but E˜ is carefully chosen so that h, h′ are split, which has the obvious
advantage that the ε-symmetric structure (0, φ⊕−φ′) will be easier to calculate and manipulate.
Remark. Just as a manifold triad can be thought of as a nullcobordism of a manifold with
boundary, so a symmetric Poincare´ triad should be thought of as a nullcobordism of a symmetric
Poincare´ pair. There is a corresponding higher notion; a manifold n-ad can be thought of
as a nullcobordism of a manifold (n − 1)-ad and correspondingly one can make a definition
of a symmetric Poincare´ n-ad which is a nullcobordism of a symmetric Poincare´ (n − 1)-ad.
Presumably this dual perspective afforded by the operations of Thom construction vs. thickening
has an analogue here. Although I can’t see what use it would be right now.
4.4 Connective L-groups, Γ-groups and torsion L-groups
A chain complex C in B(A) is positive if Hr(C) = 0 for r < 0. The subcategory of B(A)
consisting of finite, positive chain complexes is denoted B+(A). In Chapter 5 we will need to
work with positive chain complexes in order to relate DL-groups to double Witt groups without
the need for algebraic surgery. These are the relevant definitions and modifications required
before we pass to the L-theory of B+(A).
Definition 4.4.1. An n-dimensional ε-symmetric complex (C, φ) is positive if C is in B+(A).
An (n + 1)-dimensional ε-symmetric pair (f : C → D, (δφ, φ)) is positive if f : C → D is
in B+(A). An (n + 2)-dimensional ε-symmetric triad (Γ, (Φ, δφ, δ
′φ, φ)) is positive if Γ is a
homotopy commuting square in B+(A).
If an (n+1)-dimensional ε-symmetric pair (f : C → D, (δφ, φ)) is positive then the (n+1)-
dimensional ε-symmetric complex defined by the algebraic Thom construction is positive. The
converse is not true in general.
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An n-dimensional ε-symmetric complex (C, φ) is called connected if the boundary (∂C, ∂φ)
is positive. If (C, φ) is connected and positive then the algebraic thickening of (C, φ) is positive.
The version of the Proposition 4.3.1 using positivity conditions is:
Proposition 4.4.2 ([Ran80a, Proposition 3.4]). The algebraic Thom construction and alge-
braic thickening describe a natural 1:1 correspondence between homotopy equivalence classes
of positive, connected (n + 1)-dimensional ε-symmetric complexes and homotopy equivalence
classes of positive (n+ 1)-dimensional ε-symmetric Poincare´ pairs.
If an (n + 2)-dimensional ε-symmetric triad is positive, then the (n + 2)-dimensional ε-
symmetric pair defined by the relative algebraic Thom construction is positive. The converse is
not true in general. It is also not generally true that if an (n+1)-dimensional pair x is positive
then its surgery dual x′ is positive.
An (n+ 1)-dimensional ε-symmetric pair x = (f : C → D, (δφ, φ)) is connected if the effect
of surgery on C with data x is positive. If x is positive and connected then consequently x′ is
positive and connected. Unravelling the definitions, this means in particular that if x is positive
and connected, then the (n+2)-dimensional ε-symmetric Poincare´ triad given by the algebraic
thickening of x is positive.
The version of Proposition 4.3.2 using positivity conditions is
Proposition 4.4.3. The relative algebraic Thom construction and the algebraic thickening de-
scribe a natural 1:1 correspondence between surgery dual sets {x, x′} (defined up to homotopy)
of positive, connected (n+2)-dimensional ε-symmetric pairs and homotopy equivalence classes
of positive (n+ 2)-dimensional ε-symmetric Poincare´ triads.
4.4.1 Projective L-groups
Definition 4.4.4. A cobordism between n-dimensional ε-symmetric complexes (C, φ) and
(C′, φ′) is an (n+ 1)-dimensional ε-symmetric Poincare´ pair
((f f ′) : C ⊕ C′ → D, (δφ, φ⊕−φ′)).
If such a pair exists we say (C, φ), (C′, φ′) are cobordant.
Remark. Without assuming our chain complexes are at least homotopy equivalent to com-
plexes in B(A) we run up against the Eilenberg swindle pathology. In L-theory this takes
the form of every ε-symmetric Poincare´ complex (C, φ) being nullcobordant! Specifically, take
an algebraic glue of countably infinitely many copies of the cobordism ((1 1) : C ⊕ C →
C, (0, φ⊕−φ)). We will keep track of the glue by labelling ends as tjC and glueing tkC to tlC
if k = l so that
∞⋃
j=0
(tjC ⊕ tj+1C → tjC, (0, φ⊕−φ)) ≃ (C → C[t], (0, φ)),
by the Eilenberg swindle.
From this point onwards the use of the terms ε-symmetric complex, ε-symmetric
pair and ε-symmetric triad includes the assumption of all chain complexes being
in B+(A).
Theorem 4.4.5 ([Ran80a]). For n ≥ 0, cobordism is an equivalence relation on the set of
homotopy equivalence classes of n-dimensional ε-symmetric Poincare´ complexes over A. Two
homotopy equivalence classes are cobordant if and only if there exist representatives (C, φ) and
(C′, φ′) respectively such that (C′, φ) is the effect of surgery on (C, φ) with respect to some
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(connected) pair. The cobordism equivalence classes form a group Ln(A, ε), the n-dimensional
ε-symmetric L-group of A with addition and inverses given by
(C, φ) + (C′, φ′) = (C ⊕ C′, φ⊕ φ′), −(C, φ) = (C,−φ) ∈ Ln(A, ε).
4.4.2 Γ-groups
Definition 4.4.6. For n ≥ 0 let (P, θ) be an n-dimensional ε-symmetric complex over A. If
S−1A ⊗A (P, θ) is an Poincare´ complex over S
−1A then we say (P, θ) is S-Poincare´ over A.
An S−1A-cobordism between two such complexes, (P, θ) and (P ′, θ′), is an (n+1)-dimensional
ε-symmetric pair over A
(f : P ⊕ P ′ → Q, (δθ, θ ⊕−θ)),
such that
S−1A⊗A (f : P ⊕ P
′ → Q, (δθ, θ ⊕−θ))
is an Poincare´ pair over S−1A. If such a pair exists we say that (P, θ) and (P ′, θ′) are S−1A-
cobordant.
Theorem 4.4.7 ([Ran81]). For n ≥ 0, S−1A-cobordism is an equivalence relation on the set of
homotopy equivalence classes of n-dimensional ε-symmetric S-Poincare´ complexes over A. The
cobordism equivalence classes form a group Γn(A→ S−1A, ε), the n-dimensional ε-symmetric
Γ-group of (A,S) with addition and inverses given by
(P, θ) + (P ′, θ′) = (P ⊕ P ′, θ ⊕ θ′), −(P, θ) = (P,−θ) ∈ Γn(A→ S−1A, ε).
Theorem 4.4.8 ([Ran81, Proof of Prop. 3.2.3(i)]). For n ≥ 0 there is an isomorphism
Γn(A→ S−1A, ε) ∼= Ln(S−1A, ε)
given by sending an n-dimensional ε-symmetric S-Poincare´ complex (C, φ) over A to the n-
dimensional ε-symmetric Poincare´ complex S−1A⊗A (C, φ) over S
−1A.
4.4.3 Torsion L-groups
As we are concerned in Chapter 5 with developing the L-theoretic analogue of the double Witt
group of linking forms for a localisation (A,S) we need to understand how torsion is handled
in L-theory. A chain complex C in B+(A) is S-acyclic with respect to a localisation (A,S) if
S−1A ⊗A H
r(C) = 0 for all r. The subcategory of complexes C in B+(A) that are S-acyclic
is denoted C+(A,S). We say an ε-symmetric complex or pair is in C+(A,S) if the underlying
complex or morphism (resp.) is in C+(A,S).
Remark. The triple
Γ+(A,S) := (A(A),B+(A),C+(A,S))
defines an (non-stable) algebraic bordism category, in the sense of [Ran92, §3].
Definition 4.4.9. An (A,S)-cobordism between n-dimensional ε-symmetric complexes (C, φ)
and (C′, φ′) in C+(A,S) is an (n+ 1)-dimensional ε-symmetric Poincare´ pair
((f f ′) : C ⊕ C′ → D, (δφ, φ ⊕−φ′))
in C+(A,S). If such a pair exists we say (C, φ), (C
′, φ′) are (A,S)-cobordant.
Theorem 4.4.10 ([Ran81]). For n ≥ 0, (A,S)-cobordism is an equivalence relation on the set
of homotopy equivalence classes of (n+1)-dimensional (−ε)-symmetric, Poincare´ complexes in
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C+(A,S). The equivalence classes form a group L
n(A,S, ε), the n-dimensional ε-symmetric
L-group of (A,S), with addition and inverses given by
(C, φ) + (C′, φ′) = (C ⊕ C′, φ⊕ φ′), −(C, φ) = (C,−φ) ∈ Ln(A,S, ε).
It is described in [Ran81, 3.1] that, in a precise way we shall not develop here, an (n+ 1)-
dimensional ε-symmetric Poincare´ complex in C+(A,S) can be thought of as a ‘resolution’
of (−ε)-symmetric Poincare´ complex in the category H(A,S). This is an explanation of the
dimension index convention of the group Ln(A,S, ε) and the sign convention for the ε.
4.4.4 L̂-groups of Seifert complexes
We now introduce a slightly different flavour of L-theory that will be significant for our later
knot-theoretic applications. It is the category of chain complex with symmetric structure that
corresponds to the Seifert forms of Chapter 3. This description will be fairly reliant on the
references from the original source [Ran81, pp814].
Definition 4.4.11. For ε−1 = ε, an n-dimensional ε-ultraquadratic complex is a pair (C, ψˆ),
where C is in B(A) and ψˆ ∈ (HomA(C
−∗, C))n is an n-cycle. An (n + 1)-dimensional ε-
ultraquadratic pair is (f : C → D, (δψˆ, ψˆ)) where f is a morphism in B(A) and (δψˆ, ψˆ) ∈
C(f ⊗ f)n+1 is an (n+ 1)-cycle.
By Proposition 4.1.15 there is the following morphism and relative morphism
1 + Tε : HomA(C
−∗, C)→W%C, 1 + Tε : C(f ⊗ f)n → C(f
%).
Definition 4.4.12. An n-dimensional ε-ultraquadratic complex (C, ψˆ) is Poincare´ if the as-
sociated n-dimensional ε-symmetric complex (C, (1 + Tε)ψˆ) is Poincare´. Similarly for pairs. If
(C, φ) is Poincare´ then we call it an n-dimensional ε-symmetric Seifert complex.
As we have a notion of pairs and Poincare´ pairs in the ε-ultraquadratic category we have
an associated notion of cobordism.
Definition 4.4.13. A Seifert cobordism between n-dimensional ε-ultraquadratic complexes
(C, ψˆ) and (C′, ψˆ′) is an (n+ 1)-dimensional ε-ultraquadratic Poincare´ pair
((f f ′) : C ⊕ C′ → D, (δψˆ, ψˆ ⊕−ψˆ)).
If such a pair exists we say (C, ψˆ) and (C′, ψˆ′) are Seifert cobordant.
Theorem 4.4.14 ([Ran81, p.814]). For n ≥ 0, Seifert cobordism is an equivalence relation on
the set of homotopy equivalence classes of n-dimensional ε-symmetric Seifert complexes over A.
Two homotopy equivalence classes are Seifert cobordant if and only if there exist representatives
(C, ψˆ) and (C′, ψˆ′) respectively such that (C′, ψˆ) is the effect of surgery on (C, ψˆ) with respect
to some (connected) ε-ultraquadratic pair. The Seifert cobordism equivalence classes form a
group L̂n(A, ε), the n-dimensional ε-symmetric L-group of Seifert forms over A with addition
and inverses given by
(C, ψˆ) + (C′, ψˆ′) = (C ⊕ C′, ψˆ ⊕ ψˆ′), −(C, ψˆ) = (C,−ψˆ) ∈ L̂n(A, ε).
There are obvious forgetful maps
1 + Tε : L̂
n(A, ε)→ Ln(A, ε).
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4.4.5 L-theory localisation exact sequence
We now state and prove a version of the Ranicki-Vogel L-theory localisation exact sequence. By
assuming there is a half-unit in the ring we are able to make certain simplifications that make
the proof easier. However, 4.4.16 is true without this assumption. We will need the following
theorem now and for later applications.
Theorem 4.4.15. When there is a half-unit in the ring A, skew suspension defines isomor-
phisms for each n ≥ 0
S : Ln(A, ε)
∼=
−→ Ln+2(A,−ε),
S : Γn(A→ S−1A, ε)
∼=
−→ Γn+2(A→ S−1A,−ε),
S : Ln(A,S, ε)
∼=
−→ Ln+2(A,S,−ε).
The inverse of the skew-suspension is given by algebraic surgery, a process which takes an ε-
symmetric complex in some category and returns a cobordant ε-symmetric complex in the same
category, that is in the image of the skew-suspension morphism. (See [Ran80a, §4] or [Ran81,
§1.5] for a description of this.)
Proof. See [Ran80a, 4.4] for the general case of skew-suspension and algebraic surgery in the
projective symmetric L-groups when there is a half-unit in the ring. The other two isomorphism
are proved analogously in the respective categories of chain complexes with structure. 
As C+(A,S) is a subcategory of B+(A) there is a forgetful homomorphism L
n(A,S, ε) →
Ln+1(A,−ε). Now algebraic surgery defines an isomorphism Ln+1(A,−ε) ∼= Ln−1(A, ε) (with
inverse given by skew-suspension). The forgetful map together with algebraic surgery result in
a well-defined homomorphism
i : Ln(A,S, ε)→ Ln−1(A, ε); (C, φ) 7→ (C′, φ′),
such that S(C′, φ′) is cobordant to (C, φ) in B+(A).
If an ε-symmetric complex or pair in B+(A) is Poincare´ then it is certainly S-Poincare´.
Hence there is another well defined homomorphism:
j : Ln(A, ε)→ Γn(A→ S−1A, ε).
If (P, θ) is an n-dimensional ε-symmetric S-Poincare´ complex in B+(A) then the boundary
of the n-dimensional ε-symmetric complex S−1A⊗A (P, θ) is not in general in B+(A) as (P, θ)
is not in general connected. However, the skew-suspension S∂(P, θ) of this boundary is easily
seen to be in B+(A). Moreover, ∂(P, θ), and hence S∂(P, θ), is S-acyclic as (P, θ) is S-Poincare´.
Hence S(∂P, ∂θ) is an (n + 1)-dimensional ε-symmetric Poincare´ complex in C+(A,S). A
relative version of this argument means there is moreover a well-defined homomorphism
∂ : Γn(A→ S−1A, ε)→ Ln(A,S, ε); (P, θ) 7→ S∂(P, θ).
Theorem 4.4.16 ([Ran81]). For n ≥ 0, the sequence of group homomorphisms
...→ Ln(A, ε)
i
−→ Γn(A→ S−1A, ε)
∂
−→ Ln(A,S, ε)
j
−→ Ln−1(A, ε)
is exact. When n = 0, we interpret the term L−1(A, ε) via the skew-suspension isomorphism
as L1(A,−ε).
In fact, in the version we have stated, Theorem 4.4.16 is not difficult to prove. A solid
understanding of Theorem 4.4.16 and the proof we offer will be helpful in understanding the
technical work needed to extend this idea in Chapter 5.
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Proof. In the proof we will assume there is a half unit in the ring A and hence the skew-
suspensions are isomorphisms by Theorem 4.4.15, with inverses given by algebraic surgery.
This assumption is not necessary but does simplify the proof slightly. For the full proof we
refer the reader to [Ran81, 3.2.3].
We must show exactness in three places:
Γn(A→ S−1A, ε): Clearly ∂ ◦ i = 0 as (∂P, ∂θ) = 0 for (P, θ) Poincare´ over A.
Now suppose [(P, θ)] ∈ ker(∂) so that S(∂P, ∂θ) admits an (A,S)-nullcobordism which, we
may assume via algebraic surgery if necessary, is a skew-suspension S(f : ∂P → D, (ν, ∂θ) ∈
C(f%)n). The algebraic union (D ∪∂P P
n−∗, ν ∪∂θ θ) is Poincare´ over A and S
−1A ⊗ (D ∪∂P
Pn−∗, ν ∪∂θ θ) is chain equivalent over S
−1A to S−1A⊗ (P, θ).
Ln(A,S, ε): j ◦ ∂([P, θ]) = [(∂P, ∂θ)] ∈ Ln−1(A, ε) and the algebraic thickening of (P, θ) defines
a nullcobordism.
Now suppose that j(C, φ) is nullcobordant over A. The skew-suspension of this nullcobor-
dism defines a nullcobordism (f : C → D, (δφ, φ)) over A. By surgery on the pair in C+(A,S),
we may assume it is a skew-suspension (f : C → D, (δφ, φ)) = S(f ′ : C′ → D′, (δφ′, φ′)). Take
the algebraic Thom complex (D′/C′, δφ′/φ′). The boundary (∂(D′/C′), ∂(δφ′/φ′)) ≃ (C′, φ′) is
S−1A-acyclic and hence the Thom complex is S-Poincare´. So that (D′/C′, δφ′/φ′) ∈ Γn(A →
S−1A, ε) and ∂[(D′/C′, δφ′/φ′)] = [(C, φ)] ∈ Ln(A,S, ε).
Ln(A, ε): i◦j([C, φ]) = [(C′, φ′)] ∼ 0 ∈ Γn(A→ S−1A, ε) by observing the S−1A-nullcobordism
(C′ → 0, (0, φ′)).
Now suppose (P, θ) ∼ 0 ∈ Γn(A → S−1A, ε) and (P, θ) is Poincare´ over A. Hence there
exists an S−1A-nullcobordism (f : P → Q, (δθ, θ)). Write the effect of surgery on (P, θ) with
data (f : P → Q, (δθ, θ)) as (P ′, θ′). As ∂P ≃ 0, we have P ′ ≃ C(∂P → ∂(Q,P )) ≃ ∂(Q,P ),
so that (P ′, θ′) is S-acyclic. Therefore the cobordism class of (P, θ) is in the image of j.

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Chapter 5
Double L-theory
We now use the Algebraic Theory of Surgery to generalise the double Witt groups introduced
in Chapter 2 to the setting of chain complexes. Symmetric linking forms will be replaced by
S-acyclic chain complexes with symmetric structure. Double Witt equivalence of forms will be
replaced by a ‘double-cobordism’ relation between S-acyclic chain complexes with structure.
In L-theory, the cobordism groups of S-acyclic chain complexes with symmetric structure are
isomorphic to their corresponding Witt groups of linking forms via algebraic surgery below the
middle dimension. By assuming our localisation (A,S) has dimension 0 we are able to show
that there is ‘algebraic surgery above and below the middle dimension’. However, we also show
that this is not the case for general rings and that generally the double L-groups capture more
algebraic information than their double Witt group counterparts.
The techniques and concepts of algebraic L-theory necessary to understand Chapter 5 were
developed in Chapter 4 in as self-contained an account as we were able to produce. The reader
new to L-theory should hopefully find all necessary information there. For the more experienced
reader we note also that Chapter 4 makes clear the chain complex conventions with which we
work. Our assumptions on connectivity of the underlying complexes and the algebraic bordism
category are also discussed.
For this chapter, as usual, set A and R to be commutative Noetherian rings with involution
and unit. Set (A,S) be a localisation of A. Furthermore, assume throughout this chapter that
A contains a half unit s. This assumption is included as it is necessary for our definitions of the
double L-groups. It has the additional consequence of dramatically simplifying the L-theory of
Chapter 4 in the manner already described in 4.1.3.
5.1 Double L-theory
Recall the category of projective, finitely generated A-modules with A-module morphisms is
written A(A). A chain complex C over A(A) concentrated in finitely many dimensions is
called finite. If Hr(C) = 0 for r < 0, C is called positive. The category of finite, positive
chain complexes C over A(A) with morphisms (degree 0) chain maps is written B+(A). The
subcategory of B+(A) consisting of chain complexes C in B+(A) such that S
−1A⊗AHr(C) = 0
for all r is written C+(A,S) (and n.b. S
−1A⊗A Hr(C) ∼= Hr(S
−1A⊗A C)). The triple
Λ+(A,S) := (A(A),B+(A),C+(A,S))
defines an algebraic bordism category (see Chapter 4.4) over which we will work. Much is known
about the L-theory of this algebraic bordism category and in particular the relative L-groups
of this algebraic bordism category are isomorphic to Ln(A,S, ε), the torsion L-groups of the
localisation (A,S), which are 4-periodic in n with L2k(A,S, (−1)kε) ∼=W ε(A,S).
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We will develop a deeper understanding of S-acyclic ε-symmetric chain complexes than was
previously available using the groups Ln(A,S, ε). The (A,S)-cobordism relationship from L-
theory will be replaced with a new relationship called ‘(A,S)-double-cobordism’. This relation
will be two cobordisms fitting together in a ‘complementary’ way (of course if it were just two
cobordisms with no complementary condition, we could use the same one twice and would not
get a different group). This will form the DL-group DLn(A,S, ε).
A cobordism from C to C′.
C D C′
A double-cobordism from C to C′.
C
D+ D−
C′
Figure 5.1: Schematic of cobordism vs. double-cobordism
To analyse the difference between theDL-groups of the localisation (A,S) and the projective
L-groups of A we will define the ‘double Γ-group’ DΓn(A → S−1A, ε) of (A,S). The group
DΓn(A → S−1A, ε) turns out to depend on the localisation (A,S) in a stronger way than the
corresponding group Γn(A→ S−1A, ε) ∼= Ln(S−1A, ε) in L-theory.
5.1.1 The projective DL-groups
Definition 5.1.1. For n ≥ 0, two cobordisms between n-dimensional ε-symmetric Poincare´
complexes (C, φ) and (C′, φ′)
x± := (f± : C ⊕ C
′ → D±, (δ±φ, φ⊕−φ
′) ∈ C(f%± )n+1)
(labelled “+” and “−”) are complementary if the chain map(
f+
f−
)
: C ⊕ C′ → D+ ⊕D−
is a homotopy equivalence. In which case we say (C, φ) and (C′, φ′) are double-cobordant and
that the set {x+, x−} is a double-cobordism between them.
The following is easily checked:
Lemma 5.1.2. If s+ s = 1 for s ∈ A and ((f f ′) : C ⊕ C′ → D, (δφ, φ ⊕−φ′)) is an (n+ 1)-
dimensional ε-symmetric Poincare´ pair then so is ((sf − sf ′) : C⊕C′ → D, ((ss)δφ, φ⊕−φ′)).
Lemma 5.1.3. For n ≥ 0 let (C, φ) ≃ (C′, φ′) be homotopy equivalent n-dimensional, ε-
symmetric Poincare´ complexes over A, then (C, φ) and (C′, φ′) are double-cobordant.
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Proof. Here is where it is necessary to assume there exists s ∈ A such that s+ s¯ = 1.
Let h : (C, φ) → (C′, φ′) be given homotopy equivalence with homotopy inverse g. Then
there are defined two cobordisms:
((h 1) : C ⊕ C′ → C′, (0, φ⊕−φ′)),
((hs¯ −s) : C ⊕ C′ → C′, (0, φ⊕−φ′)),
and they are complementary as(
gs g
s¯ −1
)(
h 1
hs¯ −s
)
≃
(
1 0
0 1
)
: C ⊕ C′ → C ⊕ C′,(
h 1
hs¯ −s
)(
gs g
s¯ −1
)
≃
(
1 0
0 1
)
: C′ ⊕ C′ → C′ ⊕ C′.

Proposition 5.1.4. For n ≥ 0, double-cobordism is an equivalence relation on the set of
homotopy equivalence classes of n-dimensional, ε-symmetric, Poincare´ complexes over A. The
equivalence classes form a group DLn(A, ε), the n-dimensional, ε-symmetric DL-group of A,
with addition and inverses given by
(C, φ) + (C′, φ′) = (C ⊕ C′, φ⊕ φ′), −(C, φ) = (C,−φ) ∈ DLn(A, ε).
Proof. The previous lemma shows in particular that double-cobordism is well-defined and re-
flexive. It is clearly symmetric. To show transitivity consider two double-cobordisms
c± = ((f± f
′
±) : C ⊕ C
′ → D±, (δ±φ, φ⊕−φ
′)),
c′± = ((f˜
′
± f
′′
±) : C
′ ⊕ C′′ → D±, (δ±φ
′, φ′ ⊕−φ′′)).
We intend to re-glue the 4 cobordisms according to the schematic in Figure 5.3.
C
C′
C′
C′′
D− D+
D′− D
′
+
C
C′′
C′ C′
D− D+
D′− D
′
+
&&
88
Figure 5.2: Combining the double-nullcobordisms to show transitivity
Recall the algebraic glueing operation of 4.1.10. As c+ and c
′
+ share a boundary component,
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likewise c− and c
′
−, we form the two algebraic glues
c± ∪ c
′
± = (C ⊕ C
′′ → D′′±, (δ±φ
′′, φ⊕−φ′′))
where D′′± = D± ∪C′ D
′
± is the mapping cone
C
((
f ′±
f˜ ′±
)
: C′ → D± ⊕D
′
±
)
.
To see that these two new cobordisms are complementary, first note that as our initial two
double-cobordisms were complementary we have(
f+ f
′
+
f− f
′
−
)
⊕
(
f˜ ′+ f
′′
+
f˜ ′− f
′′
−
)
: (C ⊕ C′)⊕ (C′ ⊕ C′′)
≃
−→ (D+ ⊕D−)⊕ (D
′
+ ⊕D
′
−).
But as C ⊕ C′′ is homotopy equivalent to the cone on the obvious inclusion i : C′ ⊕ C′ →
C ⊕ C′ ⊕ C′ ⊕ C′′ there is a homotopy commutative diagram with the map g defined to make
the left-hand square homotopy commute
C′ ⊕ C′
i //
=

C ⊕ C′ ⊕ C′ ⊕ C′′
≃

// C(i) ≃ C ⊕ C′′

C′ ⊕ C′
g // D+ ⊕D− ⊕D′+ ⊕D
′
−
// C(g) = D′′+ ⊕D
′′
−
and hence the induced vertical map on the cones is a homotopy equivalence. 
5.1.2 The torsion DL-groups
Recall from 4.4.3 that for n ≥ 0, an (A,S)-cobordism of n-dimensional, ε-symmetric, S-acyclic
Poincare´ complexes (C, φ), (C′, φ′) over A is an (n+1)-dimensional, ε-symmetric, S−1A-acyclic
Poincare´ pair over A
(f : C ⊕ C′ → D, (δφ, φ⊕−φ′) ∈ C(f%)n+1).
Definition 5.1.5. For n ≥ 0, two (A,S)-cobordisms from (C, φ) to (C′, φ′)
x± := (f± : C ⊕ C
′ → D±, (δ±φ, φ⊕−φ
′) ∈ C(f%± )n+1)
are complementary if the chain map(
f+
f−
)
: C ⊕ C′ → D+ ⊕D−
is a homotopy equivalence over A. In which case we say (C, φ) and (C′, φ′) are (A,S)-double-
cobordant and that the set {x+, x−} is a (A,S)-double-cobordism between them.
Entirely analogously to Lemma 5.1.3 and Proposition 5.1.4 we obtain:
Lemma 5.1.6. For n ≥ 0 let (C, φ) ≃ (C′, φ′) be homotopy equivalent n-dimensional, ε-
symmetric S−1A-acyclic Poincare´ complexes over A, then (C, φ) and (C′, φ′) are (A,S)-double-
cobordant.
Proposition 5.1.7. For n ≥ 0, (A,S)-double-cobordism is an equivalence relation on the set
of homotopy equivalence classes of (n + 1)-dimensional, (−ε)-symmetric, S-acyclic Poincare´
complexes over A. The equivalence classes form a group DLn(A,S, ε), the n-dimensional,
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ε-symmetric DL-group of (A,S), with addition and inverses given by
(C, φ) + (C′, φ′) = (C ⊕ C′, φ⊕ φ′), −(C, φ) = (C,−φ) ∈ DLn(A,S, ε).
5.1.3 The D̂L-groups of Seifert forms
Recall R is a commutative Noetherian ring with involution and unit. For this subsection,
assume ε−1 = ε.
Recall from 4.4.4 that for n ≥ 0, a Seifert cobordism of n-dimensional, ε-symmetric Seifert
complexes (C, ψˆ), (C′, ψˆ′) over R is an (n+1)-dimensional, ε-ultraquadratic Poincare´ pair over
R
(f : C ⊕ C′ → D, (δψˆ, ψˆ ⊕−ψˆ′) ∈ C(f ⊗ f)n+1).
Definition 5.1.8. For n ≥ 0, two Seifert cobordisms from (C, ψˆ) to (C′, ψˆ′)
x± := (f± : C ⊕ C
′ → D±, (δ±ψˆ, ψˆ ⊕−ψˆ
′) ∈ C(f± ⊗ f±)n+1)
are complementary if the chain map(
f+
f−
)
: C ⊕ C′ → D+ ⊕D−
is a chain homotopy equivalence over R. In which case we say (C, ψˆ) and (C′, ψˆ′) are Seifert
double-cobordant and that the set {x+, x−} is a Seifert double-cobordism between them.
Lemma 5.1.9. For n ≥ 0 let (C, ψˆ) ≃ (C′, ψˆ′) be homotopy equivalent n-dimensional, ε-
symmetric Seifert complexes over R, then (C, φ) and (C′, φ′) are Seifert double-cobordant.
Proof. Let h : (C, ψˆ) → (C′, ψˆ′) be a given chain homotopy equivalence with chain homotopy
inverse g. Choose (ψˆ + εψˆ∗)−1 to be a chain homotopy inverse to (ψˆ + εψˆ∗) : Cn−∗
≃
−→ C and
set
e = ψˆ(ψˆ + εψˆ∗)−1 : C → C.
There there are complementary lagrangians
(( 1 g ) : C ⊕ C′ → C, (0, ψˆ ⊕−ψˆ′)),
(( 1− e −eg ) : C ⊕ C′ → C, (0, ψˆ ⊕−ψˆ′)).
(cf. Lemmas 5.1.3 and 3.3.5). 
Note that for Seifert complexes we have not had to assume the underlying ring contains a
half-unit.
Proposition 5.1.10. For n ≥ 0, Seifert double-cobordism is an equivalence relation on the
set of homotopy equivalence classes of n-dimensional, ε-symmetric, Seifert complexes over R.
The equivalence classes form a group D̂L
n
(R, ε), the n-dimensional, ε-symmetric DL-group of
Seifert complexes over R, with addition and inverses given by
(C, ψˆ) + (C′, ψˆ′) = (C ⊕ C′, ψˆ ⊕ ψˆ′), −(C, ψˆ) = (C,−ψˆ) ∈ D̂L
n
(R, ε).
Recall that P is the set of Alexander polynomials with coefficients in the ringR. We will need
the double L group of Seifert forms to eventually prove some results in Chapter 7 concerning
Seifert forms of knots. However, we do not intend to develop the theory much further as most
information about them can be obtained another way, for the following (sketched) reason.
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Theorem 5.1.11. There is an isomorphism of abelian groups
B : D̂L
n
(R, ε)
∼=
−→ DLn(R[z, z−1], P, ε).
Proof (sketch). The morphism B is the (±ε)-symmetric chain complex level covering mor-
phism of Ranicki (see [Ran81, p.237]). The ‘algebraic transversality’ construction of Ranicki
[Ran98, 32.10] shows that the covering is surjective on the level of chain homotopy equivalence
classes. The covering construction sends Seifert (double-)nullcobordisms to (R[z, z−1], P )-
(double-)nullcobordisms and the kernel of the covering map on the level of chain homotopy
equivalence classes consists of Seifert double-nullcobordant complexes in analogy to Theorem
3.3.15. 
5.1.4 The DΓ-groups
Recall the following definition given in 4.4:
Definition 5.1.12. For n ≥ 0 let (P, θ) be an n-dimensional ε-symmetric complex over A. If
S−1A⊗ (P, θ) is a Poincare´ complex over S−1A then we say (P, θ) is S-Poincare´ over A.
Let (f : P → Q, (δθ, θ)) be an (n+1)-dimensional ε-symmetric pair over A. If S−1A⊗A (f :
P → Q, (δθ, θ)) is a Poincare´ pair over S−1A then we say (f : P → Q, (δθ, θ)) is S-Poincare´
over A.
An S−1A-cobordism of two n-dimensional ε-symmetric S-Poincare´ complexes, (P, θ) and
(P ′, θ′), is an (n+ 1)-dimensional, ε-symmetric S-Poincare´ pair
(f : P ⊕ P ′ → Q, (δθ, θ ⊕−θ′)),
over A.
If (P, θ) is S-Poincare´ over A then the skew-suspension of the boundary (∂P, ∂θ) is well-
defined in C+(A,S). If (f : P → Q, (δθ, θ)) is S-Poincare´ over A then the skew-suspension of
the surgery dual pair (f ′ : P ′ → Qn+1−∗, (δθ′, θ′)) is well-defined in C+(A,S) and is connected.
Definition 5.1.13. The relative boundary of a connected (n+1)-dimensional ε-symmetric pair
(f : P → Q, (δθ, θ) is the chain complex
∂(Q,P ) := Σ−1C(evl(δθ, θ) : C(f)
n+1−∗ → Q).
Up to homotopy, it is given by (P ′)n−∗ ≃ ∂(Q,P ), with (P ′, θ′), as always, denoting the
effect of surgery on (f : P → Q, (δθ, θ). As such, there is an ε-symmetric Poincare´ pair
(∂f : ∂P → ∂(Q,P ), (θ′, ∂θ′)) where ∂f is the map ∂P → (P ′)n−∗ ≃ ∂(Q,P ) and the symmetric
structure is the usual symmetric structure of the algebraic thickening (P ′, θ′) modified by the
homotopy equivalence (P ′)n−∗ ≃ ∂(Q,P ). (It might be useful to consult diagram 4.7.)
P Q
∂P
∂(Q,P )
Figure 5.3: A pair and relative boundary
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What is ∂-complementary?
We intend to define a condition for two S−1A-cobordisms to be ‘∂-complementary’. To make
sense of the subsequent definition, here is a discussion of the idea:
Recall from Chapter 2 that a suggested naive approach to the definition of the double Witt
Γ-groups DΓε(A→ S−1A) was to take the monoid of S-non-singular ε-symmetric forms over A
and to declare forms with S-complementary S-lagrangians to be the 0-objects. This approach
is not the one ultimately used because the boundary linking form of such a 0-object is not
necessarily hyperbolic, which is a flaw if we are interested in double Witt groups of linking
forms and a well-defined localisation sequence. Our solution was instead to impose a joint
condition on a pair of lagrangians that ensured the boundary linking form was hyperbolic.
What follows is the chain-level construction that is an extension of this idea.
For this discussion let’s restrict ourselves to thinking about S−1A-cobordisms to 0 i.e. S−1A-
nullcobordisms. Suppose an n-dimensional, ε-symmetric S-Poincare´ complex over A (P, θ) has
two S−1A-nullcobordisms (f± : P → Q±, (δ±θ, θ)).
∂(Q−, P ) ∂(Q+, P )
Q+Q−
∂P ∂P
P P
There is a homotopy commutative diagram, where the rows are cofibration sequences anal-
ogous to Meier-Vietoris sequences
Pn−∗
θ0

// C(f+)n+1−∗ ⊕ C(f−)n+1−∗ //
evl(δ+θ,θ)⊕evl(δ−θ,θ)

(Q+ ∪P Q−)
n+1−∗
(δ+θ∪θδ−θ)0

P
(
f+
−f−
)
// Q+ ⊕Q− // Q+ ∪P Q−
To measure the failure of (P, θ) to be Poincare´ over A, we consider the desuspension of the
mapping cone (also known as the boundary):
∂P := Σ−1C(θ0 : P
n−∗ → P )
To measure the failure of (f± : P → Q±, (δ±θ, θ)) to be Poincare´ over A, we consider the
desuspension of the mapping cone (also known as the relative boundary)
∂(Q±, P ) := Σ
−1C(evl(δ±θ, θ) : C(f±)
n+1−∗ → Q±)
By definition, the algebraic union (Q+ ∪P Q−, δ+θ∪θ δ−θ) is Poincare´ if and only if (δ+θ∪θ
δ−θ)0 is a homotopy equivalence. We interpret this as a joint condition on the two S
−1A-
nullcobordisms (f± : P → Q±, (δ±θ, θ)). If it is met we say the two S
−1A-nullcobordisms (f± :
P → Q±, (δ±θ, θ)) are ∂-complementary (read: ‘boundary’ complementary). The following are
clearly equivalent ways to state this condition:
• (Q+ ∪P Q−, δ+θ ∪θ δ−θ) is Poincare´ over A,
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• ∂(Q+, P ) ∪∂P ∂(Q−, P ) ≃ 0,
• The induced map ∂P → ∂(Q+, P )⊕ ∂(Q−, P ) is a homotopy equivalence.
As stated, this condition only makes sense for S−1A-nullcobordisms (f± : P → Q±, (δ±θ, θ))
where (P, θ) is n-dimensional and n > 0. In the special case n = 0, we will say two such S−1A-
nullcobordisms are ∂-complementary if the S−1A-nullcobordisms S(f± : P → Q±, (δ±θ, θ)) of
the 2-dimensional (−ε)-symmetric complex S(P, θ) over A are ∂-complementary.
Definition 5.1.14. For n ≥ 0 let (P, θ), (P ′, θ′) be n-dimensional, ε-symmetric S-Poincare´
complexes over A. We say (P, θ) and (P ′, θ′) are ∂-double-cobordant if there exist two S−1A-
cobordisms:
(f± : P ⊕ P
′ → Q±, (δ±θ, θ ⊕−θ
′) ∈ C(f%± )n+1)
that are ∂-complementary. In which case we call the two S−1A-cobordisms (f± : P ⊕ P
′ →
Q±, (δ±θ, θ ⊕−θ
′)) a ∂-double-cobordism (Fig 5.4).
P P
Q−
∂(Q−, P ⊕ P
′)
∂P ∂P
P ′ P ′
Q+
∂(Q+, P ⊕ P
′)
∂P ′ ∂P ′
Figure 5.4: A ∂-double-cobordism between P and P ′.
Lemma 5.1.15. For n ≥ 0 let (P, θ), (P ′, θ′) be n-dimensional, ε-symmetric S-Poincare´ com-
plexes over A and suppose (P, θ) ≃ (P ′, θ′) over A, then (P, θ) and (P ′, θ′) are ∂-double-
cobordant.
Proof. Let f : (P, θ)
≃
−→ (P ′, θ′) be a homotopy equivalence over A and take the S−1A-
cobordisms
((f 1) : P ⊕ P ′ → P ′, (0, θ ⊕−θ′)),
((f s¯ −s) : P ⊕ P ′ → P ′, (0, θ ⊕−θ′)).
The induced map
(
f 1
fs¯ −s
)
: P ⊕ P ′ → P ′ ⊕ P ′ is a homotopy equivalence (cf. Lemma 5.1.3).
Hence the cone P ′ ∪P⊕P P
′ is contractible and thus trivially Poincare´. 
Proposition 5.1.16. For n ≥ 0, ∂-double-cobordism is an equivalence relation on the set
of A-homotopy equivalence classes of n-dimensional, ε-symmetric S-Poincare´ complexes over
A. The equivalence classes form a group DΓn(A→ S−1A, ε), the n-dimensional, ε-symmetric
DΓ-group of (A,S), with addition and inverses given by
(P, θ) + (P ′, θ′) = (P ⊕ P ′, θ ⊕ θ′), −(P, θ) = (P,−θ) ∈ DΓn(A→ S−1A, ε).
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Proof. The previous lemma shows in particular that ∂-double-cobordism is well defined and
reflexive. It is clearly symmetric. For transitivity, re-glue the two ∂-double-cobordisms
c± = ((f± f
′
±) : P ⊕ P
′ → Q±, (δ±θ, θ ⊕−θ
′)),
c′± = ((f˜
′
± f
′′
±) : P
′ ⊕ P ′′ → Q±, (δ±θ
′, θ′ ⊕−θ′′)).
analogously to Figure 5.3 (cf. Proposition 5.1.4). Using the characterisation of the ∂-complementary
condition in terms of the boundaries and relative boundaries: ∂(P⊕P ′), ∂(P ′⊕P ′′), ∂(Q±, P ⊕
P ′) and ∂(Q′±, P
′ ⊕ P ′′), the transitivity argument used in 5.1.4 can now be used again. 
5.2 Double L-theory localisation exact sequence
5.2.1 Some technical lemmas
The following technical results are required to prepare us for the double L-theory localisation
exact sequence of Theorem 5.2.4. One of the lemmas concerns so-called ‘algebraic Poincare´
trinities’ and is borrowed from [BNR12, §4.5].
Lemma 5.2.1 (“Folding the boundary”). For n ≥ 1, if an n-dimensional ε-symmetric Poincare´
complex (D′′, φ′′) ≃ (D ∪C D
′, φ∪∂φ φ
′) is the algebraic glue of two n-dimensional ε-symmetric
pairs and there is defined an (n+ 1)-dimensional ε-symmetric Poincare´ pair
((f ′′ f˜) : D′′ ⊕ D˜ → E, (Φ, φ⊕−φ˜))
then there is an (n+ 1)-dimensional ε-symmetric pair
((D/C)⊕ D˜ → E/D′, (Φ/φ′, (φ/∂φ)⊕−φ˜)).
D
D′
C
E D˜
** D
D′C
E D˜
Proof. Apply the relative algebraic Thom construction to the (n+1)-dimensional ε-symmetric
triad given by the homotopy commuting square
C
f ′ //
(
f
0
)

D′

D ⊕ D˜ // E
with (n+ 1)-dimensional ε-symmetric structure (Φ, φ⊕ φ˜, φ′, ∂φ). 
Lemma 5.2.2 (“Algebraic trinities” [BNR12, §4.5]). For n ≥ 1, suppose (C, φ) is an (n− 1)-
dimensional ε-symmetric Poincare´ complex over A and there are three n-dimensional Poincare´
pairs over A
(fi : C → Di, (δiφ, φ) ∈ C(f
%
i )n), i = 1, 2, 3.
Then there exists (∂E → E, (δν, ν)), an (n+1)-dimensional, ε-symmetric Poincare´ pair over A
(cf. Figure 5.5) such that
(∂E, ν) ≃
⊕
i6=j(Di ∪C Dj, δiφ ∪φ δjφ).
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D1
D2 D3
D1 ∪C D3D1 ∪C D2
D2 ∪C D3
C

Figure 5.5: The three nullcobordisms of Lemma 5.2.2, resulting in a Poincare´ pair.
Proof (sketch). Apply Lemma 5.2.1 to each of the (n + 1)-dimensional ε-symmetric Poincare´
pairs (these pairs should be thought of as ‘cylinder’ or ‘trivial’ cobordisms)
((1 1) : (D1 ∪C D2)⊕ (D1 ∪C D2)→ D1 ∪C D2, (0, (δ1φ ∪φ δ2φ)⊕−(δ1φ ∪φ δ2φ))),
((1 1) : (D1 ∪C D3)⊕ (D1 ∪C D3)→ D1 ∪C D3, (0, (δ1φ ∪φ δ3φ)⊕−(δ1φ ∪φ δ3φ))),
to obtain two (n + 1)-dimensional ε-symmetric pairs with a common boundary component
(D1/C, δ1φ/φ), which we write as:
x12 := ((D1/C)⊕ (D1 ∪C D2)→ (D1 ∪C D2)/D2, (0/δ2φ, (δ1φ/φ)⊕−(δ1 ∪φ δ2φ))),
x13 := ((D1/C)⊕ (D1 ∪C D3)→ (D1 ∪C D3)/D3, (0/δ3φ, (δ1φ/φ)⊕−(δ1φ ∪φ δ3φ))).
Glue x12 to x13 along the common boundary component (cf. 4.1.10). The glued object
x12 ∪ x13 = ((D1 ∪C D2)⊕ (D1 ∪C D3)→ E, (δν, (δ1φ ∪φ δ2φ)⊕ (δ1φ ∪φ δ3φ)))
(where δν is defined by the glueing operation) is an (n+ 1)-dimensional ε-symmetric pair, but
it is not generally Poincare´. The failure to be Poincare´ is
∂(E, (D1 ∪C D2)⊕ (D1 ∪C D3)) ≃ D2 ∪C D3,
and we can use this chain complex to improve x12 ∪ x13 to an (n+1)-dimensional ε-symmetric
Poincare´ pair (∂E → E, (δν, ν)). By analysing the symmetric structure of this improvement we
see that
(∂E, ν) ≃
⊕
i6=j(Di ∪C Dj, δiφ ∪φ δjφ).

Proposition 5.2.3. For n ≥ 0, suppose the boundary (∂P, ∂θ) of an n-dimensional, ε-symmetric
S-Poincare´ complex (P, θ) over A admits two complementary (A,S)-nullcobordisms. Then
(P, θ) is ∂-double-cobordant to an n-dimensional ε-symmetric Poincare´ complex.
Proof. Write the two complementary (A,S)-nullcobordisms of (∂P, ∂θ) as
(f± : ∂P → D±, (ν±, ∂θ) ∈ C(f
%
± )n).
Recall that as (P, θ) is a connected n-dimensional ε-symmetric complex overA then the algebraic
thickening is the n-dimensional ε-symmetric Poincare´ pair (i : ∂P → Pn−∗, (θ, ∂θ)) where
∂P := Σ−1C(θ0) and (∂P, ∂θ) is an (n− 1)-dimensional ε-symmetric Poincare´ complex over A.
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It follows that both algebraic unions (Pn−∗, θ) ∪(∂P,∂θ) (D±, ν±) are Poincare´ complexes over
A.
We will show that (P, θ) is ∂-double-cobordant to (Pn−∗, θ) ∪(∂P,∂θ) (D+, ν+).
Applying Lemma 5.2.2 to the three nullcobordisms
(i : ∂P → Pn−∗, (θ, ∂θ)), (f± : ∂P → D±, (ν±, ∂θ)),
we obtain an (n+ 1)-dimensional, ε-symmetric Poincare´ pair over A which we write as
xQ := (∂Q→ Q, (δΘ,Θ))
where
∂Q ≃ (Pn−∗ ∪∂ D+)⊕ (P
n−∗ ∪∂ D−)⊕ (D− ∪∂ D+)
≃ (Pn−∗ ∪∂ D+)⊕ (P
n−∗ ∪∂ D−)
Following the construction in the proof of Lemma 5.2.2, by folding two ‘cylinder’ cobordisms
we also obtain two (n+ 1)-dimensional ε-symmetric pairs:
x± := ((P
n−∗/∂P )⊕ (Pn−∗ ∪∂ D±)→ (P
n−∗ ∪∂ D±)/D±, (0/ν±, θ/∂θ ⊕−(θ ∪∂θ ν±)))
≃ (P ⊕ (Pn−∗ ∪∂ D±)→ (P
n−∗ ∪∂ D±)/D±, (0/ν±, θ ⊕−(θ ∪∂θ ν±)))
Noting that x− and xQ have a common boundary component (P
n−∗ ∪∂P D−, (θ ∪∂θ ν−)),
we will now glue pairs according to the schematic shown in Figure 5.6.
P P
D+D−
Q
∂P ∂P
Pn−∗ ∪∂P D+ P
n−∗ ∪∂P D+
Pn−∗ ∪∂P D+
Pn−∗ ∪∂P D−
Pn−∗ ∪∂P D−
pp
Figure 5.6: The ∂-double-cobordism from (P, θ) to (Pn+1−∗, θ) ∪(∂P,∂θ) (D+, ν+)
Hence there are defined two pairs x+ and x− ∪ xQ. For the sake of being explicit, we write
these two pairs out fully (but for understanding, the pictures together with the yoga of glueing
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operations is more useful!):
(P ⊕ (Pn−∗ ∪∂ D+)→ (P
n−∗ ∪∂ D+)/D+, (0/ν+, θ ⊕−(θ ∪∂θ ν+))),
(P⊕(Pn−∗∪∂D+)→ ((P
n−∗∪∂D±)/D−)∪Pn−∗∪∂PD−Q, ((0/ν−)∪θ∪∂θν− δΘ, θ⊕−(θ∪∂θν±))).
Firstly, note these pairs are both S-Poincare´ as the effect of surgery on (P ⊕ (Pn−∗ ∪∂
D+), θ ⊕ −(θ ∪∂θ ν+)) with data either pair is S-acyclic (in fact the effects are respectively
homotopy equivalent to one of (D±/∂P, ν±/∂θ), both of which are contractible over S
−1A). So
each pair is an S−1A-cobordism from (P, θ) to (Pn−∗ ∪∂ D+, (θ ∪∂θ ν+)).
Next we claim that the S−1A-cobordisms are ∂-complementary. To see this we observe
D+ ≃ ∂((P
n−∗ ∪∂ D+)/D+, P ⊕ (P
n−∗ ∪∂ D+))
D− ≃ ∂(((P
n−∗ ∪∂ D±)/D−) ∪Pn−∗∪∂PD− Q, (P ⊕ (P
n−∗ ∪∂ D+)))
∂P ≃ ∂(P ⊕ (Pn−∗ ∪∂P D+))
and the induced map:
∂P → D+ ⊕D−
was a homotopy equivalence by hypothesis.
Hence we have described two ∂-complementary S−1A-cobordisms from (P, θ) to (Pn−∗ ∪∂
D+, (θ ∪∂θ ν+)) as was required. 
5.2.2 Double L-theory localisation exact sequence
For n ≥ 0 we will define some group homomorphisms between the cobordism and double-
cobordism groups we have constructed (checking along the way that these homomorphisms
are well-defined). The morphisms are equal on the level of monoids of ε-symmetric Poincare´
complexes to those morphisms in the long exact sequence of Ranicki from Theorem 4.4.16.
If (P, θ) ∼ 0 ∈ Ln(A, ε) then by definition (∂P, ∂θ) ≃ 0 and there exists a nullcobordism
(f : P → Q, (δθ, θ)) with ∂(Q,P ) ≃ 0 (as the pair is Poincare´ over A). Hence two copies of this
same nullcobordism are ∂-complementary (trivially). Therefore we define a homomorphism
Di : Ln(A, ε)→ DΓn(A→ S−1A, ε); Di([P, θ]) := [(P, θ)].
If (P, θ) ∼ 0 ∈ DΓn(A→ S−1A, ε) then there exist ∂-complementary S−1A-nullcobordisms
(f± : P → Q±, (δθ, θ)). Define n-dimensional ε-symmetric pairs
(∂f± : ∂P → ∂(Q±, P ), (θ, ∂θ))
using the algebraic surgery and algebraic thickening constructions defined in Chapter 4. These
two pairs are complementary (A,S)-nullcobordisms as they come from ∂-complementary S−1A-
cobordisms. Hence we define a homomorphism
D∂ : DΓn(A→ S−1A, ε)→ DLn(A,S, ε); D∂([P, θ]) := [S(∂P, ∂θ)].
As a result of these definitions we can state our main technical result of double L-theory.
Theorem 5.2.4 (Double L-theory localisation exact sequence). For n ≥ 0, the sequence of
group homomorphisms
0→ Ln(A, ε)
Di
−−→ DΓn(A→ S−1A, ε)
D∂
−−→ DLn(A,S, ε)
is exact.
Proof. We must show exactness in two places:
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DΓn(A→ S−1A, ε): Clearly D∂ ◦Di = 0 as (∂P, ∂θ) = 0 for (P, θ) Poincare´ over A.
Now suppose [(P, θ)] ∈ ker(D∂) so that S(∂P, ∂θ) has a pair of complementary null-
cobordisms S(f± : ∂P → D±, (ν±, ∂θ) ∈ C(f
%
± )n+1). Apply Proposition 5.2.3 to show that
[(P, θ)] ∈ im(Di).
Ln(A, ε): Suppose (P, θ) ∼ 0 ∈ DΓn(A → S−1A, ε) and (P, θ) is Poincare´ over A. There
exist two ∂-complementary S−1A-nullcobordisms (f± : P → Q±, (δ±θ, θ)). Write the effect
of surgery on (P, θ) with data (f± : P → Q±, (δ±θ, θ)) as (P
′
±, θ
′
±). As (P
′
±)
n−∗ ≃ C(∂P →
∂(Q±, P )) ≃ ∂(Q±, P ), both (P
′
±, θ
′
±) are S-acyclic. Therefore the cobordism class of (P, θ) is in
the image of Dj. In fact, more than this, as ∂P ≃ ∂(Q+, P )⊕∂(Q−, P ) by the ∂-complementary
condition, both of (f± : P → Q±, (δ±θ, θ)) are nullcobordisms over A.
Q+Q− ∂(Q+, P ) ≃ 00 ≃ ∂(Q−, P ) P

Remark. Double L-theory can be developed by similar methods without the connectivity
conditions on the underlying symmetric chain complexes - in the terminology of [Ran92, §3]
this is working over the stable algebraic bordism category (A(A),B(A),C(A,S)). In this version
there is a double L-theory localisation exact sequence proved in exactly the same way, and in
the stable version it is possible to extend the sequence:
0→ Ln(A, ε)
Di
−−→ DΓn(A→ S−1A, ε)
D∂
−−→ DLn(A,S, ε)
Dj
−−→ Ln−1(A, ε).
However, in the stable version of double L-theory, the connection between the double L-groups
and the double Witt groups is not clear.
Remark. The reader may be wondering why there is no long exact sequence for localisation
in double L-theory as in the case of classical L-theory. Recall that for the classical L-theory
localisation exact sequence of Theorem 4.4.16, the composition j ◦ i was shown to be 0 by
observing that there was always an S−1A-nullcobordism of an n-dimensional ε-symmetric S-
acyclic Poincare´ complex (C, φ) given by the pair (0 : C → 0, (0, φ)). There are no obvious
candidates for a similar result showing that (C, φ) admits a ∂-double-nullcobordism.
Staying in the vein of desirable results which we lack, there is no obvious candidate for an
exact sequence comparing the projective DL-groups and torsionDL-groups via the well-defined
forgetful map
DLn+1(A,S, ε)→ DLn(A, ε).
The major obstacle here is the lack of something like Proposition 5.2.3, which is a non-obvious
result that would be very challenging to extend.
We show in Chapter 7 that a double knot-nullcobordism determines two complementary
nullcobordisms of the Blanchfield complex of the knot, so that such a sequence would be desir-
able due to its geometric significance.
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5.3 Surgery above and below the middle dimension
Recall that as there is assumed to be a half-unit in the ring, Theorem 4.4.15 tells us there are
isomorphisms for n ≥ 0
S : Ln(A, ε)
∼=
−→ Ln+2(A,−ε),
S : Γn(A→ S−1A, ε)
∼=
−→ Γn+2(A→ S−1A,−ε),
S : Ln(A,S, ε)
∼=
−→ Ln+2(A,S,−ε).
Applying the skew-suspension twice thus establishes 4-periodicity in each of the above groups.
This is a deep and extremely useful result. We would like to know to what extent this result is
true in the double L- and Γ-groups.
For the standard L- and Γ-groups, surjectivity of the skew suspension map is shown by
performing an appropriate surgery on an (n + 2)-dimensional object to reduce its length to
that of a skew-suspended n-dimensional object. Injectivity is shown by proving that if a skew-
suspension is nullcobordant then we may pick the nullcobordism to be a skew suspension.
Again, this is shown by surgery, but now in a relative setting.
We will now attempt to use the skew-suspension map to analyse the extent to which there
exists periodicity in double L-theory. This will involve an investigation of how to shorten
symmetric complexes within their double-cobordism classes in double L-theory using some
kind of surgery. Under certain conditions on the ring we are able to achieve the required effect
by ‘surgery above and below the middle dimension’, however this process is difficult and the
ring conditions we use are very restrictive. The difficulty of performing these simplifications on
a chain complex add algebraic ballast to the opinion that the ‘doubly-slice problem’ considered
in Chapters 6 and 7 is very hard!
5.3.1 Periodicity in double L-theory?
Proposition 5.3.1. For n ≥ 0, the skew-suspension gives well-defined injective homomor-
phisms
S : DLn(A, ε) →֒ DLn+2(A,−ε); [(C, φ)] 7→ [S(C, φ)],
S : DLn(A,S, ε) →֒ DLn+2(A,S,−ε); [(C, φ)] 7→ [S(C, φ)].
Proof. We consider only the statement for the projective DL-groups DLn(A, ε), the torsion
DL-group case being entirely similar.
If (C, φ) ∈ DLn(A, ε) admits complementary nullcobordisms (f± : C → D±, (δ±φ, φ)) then
the skew-suspensions
S(f± : C → D±, (δ±φ, φ)) := (Σf± : ΣC → ΣD,S(δφ, φ))
are complementary nullcobordisms for S(C, φ) ∈ DLn+2(A,−ε). Therefore the homomorphism
is well defined.
To show injective, consider the general situation of a pair x given by formal skew-desuspension
an (n+ 3)-dimensional (−ε)-symmetric pair
x := (Σ−1f : Σ−1C → Σ−1D, (S)−1(δφ, φ)).
Such a formal skew-desuspension is an (n+ 1)-dimensional ε-symmetric pair if and only if the
morphism Σ−1f is in B+(A).
Now, more specifically, suppose that (C, φ) is an n-dimensional ε-symmetric complex and
that there are complementary nullcobordisms (f± : ΣC → D±, S(δ±φ, φ)). Then the condition
of being complementary gives Hr(ΣC) ∼= Hr(D+)⊕Hr(D−) so that the desuspensions Σ
−1D±
are in B+(A). Hence (f± : C → Σ
−1D±, (δ±φ, φ)) are complementary nullcobordisms of (C, φ).
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
Corollary 5.3.2. For n ≥ 1, the skew suspension gives a well-defined injective homomorphism
S : DΓn(A→ S−1A, ε)→ DΓn+2(A→ S−1A,−ε); [(P, θ)] 7→ [S(P, θ)].
Proof. As there is a half unit in the ringA, for each k ≥ 0, the skew suspension is an isomorphism
S : Lk(A, ε)
∼=
−→ Lk+2(A,−ε).
The result now follows from the double L-theory localisation exact sequence and a diagram
chase of the commutative diagram with exact rows
0 // Ln(A, ε)
Dj //
∼= S

DΓn(A→ S−1A, ε)
D∂ //
S

DLn(A,S, ε)
 _
S

0 // Ln+2(A,−ε)
Dj // DΓn+2(A→ S−1A,−ε)
D∂ // DLn+2(A,S,−ε)

Various different standard algebraic surgeries are defined in the literature for the purpose
of giving an inverse to the skew-suspension map in L-theory, and if your intention is to merely
make a chain complex shorter, then any of these surgeries (used in a valid context) will give the
desired result. To define an inverse to the skew-suspension map in double L-theory we have the
additional complication that we must precisely control the chain homotopy type of the effect
of two (potentially different) surgeries in order to achieve the same effect with each. Moreover,
the cobordisms resulting from the two surgeries will need to be complementary. In order to get
the necessary control, we will surger with data given by projective resolutions of the top- and
bottom-dimensional homology modules respectively so that the effect of surgery in each case
will (up to homology) have both the top and bottom missing, by Poincare´ duality. For a ‘top’
surgery and a ‘bottom’ surgery to have the same effect on the chain level, we will also need to
impose fairly strict dimensionality conditions on the underlying ring with involution.
Theorem 5.3.3 (Surgery above and below the middle dimension: projective case). Suppose
that A has h.d. 0 and the element s ∈ A with s+ s = 1 is moreover a unit in A. Then for each
n ≥ 0, the skew-suspension defines an isomorphism
S : DLn(A, ε)
∼=
−→ DLn+2(A,−ε).
Proof. Because A has h.d. 0, all A-modules are projective, so without loss of generality we may
assume an (n+ 2)-dimensional (−ε)-symmetric Poincare´ complex (C, φ) over A is of the form
0→ Cn+2
0
−→ Cn+1 → · · · → C1
0
−→ C0 → 0.
Consequently, φ ∈ W%Cn is described entirely by the chain equivalence φ0 : C
n+2−∗ ≃−→ C
which moreover defines an isomorphism of projective A-modules φ0 : C
n+2−r
∼=
−→ Cr for each r.
Define
(D+)r =
{
Cn+2 r = n+ 2,
0 otherwise,
and the obvious morphism f+ : C → D+. By inspecting the differential in C(f
%
+ ), the element
(0, φ) ∈ C(f%+ )n+3 is clearly seen to be a cycle. Hence there is an (n + 3)-dimensional (−ε)-
symmetric pair x+ := (f+ : C → D+, (0, φ)).
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Define
(D−)r =
{
C0 r = 0,
0 otherwise,
and the obvious morphism f− : C → D−. There is then an (n+3)-dimensional (−ε)-symmetric
Poincare´ pair x− := (f− : C → D−, (0, φ)).
Surgery on (C, φ) with data x± has effect (C
′
±, φ
′
±) which is given, up to homotopy, by
(C′±)r =
{
Cr 1 ≤ r ≤ n,
0 otherwise,
with all differentials equal to 0, in which description φ′ is determined entirely by φ′0 which is
given (according to the choice of structure in [Ran80a, p.145]) by φs(φ
′
±)0 = φ0 : C
n+2−r → C
for 1 ≤ r ≤ n+ 1 and is 0 otherwise. So there exists a homotopy equivalence h : (C′−, φ
′
−)
≃
−→
(C′+, φ
′
+). We write the respective cobordisms associated to the two surgeries (see Corollary
4.3.7 and the subsequent remark for definition) as
((g± g
′
±) : C ⊕ C
′
± → D˜±, (0, φ⊕−φ
′
±))
whose underlying morphisms are given on the level of homology by
(g+ g
′
+)∗ =
 (1 1) : Hr(C)⊕Hr(C)→ Hr(C) 1 ≤ r ≤ n,1 : Hr(C)→ Hr(C) r = 0
0 otherwise
(g− g
′
−)∗ =

(1 1) : Hr(C)⊕Hr(C)→ Hr(C) 1 ≤ r ≤ n,
1 : Hr(C)→ Hr(C) r = n+ 2
0 otherwise
Define two cobordisms from (C, φ) to (C′±, φ
′
±) by
(( g+ g
′
+h ) : C ⊕ C
′
− → D˜+, (0, φ⊕−φ
′))
(( sg− −sg
′
− ) : C ⊕ C
′
− → D˜−, (0, φ⊕−φ
′)).
Using the facts that s is a unit in A and that s+ s = 1, it is easily checked that(
g+ g
′
+h
sg− −sg
′
−
)
: C ⊕ C′− → D˜+ ⊕ D˜−
is an isomorphism on the level of homology. Hence we have shown that (C, φ) is double-
cobordant to the skew-suspension of the n-dimensional ε-symmetric Poincare´ complex given by
(Σ−1C′−, S
−1
φ′−). In other words, the skew suspension map S : DL
n(A, ε)→ DLn+2(A,−ε) is
surjective and therefore an isomorphism as was required to be shown. 
Corollary 5.3.4. Under the hypotheses of Theorem 5.3.3 and for k ≥ 0
DL2k+1(A, ε) = 0,
DL2k(A, ε) ∼= W (−1)
kε(A).
Proof. For any 1-dimensional (−1)kε-symmetric Poincare´ complex (C, φ), the pairs (f± : C →
D±, (0, φ)) defined in the proof of Theorem 5.3.3 are complementary nullcobordisms, proving
that DL1(A, (−1)kε) = 0. Now apply Theorem 5.3.3.
A double-nullcobordism of a 0-dimensional (−1)kε-symmetric Poincare´ complex (C, φ) is
given by (f± : C → D±, (δ±φ, φ)) and Hr(C) ∼= Hr(D+)⊕Hr(D−), which vanishes except when
r = 0. Hence up to chain homotopy, D± are strictly 0-dimensional and correspond precisely to
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complementary lagrangians of the non-singular (−1)kε-symmetric intersection form associated
to (C, φ). Now apply Theorem 5.3.3 and Claim 2.3.10. 
Remark. This is the best result we could hope for in the projective DL-groups using these
particular surgeries ‘above and below the middle dimension’ that work by surgering resolutions
of Hn+1(C) and H0(C) respectively. If we hypothesise that A has h.d. 1, for example, the two
surgeries described in the proof will both still be valid but we no longer expect the respective
effects of surgery to be homotopic to one another (different Ext terms appear in the respective
effects of surgery). Of course, this does not preclude some other strategy from producing
surgeries above and below the middle dimension! At present we have no counterexample to
the statement that the skew-suspension maps are always isomorphisms in the projective double
L-groups.
The hypothesis in Theorem 5.3.3 that the homological dimension is 0 is a strict one. How-
ever, there is a slogan that what can be done for projective complexes over a ring with h.d. m
can be done for S-acyclic complexes over a ring with h.d. m+ 1. In this spirit, we now obtain
a similar result for S-acyclic complexes. Sadly, this result will not be strong enough to invert
the skew-suspension maps for the corresponding double L-groups.
Proposition 5.3.5 (Surgery above and below the middle dimension: torsion case up to homol-
ogy). Suppose the element s ∈ A with s+ s = 1 is a unit in A and that (A,S) has dimension 0.
Then for each n ≥ 2 and each (n+1)-dimensional S-acyclic (−ε)-symmetric Poincare´ complex
(C, φ) over A, there exist two (A,S) cobordisms
((g± g
′
±) : C ⊕ C
′
± → D˜±, (0, φ⊕−φ
′
±))
such that (C′±, φ
′
±) are skew-suspensions, H∗(C
′
+) = H∗(C
′
−) and for each r = 0, . . . , n+ 1(
g+ g
′
+
sg− −sg
′
−
)
: Hr(C)⊕Hr(C
′
±)
∼=
−→ Hr(D˜+)⊕Hr(D˜−).
Proof. Because (A,S) has dimension 0, we may assume without loss of generality that an
(n+ 1)-dimensional ε-symmetric S-acyclic Poincare´ complex (C, φ) over A is of the form
0→ Cn+1
d
−→ Cn → · · · → C1
d
−→ C0 → 0.
Because C is S-acyclic we have also that Hn+1(C) = 0.
Define f+ : C → D+ to be a morphism in C+(A,S) resolving the identity morphism
1 : Hn(C) → Hn(C) by a chain map from C to a complex of f.g. projective A-modules D+ of
the form
0→ (D+)n+1
d+
−−→ (D+)n → 0→ · · · → 0→ 0.
Define f− : C → D− to be a morphism in C+(A,S) resolving the identity morphism 1 :
H0(C) → H0(C) by a chain map from C to a complex of f.g. projective A-modules D− of the
form
0→ 0→ · · · → 0→ (D−)1
d−
−−→ (D−)0 → 0.
As in the proof of Theorem 5.3.3 there are defined (n + 2)-dimensional ε-symmetric pairs
x± := (f± : C → D±, (0, φ)). We write the effect of surgery on (C, φ) with data x± as
(C′±, φ
′
±). We claim that the homology of the effect is given by
Hr(C
′
±) =
{
Hr(C) 1 ≤ r ≤ n− 2,
0 otherwise,
We prove this claim for C′− (the case of C
′
+ being entirely similar). Consider part of the long
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exact sequence in homology coming from the definition of the surgery
0→ Hn+1(C
′
−)︸ ︷︷ ︸
=0
→ Hn+1(D
n+3−∗
− )
φ0f
∗
−
−−−→ Hn+1(f−)→ Hn(C
′
−)→ 0
But the Universal Coefficient Theorem states in this context that there is a short exact sequence
0→ Ext1A(H0(C), A)︸ ︷︷ ︸
=Hn+1(D
n+3−∗
−
)
β
−→ H1(C) −→ H1(C)
∗︸ ︷︷ ︸
=0
→ 0
and we may identify f∗− with the isomorphism β so that Hn−1(C) = 0. The rest of the claim
follows easily by considering the rest of the long exact homology sequence.
Exactly as in the proof of Theorem 5.3.3, we can now write the respective cobordisms
associated to the two surgeries (according to Corollary 4.3.7 and the subsequent remark) as
((g± g
′
±) : C ⊕ C
′
± → D˜±, (0, φ⊕−φ
′
±))
and we see that the maps induced on homology are
(g+ g
′
+)∗ =
 (1 1) : Hr(C) ⊕Hr(C)→ Hr(C) 1 ≤ r ≤ n− 1,1 : Hr(C)→ Hr(C) r = n
0 otherwise
(g− g
′
−)∗ =
 (1 1) : Hr(C)⊕Hr(C)→ Hr(C) 1 ≤ r ≤ n− 1,1 : Hr(C)→ Hr(C) r = 0
0 otherwise
Proceeding as in Theorem 5.3.3, the rest of the proposition follows. 
Clearly, a desirable fact that is missing from the previous proposition is a proof that the
effects (C′±, φ
′
±) are homotopic to one another. As the complexes C
′
− and C
′
+ were shown to
be quasi-isomorphic, and the symmetric structures φ′± are described by (degree 0) chain maps
that induce the same map on homology, one might hope there exists a chain-level equivalence
between these maps and hence a chain homotopy equivalence between (C′+, φ
′
+) and (C
′
−, φ
′
−).
However, such a general result does not exist.
We stress that we have no counter examples to the statement that ‘all double L-groups are
4-periodic’. But we conjecture that it is not true in general and that for each n ≥ 2, there is
an obstruction to inverting the skew-suspension map
S : DLn(A,S, ε) →֒ DLn+2(A,S,−ε).
5.4 Comparison with double Witt groups
Our general philosophy of ε-symmetric forms is that they are best understood as short chain
complexes with extra structure.
Double Witt groups of forms and Seifert forms
The following is evidently true.
Proposition 5.4.1. There are contravariant 1:1 correspondences that preserve the respective
monoid structures.
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{
0-dimensional, ε-symmetric
(Poincare´) complexes over R
}/
htpy.
←→
{
(non-singular) ε-symmetric
forms over R
}/
iso
(C, φ) 7→ (H0(C), φ0).
and
{
0-dimensional, ε-symmetric
Seifert complexes over R
}/
htpy.
←→
{
non-singular ε-symmetric
Seifert forms over R
}/
iso
(C, ψˆ) 7→ (H0(C), ψˆ).
Here is a precise characterisation of metabolic Seifert forms considered as chain complexes.
Proposition 5.4.2. An ε-symmetric Seifert form over R admits a lagrangian if and only
if the associated ε-symmetric homotopy equivalence class of 0-dimensional ε-symmetric Seifert
complexes over R contains (C, ψˆ) such that there is a Seifert nullcobordism (f : C → D, (δψˆ, ψˆ))
with H1(D) = 0.
Hence a precise characterisation of hyperbolic Seifert forms considered as chain complexes
Proposition 5.4.3. An ε-symmetric Seifert form over R is hyperbolic if and only if the as-
sociated ε-symmetric homotopy equivalence class of 0-dimensional ε-symmetric Seifert com-
plexes over R contains (C, ψˆ) such that there are two complementary Seifert nullcobordisms
(f± : C → D±, (δψˆ, ψˆ)) with H
1(D±) = 0.
Proposition 5.4.4. There is an isomorphism of groups
D̂W
ε
(R)
∼=
−→ D̂L
0
(R, ε).
Proof. Clearly well-defined and surjective by the previous 3 propositions. So show injective,
suppose that if (C, ψˆ) is a ε-symmetric, 0-dimensional Poincare´ complex associated to the
non-singular, ε-symmetric Seifert form (K,α). If there exists a pair of complementary Seifert
nullcobordisms (f± : C → D±, (δ±ψˆ, ψˆ)) then in particular 0 = H
1(C) = H1(D+) ⊕H
1(D−)
so that H1(D±) = 0 but then (K,α) must be hyperbolic by Proposition 5.4.3. 
Definition 5.4.5. A non-singular ε-symmetric Seifert form (K,α) over R is called stably-
hyperbolic if there exist hyperbolic ε-symmetric Seifert forms H,H ′ such that (K,α)⊕H ∼= H ′.
Note that a priori the stably-hyperbolic Seifert forms are precisely the representatives of
the 0 class in the double Witt group of Seifert forms. However, we obtain the following charac-
terisation as a corollary of Proposition 5.4.4.
Corollary 5.4.6 (‘Stably hyperbolic = hyperbolic’). A non-singular ε-symmetric Seifert form
(K,α) over R is hyperbolic if and only if it is stably hyperbolic.
Proof. “Only if” is clear. Conversely, a stably hyperbolic ε-symmetric Seifert form determines
the 0 class in D̂W
ε
(R) ∼= D̂L
0
(R, ε). Therefore there is a Seifert double-nullcobordism of the
corresponding 0-dimensional ε-symmetric chain complex. But by the proof of the previous
proposition, these nullcobordisms correspond to complementary lagrangians. 
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Double Witt groups of linking forms
Proposition 5.4.7 ([Ran81, 3.4.1]). The following is a contravariant 1:1 correspondence that
preserves the respective monoid structures.{
1-dimensional, (−ε)-symmetric
S-acyclic (Poincare´) complexes over A
}/
htpy.
←→
{
(non-singular) ε-symmetric
linking forms over (A,S)
}/
iso
(C, φ) 7→ (H1(C), λφ),
where λφ([x], [y]) = s
−1φ0(x, z) for x, y ∈ C
1, z ∈ C0 and s ∈ S such that d∗z = sy.
Here is a precise characterisation of metabolic forms considered as chain complexes:
Proposition 5.4.8 ([Ran81, 3.4.5(ii)]). A non-singular, ε-symmetric linking form over (A,S)
admits a lagrangian if and only if the associated (−ε)-symmetric homotopy equivalence class of
1-dimensional (−ε)-symmetric Poincare´ complexes over A contains (C, φ) such that there is an
S-acyclic 2-dimensional (−ε)-symmetric Poincare´ pair (f : C → D, (δφ, φ)) with H2(D) = 0.
An easy consequence of this is a precise characterisation of hyperbolic forms considered as
chain complexes:
Proposition 5.4.9. A non-singular, ε-symmetric linking form over (A,S) is hyperbolic if
and only if the associated (−ε)-symmetric homotopy equivalence class of 1-dimensional (−ε)-
symmetric Poincare´ complexes over A contains (C, φ) such that there are two complementary
S-acyclic 2-dimensional (−ε)-symmetric pairs (f± : C → D±, (δ±φ, φ)) with H
2(D±) = 0.
Proposition 5.4.10. There is an isomorphism of groups
DW ε(A,S)
∼=
−→ DL0(A,S, ε).
Proof. As in Proposition 5.4.4. 
Definition 5.4.11. A non-singular ε-symmetric linking form (T, λ) over (A,S) is called stably-
hyperbolic if there exist hyperbolic ε-symmetric linking forms H,H ′ such that (T, λ)⊕H ∼= H ′.
Corollary 5.4.12 (‘Stably hyperbolic = hyperbolic’). Suppose there exists s ∈ A such that
s+ s¯ = 1. A non-singular ε-symmetric linking form (T, λ) over (A,S) is hyperbolic if and only
if it is stably hyperbolic.
Proof. As in Corollary 5.4.6. 
Remark. It is entertaining to see a proof of 5.4.12 entirely in the context of linking forms.
This is just a formal exercise in tracing the DL proof through the isomorphism of Claim 5.4.10
and we leave it to an interested reader.
For any (A,S), there is an isomorphism W ε(A,S) ∼= L0(A,S, ε) ([Ran81, 3.4.7(ii)]), but it
is not sufficient to prove that stably metabolic implies metabolic for linking forms in general.
The reason is that an (A,S)-nullcobordism (f : C → D, (δφ, φ)) of a 1-dimensional (−ε)-
symmetric S-acyclic Poincare´ complex over A might haveH2(D) 6= 0, so that the corresponding
ε-symmetric linking form need not necessarily admit a lagrangian (cf. the torsion version of
[Ran80a, 4.6]).
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The linking form of a symmetric Poincare´ complex
In general just taking the middle-dimensional pairing that one hopes is the linking form of
a symmetric Poincare´ complex (C, φ) does not give a well-defined linking form as we saw in
3.1.3. There are two issues: the cohomology modules not necessarily having length 1 resolutions
and the linking form might not pair modules via the universal coefficient problem. We now
make clear some circumstances in which taking the middle-dimensional pairing of a symmetric
Poincare´ complex (C, φ) is a valid operation.
Proposition 5.4.13. Suppose (A,S) has dimension 0 and (C, φ) is a (2k + 3)-dimensional
ε-symmetric S-acyclic Poincare´ complex over A. Then
λφ : H
k+2(C)×Hk+2(C)→ S−1A/A; ([x], [y]) 7→ s−1y˜(φ0(x)),
with x, y ∈ Ck+2, y˜ ∈ Ck+1, and s ∈ S such that d∗y˜ = sy, is a well-defined, non-singular,
(−1)kε-symmetric linking form. Moreover:
(i) If (C, φ) is (A,S)-nullcobordant then (Hk+2(C), λφ) is metabolic.
(ii) If (C, φ) is (A,S)-double-nullcobordant then (Hk+2(C), λφ) is hyperbolic.
Proof. The first part is standard; the chain complex C has homology satisfying (H1) of Propo-
sition 3.1.12 so by the same argument the linking form (Hk+2(C), λφ) is well-defined and non-
singular. The (−1)k-symmetry must follow slightly differently than in Chapter 3 as we are no
longer defining the pairing via cup-product so we cannot use its derivation properties. But the
result can be recovered from a chain-level calculation requiring the higher chain homotopy φ1,
see for instance the chain-level calculations in [Pow12, pp153].
For (i), suppose (g : C → D, (δφ, φ)) is an (A,S)-nullcobordism of (C, φ). Write the functor
e1(−) = Ext1A(−, A) for brevity. Then there is a commutative diagram with exact rows
Hk+2(D;A)
g∗ // Hk+2(C;A) // Hk+3(D,C;A))
e1(Hk+1(D;A)) //
∼=
OO
e1(Hk+1(C;A)) //
∼=
OO
e1(Hk+2(D,C;A))
∼=
OO
e1(Hk+3(D,C;A))
\ evl(δφ,φ) ∼=
OO
// e1(Hk+2(C;A))
φ0 ∼=
OO
e1(g∗) // e1(Hk+2(D;A))
\ evr(δφ,φ) ∼=
OO
The central column determines the linking form (Hk+2(C;A), λφ) adjointly. Hence the inclusion
of the image j : g∗(Hk+2(D;A)) →֒ Hk+2(C;A) is a lagrangian submodule as the commutative
diagram determines an exact sequence
0→ g∗(Hk+2(D;A))
j
−→ Hk+2(C;A)
j∧λφ
−−−→ g∗(Hk+2(D;A))∧ → 0.
For (ii), suppose (f± : C → D±, (δ±φ, φ)) is an (A,S)-double-nullcobordism of (C, φ). By
the above we have that (f∗+ f
∗
−) : H
k+2(D+) ⊕ H
k+2(D+) ∼= H
k+2(C) is now a direct sum
decomposition by complementary lagrangians. 
We prove a more delicate version of the above for the knot-theoretic localisation (A,S) =
(Z[z, z−1], P ) with P the set of Alexander polynomials.
Proposition 5.4.14. Suppose (A,S) = (Z[z, z−1], P ) and (C, φ) is a (2k + 3)-dimensional
ε-symmetric S-acyclic Poincare´ complex over A. Then the Blanchfield form of Theorem 3.1.13:
λφ : f(H
k+2(C)) × f(Hk+2(C))→ P−1Z[z, z−1]/Z[z, z−1]; ([x], [y]) 7→ p−1y˜(φ0(x)),
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with x, y ∈ Ck+2, y˜ ∈ Ck+1, and p ∈ P such that d∗y˜ = sy, is a well-defined, non-singular,
(−1)kε-symmetric linking form. Moreover:
(i) If (C, φ) is (A,S)-nullcobordant then (f(Hk+2(C)), λφ) is metabolic.
(ii) If (C, φ) is (A,S)-double-nullcobordant then (f(Hk+2(C)), λφ) is hyperbolic.
Proof. The Blanchfield form is well-defined and non-singular by Theorem 3.1.13. As the chain-
level formula is identical to that of the linking form in 5.4.13, the (−1)k-symmetry follows from
the same calculations as in that proof.
For (i), suppose (g : C → D, (δφ, φ)) is an (A,S)-nullcobordism of (C, φ). Then we must
appeal to the results of [Lev77] described in 3.1.3. Write e1(−) = Ext1A(−, A) for brevity. As
the chain complexes C, D and C(f) are all S−1A-acyclic, we obtain the following commutative
diagram with exact rows from the discussion in 3.1.3
f(Hk+2(D;A)) //
∼=

f(Hk+2(C;A)) //
∼=

f(Hk+3(D,C;A))
∼=

e1(f(Hk+1(D;A))) // e1(f(Hk+1(C;A))) // e1(f(Hk+2(D,C;A)))
e1(f(Hk+1(D,C;A)))
\ evl(δφ,φ) ∼=
OO
// e1(f(Hk+2(C;A)))
φ0 ∼=
OO
// e1(f(Hk+2(D;A)))
\ evr(δφ,φ) ∼=
OO
As in Proposition 5.4.13, the image of
g∗ : f(Hk+2(D;A))→ f(Hk+2(C;A))
is a lagrangian submodule.
For (ii), suppose (f± : C → D±, (δ±φ, φ)) is an (A,S)-double-nullcobordism of (C, φ). By
the above we have that (f∗+ f
∗
−) : H
k+2(D+) ⊕ H
k+2(D+) ∼= H
k+2(C) is now a direct sum
decomposition by complementary lagrangians. 
Corollary 5.4.15. Suppose (A,S) has dimension 0 (resp. (A,S) = (Z[z, z−1], P )) and that
(T, λ) is a non-singular, ε-symmetric linking form over (A,S). If (T, λ) is stably metabolic then
it is metabolic. If (T, λ) is stably hyperbolic, then it is hyperbolic.
Proof. Under the correspondence of Proposition 5.4.7, (T, λ) goes to a 1-dimensional (−ε)-
symmetric S-acyclic Poincare´ complex (C, φ) over A. If (T, λ) is stably metabolic, there exists
an (A,S)-nullcobordism (f : C → D, (δφ, φ)) by the isomorphism W ε(A,S) ∼= L2(A,S,−ε).
But then by Proposition 5.4.13 (resp. Proposition 5.4.14), (H1(C), λφ) = (T, λ) is metabolic.
If (T, λ) is stably hyperbolic we use the isomorphism DW ε(A,S) ∼= DL0(A,S, ε) and follow
the same proof. 
The following corollary is also evident.
Corollary 5.4.16. If (A,S) has dimension 0 (resp. (A,S) = (Z[z, z−1], P )) then for k ≥ 0 the
correspondence of Proposition 5.4.7 defines a surjective homomorphism
DL2k+2(A,S, (−1)k+1ε)։ DW ε(A,S),
with right inverse given by the isomorphism DW ε(A,S) ∼= DL0(A,S, ε) followed by the (k+1)-
fold skew-suspension S
k+1
.
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Double Witt Γ-groups
We now describe how to reconcile the groupsDΓε(A→ S−1A) of Chapter 2 with our symmetric
chain complex groups DΓn(A→ S−1A, ε).
Suppose (K,α) is an S-non-singular ε-symmetric form over A and that j : L →֒ K is the
inclusion of a split S-lagrangian. Then there is a 3-dimensional (−ε)-symmetric S-Poincare´
pair (f : P → Q, (0, θ)) over A given by
Pr =
{
K∗ r = 1,
0 r 6= 1,
Qr =
{
L∗ r = 1,
0 r 6= 1
with
θ0 : P
1 = K
α
−→ K∗ = P1, f : P1 = K
∗ j
∗
−→ L∗ = Q1.
P Q
∂P
∂(Q,P )
The associated 2-dimensional (−ε)-symmetric Poincare´ pair (∂f : ∂P → ∂(Q,P ), (θ′, ∂θ′))
(see 5.1.13) is given by
∂P
∂f

0 // 0

// K
1

α // K∗ //
j∗

0
∂(Q,P ) 0 // L
j // K
j∗α // L∗ // 0
with ∂θ′ entirely described by
(∂P )1−∗
∂θ′0

0 // K
α∗ //
ε

K∗ //
1

0
∂P 0 // K
α // K∗ // 0
and θ′ = 0.
Remark. We now have an interesting explanation of why the proof of Proposition 2.4.8 was so
complicated. It would have been altogether neater if the boundary of a split S-metabolic S-non-
singular form (K,α) over A was itself a metabolic linking form. As it was, we were able to show
that it was stably metabolic. As there is no guarantee that H2(∂(Q,P )) = L∗/j∗(K∗) vanishes,
then by Proposition 5.4.8, there is no guarantee that the obvious submodule H1(∂(Q,P )) →֒
H1(∂P ) is a lagrangian. Hence for a general split S-metabolic (K,α), Proposition 2.4.8 is a
sharp result.
Now consider ∂-complementary split S-lagrangians j± : L± →֒ K. We wish to show that
the associated S−1A-nullcobordisms (f± : P± → Q±, (0, ∂θ
′)) are ∂-complementary. We must
check there is a chain homotopy equivalence(
∂f+
∂f−
)
: ∂P → ∂(Q+, P )⊕ ∂−(Q−, P )
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given by
0 // 0

// K
1

α // K∗ //
j∗

0
0 // L+ ⊕ L−
j+⊕j− // K ⊕K
(j∗+α)⊕(j
∗
−α) // L∗+ ⊕ L
∗
−
// 0
But the cone C
((
∂f+
∂f−
))
is chain homotopic to
0 // L+ ⊕ L−
(
j+ j−
0 αj−
)
// K ⊕K∗
(
−j∗+α j
∗
+
0 j∗−
)
// L∗+ ⊕ L
∗
−
// 0
and this sequence is exact by the definition of ∂-complementary S-lagrangians. We have just
shown:
Proposition 5.4.17. There is a well-defined surjective group homomorphism
G : DΓε(A→ S−1A)։ DΓ0(A→ S−1A, ε).
Definition 5.4.18. The reduced ε-symmetric double Γ Witt group of a localisation (A,S) is
the group
D˜Γ
ε
(A→ S−1A) := DΓε(A→ S−1A)/ ker(G).
Remark. We have been unable to show in general whether the subgroup D˜Γ
ε
(A→ S−1A) is
a proper subgroup of DΓε(A→ S−1A).
5.4.1 Double Witt group localisation exact sequence
We can now finally return to the double Witt group localisation exact sequence of 2.4.1 and
prove Theorem 2.4.13.
Proof (of Theorem 2.4.13). Consider the isomorphisms determined by the realisation of the
forms and linking forms as chain complexes with symmetric structure
0 // L0(A, ε)
Di // DΓ0(A→ S−1A,−ε)
D∂ // DL0(A,S, ε)
W ε(A)
Di //
∼=
OO
D˜Γ
ε
(A→ S−1A)
D∂ //
∼=
OO
DW ε(A,S)
∼=
OO
and it is straightforward to check that the maps on the bottom row defined in 2.4.1 make the
diagram commute. 
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Chapter 6
The Blanchfield complex
In this chapter we prepare for our main geometric application of double L-theory by reviewing
knot-cobordism from the perspective of the Algebraic Theory of Surgery. We first define the
symmetric Blanchfield complex (CK , φK)) of an n-knotK, an algebraic measure of the difference
between K and the unknot. As motivation for our approach to the ‘doubly-slice’ problem in
the subsequent chapter, we then recall Kervaire and Levine’s knot-cobordism classification of
knots for dimension n ≥ 2 using the language of algebraic L-theory.
6.1 High-dimensional knots
A topological n-knot, hereafter called a knot unless n is to be specified, is an ambient isotopy
class of oriented, locally flat embeddings K : Sn →֒ Sn+2 (where all spheres are considered to
have a preferred orientation already). In a standard abuse of notation we will also use the word
knot to mean a particular K in an ambient isotopy class and the image of K in Sn+2. The
unknot is the ambient isotopy class of U : Sn →֒ Sn+2, the standard unknotted n-sphere in
the unit sphere Sn+2 ⊂ Rn+3 given by setting the last two co-ordinates to 0. The inverse knot
−K of a knot K is given by reversing the orientation on a mirror image of K in Sn+2. Any
embedding K : Sn →֒ Sn+2 has trivial normal bundle (2-plane bundles over spheres are trivial
for n > 1, and when n = 1 consider that the normal bundle is oriented) and hence, by choosing
a framing, we may excise a small, trivial tubular neighbourhood of the knot from Sn+2. Thus,
the knot exterior is the manifold with boundary
(XK , ∂XK) := (cl(S
n+2 \ (K(Sn)×D2)), Sn × S1)
which has a preferred orientation coming from the ambient Sn+2. The knot exterior XK is
homotopy equivalent to the knot complement Sn+2 \K and hence has the homology of a circle
H∗(XK) = H∗(S
1) by Alexander duality. The following is a key justification for studying the
knot exterior rather than the knot itself:
Theorem 6.1.1. For n = 1 the ambient isotopy class of an n-knot K is uniquely determined
by specifying a knot exterior XK up to homeomorphism ([GL89]). For n ≥ 3 there can be at
most two inequivalent n-knots K and K ′ such that XK ∼= XK′ ([LS69]).
Remark. These so-called ‘non-reflexive’ pairs of inequivalent knots with homeomorphic ex-
terior are known to exist in dimensions n = 2 [Gor76], 3, 4, 5 [CS76] and n ≡ 3, 4 modulo
8 [Suc92]. However, as we shall see in Section 6.3, non-reflexive pairs belong to the same
‘knot-cobordism’ class.
If there is a locally flat embedding of the manifold with boundary (Fn+1, Sn) →֒ Sn+2 then
we say the embedded F is a Seifert surface for the boundary knot. It was shown by many
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authors independently that every knot K admits a Seifert surface Fn+1 (e.g. [Ker65], [Zee63]).
For n 6= 2, the unknot is characterised as the only knot which admits Dn+1 as a Seifert surface
(this is due to Levine [Lev65] [Lev69]).
It is always possible to ‘push’ a Seifert surface into the standard Dn+3 that cobounds the
ambient sphere Sn+2. That is, we may modify a locally flat embedding (Fn+1, Sn) →֒ Sn+2 to
a locally flat embedding of pairs (Fn+1, Sn) →֒ (Dn+3, Sn+2), without changing the ambient
isotopy class of the bounding knot K, and so that the embedded F intersects Sn+2 in the knot
K.
Proposition 6.1.2 ([Ran98, 22.1]). If (M,∂M) is an n-dimensional manifold with boundary,
the following sets are in natural 1:1 correspondence:
(i) the cohomology group H2(M),
(ii) the homology group Hn−2(M,∂M),
(iii) the set [M,BSO(2)] of isomorphism classes of real orientable 2-plane bundles over M ,
(iv) the ambient cobordism classes of codimension 2 submanifold pairs (N, ∂N) ⊂ (M,∂M).
As a result of this proposition, any codimension 2 submanifold pair (N, ∂N) ⊂ (Dn+3, Sn+2)
has trivial normal bundle, and hence by choosing a framing we may embed (N, ∂N) × D2 ⊂
(Dn+3, Sn+2). Define the exterior of such a submanifold pair (with respect to a choice of
framing) as the compact, oriented manifold triad
(YN ;X∂N , ∂+YN ; ∂X∂N) := (cl(D
n+3 \ (N ×D2)); cl(Sn+2 \ (∂N ×D2)), N × S1; ∂N × S1).
Schematic of the framed
codimension 2 submanifold pair.
Sn+2 Dn+3
X∂N
∂N × S1
++❲❲❲❲
❲❲❲
∂N ×D2
33❣❣❣❣❣❣❣❣❣
YN
N ×D2
N × S1
MM
✛
✛
✛
Schematic of the exterior
as a triad.
X∂N
∂X∂N
YN
∂+YN
Connected sum
Writing x = (x1, . . . , xm+1) ∈ S
m ⊆ Rm+1, the standard unit sphere, define the upper and
lower hemispheres Dm± = {x ∈ S
m | ± x1 ≥ 0} so that we have the standard hemispherical
decomposition
Sm = Dm+ ∪Sm−1 D
m
− ⊂ R
m+1.
Define the standard orientation reversing homeomorphism of the unit sphere Sm ⊂ Rm+1 by
rm : S
m → Sm; (x1, . . . , xm+1) 7→ (−x1, x2 . . . , xm).
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Up to ambient isotopy, we may assume a knot K : Sn →֒ Sn+2 has image
K(Sn) = ∆ ∪Dn ⊂ Sn+2
where ∆ = K(Sn)∩Dn+2− , and D
n = K(Sn)∩Dn+2+ is the standard unknotted n-disc given by
Dn = {x1 ≥ 0, xn+2 = xn+3 = 0} ⊂ D
n+2
+ ⊂ R
n+3. Consequently, ∂∆ = ∂Dn = Sn−1 ⊂ Sn+1,
a standard unknotted sphere. Moreover, we may assume up to ambient isotopy that Dn =
K(Dn+) ⊂ S
n+2 so that ∆ = K(Dn−). The locally flat embedding of pairs
∆K = KDn
−
: (Dn−, S
n−1) →֒ (∆, U(Sn−1)) ⊂ (Dn+2, Sn+1)
is called a disc knot for K. The connected sum K#K ′ : Sn →֒ Sn+2 of two knots K,K ′ is
the oriented, locally flat embedding given by glueing disc knots along the common unknotted
boundary via the standard orientation reversing homeomorphism of a sphere
K#K ′ : Sn →֒ Sn+2; x 7→
{
∆K(x) x ∈ D
n
−,
rn+2∆K′rn(x) x ∈ D
n
+.
Slice knots
If there is a locally flat embedding of pairs (D,K) : (Dn+1, Sn) →֒ (Dn+3, Sn+2) then we say
the knot K is slice and the locally flat embedding D is a slice disc for K. In contrast to
Levine’s characterisation of unknottedness, a knot may admit a slice disc without that knot
being the unknot. The terminology ‘slice knot’ was introduced in [Fox62, p135] (for n = 1),
where examples of non-trivial, non-slice knots are given. For instance, the ‘Stevedore’s knot’ is
not slice.
Lemma 6.1.3. If K and K ′ are slice, then K#K ′ is slice.
Proof (sketch). We may cut the standard unit disc Dm ⊂ Rm into upper and lower hemidiscs
by setting u(Dm) = {x ∈ Dm |x1 ≥ 0} and l(D
m) = {x ∈ Dm |x1 ≤ 0} so that we have a
decomposition of pairs
(Dn+3, Sn+2) = (u(Dn+3), Dn+2+ ) ∪ (l(D
n+3), Dn+2− ).
The standard unknotted disc Dn+1 ⊂ Dn+3 has a standard half slice disc u(Dn+1) ⊂ u(Dn+3).
By an ambient isotopy of the Dn+3, we may assume the respective slice discs for K and K ′
coincide with the standard half slice disc on u(Dn+3). We now remove the respective upper
hemidiscs u(Dn+3) fromDn+3, and perform a relative version of the connected sum construction
for knots. The result is the connected sum of knots K#K ′ bounding a connected sum of slice
discs, which is again a slice disc.

The study of slice knots can be rephrased in the language of cobordism.
Definition 6.1.4. Two knots K,K ′ : Sn →֒ Sn+2 are knot-cobordant if there exists a locally
flat embedding f : Sn × [0, 1] →֒ Sn+2 × [0, 1] such that f(x, 0) = (K(x), 0) and f(x, 1) =
(−K ′(x), 1). K is knot-nullcobordant if K is knot-cobordant to the unknot U .
If K is slice, we may cut off a cap from a slice disc pair (Dn+3, D) to form a knot-
nullcobordism of K. Conversely, if there is a knot-nullcobordism of K, we may glue a cap
to the end of the knot-cobordism that contains U to improve the embedded Sn× [0, 1] to a slice
disc. The following is a standard expansion on this idea.
Proposition 6.1.5. K and K ′ are knot-cobordant if and only if K#(−K ′) is slice.
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Proof (sketch). Starting with a knot-cobordism f : Sn × [0, 1] →֒ Sn+2 × [0, 1] between K and
K ′, take an embedded arc α : [0, 1] →֒ f(Sn × [0, 1]) such that α(0) ∈ K and α(1) ∈ K ′.
Excise an open tubular neighbourhood of α ⊂ Sn+2 × [0, 1] to obtain a cobordism from ∆K
to ∆K′ embedded in D
n+2 × [0, 1], all relative to the unknot (Sn+1, U(Sn−1). Contracting the
relative part results in the cobordism of disc knots becoming a slice disc for the connected sum
K#(−K ′).
To complete the proof, note this process is reversible. 
6.2 The symmetric Blanchfield complex of a knot
The Blanchfield complex of a knot will be our central object of study and is the bridge be-
tween the algebraic L-theory of the previous chapters and our knot-theoretic applications. The
Blanchfield complex is an invariant of an ambient isotopy class of embeddings K : Sn →֒ Sn+2
that is defined for both odd- and even-dimensional knots. It is the symmetric chain complex
generalisation of the classical knot invariant called the Blanchfield form, which is defined only
for odd-dimensional knots. We will define the Blanchfield form of an odd-dimensional knot
below and show how it derives from the Blanchfield complex.
First we spell out the details of the construction of the Blanchfield complex of an n-knot
K, originally defined in [Ran81, pp822]. This will be the payoff for the careful description of
the chain-diagonal approximation of maps of pairs that led up to Proposition 4.2.5. We begin
with a well-known proposition.
Proposition 6.2.1. Suppose f : (Fn+1, Sn) →֒ (Dn+3, Sn+2) is a locally flat embedding of
pairs, and write f |Sn = K. There is a meridian map, that is a map
ψ : YF → S
1,
inducing an isomorphism ψ∗ : H∗(XK) ∼= H∗(S
1) and restricting to projection to the second
factor
ψ|∂+Y = pr2 : F × S
1 → S1.
The meridian map is uniquely defined up to homotopy by the fact that it restricts to projection
on ∂+Y . If F = D is a slice disc then the meridian map induces an isomorphism ψ∗ : H∗(YD) ∼=
H∗(S
1).
Proof. Firstly, any map ψ : XK → S
1 that restricts to the specified projection on the boundary
∂XK will be a homology isomorphism. This is because the boundary of a fibre of the embedded
normal bundle of K is a representative of the Alexander dual to K.
Write Y = YF . To construct ψ, first write the projection to the second factor as ψˆ : ∂+Y =
F × S1 → S1. We identify the functor [−, S1], returning the set of homotopy classes of maps
from a manifold to S1, with the functor H1(−;Z) (considered as a set-valued functor). Writing
the inclusion i+ : ∂+Y →֒ Y , we are therefore looking to lift the cohomology class corresponding
to ψˆ along i∗+ : H
1(Y ) → H1(∂+Y ) = H
1(F × S1) ∼= H0(F ) ⊕H1(F ). But the class of ψˆ lies
entirely inH0(F ), and is a generator, as ψˆ collapses F to a point. Thus, by Poincare´ duality, our
lifting problem is equivalent to lifting the fundamental class [F ] ∈ Hn+1(F, ∂F ) toHn+2(Y, ∂Y ).
To identify the lifting obstruction, consider that the cone C = C(C∗(F ×D
2, ∂F ×D2) →
C∗(D
n+3, Sn+2)) is chain homotopy equivalent to C∗(Y, ∂Y ). To see this, take this iterated
cone the other way so that C = C(C∗(S
n+2,K×D2)→ C∗(D
n+3, F ×D2)). But now it is clear
that C = C(C∗(XK , ∂XK) → C∗(Y, ∂+Y )) by excision. So finally our lifting problem is to lift
[F ] along the connecting morphism δ in the long exact sequence
· · · → Hn+2(Y, ∂Y )
δ
−→ Hn+1(F, ∂F )→ Hn+1(D
n+3, Sn+2)→ . . .
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But there is no obstruction to lifting along δ - indeed for r ≤ n + 2 the map δ : Hr(Y, ∂Y ) →
Hr−1(F, ∂F ) is an isomorphism, and hence there is a unique lift.
Finally, when F is a slice disc (F, ∂F ) = (Dn+1, Sn), it is straightforward to combine the
isomorphism δ, the long exact sequence of the pair (Y, ∂Y ), the Meier-Vietoris sequence for
the boundary ∂Y = ∂+Y ∪S1×Sn XK and the Alexander duality of XK to yield the fact that
YD is a homology S
1. The class of the meridian map in H1(Y ) ∼= Z is a generator and hence
ψ∗ : H∗(YD)→ H∗(S
1) exhibits this isomorphism. 
Remark. It is possible to construct the meridian map in a more explicitly obstruction theoretic
way. For example, to construct the meridian for just a knot exterior (i.e. the presence of a
cobounding surface not assumed) proceed as follows:
Write ψˆ : Sn × S1 → S1, the projection to the second factor. Standard obstruction theory
(e.g. [DK01, §7]) tells us that the obstructions to extending ψˆ cell-by-cell to all of XK lie in
the groups Hq+1(XK , ∂XK ;πq(S
1)). But these coefficients vanish for q > 1, so there is no
obstruction here. For q = 1, n > 1 we have H2(XK , ∂XK) ∼= Hn(XK) = 0. We need only check
the case q = 1, n = 1, which is the obstruction to extending ψˆ over the 1-skeleton of XK when
K is a classical 1-knot. In this case one may instead use the classical algorithm of Seifert for
constructing a Seifert surface.
Corollary 6.2.2. There is a meridian map on the knot exterior
ψ : XK → S
1
uniquely defined up to homotopy by the property that ψ|∂XK : S
n × S1 → S1 is projection to
the second factor.
The homotopy class of the meridian map ψ ∈ [XK , S
1] = [XK , D
n+1 × S1] may be repre-
sented by a (degree 1) map of compact, oriented, (n+2)-dimensional manifolds with boundary
(f, ∂f) : (XK , ∂XK)→ (D
n+1 × S1, Sn × S1),
with ∂f the identity map.
XK
∂XK
::ttttttt
Sn × S1
cc●●●●●●●
Dn+1 × S1
**
(f, ∂f)
Figure 6.1: Schematic of the surgery problem determining the kernel pair.
Using the standard infinite cyclic cover Dn+1 × R → Dn+1 × S1 with group of covering
translations Z ∼= 〈z〉, we may now apply Proposition 4.2.5 to obtain the associated kernel pair
σ∗(f, ∂f), which is an (n+2)-dimensional symmetric Poincare´ pair over the Laurent polynomial
ring Z[Z] ∼= Z[z, z−1] with the involution z = z−1.
Definition 6.2.3. The Blanchfield complex of an n-knot K : Sn →֒ Sn+2 is the (n + 2)-
dimensional symmetric complex (CK , φK) over Z[z, z
−1] defined as the algebraic Thom con-
struction (see 4.3.1) of the kernel pair σ∗(f, ∂f).
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It is easy to identify (Dn+1 × S1, Sn × S1) ∼= (XU , ∂XU ) so that the Blanchfield complex
of K can be thought of as a measure of the difference between K and the unknot U . In other
words, we can think of the Blanchfield complex as a surgery problem trying to improve the
knot exterior to an unknot exterior via codimension 2 surgery (cf. [Ran81, §7.8]).
The Blanchfield complex is an invariant of the ambient isotopy class ofK that is well-defined
up to homotopy equivalence of (n+2)-dimensional symmetric complexes over Z[z, z−1]. Recall
that the symmetric construction assumes we have made a choice of finite CW complex structure
on the compact manifolds with boundary (XK , ∂XK), (D
n+1 × S1, Sn × S1) so that CK is an
object of B+(Z[z, z
−1]). In fact it is a chain complex of f.g. free modules.
Claim 6.2.4. The Blanchfield complex (CK , φK) of an n-knot K is Poincare´ and such that
CK ⊕ C∗(Dn+1 × S1) ≃ C∗(XK).
So in particular there is an isomorphism in reduced homology H˜∗(CK) ∼= H˜∗(XK). Further-
more,
1− z : CK → CK
is an automorphism of CK .
Proof. By Proposition 4.3.1, a symmetric complex is Poincare´ if and only if it is the Thom
construction of a pair that is homotopy equivalent to a pair of the form
(0 : 0→ D, (φ, 0)).
But indeed, ∂f = id : ∂XK → ∂XU implies a chain homotopy equivalence ∂f
!
in B+(Z[z, z
−1])
so that C(∂f
!
) is contractible and the kernel pair σ∗(f
!
, ∂f
!
) is of the required form. The direct
sum decomposition of Proposition 4.2.5 reduces to the claimed decomposition under the Thom
construction.
The augmentation ε : Z[z, z−1] → Z sending z 7→ 1 fits into the free Z[z, z−1]-module
resolution
0→ Z[z, z−1]
1−z
−−→ Z[z, z−1]
ε
−→ Z→ 0.
Applying this coefficient sequence to CK shows that the statement that 1 − z acts as an au-
tomorphism of CK is equivalent to saying that Z ⊗Z[z,z−1] CK is acyclic. But it is easy to see
that Z ⊗Z[z,z−1] CK is acyclic as the original map (f, ∂f) was a Z-homology equivalence (by
Alexander duality, as already noted). Taking the cone C(f
!
) and forgetting the action of the
covering translations results in an acyclic complex. 
Recall that P denotes the set of Alexander polynomials.
Lemma 6.2.5. If C is a chain complex in B(Z[z, z−1]) then (1−z) : C → C is an automorphism
if and only if there exists p ∈ P such that pH∗(C) = 0.
Proof. Suppose H∗(C) is P -torsion. Then, as localisation is exact, H∗(P
−1Z[z, z−1] ⊗Z[z,z−1]
C) = 0. The augmentation map ε : Z[z, z−1]→ Z from above factors as
ε : Z[z, z−1]→ P−1Z[z, z−1]→ Z
because p(1) ∈ Z is a unit for all p ∈ P . Hence H∗(Z⊗Z[z,z−1] C) = 0, which has already been
observed to be equivalent to saying that (1 − z) : C → C is an automorphism.
Conversely assume (1−z) : C → C is an automorphism. We will borrow the proof of Levine
[Lev77, Corollary 1.3]. The homology H =
⊕
rHr(C) is a f.g. Z[z, z
−1]-module. Choose
generators x1, . . . , xm and write the coefficients of the automorphism (1 − z) on homology as
125
Double L-theory 126
λij ∈ Z[z, z
−1] so that (1− z)xi =
∑m
j=1 λijxj . Rearranging, we have
∑m
j=1 µijxj = 0 with
µij =
{
λij i 6= j,
λii − (1− z) i = j.
The m ×m matrix with (i, j)th entry µij has determinant p(z) ∈ Z[z, z
−1], and pxi = 0 for
i = 1, . . . ,m. Hence pH = 0. Moreover, as (1 − z) is an automorphism of H , the determinant
q of the m×m matrix with (i, j)th entry λij is a unit q ∈ {±1,±z,±z
−1} ⊂ Z[z, z−1]. But as
ε(µij) = ε(λij) we have ε(p) = ε(q) = ±1. Therefore p ∈ P as required. 
Corollary 6.2.6. The Blanchfield complex (CK , φK) of an n-knot K is an (n+2)-dimensional
P -acyclic symmetric Poincare´ complex over Z[z, z−1].
Seifert and Blanchfield forms of an (2k + 1)-knot
Suppose n = 2k + 1. An n-dimensional knot has two very tractable homological invariants,
called the Blanchfield and Seifert forms of the knot, which we now reconcile with the Blanchfield
complex as described above.
We turn first to the Blanchfield form of an n-knotK, originally considered in [Bla57]. Recall
the Blanchfield complex (CK , φK), and note there is a chain homotopy equivalence
(φK)0 : C
n+2−∗
K
≃
−→ (CK)∗
so that we may apply Theorem 3.1.13.
Definition 6.2.7. The Blanchfield form for K is the non-singular (−1)k-symmetric linking
form over (Z[z, z−1], P ) defined by Theorem 3.1.13
Bl : f(Hk+2(CK))× f(H
k+2(CK))→ P
−1Z[z, z−1]/Z[z, z−1].
By Claim 6.2.4, this can also be stated as
Bl : f(Hk+2(XK))× f(H
k+2(XK))→ P
−1Z[z, z−1]/Z[z, z−1].
Remark. Our definition is Poincare´ dual to the usual definition of a Blanchfield form as in e.g.
[Lev77]. It is also Poincare´ dual to what is called the ‘modified’ Blanchfield pairing in [Kea73,
p154].
We look now at the Seifert form for an n-knot K. Suppose we have made a choice of Seifert
surface j : F →֒ Sn+2 for the knot K. The cohomology linking form on Hk+2(Sn+2) is clearly
trivial - for instance, given a, b ∈ Ck+1(S
n+2), we can move these chains within a homology class
so that there is no geometric linking. But the underlying pairing given by linking is non-trivial
on the chain level
l : Ck+2(Sn+2)× Ck+2(Sn+2)→ Z; (x, y) 7→ x(a),
where da = y ∩ [Sn+2] ∈ Ck+1.
Choose a chain homotopy inverse D : C∗(S
n+2) → Cn+2−∗(Sn+2) to the chain-level cap-
product − ∩ [Sn+2].
Definition 6.2.8. The Seifert form of (F,K) is the (well-defined) non-singular (−1)k+1-
symmetric Seifert form (Hk+1(F ), ψ) over Z given by
ψ : Hk+1(F )×Hk+1(F )→ Z; ([u], [v]) 7→ l(x, y),
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where u, v ∈ Ck+1(F ) and x = D(j∗(u ∩ [F ])), ∂y = D(j∗(v ∩ [F ])). It has the property
that (Hk+1(F ), ψ + (−1)k+1ψ∗) is the non-singular, (−1)k+1-symmetric middle-dimensional
cohomology intersection pairing of F .
Fixing an orientation of an embedded normal bundle to F , denote i+, i− : F → Sn+2 \ F
small displacements in the positive and negative normal directions. A Meier-Vietoris argument
shows that the reduced homology morphism
i+∗ − i
−
∗ : H˜r(F )→ H˜r(S
n+2 \ F )
is an isomorphism for all r. It is then possible (see [Far83, 1.1]) to interpret the morphism
e := (ψ + (−1)kψ∗)−1ψ : Hk+1(F )→ Hk+1(F )
as the Poincare´ dual of the morphism
(i+∗ − i
−
∗ )
−1i+∗ : Hk+1(F )→ Hk+1(F ).
Remark. The Seifert form is often defined in terms of these displacements i±. The geometric
definition of linking (cf. 3.1.1) requires that the chains involved are disjoint, and the use of i±
is one way to ensure this. Hence setting a = j∗(u ∩ [F ]) and b = j∗(v ∩ [F ]) in Definition 6.2.8,
we have
ψ([u], [v]) = link(i+∗ a, b) = link(a, i
−
∗ b) = link(i
+
∗ a, i
−
∗ b).
In [Lev77, pp43.], the connection between the Seifert and Blanchfield forms for a knot is
made clear. Suppose we are given a Seifert surface F for K and we remove an open normal
neighbourhood of F to perform a cut-and paste construction of the infinite cyclic cover of XK
(this is the construction of 3.2.1, but relative to ∂F = K). Exactly as in 3.2.1 there is a Meier-
Vietoris sequence and it is shown in [Lev77, p43.] that this breaks into short exact sequences
in reduced homology
0→ i!H˜r(F )
(i+∗ z−i
−
∗ )−−−−−−→ i!H˜r(S
n+2 \ F ;Z)→ H˜r(XK)→ 0,
so we may write
0→ i!H˜r(F )
(i+∗ −i
−
∗ )
−1(i+∗ z−i
−
∗ )−−−−−−−−−−−−−→ i!H˜r(F )→ H˜r(XK)→ 0,
which, when r = k + 1, is Poincare´ dual to the sequence
0→ i!H
k+1(F )
−((1−e)+ez)
−−−−−−−−→ i!H
k+1(F )→ Hk+2(XK , ∂XK)︸ ︷︷ ︸
∼=Hk+2(XK)
→ 0,
so that the algebraic covering of the Seifert module is indeed the Blanchfield module in the sense
of Chapter 3. What is more, the covering of the Seifert form of an n-knot is the Blanchfield form
of an n-knot (in the sense of Chapter 3), we refer the reader to [Lev77, 14.3] for the geometric
argument that this is the case.
6.3 Knot-cobordism
For n 6= 1, the classification of n-knots up to knot-cobordism began with Kervaire’s appli-
cation ([Ker65]) of the surgery techniques of Kervaire-Milnor ([KM63]) to the study of even-
dimensional knots. Kervaire used codimension 2 surgery to improve an arbitrary Seifert surface
to a slice disc, showing that all even-dimensional knots are slice. Levine ([Lev69]) continued
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the programme by analysing the odd-dimensional case with the same techniques. In this case
it is generically only possible to do surgery ‘below the middle dimension’ of the Seifert surface.
Definition 6.3.1. A simple knot is an n-knot K that admits a Seifert surface Fn+1 with
πq(F ) = 0 for 2q < n. By [Lev65, Theorem 2], this definition is equivalent to saying that
πq(XK) ∼= πq(S
1) for 2q < n.
Using surgery ‘below the middle dimension’ (and an application of Hirsch’s Engulfing The-
orem) Levine showed that all knots are knot-cobordant to simple knots. Next Levine classified
simple knots up to knot-cobordism using an L-theoretic obstruction described by the Witt class
of a Seifert form. The knot classification programme was completed by Stoltzfus ([Sto77]) who
finally computed the Witt group of Seifert forms over Z.
We will now recap this story in more detail, using the Blanchfield complex as our L-theoretic
obstruction.
Definition 6.3.2. The set of ambient isotopy classes of n-knots, equipped with the operation
of connected sum of knots K1#K2 : S
n →֒ K1(S
n)#K2(S
n) is a commutative monoid called
Knotsn, with unit given by the unknot U .
Lemma 6.3.3. For any n-knot K, the knot K#(−K) is slice. If K and K ′ are slice knots then
K#K ′ is a slice knot.
Proof. By proposition 6.1.5, this is equivalent to K being knot-cobordant to K. But we just
take the cylinder on (Sn+2,K(Sn)). 
Definition 6.3.4. The n-dimensional (topological) knot-cobordism group is the group given by
the monoid construction
Cn := Knotsn/{slice knots}.
A priori, K = 0 ∈ Cn if and only if there exists a slice n-knot J such that J#K is slice.
However, it is easy to check that if K = 0 ∈ Cn then in fact K itself is slice.
The simple knots form a submonoid Knotssimpn ⊆ Knotsn and it is straightforward to check
that the slice simple knots are a closed submonoid of Knotssimpn . We therefore define the
n-dimensional (topological) simple knot cobordism group
Csimpn = Knots
simp
n /{simple slice knots}.
To state the main surgery classification theorem we will first need to define the Rochlin
invariant. The signature of a non-singular, symmetric Seifert form (L,ψ) over Z is defined
to be the signature (number of positive eigenvalues subtract number of negative eigenvalues)
of the symmetric bilinear form (L,ψ + ψ∗) ⊗Z R. This signature is divisible by 8 (essentially
because the non-singular symmetric form (L,ψ + ψ∗) over Z admits a quadratic extension, see
[Lev69, §4]). As the signature of a metabolic Seifert form is 0, signature is an invariant of the
Witt class [(L,ψ)] ∈ Ŵ (Z).
Definition 6.3.5. The Rochlin invariant of [(L,ψ)] ∈ Ŵ (Z) is given by dividing the signature
of (L,ψ) by 8 and taking the residue modulo 2.
Combining algebraic surgery below the middle dimension (Theorem 4.4.15) and [Ran81,
3.4.7(ii)], there is an isomorphism L4l(Z[z, z−1], P,−1) ∼= Ŵ (Z) for l ≥ 0. The Rochlin invariant
of [(C, φ)] ∈ L4l(Z[z, z−1], P,−1) is the Rochlin invariant of a correspondingWitt class of Seifert
forms.
The surgery classification of knots is as follows:
Theorem 6.3.6 ([Ker65], [Lev69]).
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• For n ≥ 4,
Cn ∼= L
n+1(Z[z, z−1], P,−1) ∼=
{
0 n = 2k,
Ŵ (−1)
k
(Z) n = 2k + 1.
• For n = 3, there is a short exact sequence
0→ C3 → L
4(Z[z, z−1], P,−1)→ Z/2Z→ 0
with the map to Z/2Z given by the Rochlin invariant.
• For n = 2, C2 = 0.
• For n = 1, there is a surjective morphism C1 ։ L
2(Z[z, z−1], P,−1).
Remark. The calculations of the Witt groups Ŵ (−1)
k
(Z) were finally made by Stoltzfus [Sto77]
to be, for both k odd and even, of the type
Ŵ (−1)
k
(Z) ∼=
⊕
∞
Z⊕
⊕
∞
(Z/2Z)⊕
⊕
∞
(Z/4Z).
Some explanation of where these factors come from is also available in [Ran98, §42].
We will now show that the assignment
σL : Cn → L
n+1(Z[z, z−1], P,−1); K 7→ (CK , φK)
is a well-defined group homomorphism.
Lemma 6.3.7. The algebraic cobordism class (CK , φK) ∈ L
n+1(Z[z, z−1], P,−1) of the Blanch-
field complex of an n-knot is a well-defined invariant of the knot-cobordism class.
Proof. It suffices to show a slice disc (D,K) will induce a nullcobordism of the Blanchfield
complex ofK. This is now shown by the relative version of the Blanchfield complex construction.
Represent the homotopy class of the meridian map ψ ∈ [YD, S
1] = [Y,Dn+3 × S1] by a
(degree 1) map of compact oriented manifold triads
F = (f, ∂f, ∂′f, ∂∂f) : (YD;XK , ∂+YD; ∂XK)→ (D
n+3 × S1;Dn+1 × S1, Dn+1 × S1;Sn × S1),
where both ∂′f and ∂∂f are identity maps. (We can think of F as a map from the slice disc
exterior to the ‘trivial slice disc’ exterior.)
XK
∂XK
∂+YD
YD
Dn+1 × S1
Sn × S1 D
n+1 × S1
Dn+2 × S1
++
F
Figure 6.2: A schematic of the surgery problem determining the kernel triad.
Using the standard Z-cover Dn+3 × R → Dn+3 × S1 we obtain the kernel triad σ∗(F
!
) =
(Γ, (Φ, δφ, δ′φ, φ)), some (n+3)-dimensional symmetric Poincare´ triad in B(Z[z, z−1]). Now the
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relative algebraic Thom construction on this triad results in a surgery dual set {x, x′}. But as
C(∂∂f !), C(∂′f !) ≃ 0, we have
x = (C(∂f
!
)→ C(f
!
), (Φ/0, δφ/0)), x′ = (0→ C(C(∂f
!
)→ C(f
!
)), (Φ/δφ, 0/0)).
Hence we have the pair x = (CK → C(f
!
), (Φ, φK)) for (CK , φK) the Blanchfield complex of K.
We need to show x is an algebraic nullcobordism, i.e. that x is a Poincare´ pair. But the kernel
triad σ∗(F
!
) is Poincare´, so by definition of a Poincare´ triad (0∪0CK → C(f
!
), (Φ, 0∪0φK)) = x
is Poincare´.
It remains to show the nullcobordism x is in the correct category. But as the meridian
map ψ is a homology equivalence on YD and on XK , by the same arguments as in Claim 6.2.4
and Lemma 6.2.5, the Poincare´ pair x is moreover in C+(Z[z, z
−1], P ), the P -acyclic category.
Hence (CK , φK) = 0 ∈ L
n+1(Z[z, z−1], P,−1) as required. 
We will henceforth write the function
σL : Cn → L
n+1(Z[z, z−1], P,−1); K 7→ (CK , φK).
Lemma 6.3.8. σL is a homomorphism of groups.
Proof. We must show σL(K#K ′) ∼= σL(K) ⊕ σL(K ′). To do this we use the notation and
constructions used in the definition of the connected sum above
K#K ′ : Sn →֒ Sn+2; x 7→
{
∆K(x) x ∈ D
n
−,
rn+2∆K′rn(x) x ∈ D
n
+.
Modify the beginning of that construction by picking framings of the normal bundles to K
and K ′ so that we extend to normal neighbourhood embeddings K ×D2 and K ′ ×D2. Now,
as in the construction of the disc knots ∆K , ∆K′ , assume we have
K(Sn) = ∆K(D
n
−) ∪D
n K ′(Sn) = ∆K′(D
n
−) ∪D
n.
We may assume (by an ambient isotopy) that K and K ′ meet ∂Dn+2+ = S
n+1 transversely.
Further, we may assume that on ∂Dn+2+ , the normal neighbourhoods of K and K
′ agree with
the standard normal neighbourhood (of fixed radius ε) of the unknotted Sn−1 ⊂ Sn+1. Now
when we form the connected sum K#K ′ the boundaries of the normal neighbourhoods are
precisely identified, and hence so are the copies of S1 that will define the meridian maps.
The disc-knot exterior for K is the compact connected oriented manifold triad
X∆K = (cl(D
n+2 \ (∆K(D
n)×D2));∆K × ∂D
2, ∂∆K ×D
2; ∂∆K × ∂D
2)
= (cl(Dn+2 \ (∆K(D
n)×D2));Dn × S1, Sn−1 ×D2;Sn−1 × S1).
The restriction of the map (f, ∂f) : (XK , ∂XK) → (XU , ∂XU ) coming from the meridian map
for XK is a degree 1 map of triads
FK : X∆K → X∆U
to the disc knot exterior of the unknot. It is homotopy equivalent to a map of triads
FK ≃ (fK ; id, id; id).
σL(K#K ′) is given by the algebraic Thom complex of the kernel pair (with respect to the
infinite cyclic cover coming from the meridian map) of the degree 1 map of pairs
FK ∪ FK′ : (XK#K′ , ∂XK#K′)→ (XU , ∂XU ),
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XU(Sn−1)
$$❏❏
❏❏
❏❏
❏❏
❏❏
yysss
ss
ss
ss
s
∆K × ∂D
2∆K′ × ∂D
2
X∆KX∆K′ //oo
glue

FK

FK′
XU(Sn−1)
$$❏❏
❏❏
❏❏
❏❏
❏❏
yysss
ss
ss
ss
s
∆K × ∂D
2∆K′ × ∂D
2
X∆UX∆U //oo
glue
Figure 6.3: Instructions for glueing.
where we have glued along the common part of the triads’ boundaries XU(Sn−1) as indicated
in Figure 6.3. Algebraically, glueing is taking a cone, and building the kernel of a pair/triad is
also taking a cone. The order in which we take cones does not affect the result, so we will take
kernel triads first and glue afterwards. But as FK ≃ (fK , id, id, id), the kernel triad σ
∗(F
!
) is
homotopy equivalent to
0 //

0

0 // C(fK
!
)
and similarly with K ′. The glue of these triads indicated in Figure 6.3 is the cone
C(0→ C(fK
!
)⊕ C(fK
!
)) = C(fK
!
)⊕ C(fK
!
),
with symmetric structure also given by direct sum. So
(CK#K′ , φK#K′) ≃ (C(fK
!
)⊕ C(fK′
!
), ψK ⊕ ψK′)
for some symmetric structures ψK , ψK′ .
But now consider making this entire construction above with K ′ = U , the unknot. Then
fU ≃ id and we have that (CK , φK) = (CK#U , φK#U ) ≃ (C(fK
!
), ψK). So in fact we have that
σL(K#K ′) ∼= σL(K)⊕ σL(K ′),
as required. 
Proposition 6.3.9. If K : S2k+1 →֒ S2k+3 is simple then (CK , φK) is chain homotopic to the
131
Double L-theory 132
(k+1)-fold skew-suspension of a 1-dimensional (−1)k+1-symmetric P -acyclic Poincare´ complex
(C, φ), such that the associated (−1)k-symmetric linking form (H1(C), λφ) (see Proposition
5.4.7) is the Blanchfield form of the knot.
Proof. By Claim 6.2.4, it is enough show that there is a chain homotopy equivalence from such
a C to the reduced chain complex C˜∗(XK). But by [Lev65, Theorem 2], there is a Seifert
surface F with πi(F ) = 0 for i 6= 0, k + 1. In 6.2 we showed the existence of a chain homotopy
equivalence of reduced chain complexes
C
(
(i+∗ − i
−
∗ )
−1(i+∗ z − i
−
∗ ) : i!C˜∗(F )→ i!C˜∗(F )
)
≃ C˜∗(XK).
The Seifert form of this (F,K) is (Ck+1(F ) = L,ψ), determining a 1-dimensional (−1)k+1-
symmetric P -acyclic complex (C, φ):
C1−∗ : 0 // L[z, z−1]
(1−e)+ez //
(1−z)(ψ+εψ∗)

L[z, z−1] //
−(1−z−1)(ψ+εψ∗)

0
C∗ : 0 // L∗[z, z−1]
((1−e)+ez)∗ // L∗[z, z−1] // 0
where the vertical arrows indicate φ0 : C
1−∗ ≃−→ C∗, and the higher chain map φ1 : C
1 → C1 is
determined by the (−1)k+1-symmetry of ψ. 
Remark. In [Kea75b, 5.1, 10.1] Kearton obtains a handlebody decomposition of a simple
(2k + 1)-knot exterior with only 0-, (k + 1)-, and (k + 2)-handles. Combining this with the
geometric arguments of [Kea73, §8] and [Lev66, 2.6], it seems likely that one can construct a
handle decomposition for the knot exterior such that, by lifting this handle decomposition to
the infinite cyclic cover, the handle chain complex exhibits (C, φ) above.
Lemma 6.3.10. σL is surjective for n 6= 3. For n = 3, the Rochlin invariant of (C, φ) ∈
L4(Z[z, z−1], P,−1) defines an isomorphism coker(σL) ∼= Z/2Z.
Proof. Algebraic surgery below the middle dimension ([Ran81, 3.23(ii)]) identifies
Ln+1(Z[z, z−1], P,−1) ∼=
{
L0(Z[z, z−1], P, (−1)k) n = 2k + 1,
L1(Z[z, z−1], P, (−1)k+1) n = 2k.
But L1(Z[z, z−1], P,±) = 0 (as it consists of 0-dimensional P -acyclic complexes of projective
modules) so the statement of the lemma is evidently true for even-dimensional knots.
For n = 2k+1, we identify the L-group with Witt groups of linking forms ([Ran81, 3.4.7(ii)]),
then apply the inverse of the covering isomorphism of Theorem 3.3.15:
L0(Z[z, z−1], P, (−1)k) ∼=W ε(Z[z, z−1], P, (−1)k) ∼= Ŵ(−1)k+1(Z).
So the problem now is to realise any given Witt class of (−1)k+1-symmetric Seifert forms over Z
by an n-knot. For a constructive solution to this problem, we refer the reader to [Lev69, Lemma
3], where it is shown that given a Witt class of non-singular (−1)k+1-symmetric Seifert forms
over Z and n = 2k+1 > 3, one may build a simple n-knot K : Sn →֒ Sn+2 with Seifert surface
Fn+1 ⊂ Sn+2 so that the Seifert form of the knot realises a representative of this Witt class.
When n = 3 this is possible if and only if the Rochlin invariant of the Seifert form vanishes.
To complete the proof we must check that our knot K realising the Witt class of Seifert
forms does indeed realise the corresponding (n+ 2)-dimensional symmetric P -acyclic Poincare´
complex. But we may appeal to Prop 6.3.9 and the proof is complete. 
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Theorem 6.3.11 (Surgery below the middle dimension). For n = 2k, all n-knots are slice
([Ker65]). For n = 2k + 1, k > 0, all n-knots are knot-cobordant to a simple n-knot ([Lev69]).
Proof (idea). Suppose K is an n-knot (n odd or even) and that F ⊂ Sn+2 is any Seifert surface.
In both the even and odd cases the strategy is to perform surgeries on F in such a way that
the trace of the surgeries embeds in the Dn+3 cobounding the ambient Sn+2. The surgeries
are performed to successively kill π1(F ), π2(F ), . . . until there is an obstruction to surgery.
(One method is to perform the surgeries entirely abstractly and then use a general immersion
theorem, followed by a Whitney trick argument to embed the trace, as in [Ker71, p85]. Another
method is to show that each successive surgery can be performed in an embedded fashion, so
that the trace embeds as you go along, as in [Ker65, III.6].)
More precisely, fix q with 2q < n+1. Suppose there is an embedded manifold triad (W ′;F ⊔
F ′,K × I;K ⊔K) where W ′ →֒ Dn+3 such that W ′ ∩Sn+2 = F , that (W ′, F ) only has handles
of index i ≤ q and such that π1(F
′) = π2(F
′) = · · · = πq−1(F
′) = 0. (To begin with, we may
take q = 0 and W = F × I.) Kervaire [Ker65, III.6] details how to to kill πq(F
′) by performing
embedded (n+3)-dimensional handle attachments to F ′ in Dn+3 with attaching spheres given
by embedded representatives of generators [Sq →֒ F ′] ∈ πq(F
′).
This process is repeated for increasing q until at some q there is an obstruction to continuing.
This results is an embedded manifold triad (W ;F ⊔F0,K × I;K ⊔K) where W →֒ D
n+3 such
that W ∩ Sn+2 = F .
Sn+2
Dn+3
F W F0
K × I
ff◆◆◆◆
Figure 6.4: Trace of embedded surgeries.
When n 6= 2 is even, there is never an obstruction to attaching handles to kill all homotopy
of F , so that F0 is a disc and K is seen to be slice. The case n = 2 must be treated slightly
differently (see [Ker65, p. 265]) but the result is the same.
When n = 2k+1, the embedded surgeries of [Ker65, III.6] result in an F0 having πi(F0) = 0
for i 6= 0, k + 1. There are now dimensional obstructions to killing πk+1(F0) via embedded
surgery. Instead Levine ([Lev69, Lemma 4]) uses an engulfing theorem of Hirsch to embed
a smaller Dˆn+3 in the interior of Dn+3 so that W ∩ Dˆn+3 = F0. Excising the interior of
this smaller disc results in an h-cobordism between Sn+2 and ∂Dˆn+3 and by the h-cobordism
theorem we then have a homeomorphism
f : cl(Dn+3 \ Dˆn+3)
∼=
−→ Sn+2 × I, with f |Sn+2 = id.
But this homeomorphism defines a knot-cobordism between K and the simple knot f(∂F0) =
∂f(F0). 
Corollary 6.3.12. The forgetful map is an isomorphism
Csimpn
∼=
−→ Cn.
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We now furnish the necessary final details of the proof that σL is injective for n ≥ 3.
Lemma 6.3.13 (‘Stably metabolic = metabolic’ ([Sto77, 1.6])). For R a Dedekind domain,
a non-singular ε-symmetric Seifert form (K,ψ) over R vanishes in Ŵε(R) if and only if it is
metabolic. (Cf. Corollary 5.4.12 and the subsequent remark.)
Lemma 6.3.14 ([Lev69, Lemma 5]). For n = 2k + 1 > 1, suppose an n-knot K has Seifert
surface F such that πi(F ) = 0 for i 6= 0, k+1 and that the associated Seifert form is metabolic.
Then K is slice.
Proof (idea). When n > 3, a basis for the Poincare´ dual L ⊂ Hk+1(F ) of a lagrangian for
the Seifert form can be realised by framed, embedded (k + 1)-spheres Si × D
k+1 →֒ F ⊂
Sn+2. The vanishing of the Seifert form on (the Poincare´ dual of) these homology classes, and
the dimensions involved, ensure that we can use the Whitney trick to remove any geometric
intersections. Now, the framed embeddings can be extended to framed embeddings of (k + 2)-
discs Di ×D
k+1 →֒ Dn+3 in the cobounding Dn+3. Again, by the Whitney trick these framed
discs may be assumed to be disjoint. These framed discs can be thought of as the cores of handle
attachments, that determine surgeries killing the basis of L. The effect of these surgeries can
then be shown to be a slice disc for K.
When n = 3, the Seifert surface is a 4-manifold and the Whitney trick no longer applies to
make the embedded 2-spheres disjoint. We refer the reader to [Lev69, §13]for the more delicate
4-manifold techniques required for this case. Essentially the mechanism is that the Whitney
trick works stably in dimension 4 (this is Wall’s Stabilisation Theorem [Wal64]), so we may
stabilise the Seifert surface by adding connected sums F#(#mS
2 × S2) until we can use the
Whitney trick. The connected sum changes the Seifert surface and hence the Seifert form,
however the Witt class of the Seifert form is not affected as the addition is by m copies of a
standard hyperbolic matrix. 
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Chapter 7
Doubly-slice knots
We now apply the double L-theory of Chapter 5 to the study of high-dimensional knots. We
prove that the algebraic double-cobordism class of the Blanchfield complex is an obstruction to
a knot being doubly-slice (Definition 7.1.1). Our obstruction subsumes the previously known
obstructions for odd-dimensions of the Blanchfield form and the Seifert form. Our algebraic
results of previous chapters, particularly Chapter 5, are then interpreted in this context. In par-
ticular we show the new result that any Seifert form for an odd-dimensional knot is hyperbolic
(previously it was only known to be stably hyperbolic). We also give a new (and shorter) proof
of the result of Stoltzfus and Bayer-Fluckiger ([BFS86]) that for n 6= 1 a simple odd-dimensional
n-knot is stably doubly-slice if and only if it is doubly slice. We discuss future applications of
double L-theory (and extensions of it) to the doubly-slice problem.
7.1 The doubly-slice problem
If we slice an (n + 1)-knot J into two pieces using a plane Rn+2 ∪ {∞} ⊂ Sn+3 and the
intersection K = J ∩ Rn+2 ⊂ Sn+2 is an n-knot then necessarily it is slice with two (possibly
different) slice discs. On the other hand, given an n-knot K, a slice disc (D,K) ⊂ (Dn+3, Sn+2)
can be doubled to form an (n+ 1)-knot
(Dn+3, D) ∪(Sn+2,K) −(D
n+3, D) = (Sn+3, D ∪K −D).
So slice n-knots are precisely the n-knots which are cross sections of (n+ 1)-knots.
It is not so surprising that cross sections of a knotted sphere can be knotted spheres. Perhaps
more surprising is that cross sections of an unknotted (n+1)-sphere can be knotted spheres. The
problem of detecting whether an n-knot is a cross section of the (n+1)-unknot was introduced
by Fox [Fox62, pp138] (the first non-trivial example of this type was constructed by John
Stallings but never published, again see [Fox62, pp138]). An equivalent way of describing this
type of knot is the following:
Definition 7.1.1. A pair of slice discs (D±,K) for an n-knot K are complementary if the
result of glueing the slice discs together along K is an (n+ 1)-dimensional unknot
(Sn+3, D+ ∪K −D−) = (S
n+3, U).
An n-knot K is doubly-slice if it admits a pair of complementary slice discs.
The first major investigation into the problem of detecting doubly-slice knots was Sumners’
paper [Sum71]. In this paper, Sumners notes the following corollary to a theorem of Zeeman
([Zee65, §6]).
Proposition 7.1.2 ([Sum71, 2.9]). For K any n-knot, K#(−K) is doubly-slice.
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Proof. We give a quick reproof of Zeeman’s theorem and mention this as a consequence in
Appendix B. 
Lemma 7.1.3. If K,K ′ are doubly-slice n-knots then K#K ′ is doubly slice. Hence the doubly-
slice knots form a closed submonoid of Knotsn.
Proof. Suppose (D±,K) are complementary slice discs for K and (D
′
±,K
′) are complementary
slice discs forK ′. Then the boundary connected sums (D+,K)#(D
′
+,K
′) and (D−,K)#(D
′
−,K
′)
glue along K#K ′ to form the (n+1)-knot (D+ ∪K D−)#(D
′
+ ∪
′
K D
′
−). But this is the (n+1)-
unknot as it is the connected sum of unknots. 
This affords the following definition:
Definition 7.1.4. The n-dimensional (topological) double knot-cobordism group is the group
given by the monoid construction
DCn := Knotsn/{doubly-slice knots}.
Simple doubly-slice knots are a submonoid of Knotssimpn and so we also define
DCsimpn := Knots
simp
n /{simple doubly-slice knots}.
In contrast to the knot-cobordism group, it is unknown whether ‘stably doubly-slice’ implies
doubly slice. This is perhaps the most important unsolved question for doubly-slice knots:
Question 7.1.5. Does there exist K such that K = 0 ∈ DCn but K is not doubly-slice?
At present, it is only known that the double knot-cobordism class of a knot is an obstruction
to the knot being doubly-slice. A negative answer to Question 7.1.5 would reduce the problem
of detecting doubly-slice knots to the problem of determining their double knot-cobordism class.
7.2 The Blanchfield complex as a doubly-slice obstruction
We now show that the algebraic double-cobordism class of the Blanchfield complex of an n-knot
is obstruction to the knot being doubly-slice, thereby building a new invariant of the double
knot-cobordism class of a knot.
Proposition 7.2.1. If K is doubly-slice then the Blanchfield complex (CK , φK) is algebraically
double-nullcobordant.
Proof. We must check that Blanchfield complex of a doubly-slice knotK admits complementary
(Z[z, z−1], P )-nullcobordisms. By the proof of Lemma 6.3.7, we know that a pair of comple-
mentary slice discs (D±,K) results in a pair of morphisms of compact oriented manifold triads
F± ≃ (f±; ∂f±, id; id) : (YD± ; ∂XK , ∂0YD± ; ∂X∂K)→ (YU ; ∂XU , ∂0YU ; ∂XU ),
which result in a pair of algebraic nullcobordisms of the Blanchfield complex
x± ≃ (CK → C(f
!
±), (Φ±, φK)).
We wish to check that the algebraic glue x+ ∪x− ≃ 0. But algebraic glueing is a mapping cone
on the chain level. So is the algebraic Thom construction on a pair, and the construction of
the kernel triads. We perform these mapping cones in any order and receive the same result,
hence the underlying chain complex of x+ ∪ x− is the result of performing these operations in
the following order: glue the maps of algebraic triads F+
!
∪F−
!
(by glueing the triads along the
knot exteriors C(XK)), form the kernel triad σ(F+
!
∪ F−
!
), then perform the algebraic Thom
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construction on this triad. But as the slice discs (D,K) were complementary, we have that the
glue D+ ∪K D− is unknotted in S
n+3 and hence F+
!
∪ F−
!
is chain homotopic to the identity.
Therefore the triad σ(F+
!
∪ F−
!
) is contractible and hence x+ ∪ x− ≃ 0 as required. 
Remark. The transitivity of the double L-groups mean that we have just given a partial
affirmative answer to an algebraic question of Levine [Lev83, 3(2)]. There is no ‘product
structure’ in algebraic L-theory, so our answer is not complete. However we conjecture that the
techniques of double L-theory could be modified to include product structure and answer this
question affirmatively.
Corollary 7.2.2. The Blanchfield form of an odd-dimensional doubly-slice knot is hyperbolic.
Proof. Apply Proposition 5.4.14. 
Corollary 7.2.3. For n ≥ 1, there is a well-defined homomorphism
σDL : DCn → DL
n+1(Z[z, z−1], P,−1); [K] 7→ (CK , φK).
When n = 2k + 1 there is a well-defined homomorphism
σDW : DCn → DW
(−1)k(Z[z, z−1], P ); [K] 7→ (Hk+2(C), λφK ),
and for any choice of Seifert surface F there is a well-defined homomorphism
σD̂W : DCn → D̂W
(−1)k+1
(Z); [K] 7→ (Hk+1(F ), ψ).
We will now combine some of the algebraic results in Chapter 5 to prove a new result about
Seifert forms for knots.
Theorem 7.2.4. Every Seifert form for an odd-dimensional doubly-slice knot K is hyperbolic.
Proof. Any covering of a Seifert form for K is hyperbolic by Corollary 7.2.2, and covering is
an isomorphism D̂W ε(Z) ∼= DW
−ε(Z[z, z−1], P ), so now every Seifert form for K is stably
hyperbolic. But by Proposition 5.4.6 stably hyperbolic Seifert forms are moreover hyperbolic.

We now have several algebraic responses to Question 7.1.5.
Theorem 7.2.5. Suppose for n ≥ 1 that K = 0 ∈ DCn. If K is not doubly slice, this cannot
be detected by the Blanchfield complex. If n = 2k + 1 and K is not doubly slice, this cannot
be detected by the Blanchfield form or any choice of Seifert form.
Remark. We have worked primarily with odd-dimensional knots in this thesis as these are the
knots for which there is some sort of linking form. However, the Blanchfield complex yields
middle-dimensional information about even-dimensional knots as well (which will correspond to
the linking formations of [Ran81, 3.5]). Much has been written about the middle-dimensional
invariants of even-dimensional knots and indeed the ‘Farber-Levine pairing’ can be derived from
the Blanchfield complex (this is described in great detail in [Lev77]). But this pairing is not
the full story (see Kearton’s F -form [Kea84] and Farber’s L-quintuple [Far83]) and we hope in
future work to investigate the extent to which this can be reconciled with, and derived from,
the Blanchfield complex data.
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7.2.1 Simple doubly-slice knots
Recall the Kervaire-Levine surgery classification of knots hinged on constructing a knot-cobordism
from any knot to a simple knot via surgery below the middle-dimension (see 6.3.11). We dis-
cuss such a procedure for double knot-cobordism (or lack thereof) in the next subsection. If
we assume we are dealing with simple knots to begin with, the algebraic results of Section 5.4
yield the following partial answer to Question 7.1.5.
Theorem 7.2.6. For odd n = 2k + 1 > 1, a simple n-knot K has [K] = 0 ∈ DCsimpn if and
only if K is doubly slice.
Proof. ‘If’ is clear. Conversely, if σDL(K) = 0, we have that the Blanchfield form (T, λ) for
K has (T, λ) = 0 ∈ DW (−1)
k
(Z[z, z−1], P ). But by Corollary 5.4.12, this means (T, λ) is
hyperbolic. Hence any Seifert surface F for K has hyperbolic Seifert form by Proposition 5.4.6.
Take a basis of Hk+1(F ;Z) with respect to which the matrix of the Seifert form is hyperbolic.
The Poincare´ dual basis to this can be realised by framed, embedded (k+1)-spheres which can
be used as instructions for surgery on F to realise two complementary slice disks as in [Sum71,
Theorem 3.1] (case k > 1) and [Kea75c] (case k = 1). 
Remark. This is not the first proof of Theorem 7.2.6. In [BFS86], a less general form of
Corollary 5.4.12 is obtained by very different methods to our own. The authors derive Theorem
7.2.6 from this.
7.2.2 There is no ‘double surgery below the middle dimension’
The doubly-slice problem at first appears very similar to the slice problem, and the main
approach to it (indeed the approach taken in this thesis) has been to treat it similarly - as a
high-dimensional cobordism problem. We now briefly describe the issues related to treating
the doubly-slice problem in this way, and in particular how these issues are reflected in double
L-theory. We begin with a striking theorem of Ruberman.
Theorem 7.2.7 ([Rub83, 4.17], [Rub88, 3.3]). In every even dimension, there exist knots with
hyperbolic Farber-Levine pairing (see [Lev77, §6] and [Sto78, 3.16]) but which are not doubly
slice.
In every odd dimension, there exists an infinite family of knotsK with hyperbolic Blanchfield
form but which are not doubly slice. When n 6= 1 all knots in the family have exteriors which are
homotopy equivalent (rel. boundary preserving meridians) to one another and to a doubly-slice
knot. When n = 1 the exteriors have the same Z[Z]-homology type.
One consequence of this theorem is that there can be no general procedure (cf. 6.3.11) that
modifies a knot within its double knot-cobordism class to be simple. There is no double surgery
below the middle dimension. That is
DCn 6∼= DC
simp
n .
Remark. The knot families of Theorem 7.2.7 may not be typical. So the theorem does not
preclude the existence of an odd-dimensional knot K with hyperbolic Blanchfield form but non-
vanishing σDL(K). We believe Theorem B.2.1 could be a fruitful source of future examples.
The mechanism for detecting non-doubly-slice knots in Theorem 7.2.7 is a high-dimensional
application of the Casson-Gordon invariants (see [Rub83], [Rub88]). Necessarily, the existence of
these invariants requires interesting cyclic representations of the fundamental group π1(S
n+2 \
K). If, for example, π1(S
n+2 \ K) ∼= Z, then perhaps the issues arising from Ruberman’s
examples cannot occur. No Ruberman-type results are currently known for knots with π1(S
n+2\
K) ∼= Z.
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Theorem 7.2.7 does not preclude double algebraic surgery below the middle dimension.
On the level of double L-theory this is intimately related to the question of whether there is
periodicity in the double L-groups (cf. 5.3.1).
By Proposition 5.4.10, one consequence of the statement that ‘all double L-groups are 4-
periodic’ would be that all even-dimensional double L-groups were isomorphic to double Witt
groups. If we furthermore assume the localisation (A,S) has homological dimension 0 (resp.
that we are working over (A,S) = (Z[z, z−1], P )) then by Proposition 5.4.13 (resp. 5.4.14) this
is equivalent to saying that the middle-dimensional linking pairing (resp. the Blanchfield form)
of an odd-dimensional S-acyclic symmetric Poincare´ complex contains all the double-cobordism
invariants. As such, Theorem 7.2.7 seems to lend weight to the idea that there is no periodicity
in double L-theory.
Remark. Conceivably, the ‘secondary obstructions’ beyond the Blanchfield pairing could all be
occurring at a level that homological algebraic invariants, such as the Blanchfield complex, can-
not see. But in fact, homology-level secondary obstructions are identified in [Lev83, Proposition
p.252]. These homology-level obstructions involve the ring structure in cohomology. Product
structures are not well accounted for in L-theory and are not seen by a class in double L-theory.
Even though the Alexander-Whitney chain diagonal approximation incorporates a chain-level
cup product, it is lost under equivalence of symmetric Poincare´ complexes. Building this extra
data into the invariant is an interesting avenue of research that we intend to pursue in the
future.
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Appendix A
A trace function
For this appendix, let R be a commutative Noetherian ring with involution and A = R[z, z−1]
be the ring with involution given by z = z−1. Let S be the set of characteristic polynomials
S =
{
p(z) =
N∑
M
akz
k | aM , aN ∈ R
×
}
⊂ R[z, z−1].
We will define and explain an R-module morphism
χ : S−1A/A→ R
such that for every T in H(A,S) there is induced a natural isomorphism of A-modules
χ∗ : HomA(T, S
−1A/A)→ HomR(i!T,R) (A.1)
(the A-module structure on the target is given by setting the action of z−1 as the action of
ζ(T )∗). Such a function is called a trace function for (A,S) if it additionally satisfies
χ(x) = −χ(x). (A.2)
The concept is a common tool, coming originally from algebraic number theory, akin to the
‘trace’ of a field extension (cf. [Lan02, IV. §5]). This account is based on the version of the trace
function considered by Trotter [Tro73] and later by Litherland [Lit84, A3]. In fact, Litherland
shows that forR a field, the properties A.1 and A.2 uniquely determine the function χ. Although
apparently well-known (see also [Mil69] and [Ran98]), it seems hard to find an explanation of
this trace function so we hope this appendix is useful to the reader.
Remark. In contrast to previous accounts (e.g. [Lit84] or [Ran98]), we have not called χ
a ‘universal trace function’ for the following reason. Recall that if a contravariant functor
F : C → Set is representable then there exists a universal element (a, x) where a is in C and x
is in F(a) with the property that for every pair (b, y) with b in C and y in F(b) there exists a
unique morphism f : b → a such that F(f)x = y. In this language, the contravariant functor
we wish to represent is
F = HomR(−, R) : H(A,S)→ Set; T 7→ HomR(i!T,R),
and our trace function is written (S−1A/A, χ). But we see this is not strictly speaking a
universal element for F because the A-module S−1A/A is not S-torsion.
On the other hand, F is an R-module valued presheaf (in the sense of category theory) and
hence, by the Yoneda Lemma, can always be expressed as the colimit of representable functors.
In some sense the definition of the trace map is given by such a colimit.
140
Double L-theory 141
We define some A-modules:
the Novikov rings A+ = R((z)) = {
∑∞
r=N arz
r | ar ∈ R, N ∈ Z} ,
A− = R((z
−1)) =
{∑N
r=−∞ arz
r | ar ∈ R, N ∈ Z
}
,
the Laurent series A∞ = R[[z, z
−1]] =
{∑∞
−∞ arz
r | ar ∈ R
}
.
The Novikov ring A+ = (Z+)
−1R[[z]] is the localisation of the power series ring R[[z]] with
respect to the multiplicative subset Z+ = {z
k | k ≥ 0}. If R is a field, the Novikov ring A+ is
the fraction field of R[[z]]. Of course, the analogous statements are true for R[[z−1]], Z− and
A−. The Laurent series A∞ does not generally carry a ring structure at all.
Lemma A.0.8. If p ∈ S then p ∈ (A+)
× ∩ (A−)
×.
Proof. First we show that if p ∈ R[z] is a polynomial with constant term a unit then it is
invertible in R[[z]]. This result follows from the stronger claim
(R[[z]])× =
{
p(z) ∈ R[[z]] | p(0) ∈ R×
}
.
To see this claim, first note that the augmentation R[[z]]→ R with z 7→ 1 is a ring morphism
so that a unit p(z) ∈ R[[z]]× has p(0) ∈ R×. Conversely, if p(z) =
∑∞
0 akz
k with a0 ∈ R
×,
then
p(z)−1 =
1 + ∞∑
j=1
(
(−(a0)
−1
∞∑
k=1
akz
k)j
) (a0)−1 ∈ R[[z]].
Now as suppose p ∈ S, then for some M ∈ Z, zMp ∈ R[z] is a bionic polynomial. Hence it
is invertible in R[[z]] and moreover in (Z+)
−1R[[z]] = A+.
A similar argument with A− completes the proof. 
There are natural injective A-module morphisms
j± : A →֒ A±, k± : A± →֒ A∞, l± : S
−1A →֒ A±
(l± are well-defined by Lemma A.0.8) such that k+l+ = k−l− : S
−1A→ A∞. Hence there is a
commutative diagram of A-modules where the rows are exact
0 // A
j //
=

S−1A //(
l+
l−
)

S−1A/A //
l

0
0 // A
(
j+
j−
)
// A+ ⊕A−
( k+ −k− )// A∞ // 0
(A.3)
and the map l is induced by the diagram. Then χ is defined as the composite:
χ : S−1A/A
l // A∞
−const.◦z // R,
where “const.” denotes taking the coefficient of z0 in a Laurent series.
To get more familiar with χ, we will consider what this means generally, and then we will
illustrate with an example. Let p, q ∈ A and
f = p/q =
N∑
−M
arz
r/
K∑
−L
brz
r ∈ S−1A
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be a quotient of finite Laurent series, which represents a class [f ] ∈ S−1A/A. The map l begins
by using the maps l±, which construct inverses q
−1 in the respective Novikov rings:
l+(q
−1p) = p
∞∑
r=N+
b+r z
r ∈ A+, l−(q
−1p) = p
N−∑
r=−∞
b−r z
r ∈ A−.
There is then an isomorphism of A-modules
(k+ − k−) : (A+ ⊕A−)/A
∼=
−→ A∞,
so that
l([f ]) = p
 ∞∑
r=N+
b+r z
r
−
 N−∑
r=−∞
b−r z
r
 ∈ A∞.
So finally
χ([f ]) =
∑
r+s=0
ar(b
+
s − b
−
s ) ∈ R.
Example A.0.9. Suppose f = (a− z)−1 for some a ∈ R×. Then
l+(f) = (a
−1 + a−2z + a−3z2 + . . . ),
l−(f) = −(z
−1 + az−2 + a2z−3 + . . . ),
and
χ([f ]) = a−1.
Why is this trace function correct?
The definition of the trace function is very neat and if we assume R is a field as in Litherland
it is not too difficult to prove that it has the properties we claim.
But why does it exist? We derive a natural function below that is equal to the trace χ∗ up
multiplication by z. This z is accounted for in Chapter 3 as a slight discrepancy between the
dualities of torsion modules and autometric modules under the ‘covering’ operation.
The following is a straightforward claim we will need, easily confirmed:
Claim A.0.10 ([MR90, p24]). If M is a f.g. projective R-module then there is a natural
isomorphism of A-modules
F : i!HomR(M,R) → HomA(i!M,A);
zrf 7→ (zsx 7→ f(x)zs−r).
with inverse given by
F−1 : HomA(i!M,A) → i!HomR(M,R);
f 7→
∑∞
−∞ z
rfr, fr(x) = a0,r where f(z
rx) =
∑∞
−∞ as,rz
s.
Now, given an A-module T in H(A,S), we can pick a particularly nice projective A-module
resolution. By Proposition 3.2.8 we may take the resolution of T by f.g. projective A-modules
0 // i!i!T
z−ζ // i!i!T // T // 0
and there is hence the following commuting diagram of A-modules with exact rows:
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0 // (i!i!T )∗
∼= F−1

(z−ζ)∗ // (i!i!T )∗
∼= F−1

// Ext1A(T,A)
∼=

// 0
0 // i!(i!T )∗
z−1−ζ∗ // i!(i!T )∗ // HomR(i!T,R) // 0
Here, z−1 − ζ∗ = F−1 ◦ (z − ζ)∗ ◦ F , by direct calculation.
We have shown:
Proposition A.0.11. For each T in H(A,S), there exists a natural isomorphism of A-modules
HomA(T, S
−1A/A)
∼=
−→ HomR(i
!T,R).
Suppose T is in H(A,S), and take a length 1 resolution by f.g. projective A-modules
0→ P1
d
−→ P0 → T → 0.
The connecting morphism used in the Ext long exact sequence of Lemma 2.1.8 is the natural
isomorphism of A-modules
HomA(T, S
−1A/A) = ker(HomA(d, S
−1A/A))
δ
∼=
// coker(HomA(d,A)) =: Ext
1
A(T,A).
The injective morphism of exact sequences in diagram A.3 tells us in particular that the mor-
phism δ will factor through the connecting morphism in the long exact Ext sequence associated
to the coefficient sequence
0→ A→ A+ ⊕A− → A∞ → 0.
Namely, δ = δ′ ◦ l∗, where δ
′ is the natural A-module morphism
HomA(T,A∞) = ker(HomA(d,A∞))
δ′ // coker(HomA(d,A)) =: Ext
1
A(T,A).
And now we identify the morphism δ with the morphism χ∗ ◦ (−z).
Proposition A.0.12. For our choice of resolution and a fixed g ∈ HomA(T, S
−1A/A) we have
F−1 ◦ δ′ ◦ l∗(g) : i
!T → R; x 7→ −l(g(x))−1,
the negative of the coefficient of z−1 in l(g(x)) ∈ A∞.
Proof. We prefer to work with (A+ ⊕A−)/A via the isomorphism
(k+ − k−) :
A+ ⊕A−
A
∼=
−→ A∞.
Suppose f ∈ HomA(T, (A+ ⊕A−)/A), so that for any x ∈ P0
f : P0/P1 → (A+ ⊕A−)/A; x+ P1 7→
 ∞∑
N+(x)
a+r (x)z
r,
N−(x)∑
−∞
a−r (x)z
r
+A.
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We must chase f around the change of coefficients diagram
0 // HomA(P0, A) //

Hom(P1, A) //

0
0 // HomA(P0, A+ ⊕A−) //

Hom(P1, A+ ⊕A−) //

0
0 // HomA(P0, (A+ ⊕A−)/A) // Hom(P1, (A+ ⊕A−)/A) // 0
First, choose a lift to f˜ ∈ HomA(P0, A+ ⊕ A−). This results in fixing for each x ∈ P0 a
choice of f˜(x) =
(∑∞
N+(x)
a+r (x)z
r,
∑N−(x)
−∞ a
−
r (x)z
r
)
. Now fix the projective resolution to be
0 // i!i!T
z−ζ // i!i!T // T // 0
and apply the differential on the middle row of the change of coefficients diagram. As the
original f was in the kernel of the differential on the bottom row, the morphism (z − ζ)∗f˜
lifts to
˜˜
f ∈ HomA(P1, A) and each (z − ζ)
∗f˜(x) is in the image of
(
j+
j−
)
: A →֒ A+ ⊕ A−. In
particular,
a+r−1(x) − a
+
r (ζx) = a
−
r−1(x) − a
−
r (ζx) for all r,
and there exist integersM+ < M− such that this quantity vanishes when r > M− and r < M+.
We have identified the connecting morphism δ′, and by inspection of the morphism F−1, we
have for any x ∈ P1:
F−1 ◦ δ′(f)(x) =
M−∑
M+
(a±−(r+1)(x)− a
±
−r(ζx))z
r .
Finally we pass to the cokernel of z−1 − ζ∗ : i!(i
!T )∗ → i!(i
!T )∗, so that z−1 acts as ζ∗:
F−1 ◦ δ′(f)(x) =
M−∑
M+
a±−(r+1)(ζ
−rx)− a±−r(ζ
1−rx).
To evaluate this sum, observe that it is part of a larger sum that can be separated into two
telescoping sums∑∞
r=1(a
+
−(r+1)(ζ
−rx)− a+−r(ζ
1−rx)) +
∑r=0
−∞(a
−
−(r+1)(ζ
−rx)− a−−r(ζ
1−rx))
= (limr→∞ a
+
−(r+1)(ζ
−rx)− a+−1(x)) + (a
−
−1(x) − limr→−∞ a
−
−r(ζ
1−rx)).
= −(a+−1(x) − a
−
−1(x)).
To see this last equality, take a fixed generating set {x1, . . . , xn} for i
!T as an R-module. But
for xs, a given generator, a
+
−r(xs)→ 0 and a
−
r (xs)→ 0 as r →∞ by definition of A+ and A−.
Now for each r we have ζrx in the span of the generating set, and the a±r are R-linear.
Finally, recalling our isomorphism
(k+ − k−) :
A+ ⊕A−
A
∼=
−→ A∞,
we see that the final quantity is indeed the negative of the coefficient of z−1 in (k+ −k−)(f(x)) ∈
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A∞ as required. 
Corollary A.0.13. For each T in H(A,S), the trace function is a natural isomorphism of
A-modules
χ∗ : HomA(T, S
−1A/A)
′cong
−−−→ HomR(i
!T,R).
Why not take the natural morphism χ∗ ◦ (−z) to be our isomorphism in the definition of
monodromy (3.2.11)? The reason comes from the way duality in a non-singular ε-symmetric
autometric form (K, θ, h), matches up to duality in the corresponding linking form via the
complex
0→ i!i
!K
z−h
−−−→ i!i
!K → 0
and its dual complex.
Proposition A.0.14. If (K, θ, h) is a non-singular ε-symmetric autometric form andB(K, θ, h) =
(T, λ) is the covering then H(B(K, θ, h)) ∼= B(K, θ, h).
Proof. On the level of (K,h) and T , this was already shown in 3.2.8. We must show the
definitions of the forms agree. But it is enough to show that χ∗λ([x], [y]) = θ(x, y) for x, y ∈ K
and [x], [y] ∈ coker(z − h : i!i
!K → i!i
!K) = T . By definition
λ([x], [y]) = z−1θ(x, (z − h)−1y) ∈ S−1A/A ∼= A∞.
But as we are working over A∞, we can express the inverse (z − h)
−1 = f+ − f− where f± are
the expansions
f+ = h
−1 + h−2z + h−3z2 + . . . ∈ HomA(i!i
!K,A+),
f− = −(z
−1 + hz−2 + h2z−3 + . . . ) ∈ HomA(i!i
!K,A−).
So in fact, recalling that λ is conjugate linear in the second variable, we can write
λ([x], [y]) = z−1
((
∞∑
1
θ(x, h−ky)zk−1
)
+
(
∞∑
1
θ(x, hk−1y)zk
))
.
So that the trace of λ([x], [y]) is indeed θ(x, y) as required.

Appendix B
Twist and frame spinning
Throughout this appendix, given k < l we view Sk as the subset of Sl ⊂ Rl+1 given by setting
the first l−k coordinates to zero. Given k and l we furthermore pick an identification of Dk×Dl
with Dk+l. We view D2 also as a subset of C. If U is a submanifold of a manifold V we use
the notation νU for an open tubular neighbourhood of U in V .
Let K : Sn →֒ Sn+2 be an n-knot and recall we denote the associated disc knot by ∆K and
the respective exteriors XK = S
n \ νK and X∆K = D
n+2 \ ν∆K . We will furthermore assume
that ∆K ⊂ D
n+2 = D2 ×Dn in such a way that ∆K = 0×D
n.
B.1 Twist spinning
This section of the appendix was joint work with Stefan Friedl and is based on the preprint
[FO13]. We will give a quick reproof of Zeeman’s twist-spinning result [Zee65, §6]. As a
corollary, we obtain the observation of Sumners [Sum71, 2.9].
Given z ∈ S1 we now denote by
ρz : D
n+2 = D2 ×Dn → Dn+2 = D2 ×Dn
(w, x) 7→ (zw, x)
the rotation by z in the D2-factor. Note that ρz restricts to the identity on ∆K ∩ S
n+1. Also
note that we can and will assume that the decomposition Dn+2 = D2 ×Dn is oriented in such
a way that for any x ∈ Sn+1 \ ν∆K the closed curve
S1 → X∆K
z 7→ ρz(x)
gives the oriented meridian of K.
Now let k ∈ Z. In order to define the k-twist spin of K, we use the following decomposition
Sn+3 = S1 ×Dn+2 ∪ D2 × Sn+1.
Denote by Φk the homeomorphism
Φk : S
1 ×Dn+2 → S1 ×Dn+2
(z, x) 7→ (z, ρzk(x)).
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Sn+1 \ ν∆K //
X∆K = D
n+2 \ ν∆K
{{①①
①①
①①
ν∆K
77♦♦♦♦♦
x
ρz(x)
The k-twist spin Sk(K) is then defined as
Sk(K) := Φk(S
1 × J)︸ ︷︷ ︸
⊂S1×Dn+2
∪ D2 × Sn−1︸ ︷︷ ︸
⊂D2×Sn+1
.
More informally, Sk(K) is given by spinning the disc knot ∆K around the S
1 direction, per-
forming k twists around ∆K as you go, and then capping off the result by D
2 × Sn−1.
Theorem B.1.1. If k 6= 0, then XSk(K) fibres over S
1, where the fibre is the result of removing
an open ball from the k-fold branched cover of K.
Proof. The proof consists of two parts. We will first describe X = XSk(K) in a different, more
convenient, way. We will then use this new description to write down the promised fibre bundle
over S1. The first part is well-known, in fact this description of X is also given in [Fri05, p. 201].
We write Y = X∆K . Note that Y ∩ ∂D
n+2 = Sn+1 \ νSn−1. As usual we can identify
Sn+1 \ νSn−1 with S1 ×Dn. We now see that
X = S1 ×Dn+2 \ Φk(S
1 × νJ) ∪ D2 × (Sn+1 \ νSn−1)
= Φk(S
1 × Y ) ∪ D2 × S1 ×Dn.
Note that Φk restricts to an automorphism of ∂(S
1 × Y ) = S1 × S1 ×Dn. We can thus glue
S1 × Y and D2 × S1 ×Dn together via the restriction of Φk to S
1 × S1 ×Dn. The map
S1 × Y ∪Φk D
2 × S1 ×Dn → Φk(S
1 × Y ) ∪ D2 × S1 ×Dn,
which is given by Φk on the first subset and by the identity on the second subset, is then a
well-defined homeomorphism.
We will now use this new description of X to write down the fibre bundle structure over
S1. Write ψ : X → S1 for the meridian map of X (see Corollary 6.2.2). It is straightforward
to verify that the assumption that k 6= 0 implies that the map
p : S1 × Y → S1
(z, x) 7→ z−kψ(x)
(B.1)
defines a fibre bundle. It now follows from the definitions that the map
S1 × Y ∪Φk D
2 × S1 ×Dn → S1
which is given by p on the first subset and by projection on the S1-factor in the second subset
is the projection of a fibre bundle.
It remains to identify the fibre of the fibration. The fibre ‘on the right’ (of the decomposition)
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is D2 × {1} ×Dn whereas the fibre ‘on the left’ is given by
Yk = {(y, z) ∈ S
1 |ψ(y) = zk}
which is just the k-fold cyclic cover of Y corresponding to the surjective morphism π1(Y ) →
H1(Y ;Z)
∼=
−→ Z→ Z/kZ.
Note that Y is in fact homeomorphic to the knot exterior X , and that hence Yk is just the
k-fold cyclic cover of Sn+2 \ νK. It is now straightforward to see that the fibre
Yk ∪S1×{1}×Dn D
2 × {1} ×Dn
is the result of attaching a 2-handle to Yk along the preimage of a meridian under the covering
map Yk → Y . Put differently, the fibre is obtained by removing an open ball from the k-fold
branched cover of K. 
Corollary B.1.2. If K ⊂ Sn+2 is a knot, then S±1(K) ⊂ S
n+3 is a trivial knot.
Proof. First note that the ±1-fold branched cover of Sn+2 along K is just Sn+2 again. It thus
follows from Theorem B.1.1 that S±1(K) bounds an (n + 2)-ball in S
n+3, which means that
S±1(K) ⊂ S
n+3 is a trivial knot. 
We also make following observation concerning twist spins.
Lemma B.1.3. If K : Sn →֒ Sn+2 is a knot, then for any k ∈ Z the knot Sk(K) ∩ S
n+2 is
isotopic to K#−K.
Proof. We denote by ∆′ the disc knot which is defined by Φ(−1 × ∆K) = −1 × ∆
′. Put
differently, ∆′ is the result of rotating ∆K ⊂ D
2 ×Dn = Dn+2 by kπ. Note that ∆ is isotopic
in Dn+2 to ∆K rel the boundary. We write
Sn+3 = S1 ×Dn+2 ∪ D2 × Sn+1
with equator sphere
Sn+2 = {±1} ×Dn+2 ∪ D1 × Sn+1.
The above decomposition of Sn+3 gives rise to an orientation preserving map
Ψ: S1 ×Dn+2 → Sn+3
such that
Ψ(S1 ×Dn+2) ∩ Sn+2 = {−1} ×Dn+2 ∪ {1} ×Dn+2.
Note that the restriction of Ψ to {−1}×Dn+2 is orientation reversing and that the restriction
of Ψ to {1} ×Dn+2 is orientation preserving. In particular Φk(S
1 ×∆K) ∩ S
n+2 is the union
of ∆K with the mirror image of ∆
′.
Since ∆K and ∆
′ are isotopic rel the boundary it now follows easily that Sk(K) ∩ S
n+2 is
isotopic to the connected sum of K and −K. 
The following corollary is now an immediate consequence of Corollary B.1.2 and Lemma
B.1.3.
Corollary B.1.4. If K ⊂ Sn+2 is an oriented knot, then K#(−K) is doubly slice.
B.2 Frame spinning
This section of the appendix was joint work (unpublished) with Mark Powell.
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Frame spinning is a process that takes an n-knot K : Sn →֒ Sn+2 and a closed embedded
submanifold Mm ⊂ Sm+n with framing ϕ of the normal bundle, and returns an (n+m)-knot
TϕM (K). In [Fri04] the author shows that all frame spun knots are slice. In this section we show
the following extension to that theorem.
Theorem B.2.1. All odd-dimensional frame spun knots have hyperbolic Seifert forms.
We begin by describing the frame spin TϕM (K) with input (K,M,ϕ) as above. It is proved
in [Fri04] that the existence of the embedding M ⊂ Sm+n is enough to show M is stably paral-
lelisable. Hence it has vanishing Pontryagin classes and Stiefel Whitney classes. In particular
it is orientable.
Now take the standard framed unknotted Sm+n × D2 ⊂ Sm+n+2. Combined with the
framing ϕ, this determines an embedding of normal disc bundles (M × Dn+2,M × Dn) ⊂
(Sm+n+2, Sm+n). We now excise the interiors of the disc bundles and glue back in the product
of M and the disc knot ∆K ⊂ D
n+2. More precisely TϕM (K) is defined as
cl(Sm+n \ (M ×Dn) ∪M×Sn−1 M ×∆K ,
embedded as
cl(Sm+n+2 \ (M ×Dn+2) ∪M×Sn+1 M ×D
n+2.
(We remark that when M is an m-dimensional unknot, we have TϕM (K) = S0(K), the 0-twist-
spin.)
We will use the following main result.
Theorem B.2.2 ([Fri04, Proof of 4.4]). Suppose m+ n is odd and we are given an n-knot K
and (Mm, ϕ). Then the frame spin TϕM (K) admits a Seifert surface F such that
(i) If n is even then the Seifert form of F is hyperbolic.
(ii) If n is odd then the Seifert form of F is double Witt equivalent to a form (K,ψ) where ψ
has matrix
A⊗ τ
for A a Seifert matrix of K and τ an integer matrix of the middle-dimensional intersection
form on Hm/2(M ;Z)/{Z-torsion}.
Proof (of Theorem B.2.1). If m ≡ 2 modulo 4 then there exists a basis with respect to which
τ is the standard symplectic matrix
τ =
(
0 I
−I 0
)
.
Hence any matrix A⊗ τ is hyperbolic.
If m ≡ 0 modulo 4 then we use the vanishing of the Pontryagin classes of M and the
Hirzebruch signature formula to conclude that the signature of M is 0. Furthermore, the
vanishing of the Stiefel-Whitney classes of M , combined with the Wu formula for the Steenrod
squares implies that the diagonal entries of any matrix for τ are even integers. As the signature
is 0, any unimodular matrix representing the form is either trivial or is indefinite. But by the
classification of unimodular matrices, a unimodular, indefinite matrix with signature 0 and even
entries on the diagonal is hyperbolic. So as above, A⊗ τ is hyperbolic. 
We remark finally that the homotopy type of frame spun knots and ‘frame spun Seifert
surfaces’ is well-studied in [Suc92], and cast in terms of the homotopy type of M , making these
frame-spun knots a particularly rich source of future examples of knots with hyperbolic Seifert
forms where there is some control over the connectivity of the Seifert surface.
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