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FILTRATIONS DE STRATIFICATION DE QUELQUES
VARIE´TE´S DE SHIMURA SIMPLES
par
Boyer Pascal
Re´sume´. — Nous de´finissons et e´tudions de nouvelles filtrations dites de stratification
d’un faisceau pervers sur un sche´ma ; contrairement au cas de la filtration par les poids, ou
de monodromie, ces filtrations sont valables quel que soit l’anneau Λ de coefficients. Pour
Λ = Ql, nous illustrons ces constructions dans le contexte des varie´te´s de Shimura unitaires
simples de [7] pour les faisceaux pervers d’Harris-Taylor et le complexe des cycles e´vanescents
introduits et e´tudie´s dans [3]. Nous montrons aussi comment utiliser ces filtrations afin de
simplifier l’e´tape principale de [3]. Les cas de Λ = Zl et Fl seront e´tudie´s dans un prochain
article.
Abstract (Filtration of stratification of some simple Shimura varieties)
We define and study new filtrations called of stratification of a perverse sheaf on a scheme ;
beside the cases of the weight or monodromy filtrations, these filtrations are available whatever
are the ring of coefficients. For Λ = Ql, we illustrate these constructions in the geometric
situation of the simple unitary Shimura varieties of [7] for the perverse sheaves of Harris-
Taylor and the complex of vanishing cycles introduced and studied in [3]. We also show how
to use these filtrations to simplify the principal step of [3]. The cases of Λ = Zl and Fl will
be studied in another paper.
Introduction
Pour l 6= p deux nombres premiers distincts, dans [3] nous avons explicite´ le faisceau
pervers des cycles e´vanescents a` coefficients dans Ql, d’une certaine classe de varie´te´s
de Shimura unitaires X qualifie´e de ≪ simple ≫ dans [7], en une place de caracte´ristique
re´siduelle p. Rappelons que cette description ne repose pas sur une e´tude ge´ome´trique
de ces varie´te´s qui consisterait a` se ramener a` une situation semi-stable ; pour l’essentiel
les arguments se rame`nent a` de la combinatoire sur les repre´sentations admissibles des
Classification mathe´matique par sujets (2000). — 14G22, 14G35, 11G09, 11G35,
11R39, 14L05, 11G45, 11Fxx.
Mots clefs. — Varie´te´s de Shimura, modules formels, correspondances de Langlands, correspon-
dances de Jacquet-Langlands, faisceaux pervers, cycles e´vanescents, filtration de monodromie, conjecture
de monodromie-poids.
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groupes line´aires sur un corps local et automorphes d’un groupe symplectique sur un corps
de nombres. Au cœur de ces arguments, on trouve la formule des traces de Selberg qui
calcule la somme alterne´e des groupes de cohomologie de certains syste`mes locaux dits
d’Harris-Taylor, introduits dans [7], et de´finis sur certaines strates de la fibre spe´ciale de
ces varie´te´s de Shimura. L’apport principal de [3] est l’e´tude des prolongements de ces
syste`mes locaux a` toute la fibre spe´ciale. Pour l’essentiel la preuve consiste
– a` de´crire, dans un certain groupe de Grothendieck des faisceaux pervers de Hecke, les
images des extensions par ze´ro des syste`mes locaux d’Harris-Taylor puis d’en de´duire
celle du faisceau pervers ΨI des cycles e´vanescents.
– Ensuite on e´tudie la suite spectrale associe´e a` la filtration par les poids de ΨI, calculant
ses faisceaux de cohomologie.
Un fait remarquable est que, pour des raisons combinatoires, cette suite spectrale de´ge´ne`re
ne´cessairement en E2 et l’e´tape la plus complexe consiste a` montrer que, lorsque ce n’est
pas trivialement faux, les dp,q1 sont non nulles. Pour ce faire, on utilise
– soit, cf. [3], une proprie´te´ d’autodualite´ a` la Zelevinsky sur la cohomologie des espaces
de Lubin-Tate qui passe par un the´ore`me difficile de comparaison avec l’espace de
Drinfeld duˆ a` Faltings et de´veloppe´ par Fargues dans [6] ;
– soit, cf. [4], des arguments combinatoires complexes reposant sur le the´ore`me de Lef-
schetz difficile, a` propos la cohomologie de la varie´te´ de Shimura
Une autre fac¸on de voir ces calculs est de conside´rer la filtration par les noyaux ite´re´s de la
monodromie auquel cas la suite spectrale associe´e, calculant les faisceaux de cohomologie
HiΨI , de´ge´ne`re en E1. Cette observation nous sugge`re une strate´gie pour montrer que ces
HiΨI sont sans torsion : il suffirait
– de construire une filtration entie`re de ΨI qui co¨ınciderait sur Ql avec celle par les
noyaux ite´re´s de la monodromie puis
– de montrer que les faisceaux de cohomologie de ces gradue´s sont sans torsion.
Le point de de´part de ce travail est donc de construire un telle filtration entie`re, l’e´tude de
la torsion des HiΨI e´tant repousse´e a` un prochain article.
L’ide´e la plus naturelle pour qu’une telle filtration existe quels que soient les coefficients,
est de lui trouver une nature ge´ome´trique et donc d’utiliser des stratifications de l’espace.
Ainsi pour un faisceau pervers P sur un sche´ma muni d’une stratification quelconque, on
le filtre au moyen des morphismes d’adjonction j!j
∗P → P et P → j∗j
∗P , cf. le §2. Pour
Λ = Zl, on travaille dans la cate´gorie quasi-abe´lienne des faisceaux pervers ≪ libres ≫, cf.
le §1.3 au sens ou` e´tant donne´ un faisceau pervers ≪ libre ≫, on lui associe une filtration
dont les gradue´s sont ≪ libres ≫. Pour ce faire on est amene´ a` prendre les coimages, et
non les images, des morphismes d’adjonction. Nous verrons dans un prochain papier que
ce phe´nome`ne qu’il est naturel de nommer ≪ saturation ≫, est directement lie´ a` la torsion.
On e´tudie, §2.3, plus particulie`rement deux de ces constructions, la premie`re dite filtration
exhaustive de stratification et la deuxie`me qui lui est duale, la cofiltration exhaustive de
stratification.
Au §3, on explicite ces constructions pour les extensions par ze´ro des Ql-syste`mes locaux
d’Harris-Taylor, §3.3, puis §3.4 pour le Ql-faisceau pervers des cycles e´vanescents ΨI,Ql.
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En particulier on ve´rifie que la filtration de stratification de ΨI,Ql est e´gale a` celle par les
noyaux de la monodromie, alors que la cofiltration co¨ıncide a` celle par les images.
Rappelons que l’un des inte´reˆts de cet article est de fournir l’ingre´dient the´orique pour
controˆler la torsion des faisceaux de cohomologie de ΨI . Nous montrerons dans un prochain
travail que cette torsion est toujours nulle ce qui, par le the´ore`me de Berkovich couple´ a`
l’analogue du the´ore`me de Serre-Tate, montre que la cohomologie des espaces de Lubin-
Tate, cf. [3], est sans torsion et non divisible. Afin d’illustrer les techniques qui seront
de´veloppe´es dans ce prochain papier, nous montrons en appendice, comment d’une part
obtenir la filtration de stratification de ΨI a` partir seulement des arguments de somme
alterne´e de [3], puis comment en de´duire les HiΨI.
La lisibilite´ du texte doit beaucoup a` la relecture pre´cise et aux suggestions de J.-F.
Dat qui, en particulier, m’a incite´ a` utiliser le langage des cate´gories quasi-abe´liennes ; je
l’en remercie vivement. Merci enfin a` D. Juteau pour m’avoir explique´ son travail sur les
faisceaux pervers a` coefficients entiers.
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1. Faisceaux pervers entiers et the´ories de torsion
Dans tout le texte, K de´signera une extension finie de Ql ou Ql, d’anneau des entiers O
et de corps re´siduel F = O/(̟). La lettre Λ de´signera une des trois lettres K,O ou F.
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1.1. The´ories de torsion. — Une the´orie de torsion, cf.[10] 1.3.1, sur une cate´gorie
abe´lienne A est un couple (T ,F) de sous-cate´gories pleines tel que :
– pour tout objet T dans T et L dans F , on a HomA(T, L) = 0;
– pour tout objet A de A, il existe des objets AT et AF de respectivement T et F , ainsi
qu’une suite exacte courte 0→ AT −→ A −→ AF → 0.
Remarque : T (resp. F) est stable par quotients et extensions (resp. sous-objets et exten-
sions). On dira de (T ,F) est une the´orie de torsion he´re´ditaire (resp. co-he´re´ditaire) si T
(resp. F) est stable par sous-objets (resp. par quotients).
Dans une cate´gorie abe´lienne A qui est O-line´aire, un objet A de A est dit de ̟-torsion
(resp. ̟-libre, resp. ̟-divisible) si ̟N1A est nul pour un certain entier N (resp. ̟.1A est
un monomorphisme, resp. un e´pimorphisme).
1.1.1. Proposition. — (cf. [10] 1.3.5) Soit A une cate´gorie abe´lienne O-line´aire ; on
note T (resp. F , resp. Q) la sous-cate´gorie pleine des objets de ̟-torsion (resp. ̟-
libres, resp. ̟-divisibles) de A. Si A est noethe´rienne (resp. artinienne) alors (T ,F) (resp.
(Q, T )) est une the´orie de torsion he´re´ditaire (resp. co-he´re´ditaire) sur A.
Remarque : dans une cate´gorie abe´lienne O-line´aire noethe´rienne (resp. artinienne) tout A
admet un plus grand sous-objet de ̟-torsion Ator (resp. ̟-divisible Adiv) : A/Ator (resp.
A/Adiv) est sans ̟-torsion (resp. de ̟-torsion) et KA ≃ K(A/Ator) (resp. KA ≃ KAdiv).
1.1.2. Notations. — Soit D une cate´gorie triangule´e munie d’une t-structure (D≤0,D≥0)
au sens de [2] de´finition 1.3.1 ; on notera C son cœur, τ≤n et τ≥n, les foncteurs de tronca-
tion ainsi que Hn := τ≤nτ≥n = τ≥nτ≤n. Pour T : D1 −→ D2 un foncteur triangule´, on note
pT pour H0 ◦ T ◦ ǫ1, ou` ǫ1 : C1 → D1 est l’inclusion du cœur.
Remarque : on rappelle qu’un foncteur triangule´ T : D1 −→ D2 est dit t-exact a` droite
(resp. a` gauche), si T (D≤01 ) ⊂ D
≤0
2 (resp. T (D
≥0
1 ) ⊂ D
≥0
2 ) et t-exact s’il l’est a` droite et
a` gauche. Si (T ∗, T∗) est une paire de foncteurs triangule´s adjoints, alors T
∗ est t-exact a`
droite si et seulement si T∗ est t-exact a` gauche et alors (
pT ∗, pT∗) est une paire de foncteurs
adjoints de C1 et C2.
1.1.3. Corollaire. — (cf. [10] 1.3.6) Si C est munie d’une the´orie de torsion (T ,F)
+D≤0 := {A ∈ D≤1 : H1(A) ∈ T }
+D≥0 := {A ∈ D≥0 : H0(A) ∈ F}
de´finissent une nouvelle t-structure sur D dont on note +C le cœur lequel est en outre
munie d’une the´orie de torsion (F , T [−1]).
Remarque : on retrouve la t-structure p a` partir de p+ via les formules :
D≤0 := {A ∈ +D≤0 : +H0(A) ∈ F}
D≥0 := {A ∈ +D≥−1 : +H−1(A) ∈ T }
FILTRATIONS DE STRATIFICATION DE QUELQUES VARIE´TE´S DE SHIMURA SIMPLES 5
de sorte que ++C = C[−1]. En particulier pour A ∈ C (resp. A ∈ +C), on a
AT =
+H−1A et AF =
+H0A. (resp. AF = H
0A et AT [−1] = H
1A).
1.2. Recollement. — On suppose donne´es trois cate´gories triangule´es D, DU et DF
ainsi que des foncteurs triangule´s i∗ : DF → D et j
∗ : D → DU , ve´rifiant les conditions de
recollement de [2] §1.4.3
1. i∗ posse`de un adjoint a` gauche note´ i
∗ et un adjoint a` droite i! ;
2. j∗ posse`de un adjoint a` gauche j! et un adjoint a` droite j∗ ;
3. on a j∗i∗ = 0 et donc par adjonction i
∗j! = 0 et i
!j∗ = 0 ; pour A ∈ DF et B ∈ DU
Hom(j!B, i∗A) = 0 et Hom(i∗, j∗B) = 0;
4. pour tout K ∈ D, il existe d : i∗i
∗K → j!j
∗K[1] (resp. d : j∗j
∗K → i∗i
!K[1]),
ne´cessairement unique, tel que le triangle suivant est distingue´
j!j
∗K → K → i∗i
∗K  d (resp. i∗i
!K → K → j∗j
∗K  d);
5. les foncteurs i∗, j! et j∗ sont pleinement fide`les : les morphismes d’adjonction i
∗i∗ →
Id→ i!i∗ et j
∗j∗ → Id→ j
∗j! sont des isomorphismes.
E´tant donne´es des t-structures (D≤0U ,D
≥0
U ) sur DU et (D
≤0
F ,D
≥0
F ) sur DF , on de´finit une
t-structure sur D par recollement :
D≤0 := {K ∈ D : j∗K ∈ D≤0U et i
∗K ∈ D≤0F }
D≥0 := {K ∈ D : j∗K ∈ D≥0U et i
!K ∈ D≥0F }.
1.2.1. Proposition. — ([10] proposition 2.30) Supposons CF et CU munies de the´orie de
torsion (TF ,FF ) et (TU ,FU). On de´finit alors une the´orie de torsion sur C par :
T := {P ∈ C : pi∗P ∈ TF et j
∗P ∈ TU}
F := {P ∈ C : pi!P ∈ FF et j
∗P ∈ FU}
1.2.2. Corollaire. — ([10] lemme 2.32) On a les proprie´te´s suivantes :
pi∗(TF ) ⊂ T
pj!(TU) ⊂ T
pj!∗(TU) ⊂ T
pi∗(FF ) ⊂ F
pj∗(FU) ⊂ F
pj!∗(FU) ⊂ F
De´monstration. — Le re´sultat de´coule de la nullite´ de pi∗pj!∗,
pi!pj!∗ ainsi que celle, cf. [2]
proposition 1.4.17 (i), des compose´s pj∗ ◦
pi∗,
pi∗ ◦ pj! et
pi! ◦ pj∗.
Remarque : la t-structure (+D≤0, +D≥0) du corollaire 1.1.3 s’obtient par recollement, i.e.
+D≤0 := {K ∈ D≤1 : H1(K) ∈ T } = {K ∈ D : j∗K ∈ +D≤0U et i
∗K ∈ +D≤0F }
+D≥0 := {K ∈ D≥0 : H0(K) ∈ F} = {K ∈ D : j∗K ∈ +D≥0U et i
!K ∈ +D≥0F }.
En effet pour K ∈ D≤1 avec H1(K) ∈ T , du triangle distingue´ τ≤0K −→ K −→ H
1(K) ,
par application de j∗ (resp. i∗), on en de´duit, comme j∗(D≤0) ⊂ D≤0U (resp. i
∗(D≤0) ⊂ D≤0F ),
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que H1(j∗K) = j∗H1(K) (resp. H1(i∗K) = i∗H1(K)) est de torsion et donc j∗K ∈ +D≤0U
(resp. i∗K ∈ +D≤0F ). Re´ciproquement si j
∗K ∈ +D≤0U et i
∗K ∈ +D≤0F alors K ∈ D
≤1 avec
j∗H1(K) ∈ TU et i
∗H1(K) ∈ TF , soit H
1(K) ∈ T . Le cas de +D≥0 se traite de meˆme.
1.3. La cate´gorie quasi-abe´lienne des faisceaux pervers libres. — Notons tout
d’abord qu’il de´coule du corollaire 1.1.3 et de la remarque qui le suit que
F := D≤0 ∩ +D≥0 = C ∩ +C
est la sous-cate´gorie pleine des objets libres (resp. divisibles) de C (resp. de +C). Les
cate´gories C et +C e´tant abe´liennes, elles posse`dent des noyaux, images, conoyaux et coi-
mages ; cependant ces notions peuvent eˆtre distinctes selon qu’on conside`re C ou +C, i.e.
elles ne fournissent pas ne´cessairement des objets de F .
1.3.1. Lemme. — La cate´gorie F admet des noyaux et des conoyaux. Plus pre´cise´ment
pour L,L′ ∈ F et f : L −→ L′, le noyau KerF f (resp. le conoyau CokerF f) de f dans F
est e´gal a` celui KerC f (resp. Coker+C f) de f dans C (resp.
+C).
De´monstration. — Le noyau KerC f (resp. Coker+C f) est un objet de F et KerC −→ L −→
L′ (resp. L −→ L′ −→ Coker+C f) est l’application nulle. Si X −→ L (resp. L
′ −→ X)
est un morphisme de F dont le compose´ avec L −→ L′ est nul alors, X e´tant un objet de
C (resp. de +C), la proprie´te´ universelle de KerC f (resp. de Coker+C f), nous fournit une
fle`che KerC −→ L (resp. par L
′ −→ Coker+C f) qui factorise X −→ L (resp. L
′ −→ X).
Ainsi KerC f (resp. Coker+C f) est un noyau (resp. conoyau) de f dans F .
Remarque : d’apre`s la remarque suivant 1.1.3, +H0CokerC f est le quotient libre de
CokerC f . Si L
′ −→ X est un morphisme de F dont le compose´ avec L −→ L′ est
nul, alors X e´tant un objet de C, on a une fle`che CokerC f −→ X telle que le compose´
(CokerC f)tor →֒ CokerC f −→ X est nul, i.e. L
′ −→ X se factorise par +H0CokerC f . Ce
dernier est donc e´gal a` CokerF f = Coker+C f . De la meˆme fac¸on on a KerF f = H
0Ker+C f .
1.3.2. De´finition. — Pour L,L′ ∈ F et f : L −→ L′, on rappelle que l’image
ImF f (resp. la coimage CoimF f) de f dans F est KerF(L
′ −→ CokerF f) (resp.
CokerF(KerF f −→ L)).
1.3.3. Lemme. — Pour f un morphisme de F , on a CoimF f = CoimC f = ImC f et
ImF f = Im+C f = Coim+C f . En outre f induit une fle`che canonique CoimF f −→ ImF f.
De´monstration. — On proce`de comme dans la preuve du lemme pre´ce´dent en notant que
dans C on a ImC f →֒ L
′ et donc ImC f est un objet de F . De meˆme dans
+C, on a
L։ Coim+C f et donc Coim+C f est un objet de F .
En outre f : L −→ L′ se factorise par ImF f et comme le compose´ KerF f −→ L −→
ImF f est nul, il induit un morphisme canonique CoimF f −→ Im f .
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1.3.4. De´finition. — (cf. [11] §1.1.3) La fle`che f est dite stricte si le morphisme cano-
nique CoimF f −→ ImF f est un isomorphisme ; on notera alors f : L −|→ L
′. Une suite
0 → L1 −→ L2 −→ L3 → 0 sera dite strictement exacte si L1 est un noyau de L2 −→ L3
et L3 un conoyau de L1 −→ L2.
Remarque : (f : L −→ L′) est un monomorphisme strict et on note L −֒|→ L′ (resp. un
e´pimorphisme strict et on note L −|։ L′) si et seulement si son conoyau dans C (resp. son
noyau dans +C) est un objet de F . Dans ce cas 0 → L −→ L′ −→ CokerF f → 0 (resp.
0→ KerF f −→ L −→ L
′ → 0) est strictement exacte.
Remarque : la compose´e de deux monomorphismes (resp. e´pimorphismes) stricts est strict ;
re´ciproquement si u ◦ v est un monomorphisme (resp. e´pimorphisme) strict alors v (resp.
u) est strict. (1)
1.3.5. Proposition. — La cate´gorie F = C ∩ +C des objets libres (resp. divisibles) de C
(resp. de +C) est quasi-abe´lienne au sens de la de´finition 1.1.3 de [11].
De´monstration. — Nous avons de´ja` vu que F posse´dait des noyaux et conoyaux. Soit alors
f : L1 −|։ L2 un e´pimorphisme strict et
L1 // L2
L′1 //
OO
L′2
OO
un diagramme carte´sien. Notons L = KerF(L1 −→ L2) de sorte que 0 → L −→ L1 −→
L2 → 0 est une suite exacte courte de C. Soit alors L˜1 le tire´ en arrie`re dans C
0 // L // L1 // L2 // 0
0 // L // L˜1
OO✤
✤
✤
//❴❴❴ L′2
//
OO
0.
Comme L et L′2 sont libres dans C alors L˜1 est un objet de F et l’e´pimorphisme strict L˜1 −|։
L′2 se factorise par L
′
1 de sorte que L
′
1 ։ L
′
2 est strict d’apre`s la remarque pre´ce´dente.
Dualement pour L1 −→ L2 un monomorphisme strict et un diagramme cocarte´sien
L′1 // L
′
2
L1 //
OO
L2,
OO
1. Ces proprie´te´s sont ge´ne´rales dans les cate´gories quasi- abe´liennes cf. la proposition 1.1.8 de [11].
8 BOYER PASCAL
le conoyau L dans C de L1 −֒|→ L2 est libre. On note L˜2 le pousse´ en avant dans C
0 // L′1 //❴❴❴ L˜2 // L // 0
0 // L1
OO
// L2
OO✤
✤
✤
// L // 0.
Comme pre´ce´demment L˜2 est un objet de F et le monomorphisme strict L
′
1 −֒|→ L˜2 se
factorise par L′2 de sorte que d’apre`s la remarque pre´ce´dente, L
′
1 →֒ L
′
2 est strict. Ainsi les
conditions (QA) et (QA*) de [11] sont ve´rifie´es et F est quasi-abe´lienne.
1.3.6. Notation. — Un morphisme f : L −→ L′ qui est a` la fois un monomorphisme et
un e´pimorphisme sera note´ f : L −֒։ L′ ; on dit aussi que f est un bimorphisme.
Remarque : la fle`che canonique CoimF f −→ ImF f est un exemple de bimorphisme. Avec
ces notations la factorisation canonique d’une fle`che dans une cate´gorie quasi-abe´lienne
s’e´crit comme suit.
1.3.7. Proposition. — Tout f : L −→ L′ admet une factorisation canonique
L −|։ CoimF f −֒։ ImF f −֒|→ L
′.
1.3.8. De´finition. — Pour f un monomorphisme, ImF est appele´ le sature´ de CoimF f .
1.3.9. Lemme. — Dans le cas ou` C est O-line´aire, un morphisme f de F est un bimor-
phisme si et seulement si f ⊗O K est un isomorphisme. Dans ce cas pour tout entier n
assez grand, il existe g : L′ −֒։ L tel que g ◦ f = ̟nId.
De´monstration. — Soit f : L −֒։ L′ un bimorphisme ; f est un monomorphisme de C
(resp. un e´pimorphisme de +C) de sorte que f ⊗O K est un monomorphisme (resp. un
e´pimorphisme). Comme dans une cate´gorie abe´lienne les notions de bimorphisme et iso-
morphisme co¨ıncident, on en de´duit que f ⊗O K est un isomorphisme. Re´ciproquement si
f ⊗OK est un isomorphisme alors KerF f ⊗OK et CokerF f ⊗OK sont nuls et donc KerF f
et CokerF f aussi. Or KerF f = KerC f (resp. CokerF f = Coker+C f) de sorte que f est un
monomorphisme de C (resp. un e´pimorphisme de +C).
Au bimorphisme L −֒։ L′ est associe´ une suite exacte dans C, 0→ L −→ L′ −→ T → 0
ou` T est un objet de ̟n torsion de C pour n assez grand. Soit alors
0 // L // L0 //❴❴❴
✤
✤
✤
T //
×̟n

0
0 // L _
×̟n

// L′ _
✤
✤
✤
// T // 0
0 // L //❴❴❴ L0 // T // 0
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ou` L0 ≃ L ⊕ T . La compose´e L
′ −→ L0 −→ L est alors un monomorphisme de C dont le
conoyau est de torsion, i.e. L′ −֒։ L.
Remarque : la relation L −֒։ L′ est d’e´quivalence sur F .
1.3.10. De´finition. — Pour L un objet de F , on dira que
L1 ⊂ L2 ⊂ · · · ⊂ Le = L
est une F -filtration si pour tout 1 ≤ i ≤ e − 1, le monomorphisme Li →֒ Li+1 est strict.
Dualement L = L−e ։ L1−e ։ · · ·։ L−1 est une F -cofiltration si pour tout 1 ≤ i ≤ e−1,
l’e´pimorphisme L−i−1 ։ L−i est strict.
Conside´rons a` nouveau une situation de recollement comme dans le paragraphe
pre´ce´dent. Selon la notation 1.1.2, conside´rons les foncteurs pj!,
p+j!,
pj∗,
p+j∗ ainsi que les
foncteurs extensions interme´diaires pj!∗ et
p+j!∗. D’apre`s [10] 2.42-2.46, on a les triangles
distingue´s :
pj! →
p+j! →
pi∗H
−1
torsi
∗j∗[1] 
p+j! →
pj!∗ →
pi∗H
−1
librei
∗j∗[1] 
pj!∗ →
p+j!∗ →
pi∗H
0
torsi
∗j∗  
p+j!∗ →
pj∗ →
pi∗H
0
librei
∗j∗  
pj∗ →
p+j∗ →
pi∗H
1
torsi
∗j∗[−1] 
1.3.11. Lemme. — Soit L ∈ FU alors
p+j!L,
pj!∗L,
p+j!∗L et
pj∗L sont des objets de F .
1.3.12. Notation. — Pour L,L′ ∈ F , on notera f : L −֒։+ L
′ un bimorphisme dont le
conoyau dans C est dans l’image essentielle de CF .
Remarques : a) pour tout L ∈ FU , on voit que
p+j!L −→
pj!∗L (resp.
p+j!∗L −→
pj∗L) est
un e´pimorphisme (resp. un monomorphisme) strict, et que
p+j!L −|։
pj!∗L −֒։+
p+j!∗L −֒|→
pj∗L
est la factorisation canonique du morphisme p+j!L −→
pj∗L au sens de 1.3.7.
b) La construction de la preuve du lemme 1.3.9, fournit p+j!∗L −֒։
pj!∗L dont le conoyau
dans C est j!∗(L/l
nL).
1.3.13. Lemme. — Soient L ∈ FU , M ∈ FX et f :
pj!∗L −֒։+ M . Alors il existe
g : M −֒։+
p+j!∗L tel que g ◦ f :
pj!∗L −֒։+
p+j!∗L est le morphisme canonique.
De´monstration. — Soit M −→ pj∗j
∗M le morphisme d’adjonction et notons Q le co-
noyau dans F de p+j!∗j
∗M −֒|→ pj∗j
∗M . De la nullite´ de Hom(pj!∗L,Q), on en de´duit, via
l’e´pimorphisme pj!∗L ։ M que M −→ Q est nulle ce qui fournit, en utilisant j
∗M ≃ L,
une fle`che M −→ p+j!∗L qui factorise
pj!∗L −֒։+
p+j!∗L et donc M −֒։+
p+j!∗L.
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Remarque : dualement si f : M −֒։ p+j!∗L est telle que CokerC f est dans l’image essentielle
de CF alors f : M −֒։+
p+j!∗L factorise
pj!∗L −֒։
p+j!∗L. En particulier on notera que
f : M −֒։+
pj!∗L (resp. f :
p+j!∗L −֒։+ M) est ne´cessairement un isomorphisme.
1.3.14. Proposition. — On suppose que j∗ (resp. j!) est t-exact pour C (resp.
+C) alors
j∗(FU) ⊂ F (resp. j!(FU) ⊂ F).
De´monstration. — Soit L ∈ FU ; comme
pj∗ = j∗, j∗L ∈ D
≤0 ∩ +D≥0 = F . Le cas de j! est
dual : comme +j! = j!, alors j!L ∈ D
≤0 ∩ +D≥0 d’ou` le re´sultat.
1.4. t-structures perverses. — Dans la suite S de´signe le spectre soit d’un corps, soit
d’un anneau de valuation discre`te hense´lien A, ou celui du normalise´ A¯ de A dans une
cloˆture alge´brique du corps des fractions de A. On rappelle en outre que Λ de´signe une
des trois lettres K,O ou F introduites plus haut. Soit alors X un sche´ma de type fini sur
S. On note D := Dbc(X,Λ) la sous-cate´gorie pleine de D(X,Λ) forme´e des complexes a`
cohomologie borne´e constructible.
1.4.1. Notation. — Dans la suite du texte, Hi de´signera le foncteur cohomologique as-
socie´e a` la t-structure naturelle sur la cate´gorie de´rive´e conside´re´e.
(a) Cas ou` S est le spectre d’un corps : on conside´rera dans cette situation la
t-structure perverse p de´finie par :
A ∈ pD≤0(X,Λ)⇔ ∀x ∈ X, Hki∗xA = 0, ∀k > − dim {x}
A ∈ pD≥0(X,Λ)⇔ ∀x ∈ X, Hki!xA = 0, ∀k < − dim {x}
ou` ix : Spec κ(x) →֒ X. On note alors
pFP(X,Λ) le cœur de cette t-structure : c’est une
cate´gorie abe´lienne noethe´rienne et Λ-line´aire.
Remarque : un objet A de Dbc(X,O) est dans
pD≤0(X,O) si et seulement si A⊗LO F est un
objet de pD≤0(X,F).
1.4.2. Notation. — Les foncteurs cohomologiques associe´s a` la t-structure perverse ci-
avant seront note´s pHi.
Dans le cas ou` Λ = O, en tant que cate´gorie abe´lienne O-line´aire, on obtient comme
pre´ce´demment une autre t-structure p+
A ∈ p+D≤0(X,Λ)⇔ ∀x ∈ X,
{
Hii∗xA = 0, ∀i > − dim {x}+ 1
H− dim {x}+1i∗xA de torsion
A ∈ p+D≥0(X,Λ)⇔ ∀x ∈ X,
{
Hii!xA = 0, ∀i < − dim {x}
H− dim {x}i!xA libre
dont on notera p+FP(X,O) le cœur et p+Hi les foncteurs cohomologiques. C’est une
cate´gorie abe´lienne artinienne et O-line´aire.
Remarque : A est un objet de p+D≥0 si et seulement si A⊗LO F est un objet de
pD≥0(X,F).
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1.4.3. Notation. — Nous noterons FPL(X,O) := p+FP(X,O)∩ pFP(X,O) la cate´gorie
quasi-abe´lienne des faisceaux pervers ≪ libres ≫.
Remarque : un objet A de pFP(X,O) est libre si et seulement si A⊗LO O/(̟) est pervers.
Remarque : la dualite´ de Grothendieck e´change les deux t-structures perverses p et p+ de
sorte que si f est un foncteur exact a` droite pour la t-structure p et commute a` la dualite´
de Grothendieck alors il pre´serve la cate´gorie quasi-abe´lienne des faisceaux pervers libres.
1.4.4. Proposition. — Pour j : U →֒ X affine et P ∈ FPL(U,O) on a
j∗P =
pj∗P =
p+j∗P, j!P =
pj!P =
p+j!P,
et donc j∗P et j!P sont des objets de FPL(X,O).
De´monstration. — Comme j est affine, j∗ (resp. j!) est t-exact pour p (resp. p+) et le
re´sultat de´coule de la proposition 1.3.14.
(b) Cas ou` S = SpecA : on note
– f : X → S le morphisme structural ;
– s = Spec k (resp. η = SpecK) le point ferme´ (resp. ge´ne´rique) de S ;
– Xs (resp. Xη) la fibre spe´ciale (resp. ge´ne´rique) de X ;
– i : Xs →֒ X (resp. j : Xη →֒ X) l’inclusion ferme´e (resp. ouverte).
Le complexe f !ΛS[2](1) est dualisant sur X d’apre`s [5] Th. finitude §4. On conside`re alors la
t-structure sur X obtenue par recollement de la perversite´ autoduale p sur la fibre spe´ciale
Xs de X et de la t-structure (
pD≤−1(Xη,Λ),
pD≥−1(Xη,Λ)), note´e p[1], ou` p est la perversite´
autoduale sur la fibre ge´ne´rique Xη de X. Autrement dit, en posant, d’apre`s [1] XIV 2.2,
pour x un point de X d’image y dans S, δ(x) = deg Tr κ(x)/κ(y) + dim {y}, on a
A ∈ pD≤0(X,Λ)⇔ ∀x ∈ X, Hq(i∗xA) = 0, ∀q > −δ(x)
A ∈ pD≥0(X,Λ)⇔ ∀x ∈ X, Hq(i!xA) = 0, ∀q < −δ(x)
On de´finit de meˆme la t-structure p+ sur X de sorte que le foncteur dualisant
DX = RHom(−, KX) e´change
pD≤0(X,Λ) (resp. p+D≤0(X,Λ)) et p+D≥0(X,Λ) (resp.
pD≥0(X,Λ)).
1.4.5. Proposition. — Le foncteur j∗ (resp. j!) est t-exact pour Xη muni de la t-
structure p[1] (resp. p+ [1]) et X de la t-structure p (resp. p+) de´finie ci-dessus.
De´monstration. — Pour j∗, cf. par exemple [8] bas de la page 48 ; le cas de j! est dual.
On note alors p[1]FPL(Xη,O) := pD≤−1(Xη,O) ∩ p+D≥−1(Xη,O) la cate´gorie quasi-
abe´lienne des faisceaux pervers ≪ libres ≫.
1.4.6. Corollaire. — (cf. la proposition 1.3.14) Si LO ∈
p[1]FPL(Xη,O) alors j!LO,
j∗LO,
pj!∗LO et
p+j!∗LO appartiennent a` FPL(X,O), i.e. sont aussi ≪ libres ≫.
(c) Cas ou` S = Spec A¯ : on note
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– s¯ = Spec k¯ (resp. η¯ = SpecK) le point ferme´ (resp. ge´ne´rique) de S ;
– Xs¯ (resp. Xη¯) la fibre spe´ciale (resp. ge´ne´rique) de X ;
– i¯ : Xs¯ →֒ X (resp. j¯ : Xη¯ →֒ X) l’inclusion ferme´e (resp. ouverte).
Remarque : dans cette situation, il n’y a plus de complexe dualisant.
On conside`re alors les t-structures suivantes :
– p(1) en recollant (pD≤−1(Xη¯,Λ),
pD≥−1(Xη¯,Λ)) et (
pD≤0(Xs¯,Λ),
pD≥0(Xs¯,Λ)) ;
– p(0) en recollant (pD≤0(Xη¯,Λ),
pD≥0(Xη¯,Λ)) et (
pD≤0(Xs¯,Λ),
pD≥0(Xs¯,Λ)).
Remarque : on notera p(1)+ et p(0)+ les t-structures obtenues en recollant comme ci-dessus
a` partir des versions p+ sur Xη¯ et Xs¯.
1.4.7. Proposition. — (i) Pour Xη¯ et X munis des t-structures p[1] et p(1) (resp.
p[1]+ et p(1)+), les foncteurs j¯∗ et j¯! sont t-exacts. Pour LO ∈
p[1]FPL(Xη¯,O), on a
j¯∗LO =
p(1)j¯!∗LO =
p(1)+j¯!∗LO ∈
p(1)FPL(X,O)
et on a la suite exacte courte dans p(1)FPL(X,O) :
0→ i¯∗i¯
∗j¯∗LO −→ j¯!LO −→ j¯∗LO → 0.
(ii) Pour Xη¯ et X munis des t-structures p et p(0) (resp. p+ et p(0)+), les foncteurs j¯∗
et j¯! sont t-exacts. Pour LO ∈
pFPL(Xη¯,O), on a
j¯!LO =
p(0)j¯!∗LO =
p(0)+j¯!∗LO ∈
p(0)FPL(X,O)
et on a la suite exacte courte dans p(0)FPL(X,O) :
0→ j¯!LO −→ j∗LO −→ i¯∗i¯
∗j¯∗LO → 0.
Remarque : le complexe i¯∗j¯∗LO est le complexe des cycles proches note´s Ψη(LO) que l’on
conside`re muni de son action du groupe de Galois.
De´monstration. — (i) Le foncteur j¯∗ (resp. j¯!) est t-exact a` gauche (resp. a` droite) pour
p et p+. Par ailleurs comme d’apre`s [8] §4, i¯∗j¯∗ est t-exact relativement a` p sur Xη¯ et p
sur Xs¯, on en de´duit que j¯∗ est t-exact relativement a` p[1] sur Xη¯ et p(1) sur X. En ce qui
concerne j¯!, conside´rons le triangle distingue´ j¯!j¯
∗K −→ K −→ i¯∗i¯
∗K  pour K = j¯∗LO
avec LO qui est p[1] pervers. La suite exacte longue de p(1)-cohomologie et le fait que
pHr i¯∗j¯∗LO est nul pour tout r 6= −1, donnent la nullite´ des
p(1)Hr j¯!j¯
∗K pour tout r 6= 0
ainsi que la suite exacte courte
0→ i¯∗
p(1)H−1i¯∗K −→ j¯!j¯
∗K −→ K → 0
avec p(1)H−1i¯∗K = Ψη(LO) qui est p-pervers. On en de´duit alors que j¯! est t-exact relati-
vement a` p[1] et p(1) ainsi que j¯∗LO =
p(1)j¯!∗LO.
Soit alors LO qui est p[1]+ pervers et soit
p[1]H0LO → LO →
p[1]τ≥1LO  le triangle
distingue´ associe´ ou` p[1]τ≥1LO[1] est p[1] pervers de torsion et
p[1]H0LO est libre. Apre`s ap-
plication du foncteur exact j¯∗ on obtient j¯∗
p[1]H0LO → j¯∗LO → j¯∗
p[1]τ≥1LO  ou` j¯∗
p[1]H0LO
et j¯∗
p[1]τ≥1LO[1] sont p(1)-pervers. Par ailleurs comme pour tout M qui est p[1]-pervers,
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j¯∗M =
p(1)j¯!∗M , il de´coule du corollaire 1.2.2 que j¯∗
p[1]H0LO (resp. j¯∗
p[1]τ≥1LO[1]) est libre
(resp. de torsion). On en de´duit alors que j¯∗ est t-exact a` gauche relativement a` p[1]+ et
p(1)+ et donc t-exact. La t-exactitude de j¯! relativement a` p[1]+ et p(1)+ s’en de´duit alors
comme pre´ce´demment.
Remarque : pour tout M qui est p[1]+ pervers, j¯∗M =
p(1)+j¯!∗M .
(ii) Le raisonnement est strictement identique en notant que relativement aux t-
structures p et p(0), i¯∗j¯
∗ est t-exact de sorte que pour K = j¯∗LO, i¯∗i¯
∗K et p(1)¯i∗K = Ψη(LO)
sont p-pervers alors que p(1)H−1i¯∗K est nul.
2. Filtrations de stratification d’un faisceau pervers sans torsion
On suppose le sche´ma X muni d’une stratification S = {X = X≥1 ) X≥2 ) · · · ) X≥e}
ou` pour tout 1 ≤ h ≤ e, la strateX≥h est de pure dimension dh ou` = dimX = d1 > d2 · · · >
de ≥ 0. On notera j
≥h : X=h →֒ X≥h, ih : X
≥h →֒ X et j=h := ih ◦ j
≥h. On rappelle, cf. la
de´finition 1.4.3, que FPL(X,Λ) de´signe la cate´gorie quasi-abe´lienne des faisceaux pervers
≪ libres ≫ ; en indice dans les notations, on la notera simplement F .
2.1. Cas d’une situation de recollement. — Dans ce paragraphe on s’inte´resse au
cas ou` e = 2 ; on notera simplement j : U := X≥1−X≥2 →֒ X et i : F := X≥2 →֒ X. Pour
L ∈ FPL(X,Λ), on conside`re le diagramme suivant
L
can∗,L
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
p+j!j
∗L
can!,L
99rrrrrrrrrrr
+ // // pj!∗j
∗L 

+
// // p+j!∗j
∗L 

+ // pj∗j
∗L
ou` la ligne du bas est la factorisation canonique de p+j!j
∗L −→ pj∗j
∗L, cf. la proposition
1.3.7, et les fle`ches ≪ en biais ≫ donne´es par adjonction.
2.1.1. De´finition. — On note PL := i∗
pH−1librei
∗j∗j
∗L = KerF
(
p+j!j
∗L։ pj!∗j
∗L
)
. Avec
les notations du diagramme ci-dessus, on pose
Fil0U,!(L) = ImF(can!,L) et Fil
−1
U,!(L) = ImF
(
(can!,L)|PL
)
.
2.1.2. Lemme. — Avec les notations pre´ce´dentes, Fil−1U,!(L) ⊂ Fil
0
U,!(L) ⊂ L est une F-
filtration au sens de 1.3.10, avec L/Fil0U,!(L) ≃ i∗
p+i∗L et
pj!∗j
∗L −֒։+ Fil
0
U,!(L)/Fil
−1
U,!(L).
De´monstration. — Le premier isomorphisme est imme´diat en utilisant la suite exacte
longue de cohomologie associe´e aux foncteurs p+Hi sur j!j
∗F −→ F −→ i∗i
∗F  .
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Comme Fil−1U,!(L) = ImF
(
can!,L : PL −→ Fil
0
U,!(L)
)
, par de´finition de l’image, le mono-
morphisme Fil−1U,!(L) →֒ Fil
0
U,!(L) est strict, i.e. gr
0
U,!(L) := Fil
0
U,!(L)/Fil
−1
U,!(L) est un objet
de FPL(X,Λ). Ainsi l’e´pimorphisme p+j!j
∗L ։ Fil0U,!(L) −|։ gr
0
U,!(L) se factorise en un
e´pimorphisme f : pj!∗j
∗L ։ gr0U,!(L). Or ce dernier e´tant un isomorphisme sur U , KerF f
est de la forme i∗L
′ avec L′ ∈ FPL(F,Λ) ; comme HomF(i∗L
′, pj!∗j
∗L) est nul on en de´duit
que L′ est nul et donc que f est un monomorphisme de FPL(X,Λ), d’ou` le re´sultat.
Remarque : d’apre`s le lemme 1.3.13, il existe une fle`che Fil0U,!(L)/Fil
−1
U,!(L) −֒։+
p+j!∗j
∗L
dont la compose´e avec celle de l’e´nonce´ est la fle`che canonique pj!∗j
∗L −֒։+
p+j!∗j
∗L.
pj!∗j
∗L 

+
// //
 w
+ )) ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Fil0U,!(L)/Fil
−1
U,!(L) _
+

p+j!∗j
∗L
On re´sume les constructions pre´ce´dentes par le diagramme suivant :
pj!∗j
∗L 

+
// // gr0U,!(L)
p+j!j
∗L
+
OOOO
// // Fil0U,!(L)
+
OOOO
 
+ // L + // // i∗
p+i∗L
pH−1librei
∗j∗j
∗L PL
?
+
OO
// // Fil−1U,!(L)
?
+
OO
Remarque : en utilisant le morphisme can∗,L du diagramme du de´but de ce para-
graphe, le lecteur ve´rifiera aise´ment que Fil−1U,!(L) = KerF
(
(can∗,L)| ImF (can!,L)
)
et
gr0U,!(L) = CoimF
(
(can∗,L)| ImF (can!,L)
)
lequel est bien ≪ coince´ ≫ entre
pj!∗j
∗L = CoimF
(
(can∗,L)|CoimF (can!,L)
)
et p+j!∗j
∗L = ImF
(
(can∗,L)| ImF (can!,L)
)
.
2.1.3. De´finition. — La filtration Fil−1U,!(L) ⊂ Fil
0
U,!(L) ⊂ L est dite sature´e si can!,L est
strict i.e. si Fil0U,!(L) = CoimF(can!,L).
Remarque : si Fil0U,!(L) = CoimF(can!,L) alors la compose´e PL −֒|→ j!j
∗L −|։ Fil0U,!(L)
est stricte i.e. Fil−1U,!(L) = CoimF
(
(can!,L)|PL
)
. De meˆme l’e´pimorphisme pj!∗j
∗L −|։
Fil0U,!(L) −|։ gr
0
U,!(L) est strict de sorte que ce dernier est un isomorphisme.
Remarque : la dualite´ D de Grothendieck-Verdier stabilise FPL(X,Λ), e´change les mono-
morphismes (resp. stricts) avec les e´pimorphismes (resp. stricts). En utilisant D(ImF f) =
CoimF(Df) et D(can!,L) = can∗,D(L), on peut dualiser les constructions pre´ce´dentes, ce qui
donne des cofiltrations de´finies comme suit.
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2.1.4. De´finition. — On note QL = i∗
pH0librei
∗j∗j
∗L = CokerF
(
p+j!∗j
∗L −→ pj∗j
∗L
)
et pL l’e´pimorphisme pL :
p+j!∗j
∗L։ QL. On de´finit alors
CoFilU,∗,0(L) = CoimF (can∗,L) et CoFilU,∗,1(L) = CoimF(pL ◦ can∗,L).
On obtient ainsi une F -cofiltration, L ։ CoFilU,∗,0(L) ։ CoFilU,∗,1(L) dont le noyau
grU,∗,1(L) de CoFilU,∗,0(L)։ CoFilU,∗,1(L) s’inscrit dans un diagramme commutatif
pj!∗j
∗L 

+
// //
 v
+ (( ((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
grU,∗,1(L) _
+

p+j!∗j
∗L.
En ce qui concerne le noyau de L։ CoFilU,∗,0(L), en vertu de la suite exacte dans C :
0→ i∗
pi!L −→ L −→ pj∗j
∗L −→ i∗
pH1i!L→ 0,
on en de´duit qu’il est isomorphe a` i∗
pi!L. On re´sume cette construction par le diagramme
grU,∗,1(L)
 
+
// //
 _
+

p+j!∗j
∗L
 _
+

i∗
pi!L 

+ // L + // // CoFilU,∗,0(L)
  //
+

pj∗j
∗L

CoFilU,∗,1(L)
  // QL
pH0librei
∗j∗j
∗L
avec CoFilU,∗,0(L) ≃ D
(
Fil0U,!(D(L))
)
et CoFilU,∗,1(L) ≃ D
(
Fil−1U,!(D(L))
)
.
2.1.5. De´finition. — La cofiltration L։ CoFilU,∗,0(L)։ CoFilU,∗,1(L) est dite sature´e
si can∗,L est strict, i.e. si les coimages de la de´finition 2.1.4 sont e´gales aux images.
Remarque : le lecteur notera que pL e´tant strict si can∗,L est strict alors pl ◦ can∗,L aussi.
L’auteur pre´fe´rant les filtrations aux cofiltrations, on utilisera la de´finition suivante.
2.1.6. De´finition. — Pour δ = 0, 1, on note FilδU,∗(L) = KerF
(
L։ CoFilU,∗,δ(L)
)
, i.e.
Fil0U,∗(L) = KerF(can∗,L) et Fil
1
U,∗(L) = KerF(pL ◦ can∗,L).
On obtient ainsi une F -filtration Fil0U,∗(L) →֒ Fil
1
U,∗(L) →֒ L.
Remarque : de la meˆme fac¸on la filtration Fil−1U (L) ⊂ Fil
0
U(L) ⊂ L de´finit une F -cofiltration
L։ CoFilU,!,−1(L)։ CoFilU,!,0(L)
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avec CoFilU,!,−1(L) := L/Fil
−1
U,!(L) et FilU,!,0(L) := L/Fil
0
U,!(L). La dualite´ de Verdier-
Grothendieck e´change ces notions, i.e. pour δ = 0, 1 on a FilδU,∗(L) ≃ D
(
CoFilU,!,−δ(D(L))
)
et Fil−δU,!(L) ≃ D
(
CoFilU,∗,δ(D(L))
)
.
2.2. Filtration et cofiltration de stratification. — Traitons a` pre´sent le cas ge´ne´ral
ou` la stratification S admet e´ventuellement plus de deux strates, i.e. e ≥ 2. Pour tout 1 ≤
h < e, on notera X1≤h := X≥1−X≥h+1 et j1≤h : X1 ≤h →֒ X≥1 l’inclusion correspondante.
2.2.1. De´finition. — Pour L un objet de F et 1 ≤ r ≤ e− 1, soit
Filr
S,!(L) := ImF
(
p+j1≤r! j
1≤r,∗L −→ L
)
.
2.2.2. Proposition. — La de´finition pre´ce´dente munit fonctoriellement tout objet L de
F d’une F-filtration, au sens de 1.3.10, dite de S-stratification
0 = Fil0
S,!(L) ⊂ Fil
1
S,!(L) ⊂ Fil
1
S,!(L) · · · ⊂ Fil
e−1
S,! (L) ⊂ Fil
e
S,!(L) = L.
De´monstration. — Par construction les Filr
S,!(L) et L/Fil
r
S,!(L) sont des objets de F . En
outre comme j1≤r−1,∗ Filr
S,!(L) ≃ j
1≤r−1,∗L, le morphisme d’adjonction p+j1≤r−1! j
1≤r−1,∗L −→
L se factorise par Filr
S,!(L)
Filr−1
S,! (L)
yyrrr
rr
rr
rr
r
 _
+

Filr
S,!(L)
  // L
de sorte que Filr−1
S,! (L) −→ Fil
r
S,!(L) est un monomorphisme strict.
2.2.3. De´finition. — On dira que L est S!-sature´ si pour tout 1 ≤ r ≤ e −
1, le morphisme d’adjonction p+j1≤r! j
1≤r,∗L −→ L est strict, i.e. si Filr
S,!(L) =
CoimF
(
p+j1≤r! j
1≤r,∗L −→ L
)
. Autrement dit si pour tout 1 ≤ r ≤ e − 1, pi∗r+1L est
un objet de F .
Remarque : Filr−1
S,! (L) e´tant construit, on peut aussi obtenir Fil
r
S,!(L) comme suit. Le quo-
tient L/Filr−1
S,! (L) est a` support dans X
≥r et on conside`re ir,∗ Fil
0
X=r ,!
(
L/Filr−1
S,! (L)
)
au
sens de la de´finition 2.1.1 pour U = X=r →֒ X≥r. Soit alors F˜il
r
S,!(L) le tire´ en arrie`re
Filr−1
S,! (L)
  // L // // L/Filr−1
S,! (L)
Filr−1
S,! (L)
  // F˜il
r
S,!(L)
?
OO✤
✤
✤
✤
// //❴❴❴ ir,∗ Fil
0
X=r,!
(
L/Filr−1
S,! (L)
)?
OO
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Par construction p+H0i∗r
(
Filr−1
S,! (L)
)
est nul et donc p+H0i∗r+1
(
Filr−1
S,! (L)
)
aussi. Ainsi
la nullite´ de p+H0i∗r+1
(
ir,∗ Fil
0
X=r,!
(
L/Filr−1
S,! (L)
))
implique celle de p+H0i∗r+1F˜il
r
S,!(L) de
sorte que F˜il
r
S,!(L) est la coimage du morphisme d’adjonction
p+j≥r! j
≥r,∗
(
F˜il
r
S,!(L)
)
−→
F˜il
r
S,!(L). En prenant le j
1≤r,∗ du diagramme pre´ce´dent, on en de´duit que j1≤r,∗L ≃
j1≤r,∗F˜il
r
S,!(L) de sorte que F˜il
r
S,!(L) ≃ Fil
r
S,!(L).
2.2.4. De´finition. — Pour L un objet de F et 1 ≤ r ≤ e− 1, soit
CoFilS,∗,r(L) = CoimF
(
L −→ pj1≤r∗ j
1≤r,∗L
)
.
2.2.5. Proposition. — La de´finition pre´ce´dente munit fonctoriellement tout objet L de
F d’une F-cofiltration dite de S-stratification
L = CoFilS,∗,e(L)։ CoFilS,∗,e−1(L)։ · · ·։ CoFilS,∗,1(L)։ CoFilS,∗,0(L) = 0.
Remarque : comme pre´ce´demment, on peut construire cette cofiltration de manie`re
ite´rative. Supposons construit CoFilS,∗,r−1(L) et notonsKr = KerF
(
L −|։ CoFilS,∗,r−1(L)
)
a` support dans X≥r. Soient alors Kr −|։ ir,∗CoFilX=r,∗,0(Kr) et le pousse´ en avant
Kr

  // L
✤
✤
✤
// // CoFilS,∗,r−1(L)
ir,∗CoFilX=r,∗,0(Kr)
  //❴❴❴ C˜oFilS,∗,r(L) // // CoFilS,∗,r−1(L).
Comme pre´ce´demment on montre que CoFilS,∗,r(L) ≃ C˜oFilS,∗,r(L).
2.2.6. De´finition. — Pour tout 0 ≤ r ≤ e, on note
Fil−r
S,∗(L) := KerF
(
L։ CoFilS,∗,r(L)
)
,
i.e. Fil−r
S,∗(L) = KerF
(
can∗,L : L −→
pj1≤r∗ j
1≤r,∗L
)
. On obtient ainsi une F -filtration
0 = Fil−e
S,∗(L) ⊂ Fil
1−e
S,∗ (L) ⊂ · · · ⊂ Fil
0
S,∗(L) = L
dont on note gr−r
S,∗(L) les gradue´s. On dit que L est S∗-sature´ si pour tout 1 ≤ r ≤ e− 1,
l’e´pimorphisme L։ CoFilS,∗,r(L) est strict.
Remarque : on peut aussi de´finir la cofiltration CoFilS,!,−r(L) := L/Fil
r
S,!(L). Comme
pre´ce´demment la dualite´ de Verdier e´change ces notions, i.e. D
(
CoFilS,!,−r(L)
)
≃
Fil−r
S,∗(D(L)), et D
(
CoFilS,∗,r(L)
)
≃ Filr
S,!(D(L)).
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2.3. Filtrations exhaustives de stratification. — Dans ce paragraphe on cherche a`
raffiner les filtrations du paragraphe pre´ce´dent de fac¸on a` obtenir la filtration la plus fine
possible ≪ adapte´e ≫ a` la stratification S au sens suivant.
2.3.1. De´finition. — Un faisceau pervers L ∈ FPL(X,Λ) est dit adapte´ a` la stratifi-
cation S s’il existe 1 ≤ h ≤ e tel que L ≃ ih,∗i
∗
hL et que le morphisme d’adjonction
j≥h! j
≥h,∗
(
i∗hL
)
−→ i∗hL induit un bimorphisme
pj=h!∗ j
=h,∗L −֒։+ L ou` l’on rappelle que
ih,∗ = ih,! =
pih,!∗ =
p+ih,!∗ et j
=h := ih ◦ j
≥h. Une F -filtration sera dite adapte´e a` S si tous
ses gradue´s le sont.
Remarque : les filtrations Fil•
S,! et Fil
•
S,∗ du paragraphe pre´ce´dent ne sont, en ge´ne´ral,
pas adapte´es a` S. Une fac¸on d’y reme´dier serait de les combiner en conside´rant les
gri1
S,∗gr
j1
S,! · · · gr
ie
S,∗gr
je
S,!(L). Une autre, plus simple, consiste a` utiliser les Fil
−1
U,! du §2.1.
2.3.2. Notation. — Pour e ≥ 2 et r ∈ Z− {0}, on note v2,e(r) la valuation 2-adique de
r i.e. r = 2v2,e(r)m avec m impair et on pose v2,e(0) = e− 1.
2.3.3. Proposition. — E´tant donne´e une stratification S = {X = X≥1 ) · · · ) X≥e} de
X, tout objet L de FPL(X,Λ) est muni fonctoriellement d’une F-filtration dite exhaustive
de S-stratification adapte´e a` S au sens de la de´finition pre´ce´dente
0 = Fill−2
e−1
S,! (L) ⊂ Fill
−2e−1+1
S,! (L) ⊂ · · · ⊂ Fill
0
S,!(L) ⊂ · · · ⊂ Fill
2e−1−1
S,! (L) = L,
telle que pour tout |r| < 2e−1, il existe Pr ∈ FPL(X
=e−v2(r),Λ) tel que grrr
S,!(L) :=
Fillr
S,!(L)/Fill
r−1
S,! (L) s’inscrive dans un diagramme commutatif de bimorphismes
pj
=e−v2(r)
!∗ Pr
 
+
// //
 s
+ && &&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
p+j
=e−v2(r)
!∗ Pr
grrr
S,!(L)
*

 +
77 77♣♣♣♣♣♣♣♣♣♣♣♣
De´monstration. — On va montrer le re´sultat par re´currence sur e, le cas e = 2 e´tant
donne´ par la construction Fil−1U,!(L) −֒|→ Fil
0
U,!(L) −֒|→ Fil
1
U,!(L) := L du §2.1. Supposons
donc le re´sultat acquis jusqu’au rang e − 1 et traitons le cas de e. Partant d’un objet
L de FPL(X,Λ), on note Fill0
S,!(L) := Fil
1
S,!(L) = Fil
0
X=1(L) et Fill
−1
S,!(L) = Fil
−1
X=1(L)
ou` le gradue´ grr0
S,!(L) := Fill
0
S,!(L)/Fill
−1
S,!(L) ≪ factorise ≫ le morphisme canonique
pj≥1!∗
(
j≥1,∗L
)
−֒։+
p+j≥1!∗
(
j≥1,∗L
)
, i.e.
pj≥1!∗
(
j≥1,∗L
)
 
+
// //
 t
+ && &&◆◆
◆◆
◆◆
◆◆
◆◆
◆
p+j≥1!∗
(
j≥1,∗L
)
grr0
S,!(L).
*

 +
77 77♣♣♣♣♣♣♣♣♣♣♣
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Comme Fill−1
S,!(L) (resp. L/Fill
0
S,!(L)) est a` support dans X
≥2, muni de la stratification
S
1 := {X≥2 ) · · · ) X≥e}, il est, d’apre`s l’hypothe`se de re´currence, muni d’une filtration
0 = Fill−2
e−2
S1,!
(
Fill−1
S,!(L)
)
⊂ · · · ⊂ Fill0
S1,!
(
Fill−1
S,!(L)
)
⊂ · · · ⊂ Fill2
e−2−1
S1,!
(
Fill−1
S,!(L)
)
= Fill−1
S,!(L),
(
resp. 0 = Fill−2
e−2
S1,!
(
L/Fill0
S,!(L)
)
⊂ · · · ⊂ Fill2
e−2−1
S1,!
(
L/Fill0
S,!(L)
)
= L/Fill0
S,!(L).
)
Pour tout |r| < 2e−2, on pose Fill−2
e−2+r
S,! (L) = Fill
r
S1,!
(
Fill0
S,!(L)
)
ainsi que le tire´ en
arrie`re :
0 // Fill0
S,!(L) // L // L/Fill
0
S,!(L) // 0
0 // Fill0
S,!(L) // Fill
2e−2+r
S,! (L)
?
OO✤
✤
✤
✤
//❴❴❴ Fillr
S1,!
(
L/Fill0
S,!(L)
)?
OO
// 0.
En notant que pour |r| < 2e−2, v2,e(r) = v2,e(±2
e−2 + r), on voit que la proprie´te´ sur les
gradue´s est clairement ve´rifie´e.
2.3.4. De´finition. — On dira que L est exhaustivement S!-sature´ si dans la construction
pre´ce´dente tous les morphismes d’adjonction conside´re´s can!,Pr sont stricts, cf. 2.1.3.
Remarque : comme pre´ce´demment, en utilisant les L′ ։ CoFilU,∗,0(L
′) ։ CoFilU,∗,1(L
′),
on construit une cofiltration exhaustive de S-stratification
L = CoFillS,∗,2e−1(L)։ CoFillS,∗,2e−1−1(L)։ · · ·։ CoFillS,∗,−2e−1(L) = 0
ve´rifiant des proprie´te´s analogues a` celles de la proposition pre´ce´dente.
2.3.5. De´finition. — Avec les notations pre´ce´dentes, pour tout |r| < 2e−1,
Fill−r
S,∗(L) = KerF
(
L։ CoFillS,∗,r(L)
)
de´finit une F -filtration dont on note grrr
S,∗(L) les gradue´s. Cette filtration sera dite S∗-
sature´e si les e´pimorphismes L։ CoFilS,∗,r(L) sont stricts.
Remarque : comme pre´ce´demment la dualite´ de Verdier e´change filtrations et cofiltrations,
i.e.D
(
CoFillS,∗,r(L)
)
≃ Fillr
S,!
(
D(L)
)
etD
(
CoFillS,!,r(L)
)
≃ Fillr
S,∗
(
D(L)
)
. En particulier
si L ≃ D(L) est autodual, alors il est S!-sature´ si et seulement s’il est S∗-sature´.
Remarque : pour O un anneau de coefficients, soit L0 −֒|→ L1 un monomorphisme strict de
FPL(X,O) dont le conoyau est de la forme i¯∗pj!∗P −֒։ L1/L0 −֒։ i¯∗p+j!∗P ou` j : U →֒ U¯
est une inclusion ouverte et i : U¯ →֒ X est une immersion ferme´e. On suppose donne´
G ∈ FPL(X,O) tel que i¯∗pj!∗P −֒։ G −֒։ i¯∗p+j!∗P . Comme d’apre`s le lemme 1.3.9, −֒։
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est une relation d’e´quivalence et que L1/L0 et G sont e´quivalents a` i¯∗
pj!∗P , il existe une
fle`che G −֒։ L1/L0 de sorte que le tire´ en arrie`re
L0
  // L′1
// //❴❴❴❴
 _
✤
✤
✤
G _

L0 // L1 // // L1/L0
fournit un objet L′1 −֒։ L1 munit d’une F -filtration L0 ⊂ L
′
1 dont on a modifie´ ≪ la
position ≫ du gradue´ L′1/L0 par rapport a` celle de L1/L0. Plus ge´ne´ralement le lecteur se
convaincra qu’e´tant donne´s :
– un objet L de F dont la filtration de S-stratification exhaustive fournit pour tout
r ∈ Z tel que |r| < 2e−1 des faisceaux pervers Pr sur X=e−v2(r) et pj
=e−v2(r)
!∗ Pr −֒։
grrr
S
(L) −֒։ p+j
=e−v2(r)
!∗ Pr,
– pour tout |r| < 2e−1 des pj
=e−v2(r)
!∗ Pr −֒։ Gr −֒։
p+j
=e−v2(r)
!∗ Pr,
on peut construire L′ dont les gradue´s de la filtration exhaustive sont les Gr.
3. Faisceaux pervers sur les varie´te´s de Shimura simples
De´sormais nous nous placerons dans le cas Λ = Ql ; le but de ce paragraphe est d’ex-
pliciter les constructions pre´ce´dentes sur le faisceaux pervers des cycles e´vanescents des
varie´te´s de Shimura simples de [7].
3.1. Rappels sur les repre´sentations de GLn(K). — Dans la suite K de´signe un
corps local non archime´dien dont le corps re´siduel est de cardinal q une puissance de p
et on rappelle quelques notations de [3] sur les repre´sentations admissibles de GLn(K) a`
coefficients dans Ql ou` l un nombre premier distinct de p.
3.1.1. Notation. — Une racine carre´e q
1
2 de q dans Ql e´tant fixe´e, pour k ∈
1
2
Z, nous
noterons π{k} la repre´sentation tordue de π de sorte que l’action d’un e´le´ment g ∈ GLn(K)
est donne´e par π(g)ν(g)k avec ν : g ∈ GLn(K) 7→ q
−val(det g).
3.1.2. De´finition. — Pour (π1, V1) et (π2, V2) des R-repre´sentations de respectivement
GLn1(K) et GLn2(K), et Pn1,n2 le parabolique standard de GLn1+n2 de Levi M = GLn1 ×
GLn2 , on notera
π1 × π2 := ind
GLn1+n2 (K)
P (K) π1{n2/2} ⊗ π2{−n1/2}.
On rappelle qu’une repre´sentation irre´ductible admissible π de GLn(K) est dite cuspidale
si elle n’est pas un sous-quotient d’une induite parabolique propre. Pour g un diviseur de
d = sg et π une repre´sentation cuspidale irre´ductible de GLg(K), l’induite parabolique
π{
1− s
2
} × π{
3− s
2
} × · · · × π{
s− 1
2
}
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posse`de un unique quotient (une unique sous-repre´sentation) irre´ductible note´ Sts(π) (resp.
Spehs(π)). D’apre`s [12] 2.10, l’induite parabolique Sts−t(π{−
t
2
}) × Speht(π{
s−t
2
}) admet
une unique sous-repre´sentation irre´ductible que l’on note LTπ(s, t). Afin d’e´viter d’avoir a`
e´crire syste´matiquement toutes ces torsions, on introduit la notation suivante.
3.1.3. Notation. — Un entier g ≥ 1 e´tant fixe´, pour π1 et π2 des repre´sentations de
respectivement GLt1g(K) et GLt2g(K), on notera
π1
−→
×π2 = π1{−
t2
2
} × π2{
t1
2
}.
3.2. Varie´te´s de Shimura unitaires simples. — Soit F = F+E un corps CM avec
E/Q quadratique imaginaire pure, dont on fixe un plongement re´el τ : F+ →֒ R. Dans [7],
les auteurs justifient l’existence d’un groupe unitaire Gτ ve´rifiant les points suivants :
– Gτ (R) ≃ U(1, d− 1)× U(0, d)r−1 ;
– Gτ (Qp) ≃ (Qp)× ×
∏r
i=1(B
op
vi
)× ou` v = v1, v2, · · · , vr sont les places de F au dessus
de la place u de E telle que p = ucu et ou` B est une alge`bre a` division centrale sur
F de dimension d2 ve´rifiant certaines proprie´te´s, cf. [7], dont en particulier d’etre soit
de´compose´e soit une alge`bre a` division en toute place et de´compose´e a` la place v.
Pour tout sous-groupe compact Up de Gτ (A∞,p) et m = (m1, · · · , mr) ∈ Zr≥0, on pose
Up(m) = Up × Z×p ×
r∏
i=1
Ker(O×Bvi −→ (OBvi/v
mi
i )
×)
3.2.1. De´finition. — Pour Up ≪ assez petit ≫ (2) soit XUp(m) ≪ la varie´te´ de Shimura
associe´e a` G ≫ construite dans [7]. On notera I l’ensemble de ces Up.
On note I l’ensemble des sous-groupes compacts ouverts ≪ assez petits ≫ de G, de la
forme Up(m) et donc muni d’une application m1 : I −→ N.
Pour tout I ∈ I, XI est un sche´ma projectif sur SpecOv ; les (XI)I∈I forment un syste`me
projectif note´ simplement XI muni d’une action par correspondance de Gτ (A∞), ou` les
morphismes de restriction du niveau gJ,I sont finis et plats et meˆme e´tale sim1(I) = m1(J).
3.2.2. De´finition. — (cf. [3] §1.3) Pour tout 1 ≤ h ≤ d, X≥hI,s¯ (resp. X
=h
I,s¯ ) de´signe la
strate ferme´e (resp. ouverte) de Newton de hauteur h de la filbre spe´ciale ge´ome´trieque XI,s¯
de XI , i.e. le sous-sche´ma dont la partie connexe du groupe de Barsotti-Tate en chacun de
ses points ge´ome´triques est de rang ≥ h (resp. e´gal a` h).
3.2.3. Proposition. — (cf. [9]) Les X=hI,s¯ sont affines de pure dimension d− h.
Remarque : ces X≥hI,s¯ munissent XI,s¯ d’une stratification S dite de Newton qui sera la seule
conside´re´e de sorte que l’on fera disparaitre le symbole S de toutes les notations.
2. tel qu’il existe une place x pour laquelle la projection de Up sur G(Qx) ne contienne aucun e´le´ment
d’ordre fini autre que l’identite´, cf. [7] bas de la page 90
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3.2.4. Proposition. — (cf. [7] p.116) Pour tout 1 ≤ h < d, les strates X=hI,s¯ sont
ge´ome´triquement induites sous l’action du parabolique Ph,d−h(Ov), au sens ou` il existe
un sous-sche´ma ferme´ X=hI,s¯,1 tel que :
X=hI,s¯ ≃ X
=h
I,s¯,1 ×Ph,d−h(Ov/vm1(I)) GLd(Ov/v
m1(I)).
3.2.5. Notation. — On notera X≥hI,s¯,1 l’adhe´rence de X
=h
I,s¯,1 dans X
≥h
I,s¯ .
Remarque : l’action de Ph,d−h(Fv) sur X
=h
I,s¯,1 se factorise par l’application
(
gcv ∗
0 getv
)
7→
(v(det gcv), g
et
v ). En outre l’action d’un e´le´ment wv ∈Wv est donne´e par celle de − deg(wv)
sur le facteur Z ci-dessus, ou` deg est la compose´e du caracte`re non ramifie´ de Wv, qui
envoie les Frobenius ge´ome´triques sur les uniformisantes, avec la valuation v de Fv.
3.2.6. Notation. — On notera comme pre´ce´demment
ih : X
≥h
I,s¯ →֒ XI,s¯ = X
≥1
I,s¯, j
≥h : X=hI,s¯ →֒ X
≥h
I,s¯ , j
≥h
1 : X
=h
I,s¯,1 →֒ X
≥h
I,s¯,1 et j
=h := ih ◦ j
≥h.
3.3. Syste`mes locaux d’Harris-Taylor. — Soit Dv,d l’alge`bre a` division centrale sur
Fv d’invariant 1/d et d’ordre maximal Dv,d. A` toute repre´sentation irre´ductible admissible
τv de D
×
v,h, Harris et Taylor associent un syste`me local Fτv,I,1 sur X
=h
I,s¯,1 muni d’une action
de G(A∞,p) × Q×p × Ph,d−h(Fv) ×
∏r
i=2(B
op
vi
)× × Z qui d’apre`s [7] p.136, se factorise par
G(h)(A∞)/D×Fv,h via
(g∞,p, gp,0, c, gv, gvi, k) 7→ (g
p,∞, gp,0q
k−v(det gcv), getv , gvi, δ). (3.3.1)
ou` G(h)(A∞) := G(A∞,p)×Q×p ×GLd−h(Fv)×
∏r
i=2(B
op
vi
)××D×Fv,h, et ou` gv =
(
gcv ∗
0 getv
)
et δ ∈ D×v,h sont tels que v(rn(δ)) = k+ v(det g
c
v). On note Fτv,I le faisceau sur X
=h
I,s¯ induit
Fτv,I := Fτv,I,1 ×Ph,d−h(Fv) GLd(Fv).
3.3.2. Notation. — Toute repre´sentation irre´ductible τv de D
×
v,h est l’image par la cor-
respondance de Jacquet-Langlands locale d’une repre´sentation de la forme Stt(πv) ou` πv est
une repre´sentation irre´ductible admissible cuspidale de GLg(Fv) avec h = tg. On la notera
πv[t]D et pour (πv[t]D)|D×
v,h
=
⊕epiv
i=1 ρv,i avec ρv,i irre´ductible, soient
F(πv, t)1 =
epiv⊕
i=1
Fρv,i,I,1 et F(πv, t) := F(πv, t)1 ×Ptg,d−tg(Fv) GLd(Fv)
le faisceau sur X=tgI,s¯,1 et sa version induite sur X
=tg
I,s¯ .
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3.3.3. De´finition. — (Syste`mes locaux dits d’Harris-Taylor) Pour Πt une
repre´sentation de GLtg(Fv), on note HT (πv,Πt) := F(πv, t)[d − tg] ⊗ Ξ
tg−d
2 ⊗ Πt, ou`
l’action se de´duit par induction par celle de (gp, gp,0, c, g
et
v , gvi, g
c
v, σ) dans
G(A∞,p)×Q×p × (Z×GLd−tg(Fv))
+ ×
r∏
i=2
(Bopvi )
× ×GLtg(Fv)×Wv
sur le faisceau non induit, ou` le radical unipotent de Ptg,d(Fv) agit trivialement, g
c
v agit sur
Πt et pour γ ∈ D
×
v,tg/D
×
v,tg tel que v(rnγ) = v(det g
c
v)− deg σ,
(gp, gp,0q
−c+v(det gcv)−deg σ, γ, get, gvi) ∈ G
(tg)(A∞)/D×v,tg
agit sur F(t, πv).
Remarque : les F(πv, t) n’e´tant pas irre´ductibles, j
≥tg
!∗ HT (πv,Πt) n’est pas irre´ductible.
Soit alors πv une repre´sentation irre´ductible admissible cuspidale de GLg(Fv) et on note
s = ⌊d
g
⌋. Pour tout 1 ≤ t ≤ s, conside´rons la filtration de stratification du §2.2
0 = Fil−d∗ (πv,Πt) ⊂ Fil
1−d
∗ (πv,Πt) ⊂ · · · ⊂ Fil
0
∗(πv,Πt) = j
=tg
! HT (πv,Πt).
3.3.4. Proposition. — La filtration Fil•∗(πv,Πt) est adapte´e a` la stratification de Newton
au sens de la de´finition 2.3.1. Ses gradue´s gr−r∗ (πv,Πt) := Fil
−r
∗ (πv,Πt)/Fil
−r−1
∗ (πv,Πt) sont
tous nuls sauf pour r = kg − 1 pour t ≤ k ≤ s auquel cas
gr1−kg∗ (πv,Πt) ≃ j
=kg
!∗ HT (πv,Πt
−→
×Stk−t(πv))⊗ Ξ
(t−k)/2.
De´monstration. — On rappelle que d’apre`s [3] proposition 4.3.1 et corollaire 5.4.1, pour
tout 1 ≤ t ≤ s, les constituants simples de j=tg! HT (πv,Πt) sont les
Pk := j
=kg
!∗ HT (πv,Πt
−→
×Stk−t(πv))⊗ Ξ
(t−k)/2,
pour t ≤ k ≤ s. Pour tout tg ≤ r ≤ d, l’image CoFilS,∗,r(πv,Πt) du morphisme d’adjonction
j=tg! HT (πv,Πt) =
pj1≤r! j
1≤r,∗
(
j=tg! HT (πv,Πt)
)
−→ pj1 ≤r∗ j
1≤r,∗
(
j=tg! HT (πv,Πt)
)
est, par de´finition de la notion d’extension interme´daire, j1≤r!∗ j
1≤r,∗
(
j=tg! HT (πv,Πt)
)
.
Comme le noyau de ce morphisme d’adjonction est a` support dans X≥r+1I,s¯ , on en de´duit
que l’image de CoFilS,∗,r(πv,Πt) dans le groupe de Grothendieck est supe´rieure ou e´gale
a`
∑⌊ r
g
⌋
k=t Pk et l’e´nonce´ consiste a` montrer l’e´galite´. Soit alors k0 maximal tel que Pk0 et
CoFilS,∗,r(πv,Πt) aient un constituant Z en commun lequel sera donc pur de poids t− k0
puisque les Pk sont purs de poids t − k. La filtration par les poids de CoFilS,∗,r(πv,Πt)
nous donne alors que Z est un facteur direct du socle de CoFilS,∗,r(πv,Πt). Or celui-ci
est le j1≤r!∗ du socle de j
1≤r,∗
(
j=tg! HT (πv,Πt)
)
, et donc somme directe de certains Pk pour
1 ≤ k ≤ ⌊ r
g
⌋ de sorte que k0 = ⌊
r
g
⌋ et Z = Pk0 .
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Remarque : le raisonnement pre´ce´dent se ge´ne´ralise au cas d’un faisceau pervers dont les
constituants irre´ductibles sont ordonne´s simultane´ment par la dimension de leur support
et leur poids, i.e. ceux dont la dimension du support est la plus grande sont ceux de plus
haut poids. Dualement si ceux de plus haut poids sont ceux dont la dimension du support
est minimale, le raisonnement pre´ce´dent s’adapte aux Fil•! .
3.3.5. Proposition. — La filtration de stratification Fil•!
(
Fil−tg∗ (πv,Πt)
)
de
Fil−tg∗ (πv,Πt) = KerF
(
j=tg! HT (πv,Πt)։ j
=tg
!∗ HT (πv,Πt)
)
est triviale, i.e. tous ses gradue´s sont nuls sauf gr
(t+1)g
!
(
Fil−tg∗ (πv,Πt)
)
≃ Fil−tg∗ (πv,Πt).
De´monstration. — Il s’agit donc de montrer que le morphisme d’adjonction
j
=(t+1)g
! j
=(t+1)g,∗
(
Fil−tg∗ (πv,Πt)
)
−→ Fil−tg∗ (πv,Πt)
est surjectif. Raisonnons par l’absurde et soit k0 ≥ t + 2 minimal tel que, avec les nota-
tions pre´ce´dentes, Pk0 et le conoyau de ce morphisme d’adjonction aient un constituant
Z en commun. Ainsi Z est un facteur direct de j1≤k0g,∗
(
Fil−tg∗ (πv,Πt)
)
, puisqu’il est, par
construction, un quotient, et un sous-objet via la filtration par les poids. Pour z un point
ge´ne´rique de X=k0gI,s¯ , on en de´duit donc que la fibre en z de H
− dim z
(
Fil−tg∗ (πv,Πt)
)
est non
nulle. Comme la fibre en z de H− dim zj≥tg! HT (πv,Πt) est nulle, on en de´duit alors que la
fibre en z de H− dim z−1j≥tg!∗ HT (πv,Πt) est non nulle ce qui, comme k0 ≥ t+ 2, contredit le
re´sultat principal de [3] que nous rappelons au the´ore`me 3.3.6 ci-apre`s.
Remarque : on pourrait montrer de meˆme que Filp! (Fil
q
∗(πv,Πt)) est soit nul soit e´gal a`
Filq∗(πv,Πt).
3.3.6. The´ore`me. — (cf. [3] the´ore`me 2.2.5) La fibre en un point ge´ne´rique de X=hI,s¯ de
Hij≥tg!∗ HT (πv,Πt) est nulle sauf pour (h, i) =
(
(t+r)g, (t+r)g−d−r
)
avec 0 ≤ r ≤ ⌊d
g
⌋−t.
Dans ce cas, dans le groupe de Grothendieck des repre´sentations de GL(t+r)g(Fv)× Z, elle
est un multiple de Πt
−→
× Spehr(πv)⊗ Ξ
−
(t+r)g−d−r
2 .
Remarque : au §A.2, nous proposerons une de´monstration cohomologique de la proposition
pre´ce´dente ainsi qu’une nouvelle preuve du the´ore`me ci-dessus.
En ite´rant la proposition pre´ce´dente, dans la filtration exhaustive de stratification
0 = Fill2
d−1
! (πv,Πt) ⊂ · · · ⊂ Fill
0
! (πv,Πt) ⊂ · · · ⊂ Fill
2d−1
! (πv,Πt) = j
=tg
! HT (πv,Πt),
l’ordre d’apparition des Pk est aussi donne´ par les poids. Les indices pre´cis des gradue´s non
triviaux e´tant plus complexes nous aurons besoin des notations suivantes.
3.3.7. Notation. — Pour tout h ≥ 2 on note rh = 2
d−2 + · · ·+ 2d−h et on pose r1 = 0.
Pour k ≥ 1 on note δk(g) =
∑k
i=1 2
−ig et on pose δ0 = 0.
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3.3.8. Corollaire. — Les gradue´s grrr! (πv,Πt) := Fill
r
! (πv,Πt)/Fill
r−1
! (πv,Πt) sont tous
nuls sauf ceux de la forme r = rtg − 2
d−tδk(g) pour k = 0, · · · , s− 1 auquel cas
grr
rtg−2d−tδk(g)
! (πv,Πt) ≃ j
=(t+k)g
!∗ HT (πv,Πt
−→
×Stk(πv))⊗ Ξ
−k/2.
Remarque : en utilisant que l’extension interme´diaire est le top de l’extension par ze´ro, on
notera que Fil•∗(πv,Πt) et Fill
•
! (πv,Πt) co¨ıncident, a` la nume´rotation pre`s, avec la filtration
par les socles de j=tg! HT (πv,Πt).
3.4. Faisceau pervers de Hecke des cycles proches. —
3.4.1. De´finition. — Pour tout J ∈ I, les faisceaux pervers des cycles e´vanescents
RΨη¯v,J(Ql)[d− 1](
d−1
2
) sur XJ,s¯ de´finissent un Wv-faisceau pervers de Hecke, au sens de la
de´finition 1.3.6 de [3], que l’on note ΨI.
Remarque : dans [3] §2.2, on utilise l’action de la monodromie pour de´couper ΨI
ΨI =
⊕
1≤g≤d
πv∈Cuspv(g)
ΨI,πv
ou` Cuspv(g) de´signe l’ensemble des classes d’e´quivalence inertielles, cf. de´finition 1.1.3 de
[3], des repre´sentations irre´ductibles cuspidales de GLg(Fv) avec 1 ≤ g ≤ d.
3.4.2. De´finition. — (Faisceau pervers dits d’Harris-Taylor) On note P (t, πv) le
Wv-faisceaux pervers de Hecke sur X
≥1
I,s¯ de support X
≥h
I,s¯ et de poids ze´ro de´fini par
j=tg!∗ HT (πv, Stt(πv))⊗ L(πv),
ou` L∨ est la correspondance de Langlands, cf. [7] et ou` l’action de G(A∞)×Wv sur P (t, πv)
se de´finit par induction en faisant agir
(gp, gp,0, g
c
v, g
et
v , gvi, σ) ∈ G(A
∞,p)×Q×p ×GLtg(Fv)×GLd−tg(Fv)×
r∏
i=2
(Bopvi )
× ×Wv
via l’action de :
– (gp, gp,0q
−deg σ, γ, getv , gvi) ∈ G
(tg)(A∞)/D×v,tg sur F(t, πv) ou` γ ∈ D
×
v,tg est tel que
v(rnδ) = v(det gcv)− deg σ ;
– (gcv, σ) sur Stt(πv)⊗ L(πv).
Remarque : on notera que P (t, πv) ne de´pend, en tant que Wv-faisceau pervers de Hecke,
que de la classe d’e´quivalence inertielle de πv. D’apre`s la remarque qui suit le the´ore`me 2.4.4
de [3], les faisceaux pervers d’Harris-Taylor P (t, πv) sont de la forme eπvP(t, πv) ou` P(t, πv)
est un faisceau pervers simple, ou` eπv est le cardinal de la classe d’e´quivalence inertielle
de πv, cf. loc. cit. de´finition 1.1.3. Pour ce qui concerne les groupes de Grothendieck de
faisceaux pervers dits de Hecke, on renvoie le lecteur au §7 de [3].
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3.4.3. Proposition. — Soit
0 = Fil0! (ΨI,πv) ⊂ Fil
1
! (ΨI,πv) ⊂ · · · ⊂ Fil
d
! (ΨI,πv) = ΨI,πv
la filtration de stratification de ΨI,πv de la proposition 2.2.2. Pour tout r non divisible par
g, le gradue´ grr! (ΨI,πv) est nul et pour r = tg avec 1 ≤ t ≤ s, il est a` support dans X
≥tg
I,s¯
avec j≥tg,∗grtg! (ΨI,πv) ≃ HT (πv, Stt(πv))⊗ Lg(πv)(
1−t
2
). La surjection
j=tg! HT (πv, Stt(πv))⊗ Lg(πv)(
1− t
2
)։ grtg! (ΨI,πv),
a alors pour image dans le groupe de Grothendieck
∑s
i=tP(i, πv)(
1+i−2t
2
).
De´monstration. — D’apre`s [3] corollaire 5.4.2, dans le groupe de Grothendieck on a
[ΨI,πv] =
s∑
t=1
( s∑
i=t
P(i, πv)(
1 + i− 2t
2
)
)
.
Ainsi par construction, les grr! (ΨI,πv) sont nuls si r n’est pas de la forme kg pour 1 ≤ k ≤ s.
Par ailleurs comme les constituants de j=kg,∗ΨI,πv sont les j
=kg,∗P(i, πv)(
1+i−2t
2
) pour 1 ≤
t ≤ i ≤ k, on en de´duit que les constituants communs a` ΨI,πv et a` j
=kg
! j
=kg,∗ΨI,πv sont les
P(i, πv)(
1+i−2t
2
) pour 1 ≤ t ≤ k et t ≤ i ≤ s de sorte que, dans le groupe de Grothendieck,
l’image Filkg! (ΨI,πv) de j
=kg
! j
=kg,∗ΨI,πv −→ ΨI,πv est infe´rieure a`
∑k
t=1
∑s
i=tP(i, πv)(
1+i−2t
2
).
Supposons par l’absurde qu’il existe k tel que Filkg! (ΨI,πv) soit strictement infe´rieure a` la
somme ci-dessus. Soient alors i0 > k minimal tel que P(i0, πv)(
1+i−2t
2
) ne soit pas un consti-
tuant de Filkg! (ΨI,πv) et z un point ge´ne´rique deX
=i0g
I,s¯ . D’apre`s 3.3.6, dans le groupe de Gro-
thendieck des repre´sentations de GLi0g(Fv)×Wv, la fibre en z de H
− dim zP(i0, πv)(
1+i0−2t
2
)
(resp. de H− dim z−1P(i0 − 1, πv)(
i0−2t
2
)) est supe´rieure a` Sti0(πv) ⊗ Lg(πv)(
i0g−d+1+i0−2t
2
) ;
par ailleurs ce n’est jamais le cas pour tout autre H− dim z−δP(i, πv)(
1+i−2t′
2
) quel que soit
δ ≥ 0. Comme par hypothe`se P(i0 − 1, πv)(
i0−2t
2
) est un constituant de Filkg! (ΨI,πv) et que
P(i0, πv)(
1+i0−2t
2
) n’en est pas un, on en de´duit que H− dim z
(
ΨI,πv/Fil
kg
! (ΨI,πv)
)
, et donc
H− dim zΨI,πv , est supe´rieure a` Sti0(πv) ⊗ Lg(πv)(
i0g−d+1+i0−2t
2
), ce qui n’est pas d’apre`s le
calcul des germes des faisceaux de cohomologie de ΨI donne´ au corollaire 2.2.10 de [3].
Remarque : la figure 1 illustre la filtration de stratification de ΨI,πv ou` chaque cercle
repre´sente un faisceau pervers d’Harris-Taylor P(t, πv)(
1−t
2
+ k). L’utilisation de 3.3.6 et
le corollaire 2.2.10 dans la preuve pre´ce´dente revient a` dire que pour tout 1 ≤ t ≤ s − 1
et pour tout 0 ≤ k ≤ s − t − 1, dans toute filtration croissante de ΨI,πv l’indice k1
du gradue´ contenant P(t − k, πv)(
t−k−1
2
) est infe´rieur ou e´gale a` l’indice k2 du gradue´
contenant P(t− k + 1, πv)(
t−k−2
2
). Le lecteur pourra trouver une illustration graphique de
ces contraintes a` la figure 2 ou` lorsque deux cercles sont relie´s il faut que l’indice de celui
qui est le plus bas soit supe´rieur ou e´gal a` l’autre. Au §A.3 nous proposerons une preuve
cohomologique de la proposition 3.4.3 et nous en de´duirons une nouvelle de´monstration du
calcul des HiΨI .
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P(t+ 1)(−t/2)
= Filtg! (ΨI,πv)
P(s)(s−1−2t2 )
P(1)
P(2)(12 )
P(2)(−12 )
P(s)(s−12 )
P(t)( t−12 )
P(t+ 1)(t/2)
P(s)(1−s2 )
Figure 1. Illustration de la filtration de stratification de ΨI,πv .
Le lecteur notera qu’en supprimant les gradue´s nuls de Fil•! (ΨI), la filtration obtenue
co¨ıncide avec la filtration par les noyaux ite´re´s de la monodromie. Par dualite´, la filtra-
tion Fil•∗(ΨI) a` laquelle on supprime les gradue´s nuls, co¨ıncide avec celle par les images
ite´re´es de la monodromie. Ainsi la bifiltration de monodromie s’obtient en conside´rant
les Fili∗
(
Filj! (ΨI)
)
. Pre´cise´ment, en couplant les propositions 3.3.5 et 3.4.3, on obtient la
description suivante.
3.4.4. Corollaire. — Avec les notations pre´ce´dentes les bigradue´s gri∗
(
grj! (ΨI,πv)
)
(resp.
gri!
(
grj∗(ΨI,πv)
)
) de la bifiltration Fili∗
(
Filj! (ΨI)
)
(resp. de Fili!
(
Filj∗(ΨI)
)
) sont nuls sauf
pour (i, j) de la forme (t′g, tg) avec 1 ≤ t ≤ t′ ≤ s auquel cas
grt
′g
∗
(
grtg! (ΨI,πv)
)
≃ P(t′, πv)(
1− 2t+ t′
2
),
(
resp. grt
′g
!
(
grtg∗ (ΨI,πv)
)
≃ P(t′, πv)(
2t− 1− t′
2
)
)
.
Remarque : pour s = 3 et g = 1, le lecteur trouvera a` la figure 3 une illustration des
Fil•! (ΨI,πv) et Fil
•
∗(ΨI,πv).
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P(1)
P(2)(12 )
P(2)(−12 )
P(3)(1)
P(3)
P(3)(−1)
Figure 2. Illustration des contraintes d’une filtration de ΨI,πv avec s = 3.
En ce qui concerne la filtration exhaustive de stratification de ΨI,πv , avec les notations
de 3.3.7, la chasse aux indices fournit le corollaire suivant.
3.4.5. Corollaire. — Les gradue´s de la filtration exhaustive de stratification de ΨI,πv
0 = Fill2
d−1
! (ΨI,πv) ⊂ · · · ⊂ Fill
0
! (ΨI,πv) ⊂ · · · ⊂ Fill
2d−1
! (ΨI,πv) = ΨI,πv
sont nuls pour r qui n’est pas de la forme itg − 2
d−tδk(g) pour 1 ≤ t+ k ≤ s avec t ≥ 1 et
k ≥ 0, et sinon isomorphe a` grr
itg−2d−tδk(g)
! (ΨI,πv) ≃ P(t+ k, πv)(
k+1−2t
2
).
Appendice A
Retour sur les re´sultats faisceautiques de [3]
L’objectif de cet appendice est de revenir sur la preuve des principaux re´sultats de [3]
en utilisant les filtrations de stratification, l’inte´reˆt e´tant de simplifier les arguments et de
de´gager une future strate´gie d’e´tude sur Zl. Rappelons tout d’abord la strate´gie de loc. cit.
E´tape 1 : on utilise tout d’abord le the´ore`me de comparaison de Berkovich-Fargues afin
de relier les germes des faisceaux de cohomologie du complexe des cycles e´vanescents a` la
cohomologie des espaces de Lubin-Tate.
E´tape 2 : dans [7], les auteurs donnent une ≪ recette ≫ afin de calculer la somme alterne´e
des groupes de cohomologie des j≥tg! HT (πv,Πt) avec les notations pre´ce´dentes. Ainsi au
terme du §5.4 de [3], on connait les constituants simples de j≥tg! HT (πv,Πt) et ΨI,πv.
E´tape 3 : il s’agit alors de calculer les faisceaux de cohomologie des faisceaux pervers
d’Harris-Taylor ainsi que ceux du complexe des cycles e´vanescents. Pour ce faire :
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j≥g! HT (πv, πv)
j≥2g! HT (πv,St2(πv))(−
1
2 )
j≥3g! HT (πv,St3(πv))(−1)
j≥g∗ HT (πv, πv)
j≥2g∗ HT (πv,St2(πv)(
1
2 )
j≥3g∗ HT (πv,St3(πv))(1)
−2
−1
0
1
2
3
0
1
2
−1
−2
−3
>>
>>
⊂
⊂
Figure 3. Illustration de la filtration (fig. a` gauche) et de la cofiltration (fig. a`
droite) de stratification de ΨI,πv avec s = 3.
– dans [3], on utilise une proprie´te´ d’autodualite´ a` la Zelevinski sur la cohomologie des
espaces de Lubin-Tate, prouve´e par Fargues ;
– une deuxie`me solution est propose´e dans [4] et repose sur le the´ore`me de Lefschetz
difficile et sur des calculs fastidieux de groupes de cohomologie.
Le but de cette section est de donner une preuve alternative de l’e´tape 3 en utilisant les
filtrations de stratification ; en particulier nous n’utilisons plus 3.3.6 et en proposons meˆme
une nouvelle de´monstration.
A.1. Rappels cohomologiques de [7]. — Dans ce paragraphe nous allons rappeler,
en utilisant les e´tapes 1 et 2 ci-avant, lesquels des re´sultats de [4] nous utiliserons. Notons
que ceux-ci de´coulent des techniques habituelles de formules des traces.
On note H iη¯ le i-e`me groupe de cohomologie de la varie´te´ de Shimura XI,η¯. Pour Π
∞ une
repre´sentation irre´ductible de G(A∞), on note [H iη¯]{Π
∞,v} la composante Π∞,v-isotypique
de H iη¯ dans le groupe de Grothendieck des GLd(Fv)×Wv-repre´sentations. Rappelons que
si celle-ci est non nulle alors Π∞,v est la composante hors ∞, v d’une repre´sentation
automorphe cohomologique Π. On fixe alors jusque la fin de cet appendice une telle
repre´sentation automorphe Π telle que sa composante locale Πv ≃ Spehs(πv) pour πv
une repre´sentation irre´ductible admissible cuspidale de GLg(Fv) avec d = sg.
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A.1.1. Lemme. — (cf. la proposition 3.5.1 de [4]) Pour tout 1 ≤ t ≤ s, en tant que
repre´sentation de GLd(Fv), [H
t−s(j≥tg!∗ HT (πv,Πt))]{Π
∞,v} est e´gale a` un multiple de
Πt
−→
× Spehs−t(πv).
Remarque : rappelons que [H∗(j≥tg! HT (πv, Stt(πv)))]{Π
∞,v} est calcule´e dans [7] de sorte
que le calcul des [H i(j≥tg!∗ HT (πv,Πt))] se de´duit, en utilisant la purete´, de l’e´galite´ de [3]
j=tg!∗ HT (πv, Stt(πv)) =
s−t∑
r=0
(−1)rj
=(t+r)g
! HT
(
πv, Stt(πv)
−→
× Spehr(πv)
)
⊗ Ξ−r/2. (1.1.2)
A.1.3. Proposition. — Dans la suite spectrale des cycles e´vanescents Ei,j2 = H
i(HjΨI)⇒
H i+jη si Sts(πv) ⊗ Lg(πv)(−
k
2
) est un sous-quotient de [Ei,j2 ]{Π
∞,v} avec i + j > 0 alors
i+ j = 1, j = −g et k = s− 1.
De´monstration. — Via la suite spectrale associe´e a` la stratification de Newton, on
se rame`ne a` regarder les groupes de cohomologie des (HjΨI,πv)|X=tg
I,s¯
ce qui impose de
conside´rer les j de la forme (t−s)g−r avec 1 ≤ t ≤ s et 0 ≤ r ≤ t−1. Comme on regarde i+
j > 0 le cas t = s est exclu. L’isomorphisme
(
H(t−s)g−rΨI,πv
)
|X=tg
I,s¯
≃ HT (πv, LTπv(t, r))[(t−
s)g] nous ame`ne a` regarder, pour r = 0 et i > 0, les [H i(j≥tg! HT (πv, Stt(πv)))]{Π
∞,v}.
D’apre`s [3] corollaire 5.4.1, l’e´galite´ (1.1.2) s’inverse en
j=tg! HT (πv, Stt(πv)) =
s−t∑
k=0
j
=(t+k)g
!∗ HT (πv, Stt(πv)
−→
×Stk(πv))⊗ Ξ
−k/2
ce qui nous rame`ne a` regarder chacun des [H i(j
≥(t+k)g
!∗ HT (πv, Stt(πv)
−→
×Stk(πv)))]{Π
∞,v}
pour i > 0. Le re´sultat de´coule alors du lemme pre´ce´dent.
A.2. Retour sur la filtration de stratification des j≥tg! HT (πv,Πt). — Dans ce pa-
ragraphe, on fixe une repre´sentation admissible irre´ductible cuspidale πv de GLg(Fv) ou` g
est un diviseur de d = sg et pour 1 ≤ t ≤ s, on se propose tout d’abord de prouver la
proposition 3.3.5 sans utiliser le the´ore`me 3.3.6.
Remarque : dans le cas ou` g ne divise pas d, le calcul des faisceaux de cohomologie des
j≥tg!∗ HT (πv,Πt) de [3] de´coule assez simplement de l’hypothe`se de re´currence sur le mode`le
local, puisque les points supersinguliers n’entrent pas en jeu.
Pour ce faire on raisonne par re´currence sur t de s a` 1. Les cas t = s et s − 1 e´tant
e´vidents, supposons donc le re´sultat acquis jusqu’au rang t+ 1 et traitons le cas de t. On
pose P := itg+1,∗
pH−1librei
∗
tg+1j
≥tg
∗ HT (πv,Πt) avec
0→ P −→ j=tg! HT (πv,Πt) −→ j
=tg
!∗ HT (πv,Πt)→ 0,
et il s’agit de montrer que le morphisme d’adjonction j
≥(t+1)g
! j
≥(t+1)g,∗P −→ P est surjectif.
Notons alors P0 l’image de ce morphisme. De la connaissance des constituants irre´ductibles
de P et, d’apre`s l’hypothe`se de re´currence, des quotients de j
≥(t+1)g
! j
≥(t+1)g,∗P , l’image de
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P0 dans le groupe de Grothendieck est, en utilisant que les strates non supersingulie`res sont
ge´ome´triquement induites, de la forme [P0] =
∑s−t−k
i=1 j
=(t+i)g
!∗ HT (πv,Πt
−→
×Sti(πv)) ⊗ Ξ
−i/2
pour un entier 0 ≤ k ≤ s − t − 1. Par ailleurs la filtration par les poids de P fournit un
quotient P ։ P ′0 ou` [P
′
0] = [P0] dans le groupe de Grothendieck de sorte que le compose´
P0 →֒ P ։ P
′
0 est un isomorphisme. On obtient ainsi que P0 est un facteur direct de
P ≃ P0⊕Q0 et il nous faut alors prouver que Q0 est nul. Pour ce faire nous allons raisonner
sur la cohomologie des syste`mes locaux d’Harris-Taylor, l’ide´e e´tant de montrer qu’il existe
un indice i ≤ −k tel que H i(j≥tg! HT (πv,Πt)) est non nul de sorte que comme j
≥tg est affine
et donc que tous les H i(j≥tg! HT (πv,Πt)) sont nuls pour i < 0, on doit ne´cessairement avoir
k = 0 et donc Q0 est nul. Soit A le pousse´ en avant
0 // P0 ⊕Q0 //

j≥tg! HT (πv,Πt)
//
✤
✤
✤
j≥tg!∗ HT (πv,Πt)
// 0
0 // P0 //❴❴❴❴❴❴❴❴ A // j
≥tg
!∗ HT (πv,Πt)
// 0
de sorte que l’on a la suite exacte courte 0→ Q0 −→ j
≥tg
! HT (πv,Πt) −→ A→ 0 ou` la fle`che
A→ Q0[1] se factorise par j
≥tg
!∗ HT (πv,Πt)→ Q0[1]. Pour k non nul, par purete´ on en de´duit
alors que les fle`ches H i(A)→ H1+i(Q0) sont nulles et donc H
i(j≥tg! HT (πv,Πt)) ≃ H
i(A)⊕
H i(Q0). Il suffit alors de prouver que H
−k(A) est non nul. Soit alors Π la repre´sentation
automorphe du paragraphe pre´ce´dent avec donc Πv ≃ [
−−−→
s− 1]πv . D’apre`s le lemme A.1.1,
Πt
−→
×LTπv(s−t, k−1)⊗Ξ
s−t
2 est un constituant de [H−k(j
≥(s−k)g
!∗ HT (πv,Πt
−→
×Sts−t−k(πv))⊗
Ξ−
s−t−k
2 ]{Π∞,v} et d’aucun autre des constituants irre´ductibles de A de sorte que, via la
suite spectrale associe´e a` la filtration par les poids de A, Πt
−→
×LTπv(s− t, k− 1)⊗Ξ
s−t
2 est
un constituant de H−k(A)[Π∞,v] qui est donc non nul, d’ou` le re´sultat.
Remarque : la preuve du the´ore`me 3.3.6 dans [3] proce`de par re´currence sur t de s a` 1
comme suit. La suite spectrale Ep,q1 (P ) = H
p+ggr−p(P ) ⇒ Hp+qP associe´e a` la filtration
par les poids de P de´ge´ne`re en E1 et le gros du travail consiste a` montrer que pour tout
0 ≤ p ≤ s− t− 3, la fle`che dp,t+1−s1 induit un morphisme non nul(
Πt
−→
×πv
)
−→
×Stp(πv)
−→
× Spehs−t−p−1(πv) −→
(
Πt
−→
×πv
)
−→
×Stp+1(πv)
−→
× Spehs−t−p−2(πv).
Avec les notations pre´ce´dentes, la surjection j
≥(t+1)g
! HT (πv,Πt
−→
×πv) ⊗ Ξ
−1/2
։ P fournit
par fonctorialite´ un morphisme entre leurs filtrations exhaustives de stratification et donc
des diagrammes commutatifs
Ep,q1 (!)

dp,q1 (!) // Ep+1,q1 (!)

Ep,q1 (P )
dp,q1 (P )
// Ep+1,q1 (P ),
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ou` les Ep,q1 (!) sont les termes initiaux de la suite spectrale calculant les faisceaux de co-
homologie de j
≥(t+1)g
! HT (πv,Πt
−→
×πv)⊗ Ξ
−1/2. La non nullite´ des dδ,t+1−s1 (P ) pour (p, q) =
(δ, t+ 1− s) avec 0 ≤ δ < s− t− 1, de´coule de celle e´vidente des dδ,t+1−s1 (!).
b
b
b b b b
×
×
××
?
?
?
π
−→
×St2(π)
St2(π)
−→
×π
St3(π)
b b b
× ×
×
π
−→
×St2(π)
π
−→
×π
−→
×π
π
−→
×St2(π)
=⇒
=⇒
×
×
× × ×
×
bb × ×
×
×
××
×
×
St3(π) = St3(π)
Figure 4. Germes en un point supersingulier spectrales Ep,q1 (!) −→ E
p,q
1 (P ) ; on
explicite simplement l’action du groupe line´aire en ≪ factorisant ≫ par Πt
−→
× , i.e.
quand on e´crit π
−→
×St2(π) il faut lire Πt
−→
×πv
−→
×St2(πv).
A.3. Retour sur les filtrations de stratification de ΨI,πv. — Reprenons la fin de
preuve de la proposition 3.4.3 ou`, en raisonnant par l’absurde, nous avons conside´re´ k tel
que Filkg! (ΨI,πv) soit strictement infe´rieure a`
∑k
t=1
∑s
i=tP(i, πv)(
1+i−2t
2
) et i0 > k minimal
tel que P(i0, πv)(
1+i−2t
2
) ne soit pas un constituant de Filkg! (ΨI,πv). En raisonnant par
re´currence sur la cohomologie des espaces de Lubin-Tate, on se rame`ne au cas ou` i0 = s.
Soit alors Π la repre´sentation automorphe du §A.1 avec donc Πv ≃ Spehs(πv). No-
tons tout d’abord que la fibre en un point supersingulier de H0ΨI,πv admet πv[s]D ⊗
Sts(πv) ⊗ Lg(πv)(
s+1−2t
2
) comme sous-quotient de sorte que [H0(H0ΨI)]{Π
∞,v} admet
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Sts(πv) ⊗ Lg(πv)(
s+1−2t
2
) comme sous-quotient. D’apre`s la proposition A.1.3, pour tout
i > 0, [H i(H1−iΨI)]{Π
∞,v} n’admet pas Sts(πv)⊗ Lg(πv)(
s+1−2t
2
) comme sous-quotient de
sorte que [H0η ]{Π
∞,v} admet Sts(πv)⊗Lg(πv)(
s+1−2t
2
) comme sous-quotient, ce qui contredit
le fait que [H0η¯ ]{Π
∞} est non nul si et seulement si Π est une repre´sentation automorphe.
Enfin le calcul des fibres des faisceaux de cohomologie de ΨI,πv de [3] proce`de comme suit.
On conside`re la suite spectrale Ep,q1 = H
p+qgr−pπv ⇒H
p+qΨI,πv, laquelle d’apre`s le calcul du
paragraphe pre´ce´dent, des faisceaux de cohomologie des faisceaux pervers d’Harris-Taylor,
et donc des Ep,q1 , de´ge´ne`re en E1. Le gros du travail de [3] consiste a` montrer qu’en un
point supersingulier z, pour tout 0 ≤ δ < s− 1 et −δ ≤ p ≤ s− 1− 2δ, la fle`che dp,1−s+2δ1
induit un morphisme non nul
Stp+2δ+1(πv)
−→
× Spehs−p−2δ(πv) −→ Stp+2δ+2(πv)
−→
× Spehs−p−2δ−1(πv).
De´sormais la non nullite´ de cette fle`che de´coule, comme dans le paragraphe pre´ce´dent, de
la surjectivite´ du morphisme d’adjonction j=tg! j
=tggrtg! (ΨI,πv) −→ gr
tg
! (ΨI,πv).
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