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a b s t r a c t
This paper addresses the numerical approximation of solutions to coupled systems of
singularly perturbed reaction–diffusion problems. In particular a hybrid finite difference
scheme of HODIE type is constructed on a piecewise uniform Shishkin mesh. It is proved
that the numerical scheme satisfies a discrete maximum principle and also that it is third
order (except for a logarithmic factor) uniformly convergent, even for the case inwhich the
diffusion parameter associated with each equation of the system has a different order of
magnitude. Numerical examples supporting the theory are given.
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1. Introduction
In this work we are interested in constructing an efficient numerical approximation to the solution of the singularly
perturbed boundary value problem
−Eu′′ + Au = f, x ∈ Ω = (0, 1),
u(0) = u0, u(1) = u1, (1)
where E = diag(ε1, ε2), the diffusion parameters ε1, ε2 satisfy 0 < ε1 ≤ ε2 ≤ 1, and, in general, they have different orders
of magnitude. The coupling reaction term A is defined by the matrix
A =
(
a11(x) a12(x)
a21(x) a22(x)
)
,
whose coefficients satisfy the conditions
ai,1 + ai,2 ≥ α2 > 0, aii > 0, i = 1, 2, (2)
aij ≤ 0 if i 6= j, (3)
which are quite natural because they appear in several models of some physical phenomena, for instance in the double
diffusion model of Barenblatt (see [1]), in the model for turbulent interactions of waves and currents (see [2,3]), or the
diffusion process in electroanalytic chemistry (see [4]).
We suppose that the data f and aij, i, j = 1, 2, of the problem are sufficiently smooth functions and also that their
derivatives are bounded with respect to the diffusion parameters ε1, ε2. These hypotheses will be needed in the Taylor
expansions involved in the analysis of the local error of the numerical scheme.
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It is well known (see [5,4]) that the solution of problem (1) has overlapping boundary layers at x = 0 and x = 1 of
width O(
√
εi ln(1/εi)), i = 1, 2. Then, to find good approximations of the exact solution for any value of the diffusion
parameters ε1 and ε2, it is necessary to use uniformly convergent methods (see [6–8] for a general overview and [9–11,5,12]
for systems of reaction–diffusion type). In literature there are some papers dealingwithmethods for problems similar to (1).
In [5], first order uniform convergence was proved for the central finite difference scheme constructed on a Shishkin mesh;
this result was improved in [11] showing that the central difference scheme really is an almost second order uniformly
convergent scheme. In [13], for reaction–diffusion systems with an arbitrary number of equations, second order of uniform
convergence of central differences scheme was proved. In [14] the analysis was extended to a parabolic reaction–diffusion
system also with an arbitrary number of equations, proving first order of uniform convergence for a scheme combining the
Euler method in time and central differences in space.
Nevertheless, so far we do not know any paper, using finite difference schemes, having order of uniform convergence
higher than two for the case of two diffusion parameters with different order of magnitude. In the context of FEM, up to
our knowledge only the p and hp-version approximate the solution at an exponential rate of convergence. In [15] some
numerical results showing the efficiency of this methodwere giving for the case of two equations. On the other hand, in [16]
an arbitrary number of equations is considered, proving the convergence in the simpler case of equal diffusion parameters.
In practice, higher order uniformly convergent schemes are interesting, because they can give very accurate numerical
approximations with a low computational cost. In [17], the authors gave a full proof of the uniform convergence, having
order almost three, of a method for problem (1) in the simplest case ε1 = ε2. The aim of this paper is to prove that the same
finite difference scheme than in [17], also gives uniform convergence with order almost three in a more general situation.
The paper is structured as follows. In Section 2 we establish the asymptotic behavior of the solution of (1), giving an
appropriate decomposition in its regular and singular components, which will be useful for the posterior analysis of the
error. In Section 3 we define the hybrid finite difference scheme, which is of HODIE (High Order Difference approximation
via Identity Expansion) type, constructed on a standard piecewise uniform Shishkin mesh. A HODIE fitted operator method,
defined on a uniform mesh, was first used in [18] for singularly perturbed problems. We prove that the numerical
approximation is almost third order uniformly convergent. Finally, in Section 4 we give the numerical results obtained
for some test problems, corroborating the theoretical results.
Below we denote by v ≤ w if vi ≤ wi, i = 1, 2, |v| = (|v1|, |v2|)T and ‖f ‖H is the maximum norm of f on the closed
set H and ‖v‖H = max{‖v1‖H , ‖v2‖H}; we drop the subscript when H = Ω . Henceforth, C = (C, C)T where C denotes a
generic positive constant independent of the diffusion parameters ε1 and ε2 and also of the discretization parameter N .
2. Asymptotic behavior of the solution
In this section we construct a decomposition for the exact solution of problem (1). This decomposition extends these
ones given previously in [11,5], where the bounds for the regular component were different. Here we prove new bounds
showing that the regular component and its derivatives up to order fourth are bounded independently of both diffusion
parameters ε1, ε2. This fact will play a fundamental role in the posterior analysis of the error associated to the numerical
method. So, we write the solution of (1) in the form u = v+wL +wR, where the regular component v is the solution of the
differential equation
− Ev′′ + Av = f, x ∈ Ω, (4)
and the values of the boundary conditions v(0), v(1)will be taken appropriately as it is indicated later.
The left singular componentwL and the right singular componentwR are respectively the solutions of the boundary value
problems
−Ew′′L + AwL = 0, x ∈ Ω,
wL(0) = (u− v)(0), wL(1) = 0, (5)
−Ew′′R + AwR = 0, x ∈ Ω,
wR(0) = 0, wR(1) = (u− v)(1). (6)
Below we will only state bounds on the derivatives of the left layer componentwL. The corresponding bounds for the right
layer componentwR can be obtained by replacing x by 1− x.
For the regular component we consider a further decomposition v = v1+ v2+ r, where v1 = (v1,1, v1,2)T is the solution
of the algebraic-differential system
−ε1v′′1,1 + a11v1,1 + a12v1,2 = f1,
a21v1,1 + a22v1,2 = 0, x ∈ Ω, (7)
and the values of v1,1(0), v1,1(1)will be taken as it is indicated below in Lemma1. Similarly, the component v2 = (v2,1, v2,2)T
is the solution of the algebraic-differential system
a11v2,1 + a12v2,2 = 0,
−ε2v′′2,2 + a21v2,1 + a22v2,2 = f2, x ∈ Ω, (8)
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and the values of v2,2(0), v2,2(1) will be taken as it is indicated below in Lemma 2. Finally, the remainder term r is the
solution of the coupled differential system
− Er′′ + Ar =
(
ε1v
′′
2,1
ε2v
′′
1,2
)
, x ∈ Ω, (9)
and the values of the boundary conditions for function rwill be taken as it is indicated below in Lemma 3. Note that a correct
choice of the values of the boundary conditions in problems (7)–(9) is fundamental to obtaining the new estimates for the
derivatives, which will need in the analysis of the uniform convergence of our numerical method.
Lemma 1. Taking appropriate values of the boundary conditions for problem (7), the function v1 satisfies
‖v(k)1,l ‖∞ ≤ C, 0 ≤ k ≤ 10, l = 1, 2.
Proof. Note that v1,2 = −(a21/a22)v1,1, and therefore the first component of v1 is solution of the scalar reaction–diffusion
problem
−ε1v′′1,1 + b1v1,1 = f1,
where the reaction term is given by
b1 = (a11a22 − a12a21)/a22. (10)
From (2) and (10), it trivially follows that b1 > 0. Then, we write v1,1 as
v1,1 =
5∑
l=0
εl1sl, (11)
where si, i = 0, . . . , 5 are such that
b1s0 = f1, b1sl = s′′l−1, 1 ≤ l ≤ 4,
{−ε1s′′5 + b1s5 = s′′4, x ∈ Ω,
s5(0) = s5(1) = 0.
Clearly, functions si, 0 ≤ i ≤ 4, are independent of the diffusion parameter. The bounds |s(k)5 | ≤ Cε−k/21 , 0 ≤ k ≤ 10,
are proved in [6]. Then, defining the boundary conditions for v1,1 using (11), the result immediately follows from previous
bounds. 
Lemma 2. Taking appropriate values of the boundary conditions for problem (8), the function v2 satisfies
‖v(k)2,l ‖∞ ≤ C, 0 ≤ k ≤ 10, l = 1, 2.
Proof. It is analogous to the proof of Lemma 1. 
In what follows we will use that it holds (see [19])
‖g ′‖I ≤ 2
µ
‖g‖I + µ‖g ′′‖I , (12)
where I = [a, a+ µ] is an arbitrary interval with µ > 0 and g ∈ C2(I).
Lemma 3. Taking appropriate values of the boundary conditions for problem (9), the function r = (r1, r2)T satisfies
‖r (k)1 ‖∞ ≤ C, 0 ≤ k ≤ 4, ‖r (5)1 ‖∞ ≤ C(1+ ε−1/21 ε2), ‖r (6)1 ‖∞ ≤ C(1+ ε−11 ε2),
and
‖r (k)2 ‖∞ ≤ C, 0 ≤ k ≤ 6.
Proof. We consider the further decomposition (similar to the decomposition of the function v) r = r1+r2+R. The function
r1 = (r1,1, r1,2)T is the solution of the algebraic-differential system
−ε1r ′′1,1 + a11r1,1 + a12r1,2 = ε1v′′2,1,
a21r1,1 + a22r1,2 = 0, x ∈ Ω. (13)
Then, using that r1,2 = −(a2,1r1,1)/a2,2 and taking
r1,1 = t1,0 + ε1t1,1 + ε21t1,2, (14)
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it is straightforward to obtain that
b1t1,0 = ε1v′′2,1, b1t1,1 = t ′′1,0,
{−ε1t ′′1,2 + b1t1,2 = t ′′1,1, x ∈ Ω,
t1,2(0) = t1,2(1) = 0,
where b1 is defined in (10). The values of r1,1(0), r1,1(1) are calculated from (14). Then, using the estimates given in Lemma2,
it holds
‖r (k)1,l ‖∞ ≤ Cε1(1+ ε(4−k)/21 ) ≤ C, 0 ≤ k ≤ 6, l = 1, 2. (15)
The function r2 = (r2,1, r2,2)T is the solution of the algebraic-differential system
a11r2,1 + a12r2,2 = 0,
−ε2r ′′2,2 + a21r2,1 + a22r2,2 = ε2v′′1,2, x ∈ Ω. (16)
Then, using that r2,1 = −(a1,2r2,2)/a1,1 and taking
r2,2 = t2,0 + ε2t2,1 + ε22t2,2, (17)
it is straightforward to deduce that
b2t2,0 = ε2v′′1,2, b2t2,1 = t ′′2,0,
{−ε2t ′′2,2 + b2t2,2 = t ′′2,1, x ∈ Ω,
t2,2(0) = t2,2(1) = 0,
where b2 = (a11a22 − a12a21)/a11. Now, the values of r2,2(0), r2,2(1) are calculated from (17). Using the estimates given in
Lemma 1, it easily follows
‖r (k)2,l ‖∞ ≤ Cε2(1+ ε(4−k)/22 ) ≤ C, 0 ≤ k ≤ 6, l = 1, 2. (18)
Finally, the remainder term R = (R1, R2)T is the solution of the differential system
−ε1R′′1 + a11R1 + a12R2 = ε1r ′′2,1,−ε2R′′2 + a21R1 + a22R2 = ε2r ′′1,2, x ∈ Ω, (19)
and the boundary conditions are given by
a11(xΓ )R1(xΓ )+ a12(xΓ )R2(xΓ ) = ε1r ′′2,1(xΓ ),
a21(xΓ )R1(xΓ )+ a22(xΓ )R2(xΓ ) = ε2r ′′1,2(xΓ ), xΓ = 0, 1. (20)
Firstly, we note that, by construction, we have R′′(0) = R′′(1) = 0. From (15) and (18) we have the bounds
|Rl(xΓ )| ≤ Cε1ε2, xΓ = 0, 1, l = 1, 2.
Then, using the maximum principle for (19)–(20) we can deduce
‖R‖∞ ≤ Cε1ε2.
For higher order derivatives we proceed as follows. Differentiating twice Eq. (19), it holds
−E(R′′)′′ + AR′′ =
(
ε1r
(4)
2,1
ε2r
(4)
1,2
)
− 2A′(R′)− A′′(R), x ∈ Ω,
R′′(0) = R′′(1) = 0,
(21)
where matrices A′ and A′′ are defined by A′ = (a′ij) and A′′ = (a′′ij). Following similar ideas to these ones in [5], it is not
difficult to obtain the estimates
‖R′‖∞ ≤ Cε1ε2, ‖R′′‖∞ ≤ Cε1ε2. (22)
From (21), using (15), (18) and (22) it is straightforward to deduce that
‖R(4)1 ‖∞ ≤ Cε2, ‖R(4)2 ‖∞ ≤ Cε1.
Therefore, using (12) with µ = ε1/21 and µ = ε1/22 respectively, it follows
‖R(3)1 ‖∞ ≤ Cε1/21 ε2, ‖R(3)2 ‖∞ ≤ Cε1ε1/22 .
Differentiating equation (19) four times and using the resulting differential equation, from the previous bounds it is
straightforward to prove that
‖R(6)1 ‖∞ ≤ Cε−11 ε2, ‖R(6)2 ‖∞ ≤ C .
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Then, using again (12) now with µ = ε1/21 in both cases, it holds
‖R(5)1 ‖∞ ≤ Cε−1/21 ε2, ‖R(5)2 ‖∞ ≤ Cε1/21 ,
which is the required result. 
From Lemmas 1–3 we obtain the following result giving the asymptotic behavior of the regular component v.
Proposition 4. Let be v1, v2 and r the solutions of problems (7), (8) and (9), where the boundary conditions are given
in Lemmas 1–3 respectively. Then, the regular component v = (v1, v2)T , with v = v1 + v2 + r, satisfies the following estimates
‖v(k)1 ‖∞ ≤ C, 0 ≤ k ≤ 4, ‖v(5)1 ‖∞ ≤ C(1+ ε−1/21 ε2), ‖v(6)1 ‖∞ ≤ C(1+ ε−11 ε2),
and
‖v(k)2 ‖∞ ≤ C, 0 ≤ k ≤ 6.
Remark 5. Note that in the simplest case ε1 = ε2, from the previous proposition all the bounds up to the sixth order
derivative for both components are independent of the diffusion parameter. This result extends the corresponding one
given in [17].
Nowwe analyze the asymptotic behavior of the left singular componentwL. For the sake of simplicity,we use the notation
Bε(x) = e−xα/
√
ε.
Proposition 6. The left singular component wL = (w1, w2)T defined by problem (5), satisfies the following estimates
|w1(x)| ≤ CBε2(x), |w2(x)| ≤ CBε2(x),∣∣∣∣dkw1dxk
∣∣∣∣ ≤ C(ε−k/21 Bε1(x)+ ε−k/22 Bε2(x)), k = 1, 2,∣∣∣∣dkw2dxk
∣∣∣∣ ≤ Cε−k/22 Bε2(x), k = 1, 2,∣∣∣∣dkw1dxk
∣∣∣∣ ≤ C(ε−k/21 Bε1(x)+ ε−k/22 Bε2(x)), k = 3, 4, 5, 6,∣∣∣∣dkw2dxk
∣∣∣∣ ≤ Cε−12 (ε(2−k)/21 Bε1(x)+ ε(2−k)/22 Bε2(x)), k = 3, 4, 5, 6.
Proof. See [5] for the derivatives up to third order and use the same argument for higher order derivatives. 
Nevertheless, for the following analysis of the convergence, we will need a more precise decomposition of the
components of the functionwL.
Lemma 7. Let us suppose that ε1 ≤ ε2/4 and ε2 ≤ α/4 hold. Then, the components w1 and w2 of wL can be decomposed in
different ways as follows:
w1 = w1,ε1 + w1,ε2 , w2 = w2,ε1 + w2,ε2 ,
w1 = y1,ε1 + y1,ε2 , w2 = y2,ε1 + y2,ε2 ,
w1 = z1,ε1 + z1,ε2 , w2 = z2,ε1 + z2,ε2 ,
where∣∣∣∣d2w1,ε1dx2
∣∣∣∣ ≤ Cε−11 Bε1(x), ∣∣∣∣d3w1,ε2dx3
∣∣∣∣ ≤ Cε−3/22 Bε2(x), (23)∣∣∣∣d2w2,ε1dx2
∣∣∣∣ ≤ Cε−12 Bε1(x), ∣∣∣∣d3w2,ε2dx3
∣∣∣∣ ≤ Cε−3/22 Bε2(x), (24)∣∣∣∣d2y1,ε1dx2
∣∣∣∣ ≤ Cε−11 Bε1(x), ∣∣∣∣d4y1,ε2dx4
∣∣∣∣ ≤ Cε−22 Bε2(x), (25)∣∣∣∣d2y2,ε1dx2
∣∣∣∣ ≤ Cε−12 Bε1(x), ∣∣∣∣d4y2,ε2dx4
∣∣∣∣ ≤ Cε−22 Bε2(x), (26)
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∣∣∣∣ ≤ Cε−11 Bε1(x), ∣∣∣∣d6z1,ε2dx6
∣∣∣∣ ≤ Cε−32 Bε2(x), (27)∣∣∣∣d2z2,ε1dx2
∣∣∣∣ ≤ Cε−12 Bε1(x), ∣∣∣∣d6z2,ε2dx6
∣∣∣∣ ≤ Cε−32 Bε2(x). (28)
Proof. The proof of this result follows the same ideas than these ones in Lemma 5 of [5]. The hypothesis ε1 ≤ ε2/4 and
ε2 ≤ α/4 are used in order that
Bε1(x
∗)
ε
p
1
= Bε2(x
∗)
ε
p
2
,
holds for p = 1/2, 1, 2 at different points x∗ ∈ (0, 1). 
3. The HODIE finite difference scheme: uniform convergence
From the analysis in previous section we deduce that the solution of (1) has two overlapping boundary layers at x = 0
and x = 1. Therefore, we use a standard Shishkin mesh to construct the finite difference scheme. This piecewise uniform
mesh uses the two transition parameters
τ2 = min
{
1/4, (4/α)
√
ε2 lnN
}
, τ1 = min
{
τ2/2, (4/α)
√
ε1 lnN
}
. (29)
We denote by Ω¯N = {xi}Ni=0 the mesh, byΩN = Ω¯N ∩Ω and ∂Ω = {0, 1}. Then, the mesh points are given by
xj =

jhε1 , j = 0, . . . ,N/8,
xN/8 + (j− N/8)hε2 , j = N/8+ 1, . . . ,N/4,
xN/4 + (j− N/4)H, j = N/4+ 1, . . . , 3N/4,
x3N/4 + (j− 3N/4)hε2 , j = 3N/4+ 1, . . . , 7N/8,
x7N/8 + (j− 7N/8)hε1 , j = 7N/8+ 1, . . . ,N,
(30)
where hε1 = 8τε1/N, hε2 = 8(τε2−τε1)/N,H = 2(1−2τε2)/N . In this paper we only consider the case τ1 = (4/α)
√
ε1 lnN
and τ2 = (4/α)√ε2 lnN , that it is the more interesting case in practice.
On this mesh we define a HODIE finite difference scheme (see [17] for further details) in the form
LNi U(xj) ≡ r−i,jUi(xj−1)+ rci,jUi(xj)+ r+i,jUi(xj+1)+ q−i,jai,3−i(xj−1)U3−i(xj−1)+ qci,jai,3−i(xj)U3−i(xj)
+ q+i,jai,3−i(xj+1)U3−i(xj+1) = Q Ni (fi), (31)
for j = 1, . . . ,N − 1, i = 1, 2, where
Q Ni (fi) = q−i,jfi(xj−1)+ qci,jfi(xj)+ q+i,jfi(xj+1), i = 1, 2.
Then, the finite difference difference operator discretizing the continuous problem is given by LN = (LN1 , LN2 )T .
The coefficients r∗i,j, ∗ = −, c,+, are defined by
rci,j = q−i,jai,i(xj−1)+ qci,jai,i(xj)+ q+i,jai,i(xj+1)− r−i,j − r+i,j,
r+i,j = −2εi/(hj+1(hj + hj+1))+ q+i,jai,i(xj+1),
r−i,j = −2εi/(hj(hj + hj+1))+ q−i,jai,i(xj−1),
(32)
which depend on q∗i,j, ∗ = −, c,+. The values of the coefficients q∗i,j, ∗ = −, c,+ depend on the location of the mesh point
xj, and also on the relation between the local mesh width and the diffusion parameters εi, i = 1, 2. In particular, we will use
the following sets of coefficients: the set CD corresponds to
CD = {q−i,j = q+i,j = 0, qci,j = 1},
and it is the classical central differences approximation. The set HODIE(1/3) is given by
HODIE(1/3) = {q−i,j = q+i,j = qci,j = 1/3}.
Finally, the set HODIE(1/6) corresponds to
HODIE(1/6) =
{
q−i,j =
1
12
, q+i,j =
1
12
, qci,j =
5
6
}
,
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where hj = xj − xj−1, j = 1, . . . ,N are the local step sizes. Using this notation, the coefficients qki,j of our hybrid HODIE
method are given as follows:
HODIE(1/6), if xj ∈ (0, τ1) ∪ (1− τ1, 1), and i = 1, 2,
CD, if xj ∈ [τ1, τ2) ∪ (1− τ2, 1− τ1], 2h2ε2‖a11‖∞/3 > ε1, and i = 1,
HODIE(1/6), if xj ∈ (τ1, τ2) ∪ (1− τ2, 1− τ1), 2h2ε2‖a11‖∞/3 ≤ ε1, and i = 1,
HODIE(1/6), if xj ∈ (τ1, τ2) ∪ (1− τ2, 1− τ1), and i = 2,
CD, if xj ∈ [τ2, 1− τ2], 2H2‖a11‖∞/3 > ε1, and i = 1,
HODIE(1/6), if xj ∈ (τ2, 1− τ2), 2H2‖a11‖∞/3 ≤ ε1, and i = 1,
CD, if xj ∈ [τ2, 1− τ2], 2H2‖a22‖∞/3 > ε2, and i = 2,
HODIE(1/6), if xj ∈ (τ2, 1− τ2), 2H2‖a22‖∞/3 ≤ ε2, and i = 2,
HODIE(1/3), otherwise.
Note that the parameter set HODIE(1/3) is only used at the transition points when the diffusion parameters are not enough
small with respect to N−1.
The HODIE scheme (31) activates a different operator, CD, HODIE(1/3) or HODIE(1/6), in order to have the following
pattern signs for the coefficients
rci,j > 0, r
−
i,j ≤ 0, r+i,j ≤ 0, rci,j + r−i,j + r+i,j > 0 q∗i,j ≥ 0, ∗ = −, c,+.
This choice of the coefficients proves that the matrix associated with the numerical scheme is anM-matrix. Therefore, the
method satisfies a discrete maximum principle and it is uniformly stable in the maximum norm. As a consequence, the
following comparison principle holds, which will be used in the analysis of the uniform convergence of the scheme.
Lemma 8. Let Z1 and Z2 be two grid functions. Then, if LNZ1 ≥ LNZ2 inΩN and Z1 ≥ Z2, on ∂Ω , then Z1 ≥ Z2 in Ω¯N .
To analyze the uniform convergence of the scheme (31), analogously to the continuous problem, we consider a
decomposition of the discrete solution, defined by U = V+WL+WR, where V,WL andWR are the solution of the following
discrete problems
LNV = QN(f), inΩN , V = v, on ∂Ω,
LNWL = 0, inΩN , WL = wL, on ∂Ω,
LNWR = 0, inΩN , WR = wR, on ∂Ω.
(33)
Then, the error can be bounded by
‖u− U‖∞ ≤ ‖v− V‖∞ + ‖wL −WL‖∞ + ‖wR −WR‖∞,
and therefore it is sufficient to bound appropriately each one of these terms.
3.1. Case
√
ε2 ≤ N−1
Lemma 9. If
√
ε2 ≤ N−1, the error associated with the regular component satisfies
‖V− v‖∞ ≤ CN−3.
Proof. Using Taylor expansions and the bounds given in Proposition 4 for the derivatives of the regular component v, it is
straightforward (see [20,17] for details) to obtain that, when hj = hj+1, the local error satisfies
|LNi (V− v)(xj)| ≤
{
Cεih2j ‖v(4)i ‖∞ ≤ CεiN−2, for CD,
Cεih4j ‖v(6)i ‖∞ ≤ CN−4, for HODIE(1/6),
and for the transition points it holds
|LNi (V− v)(xj)| ≤
{
Cεimax{hj, hj+1}‖v(3)i ‖∞ ≤ CεiN−1, for CD,
Cεimax{h2j , h2j+1}‖v(4)i ‖∞ ≤ CεiN−2, for HODIE(1/3).
Then, the result trivially follows using that
√
ε1 ≤ √ε2 ≤ CN−1 and the uniform stability of the method. 
Lemma 10. If
√
ε2 ≤ N−1, the error associated with the left singular component satisfies
‖WL −wL‖∞ ≤ CN−3 ln4 N.
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Proof. Let WL = (W1,W2)T be. In the proof we use the bounds given in Proposition 6 and we consider different cases
depending on the location of the mesh point and also on the ratio between the discretization parameter and the diffusion
parameters.
(1) Firstly, we assume that xj ∈ [τ2, 1]. Then, it is straightforward to obtain that for i = 1, 2 the local error satisfies
|LNi (WL −wL)(xj)| ≤ Cεi‖w(2)i ‖[xj−1,xj+1] ≤ Cehε2α/
√
ε2Bε2(τ2) ≤ CN−4,
using that hε2ε
−1/2
2 is bounded and the definition of the transition point τ2 of the mesh.
(2) For xj ∈ (0, τ1), using that hj = (2/α)N−1√ε1 lnN , it follows
|LNi (WL −wL)(xj)| ≤ Cεih4j ‖w(6)i ‖∞ ≤ C(N−1 lnN)4, i = 1, 2.
(3) For xj ∈ [τ1, τ2) we analyze separately the local error for each one of the two equations of the coupled system. For the
first equation, wemust distinguish two cases. The first one is when 2h2ε2‖a11‖∞/3 > ε1; then, set CD activates and using
(25) we deduce that if xj ∈ (τ1, τ2) it holds
|LN1 (WL −wL)(xj)| ≤ Cε1‖y(2)1,ε1‖[xj−1,xj+1] + Cε1h2ε2‖y(4)1,ε2‖∞
≤ C(Bε1(τ1)+ (ε1/ε2)N−2 ln2 N) ≤ C(N−4 + N−4 ln4 N) ≤ C(N−1 lnN)4,
taking into account that ε1/ε2 ≤ CN−2 ln2 N and the definition of the transition point τ1.
On the other hand, for xj = τ1 set HODIE(1/3) activates and from (23) it follows
|LN1 (WL −wL)(xj)| ≤ Cε1‖w(2)1,ε1‖[xj−1,xj+1] + Cε1hε2‖w(3)1,ε2‖∞
≤ C(Bε1(τ1)+ (ε1/ε2)N−1 lnN) ≤ C(N−4 + N−3 ln3 N) ≤ C(N−1 lnN)3,
using again that ε1/ε2 ≤ CN−2 ln2 N .
In second place, when 2h2ε2‖a11‖∞/3 ≤ ε1, for xj ∈ (τ1, τ2) set HODIE(1/6) activates and using (27) we obtain
|LN1 (WL −wL)(xj)| ≤ Cε1‖z(2)1,ε1‖[xj−1,xj+1] + Cε1h4ε2‖z(6)1,ε2‖∞
≤ C(Bε1(τ1)+ (ε1/ε2)(N−1 lnN)4) ≤ C(N−1 lnN)4,
and for xj = τ1 set HODIE(1/3) activates and therefore from (25) we deduce
|LN1 (WL −wL)(xj)| ≤ Cε1‖y(2)1,ε1‖[xj−1,xj+1] + Cε1h2ε2‖y(4)1,ε2‖∞
≤ C(Bε1(τ1)+ (ε1/ε2)(N−1 lnN)2) ≤ C(N−4 + (ε1/ε2)(N−1 lnN)2).
For the second equation, when xj ∈ (τ1, τ2) set HODIE(1/6) activates and from (28) we have
|LN2 (WL −wL)(xj)| ≤ Cε2‖z(2)2,ε1‖[xj−1,xj+1] + Cε2h4ε2‖z(6)2,ε2‖∞
≤ C(Bε1(τ1)+ (N−1 lnN)4) ≤ C(N−1 lnN)4.
Finally, for the second equation, at the transition point xj = τ1 set HODIE(1/3) activates and therefore using (26) it holds
|LN2 (WL −wL)(xj)| ≤ Cε2‖y(2)2,ε1‖[xj−1,xj+1] + Cε2h2ε2‖y(4)2,ε2‖∞
≤ C(Bε1(τ1)+ (N−1 lnN)2) ≤ C(N−1 lnN)2.
Summarizing, when the mesh point xj ∈ (0, τ2), we have proved that the local error satisfies that
|LNi (WL −wL)(xj)| ≤

CN−4, xj ∈ [τ2, 1), i = 1, 2,
C(N−1 lnN)4, xj ∈= (0, τ1) ∪ (τ1, τ2), i = 1, 2,
C(N−1 lnN)3 + (ε1/ε2)(N−1 lnN)2, xj = τ1, i = 1,
C(N−1 lnN)2, xj = τ1, i = 2,
and also (W−w)(0) = 0, (W−w)(1) = 0. To improve these bounds, we use the barrier function technique. We consider a
standard barrier function in the context of singularly perturbed problems, given by the discrete functionψ(xj)(1, 1)T , where
ψ(xj) = CN−3 ln4 N(1+ θ(xj)),
and θ is the piecewise linear function defined by
θ(x) =

x
τ1
, if x ∈ [0, τ1],
1, if x ∈ [τ1, 1].
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Then, it is straightforward to prove that LNi (ψ(xj)(1, 1)
T ) ≥ CN−3 ln4 N for xj 6= τ1 and i = 1, 2. On the other hand, for
xj = τ1 it holds
LN1 (ψ(xj)(1, 1)
T ) ≥ −ε1δ2ψ(xj)+ CN−3 ln4 N ≥ C ε1
(hε1 + hε2)τ1
N−3 ln4 N + CN−3 ln4 N
≥ C(ε1/ε2)1/2(N−2 ln2 N)+ CN−3 ln4 N,
where δ2Z(xj) is the central differences approximation of the second derivative.
Analogously, we can obtain
LN2 (ψ(xj)(1, 1)
T ) ≥ −ε2δ2ψ(xj)+ CN−3 ln4 N ≥ C ε2
(hε2 + hε1)τ1
N−3 ln4 N + CN−3 ln4 N
≥ C(ε2/ε1)1/2(N−1 lnN)2 + CN−3 ln4 N ≥ C(N−1 lnN)2.
So, we can conclude that LN(ψ(xj)(1, 1)T ) ≥ |LN(W−w)(xj)|, and using Lemma 8 the result follows. 
3.2. Case N−1 ≤ √ε1
Lemma 11. If N−1 ≤ √ε1, the error associated with the regular component satisfies
‖V− v‖∞ ≤ CN−3 ln2 N.
Proof. Again we use the bounds given in Proposition 4, distinguishing several cases. First, for xj ∈ (0, τ1) ∪ (1 − τ1, 1), it
follows
|LNi (V− v)(xj)| ≤ Cεih4j ‖v(6)i ‖∞ ≤ CN−4.
In second place, for xj ∈ (τ1, τ2) ∪ (1− τ2, 1− τ1), using that 2h2ε2‖a11‖∞/3 ≤ ε1 holds, we have
|LNi (V− v)(xj)| ≤ Cεih4j ‖v(6)i ‖∞ ≤ CN−4, i = 1, 2.
Next, for xj ∈ (τ2, 1− τ2), it holds
|LNi (V− v)(xj)| ≤ Cεih4j ‖v(6)i ‖∞ ≤ CN−4, i = 1, 2.
At the transition points xj ∈ {τ2, 1− τ2}, we can obtain
|LNi (V− v)(xj)| ≤ Cεimax{h2j , h2j+1}‖v(4)i ‖∞ ≤ CεiN−2, i = 1, 2.
Finally, at the transition points xj ∈ {τ1, 1− τ1}, for i = 1, 2 we have
|LNi (V− v)(xj)| ≤ Cεimax{h2j , h2j+1}‖v(4)i ‖∞ ≤ CεiN−2ε2 ln2 N ≤ CεiN−2.
From the discrete maximum principle we cannot obtain the required result, because we can only deduce the second order
of convergence. So, we use again the barrier function technique. Now we consider the discrete function ϕ(xj)(1, 1)T , where
ϕ(xj) = CN−3 ln2 N(1+ θ1(xj)+ θ2(xj)), (34)
and θ1, θ2 are the piecewise linear functions defined by
θi(x) =

x
τi
, if x ∈ [0, τi],
1, if x ∈ [τi, 1− τi],
1− x
τi
, if x ∈ [1− τi, 1]
i = 1, 2.
Easily, it holds LNi (ϕ(xj)(1, 1)
T ) ≥ CN−3 ln2 N for xj 6= τ1, τ2, 1 − τ1, 1 − τ2 and i = 1, 2. For the transition points we only
show the details for the mesh point xj = τ2; for the other ones the proof is analogous. Then, we have
LN1 (ϕ(xj)(1, 1)
T ) = r−1,jϕ(xj−1)+ r+1,jϕ(xj+1)+ rc1,jϕ(xj)+
1
3
(
a12(xj−1)ϕ(xj−1)+ a12(xj)ϕ(xj)+ a12(xj+1)ϕ(xj+1)
)
= −ε1δ2ϕ(xj)+ 13
(
(a11 + a12)(xj−1)ϕ(xj−1)+ (a11 + a12)(xj)ϕ(xj)+ (a11 + a12)(xj+1)ϕ(xj+1)
)
≥ −ε1δ2ϕ(xj)+ CN−3 ln2 N ≥ C ε1
(H + hε2)τ2
N−3 ln2 N + CN−3 ln2 N
≥ Cε1ε−1/22 (N−2 lnN)+ CN−3 ln2 N.
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Similarly, we can prove
LN2 (ϕ(xj)(1, 1)
T ) ≥ −ε2δ2ϕ(xj)+ CN−3 ln2 N ≥ C ε2
(H + hε2)τ2
N−3 ln2 N + CN−3 ln2 N
≥ Cε1/22 (N−2 lnN)+ CN−3 ln2 N.
So, we can conclude that LN(ϕ(xj)(1, 1)T ) ≥ |LN(V− v)(xj)|, and using again Lemma 8 the result follows. 
Lemma 12. If N−1 ≤ √ε1, the error associated with the singular component satisfies
‖WL −wL‖∞ ≤ CN−3 ln4 N.
Proof. Firstly, for xj ∈ [τ2, 1], using similar ideas than in Lemma 10 we can obtain
|(Wi − wi)(xj)| ≤ CBε2(τ2) ≤ CN−4, i = 1, 2.
For xj ∈ (0, τ1), it holds
|LNi (WL −wL)(xj)| ≤ Cεih4j ‖w(6)i ‖∞ ≤ C(N−1 lnN)4, i = 1, 2.
On the other hand, for xj ∈ (τ1, τ2), again we analyze separately the local error associated to each equation. For the first one,
using (27) we have
|LN1 (WL −wL)(xj)| ≤ Cε1‖z(2)1,ε1‖[xj−1,xj+1] + Cε1h4ε2‖z(6)1,ε2‖∞
≤ C(Bε1(τ1)+ (ε1/ε2)(N−1 lnN)4) ≤ C(N−1 lnN)4.
For the second equation, when xj ∈ (τ1, τ2), using (28) we can obtain
|LN2 (WL −wL)(xj)| ≤ Cε2‖z(2)2,ε1‖[xj−1,xj+1] + Cε2h4ε2‖z(6)2,ε2‖∞
≤ C(Bε1(τ1)+ (N−1 lnN)4) ≤ C(N−1 lnN)4.
At the transition point xj = τ1, for the first equation we have
|LN1 (WL −wL)(xj)| ≤ C(Bε1(τ1)+ (ε1/ε2)(N−1 lnN)2)
≤ C(N−4 + (ε1/ε2)(N−1 lnN)2),
and for the second equation we can prove
|LN2 (WL −wL)(xj)| ≤ Cε2‖z(2)2,ε1‖[xj−1,xj+1] + Cε2h2ε2‖z(4)2,ε2‖∞
≤ C(Bε1(τ1)+ (N−1 lnN)2) ≤ C(N−1 lnN)2.
Summarizing, when the mesh point xj ∈ (0, τ2), we have proved that
|LNi (WL −wL)(xj)| ≤
C(N
−1 lnN)4, xj 6= τ1, i = 1, 2,
C(N−4 + (ε1/ε2)(N−1 lnN)2), xj = τ1, i = 1,
C(N−1 lnN)2, xj = τ1, i = 2,
and also (WL − wL)(0) = 0, |(Wi − wi)(τ2)| ≤ CN−4, i = 1, 2. Using the same barrier function ψ as in Lemma 10 and the
discrete maximum principle, the result follows. 
3.3. Case
√
ε1 ≤ N−1 ≤ √ε2
Lemma 13. If
√
ε1 ≤ N−1 ≤ √ε2, the error associated with the regular component satisfies
‖V− v‖∞ ≤ CN−3 ln2 N.
Proof. The proof follows similar ideas to these ones in Lemma 11. Again we must distinguish several cases. First, for
xj ∈ (0, τ1) ∪ (1− τ1, 1), the proof is the same as in Lemma 11.
In second place, for xj ∈ (τ1, τ2)∪ (1− τ2, 1− τ1), we have two possibilities. For the first one, when 2h2ε2‖a11‖∞/3 ≤ ε1,
the proof is the same as in Lemma 11. In the other case, the analysis is different only for the first component. Now the
operator activated in the numerical scheme is CD, and therefore we have
|LN1 (V− v)(xj)| ≤ Cε1N−2‖v(4)1 ‖∞ ≤ CN−4.
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Third, for xj ∈ (τ2, 1− τ2), the proof only changes for the first equation, where again the discretization is given by CD. Then,
it holds
|LN1 (V− v)(xj)| ≤ Cε1N−2‖v(4)1 ‖∞ ≤ CN−4.
At the transition points {τ2, 1− τ2}, the proof is the same as in Lemma 11 for the second equation, and for the first one we
have
|LN1 (V− v)(xj)| ≤ Cε1N−1‖v(3)1 ‖∞ ≤ CN−3.
Finally, at the transition points xj ∈ {τ1, 1 − τ1}, we have two possibilities. For the first one, when 2h2ε2‖a11‖∞/3 ≤ ε1,
the proof is the same as in Lemma 11. In the other case, the analysis only changes at the first equation. Again the operator
activated is CD, and therefore we have
|LN1 (V− v)(xj)| ≤ Cε1N−1‖v(3)1 ‖∞ ≤ CN−3.
Considering the same barrier function (34) than in Lemma 11, and using the bounds for the local error, we can conclude that
LN(ϕ(xj)(1, 1)T ) ≥ |LN(V− v)(xj)|. Hence, Lemma 8 proves the result. 
Lemma 14. If
√
ε1 ≤ N−1 ≤ √ε2, the error associated with the singular component satisfies
‖WL −wL‖∞ ≤ CN−3 ln4 N.
Proof. It is the same as in Lemma 12. 
Theorem 15. Let u be the solution of problem (1) and U the solution of the numerical method (31) on the Shishkin mesh (30).
Then, the error at the mesh points satisfies
‖U− u‖∞ ≤ CN−3 ln4 N.
Remark 16. Theorem 15 proves that the hybrid HODIE scheme is third order uniformly convergent (except by the
logarithmic factor). In the proof of this result the choice of the constant 4/α in the definition of the transition points is
very important.
4. Numerical results
The first test problem is a standard example in the literature (see [5]) for which the data are
A =
(
2(x+ 1)2 −(x3 + 1)
−2 cos(pix/4) 2.2e−x+1
)
, f =
(
2ex
10x+ 1
)
, (35)
with u0 = u1 = 0. For this problem the exact solution is unknown (see Fig. 1 for an approximated solution) and therefore
to approximate the maximum pointwise errors |(U − u)(xj)|, j = 0, . . . ,N , we use a variant of the double mesh principle
(see [21] for a justification of this method). So, we calculate a numerical approximation Û to u given by the scheme (31) on
the mesh {xˆj} that contains the mesh points of the original piecewise uniform Shishkin mesh and their midpoints, i.e., the
mesh points are defined by
xˆ2j = xj, j = 0, . . . ,N, xˆ2j+1 = (xj + xj+1)/2, j = 0, . . . ,N − 1.
Then, at the original mesh points xj, j = 0, 1, . . . ,N , the maximum errors and the uniform errors are approximated by
dε,N = max
0≤j≤N
|U(xj)− Û(xˆ2j)|, dN = max
S
dε,N ,
where, in order to permit the stabilization of the errors, we take S as the set
S = {(ε1, ε2) | ε2 = 20, 2−2, . . . , 2−30, ε1 = ε2, 2−2ε2, . . . , 2−40}. (36)
From these estimates for themaximumpointwise errorsweobtain the corresponding orders of convergence and theuniform
orders of convergence in a standard way, by using
p = log2(dε,N/dε,2N), puni = log2(dN/d2N).
Table 1 displays the results for this problem. From it we can deduce the almost third order uniform convergence of the
scheme, according with Theorem 15. The CPU time required by the algorithm to obtain the results displayed in Table 1,
using a Pentium IV of 2.4 GHz is 20.11 s.
To illustrate the efficiency of our hybrid HODIE scheme we include the results obtained for example (35) using the
central difference scheme on the same piecewise uniform Shishkin mesh, which has almost second order of uniform
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Fig. 1. Solution of (35) for ε1 = 10−5, ε2 = 10−3,N = 64.
Table 1
Uniform errors and orders of convergence for problem (35) using the hybrid scheme.
N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048 N = 4096
d1,N 1.722E−1 8.144E−2 3.028E−2 8.313E−3 1.830E−3 3.500E−4 6.161E−5 1.049E−5
p1,uni 1.080 1.428 1.865 2.184 2.386 2.506 2.554
d2,N 6.890E−1 3.258E−1 1.211E−1 3.324E−2 7.306E−3 1.392E−3 2.418E−4 4.086E−5
p2,uni 1.081 1.428 1.865 2.186 2.392 2.525 2.565
Table 2
Uniform errors and orders of convergence for problem (35) using the central differences scheme.
N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048 N = 4096 N = 8192
d1,N 1.953E−1 1.324E−1 6.901E−2 2.804E−2 1.016E−2 3.360E−3 1.102E−3 3.343E−4 9.848E−5
p1,uni 0.561 0.940 1.299 1.464 1.597 1.608 1.721 1.763
d2,N 7.820E−1 5.298E−1 2.760E−1 1.122E−1 3.855E−2 1.209E−2 3.612E−3 1.092E−3 3.267E−4
p2,uni 0.562 0.940 1.299 1.541 1.672 1.743 1.726 1.742
Table 3
CPU time (in seconds) required by the algorithms.
Scheme N = 2048 N = 4096 N = 8192 N = 16384
CD 0.01562 0.04687 0.09375 0.17187
HODIE 0.03125 0.06250 0.10937 0.20312
convergence [11]. Table 2 displays the corresponding results using exactly the same values for the diffusion parameters
and the Shishkin mesh constant σ0, but now the finest mesh used in Table 2 has twice the number of intervals as the
corresponding in Table 1. In this case the CPU time required by the algorithm to obtain this table is 35.45 s. From these results
we see that the uniform errors are greater even for a larger value of the discretization parameter and also the computational
cost is higher.
To have more information about the computational cost of both methods Table 3 has been included, displaying the CPU
time required by the algorithm for different values of the discretization parameter N with ε1 = 10−5, ε2 = 10−3. Due to the
CPU time is insignificant for N small, we only show the results for N sufficiently large. From Table 3 we can conclude that
the HODIE method is more expensive for the same values of N but notice that the errors associated with central differences
are considerably greater.
To compare the results of both schemes we have taken the same value of σ0 which is not the better choice for central
difference scheme. In Table 4 we show the results for this scheme choosing the more appropriate value of σ0 = 2 (see [5]).
Although here the errors are smaller than in Table 2, again they are greater than those ones associated with the HODIE
scheme in Table 1.
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Table 4
Uniform errors and orders of convergence for problem (35) using the central differences scheme taking σ0 = 2.
N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048 N = 4096 N = 8192
d1,N 1.027E−1 5.217E−2 2.125E−2 8.415E−3 2.838E−3 9.230E−4 2.812E−4 8.395E−5 2.467E−5
p1,uni 0.977 1.296 1.336 1.568 1.621 1.715 1.744 1.767
d2,N 4.114E−1 2.086E−1 8.499E−2 2.987E−2 9.640E−3 2.956E−3 8.813E−4 2.690E−4 8.038E−5
p2,uni 0.980 1.296 1.508 1.632 1.705 1.746 1.712 1.743
Table 5
Uniform errors and orders of convergence for problem (35) for some values of σ0 .
σ0 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048 N = 4096
1 d1,N 1.578E−2 3.827E−3 9.269E−4 2.090E−4 5.432E−5 1.722E−5 6.565E−6 2.495E−6
p1,uni 2.044 2.046 2.149 1.944 1.658 1.391 1.396
d2,N 5.902E−2 1.504E−2 3.521E−3 7.205E−4 1.341E−4 4.802E−5 1.717E−5 6.126E−6
p2,uni 1.973 2.094 2.289 2.425 1.482 1.484 1.487
2 d1,N 6.653E−2 2.128E−2 5.863E−3 1.327E−3 2.657E−4 5.053E−5 9.963E−6 2.217E−6
p1,uni 1.645 1.860 2.144 2.320 2.395 2.343 2.168
d2,N 2.658E−1 8.502E−2 2.338E−2 5.258E−3 1.032E−3 1.848E−4 3.104E−5 5.185E−6
p2,uni 1.645 1.863 2.153 2.349 2.482 2.573 2.582
6 d1,N 2.390E−1 1.415E−1 6.377E−2 2.090E−2 5.312E−3 1.111E−3 2.057E−4 3.536E−5
p1,uni 0.756 1.150 1.609 1.976 2.258 2.433 2.540
d2,N 9.563E−1 5.661E−1 2.551E−1 8.360E−2 2.125E−2 4.439E−3 8.208E−4 1.403E−4
p2,uni 0.756 1.150 1.609 1.976 2.259 2.435 2.548
7 d1,N 2.542E−1 1.606E−1 8.224E−2 3.002E−2 7.985E−3 1.702E−3 3.163E−4 5.407E−5
p1,uni 0.662 0.966 1.454 1.910 2.230 2.428 2.548
d2,N 1.017E+0 6.425E−1 3.290E−1 1.201E−1 3.194E−2 6.805E−3 1.263E−3 2.151E−4
p2,uni 0.662 0.966 1.454 1.910 2.231 2.430 2.554
From all previous comments we can conclude that the HODIE method is more efficient in practice than the classical
central difference scheme.
In Remark 16 it is emphasized that the choice of the constant 4/α to define the transition parameters is important
to obtain the third order of uniform convergence. To corroborate this, in Table 5 we give the results obtained taking this
constant equal to σ0/α for different values of σ0. From these results we have that the greater the value of σ0 is, the larger
the uniform errors are. Nevertheless, we observe that we cannot achieve the third order of uniform convergence if σ0 is too
small, and it is preserved if σ0 ≥ 4.
In the second example the reaction matrix is defined by
A =
(
1 −0.5
−2 4
)
, (37)
and the right-hand-side and the boundary conditions are such that the exact solution (see Fig. 2 for a particular value of ε1
and ε2) of the problem u = (u1, u2)T is given by
u1 = h1(x)/k1 + h2(x)/k2 − x+ x2 + cos2(pix), u2 = h1(x)/k1 − h2(x)/k2 + sin(pix),
where
h1(x) = exp(−x/√ε1)+ exp(−(1− x)/√ε1),
h2(x) = exp(−2x/√ε2)+ exp(−2(1− x)/√ε2),
with
k1 = exp(−1/√ε1)+ 1, k2 = exp(−2/√ε2)+ 1.
Now, the maximum errors and the uniform errors are calculated by
dε,N = max
0≤j≤N
|U(xj)− u(xj)|, dN = max
S
dε,N .
Table 6 displays the results obtained for this problem by using the hybrid HODIE scheme. It shows the almost third order
uniform convergence of themethod. Note that now the derivatives of the second component of the exact solution cannot be
bounded in the form given by Propositions 4 and 6 and also there is a strong dependence of the function f on the diffusion
parameters ε1 and ε2. Nevertheless, the numerical results indicate that our method is appropriate and we can conjecture
that it also gives almost third order of uniform convergence for more general problems than these ones considered in this
paper.
It is our intention in a future paper to construct and analyze high order finite difference schemes defined on general
nonuniform meshes to approximate the solution of singularly perturbed systems with an arbitrary number of equations
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Fig. 2. Solution of (37) for ε1 = 10−5, ε2 = 10−3,N = 64.
Table 6
Uniform errors and orders of convergence for problem (37).
N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048 N = 4096
d1,N 1.101E+0 1.201E−1 3.127E−2 1.263E−2 3.427E−3 7.212E−4 1.307E−4 2.173E−5
p1,uni 3.197 1.942 1.308 1.882 2.248 2.465 2.588
d2,N 2.202E+0 2.300E−1 6.308E−2 2.540E−2 6.938E−3 1.489E−3 2.772E−4 4.723E−5
p2,uni 3.259 1.867 1.312 1.872 2.220 2.426 2.553
of reaction–diffusion type. Both extensions are not trivial because the definition of the method must be careful to obtain
an inverse monotone scheme giving a high order approximation. Besides in [14,13] central differences are used to solve
singularly perturbed systems with an arbitrary number of equations, and it is shown the difficulties in the study of the
convergence with respect to the case of two equations. Finally, we find another important issue in the analysis of the
asymptotic behavior of the derivatives up to sixth order of the regular and singular part of the solution which will be crucial
to prove the uniform convergence of the numerical method.
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