a) (b) Figure 1 : Comparison of real fingerprints with synthesized fingerprints. Images in (a) are rolled fingerprint images from a law enforcement operational database [12] and fingerprints in (b) are synthesized using the proposed approach. One example for each of the four major fingerprint types is shown (from left to right: arch, left loop, right loop, whorl). All the fingerprints have dimensions of 512 × 512 pixels and a resolution of 500 dpi. A COTS minutiae extractor was used to extract the minutiae points overlaid on the fingerprint images. Fingerprints in (a), from left to right, have NFIQ 2.0 quality scores of (47, 64, 77, 73), respectively, while those in (b), from left to right, have quality scores of (78, 40, 61, 42), respectively.
Abstract
Evaluation of large-scale fingerprint search algorithms has been limited due to lack of publicly available datasets. A solution to this problem is to synthesize a dataset of fingerprints with characteristics similar to those of real fingerprints. We propose a Generative Adversarial Network (GAN) to synthesize a fingerprint dataset consisting of 100 million fingerprint images. In comparison to published methods, our approach incorporates an identity loss which guides the generator to synthesize a diverse set of fingerprints corresponding to more distinct identities. To demonstrate that the characteristics of our synthesized fingerprints are similar to those of real fingerprints, we show that (i) the NFIQ quality value distribution of the synthetic fingerprints follows the corresponding distribution of real fingerprints and (ii) the synthetic fingerprints are more distinct than existing synthetic fingerprints (and more closely align with the distinctiveness of real fingerprints). We use our synthesis algorithm to generate 100 million fingerprint images in 17.5 hours on 100 Tesla K80 GPUs when executed in parallel. Finally, we report for the first time in open literature, search accuracy (DeepPrint rank-1 accuracy of 91.4%) against a gallery of 100 million fingerprint images (using 2,000 NIST SD4 rolled prints as the queries). Cappelli et al. [15] Zero-pole [34] Gabor filtering [19] Gabor filtering [19] • Minutiae and ridge structure models are implemented independently.
• Synthesized and real fingerprints have very different characteristics.
• Generated 10,000 plain fingerprints (240 × 336).
SFinGe [6] Zero-pole [34] Gabor filtering [19] Gabor filtering [19] • Minutiae and ridge structure models are implemented independently.
• Cannot control number and location of minutiae points.
• A large portion of the synthetic fingerprint have parallel ridges without any minutiae points, which is uncommon in real fingerprints. • Can generate 100,000 (416 × 560) plain fingerprint images in 24 hours.
Johnson at
al. [25] Zero-pole [34] Gabor filtering [19] Spatial distribution model [17] • Minutiae and ridge structure models are implemented independently.
• Synthesized 2,400 plain fingerprints.
Zhao at al. [38] Zero-pole [34] AM-FM model [27] Spatial distribution model [17] • Minutiae and ridge structure models are implemented independently.
• Synthesized and real fingerprints have very different characteristics. • Generated 5,000 rolled fingerprints. Bontrager et al. [11] Wasserstein GAN (WGAN) [8] • 128x128 partial fingerprint patches are generated.
• Synthesized fingerprints have unrealistic ridge orientation fields.
Cao et al. [13] Improved WGAN [24] with weight initialization from Convolutional Autoencoder (CAE) [28] • No fingerprint distinctiveness measure is included in the loss function.
• Synthesized 10 million rolled fingerprint images of size 512 × 512.
• Evaluated quality, distinctiveness and minutiae count on 2,000 generated fingerprints only.
Attia et al. [9] Variational Autoencoder (VAE) [26, 32] • No evaluation on fingerprint quality and distinctiveness.
• Since only 800 unique fingerprints were used for training, VAE was not able to learn the complete distribution of real fingerprints.
Proposed approach
Improved WGAN [24] with weight initialization from Convolutional Autoencoder (CAE) [28] . Identity loss for generating more distinct fingerprints.
• Implemented identity loss to generate more distinct fingerprints.
• Synthesized 100 million rolled fingerprint images of size 512 × 512, approaching the size of operational datasets. • Synthesized and real fingerprints have similar characteristics with respect to fingerprint quality (NFIQ). Table 1 : A summary of fingerprint synthesis approaches reported in the literature.
Introduction
Nehemiah Grew published the first scientific paper on ridge-valley patterns in the year 1684 [23] . Since then, fingerprints have become the most widely accepted human trait for biometric recognition systems. A large part of this wide-spread adoption is likely due to the studies which demonstrate the uniqueness and persistence of friction ridge patterns interwoven on our fingerprints (as well as on the palms and bottom of our feet) [37, 30] . Leveraging these properties, large scale Automated Fingerprint Identification Systems (AFIS) have been deployed in law enforcement and forensics agencies, international border crossings, and national ID systems. A few notable applications, where large-scale AFIS is being used include:
(i) India's Aadhaar Project [7] which, as of November 2019, has an enrollment database of ∼1.25 billion tenprints (as well as face and irides) of Indian residents and receives around 30 million authentication search requests everyday 1 . While Aadhaar uses ten fingerprints, 2 irides and a face image for de-duplication (i.e., to ensure that an individual is not trying to enroll more than once), virtually all of the authentication requests are based on a single fingerprint, typically the right index finger, to receive benefits and services.
(ii) The FBI's Next Generation Identification (NGI) [1] which has about 67.7 million non-criminal ten-prints (as well as other biometric modalities) and 77.6 million criminal ten-prints from 140 million subjects. It received over 3 million non-criminal search requests and approximately 1 million criminal search requests in the month of October 2019 alone. 2 . Most of these searches were based on fingerprints (either tenprints or latents).
(iii) The Department of Homeland Security's OBIM [5] system (Office of Biometric Identity Management), Figure 2 : Comparison of the synthetic fingerprints generated by various approaches. Fingerprints (a), (b), (c), (e), (f), and (g) were synthesized using approaches [15] , [38] , [13] , [25] , [11] , and [9] respectively. Fingerprints (d) and (h) were synthesized using the proposed approach. Fingerprints synthesized using our approach have characteristics closer to that of real fingerprints in terms of fingerprint quality (NFIQ) and are more distinct than previous approaches.
which has been in operation since March 2013, collecting fingerprints and face images of all non-US citizens at any port of entry into the United States.
Two major requirements of large-scale fingerprint search are: (i) high search accuracy, typically measured as rank-1 retrieval and, (ii) the search must be computationally efficient. A number of fingerprint search algorithms have been proposed [35, 12, 14, 20, 10] , but nearly all of them were evaluated on a gallery of at most 2,700 distinct rolled fingerprints from NIST SD14 [2] 3 . A few exceptions are: one million rolled fingerprints in [35] , and a dataset of 250,000 rolled fingerprints in [12] .
Collecting a large-scale fingerprint dataset is both time consuming and expensive. Additionally, it requires approval from the Institutional Review Board and the user's consent. The privacy regulations 4 prohibit sharing of fingerprint databases from those who have already collected a large fingerprint database. Indeed, NIST has taken down some of their previously public fingerprint datasets (NIST SD27 [3] , NIST SD14 [2] , and NIST SD4 [4] ) from its website due to privacy regulations.
Therefore, to adequately evaluate large-scale fingerprint search algorithms, we propose to synthesize 100 million fingerprints with characteristics close to those of real fingerprint images. 3 NIST SD14 dataset is no longer available on the NIST website. 4 https://bit.ly/2YD4e4A
Related Work
Many approaches have been proposed for the task of synthetic fingerprint generation which are detailed in table 1. Figure 2 shows a comparison between the synthetic fingerprint images generated using the approaches in [9, 11, 38, 15, 13, 25] and our proposed approach. Prior approaches suffer from various limitations which are enumerated below:
(i) Because of the assumption of independence of minutiae model and the ridge structure model [15, 25, 38, 6] , minutiae distributions could be generated with no valid ridge orientation field.
(ii) The assumption of a fixed ridge spacing in the synthesis algorithms [15, 25, 6] resulted in the characteristics of real and synthesized prints being very different. In fact, Chen at al. [16] reported a 98% accuracy in discriminating the real fingerprints from the synthetic fingerprints using two ridge spacing features alone.
(iii) The ridge structure model in [15, 25, 38, 6] uses a masterprint. Due to Gabor filtering and the AF/FM models, the generated masterprints have non-consistent ridge flow patterns which leads to unrealistic fingerprint images.
(iv) The approaches [15, 25, 38, 6] are susceptible to generating unreal minutiae configurations as the minu- tiae models do not consider local minutiae configurations. Gottschlich and Huckemann [22] showed that they achieved a classification accuracy of 100% between the real and synthetic [15] fingerprints on the basis of minutiae configurations.
(v) None of the approaches generated a fingerprint dataset of size comparable to large-scale operational datasets.
More recent approaches to fingerprint synthesis have utilized generative adversarial networks (GANs) [21] . Bontrager et al. [11] used Wasserstein GAN (WGAN) [8] to generate fake masterprint images (note here, masterprint refers to a single fingerprint patch which can match to many other fingerprint patches). However, the generated fingerprint image size was just 128 × 128 pixels, much smaller than the typical size of a 500 dpi fingerprint. Cao and Jain [13] used Improved-WGAN [24] to synthesize 512 × 512 rolled fingerprint images. However, their approach was shown to synthesize fingerprints that were not as distinct as real fingerprints.
To rectify the limitations of existing fingerprint synthesis approaches, the proposed algorithm makes the following contributions:
(i) Improve the fingerprint distinctiveness via the addition of an identity loss in GAN.
(ii) Synthesize a fingerprint dataset of 100 million fingerprint images, the largest synthetic fingerprint dataset generated to date.
(iii) Extensive experimental analysis demonstrating -(a) fingerprint quality of our synthetic fingerprints is closely aligned with that of real fingerprints and (b) our synthetic fingerprints are more "distinct" than existing synthetic fingerprints.
(iv) Benchmark evaluations using the state-of-the-art DeepPrint [18] search algorithm against our 100 million synthetic fingerprint dataset. To the best of our knowledge, this is the largest search experiment to be conducted in the open literature.
Proposed Approach
We use Improved WGAN [24] , also known as I-WGAN, as the backbone of the proposed fingerprint synthesis algorithm. Instead of training the I-WGAN from scratch, we initialize the weights of the generator using the trained weights of the decoder of a convolutional autoencoder (CAE) in a manner similar to [12] . Our main contribution to the synthesis process is the introduction of an identity loss which forces the generator to produce fingerprint images with more distinct characteristics during training.
The architecture of the proposed approach is shown in Figure 3 . The following sub-sections explain the major components of the architecture in detail.
Convolutional Autoencoder
The first step of our proposed approach involves training a convolutional autoencoder (CAE) [28] in an unsupervised Figure 4 : Fingerprint images in (a) were generated by G without weights initialization and fingerprints images in (b) were generated by G with weights initialization from G dec .
fashion. The encoder (G enc ) takes a 512 × 512 grayscale input image (x) and transforms it into a 512-dimensional latent vector (z'). The decoder (G dec ) takes the latent vector (z') as input and attempts to reconstruct back the input image (x'). More formally, the autoencoder minimizes the reconstruction loss between x' and x, which is shown in equation 1.
After training the CAE, we use the trained weights of G dec to initialize the Generator G of the I-WGAN. The main motive behind this is to enable G to infuse domain knowledge in it when it starts training, thus enabling it to produce fingerprint images which are better in quality (as was shown in [12] ). Figure 4 shows a comparison between two fingerprint images generated using G without and with weights initialized by G dec .
Improved-WGAN
The architecture of I-WGAN [24] used in our approach follows the guidelines in [31] . Both the generator G and the discriminator D consist of seven convolutional layers with a kernel size of 4 × 4 and a stride of 2 × 2 ( Table 2) . G takes a 512-dimensional latent vector z∼P z as input, where P z is a multivariate Gaussian distribution, and outputs a 512 × 512 dimensional grayscale image. All the convolutional layers in G have ReLU as their activation function, except the last layer which uses tanh. The discriminator D has the inverse architecture of the generator G. All the convolutional layers in D use LeakyReLU as the activation function. Moreover, batch normalization is applied to all the layers of G and D to allow for stable and faster training.
Identity Loss
In [12] , the search accuracy on NIST SD4 [4] (2,000 rolled fingerprint pairs) against 250K synthesized rolled fingerprints is significantly higher than that against 250K real rolled fingerprints. One explanation for this difference in search accuracies is that no distinctiveness measure was used during training of the synthesis generator, leading to lower "diversity among the synthesized fingerprints than among real fingerprints. To rectify this, we introduce an identity loss to encourage synthesis of more distinct or unique fingerprint images.
A recent work [18] proposed a deep network, called DeepPrint, to extract a fixed-length representations from a fingerprint image, encoding the minutiae as well as the texture information (i.e. the identity) of the fingerprint into a 192-dimensional vector. Building on the same concept, we train MobileNetV2 [33] (F (x)) to extract a 512dimensional feature vector from a fingerprint image (x). We then use this trained MobileNetV2 during the training process of the I-WGAN. For each mini-batch, we use the Mo-bileNetV2 network to extract the fixed-length representations of all the fingerprint images synthesized by the generator G. The similarity between each pair of representations in the mini-batch is minimized in order to guide G to produce fingerprints with different identities, i.e. more distinct fingerprints.
Formally, for each pair of fixed-length representations (x, y) in a mini-batch, the identity loss, which is given by Eq. 2, is minimized.
Note that we train MobilenetV2 for extracting fixedlength representations rather than DeepPrint since we later use DeepPrint for large-scale search evaluation. We wanted to decouple DeepPrint from the synthesis process in order to do the most rigorous and fair evaluation.
Training Details
Both the convolutional autoencoder (CAE) and the I-WGAN were trained using 280,000 rolled fingerprint images from a law enforcement agency [12] . All the fingerprint images in this dataset have different sizes, ranging from 407 × 346 pixels to 750 × 800 pixels at 500 dpi. We coarsely segment them to 512 × 512 pixels since an area of 512 × 512 pixels with a resolution of 500 dpi covers sufficient amount of friction ridge details for fingerprint comparison. Four fingerprint images used during training are shown in Figure 5 . Figure 5 : Example fingerprint images (resized to 512×512) from a law enforcement agency [12] used to train the I-WGAN and CAE in our synthesis model.
The MobileNetV2 network was trained, in a manner similar to the recently proposed DeepPrint [18] , using a longitudinal dataset of fingerprint images (minimum time gap of 5 years and maximum time gap of 12 years) consisting of 455,000 rolled fingerprints from 38,291 unique fingers [37] . The MobileNetV2 network is tweaked such that the last layer outputs a one-hot encoding vector of length 38,291. The network is trained for classifying all the 455,000 rolled fingerprint images into one of the 38,291 classes. A longitudinal dataset enables the network to learn fixed-length fingerprint representations that are robust to the subject's age, his/her interaction with the fingerprint reader, and finger condition. The network layer before the classification layer contains a 512-dimensional feature vector which preserves the subject's identity. This layer of the MobileNetV2 network is used to calculate the identity loss while training I-WGAN. The networks were trained on an Intel Core i7-8700K @ 3.70GHz CPU with a RTX 2080 Ti GPU.
Synthesis Process
Generating 100 million fingerprint images is non-trivial and requires significant memory and processors. Our synthesis was significantly expedited via a High Performance Computing Center (HPCC). In particular, we ran 100 jobs in parallel on the HPCC server, with each job generating 1 million fingerprint images. As each fingerprint was generated, we simultaneously extracted its DeepPrint [18] fixed-length representation (to be used in our later search experiments). Each job was assigned an Intel Xeon E5-2680v4@2.40GHz CPU, 32GB of RAM, and a NVIDIA Tesla K80 GPU. This took about 51 CPU hours 5 . To optimally store all the 100 million fingerprint images, we created 400,000 compressed files with each file containing 250 images. This amounted to about 7.2TB of storage space. For storing the DeepPrint representations, we followed a similar scheme wherein 400,000 binary files in NumPy [29] format were created with each file containing 250 DeepPrint representations. The storage space required for all the 100 million DeepPrint representations was 71.2GB.
Experimental Results
In our experimental results, we first demonstrate that in comparison to existing synthetic fingerprints, our synthetic fingerprints are (a) more similar to real fingerprints in terms of NFIQ quality and (b) more distinct. Then, we show the fingerprint search results of the recently proposed DeepPrint [18] (shown to be comparable in search accuracy to state-of-the-art COTS matchers at significantly faster speeds) against a background of 100 million synthetic fingerprints.
Three sources of data are used throughout our experiments:
• DB1: 250,000 real rolled fingerprint images [12] .
• DB2: 10 million synthesized rolled fingerprint images using the approach in [13] . • DB3: 100 million synthesized rolled fingerprint images using the proposed approach (Fig. 6 ). 
Fingerprint Quality
NFIQ 2.0 [36] is an open source fingerprint quality software. For a fingerprint image, NFIQ 2.0 outputs a quality score between [0,100], with 0 being the lowest score and 100 being the highest score. For evaluating the fingerprint quality of real fingerprint images in DB1, and synthetic images by [13] in DB2 and the proposed approach in DB3, we sampled 10,000 random fingerprint images from each of the three databases and computed their NFIQ 2.0 scores. Figure 7 shows the plot of the NFIQ 2.0 values for DB1, DB2 and DB3. The mean and standard deviation (µ, σ) of the NFIQ 2.0 scores for DB1, DB2 and DB3 are (53.9, 23.4), (62. 8, 14.8) , and (46.0, 21.3), respectively. Fig. 7 shows that the synthetic images based on the proposed approach (DB3) have quality scores closer to that of the real fingerprints (DB1) than synthetic fingerprints in DB2.
Fingerprint Uniqueness
Our first fingerprint search experiment is aimed at measuring the diversity of fingerprints in our synthetic dataset (and also to compare that diversity to real fingerprints and previous approaches to synthetic fingerprints generation). To evaluate the distinctiveness of our synthetic fingerprints, we perform fingerprint search using 2,000 probes from NIST SD4 [4] against galleries of different sizes. We augment the 2,000 NIST SD4 gallery with subsets of DB1, DB2 and DB3 each in increasing gallery sizes of 10K, 50K, 100K and 250K fingerprints. DeepPrint [18] , a stateof-the-art fingerprint matcher was used to match the NIST SD4 probes to the augmented gallery. Fig. 8 compares the rank-1 search accuracy of DeepPrint on datasets DB1, DB2 and DB3 at varying gallery sizes.
It can be observed from Fig. 8 that, as expected, there is a decrease in rank-1 search accuracy as the gallery size increases (both for real fingerprints and synthetic fingerprints). We note that real fingerprints are more unique than both synthetic fingerprint datasets since the rank-1 accuracy is the lowest when using real fingerprints in the gallery. However, we also note that the synthetic fingerprints from our approach (DB3) result in lower DeepPrint search accuracy than DB2. This implies that the synthetic fingerprints in DB3 (our proposed approach) are more diverse than the synthetic fingerprints in DB2. In other words, adding the identity loss helped us close some of the gap between real fingerprint distinctiveness and synthetic fingerprint distinctiveness.
Fingerprint Search Against 100 Million
Existing literature on fingerprint synthesis, apparently, did not have the necessary resources to search against largescale fingerprint datasets. One of the main limiting factors is the search speed of existing fingerprint search algorithms. However, the fixed-length matcher, DeepPrint [18] , now enables us to measure the fingerprint matching accuracy against galleries as large as 100 million without an inordinate amount of computational resources (search against 100 million takes ≈ 11 seconds [18] ). Therefore, in this paper, we not only synthesize fingerprints (like others in the literature), but we also scale the synthesis to 100 million and we actually show the search performance against the large-scale synthesized gallery. Figure 9 shows the plot of rank-N search accuracies for a range of values of N ∈ [1, 500]. The rank-1, rank-100, and rank-500 search accuracies on a gallery of 100 million fingerprints are 91.4%, 97.2%, and 97.85%, respectively. As expected, the rank-1 search accuracy decreases by 8% as the gallery size increases from 250K to 100M. The rank-1 accuracy of 91.4% is promising, but leaves room for improvement. Since DeepPrint performed similarly to top-COTS matchers on a gallery of 1 million real fingerprints in [18] , we posit that DeepPrint and by extension COTS matchers have room for improvement with galleries of hundreds of millions or even billions of fingerprints (e.g. Aadhaar). This will be an active research direction for us in the future. Note that we could not evaluate COTS against 100 million due to the inadequate speed of the matchers (about 210 CPU hours Figure 9 : Rank-N fingerprint search accuracies for the augmented gallery of 100 million fingerprints using DeepPrint [18] as the fingerprint matcher.
for a rank-1 search on a gallery size of 100 million images as compared to 11s for DeepPrint)
Conclusions
There are no large-scale fingerprint datasets in the public domain due to stringent privacy laws and regulations. This necessitates the development of synthetic fingerprints whose characteristics are similar to real fingerprints. We propose an I-WGAN modeled with an identity loss to generate diverse and realistic 512 × 512 rolled fingerprint images. The properties of the synthetic fingerprint images by our method closely mimics the properties of the real fingerprints in terms of fingerprint quality. The synthetic fingerprints are also more diverse than existing synthetic fingerprints. To the best of our knowledge, we show for the first time in the literature that a synthetic fingerprint dataset of 100 million prints is generated for conducting large scale search. Our fingerprint synthesis approach takes approximately 17.5 CPU hours to synthesize 100 million fingerprint images. We further show that by using state-of-theart DeepPrint matcher, the rank-1 search accuracy decreases from 97.4% to 91.4% as the gallery size is increased from 250K to 100M images. Our ongoing work addresses: (i) pushing the size of the synthetic fingerprint dataset to 1 billion or even more, and (ii) to further enhance the individuality of synthesized fingerprints.
