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Yibo Gao, YiYu Zhang
Abstract
Varchenko [4] defined the Varchenko matrix associated to any real hyperplane arrangement and com-
puted its determinant. In this paper, we show that the Varchenko matrix of a hyperplane arrangement
has a diagonal form if and only if it is semigeneral, i.e., without degeneracy. In the case of semigeneral
arrangement, we present an explicit computation of the diagonal form via combinatorial arguments and
matrix operations, thus giving a combinatorial interpretation of the diagonal entries.
1 Introduction
Varchenko defined the Varchenko matrix associated with any real hyperplane arrangement in [4] and com-
puted its determinant, which has a very nice factorization. Naturally, one may ask about its Smith normal
form or diagonal form over some integer polynomial ring. The Smith normal forms of the q-Varchenko
matrices for certain types of hyperplane arrangements were first studied by Denham and Hanlon in [2] and
more recently by Cai and Mu in [1].
In this paper, we prove that the Varchenko matrix of a real hyperplane arrangement has a diagonal
form if and only if the arrangement is semigeneral. We define hyperplane arrangements and the associated
Varchenko matrices in section 2. In section 3, we use combinatorial arguments and matrix operations to
explicitly construct a diagonal form of the Varchenko matrix associated with a semigeneral hyperplane
arrangement, therefore giving a combinatorial interpretation of the diagonal form. Finally, we prove by
contradiction that the Varchenko matrix of any arrangement with degeneracy does not have a diagonal form
in section 4.
It follows immediately that while the q-Varchenko matrix of any semigeneral arrangement has a Smith
normal form, the corresponding Varchenko matrix doesn’t in general. Besides, our construction serves as an
alternative proof for a special case, i.e., that of real semigeneral hyperplane arrangements, of Varchenko’s
theorem on the determinant of the Varchenko matrix.
2 Preliminaries
In this paper, we mostly follow the notation in [3]. We only consider real, finite, affine hyperplane arrange-
ments A = {H1,H2, . . . ,Hn} in Rd .
2.1 Hyperplane Arrangement
First we briefly go over the notation and basic constructions in hyperplane arrangements.
For any subset B ⊆ I = {1,2, . . . ,N}, denote by HB = ⋂a∈B Ha the intersection of hyperplanes with
index in B . If B = /0, then HB = Rd by convention.
Definition 2.1. We say thatA is a general arrangement (orA is in general position) inRd if for any subset
B⊆ I , the cardinality |B| ≤ d implies that dim(HB) = d−|B|, while |B|> d implies that HB = /0.
If for all B ⊆ I with HB 6= /0, we have dim(HB) = d− |B|, then A is called semigeneral (or A is in
semigeneral position) in Rd .
It is clear that all general arrangements are semigeneral arrangements.
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Let L(A ) be the partially ordered set whose elements are all nonempty intersections of hyperplanes in
A , including Rd as the intersection over the empty set, with partial order reverse inclusion. We call L(A )
the intersection poset of the arrangment A . Notice that the minimum element in L(A ) is Rd .
Define a region R of A to be a connected component of the complement of
⋃
a∈I Ha in Rd . Denote by
R(A ) the set of regions of A and r(A ) = |R(A )| the number of regions. It is well known that if A is
semigeneral, then r(A ) = |L(A )|.
2.2 The Varchenko Matrix
Let A = {H1, . . . ,HN} be a real, finite hyperplane arrangement. Assign to each Ha ∈A an indeterminate
(or weight) xa. For any pair of regions (Ri, R j) (i, j not necessarily distinct) of A , set
sep(Ri,R j) := {Ha ∈A : Ha separates Ri and R j}.
To each element M ∈ L(A ), we assign the weight xM = ∏
M⊆Ha
xa. If M = Rd , then xM = 1.
Definition 2.2. The Varchenko matrix V (A ) = [Vi j] of a hyperplane arrangement A is the r(A )× r(A )
matrix with rows and columns indexed byR(A ) and entries
Vi j = ∏
Ha∈sep(Ri,R j)
xa.
If sep(Ri,R j) = /0, then Vi j = 1.
For example, the Varchenko matrix of the arrangement in Fig. 1 is
V =

1 x1 x1x2 x1x3 x3 x2x3 x1x2x3
x1 1 x2 x3 x1x3 x1x2x3 x2x3
x1x2 x2 1 x2x3 x1x2x3 x1x3 x3
x1x3 x3 x2x3 1 x1 x1x2 x2
x3 x1x3 x1x2x3 x1 1 x2 x1x2
x2x3 x1x2x3 x1x3 x1x2 x2 1 x1
x1x2x3 x2x3 x3 x2 x1x2 x1 1

.
It turns out that the determinant of the Varchenko matrix has an elegant factorization. We formulate this
result via Möbius functions as in [3, sec 6].
Definition 2.3. The Möbius function of L(A ) is defined by
µ(M,M′) =
 1 if M = M
′ in L(A )
− ∑
M≤N<M′
µ(M,N) if M < M′ in L(A ) .
Furthermore, we set µ(M) = µ(Rd ,M).
Define the characteristic polynomial of A to be χA (t) = ∑
M∈L(A )
µ(M)tdim(M).
Now we can formulate the result of Varchenko.
Theorem 2.4 (Varchenko [4]). Let A = {H1, . . . ,HN} be a real, finite, affine hyperplane arrangement.
For all elements M ∈ L(A ), define the subarrangement AM := {H ∈ A : M ⊆ H} and the arrangement
A M := {M∩H 6= /0 : H ∈A −AM} ⊆M. Set
n(M) = r(A M) and p(M) = | d
dt
χAM (1)|.
Then the determinant of the Varchenko matrix associated with A is given by
detV (A ) = ∏
M∈L(A ),M 6=Rd
(1− x2M)n(M)p(M).
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Figure 1: General arrangement of three lines in R2.
For instance, the Varchenko matrix associated with the arrangement in Figure 1 has determinant
det(V ) = (1− x21)3(1− x22)3(1− x23)3.
For Ri,R j,Rk ∈R(A ), where i, j,k are not necessarily distinct, we define the distance between Ri and
R j ∪Rk, denoted by li( j,k), to be the product of the indeterminates xa of all hyperplanes Ha that separate
both Ri,R j and Ri,Rk.
It follows that
li( j,k) = ∏
Ha∈sep(Ri,R j)∩sep(Ri,Rk)
xa.
Observe that by definition of V (A ), the entry Vi j =
Vi j ·Vik
li( j,k)2
.
2.3 Diagonal Form
Let A, B be N×N square matrices over Z[x1,x2, . . . ,xN ].
Definition 2.5. We say that the square matrix A is equivalent to the square matrix B over the ring R, denoted
by A∼ B, if there exist matrices P,Q over R such that det(P),det(Q) are units in R and PAQ = B.
In other words, the matrix A is equivalent to B if and only if we can get from A to B by a series of row
and column operations (subtracting a multiple of a row/column from another row/column, or multiplying a
row/column by a unit in R). It is easy to check that ∼ is an equivalence relation.
For all k ≤ N, let gcd(A,k) be the greatest common divisor of all the determinants of k× k submatrices
of A.
Lemma 2.6. If A∼ B, then gcd(A,k) = gcd(B,k) for all k = 1,2, . . . ,N, and rank(A) = rank(B).
Proof. It suffices to check the lemma when B can be obtained from A by one single row (or analogously,
column) operation, and assume without loss of generality, that it is adding the first row multiplied by r ∈ R
to the second row. For a matrix M, denote the matrix obtained from M by choosing rows indexed by I and
columns indexed by J as MI,J . Let d = gcd(A,k) and we now show that every k× k submatrix BI,J of B
has determinant divisible by d. If 2 /∈ I, then BI,J = AI,J , which has determinant divisible by d. If 1,2 ∈ I,
then BI,J can be obtained from AI,J by a single row operation, implying that det(BI,J) = det(AI,J), which is
divisible by d. The last case is that 2 ∈ A and 1 /∈ A. Let I′ = (I \ {2})∪{1}. It is clear that det(BI,J) =
det(AI,J)+ r det(AI′,J), which is again divisible by d. The above arguments showed that gcd(A,k)|gcd(B,k)
so by symmetry, we have the desired equality. It is a standard fact that the rank of a matrix doesn’t change
after row and column operations.
Definition 2.7. Let A be an N×N square matrix over the ring R. We say that A has a diagonal form over R
if there exists a diagonal matrix D = diag(d1,d2, . . . ,dN) in R such that A ∼ D. In particular, if di|di+1 for
all 1≤ i≤ N−1, then we call D the Smith normal form (SNF) of A in R.
It is known that the SNF of a matrix exists and is unique if we are working over a principal ideal
domain. But the SNF of a matrix may not exist if we are working over R, the ring of integer polynomials.
For example, the matrix
[
x 0
0 x+2
]
does not have an SNF over R.
3
Lemma 2.8. If the SNF of a matrix A exists, then it is unique up to units.
Proof. Let D be one of the SNFs of A. Suppose that A ∼ D = diag(d1, . . . ,dN) where dk|dk+1 for k =
1, . . . ,N−1.
It is easy to see that gcd(D,k) = d1 · · ·dk, so d1 · · ·dk = gcd(A,k) for k = 1, . . . ,N− 1 by Lemma 2.6.
Given a matrix A, the above equations and the condition that dk|dk+1 for k = 1, . . . ,N− 1 are sufficient to
solve for dk. Namely, dk = 0 if gcd(A,k) = 0; otherwise dk equals a unit times gcd(A,k)/gcd(A,k−1).
Here, gcd(A,0) = 1.
The next lemma follows directly from the transitivity of ∼ and the uniqueness of the SNF.
Lemma 2.9. If A∼ B and if one of A, B has an SNF, then the other also has an SNF and SNF(A) = SNF(B).
Proof. By transitivity of the equivalence relation ∼, the SNF of matrix A is also an SNF of B. The lemma
follows from the uniqueness of the SNF, we obtain the desired lemma.
Definition 2.10. Let A be a matrix over the ring Z[x1,x2, . . . ,xN ].
Define Ax1= f1(q),x2= f2(q),...,xN= fN(q) to be the matrix over the ring Z[q] obtained by replacing each xi by
fi(q) in A.
For example, when V is a Varchenko matrix, the matrix Vx=q,...,xN=q is called the q-Varchenko matrix.
Lemma 2.11. Let A,B be matrices over the ring Z[x1,x2, . . . ,xN ]. If A∼ B, then
Ax1= f1(q),x2= f2(q),...,xN= fN(q) ∼ Bx1= f1(q),x2= f2(q),...,xN= fN(q).
3 The Main Result
Theorem 3.1. Let A = {H1, . . . ,HN} be a real, finite, affine hyperplane arrangement in Rd . Assign an
indeterminate xa to each Ha, a ∈ I = {1, . . . ,N}. Then the Varchenko matrix V associated with A has a
diagonal form over Z[x1, . . . ,xN ] if and only if A is in semigeneral position. In that case, the diagonal
entries of the diagonal form of V are exactly the products
∏
a∈B
(1− x2a)
ranging over all B⊆ I such that HB ∈ L(A ).
Corollary 3.2. Let A be any semigeneral hyperplane arrangement in Rd . The q-Varchenko matrix Vq of
A has an SNF over the ring Z[q]. The diagonal entries of its SNF are of the form (1−q2)k, k = 0,1, . . . ,d,
and the multiplicity of (1−q2)k equals the number of elements in L(A ) with dimension d− k.
Corollary 3.3. Let A be a semigeneral hyperplane arrangement in Rd and V its Varchenko matrix. Then
det(V ) =∏
a∈I
(1− x2a)
ma
, where ma = |{HB ∈ L(A ) : HB ⊆ Ha}|.
Thus, our proof also serves as an alternative proof for a special case of Theorem 2.4.
4 Construction of the Diagonal Form of the Varchenko Matrices of
Semigeneral Arrangements
In this section, we prove the sufficient condition of Theorem 3.1 by explicitly constructing the diagonal
form of the Varchenko matrix of a semigeneral arrangement. The construction relies on the existence of a
“good” indexing of the set of regions (Lemma 4.3), whose proof is rather technical.
Assume as before that we are working in Rd .
Definition 4.1. A set of regions B ⊂R(A ) encompasses a point x ∈ Rd if the interior of the closure of
the union of these regions contains x.
A set of regionsB ⊂R(A ) encompasses an element M ∈ L(A ) if there exists a point x ∈M such that
B encompasses x.
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In other words, an element M is encompassed by a set of regions B if a nontrivial part of M with
nonzero relative measure is encompassed by some regions inB.
Denote by E(B) the set of elements of the intersection poset that are encompassed by B. Note that
E( /0) = /0 and E({R}) = {Rd} for any R ∈R(A ).
In Figure 2, for example, all points on the segment of H3 between region R3 and R4 are encom-
passed by the set of regions {R1,R2,R3,R4,R5}. So E({R1,R2,R3,R4,R5}) = {R2,H1,H2,H3,H5} and
E({R1,R2,R3,R4,R5,R6}) = {R2,H1,H2,H3,H5,H3∩H5}.
Figure 2: General arrangement of 5 lines in R2; region Ri is labeled as i.
Definition 4.2. Fix a numbering of the regions of A by 1,2, . . . ,r(A ). We say that a region Rn is the first
to encompass M for some M ∈ L(A ) if M ∈ E({R1,R2, . . . ,Rn}) and M /∈ E({R1,R2, . . . ,Rn−1}).
One can see that gcd(Vmn,xa1xa2 · · ·xas) 6= 1 for any 1 ≤ m < n, where Rn is the first to encompass
M = Ha1 ∩·· ·∩Has ∈ L(A ).
For example, in Figure 2, we see that region R5 is the first to encompass H5 and region R6 is the first to
encompass H3∩H5.
Lemma 4.3. We can number the regions of A by I = {1,2, . . . ,r(A )} such that |E({R1,R2, . . . ,Rn})|= n
for all n ∈ I. Under such numbering, letB(n) = {R1,R2, . . . ,Rn} be the set of regions with the first n indices
andB(0) = /0. Set En = E(B(n))\E(B(n−1)). The following properties hold for all n ∈ I:
(a) The interior of the closure of
⋃
1≤m≤n Rm is connected.
(b) For all M ∈ L(A ), the subset {x : x ∈M, B(n) encompasses x} ⊆M is connected.
(c) If Rn is the first to encompass M = HB where B ⊆ I, then Rn is the first indexed region in the cone
formed by all Ha,a ∈ B that contains Rn.
(d) For all M ∈ L(A ) is cut into connected closed sections M1,M2, . . . by the hyperplanes that intersect
M. Denote by R(n)Mi = {Rm : 1 ≤ m ≤ n, Mi ∈ Rm} the set of regions whose boundary contain Mi. Then the
interior of the closure of
⋃
Rm∈R(n)Mi
Rm is connected.
Lemma 4.3 is saying that there is a way to index the regions of R(A ) one by one in numerical order
such that whenever we index a new region, the set of indexed regions encompass exactly one new element
in L(A ).
The labeling of the regions in Figure 2 is such an indexing. The interior of the closure of {R1,R2,R3,R4,R5}
and {R1,R2,R3,R4,R5,R6} are connected. If we add R6 to the closure of {R1,R2,R3,R4,R5}, R6 is the re-
gion with the smallest index in the cone formed by H3 and H5. Property (d) is saying that the interior of the
closure of all indexed regions around any intersection point, line segment or ray is connected.
Proof of Lemma 4.3. We prove Lemma 4.3 by induction on n, the number of regions indexed.
The base case n = 1 is trivial since we encompass exactly Rd after indexing the first region R1. Assign
orientations to the pair of half-spaces determined by each hyperplane as follows: suppose that a hyperplane
5
H is first encompassed by Rn, then the half-space containing B(n−1) is labeled as H0 and the half-space
containing Rn is labeled as H−.
Suppose Lemma 4.3 holds after indexing the first n−1 regions. Let M = Ha1 ∩·· ·∩Has be an element
of the smallest dimension d− s in L(A ) satisfying the condition that there is an unindexed region R ∈
R(A )\B(n−1) such that {R}∪B(n−1) encompasses M. Index R by Rn.
Claim 4.4. |En|= |E(B(n))|− |E(B(n−1))| ≤ 1. For n≥ 2, if |En|= 1, then:
(i) M ∈ En is some hyperplane H ∈A for s = 1;
(ii) M ∈ En has dim(M) = d− s for s≥ 2.
Furthermore, the four properties in Lemma 4.3 remain true.
In other words, after indexing a new region Rn, we encompass at most one new element in L(A ).
Proof of Claim.
Case (i): s = 1. The closure of any unindexed region is connected to at most one indexed region by
some hyperplane since d − s is minimal. Suppose that Rn = R is connected by Ha to some Rm, where
1 ≤ m ≤ n− 1. Hence we definitely have Ha ∈ E(B(n)). Note that Rn is connected to only one indexed
region, so |En| ≤ 1. Therefore En = {Ha} or En = /0.
Then we want to show that the four properties still hold after adding Rn. Property (a) remains true by
the induction hypothesis on n−1 regions, since Ha connects Rn andB(n−1).
For property (c): If En = {Ha}, then Rn has to be the only indexed region in H−a . It follows that
Ha /∈ E(B(n−1)) and {x : x ∈ Ha, B(n) encompasses x} = Rn ∩Rm is connected and nonempty. Therefore
(c) holds for n.
Note that M′ ∈ E(B(n−1)) implies M′ (Ha, so {x : x ∈M′, B(n) encompasses x}= {x : x ∈M′, B(n−1)
encompasses x} is connected by induction hypothesis (b). If M′ ⊂ Ha, then En = {Ha} and M′ is clearly
connected. This proves property (b) for n.
For part (d), note that Rn is the only indexed region in H−a and RMi is changed after we add Rn only if
Mi ∈ Rn. The case where Rn is the only indexed region with M′i as a supporting face is trivial. Suppose
that M′i ⊆ (
⋃n
k=1 RK)∩Ha, in which case M′i ⊆ Rn ∩Rm. Now
⋃
R∈R(n−1)
M′i
R is connected by the induction
hypothesis, and Rn,Rm are connected by a nontrivial codimension one subset of Ha, so
⋃
R∈R(n)
M′i
R is also
connected. Therefore property (d) holds for n.
Case (ii): s≥ 2. By induction hypothesis (d) for n−1, there exists 2s−1 indexed regions inB(n−1) which,
together with Rn = R, encompass M = H1∩·· ·∩Hs. Hence H1, . . . ,Hs ∈ E(B(n−1)) and M ∈ E(B(n)). For
all i= 1,2, . . . ,s, there is a unique indexed region Rmi such that Hi connects Rn and Rmi , i.e., sep(Rn,Rmi) =
{Hi}. It is clear that 1≤ m1 6= · · · 6= ms ≤ n−1.
Assume to the contrary that we encompass at least two distinct elements M, M′ ∈ L(A ) by adding Rn.
If M′ is some hyperplane H ′ ∈A , then Rm1 , . . . ,Rms would be on the same side of H ′ as Rn since Rmi and
Rn is separated by exactly one hyperplane, which is Hi. By the induction hypothesis (c), this implies that
H ′ has been encompassed before adding Rn, a contradiction to our assumption.
Hence M′ has to be the intersection of some H ′1, . . . ,H
′
t ∈ E(B(n−1)) with 1 < t ≤ d, all of which are
supporting hyperplanes of Rn. Denote the t indexed regions connected to Rn by nontrivial codimension-s
subsets of M′ as R′1, . . . ,R
′
2t−1. Let K
′
t =
⋂t
k=1 H
′
k
ε ′k , where ε ′k = + if Rn ⊂ H ′k+ and ε ′k = − if Rn ⊂ H ′k−.
Hence K′t is a polyhedron containing Rn with H ′1, . . . ,H
′
t as facets and M
′ as its “tip”. Similarly, let Ks =⋂s
i=1 H
εi
i , where εi =+ if Rn ⊂ H+i and εi =− if Rn ⊂ H−i .
Subcase (1). If {H ′k,1 ≤ k ≤ t}∩{Hi,1 ≤ i ≤ s} = /0, then a nontrivial part of M′ is inside the interior
of Ks and a nontrivial part of M is inside the interior of K′t by convexity. Pick any Rm j as defined above.
Without loss of generality, suppose that Rm j ⊂ H+j . Then M′ ⊂ Rn ⊂ H−j and R′k ⊂ H−j for all k. Using the
induction hypothesis (a), Rm j and
⋃2t−1
k=1 R
′
k have to be connected via a shortest sequence of indexed regions
Ra1 = R
′
1, . . . ,Rau = Rm j that lie on both sides of H j before Rn is indexed. Let R
′ = Rar be one of these
regions such that R′ ⊂ H−j has H j as a supporting hyperplane and Rar+1 ⊂ H+j . Pick any l 6= j such that
Rml and R
′ are on different sides of exactly one Hi, with 1 ≤ i 6= j ≤ s. In the inductive case of n− 1, Rn
is an unindexed region between the disjoint regions R′ and Rml . (See Figure 3,(1) for example.) Hence R
′
and Rml are connected via a shortest sequence of indexed regions S = {Rar+1 , . . . ,Rau = Rm j ,Rb1 , . . . ,Rbv}
in H+j that contains Rm j , where each Rbk is an indexed region with supporting hyperplanes H1, . . . ,Hs.
Note that the set of points in H j that are encompassed by S has two (d− 1)-dimensional components
whose closures are disjoint. Consider the arrangement A ′ in H j cut out by all other hyperplanes in A . We
6
Figure 3: Examples of case (ii) in R2.
say that a region in A ′ is colored if it is the common facet of two indexed region of A , one in H+j and the
other in H−j . The union of this sequence of indexed regions intersects with H j at two totally disjoint colored
regions. Property (b) says that the two regions have to be connected by a sequence of other colored regions
ofA ′ . Since the facet of Rn that is contained in H j is not yet colored, there exists some M˜⊂H j, M˜ ∈ L(A ′)
with dim(M˜)≥ 1 that does not satisfy the inductive hypothesis (b) for n−1, which is a contradiction.
Subcase (2). If there exists a hyperplane H j ∈ {H ′k,1 ≤ k ≤ t}∩ {Hi,1 ≤ i ≤ s}, then we can find a
region R′k such that Rm j , R
′ = R′k, and Rn are on the same side of H j. Note that in the inductive case n−1,
H j is a supporting hyperplane of R′ and Rn is an unindexed region between Rml and R
′ (see Figure 3.(ii) for
instance), which points us back to the second half of the proof of case (1).
Therefore, we conclude that En ⊆ {M}.
Then we want to show that the four properties remain true after adding Rn. For property (c), suppose
that Rn is the first to encompass M ∈ En. If Rn is not the first indexed region in Ks, then we can find
R j,1 ≤ j ≤ n− 1 that is an indexed region in Ks separated from M by the fewest number of hyperplanes
before we index Rn. If R j is strictly inside the interior of Ks, then we can apply the argument in part (1)
of (ii) above by replacing R′ with R j. Otherwise, use the argument in (ii).(2) by replacing R′k with R j.
Both lead to a contradiction to the induction hypothesis (b) of the case n− 1. Therefore Rn has to be the
first indexed region in Ks, so property (c) holds for n. Properties (a), (b) and (d) follow immediately. This
completes the inductive step.
Note that after adding all regions inR(A ), we encompass all elements of L(A ). Since A is semigen-
eral, we have |L(A )|= |R(A )|. Therefore we need to encompass exactly one new element after indexing
a new region, meaning that |En|= 1 and |E(B(n))|= n for all n ∈ I as desired.
From now on, we fix an indexing of R(A ) that satisfies all the properties in Lemma 4.3. In order to
compute the diagonal form of the Varchenko matrix of A , we need the following two constructions:
Definition 4.5. Define ϕ : Z[x1, . . . ,xN ]→ Z[x1, . . . ,xN ] to be the function satisfying the following proper-
ties:
(a) ϕ(p+q) = ϕ(p)+ϕ(q) for all p,q ∈ Z[x1, . . . ,xN ].
(b) ϕ(p ·q) = ϕ(p)ϕ(q) for all monomials p,q ∈ Z[x1, . . . ,xN ] with gcd(p,q) = 1.
(c) ϕ(xka) = x2a if k ≥ 2 and ϕ(xka) = xka if k = 0,1 for all a = 1, . . . ,N,
(d) ϕ(0) = 0.
It is easy to check that ϕ is well-defined and unique. In fact, ϕ(p) is obtained from p by replacing all
exponents e≥ 3 by 2.
Proposition 4.6. For all i ∈ {1,2, . . . ,N} and p ∈ Z[x1, . . . ,xa−1,xa+1, . . . ,xN ],
a) ϕ
(
x2a(1− x2a · p)
)
= x2a ·ϕ(1− p);
b) ϕ
(
(1− x2a)(1− x2a · p)
)
= 1− x2a.
Proof. The above identities follow directly from the definition of ϕ .
7
Definition 4.7. Let P = [Pi, j] be an N×N symmetric matrix with entries Pi, j ∈ Z[x1, . . . ,xr]. If Pk,k is a
factor of Pk,n, denoted as Pk,k
∣∣Pk,n, for all n = 1, . . . ,N, we can define a matrix operation T (k) by
(T (k)P)m,n =
{
Pk,k if m = k,n = k
Pm,n− Pm,k·Pn,kPk,k otherwise
.
In other words, we can apply T (k) to P only when Pk,k
∣∣Pk,i for all i. For each i 6= k, we subtract row i by
Pk,i
Pk,k
times row k to get P′. After operating on all rows, we then subtract column j of P′ by Pk, jPk,k times column
k of P′ to get T (k)P. It is easy to check that T (k) is a well-defined operation. The resulting matrix is also
symmetric and the entries Pi,k = Pk,i = 0 for all i 6= k.
Set V (0) = V (A ). For all k = 1, . . . ,r(A ), let V (k) be the matrix obtained by applying T (1), ...,T (k) in
order as such to V (0). Denote the (m,n)-entry of V (k) by V (k)m,n. Suppose that Ek = {M = Ha1 ∩Ha2 ∩ ·· · ∩
Has}. Set Ak = {a1,a2, . . . ,as}.
Lemma 4.8. a) V (k)k,k = ∏
a∈Ak
(1− x2a);
b) V (k)m,n = 0 for all m 6= n≤ k; V (k)m,m =V (m)m,m for all m≤ k;
c) V (k)m,n =Vm,n ·ϕ
( k
∏
i=1
(1− l2i (m,n))
)
if at least one of m,n is greater than k.
Proof. We will justify the Lemma by induction on k. The statements hold for the base case k = 0 by the
definition of V (0).
Suppose that the statements hold for k−1.
It follows from Lemma 4.3.c that Rk has the smallest index in the polyhedron Ka1a2···as . For all 1≤ i≤ s,
there exists a unique ri such that 1 ≤ ri ≤ k− 1 and Hai connects Rri and Rk, i.e., sep(Rri ,Rk) = {Hai}.
Furthermore, ri 6= r j for all i 6= j.
Remark 4.9. V (k−1)m,k =Vm,k ·V (k−1)k,k or 0.
Proof. If Rm is not in Ka1a2···as , then Rm and Rk are on different sides of at least one of the hyperplanes
Ha1 , . . . ,Has , say Ha1 . Thus Ha1 /∈ sep(Rr1 ,Rm), i.e., sep(Rr1 ,Rm)∩sep(Rr1 ,Rk) = sep(Rr1 ,Rm)∩{Ha1}= /0.
Therefore lr1(m,k) = 1. By the induction hypothesis, we have
V (k−1)m,k =Vm,k ·ϕ
(
(1− l2r1(m,k)) ·
k−1
∏
j=1, j 6=r1
(1− l2j (m,k))
)
= 0.
If Rm is contained in Ka1a2···as , then Rm and Rk are on the same side of Hai for all 1≤ i≤ s. Therefore,
for any indexed region R j, j = 1,2, . . . ,k− 1, at least one of Ha1 , . . . ,Has separates R j and Rm ∪Rk, say
Hal . Since Hal ∈ sep(R j,Rm), it follows that xal | l j(m,k). Note that Hai ∈ sep(Rri ,Rm) for all 1≤ i≤ s, so
sep(Rri ,Rm)∩ sep(Rri ,Rk) = sep(Rri ,Rm)∩{Hai} = {Hai}. Therefore lri(m,k) = xai . Applying the results
of Proposition 4.6.b, we get
V (k−1)m,k =Vm,k ·ϕ
(
(1− l2r1(m,k)) · · ·(1− l2rs(m,k)) ·
k−1
∏
j=1,
j 6=r1,...,rs
(1− l2j (m,k))
)
=Vm,k · (1− x2a1)(1− x2a2) · · ·(1− x2as),
since R j * Ka1a2···as is separated from Rm by at least one of Ha1 , . . . ,Has .
On the other hand, by the induction hypothesis
V (k−1)k,k =Vk,k ·ϕ
( k−1
∏
j=1
(1− l2j (k,k)
)
=ϕ
(
(1− l2r1(k,k)) · · ·(1− l2rs(k,k)) ·
k−1
∏
j=1,
j 6=r1,...,rs
(1− l2j (k,k))
)
=(1− x2a1)(1− x2a2) · · ·(1− x2as). (1)
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Hence we conclude that
V (k−1)m,k =Vm,k ·V (k−1)k,k .
Since V (k−1)k,k | V (k−1)m,k for all m = 1,2, . . . ,r(A ), we can apply the matrix operation T (k) to V (k−1). By
definition of T (k), if m 6= n≤ k, then V (k)m,n = 0. Otherwise,
V (k)m,n =V
(k−1)
m,n −
V (k−1)m,k ·V (k−1)n,k
V (k−1)k,k
. (2)
It follows immediately that V (k)k,k =V
(k−1)
k,k = (1− x2a1)(1− x2a2) · · ·(1− x2as). Therefore, claim (a) holds
for k. In addition, we can deduce from Remark 4.9 that if at least one of Rm,Rn is not contained in Ka1a2···as ,
then
V (k)m,n =V
(k−1)
m,n −
V (k−1)m,k ·V (k−1)n,k
V (k−1)k,k
=V (k−1)m,n −0 =Vm,n ·ϕ
( k−1
∏
i=1
(1− l2i (m,n)
)
=Vm,n ·ϕ
( k
∏
i=1
(1− l2i (m,n)
)
.
Note that if m 6= n≤ k, then neither of Rm,Rn is contained in Ka1a2···as and V (k)m,n =V (k−1)m,n = 0 by the induction
hypothesis. If m = n < k, then V (k)m,m =V
(k−1)
m,m = · · ·=V (m)m,m. Hence (b) also holds for k.
In order to prove (c), it suffices to show that if m,n are both contained in Ka1a2···as , then
Vm,n ·ϕ
( k−1
∏
i=1
(1− l2i (m,n)
)−Vm,n ·ϕ( k∏
i=1
(1− l2i (m,n)
)
=V (k−1)m,n −V (k)m,n
=
V (k−1)m,k ·V (k−1)n,k
V (k−1)k,k
=Vm,k ·Vn,k ·V (k−1)k,k =Vm,n · l2k (m,n) ·V (k−1)k,k . (3)
Using linearity of ϕ , we can combine the two terms on the left hand side of the above equation:
LHS =Vm,n ·ϕ
(
l2k (m,n) ·
k−1
∏
i=1
(1− l2i (m,n)
)
. (4)
So we only need to show that
ϕ
(
l2k (m,n) ·
k−1
∏
i=1
(1− l2i (m,n))
)
= l2k (m,n) ·V (k−1)k,k . (5)
It follows from Proposition 4.6.(a) that
l2k (m,n) | ϕ
(
l2k (m,n) ·
k−1
∏
i=1
(1− l2i (m,n))
)
; l2k (m,n) | ϕ
(
l2k (m,n) · l2i (m,n)
)
.
Hence we can pull out l2k (m,n) on the left hand side:
ϕ
(
l2k (m,n) ·
k−1
∏
i=1
(1− l2i (m,n))
)
= l2k (m,n) ·ϕ
( k−1
∏
i=1
(1− l˜2i (m,n))
)
, (6)
where l˜2i (m,n) =
ϕ
(
l2k (m,n) · l2i (m,n)
)
l2k (m,n)
for all i = 1,2, . . . ,k−1. (7)
Note that l˜i(m,n) is exactly the distance between Ri and Rm∪Rn in ˜Am,n =A \
(
sep(Rk,Rm)∩sep(Rk,Rn)
)
=
A \sep(Rk,Rm∪Rn). Therefore it suffices to show that in ˜Am,n,
ϕ
( k−1
∏
i=1
(1− l˜2i (m,n))
)
=V (k−1)k,k . (8)
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Since Rm,Rn,Rk are still contained in the cone formed by Ha1 , . . . ,Has in ˜A , it is clear that
ϕ
( k−1
∏
j=1
(1− l˜2j (m,n))
)
=ϕ
(
(1− l˜2r1(m,n)) · · ·(1− l˜2rs(m,n)) ·
k−1
∏
j=1,
j 6=r1,...,rs
(1− l˜2j (m,n))
)
=(1− x2r1) · · ·(1− x2rs) =V
(k−1)
k,k .
Hence we conclude that (c) holds for k, and this completes the induction.
An immediate corollary of Lemma 4.8 is that when k = r(A ), V r(A )m,n = 0 for all m 6= n. Thus we have
reduced V to a diagonal matrix. We know from Lemma 4.3.c that by adding region k we encompass exactly
one new element M ∈ L(A ), so each entry V (k)k,k = ∏
a∈Ak
(1− x2a) appears exactly once on the diagonal of
V r(A ). Hence we’ve proven the sufficient condition of Theorem 3.1.
5 Nonexistence of the Diagonal Form of the Varchenko Matrices of
Arrangements Not in Semigeneral Positions
In this section, we will prove the necessary condition of Theorem 3.1.
Lemma 5.1. Suppose thatA is a finite hyperplane arrangement inRd and H /∈A is a (d−1)-dimensional
hyperplane. If V (A ∪{H}) has a diagonal form over Z[x1, . . . ,xn], then V (A ) also has a diagonal form
over Z[x1, . . . ,xn].
Proof. Let x1, . . . ,xn be the indeterminates for hyperplanes in A and xn+1 for H. Set V = V (A ) and
V (0) =V (A ∪{H}).
Let V (1) be the matrix obtained by setting xn+1 = 1 in V (0). Observe that the ith row (column) and the
jth row (column) of V (1) is the same for all i 6= j if V (0)i, j = xn+1, i.e., region i and j are separated only by
S. Apply row and column operations to eliminate repeated rows (columns), and we will get V (1) ∼V ⊕0k,
where 0k is the all zero matrix of dimension k× k and k = r(A ∪{H})− r(A ).
If V (0) has a diagonal form over Z[x1, . . . ,xn+1], then we can assign an integer value to xn+1 and hence
V (1) and V ⊕0k have a diagonal form over Z[x1, . . . ,xn].
Let D be the diagonal form of V⊕0k. According to Theorem 2.4, det(V ) 6= 0; by Lemma 2.6, rank(D) =
rank(V (1)), which is equal to the dimension r(A ) of V . Therefore, the number of zeros on D’s diagonal is
k.
Note that there exist matrices P,Q of dimension r(A ∪{H}) and unit determinant such that P(V⊕0k) =
DQ. We can also write the matrices in the following way, where D′ is the diagonal matrix obtained from
eliminating the all zero rows and columns in D: P1 P3
P2 P4

 V 0
0 0
=
 D′ 0
0 0

 Q1 Q2
Q3 Q4
 ;
 P1V 0
P2V 0
=
 D′Q1 D′Q2
0 0
 .
It is easy to check that P2V = 0, D′Q2=0, P1V = D′Q1.
Since det(V ) 6= 0 and det(D′) 6= 0, P2 and Q2 have only 0 entries. Therefore, 1= det(P)= det(P1)det(P4);
1 = det(Q) = det(Q1)det(Q4). The only units in Z[x1, . . . ,xn] are 1 and −1, so we can assume that
det(P1) = det(Q1) = 1. Thus, D′ is a diagonal form of V .
Now we’ve arrived at the main theorem of this section, which is also the necessary condition of Theorem
3.1.
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Theorem 5.2. Let A be a hyperplane arrangement in Rd that is not semigeneral. Then V (A ) does not
have a diagonal form over Z[x1, . . . ,xn].
Proof. Using Lemma 5.1, we can delete as many hyperplanes in A as possible so that the resulting ar-
rangement, denoted again as A , satisfies the nonsemigeneral property and the minimum condition, i.e., if
we delete any hyperplane, the remaining arrangement will be semigeneral.
Note that there must exist H1, . . . ,Hp ∈ A with nonempty intersection such that dim(H1∩·· ·∩Hp) 6=
d− p . Hence dim(H1∩·· ·∩Hp)≥ d− p+1. If dim(H1∩·· ·∩Hp)≥ d− p+2, then dim(H2∩·· ·∩Hp)≥
d− (p−1), contradicting the minimum condition of A . Therefore, dim(H1∩·· ·∩Hp) = d− p+1. Also
by the minimum condition, A = {H1, . . . ,Hp}.
Without loss of generality, we can assume that p = d + 1 (by projecting all hyperplanes to a smaller
subspace). Thus we only need to consider the case of A = {H1, . . . ,Hd+1} in Rd , where the intersection
H1∩·· ·∩Hd+1 is a single point and any hyperplane arrangement formed by a subset of A with cardinality
d is semigeneral and nonempty.
Now we can deduce the structure of the intersection poset L(A ): L(A ) consists of the intersection of
any k hyperplanes in A for all k = 0,1, . . . ,d−1 and the point H1∩ ·· ·∩Hd+1, which is also the intersec-
tion of any d hyperplanes in A . It follows that for all H ∈ A , A H is the hyperplane arrangement of d
hyperplanes of dimension d−1 intersecting at one point in Rd−1, so r(A S) = 2d−2, r(A ) = 2d+1−2.
Let x1, . . . ,xd+1 be the indeterminates of the hyperplanes in A . By Theorem 2.4, detV (A ) = (1−
x21)
2d−2(1− x22)2
d−2 · · ·(1− x2d+1)2
d−2(1− x21 · · ·x2d+1).
Set H1∩ ·· ·∩Hd+1 as the origin (0,0, . . . ,0). Pick any hyperplane H ∈A . Then S separates the space
into two half spaces H1,H2. Since A is symmetric about the origin, exactly half of R(A ) lies in H1, i.e.,
r(H1) = 12 r(A ) = 2
d −1. We also know that r(A S) = 2d −2 = (2d −1)−1. Thus, for all but one region
R in H1, the intersection of its closure and H has dimension d−1. The intersection of the closure of R with
H is the point H1∩·· ·∩Hd+1.
Here comes an important observation: If we restrict to the Varchenko matrix of regions in H1, denoted
by R(H1), we obtain the Varchenko matrix of the hyperplane arrangement of d hyperplanes in Rd−1 in
general position. This matrix is equivalent to the Varchenko matrix for A H ∪R. Intuitively, we can view R
as the inner region of the point H1∩·· ·∩Hd+1.
We’ll prove the theorem by contradiction. Suppose that D is a diagonal form of V (A ), then V ∼ D.
First, we want to show that in D’s diagonal entries, 1− xi and 1+ xi must appear in the form of 1− x2i
for all i = 1, . . . ,d+1.
For all i= 1, . . . ,d+1, consider Vxi=3,x j=0 ∀ j 6=i. It can be decomposed into blocks of
[
1 3
3 1
]
and identity
matrices, so its SNF has diagonal entries 1 and 8 with multiplicities. Now Dxi=3,x j=0 ∀ j 6=i has the same SNF
by Lemma 2.9. Note that 1− xi =−2, 1+ xi = 4, and their products are all powers of 2, so Dxi=3,x j=0 ∀ j 6=i
is already in its SNF. We have equal numbers of 4 and −2, so they must pair up in the form of 1− x2i or we
won’t have only 1 and 8 on the diagonal. In addition, 1−x2i can appear at most once in each diagonal entry
of D.
We can ignore the terms 1− x1 · · ·xd+1 and 1+ x1 · · ·xd+1 for the moment since we will assign at least
one of xi to 0 in the following steps.
If we set xd+1 = 0, we will get two blocks of matrices corresponding to a general position using the
earlier observation. If we set all other indeterminates equal to the indeterminate q, the diagonal form of
Vxd+1=0 has diagonal entries (1−x2i1) · · ·(1−x2ik) (twice) for all k = 0, . . . ,d−1, 1≤ i1 < · · ·< ik ≤ d. Thus,
the SNF of Vxi=0,x j=q,∀ j 6=i (over Z[q]) has diagonal entries (1−q2)k (2
(d
k
)
times) for all k = 0,1, . . . ,d−1.
We call a diagonal entry of D a k−entry if after setting x1 = . . . = xd+1 = q, it becomes (1−q2)k. All
diagonal entries of Dxi=0,x j=q,∀ j 6=i have the form (1−q2)k for some k so it is already in its SNF. Since the
SNF is unique, Dxi=0,x j=q,∀ j 6=i has diagonal entries (1−q2)k (2
(d
k
)
times) for all k = 0,1, . . . ,d−1.
We then compute the exact number of k−entries in D. The number of k−entries in D is 0 if k ≥ d;
otherwise, there exists some i ∈ {1, . . . ,d + 1} such that Dxi=0,x j=q,∀ j 6=i has a diagonal entry (1− q2)d ,
which leads to a contradiction.
Claim 5.3. The number of (d−2k−1)-entries in D is 2( d+12k+2) and the number of (d−2k−2)-entries in D
is 0.
Proof. We’ll prove the claim by induction on k. It is true when k = 0.
If the claim holds for k, i.e., the number of (d− 2k)-entries in D is 0. Assume that the number of
(d−2k−1)-entries in D is m and 1− x2i appears in ai of these entries.
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Set xi = 0 and all other indeterminates equal to q. Since there are exactly 2
( d
d−2k−1
)
number of (1−
q2)d−2k−1’s and no (d−2k)-entries in D, m−ai = 2
( d
d−2k−1
)
. Therefore ai is a constant with respect to i.
By a simple double counting of the total number of (1−2)’s in those entries, where = x1, . . . ,xd+1,
we have
d+1
∑
i=1
ai =
(
m−2
(
d
d−2k−1
))
· (d+1) = m · (d−2k−1).
It is easy to check that m = 2
( d+1
2k+2
)
and ai = 2
( d+1
2k+2
)−2( dd−2k−1)= 2( d2k+2) for all i = 1, . . . ,d+1.
Now if we assign 0 to xi and q to all other indeterminates, we already have (1− q2)d−2k−2 occuring
ai = 2
( d
2k+2
)
times so we do not need more. Therefore, all the (d−2k−2)-entries in D must contain 1−x2i .
It is true for all i = 1, . . . ,d+1 so we have a contradiction unless the number of (d−2k−2)-entries is 0.
This completes the induction and proves the claim.
If d is even, the number of 0-entries (1’s) is 0 in D. In other words, if we assign 1 to all indeterminates,
D becomes the all zero matrix with rank 0, while the rank of V becomes 1, which is a contradiction by
Lemma 2.6.
If d is odd, we have to take into account the terms 1− x1 · · ·xd+1 and 1+ x1 · · ·xd+1. As before, we will
first show that they must pair up.
Let x1 = 3, xi = 1 for all i ≥ 2 in V . Then in V , row i is identical to row j if region i and j are on the
same side of H1. Eliminating repeated rows with row and column operations , we get
[
1 3
3 1
]
⊕ 0 where
0 is the all zero matrix, which has SNF {1,8,0 (multiple times)}. Note that when d is odd, there are no
1−entries. Thus 1 and 8 must come from a combination of 1− x1 · · ·xd+1 and 1+ x1 · · ·xd+1. Hence they
must appear in the form of 1− x21 · · ·x2d+1.
Furthermore, 1− x21 · · ·x2d+1 must appear alone in a 0-entry. Otherwise, since there are no 1−entries in
D, after assigning xi = 1 for i ≥ 2 we will end up with a matrix with only two 1’s on the diagonal and 0
everywhere else. Since d is odd, the number of 0−entries is 2. One of them is 1− x21 · · ·x2d+1 and the other
one can only be a true 1.
Consider Vx1=···=xd+1=3 and Dx1=···=xd+1=3. Since Vx1=···=xd+1=3 has a submatrix
[
1 3
3 1
]
, we deduce that
gcd(Vx1=···=xd+1=3,2)≤ 8. On the diagonal of Dx1=···=xd+1=3, there is a 1, a 1−32d+2, and all other entries
are multiples of (1−32)2 = 64 since there is no 1-entry.
Note that 1−32d+2 = (1−32)(1+32+34+ · · ·+32d). Since d is odd, so 1+32+34+ · · ·+32d is even
and 16 | (1−32d+2). Therefore, 16 | gcd(Dx1=···=xd+1=3,2), which leads to a contradiction by Lemma 2.6.
Hence we conclude that V (A ) does not have a diagonal form.
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