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Abstract
Let n ≥ 3 andm = n−2n+2 . We construct 5-parameters, 4-parameters, and 3-parameters
ancient solutions of the equation vt = (v
m)xx + v − v
m, v > 0, in R × (−∞,T) for some
T ∈ R. This equation arises in the study of Yamabe flow. We obtain various properties
of the ancient solutions of this equation including exact decay rate of ancient solutions
as |x| → ∞. We also prove that both the 3-parameters ancient solution and the 4-
parameters ancient solution are singular limit solution of the 5-parameters ancient
solutions. We also prove the uniqueness of the 4-parameters ancient solutions. As
a consequence we prove that the 4-parameters ancient solutions that we construct
coincide with the 4-parameters ancient solutions constructed by P. Daskalopoulos,
M. del Pino, J. King, and N. Sesum in [DPKS2].
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1 Introduction
As observed by P. Daskalopoulos, M. del Pino, J. King, M. Sa´ez, N. Sesum, and others
[DPKS1], [DPKS2], [PS], the metric g = u
4
n−2dy2 satisfies the Yamabe flow [B1], [B2],
∂g
∂t
= −Rg (1.1)
1
on Rn, n ≥ 3, for 0 < t < T, where R is the scalar curvature of the metric g, if and only if u
satisfies
(up)t =
n − 1
m
∆u, u > 0, in Rn × (0,T) (1.2)
where
m =
n − 2
n + 2
, p =
n + 2
n − 2
,
and ∆ is the Euclidean laplacian on Rn. When u is radially symmetric, we can write
g = u
4
n−2dy2 = w
4
n−2 gcyl where
w(x, t) = |y|
n−2
2 u(y, t), x = log |y|,
and gcyl = dx
2 + gSn−1 is the cylindrical metric on S
n−1 × R, with gSn−1 being the standard
metric on the unit sphere Sn−1 in Rn. Since
R = w−
n+2
n−2
(
−
4(n − 1)
n − 2
∆gcylw + Rgcylw
)
,
where ∆gcylw and Rgcyl = (n − 1)(n − 2) are the laplace operator and scalar curvature with
respect to the cylindrical metric gcyl, by (1.1) w satisfies
(w
n+2
n−2 )t =
n − 1
m
(
wxx −
(n − 2)2
4
w
)
, w > 0, (1.3)
in R × (0,T). Let τ = − log(T − t) and
u˜(x, τ) = (T − t)−
n−2
4 w(x, t).
Then by (1.3),
(u˜p)τ =
n − 1
m
(
u˜xx +
n − 2
4(n − 1)
u˜p −
(n − 2)2
4
u˜
)
, u˜ > 0, (1.4)
in R× (− logT,∞). Let g˜(y, τ) = u˜(x, τ)
4
n−2 gcyl with x = log |y|. Then g˜ = (T − t)
−1g. By (1.1),
g˜ satisfies the normalized Yamabe flow,
∂g˜
∂τ
= −(Rg˜ − 1)g˜
in Rn × (− logT,∞) where Rg˜ is the scalar curvature of g˜. Let
uˆ(x, τ) = [(n − 1)(n − 2)]−
n−2
4 u˜
(
2x
n − 2
,
4τ
n + 2
)
and v(x, τ) = uˆ(x, τ)p. (1.5)
Then (1.4) is equivalent to
(uˆp)τ = uˆxx + uˆ
p − uˆ, uˆ > 0
or
vτ = (v
m)xx + v − v
m, v > 0. (1.6)
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Hence existence of ancient radially symmetric solutions of (1.1) with metric g = u
4
n−2dy2 is
equivalent to the existence of ancient solutions of (1.6) in R × (−∞,T) for some constant
T ∈ R.
Existence of 5-parameters and 4-parameters ancient solutions of (1.6) for some T ∈
R have been constructed by P. Daskalopoulos, M. del Pino, J. King and N. Sesum, in
[DPKS1], [DPKS2]. In this paper we will construct new 5-parameters, 4-parameters, and
3-parameters ancient solutions of the equation (1.6). As a result of our construction of
solutions we obtain exact decay rate of the ancient solutions of (1.6).
A natural question to ask is whether the 4-parameters ancient solutions of (1.6)
that we construct is equal to the 4-parameters ancient solutions of (1.6) constructed by
P. Daskalopoulos, M. del Pino, J. King, and N. Sesum in [DPKS2]. We answer this in the
affirmative and prove that the 4-parameters ancient solutions that we construct coincide
with the 4-parameters ancient solutions of (1.6) constructed by P. Daskalopoulos, M. del
Pino, J. King, and N. Sesum in [DPKS2]. In particular under a mild decay condition on
the 4-parameters ancient solutions of (1.6) we prove the uniqueness of the 4-parameters
ancient solutions.
In the paper [HN] F. Hamel and N. Nadirashvili proved various properties of the
ancient solutions of the equation
ut = uxx + f (u), u > 0, in R × (−∞,T) (1.7)
for some T ∈ R where f (s) > 0 for 0 < s < 1, f (0) = f (1) = 0, f ′(0) > 0 > f ′(1) and
f ′(s) ≤ f ′(0) for any s ∈ [0, 1]. In this paper we will prove that many properties of the
ancient solutions of (1.7) remains valid for the ancient solutions of (1.6). In particular the
4-parameters ancient solution is the singular limit solution of the 5-parameters ancient
solutions and the 3-parameters ancient solution is the singular limit solution of the 4-
parameters ancient solution, etc.
Let u be a radially symmetric solution of (1.2) and u(y, t) = u(y, t)p. Then u satisfies
ut =
n − 1
m
∆u
m
(1.8)
and
u(y, t) = [(n − 1)(n − 2)(T − t)]
1
1−m |y|−
2
1−mv
(
n − 2
2
x,
n + 2
4
τ
)
(1.9)
where x = log |y|, τ = − log(T − t), and v is given by (1.5). If u is a backward radially
symmetric self-similar solution of (1.8) that is
u(y, t) = (T − t)α f ((T − t)β|y|) (1.10)
where f is a radially symmetric solution of
∆ fm + α f + βx · ∇ f = 0 in Rn (1.11)
and β = λ
2m
> 0, α =
2β+1
1−m
, are some constants, then by the discussion in [DKS] the
corresponding function v(x, τ) = vλ(x, τ) = vλ(x − λτ) of (1.9) is a travelling wave solution
3
of (1.6) in R ×R with
vλ(log(|z|
n−2
2 )) = [(n − 1)(n − 2)]−
1
1−m |z|
2
1−m f (z) ∀z ∈ Rn
or equivalent
vλ(x) = [(n − 1)(n − 2)]
− 11−m epx f
(
e
2x
n−2
)
∀x ∈ R. (1.12)
By Theorem 1.1 of [H2] for any α =
2β+1
1−m
,
β =
λ
2m
≥
m
n − 2 − nm
=
1
2
⇔ λ ≥ m =
n − 2
n + 2
and µ > 0, there exists a unique radially symmetric solution f of (1.11) satisfying f (0) = µ.
By Theorem 1.2 of [H3] and (1.12) when
β =
λ
2m
≥
1
n − 2
⇔ λ ≥
2
n + 2
,
the corresponding travelling wave solution vλ(x − λτ) of (1.6) in R ×R satisfies
lim
x→−∞
vλ(x) = 0, lim
x→∞
vλ(x) = 1 (1.13)
and
e−pxvλ(x) ≈ C as x→ −∞ (1.14)
for some constant C > 0. Then by the intermediate value theorem there exists x0 ∈ R such
that vλ(x0) =
1
2
. By translation if necessary we may assume that vλ(0) =
1
2
. Hence for any
λ ≥ max(n−2
n+2
, 2
n+2
) there exists a travelling wave solution vλ(x, τ) = vλ(x−λτ) of (1.6) which
satisfies vλ(0) =
1
2
and vλ(x) satisfies
(vm)xx + λvx + v − v
m
= 0, v > 0, in R (1.15)
and (1.12) for some radially symmetric solution f of (1.11). By the results of [DKS],
[DPKS1] and[DPKS2], for any λ > 1, there exist positive constants Cλ and γλ such that
vλ(x) = 1 − Cλe
−γλx + o(e−γλx) and v′λ(x) = Cλγλe
−γλx + o(e−γλx) as x→∞ (1.16)
where
γλ =
λp −
√
λ2p2 − 4(p − 1)
2
is the smallest root of the equation
γ2 − λpγ + p − 1 = 0. (1.17)
Note that for any λ > 1, λ′ > 1, h, h′ ∈ R, both vλ,h(x, τ) := vλ(x − λτ + h) and vλ′,h′(x, τ) :=
vλ′(−x − λ′τ + h′) are travelling wave solutions of (1.6). By (1.14) and (1.16),
vλ,h(x, τ) = O(e
p(x−λτ+h)) as x→ −∞ and vλ′,h′(x, τ) = O(e
p(−x−λ′τ+h′)) as x→∞
(1.18)
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and vλ,h(x, τ) = 1 − Cλe−γλ(x−λτ+h) + o(e−γλ(x−λτ+h)) as x − λτ + h→∞vλ′,h′(x, τ) = 1 − Cλ′e−γλ′ (−x−λ′τ+h′) + o(e−γλ′ (−x−λ′τ+h′)) as − x − λ′τ + h′ →∞. (1.19)
Note that by (1.14) and (1.15) there exists a constant C > 0 such that
((vmλ )x + λvλ)x = v
m
λ − vλ = Ce
x
+ o(ex) as x→ −∞. (1.20)
By (1.14) and the mean value theorem for any i ∈N there exists a constant xi ∈ (−i− 1,−i)
such that
|v′λ(xi)| = |vλ(−i − 1) − vλ(−i)| ≤ Ce
−pi → 0 as i→∞. (1.21)
Integrating (1.20) over (xi, x) and letting i→∞, by (1.14) and (1.21),
(vmλ )x + λvλ = Ce
x
+ o(ex) as x→ −∞
⇒ (vmλ )x = Ce
x
+ o(ex) as x→ −∞
⇒ vλ,x(x) = vλ(x)
1−m(C′ex + o(ex)) as x→ −∞
⇒ vλ,x(x) = C
′′epx + o(epx) as x→ −∞ (1.22)
for some constants C′ > 0, C′′ > 0. Note that by (1.16) and (1.22) v′λ ∈ L
∞(R) for any λ > 1.
Let k0 > 0, h0, h′0 ∈ R. We choose τ
′
0 ∈ R such that k0e
p−1
p τ
′
0 < 1/2. Let
ξk(τ) = (1 − ke
p−1
p τ)
p
p−1 ∀0 < k ≤ k0, τ ≤ τ
′
0.
Then by direct computation ξk satisfies (cf. [DPKS2]),
ξ′k(τ) = ξk(τ) − ξk(τ)
m ∀0 < k ≤ k0, τ ≤ τ
′
0
and
ξk(τ) = 1 −
pk
p − 1
e
p−1
p τ + o(e
p−1
p τ) as τ→ −∞. (1.23)
Hence ξk is a solution of (1.6) inR× (−∞, τ′0). For any λ > 1, λ
′ > 1, h, h′ ∈ R, 0 < k ≤ k0, let
fλ,λ′,h,h′,k(x, τ) = (vλ,h(x, f (τ))
1−p
+ vλ′,h′(x, f (τ))
1−p
+ ξk(τ)
1−p − 2)−
1
p−1 ∀x ∈ R, τ ≤ τ′0,
f λ,λ′,h,h′,k(x, τ) = min(vλ,h(x, f (τ)), vλ′,h′(x, f (τ)), ξk(τ)) ∀x ∈ R, τ ≤ τ
′
0,
fλ,λ′,h,h′(x, τ) = (vλ,h(x, f (τ))
1−p
+ vλ′,h′(x, f (τ))
1−p − 1)−
1
p−1 ∀x ∈ R, τ ∈ R,
f λ,λ′,h,h′(x, τ) = min(vλ,h(x, f (τ)), vλ′,h′(x, f (τ))) ∀x ∈ R, τ ∈ R,
fλ,h,k(x, τ) = (vλ,h(x, f (τ))
1−p
+ ξk(τ)
1−p − 1)−
1
p−1 ∀x ∈ R, τ ≤ τ′0,
f λ,h,k(x, τ) = min(vλ,h(x, f (τ)), ξk(τ)) ∀x ∈ R, τ ≤ τ
′
0,
where
f (τ) = τ
(
1 + qe
p−1
p τ
)
∀τ ≤ τ′0 (1.24)
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for some constant q = q(p) > 0. Note that
fλ,λ′,h,h′,k ≤ min( fλ,λ′,h,h′ , fλ,h,k) and f λ,λ′,h,h′,k ≤ min( f λ,λ′,h,h′ , fλ,h,k) in R × (−∞, τ
′
0)
for any λ > 1, λ′ > 1, h ≥ h0, h
′ ≥ h′0 and 0 < k ≤ k0. Note that for τ < 0 sufficiently
small the last two terms of (3.5) of [DPKS2] are negative only if the constant q there is
negative instead of positive since (τe
p−1
p τ)′ < 0 for τ < 0 sufficiently small. Hence the
constant q in (1.30) of [DPKS2] should be negative instead of positive in order for the
function wλ,λ′,h,h′,k there to be a supersolution of (1.16) of [DPKS2]. Thus by the proof of
[DPKS2] there exist constants τ0 = τ0(h0, h′0, k0) < τ
′
0 and q = q(p) > 0 such that fλ,λ′,h,h′,k and
fλ,λ′,h,h′ are subsolutions of (1.6) in R × (−∞, τ0) for any λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h0 and
0 < k ≤ k0. By an argument similar to the proof of [DPKS2] we can choose the constants
τ0 = τ0(h0, h′0, k0) < τ
′
0 and q = q(p) > 0 such that fλ,h,k is also a subsolution of (1.6) in
R × (−∞, τ0) for any λ > 1, h ≥ h0 and 0 < k ≤ k0. By choosing τ0 < min(τ′0,−p/(p − 1)) to
be sufficiently small we also have 0 < f ′(τ) < 1 for any τ ≤ τ0. We will assume λ > 1 and
vλ is the solution of (1.15) which satisfies
vλ(0) = 1/2, lim
x→−∞
vλ(x) = 0 and lim
x→∞
vλ(x) = 1
for the rest of the paper. In this paper we will prove the following main results.
Theorem 1.1. There exists τ0 < τ0 such that for anyλ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0 and 0 < k ≤ k0,
there exists a solution v = vλ,λ′,h,h′,k ∈ C
2,1(R × (−∞, τ0]) of (1.6) in R × (−∞, τ0) which satisfies
fλ,λ′,h,h′,k(x, τ) ≤ vλ,λ′,h,h′,k(x, τ) ≤ f λ,λ′,h,h′,k(x, τ) ∀x ∈ R, τ < τ0 (1.25)
and the following holds.
(i) For any x ∈ R, v(x, τ) is a decreasing function of τ and v(x, τ)→ 1 as τ→ −∞.
(ii) For any τ < τ0, v(x, τ)→ 0 as |x| → ∞ and there exists x0(τ) ∈ R such that vx(x0(τ), τ) = 0,
vx(x, τ) > 0 if x < x0(τ) and vx(x, τ) < 0 if x > x0(τ). Furthermore if λ = λ′, then
x0(τ) =
h′−h
2
and v(x, τ) is symmetric with respect to x0 :=
h′−h
2
for any τ < τ0.
(iii) v(x0(τ), τ) = max
x∈R
v(x, τ) ≈ ξk(τ) as τ→ −∞.
(iv) vλ,λ′,h,h′,k is increasing in h and h
′ and decreasing in 0 < k ≤ k0.
(v) As τ→ −∞, we have:
(a) If c > λ, then v(x + cτ, τ)→ 0 uniformly on (−∞,A] for any A ∈ R.
(b) If −λ′ < c < λ, then v(x + cτ, τ)→ 1 uniformly in any compact subset of R.
(c) If c < −λ′, then v(x + cτ, τ)→ 0 uniformly on [A,∞) for any A ∈ R.
(d) v(x + λτ, τ)→ vλ(x + h) uniformly on (−∞,A] for any A ∈ R.
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(e) v(x − λ′τ, τ)→ vλ′(−x + h′) uniformly on [A,∞) for any A ∈ R.
Theorem 1.2. There exists a constant τ0 < τ0 such that for any λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0,
there exists a unique solution v = vλ,λ′,h,h′ ∈ C
2,1(R × (−∞, τ0]) of (1.6) in R × (−∞, τ0) which
satisfies
fλ,λ′,h,h′(x, τ) ≤ vλ,λ′,h,h′(x, τ) ≤ f λ,λ′,h,h′(x, τ) ∀x ∈ R, τ < τ0. (1.26)
and
vλ,λ′,h,h′(x, τ) ≥ vλ,λ′,h,h′,k(x, τ) ∀x ∈ R, τ < τ0, 0 < k ≤ k0 (1.27)
where vλ,λ′,h,h′,k is as constructed in Theorem 1.1. Moreover the following holds.
(i) For any x ∈ R, v(x, τ) is a decreasing function of τ and v(x, τ)→ 1 as τ→ −∞.
(ii) For any τ < τ0, v(x, τ)→ 0 as |x| → ∞ and there exists x0(τ) ∈ R such that vx(x0(τ), τ) = 0,
vx(x, τ) > 0 if x < x0(τ) and vx(x, τ) < 0 if x > x0(τ). Further more if λ = λ
′, then
x0(τ) =
h′−h
2
and v(x, t) is symmetric with respect to x0 :=
h′−h
2
for any τ < τ0.
(iii) v(x0(τ), τ) = max
x∈R
v(x, τ) ≈ max
x∈R
f λ,λ′,h,h′(x, τ) as τ→ −∞.
(iv) vλ,λ′,h,h′ is increasing in h and h
′.
(v) As τ→ −∞, we have:
(a) If c > λ, then v(x + cτ, τ)→ 0 uniformly on (−∞,A] for any A ∈ R.
(b) If −λ′ < c < λ, then v(x + cτ, τ)→ 1 uniformly in any compact subset of R.
(c) If c < −λ′, then v(x + cτ, τ)→ 0 uniformly on [A,∞) for any A ∈ R.
(d) v(x + λτ, τ)→ vλ(x + h) uniformly on (−∞,A] for any A ∈ R.
(e) v(x − λ′τ, τ)→ vλ′(−x + h′) uniformly on [A,∞) for any A ∈ R.
(vi) As h → ∞, vλ,λ′,h,h′ converges uniformly on [A,∞) × [τ1, τ0] for any A ∈ R and τ1 < τ0 to
vλ′,h′(x, f (τ)). Similarly as h′ → ∞, vλ,λ′,h,h′ converges uniformly on (−∞,A] × [τ1, τ0] for
any A ∈ R and τ1 < τ0 to vλ,h(x, f (τ)).
(vii) As k → 0, the solution vλ,λ′,h,h′,k of (1.6) in R × (−∞, τ0) given by Theorem 1.1 increases
and converges uniformly in C2,1(K) for any every compact subset K of R × (−∞, τ0] to the
unique solution vλ,λ′,h,h′ of (1.6) in R × (−∞, τ0) which satisfies (1.26).
Theorem 1.3. There exists a constant τ0 < τ0 such that for any λ > 1, h ≥ h0 and 0 < k ≤ k0,
there exists a solution v = vλ,h,k ∈ C
2,1(R × (−∞, τ0]) of (1.6) in R × (−∞, τ0) which satisfies
fλ,h,k(x, τ) ≤ vλ,h,k(x, τ) ≤ f λ,h,k(x, τ) ∀x ∈ R, τ < τ0 (1.28)
and
vλ,h,k(x, τ) ≥ vλ,λ′,h,h′,k(x, τ) ∀x ∈ R, τ < τ0, λ
′ > 1, h′ ≥ h′0. (1.29)
where vλ,λ′,h,h′,k is as constructed in Theorem 1.1. Moreover the following holds.
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(i) For any x ∈ R, v(x, τ) is a decreasing function of τ and v(x, τ)→ 1 as τ→ −∞.
(ii) For any τ < τ0, vx(x, τ) > 0 for any x ∈ R.
(iii) For any τ < τ0, v(x, t)→ 0 as x→ −∞ and v(x, t)→ ξk(τ) as x→∞.
(iv) vλ,h,k is increasing in h and decreasing in 0 < k ≤ k0.
(v) As τ→ −∞, we have:
(a) If c > λ, then v(x + cτ, τ)→ 0 uniformly on (−∞,A] for any A ∈ R.
(b) If c < λ, then v(x + cτ, τ) ≈ ξk(τ) uniformly on [A,∞) for any A ∈ R.
(c) v(x + λτ, τ)→ vλ(x + h) uniformly on any compact subset of R.
(vi) As k→ 0, vλ,h,k converges uniformly on every compact subset ofR×(−∞, τ0] to vλ,h(x, f (τ)).
(vii) As h→∞, vλ,h,k converges to ξk uniformly on [A,∞) × [τ1, τ0] for any A ∈ R and τ1 < τ0.
(viii) As h′ → ∞, the solution vλ,λ′,h,h′,k of (1.6) in R × (−∞, τ0) given by Theorem 1.1 increases
and converges uniformly in C2,1(K) for any every compact subset K of R × (−∞, τ0] to a
solution v of (1.6) in R × (−∞, τ0) which satisfies (1.28) and (1.29) with vλ,h,k there being
replaced by v.
Remark 1.4. By (iii) and (v) of Theorem 1.1, (v) of Theorem 1.2 and (iii) and (v) of Theorem 1.3,
for any λ1 > 1, λ2 > 1, λ
′
1
> 1, λ′2 > 1, h1 ≥ h0, h
′
1
≥ h′0, h2 ≥ h
′
0, h
′
2 ≥ h
′
0, k1, k2 ∈ (0, k0], the
following holds.
(i) vλ1,λ′1,h1,h
′
1
,k1 , vλ2,λ′2,h2,h′2,k2 if (λ1, λ
′
1
, h1, h′1, k1) , (λ2, λ
′
2, h2, h
′
2, k2)
(ii) vλ1,λ′1,h1,h
′
1
, vλ2,λ′2,h2,h′2 if (λ1, λ
′
1
, h1, h′1) , (λ2, λ
′
2, h2, h
′
2)
(iii) vλ1,h1,k1 , vλ2,h2,k2 if (λ1, h1, k1) , (λ2, h2, k2).
Remark 1.5. By choosing τ0 to be sufficiently small we may assume without loss of generality
that the constant τ0 is the same in Theorem 1.1, Theorem 1.2 and Theorem 1.3.
Remark 1.6. Existence of 4-parameters and 5-parameters solutions of (1.6) are also constructed
in [DPKS1] and [DPKS2]. However properties (ii)–(v) of Theorem 1.1 for the 5-parameters
solutions of (1.6), properties (ii)–(vii) of Theorem 1.2 for the 4-parameters solutions of (1.6) and
the uniqueness of the 4-parameters solutions vλ,λ′,h,h′ in Theorem 1.2 are new results.
The plan of the paper is as follows. In section 2 wewill prove the comparison principle
and local existence solutions of (1.6). In section 3 we will prove the existence of various
ancient solutions and various properties of the ancient solutions of (1.6) stated in Theorem
1.1, Theorem 1.2 and Theorem 1.3.
We start with some definitions. For any R > 0 and l ∈N, let BR = {x ∈ Rl : |x| ≤ R}. For
any τ2 > τ1, we say that v is a solution of (1.6) in R × (τ1, τ2) (BR × (τ1, τ2), respectively)
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if 0 < v ∈ C2(R) (0 < v ∈ C2(BR), respectively) is a classical solution of (1.6) in R × (τ1, τ2)
(BR × (τ1, τ2), respectively). We say that v is a subsolution (supersolution, respectively) of
(1.6) in R × (τ1, τ2) if 0 < v ∈ C(R × (τ1, τ2)) ∩ L
∞(R × (τ1, τ2)) satisfies∫
BR
v(x, τ4)η(x, τ4) dx ≤
∫ τ4
τ3
∫
BR
[
vητ + v
mηxx + (v − v
m)η
]
dx dτ −
∫ τ4
τ3
∫
∂BR
vm
∂η
∂n
dσ dτ
+
∫
BR
v(x, τ3)η(x, τ3) dx ∀τ1 < τ3 < τ4 < τ2
(≥, respectively) for any R > 0 and function 0 ≤ η ∈ C2,1(BR × [τ3, τ4]) satisfying η ≡ 0
on ∂BR × [τ3, τ4] where ∂/∂n is the exterior normal derivative with respect to the unit
outward normal on ∂BR. For any 0 ≤ v0 ∈ L1loc(R), we say that a solution (subsolution,
supersolution, respectively) v of (1.6) in R × (τ1, τ2) has initial value v0 at τ1 if v(·, τ)→ v0
in L1
loc
(R) as τց τ1.
For any R > 0, 0 ≤ v0 ∈ L∞(−R,R), 0 ≤ g0 ∈ L∞({±R}× (τ1, τ2)) we say that v is a solution
(subsolution, supersolution, respectively) of
vτ = (v
m)xx + v − v
m in (−R,R) × (τ1, τ2)
v = g0 on {±R} × [τ1, τ2)
v(x, τ1) = v0(x) on (−R,R)
(1.30)
if 0 < v ∈ C((−R,R) × (τ1, τ2)) ∩ L
∞((−R,R) × (τ1, τ2)) satisfies∫ R
−R
v(x, τ3)η(x, τ3) dx =
∫ τ3
τ1
∫ R
−R
[
vητ + v
mηxx + (v − v
m)η
]
dx dτ −
∫ τ3
τ1
∫
∂BR
gm0
∂η
∂n
dσ dτ
+
∫ R
−R
v0(x)η(x, τ1) dx ∀τ1 < τ3 < τ2 (1.31)
(≤,≥, respectively) for any function 0 ≤ η ∈ C2,1(BR × [τ1, τ3]) satisfying η ≡ 0 on {±R} ×
[τ1, τ3] where ∂/∂n is the derivative with respect to the unit normal on ∂BR.
For any R > 0, 0 ≤ v0 ∈ L
∞(−R,R), g0 ∈ L
∞({±R} × [τ1, τ2)) we say that v is a solution
(subsolution, supersolution, respectively) of
vτ = (v
m)xx + v − v
m in (−R,R) × (τ1, τ2)
∂vm
∂n
= g0 on {±R} × [τ1, τ2)
v(x, τ1) = v0(x) on (−R,R)
(1.32)
if 0 < v ∈ C((−R,R) × (τ1, τ2)) ∩ L∞((−R,R) × (τ1, τ2)) satisfies∫ R
−R
v(x, τ3)η(x, τ3) dx =
∫ τ3
τ1
∫ R
−R
[
vητ + v
mηxx + (v − v
m)η
]
dx dτ +
∫ τ3
τ1
∫
∂BR
g0η dσ dτ
+
∫ R
−R
v0(x)η(x, τ1) dx ∀τ1 < τ3 < τ2
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(≤,≥, respectively) for any function 0 ≤ η ∈ C2,1(BR × [τ1, τ3]) satisfying ηx ≡ 0 on {±R} ×
[τ1, τ3].
For any set A ⊂ R, we let χA be the characteristic function of the set A. For any a ∈ R,
we let a+ = max(a, 0) and a− = −min(a, 0).
Remark 1.7. Suppose v is a solution of (1.6) in BR × (τ1, τ2). Then since in fBR′×[τ3,τ4]v > 0 for
any 0 < R′ < R and τ1 < τ3 < τ4 < τ2, the equation (1.6) for v is uniformly parabolic on every
compact subset of BR × (τ1, τ2). Hence by the standard Schauder estimates [LSU] and a bootrap
argument v ∈ C∞(BR × (τ1, τ2)).
2 Local existence and comparison principles
In this section we will prove various local existence and comparison principles for the
solutions of (1.6).
Lemma 2.1. For any λ > 1,
v′λ(x) > 0 ∀x ∈ R. (2.1)
Hence
0 < vλ(x) < 1 ∀x ∈ R, λ > 1. (2.2)
Proof: This result is used without proof in [DPKS1]. For the sake of completeness we will
give a proof of this result here. By (1.12) and Lemma 3.1 of [H3], for any λ > 1, x ∈ R,
vλ(x) =
(r2 f (r)1−m)
n+2
4
[(n − 1)(n − 2)]
1
1−m
⇒ v′λ(x) =
(n + 2)(r2 f (r)1−m)
n−6
4
4[(n − 1)(n − 2)]
1
1−m
(2r f (r)1−m + (1 −m)r2 f (r)−m f ′(r))
=
r f (r)1−m(r2 f (r)1−m)
n−6
4
[(n − 1)(n − 2)]
1
1−m
(
2
1 −m
+
r f ′(r)
f (r)
)
>0
where r = e
2x
n−2 . By (1.13) and (2.1) we get (2.2) and the lemma follows. 
Lemma 2.2. Let τ1 < τ2, M > 0, and v1, v2 ∈ C(R × (τ1, τ2)) ∩ L
∞(R × (τ1, τ2)), be subsolution
and supersolution of (1.6) in R × (τ1, τ2) with initial values v0,1, v0,2 ∈ L∞(R), at τ1 respectively
such that 0 < vi ≤ M inR× [τ1, τ2) for i = 1, 2 and for any constant R > 0, there exists a constant
CR > 0 such that
vi(x, τ) ≥ CR ∀|x| ≤ R, τ1 < τ < τ2, i = 1, 2. (2.3)
Then ∫
R
(v1(x, τ) − v2(x, τ))+ dx ≤
∫
R
e(1−mM
m−1)(τ−τ1)(v0,1(x) − v0,2(x))+ dx (2.4)
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hold for any τ1 ≤ τ < τ2 if (v0,1 − v0,2)+ ∈ L1(R). Hence if v0,1(x) ≤ v0,2(x) a.e. x ∈ R, then
v1(x, τ) ≤ v2(x, τ) ∀x ∈ R, τ1 < τ < τ2. (2.5)
If v1, v2, are also solutions of (1.6) in R
n × (τ1, τ2) and v0,1 − v0,2 ∈ L1(R), then∫
R
|v1(x, τ) − v2(x, τ)| dx ≤
∫
R
e(1−mM
m−1)(τ−τ1)|v0,1(x) − v0,2(x)| dx (2.6)
holds for any τ1 ≤ τ < τ2.
Proof: We will use a modification of the proof of Lemma 2.3 of [DK] and Theorem 2.1 of
[PV] to prove the lemma. We first suppose that (v0,1 − v0,2)+ ∈ L
1(R). Let τ1 < τ3 < τ2,
R0 > 0, θ ∈ C∞0 (R) such that 0 ≤ θ ≤ 1 in R and supp θ ⊂ BR0 . Let
A =

vm
1
− vm
2
v1 − v2
if v1 , v2
mvm−11 if v1 = v2
Then
mMm−1 ≤ A(x, τ) ≤ mCm−1R ∀|x| ≤ R, τ1 ≤ τ < τ2,R > 0.
We choose a sequence of functions {Ak}
∞
k=1
⊂ C∞(R × [τ1, τ2)) such that Ak converges
uniformly to A on every compact subset of R × (τ1, τ2) as k→∞ and
mMm−1 ≤ Ak(x, τ) ≤ mC
m−1
R+1 ∀|x| ≤ R, τ1 ≤ τ ≤ τ2, k ∈N,R > 0. (2.7)
For any R > R0 + 2, k ∈N, let ηR,k ∈ C∞(BR × [τ1, τ3]) be the solution of
ητ +Akηxx + (1 − Ak)η = 0 in (−R,R) × (τ1, τ3)
η = 0 on {±R} × [τ1, τ3]
η(x, τ3) = θ(x) ∀x ∈ (−R,R).
(2.8)
By themaximumprinciple, ηR,k ≥ 0 in [−R,R]×[τ1, τ3]. Hence ∂ηR,k/∂n ≤ 0 on {±R}×[τ1, τ3).
Then by (2.8),
(ηR,k)τ +Ak(ηR,k)xx + (1 −mM
m−1)ηR,k ≥ 0 in (−R,R) × (τ1, τ3)
⇒ (e(1−mM
m−1)τηR,k)τ + Ak(e
(1−mMm−1)τηR,k)xx ≥ 0 in (−R,R) × (τ1, τ3)
⇒ 0 ≤ ηR,k(x, τ) ≤ e
(1−mMm−1)(τ3−τ)θ(x) ≤ e(1−mM
m−1)(τ3−τ) ∀|x| ≤ R, τ1 ≤ τ ≤ τ3. (2.9)
By (2.8),
1
2
∂
∂τ
∫
R
η2R,k,x dx =
∫
R
ηR,k,x(ηR,k)x,τ dx = −
∫
R
(ηR,k)xxηR,k,τ dx
=
∫
R
Akη
2
R,k,xx dx +
∫
R
(1 − Ak)ηR,kηR,k,xx dx.
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Hence∫ τ3
τ1
∫
R
Akη
2
R,k,xx dx dt ≤
1
2
∫
R
θ2x dx +
∫ τ3
τ1
∫
R
(Ak − 1)ηR,kηR,k,xx dx dt
≤
1
2
∫
R
θ2x dx +
1
2
∫ τ3
τ1
∫
R
Akη
2
R,k,xx dx dt +
1
2
∫ τ3
τ1
∫
R
(Ak − 1)
2
A2
k
η2R,k dx dt.
(2.10)
Thus by (2.7), (2.9) and (2.10),∫ τ3
τ1
∫
R
Akη
2
R,k,xx dx dt ≤
∫
R
θ2x dx +
∫ τ3
τ1
∫
R
(Ak − 1)
2
A2
k
η2R,k dx dt ≤
∫
R
θ2x dx + C
′
R (2.11)
for some constant C′R > 0. Since v1, v2, are subsolution and supersolution of (1.6) in
R × (τ1, τ2), by (2.9) and (2.11),∫
BR0
(v1 − v2)(x, τ3)θ(x) dx
≤
∫ τ3
τ1
∫
BR
(v1 − v2)
[
ηR,k,τ + A(ηR,k)xx + (1 − A)ηR,k
]
dx dt +
∫
BR
(v0,1(x) − v0,2(x))ηR,k(x, τ1) dx
+
∫ τ3
τ1
∫
∂BR
(vm2 − v
m
1 )
∂ηR,k
∂n
dσ dt
≤
∫ τ3
τ1
∫
BR
(v1 − v2)
[
(A − Ak)(ηR,k)xx + (Ak − A)ηR,k
]
dx dt +
∫
BR
(v0,1(x) − v0,2(x))ηR,k(x, τ1) dx
+
∫ τ3
τ1
∫
∂BR
vm1
∣∣∣∣∣∂ηR,k∂n
∣∣∣∣∣ dσ dt
≤2M
(∫ τ3
τ1
∫
BR
(A −Ak)
2
Ak
dx dt
) 1
2
(∫
R
θ2x dx + C
′
R
) 1
2
+ C1
∫ τ3
τ1
∫
BR
|Ak −A| dx dt
+
∫
BR
(v0,1(x) − v0,2(x))ηR,k(x, τ1) dx +M
m
∫ τ3
τ1
∫
∂BR
∣∣∣∣∣∂ηR,k∂n
∣∣∣∣∣ dσ dt. (2.12)
for some constant C1 > 0 where ∂/∂n is the exterior derivative with respect to the unit
outward normal on ∂BR. We will now estimate the last term on the right hand side of
(2.12). As observed in [DPKS1] the function
φ0(x) =
(
kne
2x
n−2
1 + e
4x
n−2
) n+2
2
, kn =
√
4n
n − 2
,
satisfies (1.15) with λ = 0. Hence
mφ0,xx = −φ
2−m
0 + φ0 +m(1 −m)φ
−1
0 φ
2
0,x in R. (2.13)
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Note that φ0(x) is an even function and it is monotone decreasing in x ≥ 0. Moreover
φ0(x) ≤ C2e
−p|x| for any x ∈ Rwhere C2 = k
n+2
2
n and
φ0,x(x) =
n + 2
n − 2
·
(
1 − e
4x
n−2
1 + e
4x
n−2
)
φ0(x) ∀x ∈ R
⇒ φ0,x(x) ≈ −p sign (x)φ0(x) as |x| → ∞ and |φ0,x(x)| ≤ pφ0(x) ∀x ∈ R. (2.14)
Let φ(x, τ) = K1eτ3−τφ0(mx) where K1 = φ0(mR0)−1. We claim that φ is a supersolution of
(2.8). To prove the claim we observe that by (2.13) and (2.14),
φxx(x, τ) =m
2K1e
τ3−τφ0,xx(mx)
=mK1e
τ3−τ
[
−φ0(mx)
2−m
+ φ0(mx) +m(1 −m)φ0(mx)
−1φ0,x(mx)
2
]
≤mφ(x, τ)
[
1 +m(1 −m)φ0(mx)
−2φ0,x(mx)
2
]
≤φ(x, τ) ∀x ∈ R, τ1 ≤ τ ≤ τ3.
Hence
φτ + Akφxx + (1 − Ak)φ ≤ (−1 + Ak + (1 − Ak))φ = 0 ∀x ∈ R, τ1 ≤ τ ≤ τ3. (2.15)
Now
φ(x, τ3) =
φ0(mx)
φ0(mR0)
≥ 1 ≥ θ(x) ∀|x| ≤ R0. (2.16)
By (2.15) and (2.16), φ is a supersolution of (2.8). Hence by the maximum principle,
0 ≤ ηR,k(x, τ) ≤ φ(x, τ) ≤ C2K1e
τ3−τe−|x| ∀|x| ≤ R, τ1 ≤ τ ≤ τ3, k ∈N. (2.17)
Let
H(x, τ) = K1e
τ3−τ(R − |x|)φ0(m(R − 1)).
Then by (2.17),
Hτ + AkHxx + (1 − Ak)H = −AkH ≤ 0 ∀R − 1 ≤ |x| ≤ R, τ1 ≤ τ ≤ τ3
H(x, τ) = φ(R − 1, τ) ≥ ηR,k(x, τ) ∀|x| = R − 1, τ1 ≤ τ ≤ τ3
H(x, τ) ≥ 0 = ηR,k(x, τ) ∀|x| = R, τ1 ≤ τ ≤ τ3
H(x, τ3) ≥ 0 = ηR,k(x, τ3) ∀R − 1 ≤ |x| ≤ R.
Hence by the maximum principle in (BR \ BR−1) × (τ1, τ3),
0 ≤ ηR,k(x, τ) ≤ H(x, τ) ∀R − 1 ≤ |x| ≤ R, τ1 ≤ τ ≤ τ3, k ∈N
⇒ 0 ≥
∂ηR,k
∂n
(x, τ) ≥
∂H
∂n
(x, τ) ≥ −eτ3−τK1φ0(m(R − 1)) ≥ −C3e
τ3−τe−R (2.18)
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for any |x| = R > R0 + 2 and τ1 ≤ τ ≤ τ3 where C3 = ek
n+2
2
n φ0(mR0)
−1 > 0. Letting k → ∞
in (2.12), by (2.9), (2.17) and (2.18), for any R0 > 0, R > R0 + 2 and θ ∈ C∞0 (BR0) such that
0 ≤ θ(x) ≤ 1 for any x ∈ R, we have for any τ1 < τ3 < τ2,∫
BR0
(v1(x, τ3) − v2(x, τ3))θ(x) dx
≤
∫
BR
e(1−mM
m−1)(τ−τ1)(v0,1(x) − v0,2(x))+ dx + 2(τ3 − τ1)C3M
meτ3−τ1e−R
⇒
∫
BR0
(v1(x, τ3) − v2(x, τ3))θ(x) dx ≤
∫
R
e(1−mM
m−1)(τ−τ1)(v0,1(x) − v0,2(x))+ dx as R→∞.
(2.19)
We now choose a sequence of functions {θi}
∞
I=1
⊂ C∞0 (BR0), 0 ≤ θi ≤ 1 for all i ∈N, such that
θi(x)ր ( sign(v1(x) − v2(x)))χBR0 (x) in BR0 as i→ ∞. Putting θ = θi and letting first i→ ∞
and then R0 → ∞ in (2.19), (2.4) follows. Hence if v0,1(x) ≤ v0,2(x) a.e. x ∈ R, then (2.5)
holds. Similarly if v1 and v2 are also solutions of (1.6) inR
n × (τ1, τ2) and v0,1 − v0,2 ∈ L1(R),
then for any τ1 ≤ τ < τ2,∫
R
(v1(x, τ) − v1(x, τ))− dx ≤
∫
R
e(1−mM
m−1)(τ−τ1)(v0,1(x) − v0,2(x))− dx. (2.20)
By (2.4) and (2.20), (2.6) follows. 
Similarly we have the following two lemmas.
Lemma 2.3. Let R > 0, τ1 < τ2, v0,1, v0,2 ∈ L∞(−R,R) be such that v0,2 ≥ v0,1 ≥ 0 in (−R,R) and
let g1, g2 ∈ L∞({±R}×(τ1, τ2)) be such that g2 ≥ g1 ≥ 0 on {±R}×(τ1, τ2). Let v1, v2 ∈ C((−R,R)×
(τ1, τ2)) ∩ L
∞((−R,R) × (τ1, τ2)) be subsolution and supersolution of (1.30) in (−R,R) × (τ1, τ2)
with v0 = v0,1, v0,2 and g0 = g1, g2 resepectively. Suppose v1, v2, satisfies (2.3) for some constant
CR > 0. Then
v1(x, τ) ≤ v2(x, τ) ∀|x| ≤ R, τ1 < τ < τ2.
Lemma 2.4. Let R > 0, τ1 < τ2, v0,1, v0,2 ∈ L
∞(−R,R) be such that v0,2 ≥ v0,1 ≥ 0 in (−R,R) and
let g1, g2 ∈ L∞({±R}×(τ1, τ2)) be such that g2 ≥ g1 ≥ 0 on {±R}×(τ1, τ2). Let v1, v2 ∈ C((−R,R)×
(τ1, τ2)) ∩ L∞((−R,R) × (τ1, τ2)) be subsolution and supersolution of (1.32) in (−R,R) × (τ1, τ2)
with v0 = v0,1, v0,2 and g0 = g1, g2 resepectively. Suppose v1, v2, satisfies (2.3) for some constant
CR > 0. Then
v1(x, τ) ≤ v2(x, τ) ∀|x| ≤ R, τ1 < τ < τ2.
Lemma 2.5. For any λ > 1, λ′ > 1, h, h′ ∈ R and τ ∈ R. Then there exists a constant τ0 < τ0
such that the following holds.
(i) (cf. [DPKS1]) For any τ ≤ τ0, there exists a unique constant x(τ) ∈ R such that
f λ,λ′,h,h′(x, τ) =
{
vλ(x − λ f (τ) + h) ∀x ≤ x(τ)
vλ′(−x − λ
′ f (τ) + h′) ∀x ≥ x(τ)
(2.21)
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where
x(τ) =
γλ − γλ′
p
τ +
1
γλ + γλ′
(
log
Cλ
Cλ′
+ h′γλ′ − hγλ
)
+ o(1) (2.22)
and
f λ,λ′,h,h′(x(τ), τ) =max
x∈R
f λ,λ′,h,h′(x, τ) = vλ,h(x(τ), f (τ)) = vλ′,h′(x(τ), f (τ))
=1 − Cλ,λ′,h,h′e
dτ
+ o(edτ) (2.23)
for some constant Cλ,λ′,h,h′ > 0 where
d =
γλγλ′ + p − 1
p
. (2.24)
(ii) For any τ ≤ τ0, there exist unique constants y(τ) < x(τ) < z(τ) such that for any 0 < k ≤ k0,
f λ,λ′,h,h′,k(x, τ) =

vλ(x − λ f (τ) + h) ∀x ≤ y(τ)
ξk(τ) ∀y(τ) ≤ x ≤ z(τ)
vλ′(−x − λ
′ f (τ) + h′) ∀x ≥ z(τ).
(2.25)
Moreover,
y(τ) =
γλ
p
τ +
1
γλ
log
(
(p − 1)Cλ
k
)
− h + o(1)
z(τ) = −
γλ′
p
τ −
1
γλ′
log
(
(p − 1)Cλ′
k
)
+ h′ + o(1)
for τ ≤ τ0. (2.26)
Proof: Since f (τ) ≈ τ as τ→ −∞, (i) follows by an argument similar to the proof of Lemma
2.1 of [DPKS1] and we only need to prove (ii). For anyM > 0 we let
x1(τ) =
γλ
p
τ −M, x2(τ) =
(
γλ − γλ′
p
)
τ and x3(τ) = −
γλ′
p
τ +M.
Then
x1(τ) < x2(τ) < x3(τ) ∀τ < 0.
Hence by (1.17),
x1(τ) − λ f (τ) + h =
γλ − λp
p
τ + h + o(1) = −
(p − 1)
pγλ
τ −M + h + o(1)→∞
x2(τ) − λ f (τ) + h =
γλ − λp − γλ′
p
τ + h + o(1) = −
(γλγλ′ + p − 1)
pγλ
τ + h + o(1)→∞
− x3(τ) − λ
′ f (τ) + h′ + o(1) =
γλ′ − λ
′p
p
τ −M + h′ + o(1) = −
(p − 1)
pγλ′
τ −M + h′ + o(1)→∞
(2.27)
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as τ→ −∞. Let 0 < k ≤ k0. By (1.19), (1.23) and (2.27), as τ→ −∞,
vλ(x2(τ) − λ f (τ) + h) =1 − Cλe
(γλγλ′+p−1)
p τ−γλh + o
(
e
(γλγλ′+p−1)
p τ−γλh
)
=1 − o
(
e
p−1
p τ
)
>1 −
pk
p − 1
e
p−1
p τ + o
(
e
p−1
p τ
)
=ξk(τ) (2.28)
and similarly,
vλ′(−x2(τ) − λ
′ f (τ) + h′) = 1 − Cλ′e
(γλγλ′+p−1)
p τ−γλ′h
′
+ o
(
e
(γλγλ′+p−1)
p τ−γλ′h
′
)
> ξk(τ) as τ→ −∞.
(2.29)
By Lemma 2.1, vλ(x − λ f (τ)+ h) is a strictly monotone increasing function from 0 to 1 and
vλ′(−x − λ′ f (τ) + h′) is a strictly monotone decreasing function from 1 to zero of x ∈ R.
Hence by (1.19), (1.23), (2.28), and (2.29), there exists a constant τ0 < τ0 such that for any
τ ≤ τ0 there exist unique constants y(τ) < x(τ) < z(τ) such that for any 0 < k ≤ k0 (2.25)
holds and y(τ) < x2(τ) < z(τ). By (1.19), (1.23) and (2.27), as τ→ −∞,
vλ(x1(τ)−λ f (τ)+ h) = 1−Cλe
(p−1)
p τ+γλ(M−h) + o
(
e
(p−1)
p τ+γλ(M−h)
)
< 1−
pk
p − 1
e
p−1
p τ + o(e
p−1
p τ) = ξk(τ)
if we choose M to be sufficiently large. Hence by choosing τ0 sufficiently small and M
sufficiently large,
x1(τ) < y(τ) < x2(τ) ∀τ ≤ τ0. (2.30)
Then by (2.27) and (2.30), y(τ)−λ f (τ)+ h→∞ as τ→ −∞. Hence for τ0 sufficiently small
andM sufficiently large,
vλ,h(y(τ), f (τ)) =1 − Cλe
−γλ(y(τ)−λ f (τ)+h) + o
(
e−γλ(y(τ)−λ f (τ)+h)
)
=1 − Cλe
−γλ(y(τ)−λτ+h) + o
(
e−γλ(y(τ)−λτ+h)
)
=1 −
pk
p − 1
e
p−1
p τ + o
(
e
p−1
p τ
)
= ξk(τ) (2.31)
holds for any τ ≤ τ0. Similarly by (1.19), (1.23), and (2.27), for M large and τ0 sufficiently
small, we have
x2(τ) < z(τ) < x3(τ) ∀τ ≤ τ0
⇒ − z(τ) − λ′ f (τ) + h′ →∞ as τ→ −∞.
Hence for τ0 sufficiently small andM sufficiently large,
vλ′,h′(z(τ), f (τ)) =1 − Cλ′e
−γλ′ (−z(τ)−λ
′ f (τ)+h′)
+ o
(
e−γλ′ (−z(τ)−λ
′ f (τ)+h′)
)
=1 − Cλ′e
−γλ′ (−z(τ)−λ
′τ+h′)
+ o
(
e−γλ′ (−z(τ)−λ
′τ+h′)
)
=1 −
pk
p − 1
e
p−1
p τ + o
(
e
p−1
p τ
)
= ξk(τ). (2.32)
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holds for any τ ≤ τ0. By (2.31) and (2.32), (2.26) follows. 
Lemma 2.6. Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0, and let τ0 be as in Lemma 2.5. Then for any
0 < k ≤ k0 and a > −τ0, the function f a(x) := f λ,λ′,h,h′,k(x,−a) satisfies
(vm)′′ + v − vm ≤ 0 in distribution sense in R. (2.33)
Proof: Since vλ,h satisfies (1.15), by Lemma 2.1,
(vmλ,h)xx(x, f (−a)) + vλ,h(x, f (−a)) − vλ,h(x, f (−a))
m
= −λv′λ(x − λ f (−a) + h) < 0 in R. (2.34)
Similarly
(v
m
λ′,h′)xx(x, f (−a)) + vλ′,h′(x, f (−a)) − vλ′,h′(x, f (−a))
m
= −λv′λ′(−x − λ
′ f (−a) + h′) < 0 in R.
(2.35)
Since 0 < ξk(τ) < 1 for all τ < τ0,
ξk,xx + ξk − ξ
m
k = ξk − ξ
m
k < 0 in R ∀τ < τ0. (2.36)
By (2.25), (2.34), (2.35) and (2.36),
( f
m
a )xx(x) + f a(x) − f a(x)
m < 0 ∀x ∈ R \ {y(−a), z(−a)}. (2.37)
Let 0 ≤ η ∈ C20(R). For any 0 < ε < (z(−a) − y(−a))/4, let ψε ∈ C
2
0(R), 0 ≤ ψε ≤ 1, be such
that ψε(x) = 1 for any x ∈ (y(−a) −
ε
2
, y(−a) + ε
2
) ∪ (z(−a) − ε
2
, z(−a) + ε
2
), ψε(x) = 0 for any
|x − y(−a)| ≥ ε and |x − z(−a)| ≥ ε, and |ψ′ε(x)| ≤ C/ε on R for some constant C > 0. Then
we can write η = η1,ε + η2,ε where η1,ε = ηψε and η2,ε = η(1 − ψε). By (2.25) and (2.37),∫
R
[
f
m
a η
′′
+ ( f a − f
m
a )η
]
dx
=
∫
R
[
f
m
a η
′′
1,ε + ( f a − f
m
a )η1,ε
]
dx +
∫
R
[
f
m
a η
′′
2,ε + ( f a − f
m
a )η2,ε
]
dx
= −
∫
R
( f
m
a )xηψ
′
ε dx −
∫
R
( f
m
a )xη
′ψε dx +
∫
R
( f a − f
m
a )η1,ε dx +
∫
R
[
( f
m
a )xx + f a − f
m
a
]
η2,ε dx
≤ −
∫ y(−a)
y(−a)−ε
( f
m
a )xηψ
′
ε dx −
∫ z(−a)+ε
z(−a)
( f
m
a )xηψ
′
ε dx −
∫
R
( f
m
a )xη
′ψε dx +
∫
R
( f a − f
m
a )η1,ε dx
= : I1 + I2 + I3 + I4. (2.38)
Now
|I3| + |I4| ≤ Cε→ 0 as ε→ 0, (2.39)
I1 = −
∫ y(−a)
y(−a)−ε
(vmλ )
′(x−λ f (−a)+ h)η(x)ψ′ε(x) dx→ −(v
m
λ )x(y(−a)−λ f (−a)+ h)η(y(−a)) (2.40)
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as ε→ 0 and
I2 =
∫ z(−a)+ε
z(−a)
(vmλ′)x(−x−λ
′ f (−a)+ h′)ηψ′ε dx→ −(v
m
λ′)x(−z(−a)−λ
′ f (−a)+ h′)η(z(−a)) (2.41)
as ε→ 0. Letting ε→ 0 in (2.38), by (2.39), (2.40) and (2.41), for any 0 ≤ η ∈ C2
0
(R),∫
R
[
f
m
a η
′′
+ ( f a − f
m
a )η
]
dx
= − (vmλ )x(y(−a) − λ f (−a) + h)η(y(−a)) − (v
m
λ′)x(−z(−a) − λ
′ f (−a) + h′)η(z(−a)) ≤ 0.
Hence f a satisfies of (2.33) and the lemma follows. 
By a similar argument we have the following lemma.
Lemma 2.7. Let λ > 1, h ≥ h0, and let τ0 be as in Lemma 2.5. Then for any 0 < k ≤ k0 and
a > −τ0, the function f λ,h,k(x,−a) satisfies (2.33).
Lemma 2.8. (cf. proof of Lemma 2.4 of [DPKS1]) Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0 and let τ0 be
as in Lemma 2.5. Then for any a > −τ0, the function f λ,λ′,h,h′(x,−a) satisfies (2.33).
Lemma 2.9. Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0, 0 < k ≤ k0 and let τ0 < 0 be as in Lemma 2.5. Let
R > 0, a > −τ0 and v0 ∈ L∞(−R,R) be such that
fλ,λ′,h,h′,k(x,−a) ≤ v0(x) ≤ ‖v0‖L∞(−R,R) < 1 a.e. x ∈ (−R,R). (2.42)
Then there exists a unique solution vR ∈ C
2,1([−R,R] × (−a, τ0]) ∩ L∞((−R,R) × (−a, τ0)) of
vτ = (v
m)xx + v − v
m in (−R,R) × (−a, τ0)
v(x, τ) = fλ,λ′,h,h′,k(x, τ) on {±R} × (−a, τ0)
v(x,−a) = v0(x) on (−R,R)
(2.43)
which satisfies
fλ,λ′,h,h′,k(x, τ) ≤ vR(x, τ) ≤ ‖v0‖L∞(−R,R) < 1 ∀|x| ≤ R,−a < τ < τ0. (2.44)
Proof: By Lemma 2.3 the solution of (2.43) is unique. Hence we only need to prove
existence of solution of (2.43). We will use a modification of proof of Theorem 3.5 of [Hu]
to prove the existence of solution of (2.43). We divide the proof into two cases.
Case 1: v0 ∈ C
∞([−R,R]) and there exists 0 < δ < R such that v0(x) = fλ,λ′,h,h′,k(x,−a) for all
R − δ ≤ |x| ≤ R.
Let
a1 = min
|x|≤R
−a≤τ≤τ0
fmλ,λ′,h,h′,k(x, τ) and M1 = ‖v0‖L∞(−R,R).
Then 0 < a1 ≤ Mm1 < 1. Let 0 < b(s) ∈ C
∞(R) be a monotone increasing function such
that b(s) = (a1/3)1−p for all s ≤ a1/3, b(s) = (3Mm1 )
1−p for all s ≥ 3Mm
1
, and b(s) = s1−p
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for all a1/2 ≤ s ≤ 2Mm1 . By standard parabolic theory [LSU] there exists a solution
uR ∈ C
2,1([−R,R] × [−a, τ0]) of
puτ = b(u)uxx + u − ub(u) in (−R,R) × (−a, τ0)
u(x, τ) = fλ,λ′,h,h′,k(x, τ)
m on {±R} × (−a, τ0)
u(x,−a) = v0(x)
m on (−R,R).
Since uR ∈ C
2,1([−R,R]× [−a, τ0]), there exists ε ∈ (0, τ0 + a) such that a1/2 ≤ uR(x, τ) ≤ 2M
m
1
for any |x| ≤ R, −a ≤ τ ≤ −a + ε. Hence b(uR(x, τ)) = uR(x, τ)1−p for any |x| ≤ R, −a ≤ τ ≤
−a + ε. Thus uR satisfies
puτ = u
1−puxx + u − u
2−p in (−R,R) × (−a,−a + ε). (2.45)
Let vR = u
p
R
. Then vR ∈ C
2,1([−R,R] × [−a,−a + ε]) satisfies
vτ = (v
m)xx + v − v
m in (−R,R) × (−a,−a + ε)
v(x, τ) = fλ,λ′,h,h′,k(x, τ) on {±R} × (−a,−a + ε)
v(x,−a) = v0(x) on (−R,R).
(2.46)
Since M1 is a supersolution of (2.46) and fλ,λ′,h,h′,k is a subsolution [DPKS2] of (2.46), by
Lemma 2.3,
fλ,λ′,h,h′,k(x, τ) ≤ vR(x, τ) ≤M1 ∀|x| ≤ R,−a ≤ τ ≤ −a + ε (2.47)
⇒ a1 ≤ uR(x, τ) ≤M
m
1 ∀|x| ≤ R,−a ≤ τ ≤ −a + ε (2.48)
Let (−a,T),−a+ε ≤ T ≤ τ0, be themaximal time interval such that vR ∈ C2,1([−R,R]×[−a,T])
satisfies 
vτ = (v
m)xx + v − v
m in (−R,R) × (−a,T)
v(x, τ) = fλ,λ′,h,h′,k(x, τ) on {±R} × (−a,T)
v(x,−a) = v0(x) on (−R,R)
(2.49)
and (2.47) in [−R,R]× [−a,T]. Suppose T < τ0. Since uR ∈ C(BR × [−a,T]) satisfies (2.48) in
[−R,R]× [−a,T], there exists a constant T1 ∈ (T, τ0) such that a1/2 ≤ uR(x, τ) ≤ 2Mm1 for any
|x| ≤ R, −a ≤ τ ≤ T1. By repeating the above argument vR ∈ C
2,1([−R,R]× [−a,T1]) satisfies
(2.47) and (2.49) with −a + ε and T being replaced by T1. This contradicts the choice of T.
Hence T = τ0 and vR ∈ C2,1([−R,R] × [−a,T]) satisfies (2.43) and (2.47) in [−R,R] × [−a,T]
and (2.44) follows.
Case 2: v0 ∈ L
∞(−R,R)
By (2.42) we can choose a sequence of functions {v0,i}
∞
i=1
⊂ C∞([−R,R]) satisfying
fλ,λ′,h,h′,k(x,−a) ≤ v0(x) ≤ v0,i+1(x) ≤ v0,i(x) ≤ ‖v0,i‖L∞(−R,R) < 1 ∀x ∈ (−R,R), i ∈N (2.50)
and
v0,i(x) = fλ,λ′,h,h′,k(x,−a) ∀iR/(i + 1) ≤ |x| ≤ R, i ∈N
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with v0,i converges to v0 in L
1(−R,R) and ‖v0,i‖L∞ → ‖v0‖L∞ as i → ∞. For each i ∈ N, by
case 1 and Lemma 2.3 there exists a solution vR,i ∈ C
2,1([−R,R] × [−a, τ0]) of (2.43) with v0
being replaced v0,i which satisfies
fλ,λ′,h,h′,k(x, τ) ≤ vR,i+1(x, τ) ≤ vR,i(x, τ) ≤ ‖v0,i‖L∞(−R,R) < 1 ∀|x| ≤ R,−a ≤ τ < τ0, i ∈N.
(2.51)
By (2.51) the equation (1.6) for {vR,i}
∞
i=1
is uniformly parabolic on [−R,R] × [−a, τ0]. Hence
by the standard Schauder estimates [LSU] the sequence {vR,i}
∞
i=1
is equi-continuous in
C2,1(K) for any compact set K ⊂ [−R,R] × (−a, τ0]. Thus the sequence {vR,i}∞i=1 will decrease
uniformly in C2,1(K) to some function vR ∈ C
2,1([−R,R]× (−a, τ0]) as i→∞ for any compact
subset K of [−R,R]× (−a, τ0]. Putting v = vR,i, g0 = v0,i, v0 = v0,i in (1.31) and letting i→∞,
we get that vR satisfies (1.31) with g0 = v0. Hence vR is a solution of (2.43). Letting i→ ∞
in (2.51), we get (2.44) and the lemma follows. 
By a similar argument we have the following two lemmas.
Lemma 2.10. Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0, R > 0, and let τ0 < 0 be as in Lemma 2.5. Let
a > −τ0 and v0 ∈ L
∞(−R,R) be such that
fλ,λ′,h,h′(x,−a) ≤ v0(x) ≤ ‖v0‖L∞(−R,R) < 1 a.e. x ∈ (−R,R).
Then there exists a unique solution vR ∈ C
2,1([−R,R] × (−a, τ0]) ∩ L
∞((−R,R) × (−a, τ0)) of
vτ = (v
m)xx + v − v
m in (−R,R) × (−a, τ0)
v(x, τ) = fλ,λ′,h,h′(x, τ) on {±R} × (−a, τ0)
v(x,−a) = v0(x) on (−R,R)
which satisfies
fλ,λ′,h,h′(x, τ) ≤ vR(x, τ) ≤ ‖v0‖L∞(−R,R) < 1 ∀|x| ≤ R,−a < τ < τ0.
Lemma 2.11. Let λ > 1, h ≥ h0, 0 < k ≤ k0, R > 0, and let τ0 < 0 be as in Lemma 2.5. Let
a > −τ0 and v0 ∈ L∞(−R,R) be such that
fλ,h,k(x,−a) ≤ v0(x) ≤ ‖v0‖L∞(−R,R) < 1 a.e x ∈ (−R,R).
Then there exists a unique solution vR ∈ C
2,1([−R,R] × (−a, τ0]) ∩ L∞((−R,R) × (−a, τ0)) of
vτ = (v
m)xx + v − v
m in (−R,R) × (−a, τ0)
v(x, τ) = fλ,h,k(x, τ) on {±R} × (−a, τ0)
v(x,−a) = v0(x) on (−R,R)
which satisfies
fλ,h,k(x, τ) ≤ vR(x, τ) ≤ ‖v0‖L∞(−R,R) < 1 ∀|x| ≤ R,−a < τ < τ0.
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Lemma 2.12. Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0, 0 < k ≤ k0. Let τ0 < 0 be as in Lemma 2.5 and
a > −τ0. Then there exists a constant R0 = R0(a) > 0 such that for any R ≥ R0 and v0 ∈ L∞(−R,R)
satisfying (2.42), there exists a unique solution vR ∈ C
2,1([−R,R] × (−a, τ0]) ∩ L
∞(BR × (−a, τ0))
of 
vτ = (v
m)xx + v − v
m in (−R,R) × (−a, τ0)
(vm)x = ( f
m
λ,λ′,h,h′,k)x on {±R} × (−a, τ0)
v(x,−a) = v0(x) on (−R,R)
(2.52)
which satisfies (2.44). Moreover if there exists x0 ∈ (−R,R) such that{
v0(x) is monotone increasing on [−R, x0]
v0(x) is monotone decreasing on [x0,R],
(2.53)
then for any −a < τ < τ0 there exists xR(τ) ∈ (−R,R) such that{
vR,x(x, τ) > 0 > vR,x(y, τ) ∀ − R ≤ x < xR(τ) < y < R,−a < τ < τ0
vR,x(xR(τ), τ) = 0 ∀ − a < τ < τ0.
(2.54)
Proof: By Lemma 2.4 the solution of (2.52) is unique. Hence we only need to prove
existence of solution of (2.52). Let y(τ) and z(τ) be as in Lemma 2.5. Let
R0 = R0(a) > max
(
λτ0 − h, , λ
′τ0 − h
′, max
−a≤τ≤τ0
(|y(τ)|, |z(τ)|)
)
be a constant to be determined later and let R ≥ R0. Then
vλ,h(R, τ) ≥ vλ(0) =
1
2
and vλ′,h′(−R, τ) ≥ vλ′(0) =
1
2
∀τ ≤ τ0. (2.55)
We divide the existence proof into two cases.
Case 1: v0 ∈ C
∞([−R,R]) and there exists a constantδ ∈ (0,R) such thatv0(x) = fλ,λ′,h,h′,k(x,−a)
for any R − δ ≤ |x| ≤ R.
By an argument similar to the proof of Lemma 2.9 there exists ε ∈ (0, τ0) such that there
exists a unique solution vR ∈ C
2,1([−R,R] × [−a,−a + ε]) of
vτ = (v
m)xx + v − v
m in (−R,R) × (−a,−a + ε)
(vm)x = ( f
m
λ,λ′,h,h′,k)x on {±R} × (−a,−a + ε)
v(x,−a) = v0(x) on (−R,R).
(2.56)
By (1.14), (1.16), (1.18), (1.22) and (2.55),
∂
∂x
fλ,λ′,h,h′,k(R, τ)
=
[
vλ,h(R, f (τ))
−pv′λ(R − λ f (τ) + h) − vλ′,h′(R, f (τ))
−pv′λ′(−R − λ
′ f (τ) + h′)
]
fλ,λ′,h,h′,k(R, τ)
p
≤
[
2p
(
Cλγλe
−γλ(R−λ f (τ)+h) + o(e−γλ(R−λ f (τ)+h))
)
− Ce(p
2−p)(R+λ′ f (τ)−h′)
]
fλ,λ′,h,h′,k(R, τ)
p
<0 ∀ − a ≤ τ ≤ τ0 (2.57)
21
if R0 is sufficiently large where f is given by (1.24) and
∂
∂x
fλ,λ′,h,h′,k(−R, τ)
=
[
vλ,h(−R, f (τ))
−pv′λ(−R − λ f (τ) + h) − vλ′,h′(−R, f (τ))
−pv′λ′(R − λ
′ f (τ) + h′)
]
fλ,λ′,h,h′,k(−R, τ)
p
≥
[
Ce(p
2−p)(R+λ f (τ)−h) − 2p
(
Cλ′γλ′e
−γλ′ (R−λ
′ f (τ)+h′)
+ o(e−γλ′ (R−λ
′ f (τ)+h′))
)]
fλ,λ′,h,h′,k(−R, τ)
p
>0 ∀ − a ≤ τ ≤ τ0 (2.58)
if R0 is sufficiently large. We now choose R0 sufficiently large such that both (2.57) and
(2.58) hold. Then by (2.57) and (2.58),M := ‖v0‖L∞(−R,R) < 1 is a supersolution of (2.56). On
the other hand fλ,λ′,h,h′,k is a subsolution of (2.56). Hence by Lemma 2.4, vR satisfies (2.44)
in BR × [−a,−a + ε].
Let (−a,T), −a + ε ≤ T ≤ τ0, be the maximal time interval of existence of solution
vR ∈ C
2,1([−R,R] × [−a,T]) of
vτ = (v
m)xx + v − v
m in (−R,R) × (−a,T)
(vm)x = ( f
m
λ,λ′,h,h′,k)x on {±R} × (−a,T)
v(x,−a) = v0(x) on (−R,R)
(2.59)
which satisfies (2.44) in [−R,R]× [−a,T]. Suppose T < τ0. Then by (2.44) and an argument
similar to the proof of Lemma 2.9 there exists a constant T1 ∈ (T, τ0) such that vR can be
extended to a solution of (2.59) in (−R,R)× (−a,T1) that satisfies (2.44) in [−R,R]× [−a,T1]
and vR ∈ C
2,1([−R,R] × [−a,T1]). This contradicts the choice of T. Hence T = τ0.
Case 2: v0 ∈ L
∞(−R,R)
We choose a sequence of function {v0,i}
∞
i=1
⊂ C∞([−R,R]) satisfying (2.50) and
v0,i(x) = fλ,λ′,h,h′,k(x,−a) ∀(1 − 2
−1−i)R ≤ |x| ≤ R, i ∈N (2.60)
and v0,i converges to v0 in L
1(−R,R) and ‖v0,i‖L∞(−R,R) → ‖v0‖L∞(−R,R) as i → ∞. By case 1
for any i ∈ N there exists a solution vR,i ∈ C
2,1([−R,R] × [−a, τ0]) of (2.52) with v0 being
replaced by v0,i and vR,i satisfies (2.51). Then by (2.51) the equation (1.6) for the sequence
{vR,i}
∞
i=1
is uniformly parabolic on [−R,R] × [−a, τ0]. Hence by the Schauder’s estimates
[LSU] the sequence {vR,i}
∞
i=1
is equi-Holder continuous in C2,1(K) for any compact subset
K of [−R,R] × (−a, τ0]. Thus by the Ascoli Theorem and a diagonalization argument the
sequence {vR,i}
∞
i=1
has a subsequence {vR,ik}
∞
k=1
that converges in C2,1(K) to some function
vR ∈ C
2,1([−R,R] × (−a, τ0]) as k → ∞ for any compact subset K of [−R,R] × (−a, τ0]. Since
vR,i ∈ C
2,1([−R,R] × (−a, τ0]) satisfies (2.52),∫ R
−R
vR,i(x, τ)η(x, τ) dx =
∫ τ
−a
∫ R
−R
[
vR,iητ + v
m
R,iηxx + (vR,i − v
m
R,i)η
]
dx dτ
+
∫ τ
−a
∫
∂BR
η
∂
∂n
fmλ,λ′,h,h,k dσ dτ +
∫ R
−R
v0,i(x)η(x, τ1) dx (2.61)
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holds for any −a < τ < τ0, i ∈ N, and function 0 ≤ η ∈ C2,1([−R,R] × [−a, τ]) satisfying
ηx ≡ 0 on {±R} × [−a, τ]. Putting i = ik in (2.61) and letting k→∞,∫ R
−R
vR(x, τ)η(x, τ) dx =
∫ τ
−a
∫ R
−R
[
vRητ + v
m
Rηxx + (vR − v
m
R )η
]
dx dτ
+
∫ τ
−a
∫
∂BR
η
∂
∂n
fmλ,λ′,h,h,k dσ dτ +
∫ R
−R
v0(x)η(x, τ1) dx
holds for any −a < τ < τ0, i ∈ N, and function 0 ≤ η ∈ C2,1([−R,R] × [−a, τ]) satisfying
ηx ≡ 0 on {±R} × [−a, τ]. Letting i = ik → ∞ in (2.51), we get (2.44). Hence by Lemma 2.4
vR ∈ C
2,1([−R,R] × (−a, τ0]) ∩ L∞((−R,R) × (−a, τ0)) is the unique solution of (2.52). Thus vi
converges in C2,1(K) to vR as i→∞ for any compact subset K of [−R,R] × (−a, τ0].
Suppose now v0 satisfies (2.53) for some x0 ∈ (−R,R). We claim that for any −a < τ < τ0
there exists xR(τ) ∈ (−R,R) such that (2.54) holds. We divide the proof of the claim into
two cases.
Case A: v0 ∈ C
∞([−R,R]) and there exists a constantδ ∈ (0,R) such thatv0(x) = fλ,λ′,h,h′,k(x,−a)
for any R − δ ≤ |x| ≤ R and{
v′0(x) > 0 > v
′
0(y) ∀ − R ≤ x ≤ x0 − ε1, x0 + ε1 ≤ x ≤ R
v′′0 (x) < 0 ∀x ∈ [x0 − ε1, x0 + ε1]
(2.62)
for someconstantsx0 ∈ (−R,R) and ε1 ∈
(
0, 1
2
min(R − x0,R + x0)
)
. LetvR ∈ C
2,1(BR×[−a, τ0])
be the solution of (2.52) given by case 1 above. By (2.52), vR,x satisfies
wτ = mv
m−1wxx − 3m(1 −m)v
m−2wwx +m(1 −m)(2 −m)v
m−3w3 + w −mvm−1w (2.63)
in (−R,R) × (−a, τ0). Since vR ∈ C2,1([−R,R] × [−a, τ0]), by (2.62) there exists T2 ∈ (−a, τ0)
such that{
vR,x(x, τ) > 0 > vR,x(y, τ) ∀ − R ≤ x ≤ x0 − ε1, x0 + ε1 ≤ y ≤ R,−a ≤ τ ≤ T2
vR,xx(x, τ) < 0 ∀x0 − ε1 ≤ x ≤ x0 + ε1,−a ≤ τ ≤ T2.
(2.64)
By (2.64) for any −a ≤ τ ≤ T2 there exists a unique xR(τ) ∈ (x0 − ε1, x0 + ε1) such that{
vR,x(x, τ) > 0 > vR,x(y, τ) ∀ − R ≤ x < xR(τ) < y ≤ R,−a < τ ≤ T2
vR,x(xR(τ), τ) = 0 ∀ − a ≤ τ ≤ T2.
Let (−a,T′2), T2 ≤ T
′
2 ≤ τ0, be the maximal interval such that for any −a < τ < T
′
2 there
exists a unique xR(τ) ∈ (−R,R) such that{
vR,x(x, τ) > 0 > vR,x(y, τ) ∀ − R ≤ x < xR(τ) < y ≤ R,−a < τ < T
′
2
vR,x(xR(τ), τ) = 0 ∀ − a < τ < T
′
2.
(2.65)
Suppose T′2 < τ0. Then by compactness there exists a sequence −a < τi < T
′
2, τi → T
′
2 as
i→∞, such that xR(τi) converges to some point xR(T′2) ∈ [−R,R] as i→∞. Since
vR,x(xR(T
′
2),T
′
2) = lim
i→∞
vR,x(xR(τi), τi) = 0, (2.66)
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by (2.52), (2.57) and (2.58), xR(T
′
2) ∈ (−R + ε2,R − ε2) for some constant ε2 ∈ (0,R/2). Let
D =
{
(x, τ) : −R < x < xR(τ),−a < τ ≤ T
′
2
}
By (2.65),
vR,x(x, τ) ≥ 0 ∀(x, τ) ∈ D. (2.67)
By (2.44) the equation (2.63) for vR,x is uniformly parabolic on [−R,R] × [−a, τ0]. Hence by
(2.52), (2.58), (2.63), (2.67) and the strong maximum principle,
vR,x(x, τ) > 0 ∀ − R ≤ x < xR(τ),−a < τ ≤ T
′
2. (2.68)
Similarly,
vR,x(x, τ) < 0 ∀xR(τ) < x ≤ R,−a < τ ≤ T
′
2. (2.69)
We next observe that since the equation (2.63) for vR,x is uniformly parabolic on [−R,R] ×
[−a, τ0], the results of Lemma 2.4 of [H1] (cf. [A], [CP], [M]) remains valid for the solution
vR,x of (2.63). Hence there exist constants 0 < δ1 < min
(
R−xR(T
′
2
)
2
,
R+xR(T
′
2
)
2
)
and 0 < δ2 < τ0−T′2
such that for any T′2 ≤ τ ≤ T
′
2 + δ2 there exists xR(τ) ∈
(
xR(T
′
2) − δ1, xR(T
′
2) + δ1
)
such that
{
vR,x(x, τ) > 0 > vR,x(y, τ) ∀xR(T
′
2) − δ1 ≤ x < xR(τ) < y ≤ xR(T
′
2) + δ1,T
′
2 ≤ τ ≤ T
′
2 + δ2
vR,x(xR(τ), τ) = 0 ∀T
′
2 ≤ τ ≤ T
′
2 + δ2.
(2.70)
Since vR ∈ C
2,1([−R,R] × [−a, τ0]), by (2.68) and (2.69) there exists a constant 0 < δ3 < δ2
such that
vR,x(x, τ) > 0 > vR,x(y, τ) ∀−R ≤ x ≤ xR(T
′
2)−δ1, xR(T
′
2)+δ1 ≤ y ≤ R,T
′
2 ≤ τ ≤ T
′
2+δ3. (2.71)
By (2.70) and (2.71), (2.65) holds with T′2 replaced by T
′
2 + δ3. This contradicts the choice of
T′2. Hence T
′
2 = τ0. Hence for any −a < τ < τ0 there exists xR(τ) ∈ (−R,R) such that (2.54)
holds.
Case B: v0 ∈ L
∞(−R,R)
We choose a sequence of function {v0,i}
∞
i=1
⊂ C∞([−R,R]) satisfying (2.50), (2.60), v0,i con-
verges to v0 in L
1(−R,R) and ‖v0,i‖L∞(−R,R) → ‖v0‖L∞(−R,R) as i→∞, and{
v′0,i(x) > 0 > v
′
0,i(y) ∀ − R ≤ x ≤ x0,i − δ0, x0,i + δ0 ≤ y ≤ R
v′′0,i(x) < 0 ∀x ∈ [x0,i − δ0, x0,i + δ0]
(2.72)
holds for some sequences {x0,i}
∞
i=1
⊂ (x0 − δ0, x0 + δ0) where δ0 = min
(
R−x0
4
, R+x0
4
)
such that
x0,i → x0 as i → ∞. For any i ∈ N let vR,i ∈ C
2,1([−R,R] × [−a, τ0]) be the solution of (2.52)
with v0 being replaced by v0,i such that vR,i satisfies (2.44). By case A, for any i ∈ N and
−a < τ < τ0 there exists xR,i(τ) ∈ (−R,R) such that{
vR,i,x(x, τ) > 0 > vR,i,x(y, τ) ∀ − R ≤ x < xR,i(τ) < y ≤ R,−a < τ < τ0
vR,i,x(xR,i(τ), τ) = 0 ∀ − a < τ < τ0.
(2.73)
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By case 2, vi converges in C
2,1(K) to the solution vR ∈ C
2,1([−R,R] × (−a, τ0])∩ L∞((−R,R) ×
(−a, τ0)) of (2.52) as i → ∞ for any compact subset K of [−R,R] × (−a, τ0] and vR satisfies
(2.44). For any −a < τ < τ0, let
D0(τ) =
{
x ∈ [−R,R] : vR,x(x, τ) = 0
}
. (2.74)
Since [−R,R] is compact, for any −a < τ < τ0 the sequence {xR,i(τ)}∞i=1 has a convergence
subsequence {xR,ik(τ)}
∞
k=1
. Let xR(τ) = limk→∞ xR,ik(τ). Then by (2.73), vR,x(xR(τ), τ) = 0.
Hence D0(τ) , φ.
Since vR ∈ C
2,1([−R,R] × (−a, τ0]), by (2.52), (2.57) and(2.58), for any −a < τ < τ0 there
exists a constant ετ ∈ (0,R) such that
vR,x(x, τ) > 0 > vR,x(y, τ) ∀ − R ≤ x ≤ −R + ετ,R − ετ ≤ y ≤ R (2.75)
⇒ D0(τ) ⊂ [−R + ετ,R − ετ]. (2.76)
We claim that D0(τ) is a singleton for any −a < τ < τ0. Suppose not. Then there exists
τ1 ∈ (−a, τ0) such that D0(τ1) is not a singleton. By the discussion on P.241 of [SGKM] and
[CP] vR,x(x, τ1) is an analytic function of x ∈ (−R,R). Hence either all the zeros of vR,x(x, τ1)
are isolated zeros or
vR,x(x, τ1) = 0 ∀|x| ≤ R. (2.77)
By (2.76), (2.77) is not possible. Hence all the zeros of vR,x(x, τ1) are isolated zeros. Thus
D0(τ1) has a finite number of elements and we can write D0(τ1) = {x1, ..., xk} for some k ≥ 2
such that −R < x1 < x2 < · · · < xk < R. Let x0 = −R and xk+1 = R. By (2.75),
vR,x(x, τ1) > 0 > vR,x(y, τ1) ∀ − R ≤ x < x1, xk < y ≤ R.
Hence there exists k0 ∈ {1, . . . , k} such that
vR,x(x, τ1) > 0 > vR,x(y, τ1) ∀xk0−1 < x < xk0 < y < xk0+1.
Without loss of generality we may assume that
vR,x(x, τ1) > 0 > vR,x(y, τ1) ∀ − R < x < x1 < y < x2. (2.78)
Let δ1 = min
(
x1+R
4
, x2−x1
4
)
. Since vR,i,x(·, τ1) converges uniformly to vR(·, τ1) on [−R,R] as
i→∞, by (2.78) there exists i0 ∈N such that
vR,i,x(x1 − δ1, τ1) > 0 > vR,i,x(x1 + δ1, τ1) ∀i ≥ i0. (2.79)
By (2.79) and the intermediate value theorem for any i ≥ i0, there exist zi ∈ (x1 − δ1, x1 + δ1)
such that
vR,i,x(zi, τ1) = 0 ∀i ≥ i0. (2.80)
By compactness the sequence {zi} has a convergence subsequence which we may assume
without loss of generality to be the sequence itself that converges to some point z0 ∈
[x1 − δ1, x1 + δ1]. Letting i→∞ in (2.80),
vR,x(z0, τ1) = 0. (2.81)
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By (2.78) and (2.81), z0 = x1. By (2.73) and (2.80), zi = xR,i(τ1) for all i ≥ i0. Putting τ = τ1 in
(2.73) and letting i→∞,
vR,x(x, τ1) ≥ 0 ≥ vR,x(y, τ1) ∀ − R ≤ x ≤ x1 ≤ y ≤ R. (2.82)
Since all the zeros of vR,x(x, τ1) are isolated zeros, by (2.83),
vR,x(x, τ1) < 0 ∀x1 < x < x3, x , x2. (2.83)
Let δ2 = min
(
x2−x1
4
, x3−x2
4
)
. Then by (2.83) there exists δ3 ∈ (0, τ1 + a) such that
vR,x(x2 − δ2, τ) < 0 and vR,x(x2 + δ1, τ) < 0 ∀τ1 − δ3 ≤ τ ≤ τ1. (2.84)
By (2.73) and an argument similar to the above one there exists a constant x1 ∈ (−R,R)
such that
vR,x(x, τ1 − δ3) ≥ 0 ≥ vR,x(y, τ1 − δ3) ∀ − R ≤ x ≤ x1 ≤ y ≤ R (2.85)
By (2.84) and (2.85), x1 ≤ x2 − δ2 and
vR,x(x, τ1 − δ3) ≤ 0 ∀x2 − δ2 ≤ x ≤ R. (2.86)
By (2.44) the equation (2.63) for vR,x is uniformly parabolic on [−R,R] × [−a, τ0]. Hence by
(2.63), (2.84), (2.86) and the strong maximum principle in (x2 − δ2, x2 + δ2) × (τ1 − δ3, τ1),
vR,x(x2, τ1) < 0
and contradiction arises. Hence no such τ1 exists andD0(τ) is a singleton for any −a < τ <
τ0. Hence D0(τ) = {xR(τ)} and xR(τ) = limi→∞ xR,i(τ). Letting i→∞ in (2.73),
vR,x(x, τ) ≥ 0 ≥ vR,x(y, τ) ∀ − R ≤ x ≤ xR(τ) ≤ y ≤ R,−a < τ < τ0 (2.87)
Since for any −a < τ < τ0, xR(τ) is an isolated zero of vR(·, τ), by (2.87) we get (2.54) and
the lemma follows. 
By a similar argument we have the two following lemmas.
Lemma 2.13. Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0 and let τ0 < 0 be as in Lemma 2.5. Let a > −τ0
and v0 ∈ L
∞(−R,R) be such that
fλ,λ′,h,h′(x,−a) ≤ v0(x) ≤ ‖v0‖L∞(−R,R) < 1 a.e. x ∈ (−R,R)
holds. Then there exists a constant R0 = R0(a) > 0 such that for any R ≥ R0 there exists a unique
solution vR ∈ C
2,1([−R,R] × (−a, τ0]) ∩ L
∞((−R,R) × (−a, τ0)) of
vτ = (v
m)xx + v − v
m in (−R,R) × (−a, τ0)
(vm)x = ( f
m
λ,λ′,h,h′)x on {±R} × (−a, τ0)
v(x,−a) = v0(x) on (−R,R)
which satisfies
fλ,λ′,h,h′(x, τ) ≤ vR(x, τ) ≤ ‖v0‖L∞(−R,R) < 1 ∀|x| ≤ R,−a < τ < τ0.
Moreover if there exists x0 ∈ (−R,R) such that (2.53) holds, then for any −a < τ < τ0 there exists
xR(τ) ∈ (−R,R) such that (2.54) holds.
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Lemma 2.14. Let λ > 1, h ≥ h0, 0 < k ≤ k0 and let τ0 < 0 be as in Lemma 2.5. Let a > −τ0 and
v0 ∈ L
∞(−R,R) be such that
fλ,h,k(x,−a) ≤ v0(x) ≤ ‖v0‖L∞(−R,R) < 1 a.e. x ∈ (−R,R)
holds. Then there exists a constant R0 = R0(a) > 0 such that for any R ≥ R0 there exists a unique
solution vR ∈ C
2,1([−R,R] × (−a, τ0]) ∩ L
∞((−R,R) × (−a, τ0)) of
vτ = (v
m)xx + v − v
m in (−R,R) × (−a, τ0)
(vm)x = ( f
m
λ,h,k)x on {±R} × (−a, τ0)
v(x,−a) = v0(x) on (−R,R)
which satisfies
fλ,h,k(x, τ) ≤ vR(x, τ) ≤ ‖v0‖L∞(−R,R) < 1 ∀|x| ≤ R,−a < τ < τ0.
Moreover if v0 is monotone increasing on [−R,R], then
vR,x(x, τ) > 0 ∀x ∈ [−R,R),−a < τ < τ0.
3 Existence and properties of ancient solutions
In this section we will prove the existence and various properties of the 5-parameters,
4-parameters, 3-parameters ancient solutions of (1.6). We will also prove the uniqueness
of the 4-parameters ancient solution vλ,λ′,h,h′ .
Lemma 3.1. Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0, 0 < k ≤ k0 and let τ0 < 0 be as in Lemma 2.5.
Then both vλ,h(x, f (τ)) and vλ,h(x, f (τ)) are supersolutions of (1.6) in R × (−∞, τ0].
Proof: Let q(x, ρ) = vλ,h(x, f (ρ)) and τ = f (ρ) where f is given by (1.24). Since τ0 < −p/(p−1)
and (vλ,h)τ(x, τ) = −λv
′
λ(x − λτ + h) < 0 in R × (−∞, τ0],
qρ(x, ρ) =(vλ,h)τ(x, f (ρ)) f
′(ρ) = (vλ,h)τ(x, f (ρ))
(
1 + q
(
1 +
p − 1
p
ρ
)
e
p−1
p ρ
)
≥(vλ,h)τ(x, f (ρ)) = (vλ,h(x, f (ρ))
m)xx + vλ,h(x, f (ρ)) − vλ,h(x, f (ρ))
m in R × (−∞, τ0]
Hence vλ,h(x, f (τ)) is a supersolution of (1.6) in R × (−∞, τ0). Similarly vλ,h(x, f (τ)) is a
supersolution of (1.6) in R × (−∞, τ0]. 
Lemma 3.2. Let λ > 1, λ′ > 1, h ≥ h0, h
′ ≥ h′0, 0 < k ≤ k0 and let τ0 < 0 be as in Lemma 2.5. Let
a > −τ0 and v0 ∈ L∞(R) satisfies
fλ,λ′,h,h′,k(x,−a) ≤ v0(x) ≤ f λ,λ′,h,h′,k(x,−a) a.e. x ∈ R (3.1)
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where f is given by (1.24). Then there exists a unique solution v ∈ C2,1(R × (−a, τ0]) of{
vτ = (v
m)xx + v − v
m, v > 0, in R × (−a, τ0)
v(x,−a) = v0(x) on R
(3.2)
which satisfies  fλ,λ′,h,h′,k(x, τ) ≤ v(x, τ) ≤ ‖v0‖L∞(R) ∀x ∈ R,−a < τ ≤ τ0v(x, τ) ≤ f λ,λ′,h,h′,k(x, τ) ∀x ∈ R,−a < τ ≤ τ0. (3.3)
If there exists x0 ∈ R such that{
v0(x) is monotone increasing on (−∞, x0]
v0(x) is monotone decreasing on [x0,∞)
(3.4)
holds, then for any −a < τ < τ0 there exists xa(τ) ∈ R such that{
vx(x, τ) > 0 > vx(y, τ) ∀x < xa(τ) < y,−a < τ < τ0
vx(xa(τ), τ) = 0 ∀ − a < τ < τ0.
(3.5)
Moreover if v0(x) = f λ,λ′,h,h′,k(x,−a) on R, then v(·, τ) is also a monotone decreasing function of
τ ∈ [−a, τ0] and for any a < τ < τ0 there exists xa(τ) ∈ R such that (3.5) holds.
Furthermore if v0(x) = f λ,λ′,h,h′,k(x,−a) on R and λ = λ
′, then xa(τ) =
h′−h
2
and v(x, τ) is
symmetric with respect to x0 :=
h′−h
2
for any −a < τ < τ0.
Proof: Uniqueness of solution of (3.2) follows from Lemma 2.2. Hence it remains to prove
existence of solution of (3.2). By Lemma 2.9 for any i ∈ N, there exists a unique solution
vi ∈ C
2,1([−i, i] × (−a, τ0]) ∩ L∞((−i, i) × (−a, τ0)) of (2.43) with R = i which satisfies (2.44)
with R = i. By (2.44) the equation (1.6) for the sequence {vi}
∞
i=1
is uniformly parabolic
on every compact subset of R × (−a, τ0]. Hence by the parabolic Schauder estimates
[LSU] the sequence {vi}
∞
i=1
is equi-Holder continuous in C2,1(K) for any compact subset
K ⊂ R × (−a, τ0]. Hence by the Ascoli Theorem and a diagonalization argument the
sequence {vi}i=1 has a subsequence which we may assume without loss of generality to
be the sequence itself that converges uniformly in C2,1(K) for any compact subset K of
R × (−a, τ0] to some function v ∈ C
2,1(R × (−a, τ0]) as i → ∞. Then v satisfies (1.6) in
R × (−a, τ0]. Putting R = i in (2.44) and letting i→∞ we get
fλ,λ′,h,h′,k(x, τ) ≤ v(x, τ) ≤ ‖v0‖L∞(R) < 1 ∀x ∈ R,−a ≤ τ < τ0 (3.6)
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For any η ∈ C∞0 (R) such that supp η ⊂ (−i0, i0) for some i0 ∈N, by (3.6),∣∣∣∣∣∣
∫ i0
−i0
vi(x, τ)η(x) dx −
∫ i0
−i0
v0η dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫ τ0
−a
∫ i0
−i0
vi,τ(x, τ)η(x) dx dτ
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ τ
−a
∫ i0
−i0
(vmi ηxx + (vi − v
m
i )η dx ds
∣∣∣∣∣∣
≤C(τ + a) ∀i > i0,−a < τ < τ0
⇒
∣∣∣∣∣
∫
R
v(x, τ)η(x) dx −
∫
R
v0η dx
∣∣∣∣∣ ≤C(τ + a) ∀ − a < τ < τ0 as i→∞
⇒ lim
τ→−a
∣∣∣∣∣
∫
R
v(x, τ)η(x) dx −
∫
R
v0η dx
∣∣∣∣∣ =0.
This together with (3.6) and the Lebesgue dominated convergence theorem implies that
v(·, τ)→ v0 in L1loc(R) as τ→ 0. Hence v satisfies (3.2).
Since by Lemma 3.1 both vλ,h(x, f (τ)) and vλ,h(x, f (τ)) are supersolutions of (1.6) in
R × (−∞, τ0], by (3.1), (3.2) and Lemma 2.2, we get
v(x, τ) ≤ vλ,h(x, f (τ)) and v(x, τ) ≤ vλ,h(x, f (τ)) ∀x ∈ R,−a < τ ≤ τ0. (3.7)
Similarly,
v(x, τ) ≤ ξk(τ) ∀x ∈ R,−a < τ ≤ τ0. (3.8)
By (3.6), (3.7) and (3.8) we get (3.3).
Let R0 > 0 be as given by Lemma 2.12. By Lemma 2.12 for any i > R0 there exists a
unique solution vi ∈ C
2,1([−i, i] × (−a, τ0]) ∩ L∞((−i, i) × (−a, τ0)) of (2.52) with R = i which
satisfies (2.44) with R = i. Then by a similar argument as before, vi converges uniformly
in C2,1(K) for any compact subset K ofR× (−a, τ0] to v as i→∞. If there exists x0 ∈ R such
that (3.4) holds, then by Lemma 2.12 for any i > R1 := max(R0, |x0|) and −a < τ < τ0 there
exists xi(τ) ∈ (−i, i) such that{
vi,x(x, τ) > 0 > vi,x(y, τ) ∀ − i ≤ x < xi(τ) < y ≤ i,−a < τ < τ0
vi,x(xi(τ), τ) = 0 ∀ − a < τ < τ0.
(3.9)
Then for any −a < τ < τ0 the sequence {xi(τ)}i>R1 has a subsequence {xil(τ)} converging to
some point x0(τ) ∈ R ∪ {±∞} as l → ∞. If there exists τ1 ∈ (−a, τ0) such that x0(τ1) = ∞,
then by (3.9),
vx(x, τ1) ≥ 0 ∀x ∈ R. (3.10)
By (3.3),
v(x, τ)→ 0 as |x| → ∞ ∀ − a < τ < τ0. (3.11)
Hence by (3.10) and (3.11),
v(x, τ1) = 0 ∀x ∈ R (3.12)
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and contradiction arises since v(x, τ1) > 0 for any x ∈ R. Hence x0(τ) , ∞ for any
τ ∈ (−a, τ0). Similarly x0(τ) , −∞. Hence x0(τ) ∈ R for any τ ∈ (−a, τ0). Let
D0(τ) = {x ∈ R : vx(x, τ) = 0} ∀τ ∈ (−a, τ0).
Then x0(τ) ∈ D0(τ) for any −a < τ < τ0. Let −a < τ1 < τ0. By (3.3) the equation (2.63) for vx
is uniformly parabolic on any compact subset K of R × [−a, τ0]. Hence by the discussion
on P.241 of [SGKM] and [CP] vx(x, τ1) is an analytic function of x ∈ R. Hence either all the
zeros of vx(x, τ1) are isolated zeros or
vx(x, τ1) = 0 ∀x ∈ R. (3.13)
If (3.13) holds, then by (3.11) we get (3.12) and contradiction arises. Hence (3.13) is not
possible and all the zeros of vx(x, τ1) are isolated zeros. Putting i = il and letting l→∞ in
(3.9),
vx(x, τ1) ≥ 0 ≥ vx(y, τ1) ∀x ≤ x0(τ1) ≤ y. (3.14)
By (3.14) an argument similar to the proof of Lemma 2.12 D0(τ1) ∩ (x0(τ1),∞) = φ and
D0(τ1) ∩ (−∞, x0(τ1)) = φ. Hence D0(τ1) = {x0(τ1)}. Since vx(x, τ1) is an analytic function of
x ∈ R, by (3.14),
vx(x, τ1) > 0 > vx(y, τ1) ∀x < x0(τ1) < y
and (3.5) follows.
Wenow let v0(x) = f λ,λ′,h,h′,k(x,−a). Since byLemma2.6 f λ,λ′,h,h′,k(x,−a) is a supersolution
of (1.6), by (3.1) and Lemma 2.2,
v(x, τ) ≤ f λ,λ′,h,h′,k(x,−a) ∀x ∈ R,−a ≤ τ < τ0
⇒ v(x, τ1 + τ) ≤ v(x,−a + τ) ∀x ∈ R,−a ≤ τ1 < τ0, 0 ≤ τ ≤ τ0 − τ1.
Hence v(·, τ) is also a monotone decreasing function of τ ∈ [−a, τ0].
Let y(τ) and z(τ) be as in Lemma 2.5. By Lemma 2.5 v0(x) = vλ,h(x, f (−a)) is a monotone
increasing function on (−∞, y(−a)), v0(x) = ξk(−a) is a constant function on [y(−a), z(−a)],
and v0(x) = vλ,h(x, f (−a)) is a monotone decreasing function on [z(−a),∞). Hence v0
satisfies (3.4) with x0 = y(−a). Thus by the above argument for any −a < τ < τ0 there exists
xa(τ) ∈ R such that (3.5) holds.
Suppose now v0(x) = f λ,λ′,h,h′,k(x,−a) on R and λ = λ
′. Let x0 :=
h′−h
2
. Then v0(x + x0) =
v0(−x + x0) for any x ∈ R. Since both v(x + x0, τ) and v(−x + x0, τ) satisfies (3.2) and (3.3),
by Lemma 2.2 and (3.5),
v(x + x0, τ) = v(−x + x0, τ) ∀x ∈ R,−a ≤ τ ≤ τ0
⇒ vx(x0, τ) = 0 ∀ − a ≤ τ ≤ τ0
⇒ xa(τ) = x0 ∀ − a ≤ τ ≤ τ0.

By Lemma 2.10, Lemma 2.11, Lemma 2.13, Lemma 2.14, Lemma 3.1 and a similar
argument we have the following two results.
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Lemma 3.3. Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0 and let τ0 < 0 be as in Lemma 2.5. Let a > −τ0
and v0 ∈ L
∞(R) satisfies
fλ,λ′,h,h′(x,−a) ≤ v0(x) ≤ f λ,λ′,h,h′(x,−a) a.e. x ∈ R
where f is given by (1.24). Then there exists a unique solution v ∈ C2,1(R × (−a, τ0]) of (3.2)
which satisfies  fλ,λ′,h,h′(x, τ) ≤ v(x, τ) ≤ ‖v0‖L∞(R) ∀x ∈ R,−a < τ ≤ τ0v(x, τ) ≤ f λ,λ′,h,h′(x, τ) ∀x ∈ R,−a < τ ≤ τ0.
If there exists x0 ∈ R such that (3.4) holds, then for any −a < τ < τ0 there exists xa(τ) ∈ R such
that (3.5) holds.
Moreover if v0(x) = f λ,λ′,h,h′(x,−a), then v(·, τ) is amonotone decreasing function ofτ ∈ [−a, τ0]
and for any a < τ < τ0 there exists xa(τ) ∈ R such that (3.5) holds.
Furthermore if v0(x) = f λ,λ′,h,h′(x,−a) on R and λ = λ
′, then xa(τ) =
h′−h
2
and v(x, τ) is
symmetric with respect to x0 :=
h′−h
2
for any −a < τ < τ0.
Lemma 3.4. Let λ > 1, h ≥ h0, 0 < k ≤ k0 and let τ0 < 0 be as in Lemma 2.5. Let a > −τ0 and
v0 ∈ L
∞(R) satisfies
fλ,h,k(x,−a) ≤ v0(x) ≤ f λ,h,k(x,−a) a.e. x ∈ R
where f is given by (1.24). Then there exists a unique solution v ∈ C2,1(R × (−a, τ0]) of (3.2)
which satisfies  fλ,h,k(x, τ) ≤ v(x, τ) ≤ ‖v0‖L∞(R) ∀x ∈ R,−a < τ ≤ τ0v(x, τ) ≤ f λ,h,k(x, τ) ∀x ∈ R,−a < τ ≤ τ0.
If v0 is monotone increasing in R, then
vx(x, τ) > 0 ∀x ∈ R,−a < τ < τ0.
Moreover if v0(x) = f λ,h,k(x,−a), then v(·, τ) is a monotone decreasing function of τ ∈ [−a, τ0].
Theorem 3.5. Let λ > 1, λ′ > 1, h ≥ h0, h
′ ≥ h′0, 0 < k ≤ k0 and let τ0 < 0 be as in Lemma 2.5.
Let j0 ∈N be such that j0 > −τ0 and {v0, j} j≥ j0 ⊂ L
∞(R) be such that
fλ,λ′,h,h′,k(x,− j) ≤ v0, j(x) ≤ f λ,λ′,h,h′,k(x,− j) a.e. x ∈ R ∀ j ≥ j0.
Let v j ∈ C
2,1(R × (− j, τ0]) be the unique solution of (3.2) in R × (− j, τ0) with a = j and v0 = v0, j
given by Lemma 3.2. Then the sequence {v j} j≥ j0 has a subsequence {v jl} that converges uniformly
in C2,1(K) for any compact set K ⊂ R × (−∞, τ0] to a solution v = vλ,λ′,h,h′,k ∈ C
2,1(R × (−∞, τ0])
of (1.6) in R × (−∞, τ0] which satisfies (1.25) as l→∞.
If for each j ≥ j0, there exists x0, j ∈ R such that{
v0, j(x) is monotone increasing on (−∞, x0, j]
v0, j(x) is monotone decreasing on [x0, j,∞)
(3.15)
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holds, then for any τ < τ0 there exists x0(τ) ∈ R such that{
vx(x, τ) > 0 > vx(y, τ) ∀x < x0(τ) < y, τ < τ0
vx(x0(τ), τ) = 0 ∀τ < τ0.
(3.16)
If v0, j(x) = f λ,λ′,h,h′,k(x,− j) for all j ≥ j0, the solution v(x, τ) is a monotone decreasing function of
τ ∈ (−∞, τ0] and for any τ < τ0 there exists x0(τ) ∈ R such that (3.16) holds. Moreover in this
case, v j will converge uniformly in C
2,1(K) for any compact set K ⊂ R × (−∞, τ0] to vλ,λ′,h,h′,k as
j→∞.
Furthermore if v0, j(x) = f λ,λ′,h,h′,k(x,− j) on R and λ = λ
′, then x0(τ) =
h′−h
2
and v(x, τ) is
symmetric with respect to x0 :=
h′−h
2
for any τ < τ0.
Proof: By Lemma 3.2,
fλ,λ′,h,h′,k(x, τ) ≤ v j(x, τ) ≤ f λ,λ′,h,h′,k(x, τ) ∀x ∈ R,− j < τ ≤ τ0, j ≥ j0. (3.17)
By (3.17) the equation (1.6) for the sequence {v j} j≥ j0 is uniformlyparabolic on every compact
subset ofR×(−∞, τ0]. Then by the parabolic Schauder estimates [LSU] the sequence {v j} j≥ j0
is equi-Holder continuous in C2,1(K) for any compact set K ⊂ R × (−∞, τ0]. Hence by the
Ascoli Theorem and a diagonalization argument the sequence {v j} j≥ j0 has a subsequence
{v jl}
∞
l=1
that converges uniformly in C2,1(K) for any compact set K ⊂ R × (−∞, τ0] to some
solution v = vλ,λ′,h,h′,k ∈ C
2,1(R × (−∞, τ0]) of (1.6) in R × (−∞, τ0) as l → ∞. Letting
j = jl →∞ in (3.17), we get (1.25).
Suppose now for each j ≥ j0, there exists x0, j ∈ R such that (3.15) holds. Then by
Lemma 3.2 for any j ≥ j0 and − j < τ < τ0 there exists x j(τ) ∈ R such that{
v j,x(x, τ) > 0 > v j,x(y, τ) ∀x < x j(τ) < y,− j < τ < τ0
v j,x(xa(τ), τ) = 0 ∀ − j < τ < τ0.
(3.18)
Then by (3.17), (3.18) and an argument similar to the proof of Lemma 3.2, x0(τ) :=
lim j→∞ x j(τ) ∈ R exists for any τ < τ0 and x0(τ) satisfies (3.16).
If v0, j(x) = f λ,λ′,h,h′,k(x,− j) for all j ≥ j0, then by Lemma 3.2 for any j ≥ j0 the solution
v j(·, τ) is a monotone decreasing function of τ ∈ (− j, τ0]. Hence v(·, τ) is a monotone
decreasing function of τ ∈ (−∞, τ0]. Let y(τ) and z(τ) be as in Lemma 2.5. By Lemma 2.5
v0, j(x) = vλ,h(x, f (− j)) is a monotone increasing function on (−∞, y(− j)), v0, j(x) = ξk(− j) is
a constant function on [y(− j), z(− j)], and v0, j(x) = vλ,h(x, f (− j)) is a monotone decreasing
function on [z(− j),∞). Hence v0, j satisfies (3.15) with x0, j = y(− j). Thus by the above
argument for any τ < τ0 there exists x0(τ) ∈ R such that (3.16) holds.
Suppose {v j′
l
}∞
l=1
is a another subsequence of {v j} j≥ j0 which convergesuniformly inC
2,1(K)
for any compact set K ⊂ R× (−∞, τ0] to some solution vλ,λ′,h,h′,k ∈ C2,1(R× (−∞, τ0]) of (1.6)
in R × (−∞, τ0) as l→∞ and vλ,λ′,h,h′,k also satisfies (1.25). Then by (1.25) and Lemma 2.2,
vλ,λ′,h,h′,k(x,− j) ≤ f λ,λ′,h,h′,k(x,− j) = v0, j(x) ∀x ∈ R, j ≥ j0
⇒ vλ,λ′,h,h′,k(x, τ) ≤ v j(x, τ) ∀x ∈ R,− j < τ < τ0, j ≥ j0
⇒ vλ,λ′,h,h′,k(x, τ) ≤ vλ,λ′,h,h′,k(x, τ) ∀x ∈ R, τ < τ0 as j = j
′
l →∞. (3.19)
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By interchanging the role of vλ,λ′,h,h′,k and vλ,λ′,h,h′,k in (3.19),
vλ,λ′,h,h′,k(x, τ) ≤ vλ,λ′,h,h′,k(x, τ) ∀x ∈ R, τ < τ0. (3.20)
Hence by (3.19) and (3.20),
vλ,λ′,h,h′,k(x, τ) = vλ,λ′,h,h′,k(x, τ) ∀x ∈ R, τ < τ0.
Thus v j converges uniformly in C
2,1(K) for any compact set K ⊂ R× (−∞, τ0] to vλ,λ′,h,h′,k as
j→∞.
Suppose now v0, j(x) = f λ,λ′,h,h′,k(x,− j) on R for any j ≥ j0 and λ = λ
′. Then by Lemma
3.2 v j is symmetric with respect to x0 :=
h′−h
2
and x j(τ) =
h′−h
2
= x0 for any − j < τ < τ0.
Hence x0(τ) = lim j→∞x j(τ) =
h′−h
2
= x0 and v(x, τ) is symmetric with respect to x0 :=
h′−h
2
for
any τ < τ0. 
By an argument similar to the proof of Theorem 3.5 but with Lemma 3.3 (Lemma 3.4
respectively) replacing Lemma 3.2 in the proof we obtain the following two theorems.
Theorem 3.6. Let λ > 1, λ′ > 1, h ≥ h0, h
′ ≥ h′0 and let τ0 < 0 be as in Lemma 2.5. Let j0 ∈ N
be such that j0 > −τ0 and {v0, j} j≥ j0 ⊂ L
∞(R) be such that
fλ,λ′,h,h′(x,− j) ≤ v0, j(x) ≤ f λ,λ′,h,h′(x,− j) ∀x ∈ R, j0 ≤ j ∈N.
Let v j be the unique solution of (3.2) in R × (− j, τ0) with a = j and v0 = v0, j given by Lemma
3.3. Then the sequence {v j} j≥ j0 has a subsequence {v jl} that converges uniformly in C
2,1(K) for
any compact set K ⊂ R × (−∞, τ0] to a solution v = vλ,λ′,h,h′ ∈ C2,1(R × (−∞, τ0]) of (1.6) in
R × (−∞, τ0] which satisfies (1.26) as l→∞.
If for each j ≥ j0, there exists x0, j ∈ R such that (3.15) holds, then for any τ < τ0 there exists
x0(τ) ∈ R such that (3.16) holds.
If v0, j(x) = f λ,λ′,h,h′(x,− j) for all j ≥ j0, the solution v(x, τ) is a monotone decreasing function
of τ ∈ (−∞, τ0] and for any τ < τ0 there exists x0(τ) ∈ R such that (3.16) holds. Moreover in this
case, v j will converge uniformly in C
2,1(K) for any compact set K ⊂ R × (−∞, τ0] to vλ,λ′,h,h′ as
j→∞.
Furthermore if v0, j(x) = f λ,λ′,h,h′(x,− j) on R and λ = λ
′, then x0(τ) =
h′−h
2
and v(x, τ) is
symmetric with respect to x0 :=
h′−h
2
for any τ < τ0.
Theorem 3.7. Let λ > 1, h ≥ h0, 0 < k ≤ k0 and let τ0 < 0 be as in Lemma 2.5. Let j0 ∈ N be
such that j0 > −τ0 and {˜v0, j} j≥ j0 ⊂ L
∞(R) be such that
fλ,h,k(x,− j) ≤ v˜0, j(x) ≤ f λ,h,k(x,− j) ∀x ∈ R, j0 ≤ j ∈N.
Let v˜ j be the unique solution of (3.2) in R × (− j, τ0) with a = j and v0 = v˜0, j given by Lemma
3.4. Then the sequence {˜v j} j≥ j0 has a subsequence {v jl} that converges uniformly in C
2,1(K) for any
compact set K ⊂ R× (−∞, τ0] to a solution v = vλ,h,k ∈ C2,1(R× (−∞, τ0]) of (1.6) inR× (−∞, τ0]
which satisfies (1.28) as l→∞.
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If for each j ≥ j0, v0, j is monotone increasing on R, then
vx(x, τ) > 0 ∀x ∈ R, τ < τ0.
If v˜0, j(x) = f λ,h,k(x,− j) for all j ≥ j0, the solution v(x, τ) is a monotone decreasing function of
τ ∈ (−∞, τ0] and v j will converge uniformly in C2,1(K) for any compact set K ⊂ R × (−∞, τ0] to
vλ,h,k as j→∞.
Remark 3.8. Existence of solutions of (3.2) for v0(x) = min(vλ,h(x, τ), vλ′,h′(x, τ)) or fλ,λ′,h,h′,k(x,−a)
are also given in [DPKS1] and [DPKS2] respectively. Existence of solution vλ,λ′,h,h′,k of Theorem
3.5 with v0, j(x) = fλ,λ′,h,h′,k(x,− j) is also proved in [DPKS2] and existence of solution vλ,λ′,h,h′ of
Theorem 3.6 with v0, j(x) = min(vλ,h(x,− j), vλ′,h′(x,− j)) is also proved in [DPKS1].
Remark 3.9. Suppose vλ,λ′,h,h′,k, vλ,λ′,h,h′ and vλ,h,k are the solutions of (1.6) in R × (−∞, τ0)
constructed in Theorem 3.5, Theorem 3.6 and Theorem 3.7 by setting v0, j(x) = f λ,λ′,h,h′,k(x,− j),
v0, j(x) = f λ,λ′,h,h′(x,− j) and v˜0, j(x) = f λ,h,k(x,− j) in Theorem 3.5, Theorem 3.6 and Theorem 3.7
respectively. Let v j, v˜ j, be the unique solutions of (3.2) inR× (− j, τ0)with a = j and v0 = v0, j, v˜0, j,
respectively given by Lemma 3.3 and Lemma 3.4. Let j0 ∈N be such that j0 > −τ0.
By (1.25), Lemma 2.2, Theorem 3.5, Theorem 3.6 and Theorem 3.7, we have
vλ,λ′,h,h′,k(x,− j) ≤ f λ,λ′,h,h′,k(x,− j) ≤ v0, j(x) ∀x ∈ R, j > j0
⇒ vλ,λ′,h,h′,k(x, τ) ≤ v j(x, τ) ∀x ∈ R,− j < τ < τ0, j > − j0
⇒ vλ,λ′,h,h′,k(x, τ) ≤ vλ,λ′,h,h′(x, τ) ∀x ∈ R, τ < τ0 as j→∞
and
vλ,λ′,h,h′,k(x,− j) ≤ f λ,λ′,h,h′,k(x,− j) ≤ v˜0, j(x) ∀x ∈ R, j > j0
⇒ vλ,λ′,h,h′,k(x, τ) ≤ v˜ j(x, τ) ∀x ∈ R,− j < τ < τ0, j > − j0
⇒ vλ,λ′,h,h′,k(x, τ) ≤ vλ,h,k(x, τ) ∀x ∈ R, τ < τ0 as j→∞.
Hence (1.27) and (1.29) hold.
Remark 3.10. Let λ > 1, λ′ > 1, h2 ≥ h1 ≥ h0, h′2 ≥ h2 ≥ h0 and 0 < k2 ≤ k1 ≤ k0. Suppose
vλ,λ′,h1,h′1,k1 and vλ,λ′,h2,h′2,k2 are the solutions of (1.6) in R × (−∞, τ0) constructed in Theorem 3.5
by setting v0, j(x) = f λ,λ′,h1,h′1,k1
(x,− j), fλ,λ′,h2,h′2,k2
(x,− j), in Theorem 3.5 respectively. Let v j be the
unique solution of (3.2) in R × (− j, τ0) with a = j and v0 = f λ,λ′,h2,h′2,k2
(x, f (− j)) given by Lemma
3.2. Let j0 ∈N be such that j0 > −τ0. By (1.25), Lemma 2.2 and Theorem 3.5,
vλ,λ′,h1,h′1,k1(x,− j) ≤ f λ,λ′,h1,h′1,k1
(x,− j) ≤ f λ,λ′,h2,h′2,k2
(x,− j) ∀x ∈ R, j > j0
⇒ vλ,λ′,h1,h′1,k1(x, τ) ≤ v j(x, τ) ∀x ∈ R,− j < τ < τ0, j > − j0
⇒ vλ,λ′,h1,h′1,k1(x, τ) ≤ vλ,λ′,h2,h′2,k2(x, τ) ∀x ∈ R, τ < τ0 as j→∞.
and (iv) of Theorem 1.1 follows.
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Theorem 3.11. Let λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0 and let τ0 < 0 be as in Lemma 2.5. Let
V1, V2 ∈ C
2,1(R × (−∞, τ0]), be solutions of (1.6) in R × (−∞, τ0) which satisfies (1.26). Then
V1 = V2 in R × (−∞, τ0].
Proof: Since both V1 and V2 satisfies (1.26),
|V1 − V2| ≤ f λ,λ′,h,h′(x, τ) − fλ,λ′,h,h′(x, τ) in R × (−∞, τ0]. (3.21)
Let τ ≤ τ0 and x(τ) be as in Lemma 2.5. Wefirst claim that f λ,λ′,h,h′(·, τ)− fλ,λ′,h,h′(·, τ) ∈ L
1(R).
To prove the claim we observe that by (1.18) and (2.21) for any x ≤ x(τ),
f λ,λ′,h,h′(x, τ) = vλ,h(x, f (τ)) = O(e
p(x−λ f (τ)+h)) as x→ −∞. (3.22)
On the other hand by (1.18) and (1.19),
fλ,λ′,h,h′(x, τ) =vλ,h(x, f (τ))[1 + vλ,h(x, f (τ))
p−1(vλ′,h′(x, f (τ))
1−p − 1)]−
1
p−1
=vλ,h(x, f (τ))
(
1 −
1
p − 1
vλ,h(x, f (τ))
p−1
(
vλ′,h′(x, f (τ))
1−p − 1
)
+ o(vλ,h(x, f (τ))
p−1)
)
(3.23)
as x→ −∞where f (τ) is given by (1.24). By (1.26), (3.22) and (3.23),
0 ≤ f λ,λ′,h,h′(x, τ) − fλ,λ′,h,h′(x, τ) =
1
p − 1
vλ,h(x, f (τ))
p
(
vλ′,h′(x, f (τ))
1−p − 1
)
+ o
(
vλ,h(x, f (τ))
p)
(3.24)
≤O(vλ,h(x, f (τ))
p) = O(ep
2(x−λ f (τ)+h)) as x→ −∞. (3.25)
Similarly,
0 ≤ f λ,λ′,h,h′(x, τ) − fλ,λ′,h,h′(x, τ) =
1
p − 1
vλ′,h′(x, f (τ))
p
(
vλ,h(x, f (τ))
1−p − 1
)
+ o(vλ′,h′(x, f (τ))
p)
≤O(vλ′,h′(x, f (τ))
p) = O(ep
2(−x−λ′ f (τ)+h′)) as x→∞. (3.26)
By (3.25) and (3.26) f λ,λ′,h,h′(·, τ) − fλ,λ′,h,h′(·, τ) ∈ L
1(R) and the claim follows. Then by
Lemma 2.2,∫
R
|V1(x, τ1) − V2(x, τ1)| dx ≤
∫
R
| f λ,λ′,h,h′(x, τ) − fλ,λ′,h,h′(x, τ)|e
(1−m)(τ1−τ) dx ∀τ < τ1 ≤ τ0
=I1 + I2 (3.27)
where 
I1 =
∫ x(τ)
−∞
| f λ,λ′,h,h′(x, τ) − fλ,λ′,h,h′(x, τ)|e
(1−m)(τ1−τ) dx
I2 =
∫ ∞
x(τ)
| f λ,λ′,h,h′(x, τ) − fλ,λ′,h,h′(x, τ)|e
(1−m)(τ1−τ) dx.
(3.28)
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We will prove that Ii → 0 as τ → −∞ for i = 1, 2. Since vλ′,h′(x, f (τ)) is a monotone
decreasing function of x ∈ R, by Lemma 2.5,
1 > vλ′,h′(x, f (τ)) ≥ vλ′,h′(x(τ), f (τ))→ 1 uniformly on (−∞, x(τ)] as τ→ −∞.
Then (3.23) and (3.24) hold uniformly on (−∞, x(τ)] as τ→ −∞. Now by (1.17) and (2.22)
for any x ≤ x(τ),
−x − λ′ f (τ) + h′ ≥ − x(τ) − λ′ f (τ) + h′ =
(
γλ′ − λ
′p − γλ
p
)
τ +O(1)
= −
(
γλγλ′ + p − 1
pγλ′
)
τ +O(1)→∞ (3.29)
uniformly on (−∞, x(τ)] as τ→ −∞. Hence by (1.19) and (3.29),
vλ′,h′(x, f (τ))
1−p − 1 =
(
1 − Cλ′e
−γλ′ (−x−λ
′ f (τ)+h′)
+ o(e−γλ′ (−x−λ
′ f (τ)+h′))
)1−p
− 1
=(p − 1)Cλ′e
−γλ′ (−x−λ
′ f (τ)+h′)
+ o(e−γλ′ (−x−λ
′ f (τ)+h′)) (3.30)
uniformly on (−∞, x(τ)] as τ→ −∞. By (3.24) and (3.30),
0 < f λ,λ′,h,h′(x, τ) − fλ,λ′,h,h′(x, τ) ≤ Ce
−γλ′ (−x−λ
′ f (τ)+h′) ≤ C′e−γλ′ (−x−λ
′τ+h′) (3.31)
on (−∞, x(τ)] as τ → −∞ for some constants C > 0, C′ > 0. Then by (1.17), (2.22), (3.28)
and (3.31),
I1 ≤ C
∫ x(τ)
−∞
e−γλ′ (−x−λ
′τ+h′) · e−(1−m)τ dx ≤ C′eλ
′γλ′τ−(1−m)τ+γλ′x(τ) ≤ C′′e
γλγλ′
p τ → 0 as τ→ −∞.
(3.32)
Similarly,
I2 → 0 as τ→ −∞. (3.33)
By (3.27), (3.32) and (3.33),∫
R
|V1(x, τ1) − V2(x, τ1)| dx = 0 ∀τ1 ≤ τ0
⇒ V1(x, τ1) = V2(x, τ1) ∀x ∈ R, τ1 ≤ τ0
and the theorem follows. 
Corollary 3.12. Let τ0 < 0 be as in Lemma 2.5. Then the solution vλ,λ′,h,h′ ∈ C2,1(R × (−∞, τ0])
of (1.6) in R × (−∞, τ0) which satisfies (1.26) given by Theorem 3.6 is a continuous function of
λ > 1, λ′ > 1, h ≥ h0, h′ ≥ h′0.
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Proof: Let {(λi, λ′i , hi, h
′
i
)}∞
i=1
⊂ (1,∞) × (1,∞) × [h0,∞) × [h′0,∞) be a sequence such that
(λi, λ′i , hi, h
′
i
) → (λ0, λ′0, h0, h
′
0) as i → ∞ for some (λ0, λ
′
0, h0, h
′
0) ∈ (1,∞) × (1,∞) × [h0,∞) ×
[h′0,∞). For each i ∈ N let vi := vλi,λ′i ,hi,h′i ∈ C
2,1(R × (−∞, τ0]) be the corresponding unique
solution of (1.6) in R × (−∞, τ0) which satisfies (1.26) given by Theorem 3.6 and Theorem
3.11 which satisfies
fλi,λ′i ,hi,h
′
i
(x, τ) ≤ vi(x, τ) ≤ f λi ,λ′i ,hi,h′i
(x, τ) ∀x ∈ R, τ < τ0, i ∈N. (3.34)
Since both fλi,λ′i ,hi,h
′
i
and f λi,λ′i ,hi,h′i
converges uniformly on any compact subset K of R ×
(−∞, τ0] to fλ0,λ′0,h0,h′0 and f λ0,λ′0,h0,h′0
as i → ∞, by (3.34) the equation (1.6) for the sequence
{vi}
∞
i=1
is uniformly parabolic on every compact subset ofR× (−∞, τ0]. Then by Schauder’s
estimates [LSU] the sequence {vi}
∞
i=1
is equi-Holder continuous in C2,1(K) for any compact
set K ⊂ R × (−∞, τ0]. Hence by the Ascoli Theorem and a diagonalization argument the
sequence {vi}
∞
i=1
has a convergence subsequence {vik}
∞
k=1
that converges in C2,1(K) for any
compact K ⊂ R × (−∞, τ0] to a solution v ∈ C
2,1(R × (−∞, τ0]) of (1.6) in R × (−∞, τ0) as
k→∞. Letting i = ik →∞ in (3.34), v satisfies
fλ0,λ′0,h0,h′0(x, τ) ≤ v(x, τ) ≤ f λ0,λ′0,h0,h′0
(x, τ) ∀x ∈ R, τ < τ0, i ∈N. (3.35)
By (3.35) and the uniqueness Theorem 3.11, v = vλ0,λ′0,h0,h′0 inR× (−∞, τ0] where vλ0,λ′0,h0,h′0 is
the unique solution ofR× (−∞, τ0] given by Theorem 3.6 and Theorem 3.11which satisfies
(3.35). Hence vi converges in C
2,1(K) for any compact K ⊂ R× (−∞, τ0] to vλ0,λ′0,h0,h′0 as i→∞
and the corollary follows. 
Theorem 3.13. Let λ > 1, λ′ > 1, h ≥ h0, h
′ ≥ h′0 and let τ0 < 0 be as in Lemma 2.5. For any
0 < k ≤ k0 let vλ,λ′,h,h′,k ∈ C2,1(R × (−∞, τ0]) be a solution of (1.6) in R× (−∞, τ0) constructed in
Theorem 3.5 which satisfies (1.25). Then vλ,λ′,h,h′,k increases and converges uniformly in C
2,1(K)
for any compact subset K of R × (−∞, τ0] to the unique solution vλ,λ′,h,h′ ∈ C
2,1(R × (−∞, τ0]) of
(1.6) in R × (−∞, τ0) which satisfies (1.26) as kց 0.
Proof: By (1.25),
fλ,λ′,h,h′,k0(x, τ) ≤ vλ,λ′,h,h′,k(x, τ) ≤ f λ,λ′,h,h′(x, τ) ∀x ∈ R, τ < τ0, 0 < k ≤ k0.
Hence the equation (1.6) for the family of functions {vλ,λ′,h,h′,k}0<k≤k0 is uniformly parabolic
on every compact subset K ofR× (−∞, τ0]. Then by Schauder’s estimates [LSU] the family
of functions {vλ,λ′,h,h′,k}0<k≤k0 is equi-Holder continuous in C
2,1(K) for any compact subset
K of R × (−∞, τ0]. Hence by Remark 3.10, the Ascoli Theorem and a diagonalization
argument vλ,λ′,h,h′,k increases and converges uniformly in C
2,1(K) for any compact subset K
ofR× (−∞, τ0] to a solution v ∈ C2,1(R× (−∞, τ0]) of (1.6) inR× (−∞, τ0) as kց 0. Letting
k ց 0 in (1.25), v satisfies (1.26). By Theorem 3.11 v = vλ,λ′,h,h′ is the unique solution of
(1.6) in R × (−∞, τ0) which satisfies (1.26). 
We are now ready for the proof of Theorem 1.1, Theorem 1.2 and Theorem 1.3.
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Proof of Theorem 1.1: Existence of solution v = vλ,λ′,h,h′,k ∈ C
2,1(R × (−∞, τ0]) of (1.6) in
R × (−∞, τ0) satisfying (1.25) such that v(x, τ) is a decreasing function of τ < τ0 is proved
in Theorem 3.5. Moreover by Theorem 3.5 and Remark 3.10 we can construct the solution
v = vλ,λ′,h,h′,k such that v also satisfies (ii) and (iv) of Theorem 1.1.
Proof of (i) of Theorem 1.1: Since vλ,h(x, f (τ))→ 1, vλ,h(x, f (τ))→ 1 and ξk(τ)→ 1 for any
x ∈ R as τ→ −∞, we have
fλ,λ′,h,h′,k(x, τ)→ 1 and f λ,λ′,h,h′,k(x, τ)→ 1 ∀x ∈ R as τ→ −∞.
Hence by (1.25) for any x ∈ R, v(x, τ)→ 1 as τ→ −∞ and (i) of Theorem 1.1 follows.
Proof of (iii) of Theorem 1.1: Let d be given by (2.24) and x(τ) be as in Lemma 2.5. Then
d >
p−1
p
. Hence by (1.23) and (i) of Lemma 2.5, there exists constant Cλ,λ′,h,h′ > 0 such that
vλ,h(x(τ), f (τ)) = vλ′,h′(x(τ), f (τ)) = 1 − Cλ,λ′,h,h′e
dτ
+ o(edτ) > ξk(τ) as τ→ −∞. (3.36)
Since
1 − ξk(τ)
p−1
= 1 −
(
1 − ke
p−1
p τ
)p
= kpe
p−1
p τ + o
(
e
p−1
p τ
)
as τ→ −∞,
by (3.36),
max
x∈R
fλ,λ′,h,h′,k(x, τ) ≥ fλ,λ′,h,h′,k(x(τ), τ)
≥(3ξk(τ)
1−p − 2)−
1
p−1 = ξk(τ)
(
1 + 2(1 − ξk(τ)
p−1)
)− 1p−1
as τ→ −∞
=ξk(τ)
(
1 + 2
(
kpe
p−1
p τ + o
(
e
p−1
p τ
)))− 1p−1
as τ→ −∞
=ξk(τ)
(
1 −
2kp
p − 1
e
p−1
p τ + o
(
e
p−1
p τ
))
as τ→ −∞.
(3.37)
By (1.25) and (3.37),
ξk(τ) ≥ v(x0(τ), τ) = max
x∈R
v(x, τ) ≥ ξk(τ)
(
1 −
2kp
p − 1
e
p−1
p τ + o
(
e
p−1
p τ
))
as τ→ −∞
⇒ |v(x0(τ), τ) − ξk(τ)| ≤ O
(
e
p−1
p τ
)
as τ→ −∞
and (iii) of Theorem 1.1 follows.
Proof of (v) of Theorem 1.1: If c > λ, then
vλ,h(x+cτ, f (τ)) = vλ(x+(c−λ−λqe
p−1
p τ)τ+h)→ 0 uniformly on (−∞,A] ∀A ∈ R (3.38)
as τ→ −∞. By (1.25) and (3.38),
0 < v(x + cτ, τ) ≤ f λ,λ′,h,h′,k(x + cτ, τ) ≤ vλ,h(x + cτ, f (τ))→ 0 uniformly on (−∞,A]
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for any A ∈ R as τ→ −∞ and (v)(a) of Theorem 1.1 follows.
If −λ′ < c < λ, then vλ,h(x + cτ, f (τ)) = vλ(x + (c − λ − λqe
p−1
p τ)τ + h)→ 1
vλ′,h′(x + cτ, f (τ)) = vλ′(−x − (c + λ
′
+ λ′qe
p−1
p τ)τ + h′)→ 1
(3.39)
uniformly on any compact subset of R as τ→ −∞. By (1.23), (1.25) and (3.39),
1 ≥ v(x + cτ, τ) ≥ fλ,λ′,h,h′,k(x + cτ, τ)→ 1
uniformly on any compact subset of R as τ→ −∞ and (v)(b) of Theorem 1.1 follows.
If c < −λ′, then
vλ′,h′(x + cτ, f (τ)) = vλ′(−x − (c + λ
′
+ λ′qe
p−1
p τ)τ + h′)→ 0 uniformly on [A,∞) ∀A ∈ R
(3.40)
as τ→ −∞. By (1.25) and (3.40),
0 < v(x + cτ, τ) ≤ vλ′,h′(x + cτ, f (τ))→ 0 uniformly on [A,∞)
for any A ∈ R as τ→ −∞ and (v)(c) of Theorem 1.1 follows.
If c = λ, then
|vλ,h(x + cτ, f (τ)) − vλ(x + h)| =|vλ(x + h − λqτe
p−1
p τ) − vλ(x + h)|
≤‖v′λ‖L∞(R)λq|τ|e
p−1
p τ → 0 uniformly on R as τ→ −∞
(3.41)
and
vλ′,h′(x + cτ, f (τ)) = vλ′(−x − (λ + λ
′
+ λ′qe
p−1
p τ)τ + h′)→ 1 uniformly on (−∞,A] (3.42)
for any A ∈ R as τ→ −∞. Since by (1.23) ξk(τ)→ 1 as τ→ −∞, by (1.25), (3.41) and (3.42),
f λ,λ′,h,h′,k(x + cτ, τ) ≤ vλ,h(x + cτ, f (τ))→ vλ(x + h) uniformly on R as τ→ −∞ (3.43)
and
fλ,λ′,h,h′,k(x + cτ, τ)→ vλ(x + h) uniformly on (−∞,A] ∀A ∈ R as τ→ −∞ (3.44)
By (1.25), (3.43) and (3.44), (v)(d) of Theorem 1.1 follows.
If c = −λ′, then
|vλ′,h′(x + cτ, f (τ)) − vλ′(−x + h
′)| =|vλ′(−x + h
′ − λ′qτe
p−1
p τ) − vλ′(−x + h
′)|
≤‖v′λ′‖L∞(R)λ
′q|τ|e
p−1
p τ → 0 uniformly on R as τ→ −∞
(3.45)
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and
vλ,h(x + cτ, f (τ)) = vλ(x − (λ + λ
′
+ λqe
p−1
p τ)τ + h)→ 1 uniformly on [A,∞) (3.46)
for any A ∈ R as τ→ −∞. By (1.23), (3.45) and (3.46),
fλ,λ′,h,h′,k(x + cτ, τ)→ vλ′(−x + h
′) uniformly on [A,∞) ∀A ∈ R as τ→ −∞ (3.47)
and
f λ,λ′,h,h′,k(x+cτ, τ) ≤ vλ′,h′(x+cτ, f (τ))→ vλ′(−x+h
′) uniformly on R as τ→ −∞. (3.48)
By (1.25), (3.47) and (3.47), (v)(e) of Theorem 1.1 follows.

Proof of Theorem 1.2: By Theorem 3.6, Remark 3.9, Theorem 3.11, Theorem 3.13 and an
argument similar to the proof of Theorem 1.1, there exists a unique solution v = vλ,λ′,h,h′ ∈
C2,1(R × (−∞, τ0]) of (1.6) in R × (−∞, τ0) which satisfies (1.26), (1.27) and (i), (ii), (v) of
Theorem 1.2. By an argument similar to the proof of Remark 3.10, (iv) of Theorem 1.2
holds. Note the (vii) of Theorem 1.2 is proved in Theorem 3.13.
Proof of (iii) of Theorem 1.2: Let x(τ) be as in Lemma 2.5 and x0(τ) be given by (ii) of
Theorem 1.2. By (1.17),
−x(τ) − λ′ f (τ) = −
(
γλγλ′ + p − 1
pγλ′
)
τ +O(1)→∞ as τ→ −∞.
Hence by (1.19) there exists a constant Cλ′ > 0 such that
vλ′,h′(x(τ), f (τ))
1−p − 1 =
(
1 − Cλ′e
−γλ′ (−x(τ)−λ
′ f (τ)+h′)
+ o(e−γλ′ (−x(τ)−λ
′ f (τ)+h′))
)1−p
− 1
=
(
1 − Cλ′e
dτ
+ o(edτ)
)1−p
− 1
=(p − 1)Cλ′e
dτ
+ o(edτ) as τ→ −∞ (3.49)
where d is given by (2.24). By (1.26), (2.23) and (3.49),
vλ,h(x(τ), f (τ)) =max
x∈R
f λ,λ′,h,h′(x, τ)
≥v(x0(τ), τ) = max
x∈R
v(x, τ) ≥ v(x(τ), τ) ≥ fλ,λ′,h,h′(x(τ), τ)
=vλ,h(x(τ), f (τ))
(
1 + vλ,h(x(τ), f (τ))
p−1
(
vλ′,h′(x(τ), f (τ))
1−p − 1
))− 1p−1
=vλ,h(x(τ), f (τ))
(
1 + (p − 1)Cλ′vλ,h(x(τ), f (τ))
p−1edτ + o(edτ)
)− 1p−1
=vλ,h(x(τ), f (τ))
(
1 − Cλ′vλ,h(x(τ), f (τ))
p−1edτ + o(edτ)
)
as τ→ −∞.
Hence ∣∣∣∣∣maxx∈R v(x, τ) − vλ,h(x(τ), f (τ))
∣∣∣∣∣ ≤ (Cλ′ + 1)edτ ≤ Ce p−1p τ as τ→ −∞
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and (iii) of Theorem 1.2 follows.
Proof of (vi) of Theorem 1.2: Since vλ,h(x, f (τ)) converges to 1 uniformly on [A,∞)×[τ1, τ0]
as h → ∞ for any A ∈ R and τ1 < τ0, both fλ,λ′,h,h′(x, τ) and f λ,λ′,h,h′(x, τ) converges to
vλ′,h′(x, f (τ)) uniformly on [A,∞) × [τ1, τ0] for any A ∈ R and τ1 < τ0 as h → ∞. Hence
by (1.26) vλ,λ′,h,h′ converges to vλ′,h′(x, f (τ)) uniformly on [A,∞) × [τ1, τ0] for any A ∈ R
and τ1 < τ0 as h → ∞. The proof of the other case h′ → ∞ then also follows by a similar
argument.

Proof of Theorem 1.3: By Theorem 3.7, Remark 3.9 and an argument similar to the proof of
Theorem 1.1, there exists a solution v = vλ,h,k ∈ C
2,1(R × (−∞, τ0]) of (1.6) in R × (−∞, τ0)
which satisfies (1.28), (1.29) and (i), (ii), (v) of Theorem 1.3. By choosing v0, j = f λ,h,k(x,− j)
in the construction of the solution vλ,h,k in Theorem 3.7 and an argument similar to the
proof of Remark 3.10, we can construct the solution vλ,h,k such that (iv) of Theorem 1.3
holds. Note that (iii) of Theorem 1.3 follows directly from (1.28).
Sinceξk converges to 1uniformlyonR×(−∞, τ0] as k→ 0, both fλ,h,k and f λ,h,k converges
to vλ,h(x, f (τ)) uniformly on every compact subset ofR×(−∞, τ0] as k→ 0. Hence by (1.28),
(vi) of Theorem 1.3 follows.
Since vλ,h(x, f (τ)) converge to 1 uniformly on [A,∞) × [τ1, τ0] as h → ∞ for any A ∈ R
and τ1 < τ0, both fλ,h,k and f λ,h,k converges to ξk uniformly on [A,∞)× [τ1, τ0] as h→∞ for
any A ∈ R and τ1 < τ0. Hence by (1.28) vλ,h,k converges to ξk uniformly on [A,∞)× [τ1, τ0]
as h→∞ for any A ∈ R and τ1 < τ0 and (vii) of Theorem 1.3 follows.
Proof of (viii) of Theorem 1.3: Let vλ,λ′,h,h′,k ∈ C
2,1(R × (−∞, τ0]) be a solution of (1.6) in
R × (−∞, τ0) given by Theorem 1.1 that satisfies (1.25). Then by (1.25),
fλ,λ′,h,h′
0
,k(x, τ) ≤ vλ,λ′,h,h′,k(x, τ) ≤ f λ,h,k(x, τ) ∀x ∈ R, τ < τ0, h
′ ≥ h′0.
Hence the equation (1.6) for the family of ancient solutions {vλ,λ′,h,h′,k}h′≥h′
0
is uniformly
parabolic on every compact subset K ofR× (−∞, τ0]. By the parabolic Schauder estimates
[LSU] the family {vλ,λ′,h,h′,k}h′≥h′
0
is uniformly equi-Holder continuous in C2,1(K) on every
compact subset K of R × (−∞, τ0]. Then by the Ascoli Theorem and (iv) of Theorem 1.1,
the sequence {vλ,λ′,h,h′,k}h′≥h′
0
increases and converges in C2,1(K) for any compact subset K
of R × (−∞, τ0] as h′ → ∞ to a solution v ∈ C2,1(R × (−∞, τ0]) of (1.6) in R × (−∞, τ0) that
satisfies (1.29) with vλ,h,k there being replaced by v. Letting h
′ → ∞ in (1.25), v satisfies
(1.28).

References
[A] S. Angenent, The zero set of a solution of a parabolic equation, J. Reine Angew. Math. 390
(1988), 79–96.
41
[B1] S. Brendle, Convergence of the Yamabe flow for arbitrary energy, J. Differential Geom. 69
(2005), 217–278.
[B2] S. Brendle, Convergence of the Yamabe flow in dimension 6 and higher, Invent. Math. 170
(2007), 541–576.
[CP] X.Y.Chen andP. Pola´cˇik,Asymptotic periodicity of positive solutions of a diffusion equation
on a ball, J. Reine Angew. Math. 472 (1996), 17–51.
[DKS] P. Daskalopoulos, J. King and N. Sesum, Extinction profile of complete non-compact
solutions to the Yamabe flow, arXiv:1306.0859v1.
[DPKS1] P. Daskalopoulos, M. del Pino, J. King and N. Sesum, Type I ancient compact
solutions of the Yamabe flow, Nonlinear Analysis, Theory, Methods and Applications
(to appear), arXiv:1509.08803v1.
[DPKS2] P. Daskalopoulos, M. del Pino, J. King and N. Sesum, New type I ancient compact
solutions of the Yamabe flow, arXiv:1601.05349v1.
[DK] B.E.J. Dahlberg and C. Kenig, Nonnegative solutions of the generalized porous medium
equations 2 (1986), Revista Matema´tica Iberoamericana, 267–305.
[HN] F. Hamel and N. Nadirashvili, Entire solutions of the KPP equation, Comm. Pure and
Applied Math. 52 (1999), 1255–1276.
[H1] S.Y. Hsu, Asymptotic behaviour of solutions of the equation ut = ∆ logu near the extinction
time, Adv. Differential Equations 8 (2003), no. 2, 161–187.
[H2] S.Y. Hsu, Singular limit and exact decay rate of a nonlinear elliptic equation, Nonlinear
Analysis TMA 75 (2012), no. 7, 3443–3455.
[H3] S.Y. Hsu, Some properties of the Yamabe soliton and the related nonlinear elliptic equation,
Calc. Var. Partial Differential Equations 49 (2014), no. 1-2, 307–321.
[Hu] K.M. Hui, Existence of solutions of the equation ut = ∆ logu, Nonlinear Analysis TMA
37 (1999), 875–914.
[LSU] O.A. Ladyzenskaya, V.A. Solonnikov and N.N. Uraltceva, Linear and Quasilinear
Equations of Parabolic Type, Transl. Math. Mono. 23, Amer. Math. Soc., Providence,
R.I., USA, 1968.
[M] H. Matano, Nonincrease of the lap number of a solution for one dimensional semi-linear
parabolic equations, J. Fac. Sci. Univ. Tokyo, Sec. 1A 29 (1982), 401–441.
[PS] M. del Pino and M. Sa´ez, On the extinction profile for solutions of ut = ∆u
(N−2)/(N+2),
Indiana Univ. Math. J. 50 (2001), no. 1, 611–628.
[PV] A.de Pablo and J.L. Vazquez, Travelling waves and finite propagation in a reaction-
diffusion equation, J. Differential Equations 93 (1991), 19–61.
42
[SGKM] A.A. Samarskii, V.A. Galaktionov, S.P. Kurdyumov, A.P. Mikhailov, Blow-up in
quasilinear parabolic equations, Walter de Gruyter, Berlin, 1995.
43
