Emerging resistive random-access memory (ReRAM) has recently been intensively investigated to accelerate the processing of deep neural networks (DNNs). Due to the in-situ computation capability, analog ReRAM crossbars yield significant throughput improvement and energy reduction compared to traditional digital methods. However, the power hungry analog-to-digital converters (ADCs) prevent the practical deployment of ReRAM-based DNN accelerators on end devices with limited chip area and power budget. We observe that due to the limited bitdensity of ReRAM cells, DNN weights are bit sliced and correspondingly stored on multiple ReRAM bitlines. The accumulated current on bitlines resulted by weights directly dictates the overhead of ADCs. As such, bitwise weight sparsity rather than the sparsity of the full weight, is desirable for efficient ReRAM deployment. In this work, we propose bit-slice 1 , the first algorithm to induce bit-slice sparsity during the training of dynamic fixed-point DNNs. Experiment results show that our approach achieves 2× sparsity improvement compared to previous algorithms. The resulting sparsity allows the ADC resolution to be reduced to 1-bit of the most significant bit-slice and down to 3-bit for the others bits, which significantly speeds up processing and reduces power and area overhead.
Introduction
Although the promising performance of Deep neural network (DNN) models have been demonstrated in various real-world tasks [1, 2] , the intensive computing and memory requirements of DNN processing make its deployment extremely difficult , especially on end devices with limited resources and rigid power budget [3, 4] . The challenges of efficient deployment of large DNN models have motivated researches on model compression, including pruning [3, 4] and quantization [5, 6] . Coupled with algorithm development, customized CMOS DNN accelerators are extensively investigated to take full advantage from model compression algorithms. For example, ESE [7] is optimized to achieve high computation efficiency on element-wise sparse DNNs, while DNPU [8] supports low-precision, dynamic fixed-point operations. However, these digital approaches typically require that most of the network weights to be stored off-chip, resulting in a large performance penalty for memory access.
In the meantime, the emerging resistive random-access memory (ReRAM) provides a novel mixedsignal design paradigm. In general, DNN weights are encoded as the ReRAM cell conductance, while the core computing pattern in DNN processing, i.e., massive matrix-vector multiplications, can be executed in-situ in one computing-in-memory (CIM) cycle without moving data back and forth in the memory hierarchy. Indeed, prior ReRAM-based accelerators have demonstrated two orders of magnitude advantages in energy, performance and chip footprint, over their digital counterparts [9, 10] . However, the conversion between digital and analog domains, especially the analog-to-digital converters (ADCs), limit the effectiveness of these CIM designs to a certain extent because they normally account for > 60% power and > 30% area overhead [9] .
We observe that each operand (i.e. weight) is bit-sliced across multiple ReRAM bitlines (located in the same row) due to the limited cell bit density. The accumulated currents on bitlines dictate ADC's bit-resolution, which in turn determines the size and power consumption of the ADCs, as the ADC overhead generally increases exponentially with its resolution [9] . Higher sparsity in each bit-slice is desired to reduce the accumulated currents. Based on this observation, we propose bit-slice 1 , a novel sparsity regularization that applies 1 penalization to all bit-slices of each fixed-point weight elements during training to induce bit-slice sparsity. In contrast to previous approaches which focus on weight-grade sparsity, such finer-grained sparsity distribution achieves balanced sparsity when mapped to practical ReRAM crossbars, resulting in efficient deployment and significantly reduced ADC overhead. In addition, bit-slice sparsity enables new opportunities to effectively exploit sparsity in sparse ReRAM accelerators, as initially demonstrated in [11] .
To evaluate the effectiveness of the proposed method, we apply bit-slice 1 regularization to the training process of a 8-bit dynamic fixed-point DNN. We assume each slice contains two bits because 2 bits/cell is the most common muti-level cell type in current ReRAM technology. Please note that as technology advances, our approach can be easily extended to support more bits per slice. Experiment results shows that bit-slice 1 achieves 2× sparsity improvement compared to previous full-number pruning algorithms. The resulting sparsity allows the ADC resolution to be reduced to 1-bit of the most significant bit-slice and down to 3-bit for the others bits, which significantly speeds up processing and reduces power and area overhead. To the best of our knowledge, this is the first algorithm specifically designed to train DNN models that are friendly for the bit sliced deployment on ReRAM crossbars.
Proposed method
In this section, we first describe the procedure for training a DNN with dynamic fixed-point quantization, which fits the requirement for ReRAM deployment. Then we introduce our bit-slice 1 regularizer, which aims at providing bit-slice sparsity for the ReRAM instead of the sparsity on the full-number weights. Finally, we present the whole training routine of our method as we apply the proposed regularizer to the dynamic fixed-point training process. The training routine and the proposed regularizer is demonstrated in Figure 1 .
Dynamic fixed-point quantization
As observed by Polino et al. [6] , the weight of different layers may have various dynamic ranges. Keeping the dynamic range of each layer is important for maintaining the performance of the model, especially after low-precision quantization [6] . Therefore for each layer, we need to first compute its dynamic range and scale the weight to the range of [0, 1] before applying quantization. Since state-of-the-art ReRAM based accelerators often map negative and positive weight elements to separated crossbars [10] , here we ignore the sign of weight elements and only focus on quantizing their absolute values. The dynamic range of a layer W l is defined as:
where i is the index of each weight element in layer l.
Then we apply uniform quantization to the scaled weight. Considering the scaling factor 2
applied on the weight elements, the quantization step size of a n-bit quantization would be Q step = 2 S(W l )−n , and, the weight element w i l will be quantized to:
This mapping will guarantee all B(w 
Bit-slice L1
After quantization, the quantized weight B(w will be an integer within the range of [0, 3]. The bit-sliced 1 of weight W l is therefore defined as:
Note that the B 1 regularizer takes the full weight W l as input for training. This property enables the regularizer to smoothly fit into the training routine of a dynamic fixed-point DNN.
Training routine
The proposed B 1 regularizer enables us to achieve bit-slice sparsity by training from scratch. Yet we find it would be more efficient in reaching higher sparsity by starting from a pretrained, element-wise sparse model, such as a model trained with the 1 regularizer.
We follow the training procedure proposed in [5] to train the dynamic fixed-point network. Specifically, we keep full precision weights during the training. As shown in Figure 1 , for each step, we first quantize w i l to B(w i l ) as described in Equation (2), then the w i l is replaced with the recovered quantized weight Q(w i l ). We use Q(w i l ) to do the forward pass, compute the cross entropy loss L CE and the penalty of the B 1 regularizer. The gradient is then accumulated to Q(w i l ) with full precision, which will be used as the new w i l for the next step. The update rule for each training step can be formally formulated as (index i is omitted here for clarity):
Experiment results
We test the proposed bit-slice 1 on the MNIST benchmark [12] with a toy model consisting of two linear layers, and on the CIFAR-10 dataset [13] with VGG-11 [1] and ResNet-20 [14] . All the models are implemented and trained in the deep learning framework PyTorch. Table 1 and Table 2 summarize the performance of the proposed bit-slice 1 on MNIST and CIFAR-10, respectively. Note that in these two tables and the rest of this section,B 3 ,B 2 ,B 1 , andB 0 represent the 4 slices of the bit-slice weights, from the most significant to the least significant respectively. The sparsity is computed across the whole model. We take normal 1 regularization as a baseline, which is applied to the full weight. Without regularization,B 3 can be pruned to about 1% non-zero weights, whileB 2 ,B 1 , and especiallyB 0 still have a large amount of non-zero elements, resulting in significant imbalance between the sparsity of bit-slice weights. The element-wise sparsity induced by normal 1 regularization is able to improve bit-slice sparsity; while our bit-slice 1 achieves higher sparsity in all test cases. Bit-slice 1 also mitigates the unbalanced sparsity as shown by the lower standard variance compared to normal 1 's results. These results support that the proposed bit-slice 1 fits better for ReRAM, to which bit-slice sparsity is of great importance. Figure 2 compares the percentage of non-zero bit-slice elements during the training with original 1 and the proposed bit-slice 1 . It can be clearly observed that bit-slice 1 reduces the number of non-zero bit-slices faster than normal 1 regularization from the very beginning, which again proves that bit-slice 1 is a better option for regularizing bit-slice weights.
In simulation, we map the achieved 8-bit weights with bit-slice sparsity onto 4 groups of 128 × 128 ReRAM crossbars (XBs), with each group storing 2 bits of the 8-bit weights. XB 3,2,1,0 store the 2-bit slices from the MSB to the LSB respectively. According to the sparsity level achieved, we can apply ADCs with different resolutions to the 4 groups of XBs. As illustrated in Table 3 , ISAAC [9] needs to use 8-bit ADCs to store the weights without bit-slice sparsity even after ADC optimization. However, with the bit-slice sparsity achieved by bit-slice 1 , we can use 1-bit and 3-bit ADCs instead. According to [15] , the power of ADC is approximately proportional to 2 N /(N + 1) and the sensing time of ADC is directly proportional to N. Here, N denotes the resolution of ADC. Therefore, with bit-slice sparsity, the 1-bit ADC of XB 0 can achieve 28.4× energy saving and 8× sensing time speedup. Meanwhile, the 3-bit ADC can achieve 14.2× energy saving and 2.67× sensing time speedup. From the area perspective, the area of a 6-bit ADC is approximately the half of an 8-bit ADC but the area varies little when the resolution is lower than 6. Thus, with bit-slice sparsity, the ADC can achieve 2× area saving. In conclusion, significant increase in bit-slice sparsity can be achieved with the proposed bit-slice 1 regularizer, which will help reducing the ADC overhead and improve inference speed for ReRAM deployment.
