In this paper, we obtain a (p, ν)-extension of the Whittaker function M κ,µ (z) by using the extended confluent hypergeometric function of the first kind Φ p,ν (b; c; z) introduced in Parmar et al. [J. Classical Anal. 11 (2017) 81-106]. Also, we derive some of the main properties of this function, namely several integral representations, a summation formula, the analogue of Kummer's transformation formula, an asymptotic representation, the Mellin transform, a differential formula and some inequalities.
Introduction and Preliminaries
In recent years several authors [3, 4, 5, 6, 9, 11, 12] have considered extensions of the familiar Gauss and confluent hypergeometric functions and carried out investigations into their basic properties. Since many special functions of interest in mathematical physics and in engineering applications, such as Bessel, Airy and Hermite functions, are particular cases of the confluent hypergeometric function, this last function occupies an important role in the theory of these special functions. It is hoped that generalisations of these hypergeometric functions may find useful application in various applied fields.
The Gauss hypergeometric function F (a, b; c; z) and the confluent hypergeometric function of the first kind Φ(b; c; z) (also denoted by M (b, c, z)) are given by 
In a following paper [4] , Chaudhry et al. employed this extended Beta function to define the extended Gauss hypergeometric function F p (a, b; c; z) and the extended confluent hypergeometric function Φ p (b; c; z). These functions are defined by
where 8) where
In [12] , Parmar et al. further extended the Beta function B(x, y; p) by adding one more parameter ν and considered the function 9) where ℜ(p) > 0, ν ≥ 0 and K ν (x) is the modified Bessel function of order ν These authors also introduced the extensions of F p (a, b; c; z) and Φ p (b; c; z) with the help of B p,ν (x, y) given by:
and
where ℜ(p) > 0, ν ≥ 0. Integral representations of the functions in (1.10) and (1.11) are given by [12, §6] 
where 13) where 
where Φ p (·) is defined in (1.8), which reduces to the ordinary Whittaker function when p = 0. A further extension of the Whittaker function has been made in [8] . Here the exponential factor appearing in Φ p (z) is replaced by exp [−p/t − q/(1 − t)], which reduces to the case in (1.15) when p = q.
In this paper, we consider the (p, ν)-extension of the Whittaker function, which we denote by M (p,ν) κ,µ (z), based on the extended confluent hypergeometric function Φ p,ν (z) defined in (1.11). Our work is motivated in part by the following references ( [1] , [2] , [5] , [6] , [11] ). The (p, ν)-extension of the Whittaker function is defined in Section 2 and some of its basic properties including integral representations and a differential property are given. In Section 3 we obtain the asymptotic behaviour of M (p,ν) κ,µ (z) for z → +∞ and its Mellin transform, together with a related integral, in Section 4. In Section 5 we obtain some inequalities satisfied by our extended Whittaker function. Some concluding remarks are made in Section 6.
The extended Whittaker function and some basic properties
The (p, ν)-extension of the Whittaker function, which we denote by M (p,ν) κ,µ (z), is defined in terms of the extended confluent hypergeometric function of the first kind Φ p,ν (z) in
where ℜ(p) ≥ 0, ν ≥ 0, −π < arg z ≤ π and κ, µ (2µ = −1, −2 . . .) are complex parameters. If we set p = ν = 0, (2.1) reduces to the usual Whittaker function M κ,µ (z).
The above extended Whittaker function satisfies the following differentiation formula:
for n = 0, 1, 2, . . . . This follows immediately from the result [12, (6.9)]
for non-negative integer n, upon noticing that the quantity on the left-hand side of (2.2) is, from (2.1), the nth derivative of the function Φ p,ν (µ − κ + 1 2 ; 2µ + 1; z). An integral representation follows from (2.1) and (1.13) in the form
Alternative representations can be obtained by making the change of variable 4) and t = u/(1 + u) to yield 5) valid under the same conditions as (2.3). A special case of (2.4) is obtained by letting α = −1, β = 1 to find
When ν = 0, we have upon making use of the result K 1 2 (z) = (π/2z) 1/2 e −z , the representation
When p = 0, this last result reduces to the well-known representation for the usual Whittaker function M κ,µ (z) in [10, (13.16 
Theorem 1. When ν = n, where n is a non-negative integer, the following summation formula holds:
where ℜ(p) > 0.
Proof. When ν = n, n = 0, 1, 2, . . . , the modified Bessel function K n+ 
It then follows from (2.3) that
; 2µ + 2k + 1; z) upon evaluation of the integral by means of (1.8). Some straightforward manipulation then yields the result stated in (2.8).
To conclude this section we establish the analogue of the Kummer transformation for M (p,ν) κ,µ (z). we have, provided 2µ is not a negative integer,
Theorem 2. The following Kummer-type transformation holds:
Application of (2.1) again to the right-hand side of this last expression then yields the result stated in (2.9). When p = ν = 0, (2.9) reduces to the standard transformation formula for M κ,µ (z) given in [13, p. 338 ].
The asymptotic behaviour of
We suppose that p > 0, ν ≥ 0 and consider positive values of z (= x). Then the following theorem holds:
, the asymptotic behaviour of the extended Whittaker function is independent of ν to leading order and is given by
where
.
Proof. If we make the substitution t → 1 − t in the integral in (2.3) we find
As x → +∞, the main contribution to the integral comes from the neighbourhood of t = 0, where the Bessel function may be replaced by its asymptotic form [10, (10.25. 3)]
This yields the approximate representation
With the rescaling of the variable t = τ / √ x, we obtain
The phase function ψ(τ ) has a saddle point where ψ ′ (τ ) = 0; that is, at the point τ s = √ p. It is easily verified that the integration path in I(x) is the steepest descent path through the saddle τ s . Application of the saddle-point method [10, (2.4. 15)] as x → +∞ then shows that
where ψ(τ s ) = 2 √ p and ψ ′′ (τ s ) = 2/ √ p. Insertion of the above estimate for I(x) in (3.3) then leads to the result stated in (3.1).
It is possible to extend the above analysis to show that the leading asymptotic form in (3.1) holds for | arg z| < 1 2 π; we omit these details.
Mellin transforms of M
The Mellin transform of a locally integrable function f (x) on (0, ∞) is given by (see, for example, [10, p.29 
which defines an analytic function in its strip of analyticity.
Theorem 4. The following Mellin transform holds:
κ,µ (z) dp = 2 s−1 z Proof. From the fact that K ν+
2 ) as t → 0 and from the asymptotic form (3.2), it is easily seen from (2.1) and the integral (2.3) that
The strip of analyticity of the integral on the left-hand side of (4.2) is therefore ℜ(s) > ν.
From (2.1) and the definition of Φ p,ν (z) in (1.13) we obtain
κ,µ (z) dp = z
; 2µ + 1; z) dp
upon reversal of the order of integration. Application of the result [10, (10.43.19 
after the change of variable w = p/(t(1 − t)) in the inner integral produces
κ,µ (z) dp = 2 s−1 z
Identification of the above integral as a confluent hypergeometric function by (1.5) then yields the right-hand side of (4.2) when ℜ(s) > ν and ℜ(µ ± κ + 1 2 ) > 0.
Theorem 5. Let p > 0, ν ≥ 0 and α > 0, β > 0 be arbitrary parameters satisfying 2α − β ≥ 0. Define the variable χ := 2β/(2α + β), so that 0 < χ ≤ 1. Then
2 ) as x → 0 and, from (3.1), we have M
Hence the integral on the left-hand side of (4.3) converges for ℜ(µ + α + 1 2 ) > 0 and 2α − β ≥ 0.
From (2.1) and (2.3) we have
where χ = 2β/(2α + β) and we have interchanged the order of integration. Provided 0 < χ < 1 and ℜ(µ + α + 1 2 ) > 0, the inner integral can be evaluated by Euler's integral formula ∞ 0 x ρ−1 e −γx dx = γ −ρ Γ(ρ), γ > 0, to find
Finally, identifying the above integral as the extended hypergeometric function F p,ν (z) in (1.12) we obtain the right-hand side of (4.3). The result (4.3) has been established for 0 < χ < 1 (2α − β > 0). As both sides of this equation are analytic functions when χ = 1, the result (4.3) holds by analytic continuation for 0 < χ ≤ 1; that is, for 2α − β ≥ 0.
Corollary. If we set β = 2α in (4.3), we find
Use of the evaluation [12, Eq. (6.13)] 
Proof. From [7, (5. 3)], we have the bound for the modified Bessel function given by
With ζ = p/(t(1 − t)) and t ∈ (0, 1) we therefore find, for ℜ(p) > 0,
For ease of presentation we shall suppose that κ and µ are real and that µ ± κ + 1 2 > 0. Then, from (2.3), it follows that .
(5.2)
Proof. We have for x > 0 and t ∈ (0, 1)
(xt) j j! (n = 0, 1, 2, . . .).
Then, since K ν+ 2 ) upon use of (1.9). This completes the proof.
When n = 0, we obtain the simple lower bound .
(5.3)
Concluding remarks
We have given the (p, ν)-extension of the Whittaker function of the first kind, which we denote by M (p,ν) κ,µ (z), by using a similarly extended confluent hypergeometric function introduced in [12] . This involves the use of the classical Beta function extended by the introduction in its integral representation of the modified K-Bessel function of order ν + 
