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Abstract
In this paper, the tropical differential Gro¨bner basis is studied, which is a natural generalization
of the tropical Gro¨bner basis to the recently introduced tropical differential algebra. Like the
differential Gro¨bner basis, the tropical differential Gro¨bner basis generally contains an infinite
number of elements. We give a Buchberger style criterion for the tropical differential Gro¨bner
basis. For ideals generated by homogeneous linear differential polynomials with constant coef-
ficients, we give a complete algorithm to compute the tropical differential Gro¨bner basis.
1 Introduction
The Gro¨bner basis of a polynomial ideal is a basic tool in computational algebra, which is designed
over coefficient fields or rings with trivial valuations. In [5], Chan and Maclagan introduced an
algorithm to compute tropical Gro¨bner bases for polynomial ideals, where the coefficient field has a
non-trivial valuation. Tropical Groo¨bner bases can be used to compute tropical varieties in tropical
algebraic geometry, when the base field has a nontrivial valuation, such as Qp. Please refer to [2, 9]
for a detailed introduction to tropical geometry. In [14], algorithms to compute the tropical Gro¨bner
basis for modules over polynomial rings were given. In [16], F5 style algorithms to compute tropical
Gro¨bner bases were given. In [11], it was shown that certain computation of tropical varieties over
fields with non-trivial valuations can be done with standard Gro¨bner basis in certain cases.
Grigoriev initiated the study of tropical differential algebra by designing a polynomial-time al-
gorithm to compute the solution of a system of tropical linear differential equations in one variable
[6]. In [1], Aroca, Garay, and Toghani proved the fundamental theorem for tropical differential
algebraic geometry when the solutions under consideration are univariate power series. More pre-
cisely, they proved that trop(Sol(I)) = Sol(trop(I)) for a differential ideal I, which means that
I has a univariate power series with support φ as a solution if and only if φ is a solution of the
tropicalization of I. As a consequence, a differential polynomial ideal I has a power series solution
with support S ∈ P(N)n if and only if the set of the corresponding initials {inS(f) : f ∈ I} is mono-
mial free[1]. Therefore, the tropical differential Gro¨bner basis can be used to compute differential
tropical varieties and to decide whether a differential polynomial ideal has a solution with a given
support. Similar to the algebraic case, tropical differential algebraic geometry can be considered as
the abstract generalization of the methods of computing the power series solutions of differential
equations by comparing the terms with the lowest degree [3, 15, 7].
In this paper, we define the concept of tropical differential Gro¨bner basis for differential polyno-
mial ideals over differential fields with a differential valuation and prove some of its basic properties,
which can also be considered as the generalization of the differential Gro¨bner basis [4, 12] to the
tropical case. Like the differential Gro¨bner basis [4, 12], the tropical differential Gro¨bner basis
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generally contains an infinite number of elements. We give a lower bound for the number of differ-
entiations in order to compute the tropical differential Gro¨bner basis and give a partial Buchberger
style algorithm. For ideals generated by homogeneous linear differential polynomials with constant
coefficients, we give a complete algorithm to compute the tropical differential Gro¨bner basis when
the support is sNn for s ∈ N. The main technique contribution is to give an upper bound for the
number of differentiations in order to compute the finite tropical differential Gro¨bner basis.
The rest of this paper is organized as follows. In section 2, we define the concept of tropical
basis for a differential polynomial ideal. In section 3, we define the concept of and tropical Gro¨bner
basis for a differential polynomial ideal and give a partial Buchberger style algorithm. In section
4, we give an algorithm for computing a tropical Gro¨bner basis of a differential ideal generated by
homogeneous linear differential polynomials with constant coefficients.
2 Differential tropic basis
Similar to the algebraic case, tropical differential Gro¨bner bases can be considered as differential
Gro¨bner bases over a differential field with valuations.
Definition 2.1 ([13]). Let F be an ordinary differential field of characteristic zero with a differential
operator δ, C its subfield of constants. A differential valuation of F is a valuation v of F that is
trivial on C and such that A = {x : v(x) ≥ 0} and M = {x : v(x) > 0} are respectively its valuation
ring and maximal ideal, then A = C +M and a ∈ A, nonzero b ∈M implies δ(a)b/δ(b) ∈M .
Let R = C[[t]], where C is an algebraically close field of characteristic zero and δc = 0 for any
c ∈ C. We denote F = Frac(R) the quotient field of R. For simplicity, we will work with the field
F . The results of this paper are correct over general differential fields with valuations.
We define a mapping val : F \ {0} → N. Let φi =
∑
j∈N aijt
j ∈ R, i = 1, 2. The support of
φi is defined to be Supp(φi) := {j ∈ N : aij 6= 0}. Then val(
φ1
φ2
) is defined to be min Supp(φ1) −
min Supp(φ2). We add val(0) = +∞. The mapping val has two simple properties: val(ab) =
val(a) + val(b) and val(a+ b) ≥ min{val(a), val(b)}. So val is a valuation of F .
For φ = φ1
φ2
∈ F , write φ as a Laurent series φ = cst
s+ cs+1t
s+1+ · · · . Then we have val(φ) = s.
We denote φ¯ = cst
s and lc(φ) = cs.
Lemma 2.2. val is a differential valuation of F .
Proof. It is easy to see that A = {x : val(x) ≥ 0} = {
∑∞
i=0 cit
i : ci ∈ C} and M = {x : val(x) >
0} = {
∑∞
i=1 cit
i : ci ∈ C}. So A = C + M holds. Let a =
∑∞
i=0 ait
i and b =
∑∞
j=d bdt
j with
d ≥ 1 and bd 6= 0. So val(a
′) ≥ 0, val(b) = d and val(b′) = d − 1. Then by the definition of val,
val(a′b/b) = val(a′) + val(b)− val(b′) ≥ 1, which implies that a′b/b ∈M .
Let Y = {y1, y2, . . . , yn} be a set of differential indeterminates and F{Y} the differential poly-
nomial ring in Y over F . Set ΘY = {δjyi : i = 1, . . . , n, j ∈ N}. For f1, . . . , fr in F{Y}, we
denote (f1, . . . , fr) and [f1, . . . , fr] to be the algebraic ideal and the differential ideal generated by
f1, . . . , fr, respectively. For f ∈ F{Y}, if yi appears in f , the order of f in yi is defined to be
the maximal j such that δjyi occurs in f , denoted by ord(f, yi). If yi does not appear in f , set
ord(f, yi) = −∞. The order of f is defined as ord(f) = max1≤i≤n{ord(f, yi)}.
A differential monomial in Y of order less than or equal to r is an expression of the form
EM :=
∏
1≤i≤n,0≤j≤r
y
Mij
ij , (1)
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where yij = δ
j(yi) and M = (Mij)1≤i≤n,0≤j≤r ∈ Mn×(r+1)(N), which is the set of all matrix of size
n× (r+1) with elements in N. The set of all differential monomials in Y is denoted by MY. With
the above notation, a differential polynomial P ∈ F{Y} of order r is a finite F-linear combination
of differential monomials with order ≤ r:
f =
∑
M∈Mn×(r+1)(N)
cMEM . (2)
We always assume cM 6= 0.
Denote P(N) to be the power set of N.
Definition 2.3. Let S ∈ P(N). Define a mapping ValS : N→ N∪{∞} as follows: ValS(j) := s− j
if S ∩ N≥j 6= ∅, where s = min{α ∈ S : α ≥ j}; ValS(j) :=∞ if S ∩N≥j = ∅.
Definition 2.4. Let S = (S1, . . . , Sn) ∈ P(N)
n. We define a mapping ValS :MY → N∪{∞} given
by ValS(EM ) =
∑n
i=1
∑r
j=0MijValSi(j), where EM is of the form in (1).
Let S = (S1, . . . , Sn) ∈ P(N)
n and f be of the form in (2). Define Valf = min{val(cM ) +
ValS(EM )}. Then the initial of f with respect to S is defined to be
inS(f) =
∑
val(cM )+ValS(EM )=Valf
cMEM ∈ F{Y}. (3)
Note that inS(f) =∞ if and only if ValS(EM ) = 0 for all cM 6= 0.
Definition 2.5. The initial ideal of a differential ideal I ⊂ F{Y} with respect to S is
inS(I) = (inS(f) : f ∈ I) ⊂ F{Y}. (4)
Note that inS(I) is an algebraic ideal. The following lemma gives the motivation for the defini-
tion. Let y¯ = (y1, · · · , yn) ∈ R
n. Denote trop(y¯) = (Supp(y1), · · · ,Supp(yn)) ∈ P(N)
n. By [1], y¯ is
a solution of I if and only if {introp(y¯)(f) : f ∈ I} contains no monomials.
Lemma 2.6. Let S ∈ P(N)n. Then the set {inS(f) : f ∈ I} contains no monomials if and only if
inS(I) contains no monomials.
Proof. The sufficiency is obvious. It suffices to prove that if inS(I) has a monomial, then {inS(f) :
f ∈ I} has a monomial. Suppose that M =
∑l
i=1 giinS(fi) ∈ inS(I) ∩MY with ValS(M) = a,
where fi ∈ I and gj ∈ F{Y}. If we write gi as gi =
∑li
j=0 gij , where every term in gij is of value
j, then M can be represented as M =
∑l
i=1 gi,a−Val
S
(fi)
inS(fi). So f =
∑l
i=1 gi,a−Val
S
(fi)
fi =∑l
i=1 gi,a−Val
S
(fi)
inS(fi)+
∑l
i=1 gi,a−Val
S
(fi)
(fi− inS(fi)). Since ValS(gi,a−Val
S
(fi)
(fi− inS(fi))) >
ValS(gi,a−Val
S
(fi)
(fi)) = a = ValS(M), we have inS(f) =M ∈ {inS(f) : f ∈ I}.
Definition 2.7. For S ∈ P(N)n and a differential ideal I ⊂ F{Y}, a set G ⊂ I is called tropical
basis for I with respect to S if inS(I) = (inS(δ
ig) : g ∈ G, i ∈ N).
The concepts of tropical bases and tropical initials are quite different from their algebraic and
differential counterparts. In the following, we use four examples to illustrate sone of the key
distinctions.
The following example shows that inS(δf) is generally not equal to δ(inS(f)).
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Example 2.8. Let S = {0, 2, 4} and f = yy′′ + y′ ∈ F{y}. Then δf = y′y′′ + yy′′′ + y′′. We have
inS(δf) = y
′′, inS(f) = yy
′′ and δ(inS(f)) = yy
′′′ + y′y′′, which are not equal.
The following example shows that [inS(f) : f ∈ I] may contain more monomials than inS(I),
which further justifies the definition of inS(I).
Example 2.9. Let f = ty′′ − 3ty′ + 3y − 3, I = [f ], and S = {0, 1, 3}. It is easy to verify that
y˜ = at2 + bt + 1 is a generic zero of f , where a and b are arbitrary constants. So inS(I) has no
monomials. But inS(f) = 3y − 3 implies y
′ ∈ [inS(f) : f ∈ I].
The following example shows that a tropical basis of I may not a generating basis for I.
Example 2.10. Let S = {1, 3, 5, 7, . . .} and I = [y]. Then inS(I) = (y, y
′, y′′, · · · ). Let g = y+ ty′.
Then δ2ig = (2i + 1)δ2iy + tδ2i+1y and inS(δ
2ig) = δ2ig, δ2i+1g = (2i + 2)δ2i+1y + tδ2i+2y and
inS(δ
2i+1g) = δ2i+1y for i ∈ N. So (inS(δ
jg) : j ∈ N) = (y, y′, y′′, · · · ) = inS(I), which implies that
{g} is a tropical basis of I but I 6= [g].
The following example shows that a linear differential polynomial f may not be a tropical basis
of [f ] and the tropical basis of [f ] may consist more than one polynomials.
Example 2.11. Let S = 4N, f = δ4y + y′′ + y′, and I = [f ] ⊂ F{y}. Then for n ∈ N,

δ4nf = δ4n+4y + δ4n+2y + δ4n+1y,
δ4n+1f = δ4n+3y + δ4n+2y + δ4n+5y,
δ4n+2f = δ4n+4y + δ4n+3y + δ4n+6y,
δ4n+3f = δ4n+4y + δ4n+7y + δ4n+5y,
(5)
and 

inS(δ
4nf) = δ4n+4y,
inS(δ
4n+1f) = δ4n+3y,
inS(δ
4n+2f) = δ4n+4y,
inS(δ
4n+3f) = δ4n+4y,
(6)
So [inS(δ
if) : i ∈ N] = (δ4(n+1)y, δ4n+3 : n ∈ N). But g = 3y′′+δ9y+2y′ = 2f+δ5f+f ′−f ′′−f ′′′ ∈
[f ] and inS(g) = 3y
′′ /∈ (δ4(n+1)y, δ4n+3 : n ∈ N). In fact, {f, g, δ6y − 2y′′ − δ5y − y′, δ13y − 2δ9y +
5δ5 − y′} is a tropical differential Gro¨bner basis of I with respect to S, which can be computed by
the algorithm Tr-DGB in section 4.
3 Tropical differential Gro¨bner basis
3.1 Tropical differential Gro¨bner basis
Definition 3.1. Let ≺ be a total ordering on the set MY of monomials of F{Y}. The order ≺ is
said to be an admissible monomial ordering if for M,N,U ∈ MY
• 1 ≺M for M 6= 1,
• M ≺ N implies UM ≺ UN ,
• M ≺ the maximal monomial in δM , for M 6= 1,
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• M ≺ N implies the maximal monomial in δM ≺ the maximal monomial in δN .
If ≺ is admissible, we denote by lm≺(P ) the maximal monomial in P , called the leading mono-
mial, and by lc≺(P ) the coefficient of lm≺(P ) in P , called the leading coefficient. Set lt≺(P ) =
lc≺(P )lm≺(P ), which is called the leading term of P.
In the rest of this section, let S ∈ P(N)n and ≺ be an admissible monomial ordering. For
f ∈ F{Y} and S ∈ P(N)n, if lt≺(inS(f)) = cEM , we denote by lmS(f) = EM and by lcS(f) the
coefficient of EM in f . Set ltS(f) = lcS(f)lmS(f). Note that lcS(f) ∈ F .
Definition 3.2. A subset G of a differential ideal I is called tropical differential Gro¨bner basis of
I if G is a basis of I and lmS(I) := (lmS(f) : f ∈ I) = (lmS(δ
ig) : i ∈ N, g ∈ G).
From Example 2.11, we can see that f is a differential Gro¨bner basis of [f ], which may not be
a tropical differential Gro¨bner basis.
Lemma 3.3. A tropical differential Gro¨bner basis G of I with respect to S is a tropical basis with
respect to S.
Proof. It suffices to show that for any f ∈ I, inS(f) ∈ inG = (inS(δ
kg), g ∈ G, k ∈ N). Since G is a
tropical differential Gro¨bner basis of I, for any f ∈ I, we have lmS(f) ∈ (lmS(δ
ig) : i ∈ N, g ∈ G).
Then there exists an i ∈ N, g ∈ G and a term T such that lmS(f) = T lmS(δ
ig). So h = f−Tδig ∈ I.
If inS(f) − T inS(δ
ig) = 0, we already have inS(f) ∈ inG. Suppose inS(f) − T inS(δ
ig) 6= 0.
Then inS(h) = inS(f) − T inS(δ
ig) and the valuation of each term in inS(h) is equal to that of
inS(f) and inS(h) ≺ inS(f). Repeating the above process to h, inS(f) =
∑N
i=1 TiinS(gi) for some
gi ∈ {δ
jg : i ∈ N, g ∈ G} and N ∈ N. The lemma is proved.
Definition 3.4. We extend the mapping ValS into F{Y}: ValS(f) = val(lcS(f)) + ValS(lmS(f)),
f ∈ F{Y}.
Lemma 3.5. For f, g ∈ F{Y} and S ∈ P(N)n, ValS(f + g) ≥ min{ValS(f),ValS(g)}.
Proof. Let f = lcS(f)lmS(f) + · · · and g = lcS(g)lmS(g) + · · · . Then f + g = lcS(f)lmS(f) +
lcS(g)lmS(g) + · · · .
If ValS(f) = ValS(g) and lmS(f) = lmS(g), then val(lcS(f)) = val(lcS(g)). So ValS(f + g) ≥
ValS(f) = ValS(g).
If ValS(f) = ValS(g) and lmS(f) ≺ lmS(g), then lcS(f + g)lmS(f + g) = lcS(g)lmS(g). So
ValS(f + g) = ValS(g).
If ValS(f) 6= ValS(g) and lmS(f) = lmS(g), then val(lcS(f)) 6= val(lcS(g)), which implies
lcS(f+g) = lcS(f)+lcS(g) and lmS(f+g) = lmS(f) = lmS(g). By the property of val, ValS(f+g) ≥
min{ValS(f),ValS(g)}.
If ValS(f) 6= ValS(g) and lmS(f) 6= lmS(g), then lmS(f + g) = lmS(f) and val(lcS(f +
g)) ≥ val(lcS(f)) or lmS(f + g) = lmS(g) and val(lcS(f + g)) ≥ val(lcS(g)). So ValS(f + g) ≥
min{ValS(f),ValS(g)}.
A differential polynomial f is called homogeneous if it is a homogeneous polynomial in the
variables ΘY. Note that this is different from differentially homogenous [8].
Definition 3.6. Fix homogeneous differential polynomials f, g ∈ F{Y}, S ∈ P(N)n and an admis-
sible monomial ordering ≺. Write f = lcSlmS(f) + · · · and g = lcS(g)lmS(g) + · · · . Then f ≺S g
if ValS(f) < ValS(g) or ValS(f) = ValS(g) and lmS(g) ≺ lmS(f). In addition we set f ≤ 0 for all
nonzero f .
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Let ≺ be an admissible monomial ordering and S ∈ P(N)n. Given two homogeneous differential
polynomials f, g ∈ F{Y}, if there is no monomial in f which is a multiple of lmS(g), we say f is
S-reduced w.r.t. g. If there is no monomial in f which is a multiple of lmS(δ
ig), we say f is
S-differentially reduced w.r.t. g. The following algorithm computes the “normal” form of f w.r.t.
a set of differential polynomials.
Algorithm: Differential Reduction
Input: N ∈ N> 0, homogeneous differential polynomials g1, . . . , gt, f in F{Y}, S ∈ P(N)
n and an
admissible monomial ordering ≺.
Output: Fail or differential polynomials hij , r ∈ F{Y} satisfying
f =
t∑
i=1
N∑
k=0
hikδ
kgi + r,
where f S hijδ
jgi, for j ∈ N, 1 ≤ i ≤ n, and f S r. Besides, r is S-differentially reduced w.r.t.
g1, . . . , gt.
1. Let hik = 0, i = 1, . . . , t and k ∈ N, r = f , k = 0.
2. While k ≤ N and r is not S-differentially reduced w.r.t. g1, . . . , gt
2.1 Let j ∈ N such that lmS(δ
jgi) divides lmS(r).
2.2 Let pij = ltS(r)/ltS(δ
jgi), hij = hij + pij and r = r − pijδ
jgi.
2.3 k = k + 1.
3. Output the nonzero hij and r.
The output r of the above algorithm is also called the S-differential normal form of f w.r.t.
G = {g1, . . . , gt} and we denote f
G
−−−→
diffS
r.
In [5], in order to make the reduction process terminating, the polynomials obtained in previous
procedure can be used to reduce the current one. But in differential case, the reduction procedure
may not terminate even adopting the strategy. So, we force to algorithm to stop after N steps.
Example 3.7. Let S = N and ≺ be an admissible monomial ordering in C(t){y}. f = y+ t2y′ and
g = y + ty′ are two differential polynomials in C(t){y}. Use {g, δg, . . .} to reduce f and we have
f
g
−→
S
(t− 1)ty′
δg
−→
S
−12(t− 1)t
2y′′
δ2g
−−→
S
1
6 (t− 1)t
3y′′′
δ3g
−−→
S
· · · . We can see that 1
i!(t− 1)t
iy(i) can not
be used to reduce 1
m!(t− 1)t
my(m) for i < m and this reduction does not terminate.
Let S = (S1, . . . , Sn) = ({s11, s12, . . . }, . . . , {sn1, sn2, . . . }) ∈ P(N)
n. Denote
gap(S) = max{sij+1 − sij : i = 1, . . . , n, j ∈ N}
and we call gap(S) the gap of S. We show that the Differential Reduction algorithm terminates for
homogeneous differential polynomials if their coefficients are constant and the gap of S is bounded.
Lemma 3.8. Let the gap of S be bounded by N0. For homogeneous differential polynomials G and
f with constant coefficients, the algorithm Differential Reduction terminates.
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Proof. Since the gap of S is bounded by N0, for any δ
iyj, ValSj(δ
iyj) ≤ N0. So for a homogeneous
differential polynomial f of degree d in C{Y}, ValS(f) ≤ dN0. Since the degree of the differential
polynomial r in the reduction process has degree at most d = deg(f), the valuations of all r in the
process are bounded by dN0. Denote the polynomial r in loop i by ri. Since the coefficients are
constants, if the algorithm does not terminate, then there exists an c ∈ N such that ValS(rc) =
ValS(rc+1) = . . . and lmS(rc) ≻ lmS(rc+1) ≻ · · · , which contradicts to the property of admissible
monomial ordering.
Lemma 3.9. Let G be a tropical differential Gro¨bner basis of I with respect to S ∈ P(N)n. Then
for f ∈ I, we have f
G
−−−→
diffS
0.
Proof. If the algorithm terminates and f
G
−−−→
diffS
r 6= 0, then r ∈ I. So there exists g ∈ G and i ∈ N
such that lmS(r) is a multiple of lmS(δ
ig), which contradicts the algorithm.
We can study tropical differential Gro¨bner basis of a differential ideal from the point view of
algebra.
Let F [Y(o)] = F [y1, . . . , yn, δy1, . . . , δyn, . . . , δ
oy1, . . . , δ
oyn]. Given S = (S1, . . . , Sn) ∈ P(N)
n,
set
w(o) = (ValS1(y1), . . . ,ValSn(yn),ValS1(δy1), . . . ,ValSn(δyn),
. . . ,ValS1(δ
oy1), . . . ,ValSn(δ
oyn)),
which is a vector in N(o+1)n. Note that inS(f) = inw(o)(f) for f ∈ F{Y}
⋂
F [Y(o)].
Let G = {g1, . . . , gm} ⊆ F{Y} be a set of homogeneous differential polynomials, S ∈ P(N)
n
and ≺ be an admissible monomial ordering. Set G(o) = {g1, . . . , gm, . . . , δ
og1, . . . , δ
ogm} for o ∈ N
and G∞ =
⋃∞
i=0G
(i). Then there exists the smallest number l ∈ N such that we can regard G(o) as
a set of polynomials in the ring F [Y(l)]. Then we can use the method in [5] to compute a Gro¨bner
basis G(o) for the ideal (G(o)) in F [Y(l)] with respect to w(l).
Proposition 3.10. Using the above notation, G =
⋃∞
i=0 G
(i) is a tropical differential Gro¨bner basis
for [G] with respect to S.
Proof. First, G is a basis of [G]. For f ∈ [G], there existN,M ∈ N such that f ∈ (G(N)) ⊆ F [Y(M)].
Then by the proof of Algorithm 2.9 in [5], lmw(M)(f) ∈ (lmw(M)(g) : g ∈ G
(N)). So lmS(f) =
lmw(M)(f) ∈ (lmw(M)(g) : g ∈ G
(N)) = (lmS(g) : g ∈ G
(N)) ⊆ (lmS(δ
ig) : g ∈ G, i ∈ N).
3.2 Buchberger style criterion for tropical differential Gro¨bner basis
As in the algebraic case, we can use the normal form algorithm to compute a Gro¨bner basis using
the Buchberger algorithm. Let S ∈ P(N)n and f and g be two differential polynomials in F{Y}.
We define the tr-S-polynomial of f and g with respect to S to be
tr-S(f, g) = lcS(g)
lcm(lmS(f), lmS(g))
lmS(f)
f − lcS(f)
lcm(lmS(f), lmS(g))
lmS(g)
g.
Then we can use the tr-S-polynomial to obtain the tropical differential Gro¨bner basis. The difference
of the proof of following theorem with that of algebraic case is that the indeterminates is infinite.
For a, b ∈ N, denote ⌊a, b⌋ to be {a, a + 1, . . . , b− 1, b}.
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Theorem 3.11. Let G = {g1, . . . , gt} be a set of homogeneous differential polynomials in F{Y},
S ∈ P(N)n. If tr-S(δlgi, δ
kgj) is differentially reduced to zero by G for any i, j ∈ ⌊1, t⌋ and l, k ∈ N,
then G is a tropical differential Gro¨bner basis of [G] with respect to S.
Proof. We prove that lmS(f) ∈ (lmS(δ
igj)) : j = 1, . . . , t, i ∈ N) for any homogeneous differential
polynomial f ∈ [G]. If on the contrary, f ∈ [G] is a homogenous differential polynomial in F{Y}
with lmS(f) /∈ (lmS(δ
igj) : j = 1, . . . , t, i ∈ N). We can write f =
∑t
i=1
∑N
j=0 aijδ
jgi for some N ∈
N, for some homogenous differential polynomials aij . By Lemma 3.5, ValS(f) ≥ min{ValS(aijδ
jgi)},
then we can assume that min{ValS(aijδ
jgi)} is maximal over representation of f . For simplicity,
we write f =
∑t
i=1
∑N
j=0 aijδ
jgi =
∑k
i=1 bifi, where fi is some δ
jgi and bk is corresponded to
aij . After renumbering we may assume that min(ValS(bifi))) = ValS(bifi)) for 1 6 i 6 d and in
addition lmS(bifi) = lmS(b1f1) for 1 6 i 6 d
′ 6 d with lmS(b1f1) the largest lmS(bifi) for i 6 d.
We may further assume that d′ is as small as possible among descriptions achieving the maximum.
Since lmS(bifi) = lmS(bi)lmS(fi) ∈ (lmS(δ
igj) : j = 1, . . . , t, i ∈ N), val(lcS(b1f1 + . . . + bd′fd′)) >
min(val(lcS(bifi))) for i = 1, . . . , d
′. Thus d′ ≥ 2. Because in the representation of f ,N can be choose
as big as possible, we can write tr-S(f1, f2) =
∑k
i=1 hifi with hifi  tr-S(f1, f2) by hypothesis.
Then
f =
k∑
i=1
bifi
=
k∑
i=1
bifi −
lcS(b1f1)lmS(b1f1)
lcS(f1)lcS(f2)lcm(lmS(f1), lmS(f2))
(tr-S(f1, f2)−
k∑
i=1
hifi)
= (b1 −
lcS(b1f1)lmS(b1f1)
lcS(f1)lmS(f1)
+
lcS(b1f1)lmS(b1f1)
lcS(f1)lcS(f2)lcm(lmS(f1), lmS(f2))
h1)f1
+ (b2 +
lcS(b1f1)lmS(b1f1)
lcS(f2)lmS(f2)
+
lcS(b1f1)lmS(b1f1)
lcS(f1)lcS(f2)lcm(lmS(f1), lmS(f2))
h2)f2
+
k∑
i=3
(bi +
lcS(b1f1)lmS(b1f1)
lcS(f1)lcS(f2)lcm(lmS(f1), lmS(f2))
hi)fi
=
k∑
i=1
b˜ifi,
where b˜i is defined to be the polynomial multiplying fi in the previous line. By construction b˜1 ≻ b1
and b˜i ≻ bi for all i ≥ 2. Thus we have a new representation of f with either min{ValS(b˜ifi)} larger
or this minimum the same and d′ smaller, which contradicts our assumptions on the respective
maximality and minimality of these quantities. So we prove the claim.
Let f, g ∈ F{Y}. If gcd(lmS(f), lmS(g)) = 1, then we can give the following lemma which is
similar to the algebraic Gro¨bner basis.
Lemma 3.12. If f, g ∈ F{Y} satisfy gcd(lmS(f), lmS(g)) = 1, then tr-S(f, g)
{f,g}
−−−→
S
0.
Proof. Assume on the contrary that tr-S(f, g)
{f,g}
−−−→
S
h 6= 0. Then h = pf − qg for some p, q ∈
F{Y}. By Lemma 3.5, valS(h) ≥ min{valS(pf), valS(qg)}. If valS(h) > min{valS(pf), valS(qg)},
then valS(pf) = valS(qg) and lmS(pf) = lmS(qg). Because gcd(lmS(f), lmS(g)) = 1, there is
M ∈ M such that lmS(p) = M lmS(g) and lmS(q) = M lmS(f). Let p¯ = p −
lc(lc
S
(p))
lc(lc
S
(g))
Mg and
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q¯ = q −
lc(lc
S
(q))
lc(lc
S
(f))
Mf . Then h = p¯f − q¯g and valS(p¯f) > valS(pf), valS(q¯g) > valS(qg). If
valS(h) > min{valS(p¯f), valS(q¯g)}, then repeating the above process and obtain an expression for
h with h = p′f − q′g and valS(h) = min{valS(p
′f), valS(q
′g)}.
Without loss of generality, we assume that valS(h) = valS(p
′f) ≤ valS(q
′g). Suppose lmS(h) ≺
lmS(p
′f). Then ltS(p
′f) = ltS(q
′g), which implies valS(p
′f) = valS(q
′g). Since gcd(lmS(f), lmS(g)) =
1, one see that there exists u ∈ M such that lmS(p
′) = ulmS(g) and lmS(q
′) = ulmS(f). Let
p¯′ = p′ − lcS(p
′)/lcS(g)ug and q¯
′ = q′ − lcS(q
′)/lcS(f)uf . Then h = p¯
′f − q¯′g. We can see that
valS(h) = min{valS(p¯
′f), valS(q¯
′g)}, p¯′ ≺ p′ and q¯′ ≺ q′. If lmS(p¯
′f) or lmS(q¯
′g) is higher than
lmS(h), then we repeat the above process and obtain an expression for h with h = p˜f − q˜g, where
lmS(h) is equal to either lmS(p˜f) or lmS(q˜g). This implies that lmS(h) is a multiple of lmS(f)
or lmS(g), which is a contradiction to the assumption that h is S-reduced w.r.t. {f, g}. Hence
h = 0.
3.3 Lower bound for differentiation and a possible Buchberger style algorithm
Theorem 3.11 is not an effective criterion, since we need to check whether tr-S(δlgi, δ
kgj)
G
−−−→
diffS
0
holds for all l, k ∈ N and gi, gj ∈ G. In the rest of this section, we give a lower bound for number
of differentiations l and k needed to compute a Gro¨bner basis.
For S = Nn and f ∈ C[t]{Y}, we can write f as f = f0 + tf1 + · · · + t
dfd, for some d ∈ N and
f0, f1, . . . , fd ∈ C{Y}. Then for 0 ≤ k ≤ d,
δkf = δkf0 + δ
k(tf1) + · · ·+ δ
k(tdfd)
= (δkf0 + b1,k−1δ
k−1f1 + · · · + bk,0fk)
+ (b1,kδ
kf1 + b2,k−1δ
k−1f2 + · · ·+ bk,1f
′
k + bk+1,0fk+1)t
+ · · ·
+ (bl−k,kδ
kfl−k + bl−k+1,k−1δ
k−1fl−k+1 + · · ·+ bl,0fl)t
l−k
+ (bd−k+1,kδ
kfd−k+1 + bd−k+2,k−1δ
k−1fd−k+2 + · · · + bd,1f
′
d)t
d−k+1
+ · · ·
+ (bd−1,kδ
kfd−1 + bd,k−1δ
k−1fd)t
d−1
+ bd,kδ
kfdt
d,
(7)
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for some bi,j ∈ C. For k > d,
δkf = δkf0
+ (b1,ktδ
kf1 + b1,k−1δ
k−1f1)
+ (b2,kt
2δkf2 + b2,k−1t
1δk−1f2 + bk,k−2δ
k−2f2)
+ · · ·
+ (bd,kt
dδkfd + bk,k−1t
d−1δk−1fd + · · ·+ bd,1tδfd + bd,k−dt
k−dfd)
= (δkf0 + b1,k−1δ
k−1f1 + · · ·+ bd,k−dfd)
+ (b1,kδ
kf1 + b2,k−1δ
k−1f2 + · · ·+ bd−1,k−d+2f
′
d−1 + bd,k−d+1fd)t
+ · · ·
+ (bl,kδ
kfl + bl+1,k−1δ
k−1fl+1 + · · ·+ bd,k+l−dfd)t
l
+ · · ·
+ bd,kδ
kfdt
d,
(8)
for some bi,j ∈ C.
If δkf0 + b1,k−1δ
k−1f1 + · · ·+ bk,0fk in equation (7) and δ
kf0 + b1,k−1δ
k−1f1 + · · ·+ bd,k−dfd in
equation (8) are not zero, then
inS(δ
kf) =
{
δkf0 + b1,k−1δ
k−1f1 + · · ·+ bk,0fk, 0 ≤ k ≤ d
δkf0 + b1,k−1δ
k−1f1 + · · ·+ bd,k−dfd, k > d.
(9)
Based on (9), we also have the following simple fact.
Lemma 3.13. Let S = Nn, ≺ be an admissible monomial ordering satisfying δj1yi1 ≺ δ
j2yi2 if
j1 < j2 for j1, j2 ∈ N and i1, i2 ∈ ⌊1,m⌋ and f be a linear homogeneous differential polynomial in
C[t]{Y}. Write f as f = f0 + tf1 + · · · + t
dfd. If ord(f0) > ord(fi) − i for i ≥ 1, then {f} is a
tropical differential Gro¨bner basis of [f ].
Proof. ord(f0) > ord(fi) − i implies that δ
kf0 + b1,k−1δ
k−1f1 + · · · + bk,0fk in equation (7) and
δkf0 + b1,k−1δ
k−1f1 + · · ·+ bd,k−dfd in equation (8) are not zero. So equation (9) holds. Therefore
lmS(δ
kf) 6= lmS(δ
lf) for any k, l ∈ N. By Theorem 3.11 and Lemma 3.12, the lemma is proved.
From (9), fd occurs in inS(δ
kf) for k ≥ d. Thus, d = deg(f, t) is a lower bound of the number
of differentiations for f to compute the tropical differential Gro¨bner basis of [f ]. It is easy to show
that n and gap(S) are also such lower bounds in certain cases.
We give another lower bound related with the orders of f . For f ∈ F{Y}, denote of to be the
minimal number such that δof yi appears in f for some i.
For S = 2N and f = y + δ5y. We differentiate f and obtain

f ′ = δ6y + y′,
f ′′ = y′′ + δ7y,
δ3f = δ8y + δ3y,
δ4f = δ4y + δ9y,
δ5f = δ10y + δ5y,
δ6f = δ6y + δ11y.
(10)
By lemma 3.12, tr-S(δif, δjg) is not trivial only for i = 0 and j = 6, which means that we need
to differentiate f ord(f) − of + 1 times in order to compute the tropical differential Gro¨bner
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basis. This example motivates us to give another lower bound for the number of differentials:
ord(f) − of + 2gap(S), which will be used in section 4. It is easy to see that the sum of the two
lower bounds deg(f, t) + ord(f)− of + 2gap(S) is also a lower bound.
Based on above observation, we propose the following possible Buchberger style algorithm to
compute the tropical Gro¨bner basis for [G].
Algorithm: Tropical Gro¨bner Basis
Input: N ∈ N>0, G = {g1, . . . , gt} ⊂ C[t]{Y}, S ∈ P(N)
n and an admissible monomial ordering
≺.
Output: Fail or a tropical Gro¨bner basis of [G].
1. Let d = max{n,maxl{deg(gl, t) + maxi{ord(gi)} −minj{ogj}+ 2gap(S)} and G0 = GB0 = G,
k = 1.
2. While k ≤ N
2.1 Let Gk = Gk−1 ∪ {δ
(k−1)d+igj | j = 1, . . . , t, i = 1, 2, . . . , d}.
2.2 Compute the tropical algebraic Gro¨bner basis GBk of Gk with the method in [5].
2.3 Let Rk = {r 6= 0 | f
GBk−1
−−−−→
diffS
r for f ∈ GBk}.
2.4 If Rk = ∅ then return GBk; else k = k + 1.
3. Fail.
The idea of the algorithm is that in each loop in step 2, we differentiate the differential poly-
nomials in G for an extra d times and terminate the algorithm if we obtain the ”same” results in
two consecutive loops. We will show in the next section that the algorithm in correct if G consists
of homogeneous linear differential polynomials with constant coefficients. In the general case, we
conjecture that the algorithm is correct if [G] has a finite differential tropical Gro¨bner basis.
4 Tropical differential Gro¨bner basis of linear system with con-
stant coefficients
In this section, we give a complete algorithm for linear homogeneous differential polynomial systems
with constant coefficients.
Algorithm: Tr-DGB
Input: A set of linear homogeneous differential polynomials {f1, . . . , fp} ⊆ C{Y}, S = (l1 +
m1N, l2+m2N, . . . , ln+mnN) ∈ P(N)
n and an admissible monomial ordering≺, where l1, · · · , ln,m1,
· · · ,mn ∈ N.
Output: An integer k and a tropical differential Gro¨bner basis G = {g1, . . . , gk} of I = [f1, . . . , fp]
satisfying inS(I) = (inS(δ
jgi) : i = 1, . . . , k, j ∈ N).
1. k = p, c = 1, L = lcm(m1, . . . ,mn), G = {f1, . . . , fp}.
2. M = max{ord(h1)− oh2 : h1, h2 ∈ G} = (qk − 1)L+ rk with qk ≥ 1, rk < L.
3. S = {(δih1, δ
jh2) : h1, h2 ∈ G, i, j ∈ ⌊0, (qk + 1)L− 1⌋}.
4. While S 6= ∅
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4.1 Pick Tc = (a1, a2) ∈ S.
4.2 Let bk be the S-differential normal form of tr-S(a1, a2) w.r.t. G.
4.3 If bk = 0, then S = S\{Tc} and c = c+ 1.
4.4 If bk 6= 0, then
set G = G
⋃
{bk}, k = k + 1,
M = max{ord(h1)− oh2 : h1, h2 ∈ G} = (qk − 1)L+ rk with qk ≥ 1, rk < L,
S = {(δih1, δ
jh2) : h1, h2 ∈ G, i, j ∈ ⌊0, (qk + 1)L− 1⌋}\{T1, · · · ,Tc}, c = c+ 1.
5. Return k and G.
Example 4.1. Let S = 4N, f = δ4y + y′′ + y′, and I = [f ] ⊂ F{y}. We consider the loop in Step
4 of the algorithm.
Loop 1. L = 4, k = 1, G = {f}, M = 3, and q1 = 1. P = {(δ
if, δjf) : i, j ∈ ⌊0, 7⌋},
tr-S(f, f ′′)
G
−−−→
diffS
−b1, where b1 = δ
6y − 2y′′ − δ5y − y′ with inS(b1) = δ
6y − 2y′′.
Loop 2. L = 4, k = 2, G = {f, b1}, M = 5, and q2 = 2. P = {(δ
if, δjf), (δib1, δ
jb1), (δ
if, δjb1) :
i, j ∈ ⌊0, 11⌋}\(f, f ′′), tr-S(f, f ′′′) = f−f ′′′
G
−−−→
diffS
b2, where b2 = 3y
′′+δ9y+2y′ with inS(b2) = 3y
′′.
Loop 3. L = 4, k = 3, G = {f, b1, b2}, M = 8, and q3 = 3. P = {(δ
if, δjf), (δibk, δ
jbk), (δ
if,
δjbk) : i, j ∈ ⌊0, 15⌋, k = 1, 2}\{(f, f
′′), (f, f ′′′)}, tr-S(b1, δ
4b2) = 3b1 − δ
4b2
G
−−−→
diffS
−b3, where
b3 = δ
13y − 2δ9y + 5δ5y − y′ with inS(b3) = b3.
Loop 4. L = 4, k = 4, G = {f, b1, b2, b3}, M = 13, and q4 = 4. P = {(δ
if, δjf), (δibk, δ
jbk),
(δif, δjbk) : i, j ∈ ⌊0, 19⌋, k = 1, 2, 3}\{(f, f
′′), (f, f ′′′), (b1, δ
4b2)}, it is easy to verify that tr-S(g, h)
G
−−−→
diffS
0 for (g, h) ∈ P.
So G = {f, b1, b2, b3} is a tropical differential Gro¨bner basis of [f ].
Theorem 4.2. The Algorithm Tr-DGB terminates and the output is a tropical differential Gro¨bner
basis of the ideal [f1, . . . , fp] with respect to S.
Lemma 4.3. Fix m1, . . . ,mn, l1, · · · , ln ∈ N. Let S = (l1 + m1N, . . . , ln + mnN). Denote L =
lcm(m1, . . . ,mn) and L = djmj, j = 1, . . . , n. Then ValS(δ
iyj) = ValS(δ
i+kLyj) for k, i ∈ N and j ∈
⌊1, n⌋. Moreover, lmS(δ
i+kLf) = δkLlmS(δ
if) and lcS(δ
i+kLf) = lcS(δ
if) for a linear homogeneous
differential polynomial f ∈ C{Y}.
Proof. Assume i = dmj + b ∈ ⌊dmj , (d + 1)mj − 1⌋, d, b ∈ N and 0 ≤ b < mj. Then i + kL =
kL + dmj + b = (d + kdj)mj + b ∈ ⌊(d + kdj)mj , (d + kdj + 1)mj − 1⌋. By definition of ValS , we
have
ValS(δ
i+kLyj) = ValS(δ
iyj) =
{
0, b = 0
mj − b, b 6= 0.
By the definition of admissible monomial ordering, the lemma is proved.
Lemma 4.4. Fix m1, . . . ,mn, l1, · · · , ln ∈ N. Let S = (l1 + m1N, . . . , ln + mnN). Let G =
{g1, . . . , gp} ⊂ C{Y} be a set of linear homogeneous differential polynomials and L = lcm(m1, . . . ,
mn). Set M = max{ord(gi)−ogj : i, j ∈ [1, p]} = (q0−1)L+r0, where q0, r0 ∈ N and 0 ≤ r0 ≤ L−1.
If tr-S(δlgi, δ
kgj) is differentially reduced to zero by G for i, j ∈ [1, p] and l, k ∈ ⌊0, (q0 + 1)L − 1⌋,
then G is a tropical differential Gro¨bner basis of [G] with respect to S.
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Proof. By Theorem 3.11 and Lemma 3.12 , it suffices to show that tr-S(δigt, δ
jgk) is S-differentially
reduced to zero by {g1, . . . , gp}, for i, j ∈ N with lmS(δ
igt) = lmS(δ
jgk). Suppose i < j and
i = q1L+ r with q1, r ∈ N and 0 ≤ r ≤ L− 1. Then ord(gt) + i ≥ ogk + j and ord(gk) + j ≥ ogt + i.
So j ≤ ord(gt)−ogk + i ≤M+ i = (q0−1)L+r0+q1L+r < q1L+(q0+1)L−1. Denote j = q1L+d
with 0 ≤ d ≤ (q0 + 1)L− 1. Then
tr-S(δigt, δ
jgk) = lcS(δ
jgk)δ
igt − lcS(δ
igt)δ
jgk
= δq1L(lcS(δ
dgk)δ
rgt − lcS(δ
rgt)δ
dgk)
= δq1L(tr-S(δrgt, δ
dgk))
by Lemma 4.3. If tr-S(δrf, δdf) is S-differentially reduced to zero by {g1, . . . , gp} and the reduc-
tion process is given by tr-S(δrf, δdf)
f1
−→
S
h1
f2
−→
S
h2
f3
−→
S
· · ·
fl−1
−−→
S
hl−1
fl−→
S
0 with {f1, . . . , fl} ⊆
{g1, . . . , gp, δg1, . . . , δgp, . . .} for some l ∈ N, then tr-S(δ
igt, δ
jgk) = δ
q1Ltr-S(δrgt, δ
dgk)
δq1Lf1
−−−−→
S
δq1Lh1
δq1Lf2
−−−−→
S
δq1Lh2
δq1Lf3
−−−−→
S
· · ·
δq1Lfl−1
−−−−−→
S
δq1Lhl−1
δq1Lfl−−−−→
S
0 by Lemma 4.3. The lemma is
proved.
Proof of Theorem 4.2: By Lemma 4.4, the correctness of Algorithm Tr-DGB is proved. Next,
we prove the termination. By Lemma 3.8, the process in step 4.2 to compute bk terminates in
finite number of steps. Then from the algorithm, it is easy to see that lmS(bi) 6= lmS(δ
lbj) and
lmS(bi) 6= lmS(δ
lfk) for l ∈ N and j < i, k = 1, . . . , p. If the algorithm does not terminate, then there
exists an r ∈ ⌊0, L−1⌋ such that there exist infinitely many bi satisfying ord(lmS(bi)) mod (L) ≡ r
and lmS(bi) ∈ {yl, δyl, δ
2yl, · · · } for some l ∈ ⌊1, n⌋. We thus have a set B = {bi1 , bi2 , . . .} with
i1 < i2 < . . .. If ord(lmS(bi1)) ≤ ord(lmS(bi2)), we have ord(lmS(bi2)) = ord(lmS(bi1)) + dL for
some d ∈ N. Then by Lemma 4.3, lmS(bi2) = δ
dLlmS(bi1) = lmS(δ
dLbi1), which implies bi2 can be
differentially reduced by bi1 . So we have ord(lmS(bi1)) > ord(lmS(bi2)) > . . ., which is impossible.
So the algorithm terminates.
Definition 4.5. A reduced tropical differential Gro¨bner basis for an ideal I ⊆ F{Y} with respect
to S is a tropical differential Gro¨bner basis for I such that for all distinct p, q ∈ G, lmS(p) is not
a multiple of lmSδ
iq for any i ∈ N.
Proposition 4.6. Fix m1, . . . ,mn, l1, · · · , ln ∈ N. Let S = (l1 +m1N, l2 +m2N, . . . , ln +mnN) ∈
P(N)n. Denote L = lcm(m1, . . . ,mn). F = {f1, . . . , fm} is a set of linear homogeneous differential
polynomials in C{Y}. Then the number of a reduced tropical differential Gro¨bner basis for [F ] with
respect to S is not more than nL.
Proof. Let G be a reduced tropical differential Gro¨bner basis for [F ] with respect to S. Note
that G is a set of linear homogeneous differential polynomials. If G has more than nL elements,
then there exists an i ∈ ⌊1, n⌋ such that G0 = {g ∈ G : lmS(g) ∈ {yi, δyi, · · · }} has more than L
elements. So there exist g1, g2 ∈ G0 such that ord(lmS(g1)) ≡ ord(lmS(g2)) mod (L). Suppose
ord(lmS(g1)) = ord(lmS(g2)) + kL for some k ∈ N. Then by Lemma 4.3, lmS(g1) = δ
kLlmS(g2) =
lmS(δ
kLg2), which is a contradiction. The proposition is proved.
Example 4.7. In Example 4.1, G = {f = δ4y+ y′′+ y′, b1 = δ
6y− 2y′′− δ5y− y′, b2 = 3y
′′+ δ9y+
2y′, b3 = δ
13y − 2δ9y + 5δ5y − y′} is a tropical differential Gro¨bner basis of [f ]. We can verify that
b1
δ4b2−−→
S
−2y′′ − 53δ
5y − 13δ
13y − y′
b2−→
S
−53δ
5y − 13δ
13y + 13y
′ + 23δ
9y
b3−→
S
0. So {f, b2, b3} is a reduced
tropical differential Gro¨bner basis for [f ] with respect to S.
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5 Conclusion
In this paper, we introduced the concept of tropical differential Gro¨bner basis which can be con-
sidered as generalizations of the algebraic tropical Gro¨bner basis as well as the tropical differential
Gro¨bner basis. We give a Buchberger criterion for tropical differential Gro¨bner basis and a com-
plete algorithm to compute the tropical differential Gro¨bner basis for a differential ideal generated
by homogeneous linear differential polynomials with constant coefficients. In the general casel, we
only give some partial results. We show that the union of the algebraic tropical Gro¨bner basis of
(G(d)) is a tropical differential Gro¨bner basis of [G], where G(d) =
⋃d
i=0 δ
dG and d ∈ N. We give a
lower bound for d such that the algebraic tropical Gro¨bner basis of (G(d)) is the differential tropical
Gro¨bner basis [G], and based on this observation, we formulated and conjectured a Buchberger
style algorithm to compute the differential Gro¨bner basis of [G].
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