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1. Introduction
Boundary value problems for nonlinear differential equations arise in a variety of areas of applied mathematics, physics
and variational problems of control theory. A point of central importance in the study of nonlinear boundary value problems
is to understand how the properties of nonlinearity in a problem influence the nature of the solutions to the boundary
value problems. Multi-point nonlinear boundary value problems, which refer to a different family of boundary conditions
in the study of disconjugacy theory [1] and take into account the boundary data at intermediate points of the interval under
consideration, have been addressed by many authors, for example, see [2–9] and the references therein. The multi-point
boundary conditions are important in various physical problems of applied science when the controllers at the end points
of the interval (under consideration) dissipate or add energy according to the sensors located at intermediate points.
In recent years, differential equations of fractional order have been addressed by several researchers with the sphere of
study ranging from the theoretical aspects of existence and uniqueness of solutions to the analytic and numerical methods
for finding solutions. Fractional differential equations appear naturally in various fields of science and engineering such
as physics, polymer rheology, regular variation in thermodynamics, biophysics, blood flow phenomena, aerodynamics,
electrodynamics of complex medium, viscoelasticity, electrical circuits, electron-analytical chemistry, biology, control
theory, fitting of experimental data, etc. [10–12]. The recent theoretical developments and applications of fractional
differential equations can be found in the texts [13–15]. For some recent results on fractional neutral differential equations,
see [16,17]. Unlike the boundary value problems of differential equations of integer order, the theory of fractional boundary
value problems is not so rich and many aspects of these problems need to be developed. Some recent work on fractional
boundary value problems can be found in [18–31] and the references therein.
Impulsive differential equations, which provide a natural description of observed evolution processes, are regarded
as important mathematical tools for the better understanding of several real world problems in applied sciences. In
fact, the theory of impulsive differential equations is much richer than the corresponding theory of ordinary differential
equations without impulse effects since a simple impulsive differential equation may exhibit several new phenomena such
as rhythmical beating, merging of solutions and noncontinuability of solutions. For the general theory and applications of
impulsive differential equations, we refer the reader to the references [32–36]. On the other hand, the impulsive boundary
value problems for nonlinear fractional differential equations have not been addressed so extensively and many aspects of
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these problems are yet to be explored. For some recent contribution on impulsive differential equations of fractional order,
see [37–45] and the references therein.
In this paper, we investigate the existence and uniqueness of solutions for a four-point impulsive nonlocal boundary
value problem of nonlinear differential equations of fractional order given by
CDqx(t) = f (t, x(t)), 1 < q ≤ 2, t ∈ J1 = J \ {t1, t2, . . . , tp},
∆x(tk) = Ik(x(t−k )), ∆x′(tk) = Jk(x(t−k )), tk ∈ (0, 1), k = 1, 2, . . . , p,
x′(0)+ ax(η1) = 0, bx′(1)+ x(η2) = 0, 0 < η1 ≤ η2 < 1,
(1.1)
where cD is the Caputo fractional derivative, J = [0, 1], f : J × R → R is a continuous function, Ik,Jk : R → R are
continuous functions,∆x(tk) = x(t+k )− x(t−k )with x(t+k ) = limh→0+ x(tk + h), x(t−k ) = limh→0− x(tk + h), k = 1, 2, . . . , p
for 0 = t0 < t1 < t2 < · · · < tp < tp+1 = 1.
2. Preliminaries
We define PC(J,R) = {x : J → R; x ∈ C((tk, tk+1],R), k = 0, 1, 2, . . . , p + 1 and x(t+k ) and x(t−k ) exist with
x(t−k ) = x(tk), k = 1, 2, . . . , p}, and PC1(J,R) = {x′ ∈ PC(J,R); x′(t+k ), x′(t−k ) exist and x′ is left continuous at tk, for
k = 1, 2, . . . , p}. Note that PC1(J,R) is a Banach space with the norm ‖x‖ = supt∈J{|x(t)|PC , |x′(t)|PC }.
Definition 2.1. A function x ∈ PC1(J,R)with its Caputo derivative of order q existing on J is a solution of (1.1) if it satisfies
(1.1).
We need the following known results to prove the existence of solutions for (1.1).
Theorem 2.1 ([46]). Let E be a Banach space. Assume that Ω is an open bounded subset of E with θ ∈ Ω and let T : Ω → E be
a completely continuous operator such that
‖Tu‖ ≤ ‖u‖, ∀u ∈ ∂Ω.
Then T has a fixed point inΩ.
Theorem 2.2 ([46]). Let E be a Banach space. Assume that T : E → E is a completely continuous operator and the set
V = {u ∈ E | u = µTu, 0 < µ < 1} is bounded. Then T has a fixed point in E.
To study the nonlinear problem (1.1), we first consider the associated linear problem and obtain its solution.
Lemma 2.1. For a given σ ∈ PC[0, 1], a function x is a solution of the following linear impulsive boundary value problem
CDqx(t) = σ(t), 1 < q ≤ 2, t ∈ J1 = [0, 1] \ {t1, t2, . . . , tp},
∆x(tk) = Ik(x(t−k )), ∆x′(tk) = Jk(x(t−k )), tk ∈ (0, T ), k = 1, 2, . . . , p,
x′(0)+ ax(η1) = 0, bx′(1)+ x(η2) = 0, 0 < η1 ≤ η2 < 1,
(2.1)
if and only if x is a solution of the impulsive fractional integral equation
x(t) =

∫ t
0
(t − s)q−1
Γ (q)
σ (s)ds+ a(b+ η2 − t)[1− a(b+ η2 − η1)]
∫ η1
tk
(η1 − s)q−1
Γ (q)
σ (s)ds
− 1+ a(η1 − t)[1− a(b+ η2 − η1)]
∫ η2
tk
(η2 − s)q−1
Γ (q)
σ (s)ds+ b
∫ 1
tp
(1− s)q−2
Γ (q− 1) σ (s)ds

− 1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
p−
i=1
b
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

−
k−
i=1
∫ ti
ti−1
(ti − s)q−1
Γ (q)
σ (s)ds+ Ii(x(t−i ))

−
k−
i=1

at(η1 − η2)+ (η2 − abη1)
[1− a(b+ η2 − η1)] − ti
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

, t ∈ [0, t1],∫ t
tk
(t − s)q−1
Γ (q)
σ (s)ds+ a(b+ η2 − t)[1− a(b+ η2 − η1)]
∫ η1
tk
(η1 − s)q−1
Γ (q)
σ (s)ds
− 1+ a(η1 − t)[1− a(b+ η2 − η1)]
∫ η2
tk
(η2 − s)q−1
Γ (q)
σ (s)ds+ b
∫ 1
tp
(1− s)q−2
Γ (q− 1) σ (s)ds

− 1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
p−
i=1
b
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

+
k−
i=1

t(1− ab)+ abη1 − η2
[1− a(b+ η2 − η1)]
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

, t ∈ (tk, tk+1].
(2.2)
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Proof. Suppose that x is a solution of (2.1). Then, for some constants b0, b1 ∈ R, we have
x(t) = Iq0+σ(t)− b0 − b1t =
∫ t
0
(t − s)q−1
Γ (q)
σ (s)ds− b0 − b1t, t ∈ [0, t1]. (2.3)
For some constants c0, c1 ∈ R, we can write
x(t) = Iqσ(t)− c0 − c1(t − t1) =
∫ t
t1
(t − s)q−1
Γ (q)
σ (s)ds− c0 − c1(t − t1), t ∈ (t1, t2].
Using the impulse conditions∆x(t1) = x(t+1 )− x(t−1 ) = I1(x(t−1 )) and∆x′(t1) = x′(t+1 )− x′(t−1 ) = J1(x(t−1 )), we find that
−c0 =
∫ t1
0
(t1 − s)q−1
Γ (q)
σ (s)ds− b0 − b1t1 + I1(x(t−1 )),
−c1 =
∫ t1
0
(t1 − s)q−2
Γ (q− 1) σ (s)ds− b1 + J1(x(t
−
1 )).
Thus,
x(t) =
∫ t
t1
(t − s)q−1
Γ (q)
σ (s)ds+
∫ t1
0
(t1 − s)q−1
Γ (q)
σ (s)ds− b0 − b1t + I1(x(t−1 ))
+ (t − t1)
[∫ t1
0
(t1 − s)q−2
Γ (q− 1) σ (s)ds+ J1(x(t
−
1 ))
]
, t ∈ (t1, t2].
Repeating the process in this way, the solution x(t) for t ∈ (tk, tk+1] can be written as
x(t) =
∫ t
tk
(t − s)q−1
Γ (q)
σ (s)ds− b0 − b1t +
k−
i=1
∫ ti
ti−1
(ti − s)q−1
Γ (q)
σ (s)ds+ Ii(x(t−i ))

+
k−
i=1

(t − ti)
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

, t ∈ (tk, tk+1]. (2.4)
Applying the boundary conditions x′(0) + ax(η1) = 0, bx′(1) + x(η2) = 0, 0 < η1 ≤ η2 < 1, the values of b0, b1 are
given by
b0 = − a(b+ η2)[1− a(b+ η2 − η1)]
∫ η1
tk
(η1 − s)q−1
Γ (q)
σ (s)ds+
k−
i=1
∫ ti
ti−1
(ti − s)q−1
Γ (q)
σ (s)ds+ Ii(x(t−i ))

+ (1+ aη1)[1− a(b+ η2 − η1)]
∫ η2
tk
(η2 − s)q−1
Γ (q)
σ (s)ds+ b
∫ 1
tp
(1− s)q−2
Γ (q− 1) σ (s)ds

+
p−
i=1
(1+ aη1)b
[1− a(b+ η2 − η1)]
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

+
k−
i=1

(η2 − abη1)
[1− a(b+ η2 − η1)] − ti
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

b1 = a[1− a(b+ η2 − η1)]
∫ η1
tk
(η1 − s)q−1
Γ (q)
σ (s)ds−
∫ η2
tk
(η2 − s)q−1
Γ (q)
σ (s)ds
− b
∫ 1
tp
(1− s)q−2
Γ (q− 1) σ (s)ds−
p−
i=1
b
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

+
k−
i=1
(η1 − η2)
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) σ (s)ds+ Ji(x(t
−
i ))

.
Substituting the values of b0, b1 in (2.3) and (2.4), we obtain (2.2). Conversely, we assume that x is a solution of the
impulsive fractional integral equation (2.2). It follows by a direct computation that x given by (2.2) satisfies the fractional
linear nonlocal boundary value problem (2.1). This completes the proof. 
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Remark 2.1. The first four terms of the solution (2.2) correspond to the solution for the problem without impulses [31].
The solution for the associated homogeneous problem with impulses and four-point nonlocal boundary conditions can be
obtained by taking σ = 0 in (2.2).
3. Main results
For the sake of convenience, we set
λ1 = sup
t∈[0,1]
 a(b+ η2 − t)[1− a(b+ η2 − η1)]
 , λ2 = sup
t∈[0,1]
 1+ a(η1 − t)[1− a(b+ η2 − η1)]
 ,
λ3 = sup
t∈[0,1]
1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
 , λ4 = sup
t∈[0,1]
 (1− ab)t + abη1 − η2[1− a(b+ η2 − η1)]
 ,
λ5 = sup
t∈[0,1]
 1[1− a(b+ η2 − η1)]
 .
Define an operator T : PC(J,R)→ PC(J,R) as
Tx(t) =
∫ t
tk
(t − s)q−1
Γ (q)
f (s, x(s))ds+ a(b+ η2 − t)[1− a(b+ η2 − η1)]
∫ η1
tk
(η1 − s)q−1
Γ (q)
f (s, x(s))ds
− 1+ a(η1 − t)[1− a(b+ η2 − η1)]
∫ η2
tk
(η2 − s)q−1
Γ (q)
f (s, x(s))ds+ b
∫ 1
tp
(1− s)q−2
Γ (q− 1) f (s, x(s))ds

− 1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
p−
i=1
b
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) f (s, x(s))ds+ Ji(x(t
−
i ))

+
k−
i=1

t(1− ab)+ abη1 − η2
[1− a(b+ η2 − η1)]
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) f (s, x(s))ds+ Ji(x(t
−
i ))

. (3.1)
Using Lemma 2.1 with σ(t) = f (t, u(t)), the problem (1.1) reduces to a fixed point problem u = Tu, where T is given by
(3.1). Thus the problem (1.1) has a solution if and only if the operator T has a fixed point.
Theorem 3.1. Let limx→0 f (t,x)x = 0 and limx→0 Jk(x)x = 0, then the problem (1.1) has at least one solution.
Proof. First of all, it will be shown that the operator T : PC(J,R)→ PC(J,R) is completely continuous. Note that continuity
of f and Jk ensures the continuity of the operator T .
Let Ω ⊂ PC(J,R) be bounded. Then, there exist positive constants L1 and L2 such that |f (t, x)| ≤ L1 and |Jk(x)| ≤
L2,∀x ∈ Ω . Thus, ∀x ∈ Ω , we have
|Tx(t)| ≤
∫ t
tk
(t − s)q−1
Γ (q)
|f (s, x(s))|ds+
 a(b+ η2 − t)[1− a(b+ η2 − η1)]

×
∫ η1
tk
(η1 − s)q−1
Γ (q)
|f (s, x(s))|ds+
 1+ a(η1 − t)[1− a(b+ η2 − η1)]

×
∫ η2
tk
(η2 − s)q−1
Γ (q)
|f (s, x(s))|ds+ |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) |f (s, x(s))|ds

+
1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
 p−
i=1
|b|
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))|ds+ |Ji(x(t
−
i ))|

+
k−
i=1
 t(1− ab)+ abη1 − η2[1− a(b+ η2 − η1)]

∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))|ds+ |Ji(x(t
−
i ))|

≤ L1
∫ t
tk
(t − s)q−1
Γ (q)
ds+ λ1L1
∫ η1
tk
(η1 − s)q−1
Γ (q)
ds+ λ2L1
∫ η2
tk
(η2 − s)q−1
Γ (q)
ds+ |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) ds

+ λ3
p−
i=1
|b|

L1
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) ds+ L2

+ λ4
p−
i=1

L1
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) ds+ L2

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≤ L1
Γ (q+ 1) +
λ1L1
Γ (q+ 1) + λ2L1
[
1
Γ (q+ 1) +
|b|
Γ (q)
]
+ λ3|b|
p−
i=1

L1
Γ (q− 1)ds+ L2

+ λ4
p−
i=1

L1
Γ (q− 1)ds+ L2

= (λ1 + λ2 + 1)L1
Γ (q+ 1) +
(λ2 + λ3p)|b|L1 + λ4pL1
Γ (q)
+ (λ3|b| + λ4)pL2, (3.2)
which implies that
‖Tx‖ ≤ (λ1 + λ2 + 1)L1
Γ (q+ 1) +
(λ2 + λ3p)|b|L1 + λ4pL1
Γ (q)
+ (λ3|b| + λ4)pL2 := L.
Furthermore, for any t ∈ (tk, tk+1], 0 ≤ k ≤ p, we have
|(Tx)′(t)| ≤
∫ t
tk
(t − s)q−2
Γ (q− 1) |f (s, x(s))|ds+
 1[1− a(b+ η2 − η1)]

×
∫ η1
tk
(η1 − s)q−1
Γ (q)
|f (s, x(s))|ds+
 a[1− a(b+ η2 − η1)]

×
∫ η2
tk
(η2 − s)q−1
Γ (q)
|f (s, x(s))|ds+ |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) |f (s, x(s))|ds

+
 a[1− a(b+ η2 − η1)]
 p−
i=1
|b|
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))|ds+ |Ji(x(t
−
i ))|

+
k−
i=1
 1− ab[1− a(b+ η2 − η1)]

∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))|ds+ |Ji(x(t
−
i ))|

≤ L1
∫ t
tk
(t − s)q−2
Γ (q− 1) ds+ λ5L1
∫ η1
tk
(η1 − s)q−1
Γ (q)
ds+ λ5|a|L1
∫ η2
tk
(η2 − s)q−1
Γ (q)
ds+ |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) ds

+ λ5|a|
p−
i=1
|b|

L1
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) ds+ L2

+ λ5(1+ |ab|)
p−
i=1

L1
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) ds+ L2

≤ L1
Γ (q)
+ λ5L1
Γ (q+ 1) + λ5|a|L1
[
1
Γ (q+ 1) +
|b|
Γ (q)
]
+ λ5|ab|
p−
i=1

L1
Γ (q− 1)ds+ L2

+ λ5(1+ |ab|)
p−
i=1

L1
Γ (q− 1)ds+ L2

= (1+ |a|)λ5L1
Γ (q+ 1) +
(λ5|ab|(2p+ 1))L1 + (1+ λ5p)L1
Γ (q)
+ λ5(1+ 2|ab|)pL2 := L.
Hence, for t1, t2 ∈ (tk, tk+1]with t1 < t2, 0 ≤ k ≤ p, we have
|(Tx)(t2)− (Tx)(t1)| ≤
∫ t2
t1
|(Tx)′(s)|ds ≤ L(t2 − t1).
This implies that T is equicontinuous on all subintervals (tk, tk+1], k = 0, 1, 2, . . . , p. Thus, by the Arzela–Ascoli Theorem,
the operator T : PC(J,R)→ PC(J,R) is completely continuous.
Now, in view of limx→0 f (t,x)x = 0 and limx→0 Jk(x)x = 0, there exists a constant r > 0 such that |f (t, x)| ≤ δ1|x| and|Jk(x)| ≤ δ2|x| for 0 < |x| < r , where δi > 0 (i = 1, 2) satisfy
(λ1 + λ2 + 1)δ1
Γ (q+ 1) +
(λ2 + λ3p)|b|δ1 + λ4pδ1
Γ (q)
+ (λ3|b| + λ4)pδ2 ≤ 1. (3.3)
LettingΩ = {u ∈ PC(J,R) | ‖u‖ < r}, we take u ∈ PC(J,R) such that ‖u‖ = r , that is, u ∈ ∂Ω . Then, we have
|Tx(t)| ≤
∫ t
tk
(t − s)q−1
Γ (q)
|f (s, x(s))|ds+
 a(b+ η2 − t)[1− a(b+ η2 − η1)]

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×
∫ η1
tk
(η1 − s)q−1
Γ (q)
|f (s, x(s))|ds+
 1+ a(η1 − t)[1− a(b+ η2 − η1)]

×
∫ η2
tk
(η2 − s)q−1
Γ (q)
|f (s, x(s))|ds+ |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) |f (s, x(s))|ds

+
1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
 p−
i=1
|b|
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))|ds+ |Ji(x(t
−
i ))|

+
k−
i=1
 t(1− ab)+ abη1 − η2[1− a(b+ η2 − η1)]

∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))|ds+ |Ji(x(t
−
i ))|

≤
∫ t
tk
(t − s)q−1
Γ (q)
δ1|x(s)|ds+
 a(b+ η2 − t)[1− a(b+ η2 − η1)]
 ∫ η1
tk
(η1 − s)q−1
Γ (q)
δ1|x(s)|ds
+
 1+ a(η1 − t)[1− a(b+ η2 − η1)]

∫ η2
tk
(η2 − s)q−1
Γ (q)
δ1|x(s)|ds+ |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) δ1|x(s)|ds

+
1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
 p−
i=1
|b|
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) δ1|x(s)|ds+ δ2|x(t
−
i )|

+
k−
i=1
 t(1− ab)+ abη1 − η2[1− a(b+ η2 − η1)]

∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) δ1|x(s)|ds+ δ2|x(t
−
i )|

≤ δ1
∫ t
tk
(t − s)q−1
Γ (q)
ds‖x‖ + λ1δ1
∫ η1
tk
(η1 − s)q−1
Γ (q)
ds‖x‖
+ λ2δ1
∫ η2
tk
(η2 − s)q−1
Γ (q)
ds‖x‖ + |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) ds‖x‖

+ λ3
p−
i=1
|b|

δ1
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) ds‖x‖ + δ2‖x‖

+ λ4
p−
i=1

δ1
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) ds‖x‖ + δ2‖x‖

≤

δ1
Γ (q+ 1) +
λ1δ1
Γ (q+ 1) + λ2δ1
 1
Γ (q+ 1) +
|b|
Γ (q)

+ λ3|b|
p−
i=1

δ1
Γ (q− 1)ds+ δ2

+ λ4
p−
i=1

δ1
Γ (q− 1)ds+ δ2

‖x‖
=

(λ1 + λ2 + 1)δ1
Γ (q+ 1) +
(λ2 + λ3p)|b|δ1 + λ4pδ1
Γ (q)
+ (λ3|b| + λ4)pδ2

‖x‖
≤ ‖x‖, (3.4)
which shows that ‖Tx‖ ≤ ‖x‖, x ∈ ∂Ω.
Therefore, by Theorem 2.1, it follows that the operator T has at least one fixed point, which implies that the problem
(1.1) has at least one solution x ∈ Ω. 
Theorem 3.2. Assume that
(H1) there exist positive constants Li (i = 1, 2) such that
|f (t, x)| ≤ L1, |Jk(x)| ≤ L2, for t ∈ J, x ∈ R and k = 1, 2, . . . , p.
Then the problem (1.1) has at least one solution.
Proof. Recall that the operator T : PC(J,R)→ PC(J,R) is completely continuous (see the proof of Theorem 3.1).
Next, we show the set V = {x ∈ PC(J,R) | x = µTx, 0 < µ < 1} is bounded.
Let x ∈ V , then x = µTx, 0 < µ < 1. For any t ∈ J , we have
x(t) =
∫ t
tk
µ(t − s)q−1
Γ (q)
f (s, x(s))ds+ µa(b+ η2 − t)[1− a(b+ η2 − η1)]
∫ η1
tk
(η1 − s)q−1
Γ (q)
f (s, x(s))ds
B. Ahmad, G. Wang / Computers and Mathematics with Applications 62 (2011) 1341–1349 1347
− µ[1+ a(η1 − t)][1− a(b+ η2 − η1)]
∫ η2
tk
(η2 − s)q−1
Γ (q)
f (s, x(s))ds+ b
∫ 1
tp
(1− s)q−2
Γ (q− 1) f (s, x(s))ds

− µ[1− a(b+ η2 + t − η1)][1− a(b+ η2 − η1)]
p−
i=1
b
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) f (s, x(s))ds+ Ji(x(t
−
i ))

+
k−
i=1
µ[t(1− ab)+ abη1 − η2]
[1− a(b+ η2 − η1)]
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) f (s, x(s))ds+ Ji(x(t
−
i ))

. (3.5)
Using the assumption (H1) and (3.5), we have
|x(t)| = µ|Tx(t)|
≤
∫ t
tk
(t − s)q−1
Γ (q)
|f (s, x(s))|ds+
 a(b+ η2 − t)[1− a(b+ η2 − η1)]

×
∫ η1
tk
(η1 − s)q−1
Γ (q)
|f (s, x(s))|ds+
 1+ a(η1 − t)[1− a(b+ η2 − η1)]

×
∫ η2
tk
(η2 − s)q−1
Γ (q)
|f (s, x(s))|ds+ |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) |f (s, x(s))|ds

+
1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
 p−
i=1
|b|
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))|ds+ |Ji(x(t
−
i ))|

+
k−
i=1
 t(1− ab)+ abη1 − η2[1− a(b+ η2 − η1)]

∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))|ds+ |Ji(x(t
−
i ))|

≤ (λ1 + λ2 + 1)L1
Γ (q+ 1) +
(λ2 + λ3p)|b|L1 + λ4pL1
Γ (q)
+ (λ3|b| + λ4)pL2,
which, for any t ∈ J , yields
‖x‖ ≤ (λ1 + λ2 + 1)L1
Γ (q+ 1) +
(λ2 + λ3p)|b|L1 + λ4pL1
Γ (q)
+ (λ3|b| + λ4)pL2.
So, the set V is bounded. Thus, by Theorem 2.2, the operator T has at least one fixed point. Consequently, the problem (1.1)
has at least one solution. This completes the proof. 
Theorem 3.3. Assume that
(H2) there exist positive constants K1 and K2 such that
|f (t, u)− f (t, v)| ≤ K1|u− v|, |Jk(u)− Jk(v)| ≤ K2|u− v|,
for t ∈ J, u, v ∈ R and k = 1, 2, . . . , p.
If
Λ = (λ1 + λ2 + 1)K1
Γ (q+ 1) +
(λ2 + λ3p)|b|K1 + λ4pK1
Γ (q)
+ (λ3|b| + λ4)pK2 < 1, (3.6)
then the problem (1.1) has a unique solution.
Proof. For x, y ∈ PC(J,R), we obtain
|(Tx)(t)− (Ty)(t)| ≤
∫ t
tk
(t − s)q−1
Γ (q)
|f (s, x(s))− f (s, y(s))|ds
+
 a(b+ η2 − t)[1− a(b+ η2 − η1)]
 ∫ η1
tk
(η1 − s)q−1
Γ (q)
|f (s, x(s))− f (s, y(s))|ds
+
 1+ a(η1 − t)[1− a(b+ η2 − η1)]

∫ η2
tk
(η2 − s)q−1
Γ (q)
|f (s, x(s))− f (s, y(s))|ds
+ |b|
∫ 1
tp
(1− s)q−2
Γ (q− 1) |f (s, x(s))− f (s, y(s))|ds

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+
1− a(b+ η2 + t − η1)[1− a(b+ η2 − η1)]
 p−
i=1
|b|
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))
− f (s, y(s))|ds+ |Ji(x(t−i ))− Ji(y(t−i ))|

+
k−
i=1
 t(1− ab)+ abη1 − η2[1− a(b+ η2 − η1)]

×
∫ ti
ti−1
(ti − s)q−2
Γ (q− 1) |f (s, x(s))− f (s, y(s))|ds+ |Ji(x(t
−
i ))− Ji(y(t−i ))|

≤

(λ1 + λ2 + 1)K1
Γ (q+ 1) +
(λ2 + λ3p)|b|K1 + λ4pK1
Γ (q)
+ (λ3|b| + λ4)pK2

‖x− y‖.
Consequently, we have ‖Tx− Ty‖ ≤ Λ‖x− y‖, whereΛ is given by (3.6). AsΛ < 1, therefore, T is a contraction. Thus,
the conclusion of the theorem follows by the contraction mapping principle. This completes the proof. 
4. Examples
Example 4.1. Consider the following impulsive nonlocal four-point boundary value problem
CDqx(t) = et arctan2 x(t)+ x5(t), 1 < q ≤ 2, 0 < t < 1, t ≠ 1
4
,
∆x

1
4

= ex( 14 ) sin5 x

1
4

,
∆x′

1
4

= 2 ln

1+ 5x3

1
4

,
x′(0)+ ax

1
2

= 0, bx′(1)+ x

3
4

= 0,
(4.1)
where a, b ∈ R and p = 1.
Clearly, all the assumptions of Theorem 3.1 hold. Thus, by the conclusion of Theorem 3.1, the impulsive fractional
boundary value problem (4.1) has at least one solution.
Example 4.2. Consider the impulsive nonlocal four-point boundary value problem
CDqx(t) = e
t sin t cos2 x(t)
5+ 3x4(t)+ sin x(t) , 1 < q ≤ 2, 0 < t < 1, t ≠
1
5
,
∆x

1
5

= e−x2( 15 ) + 3 cos2 x

1
5

,
∆x′

1
5

= 5+ 3x
4
 1
5

2+ x4  15  ,
x′(0)+ ax

2
5

= 0, bx′(1)+ x

3
5

= 0,
(4.2)
where a, b ∈ R and p = 1.
Obviously L1 = e4 , L2 = 3, and the condition of Theorem 3.2 holds. Therefore, by Theorem 3.2, the boundary value
problem (4.2) has at least one solution.
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