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Abstract
Using polygenic risk score for trait association analyses and disease prediction are paramount for
genetic studies of complex traits. Valid inference relies on sample splitting, or more recently ex-
ternal data, to obtain a set of potentially associated genetic variants, along with their weights, for
polygenic risk score construction. The use of external data has been popular, but recent work in-
creasingly calls its use into question due to adverse effects of potential data heterogeneity between
different samples. Our study here adheres to the original sampling-splitting principle but does so,
repeatedly, to increase stability of our inference. To accommodate different polygenic structures,
we develop an adaptive test for generalized linear models. We provide the asymptotic null dis-
tributions of the proposed test for both fixed and diverging number of variants. We also show
the asymptotic properties of the proposed test under local alternatives, providing insights on why
power gain attributed to variable selection and weighting can compensate for efficiency loss due to
sample splitting. We support our analytical findings through extensive simulation studies and an
application.
Keywords: Adaptive; Polygenic risk score; Sample splitting; Signal detection; Stability.
2
1 Introduction
The polygenic risk score concept has recently been successfully applied to study many complex
and heritable traits, by aggregating weak genetic effects across a large number of variants that
do not, individually, achieve statistical significance (Purcell et al., 2009; Fritsche et al., 2018). A
polygenic study has two stages, where stage one applies a variable selection procedure to a training
sample to obtain a set of potentially associated variants and their corresponding weights. Using
an independent testing sample, stage two first constructs a polygenic risk score for each individual
by calculating the weighted sum of the risk alleles across the selected variants, and stage two then
studies the aggregated score for its association with the trait of interest. A significant association
implies that genetic signals are present among the selected variants, and the corresponding poly-
genic score can be used for disease prediction. The use of external data for variable selection and
weight estimation has been popular, but recent work has shown that this approach can be extremely
sensitive to sample mis-match beyond population stratification (Mostafavi et al., 2020). Thus, our
work here focuses on methods that do not rely on the use of external data.
Focusing on association studies, the original polygenic method of Purcell et al. (2009) has
been improved (Dudbridge, 2013; Zhou et al., 2013; Vilhjalmsson et al., 2015; Wu et al., 2019).
For example, Wu et al. (2019) proposed an adaptive method, where the test statistic is based on
different functions of variant-specific score statistics, derived from the whole sample across all
variants, where different functions target different alternatives. However, accurate inference of the
method of Wu et al. (2019) requires simulation or bootstrap, and the lack of variable selection can
adversely affect power despite its use of the whole sample for association testing.
Sample splitting allows variable selection while preserving validity of an inference, and this
principle has been used in many other study settings. However, variability inherent in one-time
only sample splitting has been noted, including in variable selection (Wasserman and Roedern,
2009; Meinshausen et al., 2009), estimation (Kravitz et al., 2018), and more recently selective
inference (Rinaldo et al., 2019; Romano and DiCiccio, 2019; Barber and Candes, 2019). Repeated
sample splitting is a natural remedy, but it is not obvious how to aggregate information across
multiple correlated sample splits to derive a valid and efficient test.
In this paper, we develop an adaptive and robust polygenic association test for testing high
dimensional regression coefficients for generalized linear models. In section 2, we first review the
classical polygenic association test, based on weighted sum of the risk alleles, and note its equiva-
lency with weighted sum of variant-specific score statistics. We then consider different weighting
factors for the score vector, where different weights are tailored to different alternatives while still
leveraging information from the training sample. To aggregate information across different weight-
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ing factors, we use the recent Cauchy method of Liu and Xie (2020), and we discuss the connection
of our adaptive method with that of Wu et al. (2019). To improve stability of our inference, we then
consider repeated sample splitting and utilize the Cauchy method again to aggregate information
across multiple sample splits without explicitly modelling the inherent correlation. Finally, we
derive the asymptotic null distributions of the proposed test for both fixed and diverging number
of variants, and we study its asymptotic properties under local alternatives. In section 3 we present
extensive simulation results for method evaluation and comparison, and in section 4 we provide an
application. We conclude with discussion in section 5.
2 Methods
2.1 Notations
Let Y ∈ Rn×1 be the outcome variable of interest, G ∈ Rn×J the genotype matrix, and X ∈ Rn×q
the covariate matrix for a sample of size n with J genetic variants and q covariates. For clarity,
let yi be the response for individual i, gi j the genotype for individual i and variant j, and xi j′
the covariate value for individual i and covariate j′, i = 1, . . . ,n, j = 1, . . . ,J, and j′ = 1, . . . ,q.
Further, let Gi ∈ RJ×1 be the genotype vector for individual i, G j ∈ Rn×1 the genotype vector for
variant j, Xi ∈ Rq×1 the covariate vector for individual i, and X j′ ∈ Rn×1 the vector for covariate
j′. We assume that conditional on (Gi,Xi), yi follows a distribution with density function, f (yi) =
exp{(yiθi− b(θi))/ai(φ) + c(yi,φ)} for some specific functions a(·), b(·) and c(·), where θ is
the canonical parameter, φ the dispersion parameter, var(yi|Gi,Xi) = ai(φ)ν(µi), and ν(µi) the
variance function (MacCullagh and Nelder, 1989). We consider the generalized linear model that
models µi = b
′(θi) = E(yi|Gi,Xi) for different types of response variables in the exponential family
by a monotone and differentiable link function G (·),
G (µi) = G
T
i β +X
T
i βx,
where β and βx are, respectively, J- and q-dimensional vectors of regression coefficients; q is
fixed but J may vary depending on the study setting. Among the J genetic variables, we use M ∗
and |M ∗| to denote, respectively, the set and number of truly associated ones. For simplicity but
without loss of generality, we also assume that Gi and Xi have been mean centred at zero and
standardized to have variance one.
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2.2 The classical polygenic risk score for association tests
Suppose we have 2n independent observations, the classical polygenic risk score-based association
analysis (Purcell et al., 2009) first randomly splits the sample into two equal subsets,Dn,1 andDn,2;
the corresponding data and parameter estimates such as y, X , G and βˆ will carry superscripts (1)
and (2), respectively for the two subsets, unless specified otherwise. A variable selection procedure
is then applied to the training sample Dn,1 to select a subset of candidate genetic variables, M ,
where we define J2 = |M |. In the testing sample Dn,2, a polygenic risk score G∗i is constructed by
aggregating the J2 selected variables using G
(2)
i , but weighted by the effect estimates βˆ
(1)
j obtained
from Dn,1, j ∈M . That is, G∗i = ∑J2j=1 βˆ (1)j g(2)i j (i = 1, . . . ,n). The inference is then based on the
generalized linear regression model applied to Dn,2,
G {E(y(2)i |G∗i ,X (2)i )}= G∗i β ∗+X (2)Ti βx, (1)
and testing
H0 : β
∗ = 0 versus H1 : β ∗ 6= 0. (2)
The corresponding score statistic is, T1 = ∑
n
i=1(y
(2)
i − µˆ(2)i )G∗i , where µˆ(2)i = G−1(X (2)Ti βˆx) and
βˆx is the maximum likelihood estimate of βx under H0. The distribution of standardized T1 can be
approximated by χ21 , and the p-value of a test based on T1 will be denoted as p1.
This classical polygenic association testing has since been improved on several fronts, includ-
ing modelling dependency structure (i.e. linkage disequilibrium) between genetic variables (Vilh-
jalmsson et al., 2015) and better estimation of β
(1)
j (Shi et al., 2016), among others (Lloyd-Jones
et al., 2019). However, additional work are needed. To facilitate our discussion, it is instructive to
re-formulate T1 as the following,
T1 =
n
∑
i=1
(y
(2)
i − µˆ(2)i )G∗i =
n
∑
i=1
(y
(2)
i − µˆ(2)i )
J2
∑
j=1
βˆ
(1)
j g
(2)
i j
=
J2
∑
j=1
βˆ
(1)
j
n
∑
i=1
(y
(2)
i − µˆ(2)i )g(2)i j = n
J2
∑
j=1
βˆ
(1)
j S j,
where S j = n
−1∑ni=1(y
(2)
i − µˆ(2)i )g(2)i j . Thus, T1 constructed based on the aggregated risk score G∗i
is analytically equivalent to a linear weighted average of the score statistics, S j’s, across the J2
selected genetic variants.
Tests based on T1 are sub-optimal when signs of βˆ
(1)
j and S j differ. For example, recent work
in association tests for rare variants have shown that T1 type of tests are only powerful when a
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large proportion of the variants being tested are causal and their genetic effects are in the same
direction (Derkach et al., 2014). Further, the direct use of βˆ
(1)
j ’s as weights may not be robust to
different alternatives. Finally, when the signal-to-noise ratio is low as often the case in practice, the
one-time only sample splitting approach may not be reliable (Meinshausen et al., 2009). Figure 1
is an illustration of the p-value lottery phenomenon associated with T1, when it is applied to a real
dataset with 2n= 1409 and J = 3754; see Section 4 for details of the application data.
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Figure 1: Histograms of p-values of T1 (white) and the proposed Tdc (blue) based on randomly
splitting a real dataset to training and testing samples, independently 100 times. The right figure is
a zoom-in plot for the proposed Tdc.
2.3 An adaptive procedure for polygenic signal detection
Here we develop a robust method that is adaptive to different alternatives. We first propose new
tests by considering different weighting schemes, given a particular sample split. We then improve
the stability of our inference through repeated sample splitting.
Recall that testing (2) in (1) can be reformulated as testing
H0 : β = 0 versus H1 : β 6= 0, (3)
in
G {E(y(2)i |G(2)i ,X (2)i )}= G(2)Ti β +X (2)Ti βx, (4)
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where β = (β1, . . . ,βJ2)
T . The proposed new test statistics have the following form,
Tγ = n
J2
∑
j=1
w
γ−2
j S
2
j , γ ∈ Γ = {2,4,6, . . .}, (5)
where w j depends on βˆ
(1)
j obtained from Dn,1, and γ is an even integer to avoid signal cancellation
between variants.
Let S= (S1, . . . ,SJ2)
T and R= diag{r j}= diag{wγ−2j }, j = 1, . . . ,J2, we have
Tγ = nS
TRS. (6)
We can easily modify R to include off-diagonal elements to reflect potential linkage disequilibrium
between genetic variables, and we will study the asymptotic null distribution of Tγ in Theorems
1–3 for both fixed and diverging J2.
The different γ values in (5) adapt to different signal sparsities. To obtain an accurate yet
computationally efficient adaptive test, we propose to aggregate pγ ’s, the p-values of Tγ ,γ ∈ Γ =
{2,4,6, . . .}, and p1, the p-value of T1, using the Cauchy combination method recently proposed by
Liu and Xie (2020). The Cauchy method can accommodate complex dependency structure among
p-values without explicitly modelling it. In our setting, the proposed test statistics is
Tc = (|Γ|+1)−1 ∑
γ∈Γ∪1
tan{(0.5− pγ)pi}. (7)
The tail of the null distribution of Tc can be well approximated by the standard Cauchy distribution,
as long as the individual pγ ’s are accurate, which we study in sections 2.4 and 3. The final p-value
of Tc is pc = 1/2− (arctan tc)/pi , where tc is the observed value for Tc.
Here we acknowledge that Tγ is related to SPU type of test statistics proposed by Xu et al.
(2016, 2017); Wu et al. (2019). For an integer γ ≥ 1, Tspu(γ) = ∑Jj=1 Sγj , where S j is obtained from
the whole sample. If we omit the sample splitting step in our approach, J2 = J, and let w j = S j, we
have Tγ ∝ Tspu(γ) for all γ > 1. The authors of Tspu(γ) have noted that for an even integer γ → ∞,
Tspu(γ) ∝ (∑ j |S j|γ)1/γ →max j |S j|, defined as Tspu(∞). This suggests that larger γ is more powerful
for sparse alternatives and smaller γ is the opposite. To make the SPU test robust to different
alternatives, the authors then proposed an adaptive SPU test based on TaSPU =minγ∈ΓaSPU{pspu(γ)},
where the recommended ΓaSPU= {1,2,3,4,5,6,∞}, and pspu(γ) is the p-value associated with each
Tspu(γ). The asymptotic pspu(γ) for γ = 1 and 2 can be obtained with mild conditions imposed on
moments of S j’s and their correlation structure (Xu et al., 2017; Wu et al., 2019). However, the
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asymptotic pspu(γ) for γ > 2 are not accurate for stringent significant levels. The authors then
proposed to calculate pspu(γ), and subsequently paSPU, based on bootstrap or simulation, which is
computational expensive.
The distinction between TaSPU and the proposed Tc is four-fold. Firstly, the building block of Tc
is Tγ , where γ is an even integer, which facilitates studies of asymptotic properties of the proposed
tests; see Theorems 1–4 for details. Secondly, tests using different γ values are correlated with
each other. Thus, even if the individual p-value estimation is accurate, the minimum-p approach of
TaSPU makes the inference more difficult than that of Tc, which is based on the easy-to-implement
Cauchy method. Thirdly, although TaSPU uses the whole sample for association testing, it aggre-
gates information across all J genetic variants, many of which may be from the null leading to
reduced power as compared to Tc, which benefits from variable selection. Lastly, the flexible struc-
ture of w j in Tγ allows incorporation of additional information available for each genetic variant,
such as its functional importance (Ionita-Laza et al., 2016).
To further robustify Tc against sampling variation inherent in the one-time only sample split-
ting approach, we then consider repeated sample splitting of m times. For the sth sample split,
s = 1, . . . ,m, we obtain Tc,s and its corresponding p-value, pc,s. To combine the pc,s’s while not
explicitly modelling the correlation, we again utilize the Cauchy method of Liu and Xie (2020).
The proposed double Cauchy combination test statistic is
Tdc = m
−1
m
∑
s=1
tan{(0.5− pc,s)pi}. (8)
Similar to inference based on Tc, the tail of the null distribution of Tdc can be well approximated
by the standard Cauchy distribution, as long as the individual p-values to be combined are accurate
which we study next.
2.4 Asymptotic properties of Tγ
To make the dependency of Tγ on n and J2 explicit, we use Tn,J2,γ to denote Tγ in this section.
We study the asymptotic properties of Tn,J2,γ for both fixed and diverging J2, under the null or
local alternatives. For notation simplicity, we now omit superscript (2) from Y ∈ Rn×1, G ∈ Rn×J2
and X ∈ Rn×q, representing, respectively, the outcome, genotype and covariate data in the testing
sample Dn,2, where J2 is the number of SNPs to be tested. Recall that Tn,J2,γ = nS
TRS, where
S = (S1, . . . ,SJ2)
T is the score vector, R = diag{r j}, and γ is an even integer. The covariance
matrix of n1/2S is Σs = E{ai(φ)ν(µi)GiGTi }, where Gi ∈RJ2×1, the genotype vector for individual
i, ε = (ε1, . . . ,εn)
T =Y −G−1(Gβ +Xβx), and ε0 = (ε01, . . . ,ε0n)T = Y −G−1(Xβx).
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The following theorem gives the asymptotic null distribution of Tn,J2,γ , provided that the same
regularity conditions, required for the convergence of S to a multivariate normal random variable,
hold (Goeman et al., 2011; Vandekar et al., 2019). In addition, we ignore the nuisance parameters
ai(φ) and βx for now and discuss how to include them in section 5. We provide all proofs in the
Supplementary Material.
Theorem 1. Under the null hypothesis H0 in (3), for any fixed finite J2 and γ ,
Tn,J2,γ → TJ2,γ
in distribution as n→ ∞, where TJ2,γ and ∑J2j=1λJ2, jχ21 j are equivalent in distribution, χ21 j’s are
independent variables with central chi-square distribution with 1 degrees of freedom, χ21 , λJ2,1 ≥
. . . ,≥ λJ2,J2 are the eigenvalues of CTs RCs, and Σs =CsCTs .
When Y is normally distributed, Tn,J2,γ and TJ2,γ equivalent in distribution always holds for any
n (and finite J2); when both n and J2 are diverging, additional assumptions are required.
Assumption 1. Assume Gi = CgZi,∀i, where Cg is a J2× J2 matrix and CgCTg = Σg, and Zi =
(zi1, . . . ,ziJ2)
T with E(Zi) = 0 and cov(Zi) = IJ2 . Assume zi j has finite eighth moment and E(z
4
i j) =
3+∆ < ∞, ∀ j, where ∆ is a constant and ∆ > −3, and E(Π jzν ji j ) = Π jE(z
ν j
i j ), where ∑ j ν j ≤ 8
and all ν j’s are non-negative integers.
Assumption 2. Let fg be the probability density of G and D( fg) be its support. Assume E(ε |G) =
0 and E(ε3 | G) = 0, and there are positive constants K1 and K2 such that E(ε2 | G) > K1 and
E(ε4 | G)< K2 almost everywhere for g ∈ D( fg).
Assumption 3. There exist real numbers ρ∞, j’s such that limJ2→∞ ρJ2, j = ρ∞, j uniformly ∀ j, and
limJ2→∞ ∑
J2
j=1ρJ2, j = ∑
∞
j=1ρ∞, j < ∞, where ρJ2, j = λJ2, j/
√
tr(RΣs)2, j = 1, . . . ,J2, which are the
eigenvalues of CTs RCs/
√
tr(RΣs)2 in descending order.
Assumption 4. n{tr(RΣg)2/tr2(RΣg)}→ ∞ as n and J2 → ∞.
Assumptions 1–3 are standard in studying high-dimensional testing (Guo and Chen, 2016;
Zhang et al., 2019). Assumption 4 specifies a relationship between n and J2. Because tr(RΣg) =
∑
J2
j=1λJ2, j and tr(RΣg)
2=∑
J2
j=1λ
2
J2, j
, we have n{tr(RΣg)2/tr2(RΣg)}= n{∑J2j=1λ 2J2, j/(∑
J2
j=1λJ2, j)
2}.
Thus, Assumption 4 holds for any diverging n and J2 if λJ2, j’s are dominated by first few larger
ones. When all λJ2, j’s are similar in magnitude, Assumption 4 is equivalent to requiring sample
size n grows to infinity at a rate faster than J2. The following theorem generalizes Theorem 1 from
finite to infinite J2.
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Theorem 2. Under the null hypothesis H0 in (3) and assume Assumptions 1–4 hold,
σ−1n,0{Tn,J2,γ − tr(RΣs)}→ ζ and {2tr(RΣs)2}−1/2{TJ2,γ − tr(RΣs)}→ ζ
in distribution as n and J2 → ∞, where ζ and ∑∞j=1ρ∞, j(χ21 j− 1)/
√
2 are equivalent in distribu-
tion, σ2n,0 = 2tr(RΣs)
2+ δ , and δ = n−1
{
∑
J2
j=1∑
J2
k=1 r jrkE(g
2
i jg
2
ikε
4
0i)− tr2(RΣs)−2tr(RΣs)2
}
=
o{tr(RΣs)2}. Therefore, as n and J2 → ∞,
supx|pr(Tn,J2,γ ≤ x)− pr(TJ2,γ ≤ x)| → 0.
Theorems 1 and 2 show that we can use ∑
J2
j=1λJ2, jχ
2
1 j to approximate the asymptotic null
distribution of Tn,J2,γ for both fixed and diverging J2. The corresponding p-value can be calculated
using the method of Imhof (1961) or Davies (1980); we use the method of Davies (1980) in our
implementation below for both simulation and application studies.
To show the asymptotic normality of Tn,J2,γ under the null, we need to impose the following
assumption, which substitutes for specifying an explicit relationship between J2 and n.
Assumption 5. tr2(RΣg)
2/tr(RΣg)
4 → ∞ and tr(RΣg)2 → ∞ as n and J2 → ∞.
Theorem 3. Under the null hypothesis H0 in (3) and assume Assumptions 1–5 hold,
σ−1n,0{Tn,J2,γ − tr(RΣs)}→ N(0,1),
in distribution as n and J2 → ∞.
We now study the adverse effect of sample splitting on power, while considering the beneficial
effect of variable selection afforded by sample splitting, under the local alternative Lβ ,
Lβ =
{
∆TβRΣgR∆β = o{n−1tr(RΣg)2} and {G−1(GTi β )}2 = O(1)
}
,
where ∆β = E{G−1(GTi β )Gi}.
Theorem 4. Under the local alternative Lβ and assume Assumptions 1–5 hold,
σ−1n,1 {Tn,J2,γ − tr(RΣs)−µn,β}→ N(0,1),
in distribution as n and J2 → ∞, where µn,β = tr(RΞβ ) + (n− 1)∆TβR∆β , σ2n,1 = {2tr(RΣs +
RΞβ )
2}{1+o(1)}, and Ξβ = E
[{G−1(GTi β )}2GiGTi
]
.
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Theorem 4 reveals that power of Tn,J2,γ under Lβ is determined by SNRn(β ) = µn,β /σn,1,
where SNRn(β ) can be interpreted as signal-to-noise ratio following Guo and Chen (2016). As
detailed in the Supplementary Material,
µn,β =
J2
∑
j=1
r jE{G−1(GTi β )gi j}2+(n−1)
J2
∑
j=1
r jE
2{G−1(GTi β )gi j},
σ2n,1 = {σ2n,0+2tr(RΞβ )2+4tr(RΣsRΞβ )}{1+o(1)} ,
where σ2n,0= 2∑
J2
j=1∑
J2
k=1 r jrkE
2(gi jgikε
2
i ){1+o(1)}, tr(RΞβ )2=∑J2j=1∑J2k=1 r jrkE2
[
gi jgik{G−1(GTi β )}2
]
,
and tr(RΣRΞβ ) = ∑
J2
j=1∑
J2
k=1 r jrkE(gi jgikε
2
i )E
[
gi jgik{G−1(GTi β )}2
]
.
Now define T2n,J = 2n∑
J
j=1S
2
j as the test statistic calculated based on the whole sample of size
2n but without variable selection and assuming R= I. In this case, G j ∈ R2n×1 and β ∈ RJ×1 for
calculating S j. The signal-to-noise ratio corresponding to T2n,J is SNR2n(β ) = µ2n,β /σ2n,1.
µ2n,β =
J
∑
j=1
E{G−1(GTi β )gi j}2+(2n−1)
J
∑
j=1
E2{G−1(GTi β )gi j},
σ22n,1 = {σ22n,0+2tr(Ξβ ,J)2+4tr(Σs,JΞβ ,J)}{1+o(1)} ,
where σ22n,0= 2∑
J
j=1∑
J
k=1E
2(gi jgikε
2
i ){1+o(1)}, tr(Ξβ ,J)2=∑Jj=1∑Jk=1E2
[
gi jgik{G−1(GTi β )}2
]
,
and tr(Σs,JΞβ ,J) = ∑
J
j=1∑
J
k=1E(gi jgikε
2
i )E
[
gi jgik{G−1(GTi β )}2
]
.
To provide additional insights, assume pr(M ⊃ M ∗)→ 1 as n→ ∞; this assumption can be
fulfilled by various variable selection algorithms (Fan and Lv, 2008; Li et al., 2012; Jin et al.,
2014; Zhang, 2017). Comparing µn,β with µ2n,β , it is not surprising that sample size reduction
is the primary cause of power loss for a sample splitting-based method. On the other hand, the
characterizations of σ2n,1 and σ
2
2n,1 indicate noise-filtering in the training sample Dn,1 can reduce
variance of the test statistic calculated in the testing sample Dn,2, leading to increased power for
the sample splitting-based method. The use of weights derived from Dn,1 can further compensate
efficient loss due to reduced sample size inDn,2. Thus, SNRn(β ) can be larger than SNR2n(β ), and
tests based on Tn,J2,γ can be more powerful than T2n,J . Simulation studies in the next section show
that, even if sure-screening fails in Dn,1, the sample splitting approach can have comparable power
with the methods of Wu et al. (2019); Guo and Chen (2016) applied to the full-sample without
variable selection.
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3 Simulation studies
3.1 Simulation designs
To evaluate the performance of Tdc and compare it to tests proposed by Guo and Chen (2016) and
Wu et al. (2019), we consider two simulation designs. Design one simulates G, where we can
explicitly specify and study effects of different model parameters, while design two builds upon
a set of real genotypes. Design one considers sample size of 2n = 200 or 1500 and dimension
J ∈ {10,50,200,400,1000,4000}. It generates G based on a multivariate normal distribution with
mean vector 0 and correlation matrix Σg = {ρ |i− j|}J×J , where ρ = 0.2,0.5,0.8, and i and j =
1, . . . ,J. That is, we use the autoregressive model for correlation between the J variants. For
design two, G comes from an application sample of 2n= 1409 individuals and a set of J = 3754
genetic variants; for a more streamlined presentation, we present simulation results of design two
in section 4, along with application results.
To implement Tdc, we let r j = βˆ
γ−2
j ( j = 1, . . . ,J2) and Γ = {2,4,6,42} to first obtain Tc of (7),
we then use m = 10 or 50 to derive the more stable Tdc of (8). For completeness, we also study
the performance of the individual Tγ ’s but present the results in the Supplementary Material. The
numbers of simulation replicates are 106 for evaluating type I error control and 500 for power, and
additional simulation design details are provided below when appropriate.
3.2 Type I error
Methods applied to binary outcomes often have worse performance than normally distributed traits.
Thus, we generate Y based on a logistic regression with β = 0, and without loss of generality,
intercept equals to one and with no other covariates. For evaluation of type I error control, the
variable selection procedure is not critical as long as it is applied to a sample that is independent
of the testing sample as the case here, and the size of J is also not critical. Thus, we choose
J2 = J and regress the simulated Y on each of the J2 simulated variants in Dn,1, and we obtain their
corresponding βˆ j values for the polygenic association testing in Dn,2.
Table 1 shows the empirical test sizes of Tdc for 2n = 200, m = 10, and nominal α values of
0.05, 0.01, and 10−3, and Supplementary Material provides results for more stringent α values and
m= 50; results for 2n= 1500 are more accurate thus not shown. Here, the distributions of Tγ ’s are
approximated by the weighted linear combination of independent χ21 distributions as specified in
Theorem 2, and the distributions of Tc and Tdc by the standard Cauchy distribution. It is clear that
type I error of Tdc is controlled at or below the nominal levels, across the settings.
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Table 1: Empirical test sizes of Tdc. Autoregressive model AR(1, ρ) for correlation between the J2
variants, sample size 2n= 200, and m= 10 for repeated sample splitting
J2 10 50 200 400 1000
ρ
α
5% 1% 0.1% 5% 1% 0.1% 5% 1% 0.1% 5% 1% 0.1% 5% 1% 0.1%
0.2 5.285 0.981 0.105 5.330 0.938 0.071 5.341 0.928 0.072 5.403 0.943 0.074 5.434 0.941 0.081
0.5 5.265 0.961 0.095 5.340 0.936 0.069 5.372 0.941 0.071 5.369 0.938 0.072 5.409 0.941 0.076
0.8 5.347 0.983 0.084 5.330 0.942 0.070 5.343 0.937 0.068 5.338 0.940 0.073 5.326 0.923 0.076
Results in the SupplementaryMaterial show that the normal approximation given in Theorem 3,
however, is not adequate for Tγ when J2 ≤ 1000. Thus, we recommend the use of the ∑J2j=1λJ2, jχ21 j
approximation in practice. Consistent with previous reports, the empirical type I error rates of the
methods of Wu et al. (2019) and Guo and Chen (2016), based on asymptotic approximations, are
inflated (Supplementary Material). Thus, we use permutation with 104 replicates to evaluate power
of these methods, as recommended by the authors.
3.3 Power
Similar to the type I error evaluation above, here we also focus on the more difficult case of analyz-
ing binary outcomes than normally distributed traits. We generate Y based on logistic models with
different proportions of nonzero regression coefficients, varying from 0.1%, 1%, 5%, to 10% for
the J variants. We assume the indices of the nonzero β j’s to be uniformly distributed in {1, . . . ,J},
and we also randomly specify the nonzero β j’s to be half positive and half negative. Results be-
low focus on power comparison between the proposed Tdc test and the methods of Guo and Chen
(2016) and Wu et al. (2019), which are applied to the whole sample and without variable selection.
Results of the original polygenic risk score test, T1, are shown in the Supplementary Material.
To better delineate the factors influencing power, we consider three study scenarios. In all
three scenarios, the weights inferred from the training sample Dn,1 are used to construct the Tdc
test statistic using the testing sample Dn,2.
(I), Oracle: M =M ∗. This is the ‘best’ case scenario for Tdc, where the selection step applied
to Dn,1 identifies all and only truly associated variants; the estimated weights however may not be
optimal. This study is to show power gain of Tdc, despite the reduction of sample size, as compared
to the methods without variable selection.
(II), J2 = J: M = {G1, . . . ,GJ}. This is the ‘worst’ case scenario for Tdc, where the selection
step fails completely at filtering out non-signals; the estimated weights however may be infor-
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mative. This scenario is tailored for studying power loss of Tdc due to sample size reduction as
compared with methods without sample splitting, while also demonstrating the benefits of lever-
aging the weights inferred from Dn,1 to perform associate analysis using Dn,2.
(III), Variable Selection: M is estimated based on the variable selection method proposed in
Li et al. (2012). This study investigates the impact of accuracy of variable selection on power of
Tdc as compared to the methods without variable selection.
Figure 2 shows the results for 2n = 1500 and J = 4000, reflecting the values observed in the
real dataset studied in section 4; ρ = 0.5 for correlation between the J variants, and m = 10 for
repeated 50%-50% sample splitting to construct Tdc. Supplementary Material provides additional
simulation results.
For scenario (I), Fig. 2 (the first column) shows that the proposed Tdc test has substantial power
gain, attributed to noise filtering despite the reduction in sample size for associate testing, as com-
pared to the methods of Guo and Chen (2016) and Wu et al. (2019).
For scenario (II), Fig. 2 (the second column) shows that the anticipated power loss of Tdc due
to sample splitting can be compensated by leveraging the weights inferred from Dn,1, as compared
with the methods of Guo and Chen (2016) and Wu et al. (2019), which use the full sample. For
the sparse alternative case, scenario (II) 4 signals, Tdc displays comparable power with the method
of Wu et al. (2019), while both are substantially more powerful than the method of Guo and Chen
(2016). For the other alternatives considered in this scenario, all three methods have comparable
power with the method of Guo and Chen (2016) having slightly higher power. Overall, the pro-
posed Tdc test is most robust to the different alternatives considered here, and it is computationally
most efficient.
For the more realistic scenario (III), interestingly the results are similar to those of scenario
(II). This suggests that while the variable selection step filters out noise, it also filters out some
(weak) signals. The implementation of the method of Li et al. (2012) requires the specification of
J2. The results in Fig. 2 are for J2 = 1500, the total sample size as recommended by the authors.
In addition to the method of Li et al. (2012), we also evaluated other selection methods, such as
ElasticNet (Zou and Hastie, 2005). However, results are similar especially for weak signals.
Results so far focus on the 50%-50% sample splitting proportion. To exam the effects of dif-
ferent proportions on power, we also investigate 33%-67% and 67%-33% sample splitting (Sup-
plementary Material). Results show that the overall power of Tdc is not extremely sensitive to the
proportion. However, the 33%-67% sample splitting has slightly increased power for the scenar-
ios considered here. This is consistent with the literature (Barber and Candes, 2019; Dudbridge,
2013), where it has been noted that uneven sample splitting, with more subjects assigned to the
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Figure 2: Power comparison of the proposed test Tdc (red triangle), the method of Guo and Chen
(2016) (blue square), and the method ofWu et al. (2019) (black circle), for the three study scenarios
(I), (II) and (III). Sample size 2n= 1500, and the total variant J = 4000 among which 0.1% (row
1), 1% (row 2), 5% (row 3), and 10% (last row) are truly associated.
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testing sample, can increase power as compared to even sample splitting.
4 Application and additional simulation studies
We apply the proposed Tdc test and the methods of Guo and Chen (2016) and Wu et al. (2019),
as well as T1, the original polygenic risk score test, to the cystic fibrosis data introduced in Soave
et al. (2015). This dataset consists of 2n= 1409 independent individuals from Canada with cystic
fibrosis on whom lung functions have been measured. Of interest is the association between lung
function and a set of J = 3754 genetic variants, which are the constituents of the apical plasma
membrane.
To implement the proposed Tdc test, we first randomly divide the 1409 individuals into two
subsets, Dn1 and Dn2 , where n1 = 409 and n2 = 1000, n1 = 705 and n2 = 704, or n1 = 1000 and
n2 = 409. As in the simulation studies, we define r j = βˆ
γ−2
j ( j = 1, . . . ,J2) and Γ = {2,4,6,42},
and we apply the variable selection method of Li et al. (2012) and let J2 = n2, the sample size
of the testing sample. Because the approximation of the asymptotic distribution of Tdc requires a
positive definite matrix estimate of Σg in Dn2 , we use the algorithm proposed by Rothman (2012),
with the tuning parameter selected by 5-fold cross-validations.
Using this application dataset, we first re-evaluate type I error control of Tdc by simulating Y
independently of the observed G for the n2 individuals in the Dn2 testing sample, where yi = 1+εi
(i= 1, . . . ,n2) and εi follows the standard normal distribution. The variable selection and estimation
of weights, however, are based on the real data, both Y and G, of the Dn1 training sample. Results
in Table S5 in the Supplementary Material show that the empirical type I error rates of Tdc are at
the nominal level when m= 10 or 50 but are slightly inflated when m= 100. Thus, we recommend
the use of m= 10 or 50 for constructing Tdc.
In the absence of knowledge of true association, application results focus on stability of tests
based on sample splitting, and p-values of all methods. The empirical p-values are 0.0985 and
0.0727, respectively, for the methods of Guo and Chen (2016) and Wu et al. (2019), based on 104
bootstrap samples applied to the whole sample. For T1, we randomly split the whole sample to the
Dn1 and Dn2 subsets, independently 100 times, to obtain 100 different p1’s, the T1-based p-values.
The histogram of p1’s for n1 = 409 and n2 = 1000 is shown in Fig. 1. For Tdc, we also randomly
split the whole sample to two subsets, but independently 100× 50 times, and use a sequence of
m= 50 repeated sample splits to obtain 100 pdc’s, the Tdc-based p-values. The histogram of pdc’s
for n1 = 409 and n2 = 1000 is shown in Fig. 1 in blue. Results clearly show that the proposed
repeated sample splitting strategy leads to a much more stable inference than the one-time only
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Table 2: Summary of p-values of the proposed Tdc applied to the cystic fibrosis application data
based on different n1-n2 sample splits, with m= 50 for constructing Tdc and repeatedly 100 times.
The total sample size 2n = 1409, the total genetic variants J = 3754, and J2 = n2, the sample of
size of the testing sample
n1 n2 Minimum 1st Quantile Median Mean 3rd Quantile Maximum
409 1000 0.003 0.030 0.045 0.046 0.061 0.101
705 704 0.020 0.067 0.079 0.086 0.105 0.195
1000 409 0.003 0.045 0.059 0.057 0.067 0.104
sample splitting approach: p1 ranges from 0.0019 to 0.9446, while in contrast pdc ranges from
0.003 to 0.101, with a mode of around 0.05.
For completeness, Table 2 provides the summary statistics of the 100 pdc’s associated with
different sample splitting proportions. Results show that although the proposed Tdc demonstrates
much improved stability of inference as compared to T1, variation remains in this application,
suggesting the signals are too weak or sample size is not sufficient.
5 Discussion
In the theoretical study, we did not consider the impact of estimating nuisance parameters βx and
φ , as we expect that the results would be similar when we impose stringent conditions on the
design matrix X and the relationship between n and q to ensure estimation accuracy of the nuisance
parameters (Guo and Chen, 2016). In practice, we can estimate the nuisance parameters in the
training sample and treat the estimates as known quantities to construct Tdc in the testing sample.
This approach has been recommended by Chernozhukov et al. (2018) for another study setting
where the sample splitting strategy is used.
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