ABSTRACT Sparse representation has exhibited excellent performance in face recognition. However, this method requires some areas for improvement, especially on insufficient face samples. We aim to design a simple and efficient method to improve sparse representation to solve problems with a small sample size. This paper provides two primary contributions that are very effective in small sample face recognition. First, in order to enhance recognition robustness, we designed an intuitive and mathematically controllable transfer learning method of sparse representation by introducing labeled samples. Second, to obtain high recognition accuracy, we developed a weighted fusion scheme to integrate the sparse representation results generated from original and labeled samples. In the ORL dataset, our algorithm's highest accuracy rate is 95%. In the FERET dataset, our highest classification accuracy rate is 95%. In the more complex LFW dataset, our highest classification accuracy rate has also reached 83.33%. This shows that our experimental results demonstrate that the proposed method can obtain sufficient performance, whereas the weighted fusion scheme can take advantage of sparse representation on the basis of original and labeled samples. This paper will be very useful for identification based on the Internet-of-Medical-Things.
I. INTRODUCTION
Sparse representation is one of the popular research areas in pattern recognition and machine learning. Sparse representation has exhibited excellent performance in pattern classification, especially in image classification, such as face recognition [1] .
Sparse representation codes a signal y over an overcomplete basis X, such as y ≈ Xa, and then classifies signal y based on its sparse vector a. The important part of sparse representation is the method of measuring the sparsity of a. To perform this measurement, apart from conventional l 1 -minimization algorithms [2] - [4] , some extensions of sparse representation algorithms, such as l 2 -minimization algorithms [5] - [8] and l 21 -minimization algorithms [9] , have also been proposed. For example, l 1 -minimization algorithms can suppress strong noise and obtain robust face recognition results [2] , [3] . l 2 -minimization algorithms are computationally economical and have closed-form solutions. l 21 -minimization algorithms are robust to rotation [9] .
Some algorithms for sparse representation [10] , including localized sparse representation [11] , structured sparse representation [12] , [13] , group sparse representation [14] , [15] , and discriminative sparse representation [16] , [17] , also have special constraints. The idea of sparse representation has also been extended to discriminant analysis [18] , principal component analysis [19] , and optimal kernel placement [20] . In addition to image classification, sparse representation has been utilized for image retrieval, image super-resolution, image denoising, and video analysis [21] - [24] .
The importance of knowledge transfer or transfer learning task domains has increased the research interest toward transfer learning [25] , [26] . Transfer learning aims to improve learning in a new task by transferring knowledge from a related task that is previously learned [27] .
We propose a simple and effective transfer learning method and weighted fusion scheme for sparse representation to solve small-sample-size problems. We utilized the principle of transfer learning in a novel way. Specifically, we implemented a sparse representation algorithm to test samples and original training samples, and then defined reconstruction error about each test sample. Subsequently, we defined labeled samples, which include labeled test samples and labeled training samples. We defined labeled test sample as a column vector in which all elements are one. We defined each of the m labeled training samples of the c-th class as a column vector in which all elements are zeros except the c-th element, which is one. Then, we transferred the previous solution of sparse representation into these labeled samples to reconstruct labeled training samples. Then, we applied the same sparse representation algorithm to test labeled samples and reconstructed labeled training samples. We also defined another reconstruction error about each labeled test sample. We combined the weights from two different reconstruction errors and finally classified test samples by evaluating which class leads to the minimum weighted fusion.
II. RELATED WORKS
We focused on l 1 -minimization, l 2 -minimization, and l 21 -minimization algorithms, which are the most popular sparse representation algorithms in the literature.
We summarized the notations and definitions of norms used in this paper. Suppose that L classes exist. Given training samples X c ∈ R s * m of the c-th c ≤ L class and X c = x m(c−1)+1 , · · · , x cm , we denote the m training samples of the c-th class. Let X = [X 1 , X 2 , · · · , X n , ] denote the n total of training samples. We defined a gray-scale image using w * h and s = w * h. y ∈ R s denotes the test sample to be recognized.
A. THE l 2 -MINIMIZATION ALGORITHMS l 2 -minimization algorithms are proposed in several papers [8] , [28] , [29] . We used collaborative representation (CR) [8] as a sample of l 2 -minimization algorithm. CR represents each test sample via a linear combination of all training samples and the representation result to determine a class label for the test sample. This representation starts from the following:
The solution of CR is established on the basis of objective function y − XA [8] , which is solved byÂ = (X T X + µI ) =1 X T y, where µ is a small positive constant and I denotes the identity matrix [8] . LetÂ j denote the sparse representation matrix of the j-th class. CR implements the following procedure to determine a class label for the test sample. If k = argmin||y − X jÂj || 2 , then test sample y is assigned to the j-th class.
Other l 2 -minimization algorithms with different goals or constraints [5] , [28] , [30] are found. The l 2 -minimization algorithms in [5] and [28] achieved high accuracy and also have low computational cost.
B. THE l 1 -MINIMIZATION ALGORITHMS
The conventional l 1 -minimization algorithm solves the following objective functions [3] :
min A 1 subject y-XA 2 < ε,
where ε is a small positive constant. The l 1 -minimization algorithm uses an iterative algorithm, such as iterative shrinkage-thresholding algorithm [31] and gradient projection sparse representation [32] , to obtain its solution. [33] .
III. OUR PROPOSED METHOD
Faces have natural sparse representations with respect to concatenations of bases, thereby making the representation discriminative. Transfer learning and weighted fusion scheme can enhance recognition robustness and obtain improved recognition results. This section analyzes the working mechanism of our proposed method called transfer learning-based sparse representation and weighted fusion (TLSRWF).
A. TEST SAMPLES SPARSELY CODED BY TRAINING SAMPLES
In this section, we transform test samples into a new lowdimensional space. We first normalize test samples and original training samples by using y = y/ y and x i = x i / x i (i = 1, 2, ..., n). Then, by using CR, the sparsest representation of the test sample is a linear combination of all training samples across different classes. Therefore, the linear representation of y can be written as follows:
where A c is a coefficient vector that is associated with class c.
To collaboratively represent the test sample using X with a low computational load [8] , we can use the following objective function:
where µ is a small positive constant. Our method aims to determine the distance between the test sample and its reconstructed representationŷ = X cÂc as a reconstruction error that will be used for later classification. We can define the following: In this section, we propose a transfer learning-based sparse representation method (TLSR). Considering the redundant and noisy information, the dictionary of all original training samples cannot fully utilize the discriminative information within-class and between-class in problems with a small sample size. To solve this problem and enhance recognition robustness, we utilized the following observation as an alternative: define labeled test sample as
T . Let S m(i−1)+j denote the j-th labeled training sample of the i-th class. Define each m labeled training samples of the c-th class as a column vector in which all elements are zeroes except the c-th element, which is one. Then, we proposed a new kind of labeled sample. Specifically, we defined reconstructed labeled training samples Z by transferring the previously obtained solution of sparse representationÂ into labeled training samples S as follows:
For a new basis S, basis S can further extract class sparse features fromÂ although they do not have the same linear combination relation with sparse representationÂ.
The CR method can also be exploited in this case. We defined a new sparse coding coefficient matrix B, which contains discriminative information and aids to improve robustness. Then, labeled test sample t can be sparsely coded by a linear combination of all reconstructed labeled training samples across different classes by using B as follows:
Similarly, we can use the following objective function:
We defined the distance between labeled test sample and its reconstructed representationt = Z cBc as the reconstruction error that will be used for later classification as follows:
C. THE WEIGHTED FUSION SCHEME
To utilize reconstruction errors from the original and labeled samples, we proposed a weighted fusion scheme to obtain improved face recognition accuracy. First, d 1 c and d 2 c are normalized within the range of 0 to 1 to accelerate the pace of convergence in the procedure. Subsequently, we developed a weighted fusion scheme to integrate the reconstruction errors as follows:
where w 1 and w 2 are the weights that must comply with the following rule:
If k = argmin f c , then the test sample is finally assigned to the k-th class. For our weighted fusion scheme, a smaller weighted fusion of the c-th class indicates a significant possibility for the test sample to fit into this same class.
IV. INSIGHT INTO THE PROPOSED METHOD
In this section, we demonstrate the basis of the proposed method. The starting-point method (SPM) is a typical transfer learning algorithm that sets the initial solution in a target task based on knowledge from a source task [27] . Our transfer learning scheme can be viewed as a generalized form of SPM that utilizes the solution of sparse representation on original samples to influence the labeled samples and then obtains the ultimate solution of sparse representation on the labeled samples.
Original training samples from one class may be similar to those from another class. However, labeled training samples between-class is different, whereas original training samples between-class may be similar to each other. Labeled training samples within-class is completely the same, whereas original training samples within-class may be slightly different from each other. By setting all the elements of labeled test samples to one, the proposed method allows labeled test samples to have the same distance to each class. AsÂ is transferred to labeled training samples, reconstructed labeled training samples will vary between classes because of their different sparse coding coefficient vectors. The distance obtained in (10) may vary across all classes. Finally, reconstructed labeled training samples and original training samples can provide a complementary representation for the same class, which allows the sparse representation to enhance the robustness of face recognition on insufficient samples. Fig. 1 illustrates the transfer learning procedure in our method. As another important contribution, our proposed method designed a simple and effective weighted fusion scheme. This scheme is based on the reject procedure of a pattern classification algorithm that is proposed in [2] . This reject procedure can be described as follows: the classes that are closest and second closest to the test sample are referred to as the first and second candidate classes, respectively. Their distances to the test sample are denoted by p 1 and p 2 , respectively. The conventional classification rule is to assign VOLUME 7, 2019 the test sample to the first candidate class. However, [8] suggested that when p 2 − p 1 > θ (where θ is the predefined threshold), the test sample must be assigned to the first candidate class; otherwise, the procedure must reject the recognition of the test sample. Therefore, when d 1 i and d 2 i are combined, we follow the aforementioned procedure to evaluate the reliability of these distances. We then consider the distance with high reliability as very important and assign such distance with a significant weight in most cases. In the aforementioned case, the classification error of test sample y by such weighted fusion scheme will be lower than the conventional classification rule; thereby facilitating the classification of test sample y. Fig. 2 illustrates the developed weighted fusion scheme. We examined the average Pearson correlation between two kinds of reconstructed errors. The first two face images of each subject in the face recognition technology (FERET) subset and their mirror images were used as training samples, whereas the other face images were used as test samples. We applied CR and calculated the Pearson correlation among the reconstructed errors of every test sample and reconstructed errors of every labeled test sample in all subjects. The experiment shows that the average Pearson correlation between the two kinds of reconstructed errors is only 0.2558, which indicates that original training samples and reconstructed labeled training samples are complementary representations for the same class.
V. MATERIALS AND EXPERIMENTAL RESULTS
We conducted experiments on face recognition in Our Database of Faces (ORL) [34] database and the FERET [6] database and the Labeled Faces in the Wild (LFW) database [39] . We evaluated the efficiency of our proposed method (TLSRWF) and compared it with other methods, including TLSR, collaborative representation-based classification method (CRC) [8] , BP neural network-based PCA method (PCA+BP) [35] , fast principal component analysis method (FastPCA) [36] , local binary patterns method (LBP) [37] , and random forest method (RF) [38] .
A. EXPERIMENTS ON ORL DATABASE
The ORL database contained 400 images from 40 distinct subjects. Each subject provided 10 different images with varying facial expressions. Each face image was gray and normalized to a resolution of 92 * 112 pixels. For simplicity and computational efficiency, we manually resized each face image from the ORL database into 20 * 20 pixels. Fig. 3 is the image of samples in the ORL database in different poses. In the experiment, we selected numbers 3, 4, 5, 6, and 7 face images of each subject as original training samples, whereas the remaining images served as test samples. To obtain improved recognition accuracy on all methods, training samples were expanded by using original training samples and mirror images of original training samples. Fast-PCA method reduced each face image into 50 dimensionalities. For the FastPCA and LBP methods, we recognized a face image by using the nearest neighbor (NN) classifier with Euclidean distance. We placed a forest of 50 trees in random forest classifier. Table 1 shows that our proposed method (TLSRWF) can obtain a higher recognition accuracy compared with the other six methods. The face recognition accuracy of the RF method is higher than that of the FastPCA and LBP methods because the latter methods have insufficient parts of information. However, the speed of the FastPCA and LBP methods are faster than that of the RF method, which reduces the time cost. Table 1 shows that the TLSR method performed better than the CRC method with regard to defining label samples and our transfer learning scheme. The reconstructed labeled training samples obtained by transfer learning preserved the class information and extracted the discriminative information. Thus, the TLSR method can improve the robustness of feature extraction and face recognition accuracy. The TLSRWF method performed better than the TLSR method due to the weighted fusion scheme. In the weighted fusion scheme, reconstructed labeled training samples and original training samples can provide a complementary representation for the same class, which allows the sparse representation to enhance the robustness of face recognition on insufficient samples. The TLSRWF method performed better than the PCA+BP method because the transfer learning method can efficiently extract discriminative information. Therefore, based on the developed weighted fusion scheme, we can assign a slightly higher weight to the recognition accuracy of the TLSR method than the CRC method to optimize recognition results. The face recognition results of the seven methods are presented in Fig. 5 , which are obtained by changing the numbers of original training samples on the ORL database using expanded training samples. Fig. 5 shows that the face recognition accuracy of each method increases with the increasing numbers of original training samples. This result indicates that the expanded training samples are beneficial to code test sample or to extract many features. In the experiment, PCA+BP utilized four layers of network structure, and applied the principal component features of the test sample as the input to feed into the trained network for face recognition. However, PCA+BP is susceptible to local minimization and depends on samples, thus, the face recognition accuracy declined when the number of original training samples was six.
B. EXPERIMENTS ON FERET DATABASE
We used a subset of the FERET face database to conduct our experiments. This subset comprised 1400 images from 200 subjects (with each subject providing seven images). Each face image was resized to a 40 × 40 image. We selected numbers 2, 3, 4, 5, and 6 face images of each subject as original training samples, and then used the remaining face images as test samples. In this experiment, the FastPCA method reduced each face image into 200 dimensionalities. For the FastPCA and LBP methods; we also recognized a face image using the NN classifier with Euclidean distance. Fig. 6 shows some of the images that were selected from four subjects from FERET database.
A large number of training samples resulted in an improved sparse coding of test samples. Tables 2 and Table 3 show that the face recognition accuracies of expanded training samples are higher than by using the original training samples. Table 2 shows that the face recognition accuracy of the TLSR method is better than the CRC method because the transfer of knowledge can efficiently improve the target task VOLUME 7, 2019 FIGURE 6. The example images of four subjects from FERET database. to classify. The TLSRWF method performed better than the TLSR method, thereby indicating that the weighted fusion scheme can improve the performance of classification. Table 2 shows that our proposed method outperformed other four methods. Table 3 shows that insufficient training samples were not sparsed to represent test samples, and influenced recognition results. However, except for the number of training samples, Table 3 shows that our proposed method outperformed other four methods. Fig. 7 presents the face recognition results of five methods with the change of numbers of original training samples on the FERET database with expanded training samples (a) and original training samples (b). Limited by the number of training samples in each class, perturbation will exist in the image data, which results in low face recognition accuracy when the number of original training samples is small. However, expanded training samples by mirror expansion can play a role in enhancing and reducing perturbation in the image data. Considering perturbation and noise in image data, we designed a weighted fusion scheme to improve face recognition accuracy. Fig. 8 presents the recognition results with the change of w 2 in the experiment on the FERET database using expanded training samples. In the case of selecting 2 training samples, the face recognition accuracy of our proposed method is 65.70% when the weighted fusion scheme is set to w 2 = 0.52(w 1 = 0.48) and w 2 = 0.53 (w 1 = 0.47). In the case of selecting 3 training samples, the face recognition accuracy of our proposed method is 66.75% when the weighted fusion scheme is set to w 2 = 0.61 (w 1 = 0.39) and w 2 = 0.62 (w 1 = 0.38). In the case of selecting 4 training samples, the face recognition accuracy of our proposed method is 70.83% when the weighted fusion scheme is set to w 2 = 0. 9 presents the recognition results with the change of w 2 in the experiment on the FERET database using original face images. In the case of selecting 2 training samples, Fig. 9 shows that the face recognition accuracy of our proposed method is 60.00% when the weighted fusion scheme is set to w 2 = 0.48 (w 1 = 0.52). In the case of selecting 3 training samples, the face recognition accuracy of our proposed method is 51.25% when the weighted fusion scheme is set to w 2 = 0.84 (w 1 = 0.16). In the case of selecting 4 training samples, the face recognition accuracy of our proposed method is 58.83% when the weighted fusion scheme is set to w 2 = 0.55 (w 1 = 0.45), w 2 ∈ [0.57, 0.66] (which means w 1 ∈ [0.43, 0.34]). In the case of selecting 5 training samples, the face recognition accuracy of our proposed method is 73.50% when the weighted fusion scheme is set to w 2 = 0.50 (w 1 = 0.50). In the case of selecting 6 training samples, the face recognition accuracy of our proposed method is 81.50% when the weighted fusion scheme is set to w 2 = 0.64 (w 1 = 0.36).
C. EXPERIMENTS ON LFW DATABASE
In addition, testing experiments are also done on the LFW dataset. LFW is designed for studying the problem of unconstrained face recognition [39] . Thirty subjects are selected from LFW. Each subject has 20 pictures. First, the area of face is identified and cut down. Next the face image is resized into a 20 * 20 pixels and is converted to a grayscale image. Fig. 10 is the sample of LFW database from four subjects. Compared with Fig. 3 and Fig. 6 , it can be seen that the LFW data set becomes richer in both posture and expression.
In the experiment, we select numbers 15, 16, 17, 18, and 19 face images of each subject as original training samples, and then use the remaining face images as test samples. The training samples are also expanded by using mirror images of original training samples. FastPCA reduces each face image into 230 dimensionalities. For FastPCA and LBP, we recognize a face image by the nearest neighbor (NN) classifier with Euclidean distance. We set a forest of 300 trees in random forest classifier. As can be seen from Table 4 , in the LFW data set, the expression and angle of the data set is more abundant. We increase the training sample. The results show that our method still has significant superiority compared with other methods. Fig. 11 presents recognition results with the change of w 2 in the experiment of the LFW database using expanded training samples. In the case of selecting 15 training samples, the face recognition accuracy of our proposed method is 70.67% when the weighted fusion scheme is set to w 2 ∈ [0.71, 0.72] (which means w 1 ∈ [0. 29, 0.28] 
VI. CONCLUSIONS
Our proposed method provided an improved performance by presenting a simple and practical way to introduce transfer learning and weighted fusion scheme in sparse representation. Reconstructed labeled training samples complement original training samples in representing faces due to the definition of labeled samples. In the ORL dataset, our algorithm's highest accuracy rate is 95%. In the FERET dataset, our highest classification accuracy rate is 95%. In the more complex LFW dataset, our highest classification accuracy rate has also reached 83.33%. The experimental results demonstrate that the proposed method can obtain sufficient performance, whereas the weighted fusion scheme can take advantage of sparse representation on the basis of original and labeled samples. The analysis also showed that in small-samplesize applications, the method proposed in this paper is more effective for face recognition than others. In future work, this method can be applied in other fields, such as human activity recognition [40] , fingerprint recognition [41] , tongue recognition [42] and other target recognition.
