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ABSTRAKT 
Cílem této diplomové práce je vytvoření návrhu modernizace počítačové sítě střední 
školy a jejího zabezpečení tak, aby fungovala pokud možno stabilně a spolehlivě, ale 
zároveň své uživatele neomezovala více, než je nutné. Část práce věnovaná modernizaci 
stávající sítě se bude opírat o platné normy o kabelážních systémech, samotný návrh 
zabezpečení pak bude řešen formou projektu z pohledu projektového managementu, a 
to včetně stanovení rizik a návrhu směrnic. 
 
ABSTRACT 
The aim of this thesis is to create a proposal for the modernization of secondary school 
computer network and its security to function as stable as possible and reliable, but not 
to restrict its users more than necessary. Part of the work focused on upgrading existing 
network will be based on the applicable standards of cabling systems, security design 
itself will be solved by the project from the perspective of project management, 
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S rozvojem moderní společnosti a moderních způsobů komunikace se stále častěji 
musíme také dívat na celou problematiku z hlediska bezpečnosti této komunikace. 
Komunikační technologie obecně usnadňují život, informační systémy zrychlují různé 
procesy a odstraňují zbytečnou agendu. Ovšem jako jakákoliv jiná technologie je i tato 
do jisté míry dobrým sluhou, ale zlým pánem a stává se tak dvojsečnou. Na jedné straně 
leží bezesporu zrychlení a zpříjemnění nutné práce, na straně druhé pak možnost, že 
informační systémy a technologie mohou být zneužity jak proti nám samým, tak proti 
ostatním účastníkům elektronické komunikace. Mnoho lidí namítne, že existují takové 
případy, kde zneužití ICT nepřinese téměř žádnou škodu a útočníkovi žádnou výhodu, 
nicméně toto pomalu přestává být pravdou s nástupem stále většího množství 
výpočetního výkonu, který nám vstupuje do každodenního života v podobě internetu 
věcí (internet of things, wearables, …). Proto by se problematika bezpečnosti neměla 
podceňovat a měla by se začít aplikovat automaticky u každého stupně ICT.  
 
Vnitřní síť střední školy skýtá svým uživatelům mnoho výhod v podobě dostupnosti 
studijních materiálů, on-line výukových kurzů a tak podobně, nicméně musíme brát 
v potaz i druhou zmiňovanou stránku věci – zneužitelnost. Proto je třeba respektovat a 
dodržovat jasně daná pravidla, která musí někdo nastavit tak, aby bylo možné je 
dodržovat, popřípadě jejich dodržování vymáhat různými sankcemi. 
 
Ve své diplomové práci se budu zabývat právě managementem střední školy. Práce je 
rozdělena do několika logických celků – první kapitola se zabývá vymezením problémů 
a cílů práce včetně popisu postupů zpracování a metodikou. 
 
Druhá kapitola se zabývá teoretickými východisky celé práce, která jsou dále 
aplikována v praktické části této práce. Jedná se o soubor poznatků jak z oblasti 






Třetí kapitola znázorňuje analýzu současného stavu konkrétní střední školy. Analýza se 
věnuje ICT z technického pohledu a zpracování. 
 
Čtvrtá kapitola, praktická, se již plně věnuje situaci a návrhům řešení, přičemž obsahuje 
dva logické celky – zpracování po technické stránce a následně převedení této části do 
formy projektu. 
 
Závěr mé diplomové práce se věnuje zhodnocení poznatků nabytých během psaní této 






Cílem této práce je navrhnout management stávající počítačové sítě konkrétní střední 
školy jak po stránce technické (kabeláž, aktivní prvky), tak po stránce pravidel 
používání této sítě tak, aby byly minimalizovány případné hrozby, které na tuto síť 
mohou působit a předcházelo se tak možným incidentům. Část práce věnovaná 
modernizaci stávající sítě se opírá o platné normy o kabelážních systémech, samotný 
návrh managementu této sítě je řešen formou projektu z pohledu projektového 
managementu.  
 
Pro zpracování práce jsou klíčové následující body: 
 
 Provedení analýzy budovy – jejího stavu, možnosti stavebních úprav 
 Analýza požadavků školy na použité technologie 
 Analýza požadavků uživatelů sítě na funkčnost 
 Analýza požadavků školy na omezení a práva uživatelů 





1 ANALÝZA SOUČASNÉHO STAVU 
 
1.1 Informace o instituci 
 
 Název:  
Gymnázium Vítězslava Nováka v Jindřichově Hradci 
 Sídlo školy:  
Husova 333/II., 377 01 Jindřichův Hradec 




 Učební obory:  
79-41-K/401 Gymnázium – všeobecné, studium denní, délka studia 4 roky (dobíhající 
obor) 
79-41-K/801 Gymnázium – všeobecné, studium denní, délka studia 8 roků (dobíhající 
obor) 
79-41-K/81 Gymnázium, studium denní, délka studia 8 roků 
79-41-K/41 Gymnázium, studium denní, délka studia 4 roky 
 Počet zaměstnanců: 
60 
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1.2 Organizační struktura 
 
V čele školy stojí její ředitel jmenovaný zřizovatelem školy – krajem - který zodpovídá 
za veškeré dění ve škole. Jeho přímým podřízeným je jeho zástupce a následně všichni 




Obr. 1: Organizační struktura školy (Zdroj:1) 
 
 
1.3 Analýza budovy 
 
Původní budova pochází z roku 1923 a od té doby prošla mnoha modernizacemi. 
Poslední modernizace byla dokončena v březnu roku 2010 a jednalo se o půdní 
vestavbu. Nyní má budova přízemí s jídelnou a 4 nadzemní podlaží, kde se nacházejí 
výukové místnosti, kabinety a administrativní / technické místnosti.  
1.4 Analýza koncových uzlů 
Škola disponuje poměrně obsáhlým portfoliem připojitelných zařízení, které jsou 
popsány v následujících podkapitolách. 
                                                          
1
 Vlastní tvorba. 
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1.4.1 Osobní počítače 
Celkový počet osobních počítačů je 99. Většina těchto počítačů je umístěna v učebnách 
předmětu IVT, zbylé stroje slouží zaměstnancům školy a jsou umístěny v jednotlivých 
kabinetech, kancelářích a ostatních pracovnách. Jedná se vesměs o různorodé stroje, 
avšak škola si je vědoma toho, že držet si v majetku staré počítače přináší spíše 
problémy, než užitek. Proto postupně modernizuje i toto vybavení. Dá se říci, že drtivou 
většinu těchto pracovních stanic tak zaujímají stroje s procesorem Intel i3, 2 GB RAM, 
500 GB HDD, 1 Gbit síťovou kartou a 17“ LCD monitorem. Veškeré tyto stanice jsou 
připojeny do domény, což bude rozebráno detailněji v následujících kapitolách. 
 
1.4.2 Servery 
Škola disponuje jedním fyzickým serverem, který obstarává veškerou potřebnou činnost 
pro chod celé sítě. Server je rackového provedení velikosti 1U, osazen je CPU firmy 
Intel, konkrétně modelem Intel Xeon E5-2640 (6 jader, 12 threadů), 12 GB RAM, 3×2 
TB HDD zapojené v režimu RAID 5. Na tomto serveru je nainstalován serverový 
operační systém společnosti Microsoft, konkrétně se jedná o Windows Server 2012 R2 
s MS SQL Serverem, který zajišťuje veškeré potřebné služby s provozem této sítě. 
Server je rozdělen na několik virtuálních serverů pomocí technologie Hyper-V. Tyto 
jednotlivé části fyzického serveru se následně starají o běh potřebných funkcí – web, 
ActiveDirectory, Radius, NAS. 
 
1.4.3 Ostatní koncové uzly a zařízení 
Díky zapojení do evropských projektů získala škola pro potřeby výuky do svého 
inventáře celkem 32 netbooků a 32 tabletů, z nichž je 16 kusů model iPad Mini 
s operačním systémem iOS, a 16 kusů modelu Google Nexus 7 s operačním systémem 
Android. Na těchto zařízeních probíhá výuka programování pro 2 nejvýznamnější 
mobilní platformy současnosti. 
 
Do sítě LAN jsou dále zapojeny i síťové tiskárny. K tiskárnám mají přístup pouze 
učitelé a vedení školy, podrobnější sledování tisku zatím není sledováno a může tak 
17 
 
tedy docházet ke zneužívání pro soukromé potřeby. Problematikou nasazení vhodného 
tiskového serveru / správce se také budu zabývat v kapitole vlastního řešení.  
 
1.5 Síťové prvky a kabeláž 
Budova školy je pomyslně rozdělena vertikálně na dvě poloviny, každou tuto logickou 
polovinu obsluhuje jeden centrální rozvaděč. Navzájem jsou pak tyto rozvaděče 
propojeny optickou kabeláží o propustnosti 2 Gbit. V rozvaděčích se pak nachází 
samotné aktivní prvky, konkrétně se jedná o switche TP-link TL-SG5428 a Linksys 
SRW2048. Oba jmenované switche jsou již velmi vyspěle technologicky vybavené a 
pro management sítě LAN tak plně dostačují.  
 
Dále se v rozvodných uzlech nachází zbylé prvky, jako server, UPS zařízení pro 
nenadálé výpadky proudu, routery, vyvazovací a patch panely a napájecí lišty.  
 
O bezdrátovou konektivitu se stará dohromady 16 přístupových bodů (AP) 
rozmístěných tak, že v každém patře budovy jsou umístěny 4 tyto body. Jedná se o 
model DIR600 firmy D-Link s posílenou anténou 8dBi. Tato anténa byla vzhledem 
k velkým útlumům budovy nutností. Přístupové body jsou připojeny do rozvaděče podle 
toho, v jaké části budovy se nachází, je zde tak zajištěna jakási omezená redundance, 
kdy při výpadku jednoho z rozvaděčů funguje alespoň polovina sítě LAN. Bezdrátová 
síť je chráněna WPA2 a pouze heslem, což považuji za velikou slabinu celé sítě a jejímu 
zabezpečení budu věnovat zvláštní pozornost.  
 
Stávající kabeláž je tvořena stíněnými kabely kategorie 6, novější část kabeláže tvoří 
kabely kategorie 7.  
 
1.6 Internetová konektivita 
Napojení budovy školy do sítě internet je, vzhledem k tomu, že budova sídlí cca 20 
metrů od budovy vysokoškolských kolejí, řešeno napojením na tyto koleje, a to 
optickou trasou o rychlosti 40 Mbit. Fyzické napojení internetu je realizováno pouze do 
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jednoho rozvodného uzlu ze dvou a v případě výpadku tohoto uzlu je bez internetové 
konektivity automaticky celá škola. Rovněž tento problém bude řešen.  
 
1.7 Požadavky na projekt 
Škola požaduje plně spravovatelnou počítačovou síť s možností kontrolování provozu. 
Dále požaduje management tiskových úloh se sledováním vyčerpání přidělené kvóty na 
zaměstnance a přihlašování do bezdrátové sítě pomocí autentizačního SW tak, aby 
veškerý provoz mohl být monitorován a dosledován ke konkrétnímu uživateli. 
Výstupem má být projekt s konkrétní časovou náročností a analýzou rizik tak, aby mohl 
být rovnou aplikován a změny mohly být nasazeny do provozu co nejdříve v roce 2015, 
neboť v tomto roce vchází v platnost zákon č. 181/2014 Sb., o kybernetické bezpečnosti 
a o změně souvisejících zákonů. 
 
1.8 Shrnutí 
Bez managementu ICT se v dnešní době žádná větší síť neobejde. U firem a společností 
takového rozsahu, jako je tato střední škola, je to doslova nezbytnost. Organizace tím 
nejen chrání sama sebe, ale i uživatele této sítě a jejich data. Nasazení managementu do 
této instituce tedy pomůže jak zpřehlednit, tak monitorovat celou síťovou infrastrukturu, 




2 TEORETICKÁ VÝCHODISKA PRÁCE 
 
V této kapitole se budu teoreticky zabývat danou problematikou. Nejprve zmíním 
problematiku univerzálních kabelážních systémů a proč jim věnovat pozornost, poté 
problematiku managementu sítí, k čemu je a proč je tak důležitá a v poslední řadě 
zmíním problematiku řešení projektu z pohledu projektového managementu.  
 
2.1 Univerzální kabelážní systémy 
Datová kabeláž je hierarchicky členěna do jednotlivě oddělených jednotek. Tyto 
jednotky se navzájem liší v technologiích, které jsou použity a to, v jaké úrovni má být 
použita jaká technologie, specifikuje norma ČSN EN 50173. 2 
 
2.1.1 Základní pojmy 
Následující definice jsou doslovnou citací normy ČSN EN 50173 ed. 3, strany 30 - 36: 
 
horizontální kabel (horizontal cable) - kabel, který spojuje rozvodný uzel podlaží s 
telekomunikačním vývodem nebo konsolidačním bodem, 
 
kabel (cable) – sestava jedné nebo více kabelových jednotek téhož typu a kategorie 
pod jedním vnějším pláštěm; může obsahovat celkové stínění, 
 
kabeláž (cabling) – systém telekomunikačních kabelů, šňůr a spojovacích technických 
prostředků, který podporuje provoz zařízení informační technologie, 
 
kanál (channel) – přenosová cesta mezi dvěma koncovými body, spojující dvě 
libovolná zařízení pro specifickou aplikaci; kanál zahrnuje připojovací šňůry zařízení a 
šňůry pracoviště, 
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koncové zařízení (terminal equipment) - zařízení určené pro specifické aplikace v 
pracovním prostoru, 
 
optický kabel (optical fibre cable / optical cable) - kabel, složený z jednoho nebo 
několika optických vláken, 
 
pracoviště (work area) - místo v budově, kde jednotliví pracovníci přicházejí do styku 
s koncovým telekomunikačním zařízením, 
 
propojovací kabel (patch cord) – šňůra, která se používá pro spojení na přepojovacím 
panelu, 
 
přepojovací panel (patch panel) – přepojovací pole určené k používání propojovacích 
šňůr. POZNÁMKA: usnadňuje správu sítě při přemísťování a změnách, 
 
rozvodný uzel (distributor) - výraz používaný pro soubor prvků (např. přepojovacích 
panelů, propojovacích šňůr), využívaných pro vzájemné propojení kabelů, 
 
rozvodný uzel budovy (building distributor) – rozvodný uzel, ve kterém končí 
páteřní kabel(y) budovy, a do kterého lze připojit páteřní kabel(y) areálu, 
 
rozvodný uzel podlaží (floor distributor) – rozvodný uzel používaný ke spojení mezi 
horizontálním kabelem, dalšími kabelážními subsystémy a aktivním zařízením (viz 
telekomunikační místnost), 
 
symetrický kabel (balanced cable) - kabel složený z jednoho nebo více metalických 
symetrických kabelážních prvků, 
 




telekomunikační vývod (telecommunication outlet) – pevné připojovací zařízení, 
kterým je ukončen horizontální kabel; telekomunikační vývod je opatřen rozhraním pro 
kabeláž pracoviště, 
 
telekomunikační místnost (telecommunications room) – uzavřený prostor, sloužící k 
umístění telekomunikačního zařízení, zakončení kabelů a kabeláže pro křížové 
přepojování; telekomunikační místnost je považována za bod křížového přepojování 
mezi páteří a subsystémem horizontální kabeláže, 
 
univerzální kabeláž (generic cabling) - strukturovaný telekomunikační kabelážní 
systém, schopný podporovat široký rozsah aplikací. 3 
 
2.1.2 Struktura univerzální kabeláže 
Funkční prvky kabeláže jsou následující: 
 
 Rozvodný uzel areálu (CD - Campus distributor) 
 Páteřní kabel areálu (Campus backbone cable) 
 Rozvodný uzel budovy (BD – Building distributor) 
 Páteřní kabel budovy (Building backbone cable) 
 Rozvodný uzel podlaží (FD – Floor distributor) 
 Horizontální kabel (Horizontal cable) 
 Konsolidační bod (Consolidation point) 
 Kabel konsolidačního bodu (CP cable) 
 Sestava TO 
 Telekomunikační vývod (TO) 
 
 
Tyto funkční prvky tvoří kabelážní subsystémy, přičemž univerzální kabeláž může 
obsahovat až 3 tyto subsystémy – páteř areálu, páteř budovy a horizontální kabeláž.4  
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2.2 Management počítačových sítí 
Z hlediska managementu počítačových sítí je důležité ujasnit si základní oblasti řízení 
tak, jak je definuje norma ISO/IEC 4798-4, a to následovně5: 
 
 Správa výkonu 
 Správa konfigurace 
 Účetní a evidenční správa 
 Správa poruch 
 Správa bezpečnosti. 
 
2.2.1 Správa výkonu (Performance Management) 
Smyslem této správy je monitorování výkonnosti a vytížení dílčích prvků sítě, tzn. 
aktivních prvků a koncových uzlů. Stanovuje dva základní způsoby provádění tohoto 
managementu, a to reaktivní a proaktivní management. 
 
Reaktivní management, jak již z názvu vyplývá, reaguje na vzniklé problémy. V praxi 
to znamená soubor opatření, které musí nastat po překročení hodnot sledovaných 
parametrů. 
 
Proaktivní management naopak simuluje změny chování sítě při plánování změn 
v sítích (tzv. what-if metoda).6 
 
2.2.2 Správa konfigurace (Configuration Management) 
Tato správa se zabývá zjišťováním stavu konfigurace aktivních prvků, koncových uzlů a 
kabeláže sítě, stejně tak jako prováděním změn ve stávající konfiguraci. U koncových 
uzlů se sleduje zejména správné nastavení, a to jak operačního systému, tak i aplikací a 
komunikačních protokolů. U aktivních prvků se pak hlídají parametry chování, zda 
vyhovují či ne. U kabeláže pak správné značení a zapojení.7 
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2.2.3 Účetní a evidenční správa (Accounting Management) 
Smyslem této správy je monitorovat využití sítě z pohledu uživatelů, aplikací nebo 
procesů. Tato správa nám pak pomáhá regulovat samotné uživatele či aplikace tak, aby 
došlo k naplnění stanovených kvót, například při využívání zdrojů instituce, jako jsou 
například tiskárny či už samotný internet. Tato správa tedy působí jako dohled nad 
uživateli, vede záznamy a statistiky o využívání zdrojů sítě a jiných aktiv, a to tak, že 
vždy lze přiřadit každému uživateli jeho aktivitu. Výstupem těchto aktivit může být 
například: 
 
 Stanovení poplatků za využívání zdrojů – tisk, … 
 Regulace přístupu ke zdrojům – např. omezení rychlosti při překročení kvóty 
 Optimalizace síťových zdrojů8 
 
2.2.4 Správa poruch (Fault Management) 
Tato oblast správy sítě má za úkol detekování chyb a poruch sítě. Jedná se o 
nejpoužívanější oblast správy sítě, neboť právě poruchy sítě se dotknou jejích uživatelů 
nejcitelněji a k jejich zjištění dochází téměř okamžitě. Správné nastavení prahových 
hodnot při sledování sítě a jejich včasná a správná interpretace mohou vést k aktivnímu 
zásahu do funkčnosti tak, že se případná porucha nestihne projevit v celé míře. Využití 
tohoto managementu je tedy v podstatě: 
 
 Upozornění správce na chyby v síti 
 Odstranění chyb 
 Evidence chyb a jejich následné vyhodnocení 9 
  
2.2.5 Správa bezpečnosti (Security Management) 
Tato oblast managementu sítí se zabývá kontrolováním přístupů uživatelů ke zdrojům 
(aktivům) v síti. Zahrnuje především: 
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 Stanovení pravidel (ACL – access control list, seznam pro řízení přístupu) 
 Ověřování uživatelů 
 Detekce pokusů o neoprávněné akce 
 Reakce na neoprávněné pokusy 10 
                                                
2.3 Architektura síťové správy 
Většina systémů pro správu sítí používá stejnou, základní architekturu, která je založena 
na principu Manager - Agent. Tato architektura umožňuje přenos a komunikaci mezi 
správcem sítě (Manager) a agenty na ostatních zařízeních v síti, jako jsou koncové uzly 
a různé prvky sítě, které podporují management.  
 
K tomu, aby taková správa byla možná, je potřeba, aby spravovaná zařízení poskytovala 
základní informace i o sobě samém. Takové informace bývají v zařízeních uloženy 
v tzv. MIB databázi – Management Information Base. Tato databáze popisuje základní 
technická data o zařízení v závislosti na jeho funkci. Příklad takové MIB databáze a její 
struktury můžeme vidět na následujícím obrázku11: 
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Obr. 2: Struktura MIB databáze (Zdroj:12 ) 
 
MIB databáze je objektově orientovaná databáze organizovaná hierarchicky ve 
stromové struktuře, kde každý objekt má přiděleno jméno a číselný identifikátor. Tyto 
dva prvky pak tvoří cestu k objektu. Tento objekt může být dvojího typu, a to buď 
jednoduchou hodnotou (skalární objekt) nebo tabulkou hodnot. 
 
V roli managera sítě si pak můžeme představit pracovní stanici, na které běží NMS – 
Network Management Systém – systém pro správu sítě. Tato stanice přímo komunikuje 
s jednotlivými agenty zařízení. Agent sám o sobě je pak program, který dané zařízení 
monitoruje a sbírá informace o dostupných funkcích a jejich využití a ukládá je do 
vlastní databáze – Management Database. Sběr informací probíhá na vyžádání správce 
– Managera. Schéma fungování takového modelu je zobrazeno na následujícím 
obrázku: 
 
                                                          
12




Obr. 3: Architektura Manager - Agent (Zdroj:13) 
 
Komunikace síťové správy využívá v zásadě 2 varianty, a to: 
 Polling aktivita 
 Trap 
 
Polling aktivita: Od managera přijde požadavek na agenta, ten odpoví zasláním 
dotazované hodnoty. Dotazování managera na agenta může být nastaveno pouze 
v určitých intervalech, proto není tato metoda vhodná vždy. Tato aktivita s sebou nese i 
vyšší nároky na využití sítě samotné, proto se tato metoda používá pouze u zjišťování 
informací, u kterých potřebujeme sledovat hodnoty kontinuálně.14  
 
 
Obr. 4: Polling aktivita (Zdroj:15) 
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Trap aktivita: Vysílání zpráv automaticky při nějaké akci, obvykle na základě předem 
definované události. K tomuto jsou v agentovi nastaveny metriky, které agent sleduje a 




Obr. 5: Trap aktivita (Zdroj:17) 
 
Obecný cyklus operací managementu síťové vrstvy se dá shrnout do tří po sobě 
jdoucích a opakujících se operací, a to 
 
 Zjišťování stavu (pomocí aktivit polling a trap) 
 Vyhodnocení (podle předem definovaných strategií) 
 Akce (provedení nápravné / řídící operace) 
 
2.4 Technologie pro správu sítě 
2.4.1 SNMP (Simple Network Management Protocol) 
Pro komunikaci mezi managerem a agentem se používá SNMP (Simple Network 
Management Protocol), což je transakčně orientovaný protokol založený na principu 
klient/server. Počátek vzniku tohoto protokolu je již v roce 1988, první specifikace 
(SNMP v.1) pak přišla v roce 1989. Ke komunikaci využívá protokol UDP a porty 161 
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Struktura samotného SNMP paketu pak vypadá následovně: 
 
 
Obr. 6: Struktura SNMP paketu a příklad paketu (Zdroj:19) 
 
Podmínky pro spravovatelnost zařízení tedy jsou, aby spravované zařízení obsahovalo 
SNMP agenta (pro komunikaci s NMS) a svou MIB databázi ke sběru dat. Ovšem 
nevýhodou protokolu SNMP je absence historických dat, čili nemožnost vytvářet 
statistiky. K tomuto by bylo zapotřebí tak časté dotazování managera, že by vytížení sítě 
vzrostlo nad únosné meze. Právě z těchto důvodů vznikl standard RMON (Remote 
Monitoring), který je definován RFC 1757. 
 
2.4.2 RMON (Remote Monitoring) 
RMON definuje skupiny informací, které mohou být agentem monitorovány, ať již se 
jedná o ethernet či o token ring, za použití již právě zmíněného SNMP protokolu. 
Pomocí RMON aplikace pak můžeme nakonfigurovat každého agenta ke sběru 
požadovaných informací. Ty jsou pak zasílány do centrálního managera, kde probíhá 
správa sítě.20  
 
Skupiny informací, které poskytuje a shromažďuje RMON1 pro rozhraní ethernet, jsou: 
 
2.4.2.1 Skupina 1 – Ethernet Statistics 
Jak již z názvu vyplývá, tato skupina sdružuje informace o provozu na ethernetovém 
segmentu, tj. pakety, byty, broadcastové vysílání a kolize. Rovněž v reálném čase 
pomocí čítačů sleduje pět typů chyb: fragments, CRC/alignment errors, jabbers, 
undersizes, oversizes. Poslední dva typy chyb signalizují konfigurační problémy sítě. 21 
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2.4.2.2 Skupina 2 – Ethernet History 
Tato skupina poskytuje historický přehled dat poskytovaných skupinou číslo 1. Uživatel 
sám definuje vzorkovací frekvenci a definuje velikosti vzorků. Obecně se doporučují 
dva typy vzorkování. Prvním typem je sběr 50 vzorků po 30 sekundových intervalech 
(celková doba sběru informací je tedy 25 minut). Druhým typem je sběr 50 vzorků 
v intervalu 30 minut (doba sběru dat je 25 hodin). Vzorkovací intervaly se dají nastavit 
v rozmezí od jedné sekundy do jedné hodiny, podle konkrétních potřeb dané analýzy.22 
 
2.4.2.3 Skupina 3 – Alarms 
V této skupině se nastavují prahové hodnoty a vzorkovací intervaly pro všechny 
hodnoty sledované agentem, přičemž prahové hodnoty lze nastavit pomocí absolutních 
hodnot, ale i podle rychlosti, s jakou se hodnoty mění (tzv. delta hodnoty).23 
 
2.4.2.4 Skupina 4 – Hosts 
Čtvrtá skupina poskytuje statistiku přenosu pro každý síťový uzel, a to v tabulkovém 
formátu. Skupina monitoruje pakety a byty, které byly odeslány a přijaty, dále pakety 
broadcastu a čítače chybných paketů. 24 
 
2.4.2.5 Skupina 5 – Host Top N 
Rozšiřuje tabulku předchozí skupiny o setříděné statistiky. Dále je zde možno definovat 
data, která budou sledována, a to i po jak dlouhou dobu a zároveň počet sledovaných 
zařízení. Lze tedy odhalit, jaké koncové uzly nejvíce vytěžují síť.25 
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2.4.2.6 Skupina 6 – Traffic Matrix 
Zachycuje vzájemnou komunikaci mezi jednotlivými dvojicemi uzlů spolu s chybami 
v rámci jednoho síťového segmentu. Pro každý komunikační pár je identifikována 
zdrojová i cílová MAC adresa, RMON agent pak sleduje počet paketů, bytů a chyb 
v této komunikaci. 26 
 
2.4.2.7 Skupina 7 – Filters 
Tato skupina slouží ke třízení informací na základě zadaných omezení. Využívají se zde 
logické operátory and, not a or. Na základě shody s danými kritérii probíhá zachycování 
paketů – packet capture.27 
 
2.4.2.8 Skupina 8 – Packet Capture 
V této skupině jsou sdružovány pakety, které bylo vyhodnoceny jako vhodné a 
zaznamenány předcházející skupinou. 
 
2.4.2.9 Skupina 9 – Events 
Skupina číslo 9 definuje záznamy jednotlivých událostí a SNMP zpráv, které jsou 





2.4.3 VLAN (Virtual LAN) 
Jak monitorovat koncové uzly a vytížení sítě jsme si již řekli. Se sítěmi LAN velkého 
rozsahu však vzniká problém, který se týká poměrně velké broadcastové domény, což 
s sebou nese automaticky vyšší vytížení sítě. Rovněž není z hlediska bezpečnosti a 
spravování koncových uzlů vhodné, aby se v jedné síti nacházely pohromadě různé 
hierarchicky a funkčně oddělené uzly – například pracovní stanice s účetním SW by 
neměla být viditelná pro běžné uživatele. 
                                                          
26
 Základní skupiny RMON. In: Svět sítí [online]. 2000 
27
 Základní skupiny RMON. In: Svět sítí [online]. 2000 
28




Jedním z možných řešení je fyzické oddělení jednotlivých segmentů sítě, kdy každá síť 
má své vlastní aktivní a pasivní prvky. Toto řešení nejen, že je neekonomické (s 
rostoucími prvky a odděleními cena roste), ale i nepraktické. Z tohoto důvodu se větší 
sítě oddělují použitím virtuálních sítí LAN – VLAN. Tyto sítě fyzicky náleží do již 
zmiňované veliké sítě, nicméně logicky fungují odděleně. V jedné síti LAN lze tedy 
definovat veliký počet subsítí, které lze pak jednodušeji spravovat odděleně, a které jsou 
i funkčně odděleny od zbytku sítě.  
 
K tomuto oddělení dochází na druhé vrstvě ISO/OSI modelu, tedy na vrstvě linkové, 
kde adresování probíhá pomocí MAC adres. Podmínkou je, že hardware (síťová karta) 
koncového uzlu, ale i aktivní prvky celé sítě musí tuto funkcionalitu podporovat. 
Zajištění komunikace mezi jednotlivými sítěmi VLAN je možné, a to nastavením 
aktivních prvků tak, aby komunikaci mezi určenými VLANy akceptoval. 
 
 
2.5 Projektový management 
Projektový management je souhrnem aktivit, které spočívají v plánování, řízení, 
organizování a kontrole zdrojů společnosti, a to s relativně krátkým cílem, který byl 
stanoven pro realizaci specifických záměrů a cílů.29 
 
Projektem se pak rozumí jakýkoliv jedinečný sled aktivit a úkolů, které mají: 
 specifický cíl, kterého má být realizací projektu dosaženo, 
 datum počátku a konce uskutečnění, 
 stanoven rámec pro čerpání zdrojů, které jsou potřeba pro jeho realizaci.30 
 
Projekt může být vymezen několika způsoby, nejčastěji se však hovoří o: 
 Trojimperativu projektu, 
 Vymezení na základě pěti atributů. 
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2.5.1 Trojimperativ projektu 
Vycházíme z toho, že každý projekt je omezen, a to minimálně třemi faktory: časem, 
náklady a kvalitou dosažených cílů. Zatímco se různí autoři shodnou na dvou 
základních faktorech, a to čase a nákladech, ve třetím faktoru se rozcházejí. Někteří zde 
uvádějí například dostupnost zdrojů, jiní rozsah.31 
 
Graficky je možno trojimperativ projektu vyjádřit následovně: 
 
Obr. 7: Trojimperativ projektu (Zdroj:32) 
 
Tento obrázek symbolizuje, že pokud chceme mít projekt úspěšný, nemůžeme splnit 
všechny tři faktory; pokud tedy například chceme mít projekt hotový dobře a rychle, 
nemůžeme počítat s tím, že takový projekt bude levný, atd. 
 
2.5.2 Vymezení projektu na základě pěti atributů 
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 Projektový tým 
 
Jedinečnost se vztahuje k cíli projektu. Každý projekt je svým způsobem jedinečný, 
neopakovatelný. 
 
Komplexnost reprezentuje různé metody, které jsou při projektu využity. K dosáhnutí 
stejných výsledků můžeme dojít použitím různých metod. 
 
Nejistota. Jak už bylo řečeno, každý projekt je svým způsobem originální. Vysoká míra 
nejistoty jej provází zejména při zahájení. 
 
Vymezení. Do této kategorie spadají veškeré aspekty, kterými je projekt omezen. Čas, 
finance, lidské a materiální zdroje jsou právě takovými aspekty. 
 
Projektový tým je, jak již název vypovídá, týmem lidí, kteří realizují daný projekt. 
Vzniká v době zahájení projektu a v momentě jeho ukončení je rozpuštěn, aby mohli 
být jeho členové přiděleni na další projekt.33 
 
2.5.3 Životní cyklus projektu 
Obecně lze říci, že každý projekt má tři základní fáze, a to: 
 předprojektovou, 
 projektovou a  
 poprojektovou fázi. 
 
Předprojektová fáze je charakterizována obdobím, kdy se analyzují možnosti realizace 
projektu. Zvažuje se například, zda nápad na projekt je životaschopný a zda po něm 
existuje poptávka. Pokud studie potvrdí, že takový projekt by měl být realizován, 
zvažuje se způsob jeho provedení. Výsledkem této fáze, které se také občas říká fáze 
předinvestiční, je doporučení, zda projekt realizovat, či nikoliv. 
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Projektová fáze je samotná realizace projektu, včetně jeho zahájení, přes plánování až 
ke konečné implementaci. Tato fáze je ideálně zakončena úspěšným projektem, kdy cíl 
projektu je naplněn. Rovněž se tato fáze někdy označuje jako investiční a dá se rozdělit 
na čtyři dílčí fáze následujícím způsobem: 
 zahájení projektu (start-up), 
 plánování, 
 vlastní realizace / implementace,  
 ukončení (close-out). 
 
Poprojektová fáze nastává ihned po dokončení projektové fáze. Je to jakási reflexe, 
zhodnocení projektu, který proběhl, obsahuje analýzy, návrhy, jak různé situace do 
budoucna lépe řešit, atd.34 
 
2.5.4 Specifikace cíle - technika SMART 
Cíl projektu lze charakterizovat jako zamýšlený stav po realizované změně. Správné 
definování cíle je stěžejní faktor úspěchu celého projektu. Technika SMART, což je 
zkratka tvořená počátečními písmeny vlastností cíle je jednou z technik správného 
nadefinování cíle projektu. Projekt by dle této techniky měl být: 
 
 Specifický – Jasně popsaný cíl. 
 Měřitelný – Jaké metody budou použity pro ověření, že cíle bylo dosaženo? 
 Akceptovatelný – Je cíl přijatelný pro všechny zainteresované strany, vyhovuje 
platným zákonům, normám, vyhláškám? 
 Realistický – Je možné dosáhnout cíle při stávajících podmínkách a zdrojích? 
 Termínovaný – Kdy má být cíle dosaženo?35 
 
2.5.5 Logický rámec projektu 
Metoda logického rámce (LFM – Logical Framework Method) je nástrojem 
projektového řízení, která popisuje strategii projektu tím, že dává do souvislosti 
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významné skutečnosti a souvislosti projektu. Tato metoda byla vyvinuta v roce 1969 
Leonem J. Rosenbergem v USA a postupně se rozšířila do celého světa. Používá se 
například i u strukturálních fondů EU.36 
 
Šablona logického rámce je naznačena na následujícím obrázku: 
 
 
Obr. 8: Šablona logického rámce. (Zdroj:37) 
 
Hlavní cíl odpovídá na otázku, PROČ projekt realizujeme. Definuje přínos a to, k čemu 
daný projekt přispívá. Jedná se o užitky, které se mohou dostavit až po nějakém 
časovém období užívání výsledků projektu. Zde se odráží dlouhodobé cíle a strategie 
organizace. 
 
Projektový cíl pak odpovídá na otázku, CO chceme projektem změnit. Jedná se o 
konkrétní definici konečného stavu projektu, za který je plně odpovědný projektový 
manažer a jeho tým 
 
Výstupy zase odpovídají na otázku, JAK bude dosaženo cíle. 
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Aktivity jsou klíčové činnosti, které je třeba realizovat, aby nastaly výše popsané 
výstupy. Logický rámec definuje pouze hlavní skupiny činností. Podrobnější popis 
jednotlivých dílčích činností včetně časového rozvržení, určení nákladů atp. se řeší až 
při samotné projektové fázi. 
 
2.5.6 Metody odhadování 
Cílem metod odhadování je určit na základě právě dostupných informací, znalostí a 
statistik co možná nejpřesnější odhad doby trvání celého projektu a zabránit tak 
odchylkám v rozpočtu a termínu dokončení celého projektu. V průběhu realizace 
projektu se například mění množství dostupných zdrojů, je tak třeba myslet na 
dostatečné rezervy už v předprojektové fázi. Čím má projekt delší trvání, tím více 
vzniká nepřesností v odhadování jeho časové náročnosti. Pro evaluaci jednotlivých 
činností se používá několik metod, které jsou rozepsány níže.38 
 
2.5.6.1 Jednobodový odhad – metoda CPM 
Předpokládaná délka trvání projektu se odhaduje součtem dob trvání jednotlivých 
činností, které tvoří nejdelší (kritickou) cestu projektu. Tato metoda klade nároky na 
zkušenosti pracovníků, kteří tyto hodnoty určují, neboť se zde vychází ze zkušeností 
s podobnými projekty. Tato technika se řadí mezi deterministické techniky odhadování 
času na projektech.39 
 
2.5.6.2 Metoda PERT 
Metoda PERT (Program Evaluation and Review Technique) se rovněž nazývá 
tříbodovým odhadem či tříčíselným odhadem. Používá se v situacích, kde nejsou známy 
dostatečně přesné délky trvání aktivit. Nasazuje se zpravidla u komplexnějších projektů. 
Tato metoda je postavena na stochastickém časovém rozložení, kde délky trvání jsou 
brány jako náhodné veličiny s určitou pravděpodobností. 40 
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Tříbodový odhad je založen na expertním stanovení tří časových údajů, a to: 
 
 optimistická hodnota doby trvání – o, aij – jedná se o nejkratší reálnou dobu 
trvání 
 nejpravděpodobnější hodnota doby trvání – m, mij – neboli modus, a 
 pesimistická hodnoty doby trvání – p, bij – nejdelší reálná doba trvání činnosti. 
 
Z těchto tří hodnot dob trvání se následně vypočítá výsledná délka trvání činnosti T jako 
vážený průměr výše uvedených dob, kde největší váhu má nejpravděpodobnější doba 




𝑇 =  
𝑜 + 4𝑚 + 𝑝
6
 
další charakteristikou doby trvání činnosti, kterou nám PERT poskytne, je směrodatná 






Směrodatná odchylka po umocnění na druhou zase slouží k výpočtu rozptylu doby 
trvání dané činnosti. 
 
Mezi další metody odhadování patří: 
 
 Expertní odhady 
 Normativní odhadování 
 Benchmarking – porovnávací metoda 
 Odhadování s využitím statistické analýzy 
 Odhadování s využitím modelování a simulace 
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2.5.7 Uzlově orientovaná síťová analýza 
Uzlově orientované grafy jsou v současné době nejrozšířenější technikou odhadu 
celkové délky trvání projektů. Hlavním cílem této techniky je určit kritickou cestu – 
tedy takovou cestu, která prochází všemi uzly s nulovou celkovou rezervou a na které 
když dojde ke zdržení, ovlivní trvání celého projektu.  
 
Následující obrázek znázorňuje způsob popisu uzlu v grafu. 
 
 
Obr. 9: Popis polí v uzlu. (Zdroj:42) 
 
 ZM – začátek možný – čas v projektu, kdy je možné činnost zahájit 
 D – délka trvání činnosti 
 KM – konec možný – nejkratší možný konec činnosti 
 ID – jednoznačný identifikátor činnosti 
 NÁZEV – popis činnosti 
 ZP – začátek přípustný – nejzazší termín, kdy je možné zahájit činnost 
 R – rezerva – časová rezerva, o kterou může být délka trvání činnosti navýšena, 
aniž by došlo k posunutí termínu celého projektu 
 KP – konec přípustný – termín, který určuje, kdy nejpozději musí být činnost 
skončena, aniž by došlo k posunutí termínu celého projektu. 
 
2.5.8 Řízení rizik 
Slovo riziko pochází ze staré italštiny, kde se používalo v oblasti námořní dopravy 
k označení nebezpečí u pobřeží či přístavu, kterému bylo potřeba se vyhnout. Obecně se 
riziko chápe jako účinek nejistoty na dosažení cílů (vizte ČSN ISO 31000 Management 
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Při analýze rizik je nejprve nutné si uvědomit, jaká nebezpečí hrozí projektu. Je třeba co 
nejpřesněji charakterizovat každé reálné nebezpečí a formulovat ho do podoby 
konkrétní hrozby pro projekt. Možnost výskytu takové události se vyjadřuje 
pravděpodobností P a hodnota dopadu D. Hodnota rizika HR pro i-tý případ se pak 
vypočítá jako 
𝐻𝑅𝑖 = 𝑃𝑖 ∗  𝐷𝑖 
Na základě výsledku tohoto výpočtu dále hovoříme o tzv. akceptovatelnosti rizika. 
Riziko může být buď akceptovatelné, či nikoliv a záleží na konkrétním posouzení 
projektového manažera. Hodnoty pravděpodobnosti výskytu rizika a dopadu mohou být 
vyjádřeny buďto kvantitativním hodnocením (verbálně), či kvalitativním hodnocením 
(číselně, např. metoda RIPRAN).44 
 
2.5.8.1 Identifikace rizik 
Tato část posuzování rizik je stěžejní; právě zde se snažíme přijít na všechna možná 
rizika, která by měla být uvažována při řízení projektu. Cílem této etapy je nalezení 
hrozeb a scénářů těchto hrozeb. Vstupy a výstupy tohoto procesu jsou znázorněny na 
následujícím obrázku: 
 
Obr. 10: Identifikace rizik. (Zdroj:45) 
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Na základě této analýzy určíme vždy n-tice Hrozba-Scénář a označíme je pořadovým 
číslem. Hrozba je zde chápána jako projev konkrétního nebezpečí a scénář pak jako děj, 
který je způsoben touto hrozbou. Mezi hrozbou a scénářem je tak vztah příčina – 
důsledek. 
 
2.5.8.2 Kvantifikace rizika 
Tato fáze má za cíl ohodnotit pravděpodobnost jednotlivých scénářů, velikost škod a 




Obr. 11: Kvantifikace rizik. (Zdroj:46) 
 
Při kvantifikaci rizika můžeme použít dva druhy hodnocení rizika (a dopadu), a to buď 
kvalitativní (slovní) nebo kvantitativní (číselné). V praxi se však setkáváme s obojím 
vyjádřením. Výstupem této fáze je přehledná tabulka dle následujícího vzoru: 
 
 
Obr. 12: Záhlaví tabulky kvantifikace rizik. (Zdroj:47) 
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Následně je možno pro další zpřehlednění zaznamenat jednotlivé pravděpodobnosti a 
dopady scénářů do tzv. mapy rizik. 
 
2.5.8.3 Snižování rizika 
Na základě předcházejících fází řízení rizik jsme identifikovali možná rizika spojená 
s projektem. Tato fáze se zaměřuje na minimalizaci hodnot jednotlivých rizik na 
akceptovatelnou úroveň. Vstupy a výstupy této fáze jsou: 
 
 
Obr. 13: Snižování rizika. (Zdroj:48) 
 
Na základě pravděpodobnosti a dopadu se přistupuje při snižování rizik k jednotlivým 
druhům opatření, do kterých patří: 
 vyhnutí se riziku 





Doporučené návrhy na opatření jsou specifikovány na následujícím obrázku: 
 
                                                          
48




Obr. 14: Návrhy na opatření. (Zdroj:49) 
 
Dále se při konečném návrhu na opatření postupuje dle hlediska realizovatelnosti 
takového návrhu, nákladů na realizaci, organizačního zajištění a účinnosti. Efektivnost 
jednotlivých opatření se pak zakresluje do přehledného pavučinového grafu, kde se 
zachycuje stav před a po realizaci opatření. 
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3 VLASTNÍ NÁVRH ŘEŠENÍ 
 
V této kapitole se budu věnovat samotnému návrhu řešení managementu celé ICT 
infrastruktury (pasivní vrstvě, aktivním prvkům) vybrané střední školy od správy 
samotné síťové infrastruktury, přes koncové uzly až po řízení uživatelských účtů a 
návrhu možných vnitřních předpisů pro provoz sítě. Celý výstup mého návrhu řešení 
bude zpracován formou projektu pomocí logického rámce, metod síťové analýzy a 
analýzy rizik včetně návrhu na jejich minimalizaci. 
 
3.1 Management síťové infrastruktury 
Síťová infrastruktura tvoří kritickou část fungování celé ICT. Proto je důležité, aby do 
této infrastruktury nebylo zasahováno neoprávněnými osobami a aby síťový provoz byl 
monitorován z pohledu výskytu možných abnormalit. Metody, které k tomu mohou být 
použity, jsou vysvětleny v předcházející kapitole.  
 
Samotný management síťové infrastruktury u této školy bude poměrně lehce 
zvládnutelný, neboť, jak již bylo řečeno v kapitole o současném stavu, tato škola 
disponuje spravovatelnými switchi. 
 
3.1.1 Evidence horizontální sekce 
Každý port v rozvaděči i každý port zásuvky musí být dle platných norem jednoznačně 
identifikovatelný. K tomu slouží systém popisků jednotlivých portů, a to takový, aby 
bylo ze značení poznat, co daný port obsluhuje a kde se přibližně nachází koncový uzel, 
který obsluhuje. Proto navrhuji, aby byl zaveden následující systém značení portů: 
XXX(A/B) 
Kde XXX je číselné označení místnosti, ve které se zásuvka nachází a A či B pak značí 
port číslo 1, respektive 2 samotné zásuvky. Pro názornost: port, který obsluhuje 





V rámci zachování přehlednosti bude vytvořena databáze používaných i volných portů 
patch-panelu i switchů. Dále budou evidovány následující údaje: 
 
 v jakém racku se port nachází 
 z jakého patchpanelu je port vyveden 
 číslo portu 
 označení zásuvky 
 označení a slovní popis místnosti, včetně čísla podlaží 
 délka trasy 
 
Tento přehled bude umístěn v papírové podobě ve dvou kopiích u každého ze dvou 
hlavních rozvaděčů, v elektronické podobě bude přístupná řediteli, zástupci a správci 
sítě. Ten bude rovněž jedinou osobou s právem měnit zapojení, případně konfiguraci 
síťové infrastruktury. Dojde-li k nějaké změně v konfiguraci, musí se tato ihned po 
provedení zaznamenat do všech dotčených dokumentů, včetně aktuálního data 
provedení změny a podpisu správce sítě. Správce sítě je tedy plně zodpovědný za 
udržování správného propojení, značení a evidenci portů u patchpanelu a switche.  
 
3.1.2 Evidence patch cordů 
Propojovací kabely – patch cordy – přebírají značení portů, do kterých jsou zapojeny. 
Pro snazší orientaci dále doporučuji použít barevné odlišení jednotlivých patch cordů, a 
to následujícím způsobem dle typu připojeného zařízení: 
 
 PC > šedá 
 wi-fi AP > červená 
 tiskárny > žlutá 
 servery > modrá  
 
3.1.3 Návrh směrnice pro evidenci zapojení 





1) S prvky, které náleží do síťové infrastruktury, smí manipulovat pouze osoba 
k tomu určená. Manipulace jinou osobou musí být písemně schváleno pouze 
správcem sítě či ředitelem školy. 
2) Jakékoliv změny v zapojení musí být ihned zaznamenány do dokumentace k tomu 
určené. Tato dokumentace se nachází u obou centrálních rozvaděčů v listinné 
formě a na hlavním serveru v elektronické podobě, přičemž dojde-li k nějaké 
změně, musí být zaznamenána do všech těchto kopií. 
3) Správce sítě zodpovídá za správné zapojení a za schodu aktuálního zapojení 
s údaji v dokumentaci. 
4) Bude-li třeba vyměnit stávající prvky kabelážního systému, musí být tato záměna 
vždy pouze za stejný typ a stejnou barvu vyměňované komponenty. 
5) Výměna musí být rovněž zaznamenána v dokumentaci. 
6) Jakékoliv porušení výše uvedených bodů bude projednáváno vedením školy, a to 
včetně výše penalizace příslušného pracovníka. 
 
3.2 Management aktivních prvků 
Stejně jako sledování koncových uzlů je důležité sledovat aktivní prvky síťové 
infrastruktury. Sledováním výkonu a vytížení síťových prvků můžeme včas podchytit 
nekalou aktivitu na síti, defektní zařízení či zařízení, které se pomalu ale jistě blíží ke 
konci své životnosti. Následně můžeme přijmout opatření – například odpojit 
podezřelého uživatele či zkontrolovat a případně objednat defektní síťový prvek tak, 
aby možný výpadek byl plánovaný a měl co nejkratší dobu trvání.  
 
V následujících kapitolách se budu zabývat konfiguracemi aktivních prvků sítě podle 
jednotlivých vrstev síťové architektury modelu ISO/OSI. Pro připomenutí uvedu, že 
model ISO/OSI se skládá ze sedmi vrstev L1-L7.  
 
3.2.1 Správa konfigurace na L1 
Správa na této vrstvě u aktivních prvků – mimo toho, co již bylo zmiňováno v kapitole 




3.2.2 Správa konfigurace na L2 
Jelikož je tato síť většího rozsahu, u které může být problém s rozsáhlou broadcastovou 
doménou, mohlo by toto být důvodem zpomalení celé sítě. Je tedy vhodné větší síť 
rozdělit na několik menších celků. Jedním z takových možných řešení je využití 
virtuálních LAN, tzv. VLAN.  
 
Doporučuji tedy oddělit studentské koncové uzly (PC) a zařízení připojených do sítě 
pomocí wi-fi od stanic určených profesorům a ostatních koncových zařízení, jako jsou 
tiskárny. Toto rozdělení by mělo být uskutečněno rozdělením do virtuálních sítí VLAN 
na základě příslušnosti k portu ve switchi každého koncového uzlu následujícím 
způsobem: 
 
 stanice, na které mají přístup studenti: VLAN1 
 stanice pro výuku a profesory, tiskárny: VLAN2 
 stanice připojené pomocí wi-fi: VLAN3 
 servery poskytující služby ve vnitřní síti: VLAN4 
 servery dostupné z internetu (DMZ): VLAN5 
 
Všechny zmiňované VLANy budou přímo routované na internet. Dále budou routovací 
pravidla rozebrána v následující kapitole. 
 
Rovněž doporučuji zvýšit fault tolerance – tedy odolnost vůči chybě – v komunikaci 
mezi páteřními switchi, potažmo zvýšit kapacitu přenosu mezi těmito switchi, tzv. 
teamováním portu. Budou zde využity dvě optické trasy, které budou fungovat v režimu 
zvýšení kapacity. Pokud dojde k výpadku jedné trasy, sníží se přenosová kapacita, 
nicméně zůstane zachována plná funkčnost celé sítě. 
 
Další z možných řešení pro zvýšení spolehlivosti sítě je redundance zapojení aktivních 
prvků zakruhováním s využitím spanning tree, nicméně při rozsahu této sítě toto 




Příslušnost koncových stanic do jednotlivých VLAN bude rovněž evidováno. 
Doporučuji tuto příslušnost do VLAN zaznamenat do stejného seznamu, kde se nachází 
evidence portů a umístění stanic. 
 
Jako další bezpečnostní opatření, které by mělo být zavedeno, doporučuji zapnout 
v sítích VLAN 1 a 2 filtr MAC adres, aby nedocházelo k připojování jiných zařízení do 
sítě. MAC adresy budou evidovány v tomtéž seznamu, ve kterém budou evidovány 
adresy IP a příslušnost k VLAN. 
 
Jakékoliv nastavování VLAN náleží pouze správci sítě, který o změnách, které provedl, 
musí zanést záznam do evidenčního seznamu. Pokud dojde ke změně MAC adresy 
zařízení, rovněž bude tato změna zaznaměnána.  
 
3.2.3 Správa konfigurace na L3 
Jak již bylo řečeno v předcházející kapitole, uvažujeme zde o provozu celkem pěti 
virtuálních sítí VLAN. Je žádoucí, aby každý člen každé z VLAN1-3 měl přístup na 
internet. Naopak není žádoucí, aby servery, které využívá škola v rámci svého intranetu, 
byly z internetu dostupné. Vzájemná komunikace mezi jednotlivými VLAN by měla být 
sledovatelná a dle potřeby blokovatelná dle zvolených pravidel. Proto doporučuji 
vytvořit routování tak, aby VLAN1 až VLAN3 byly přímo routované na internet a do 
VLAN číslo 4, která poskytuje služby ve vnitřní síti. Routování mezi VLAN1 – 3 by 
mělo být omezeno zcela, zachovány by měly být pouze služby související s provozem 
serveru AD. Takto zůstane oddělena veškerá komunikace od sledovaných zařízení 
(studentské PC, tiskárny) od provozu na wi-fi síti školy a zároveň nehrozí, že by měli 
studenti jakýkoliv přístup skrze své PC na PC či tiskárny kantorů. Zároveň však budou 
moci uživatelé z VLAN 1-3 využívat služby poskytované v intranetu školy. VLAN číslo 
5 pak bude představovat demilitarizovanou zónu, tzv. DMZ, pro přístup na školní mail, 
do studijního systému a na samotné webové stránky školy. 
 
IP adresy pevně připojených zařízení by měly být staticky určené. IP adresy koncových 
uzlů se statickou IP adresou budou zaznamenány u rozvaděčů a v evidenčním seznamu 
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u správce sítě. Situace v síti VLAN3 je potom zcela odlišná. Zde jsou IP adresy 
přidělovány dynamicky DHCP serverem. Adresní prostor doporučuji nastavit na 
192.168.3.0 s maskou podsítě 255.255.255.0. To nám dává prostor pro 255 zařízení 
připojených pomocí wi-fi, což považuji za naprosto dostatečné. 
 
Adresní rozsahy VLAN1 a VLAN2 doporučuji pro snazší orientaci nastavit dle vzoru 
10.0.X.Y, kde X = číslo dané VLANy (1/2) a Y = číslo daného zařízení dle evidenční 
tabulky. 
 
IP adresy serverů jsou uvedeny v následující tabulce: 
 
Tab. 1: IP adresy serverů. (Zdroj:50) 
IP adresa Server VLAN 
10.0.0.1 Řadič AD VLAN4 
10.0.0.2 Radius VLAN4 
10.0.0.3 Souborový server VLAN4 
10.0.0.4 Webový server VLAN5 
 
Řadič AD zajišťuje zároveň funkci dopředného i rekurzivního DNS serveru, RADIUS 
server poskytuje zabezpečení wi-fi sítě, souborový server slouží jako NAS a webový 
server poskytuje funkcionalitu webových stránek a systému školy a zároveň slouží jako 
gateway. 
 
3.2.4 Správa konfigurace na L4 
Na této vrstvě se uplatní stavová pravidla nastavení firewallu. Firewall filtruje příchozí 
a odchozí komunikaci mezi vnitřní sítí školy a internetem na základě předem 
definovaných pravidel. V praxi se doporučuje začít s vytvářením pravidel na zelené 
louce, to znamená zakázat veškerou komunikaci a postupně ručně přidávat pravidla pro 
odblokování zakázané komunikace. Nemůže se tak stát, že by nějaký port při 
konfiguraci unikl naší pozornosti. Ani u této sítě bych nedoporučoval postupovat jinak. 
                                                          
50
 Vlastní tvorba. 
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Služby, které škola potřebuje využívat, jsou pouze základní; zobrazování webových 
stránek. Není žádný důvod (ani potřeba) pro povolení komunikace například pro přístup 
ke vzdálené ploše, neboť tuto službu škola nevyužívá. Pro provoz AD serveru musí být 
otevřené následující porty: 
 
Tab. 2: Porty pro provoz služeb AD. (Zdroj:51) 
 
 
Tyto porty se starají pouze o zajištění funkčnosti služby Active Directory. Samozřejmě 
je dále nutné nakonfigurovat porty, které zajistí další vyžadované služby, jako 
prohlížení webových stránek atp. Tyto porty jsou uvedeny v následující tabulce: 
 
 
Obr. 15: Směrování portů základních služeb. (Zdroj:52) 
                                                          
51
 Vlastní tvorba. 
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 Vlastní tvorba. 
Číslo portu Protokol Popis Příchozí spojení Cílová adresa
389 TCP,UDP LDAP
636 TCP LDAP SSL
3268 TCP LDAP GC




SMB,CIFS,SMB2, DFSN, LSARPC, 





123 UDP Windows Time
464 TCP,UDP Kerberos change password
138 UDP





137 UDP NetLogon, NetBIOS Name Resolution
139 TCP






Číslo portu Protokol Služba Popis Příchozí spojení Cílová adresa
80 TCP HTTP Web VLAN1-5 10.0.0.4 (GW)
143 TCP IMAP Mailový protokol odkudkoliv 10.0.0.4 (Mail)




Nicméně nastavení pevných čísel portů může být nefunkční. Například při FTP přenosu 
probíhá samotný přenos souborů po portu, který má své číslo vyšší než 1024, ale není 
pevně stanoveno jaké. Proto přichází na řadu tzv. stavový firewall. Stavový firewall 
tento problém řeší tím, že si udržuje tabulku navázaných spojení a inteligentně asociuje 
nové požadavky na připojení s existujícími v tabulce. Tento firewall rozpoznává povahu 
komunikace na všech portech. Pokud je služba nastavena jako povolená, stavový 
firewall umožní tuto komunikaci, neboť charakter komunikace je schválen. Nastavení 
těchto služeb by tedy mělo být řešeno stavovým firewallem. 
 
3.2.5 Návrh bodů směrnice pro konfiguraci aktivních prvků 
Navrhuji vytvoření směrnice pro management konfigurace aktivních prvků, která by 
měla obsahovat následující body: 
 
1) Konfigurovat aktivní prvky síťové infrastruktury smí pouze osoba k tomu určená. 
Konfigurace jinou osobou  musí být písemně schválena pouze správcem sítě či 
ředitelem školy. 
2) Jakékoliv změny v konfiguraci musí být ihned zaznamenány do dokumentace 
k tomu určené. Tato dokumentace se nachází u obou centrálních rozvaděčů 
v listinné formě a na hlavním serveru v elektronické podobě, přičemž dojde-li 
k nějaké změně, musí být zaznamenána do všech těchto kopií. 
3) Správce sítě zodpovídá za správnou konfiguraci a za schodu aktuální 
konfigurace s údaji v dokumentaci. 
4) Jakékoliv porušení výše uvedených bodů bude projednáváno vedením školy, a to 
včetně výše penalizace příslušného pracovníka. 
 
 
3.2.6 Správa výkonu aktivních prvků 
Pro sledování kritických hodnot na aktivních prvcích zde využijeme MIB databáze, 
kterými síťové prvky disponují. Sledovací stanice se systémem Nagios pak bude 
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automatizovaně provádět sběr informací z těchto databází podobně jako v případě 
pracovních stanic. Jedná se tedy o RMON – remote monitoring. 
 
RMON manager – v našem případě SW Nagios – bude sbírat data o koncových uzlech 
převážně ze: 
 
 skupiny 1: Ethernet Statistics 
 skupiny 3: Alarms 
 skupiny 5: Host Top N 
 skupiny 6: Traffic Matrix 
 
 
3.2.7 Správa poruch aktivních prvků 
Možné poruchy aktivních prvků budou rovněž sledovány softwarem Nagios. 
Sledovanými hodnotami by měly být především: 
 
 dostupnost aktivního prvku pomocí utility PING 
 dostupnost MIB databáze aktivního prvku 
 
Prahovou hodnotu pro utilitu PING doporučuji nastavit na 50 ms. Pokud bude tato 
hodnota překročena, bude stav aktivního prvku vyhodnocen jako WARNING a v okně 
správy na sledovací stanici toto bude vyhodnoceno oranžovou barvou. Pokud sledovaná 
hodnota doby odezvy překročí hranici 100 ms, bude stav aktivního prvku vyhodnocen 
jako CRITICAL a označen červenou barvou, přičemž dojde k upozornění správce sítě 
zvukovým signálem a, bude-li to stav sítě umožňovat, pak i e-mailem. Software Nagios 
rovněž eviduje všechny stavy WARNING a CRITICAL pro každý aktivní prvek 
v přehledném LOGu, kde je možné uplatnit filtrování podle předem definovaných 
pravidel. Je tedy možné si nechat seřadit počty obou statusů v průběhu času podle 
jednotlivých IP a MAC adres. Při razantním navýšení těchto varovných statusů u 
jednoho aktivního prvku v krátkém časovém horizontu může poukazovat na možný 




3.2.8 Správa bezpečnosti aktivních prvků 
Bezpečnost aktivních prvků rozdělím na fyzické zabezpečení a softwarové. Do první 
zmiňované kategorie bude spadat fyzické zabezpečení přístupu k aktivním prvkům. 
Není žádoucí, aby mohl kdokoliv zasahovat do zapojení aktivních prvků, proto by 
switche měly být umístěny tak, aby byl přístup k nim kontrolovatelný (uzamykatelná 
místnost se seznamem vydaných klíčů oproti jménu, atp.). Dále, jelikož se samozřejmě 
jedná o elektronické komponenty, které jsou náchylné na výkyvy napětí, doporučuji 
zařadit přepěťovou ochranu v kombinaci s UPS, a to v dostatečné kapacitě, aby mohlo 
při rozsáhlejším výpadku proudu možno bezpečně vypnout všechna zařízení.  
 
Z hlediska SW bezpečnosti aktivních prvků se jedná zejména o přístup do 
managementu daného prvku a zálohování nastavení. Z tohoto pohledu bych 
doporučoval, aby hesla ke správě klíčových prvků znal pouze správce sítě, který má 
konfiguraci na starosti. Hesla doporučuji dále v papírové podobě „zálohovat“ do 
trezoru, kam má přístup pouze ředitel a zástupce školy. 
 
Samotné zálohování aktivních prvků sítě pak bude probíhat po jakékoliv změně 
v konfiguraci, a to tak, aby byly zachovány alespoň poslední čtyři verze předchozí 
konfigurace. Zálohování serverů bude probíhat každou noc od 20:00, kdy se neočekává 
žádný provoz na síti.  
 
3.3 Správa konfigurace koncových uzlů 
Pro jednotně a správně fungující síť je bezpodmínečně nutné zajistit správnou 
konfiguraci koncových uzlů zapojených do této sítě. S rostoucím rozsahem sledované 
sítě roste i náročnost sledování konkrétního koncového uzlu. 
 
Tyto a další věci nám umožňuje sledovat nepřeberné množství aplikací od placených až 
po ty s GNU/GPL licencí. V případě této střední školy doporučuji nasadit aplikaci 
z druhé zmiňované kategorie, konkrétně open-source systém pro sledování Nagios. 
Tento systém je postaven na linuxovém jádru a pro rozšíření funkčnosti i mezi ostatní 
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operační systémy využívá řady plug-inů. Na pracovní stanici – z pohledu architektury 
síťové správy tedy Agent - pak permanentně běží služba, která se stará o odesílání 
vybraných dat na monitorovací stanici - Manager. Ta pak následně vše přehledně 
zpracuje jak graficky tak textově do srozumitelné podoby a na základě nastavených 
prahových hodnot vyhodnotí, zda je některá ze sledovaných veličin ve stavu, který 
vyžaduje pozornost. Pokud ano, upozorní správce sítě e-mailem a změnou barvy dle 
nastavených kritérií v dashboardu administrátorského rozhraní sledovací stanice. 
Systém Nagios dokáže čerpat data nejen z hostitelské aplikace, ale i z MIB databází 
zařízení, což umožňuje sledování i aktivních prvků a nejen stanic. 
 
Navrhuji tedy, aby každý koncový uzel z VLAN1 a 2 (tedy všechny pevně připojené 
stanice) měl nainstalovanou sledovací službu, která bude sledovat především: 
 
 vytížení disků HDD (S.M.A.R.T.) 
 teploty (CPU, HDD) 
 provoz na síťovém médiu 
 stav aktualizací (čekající/nainstalované/chyby) 
 stav nainstalovaného HW a jeho ovladačů 
 název, umístění PC 
 IP adresa 
 MAC adresa 
 
Tento seznam sledovaných veličin nám dá základní přehled o nastavení konkrétní 
stanice. Při správném nastavení prahových hodnot zaplnění HDD nám systém 
vyhodnotí, zda například nedochází ke stahování objemných souborů, které by mohly 
mít závadný charakter. Stejnou vypovídací hodnotu bude mít i sledování vytížení sítě.  
 
Vzhledem k různorodosti HW složení jednotlivých stanic je nutné nastavit prahové 
hodnoty podle konkrétní stanice. Dá se očekávat, že prahové hodnoty u koncového uzlu 
s totožnou skladbou HW budou podobné, ne-li identické. Proto například nastavení 
prahových hodnot pro učebnu složenou ze stejných PC bude vyžadovat zjištění 
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optimálních hodnot u jedné, maximálně dvou stanic a následně vzájemným porovnáním 
určit, zda jsou vypočtené hranice použitelné. 
 
3.4 Účetní a evidenční správa 
V jakékoliv síti se nevyhnutelně setkáme s větším počtem uživatelů. S větším počtem 
uživatelů zase přichází vyšší bezpečnostní riziko, proto je nutné jednoznačně určit, na 
co má jaký uživatel v rámci sítě právo. K tomu slouží systémy řízení uživatelských 
účtů, které s sebou již nesou i nástroje pro usnadnění migrace uživatele mezi koncovými 
stanicemi (cestovní profil, ...).  
 
Tato střední škola je zapojena do projektu firmy Microsoft MSDN, má tedy k dispozici 
velké množství softwaru od této společnosti. Jako servery tedy využívá MS Windows 
Server 2012 s běžící instancí SQL Serveru, rovněž ve variantě 2012. Windows Server 
2012 disponuje doménovým řadičem, jak jsme již u Microsoftu zvyklí, Active 
Directory. Ten spravuje doménu gvn.cz, a to jak po stránce stanic, tak uživatelů. 
 
3.4.1 Rozdělení uživatelů 
Tato oblast je definována pojmy Autentizace – Autorizace – Audit. Jedná se o ověření, 
zda uživatel, který se do sítě přihlašuje, je opravdu tím, za koho se vydává (autentizace) 
a má k tomu dostatečná práva (autorizace). Oblast auditu pak zaznamenává využívání 
prostředků, které uživatel dostal k dispozici. Uživatele doporučuji rozdělit do několika 









3.4.1.1 Skupina „Student“ 
Tato skupina bude z pohledu práv a kvót nejvíce omezená. Vzhledem k tomu, že 
student k výuce potřebuje pouze základní programy a přístup k internetu a při výuce se 
nevytváří žádné složitější projekty, navrhuji přidělenou diskovou kvótu nastavit na 700 
MB. Tuto velikost považuji za naprosto dostatečnou. Při odhlášení uživatele by mělo 
dojít k automatickému promazání dočasných souborů a souborů a složek umístěných 
jinam, než na svůj síťový disk. Tak se jednak sníží využití pevných disků stanic a 
zároveň se sníží možné riziko infiltrace malwarem. Instalace jakéhokoliv SW je zde 
zakázáno – veškerý SW potřebný k výuce se již na pracovních stanicích nachází a není 
tak třeba tuto volbu vůbec povolovat. Dále bude mít tato skupina přístup pouze k jediné 
síťové tiskárně, která je určena přímo pro studenty. Tiskové úlohy jsou zde řešeny 
proprietárním zařízením, které je rovněž napojeno na hlavní server a využívá kredit na 
studentských kartách pro zpřístupnění tisku dané úlohy. 
 
3.4.1.2 Skupina „Učitel“ 
Nastavení této skupiny principiálně vychází ze skupiny Student, ale v některých 
ohledech je benevolentnější. Co se od minulé skupiny liší je především disková 
kapacita, a to vzhledem k tomu, že si učitelé musí někde uchovávat své materiály. Proto 
navrhuji tuto kvótu nastavit na 7 GB. Rovněž by tato skupina měla mít přístup ke všem 
síťovým tiskárnám – z důvodu přecházení mezi jednotlivými kabinety, sekretariátem 
atp. by bylo vhodné, aby si kantor sám určil, na které tiskárně bude tisk probíhat. 
Samotný tisk by pak neměl být řešen pomocí čipových karet jako u studentů, nicméně 
proprietární řešení bude evidovat účet, ze kterého tisk probíhá a sledovat statistiky pro 
každého uživatele, neboť i učitelé mají nastaven limit pro tisk. Bude- li to možné, 
doporučuji nastavit systém varování na blížící se přečerpání kvóty, bude-li dosaženo 
100 stránek před nastaveným limitem, a to formou e-mailu či notifikace přímo při tisku. 
Jako další navrhuji vytvoření sdílené složky, která bude přístupná každému z této 





3.4.1.3 Skupina „Sekretariát“ 
Opět tato skupina vychází ze skupiny předešlé, liší se v diskové kvótě, kterou 
doporučuji upravit na 10-15 GB. Navíc budou mít členové této skupiny přístup ke 
sdílené složce vedení školy, nikoliv ke složce sdílené skupinou Učitelé. Tato skupina, 
jako jediná, má přístup do plánovacího a účetního SW. 
 
3.4.1.4 Skupina „Administrator“ 
Tato skupina se svým oprávněním, jak už to tak bývá zvykem, zcela vymyká všem 
předešlým. Členové této skupiny, jako jediní (a vlastně i jediný, neboť správce sítě je 
jediným členem této skupiny), mají právo instalovat jakýkoliv SW, nemají stanovenou 
žádnou diskovou kvótu a má přístup do všech sdílených složek. Tato skupina má přístup 
do veškerého nastavení s právem zápisu.  
 
3.4.2 RADIUS 
Využívání wi-fi sítě je pro studenty zdarma, avšak jelikož se svými zařízeními připojují 
do vnitřní sítě školy, musí i zde fungovat jistá pravidla. Navrhoval bych, aby bylo 
upuštěno od stávajícího stavu, kdy je wi-fi nezabezpečená a připojit se tak může 
opravdu každý. Namísto toho doporučuji zavést systém RADIUS pro ověřování 
uživatelů. Tento systém pracuje na LDAP protokolu stejně jako Active Directory, který 
již škola využívá, seznam uživatelů je tedy k dispozici i v takovém formátu, aby mu 
tento systém rozuměl, což zkrátí dobu potřebnou k zavedení takového systému do 
praxe. Při přihlašování se opět využije oblast AAA – autentizace, autorizace, audit a 
bude tak snazší kontrolovat na wi-fi síti provoz a možné nežádoucí operace. 
 
3.5 Návrh vnitřních předpisů 
Aby bylo možné udržet síť ve funkčním stavu a byla možnost sankcionovat uživatele, 
kteří se na této síti chovají nevhodně, měl by být zaveden provozní řád o využívání této 
sítě. Tento dokument by měl být součástí školního řádu a každý student by se s ním měl 




 Wi-Fi síť umožňuje přístup k internetovým službám prostřednictvím 
bezdrátového připojení pro zařízení, která se nacházejí v budově školy a jejím 
blízkém okolí. 
 
 Wi-Fi síť smějí používat pouze zaměstnanci, studenti a žáci GVN J.Hradec. 
Ukončením studia či pracovního poměru toto právo zaniká. Krátkodobé 
využívání Wi-Fi sítě jiným osobám může povolit a zajistit pouze odpovědný 
zaměstnanec školy. 
 
 Informace o přístupových informacích nesmí uživatel poskytnout neoprávněným 
osobám. 
 
 Škola nezodpovídá za případnou ztrátu, poškození nebo zneužití uživatelských 
dat nebo připojených zařízení. 
 
 Uživatelé nesmějí používat Wi-Fi síť pro činnosti, které: 
o porušují práva duševního vlastnictví 
o mohou vést k zneužití sítě pro komerční, náboženskou nebo rasovou 
agitaci, případně pro jiné aktivity, které jsou v rozporu s platnou 
legislativou ČR 
o vedou k jakékoliv manipulaci s objekty, soubory a www stránkami, které 
obsahují tématiku erotickou, pornografickou, nacistickou, vedoucí k 
hanobení národnosti, rasy a přesvědčení 
o omezují soukromí uživatelů, a to i v těch případech, kdy uživatelé svá 
vlastní data explicitně nechrání 
o ničí integritu informací uložených v počítačích a ostatních síťových 
prvcích 
o umožňují nebo snaží se získat neoprávněný přístup ke zdrojům 
připojených sítí nebo souvisí s odposloucháváním provozu sítě 
o nepříznivě působí na provoz sítě nebo jejích jednotlivých služeb, brání 
uživatelům v přístupu k těmto službám, ohrožují činnost sítě nebo 
nadměrně omezují její výkon nebo plýtvají kapacitou sítě 
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o umožní provozovat jakékoliv serverové aplikace na připojeném zařízení 
(www stránky, soubory přístupné přes FTP, herní servery, ...) 
o  
 Porušení pravidel užívání Wi-Fi sítě bude považováno za porušení studijního 
řádu, podle kterého může být uloženo kárné opatření až po vyloučení ze studia. 
 
Provozní řád počítačových učeben je již vyvěšen v každé takové učebně a další změny 
nejsou nutné. 
3.6 Vypracování projektu 
3.6.1 SMART definice cíle 
Cíl definovaný dle techniky SMART pro tento projekt je: Zavedení managementu ICT 
školy do 1.9.2015. 
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3.6.2 Logický rámec 
Tab. 3: Logický rámec projektu. (Zdroj: 53) 
Strom cílů Objektivně ověřitelné ukazatele 
Zdroje informací 
k ověření 
Předpoklady a rizika 
Přínos 
projektu 
Zlepšení přehledu a kontroly nad ICT Počet poruch a incidentů, dostupnost sítě Hlášení o stavu sítě ------------------ 
Cíl 
projektu 
Zavedení managementu ICT 
Existence směrnic, řádů a dokumentace k 
ICT 
Dokumenty školy 
Dostatek času, motivace a znalost použitých 
technologií 
Výstupy 
1) Rozdělená síť dle VLAN 
2) Nainstalovaný systém Nagios Core 
3) Stanovené prahové hodnoty 
4) Rozdělení do skupin 
5) Nainstalovaný systém RADIUS 
1) Existence 3 VLAN 
2) Funkční prostředí Nagios 
3) Správně stanovené prahové hodnoty pro 
aktivní prvky i stanice 
4) Existence 3 skupin uživatelů 
5) Funkční systém RADIUS 
Dokumenty školy, 
hlášení o provozu ICT 
Ochota zaměstnanců, dostatek finančních zdrojů 
Aktivity 
1) Rozdělení sítě do podsítí pomocí VLAN. 
2.1) Instalace Nagios Core serveru 
2.2) Instalace pluginů 
2.3) Instalace aplikací pro stanice 
3) Stanovení prahových hodnot 
4) Rozdělení uživatelů do skupin 
5) Instalace a konfigurace RADIUS 
Prostředky Harmonogram  
Bezchybná instalace SW, propracovaná dokumentace 
SW, dostupnost instalačních médií, dostupnost 
pluginů, interoperabilita. 
 
PC, přístup k aktivním prvkům, přístup 
k instalačním médiím, internet, 
dokumentace SW 
 
1) Do 10.7.2015 
2) Do 17.7.2015 
3) Do 20.7.2015 
4) Do 27.7.2015 
5) Do 16.8.2015 
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3.6.3.1 Seznam činností 
Seznam činností obsahuje písmenné označení činnosti, popis činnosti, činnost, na kterou 







aij [hod.] mij [hod.] bij [hod.] 
A 
Rozdělení na virtuální 
sítě VLAN 
- 8 16 24 
B Instalace Nagios Core A 10 12 14 
C Instalace pluginů A 15 17 19 
D 
Instalace aplikací pro 
koncové stanice 
C 15 17 19 
E Konfigurace SW Nagios B,C,D 6 10 14 
F 
Stanovení prahových 
hodnot pro koncové 
stanice 
E 6 8 10 
G 
Stanovení prahových 
hodnot pro aktivní 
prvky 
E 6 8 10 
H 
Rozdělení uživatelů do 
skupin 








I 50 60 70 
K Zavedení řádů a směrnic J 8 12 16 
L Testovací provoz K 40 40 40 
 
Výpočet střední doby trvání činností: 
Činnost A B C D E F G H I J K L 





3.6.3.2 Hrano-hranová matice  
hi/hj A B C D E F G H I J K L 
 A   1 1                   
 B         1               
 C       1 1               
 D         1               
 E           1 1           
 F               1         
 G               1         
 H                 1       
 I                   1     
 J                     1   
 K                       1 
 L                         
 0.ř. 0 1 1 1 3 1 1 2 1 1 1 1 A 
1.ř. - 0 0 1 3 1 1 2 1 1 1 1 B,C 
2.ř. - - - 0 1 1 1 2 1 1 1 1 D 
3.ř. - - - - 0 1 1 2 1 1 1 1 E 
4.ř. - - - - - 0 0 2 1 1 1 1 F,G 
5.ř. - - - - - - - 0 1 1 1 1 H 
6.ř. - - - - - - - - 0 1 1 1 I 
7.ř. - - - - - - - - - 0 1 1 J 
8.ř. - - - - - - - - - - 0 1 K 








Obr. 16: Síťový graf. (Zdroj:54) 
 
Kritická cesta je znázorněna červenými šipkami a znázorňuje stěžejní posloupnost činností. Z následujícího grafu je patrné, že kritická 
cesta má hodnotu 262 časových jednotek, v tomto případě hodin. 
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Obr. 17: Síťový graf s časovou analýzou. (Zdroj:55) 
 
Graf je konstruován podle následujícího schématu: 
 
 
Obr. 18: Schéma síťového grafu. (Zdroj:56)
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3.6.4 Analýza rizik 
Rizika rozdělím dle následující tabulky podle dopadu na projekt a podle 
pravděpodobnosti výskytu takového rizika. Následně budou rizika slovně i číselně 
ohodnocena dle hodnoty na nízkou hodnotu rizika (NHR), střední hodnotu rizika (SHR) 
a vysokou hodnotu rizika (VHR). 
 
Dopad 
    Vysoký (3) SHR (3) VHR (6) VHR (9) 
 Střední (2) NHR (2) SHR (4) VHR (6) 
 Nízký (1) NHR (1) NHR (2) SHR (3) 
   Nízká (1) Střední (2) Vysoká (3) Pravděpodobnost 
Obr. 19: Rozdělení rizik dle dopadu a pravděpodobnosti. (Zdroj:57) 
 
3.6.4.1 Identifikace rizik 
Rizika byla identifikována takto: 
 
Tab. 4: Identifikace rizik. (Zdroj:58) 
č. Hrozba Scénář 
1 Nekompatibilita 
pluginů SW Nagios 
s OS pracovních 
stanic. 
Nemožnost sledovat klíčové 
hodnoty dotčených stanic. 
2 Implementace SW 
Nagios bude 
vyžadovat další 
zásahy do stávajícího 
serverového systému. 
Prodloužení instalace SW Nagios. 
Omezení stávajících služeb 
provozovaných na serveru. 
3 Chybné stanovení 
prahových hodnot 
pro koncové stanice 
či aktivní prvky. 
Četná hlášení o kritických 
hodnotách sledovaných hodnot. 
4 Implementace služby 
RADIUS bude 
vyžadovat větší počet 
pracovníků. 
Prodloužení doby trvání 
implementace služby. 
Zdražení celého projektu. 
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3.6.4.2 Kvantifikace rizik 
Rizika, která byla identifikována v předchozí kapitole, jsou následně ohodnocena dle 
pravděpodobnosti a dopadu takto: 
 
Tab. 5: Kvantifikace rizik. (Zdroj:59) 
č. Hrozba Scénář Pravděpodobnost Dopad Hodnota 
1 Nekompatibilita 
pluginů SW Nagios 
s OS pracovních 
stanic. 
Nemožnost sledovat klíčové 
hodnoty dotčených stanic. 
NP (1) SD (2) NHR (2) 
2 Implementace SW 
Nagios bude 
vyžadovat další 
zásahy do stávajícího 
serverového systému. 
Prodloužení instalace SW Nagios. 
SP (2) VD (3) VHR (6) 
Omezení stávajících služeb 
provozovaných na serveru. SP (2) VD (3) VHR (6) 
3 Chybné stanovení 
prahových hodnot 
pro koncové stanice 
či aktivní prvky. 
Četná hlášení o kritických 
hodnotách sledovaných hodnot. 
SP (2) ND (1) NHR (2) 
4 Implementace služby 
RADIUS bude 
vyžadovat větší počet 
pracovníků. 
Prodloužení doby trvání 
implementace služby. SP (2) VD (3) VHR (6) 
Zdražení celého projektu. 
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3.6.4.3 Mapa rizik 
Pro názornost jsou tato rizika vynesena do přehledného grafu. 
 
 
Obr. 20: Mapa rizik. (Zdroj:60) 
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Následující tabulka zachycuje návrhy na opatření a náklady na tato opatření tak, aby došlo ke zmírnění dopadu rizik na projekt a 
k minimalizaci pravděpodobnosti výskytu rizika jako takového. 
Tab. 6: Opatření. (Zdroj:61) 
č. Hrozba Scénář Návrhy opatření Náklady na opatření Pravděpodobnost Dopad Hodnota hodnota 
1 
Nekompatibilita 
pluginů SW Nagios 
s OS pracovních 
stanic. 
Nemožnost sledovat 
klíčové hodnoty dotčených 
stanic. 
Vyhledání alternativních 
pluginů, úprava kódu 
nekompatibilních pluginů 
odborníkem. 
Nízké, 10 000 Kč. NP (1) SD (1) NHR (1) 
2 Implementace SW 
Nagios bude 
vyžadovat další 
zásahy do stávajícího 
serverového 
systému. 
Prodloužení instalace SW 
Nagios. 
Instalace SW externím 
specialistou. 
Střední, 20 000 Kč. 
SP (2) ND (1) NHR (2) 
Omezení stávajících služeb 




pro koncové stanice 
či aktivní prvky. 
Četná hlášení o kritických 
hodnotách sledovaných 
hodnot. 
Odladění přesných hodnot 
na vybraných stanicích, 
zprůměrování, prostudování 
hodnot daných výrobcem 
HW. 
Nulové. NP (1) SD (2) NHR (2) 




Prodloužení doby trvání 
implementace služby. Instalace SW externím 
specialistou. 
Střední, 20 000 Kč. 
NP (1) ND (1) NHR (1) 
Zdražení celého projektu. NP (1) ND (1) NHR (1) 
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3.6.4.5 Pavučinový graf 
Pavučinový graf zachycuje hodnoty rizik v původním stavu (modrá barva) a po návrhu 
na zmírnění těchto rizik (červená barva). 
 
 





















3.6.5 Ekonomické zhodnocení projektu 
Ekonomické zhodnocení projektu vychází z toho, že celý projekt zajišťují stálí 
zaměstnanci střední školy v rámci své pracovní doby. Jako jednotka rozpočtu tedy byla 
zvolena člověkohodina práce.   
 





Rozdělení na virtuální 
sítě VLAN 
16 
Instalace Nagios Core 12 
Instalace pluginů 17 
Instalace aplikací pro 
koncové stanice 
17 
Konfigurace SW Nagios 10 
Stanovení prahových 




hodnot pro aktivní 
prvky 
8 









Zavedení řádů a směrnic 12 
Testovací provoz 40 
Celkem 282 
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Ve své diplomové práci jsem se zabýval zavedením managementu ICT střední školy – 
Gymnázia Vítězslava Nováka v Jindřichově Hradci. Ve svém návrhu řešení jsem 
vycházel z požadavků školy na rozsah kontrolovaných a sledovaných veličin a prvků 
s ohledem na co nejnižší částku, kterou implementace tohoto managementu bude stát. 
 
Mnou navrhované řešení je postaveno na open source software, aby bylo možné 
zachovat cenu co nejníže. Ačkoliv jsou tyto programy distribuovány zdarma, je 
dodávaná funkčnost plně vyhovující požadavkům investora. 
 
Rovněž jsou mnou navrhované postupy pojaty celostně; jak z pohledu technického, tak 
systémového tím, že jsou i navrženy nezbytné body ve směrnicích a řádech školy tak, 
aby bylo možné efektivně mnou zvolený management ICT dodržovat. 
 
Výsledkem této práce je tedy ucelený projekt na zavedení managementu ICT této 
střední školy, a to včetně zpracovaného projektu, analýzy rizik a návrhů na zmírnění 
dopadů těchto rizik. Tato práce bude poskytnuta vedení školy, které rozhodne o 
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