Abstract. In this paper, we prove a criterion for the local ergodicity of nonuniformly hyperbolic symplectic maps with singularities. Our result is an extension of a theorem of Liverani and Wojtkowski.
In this paper, we consider a class of invertible maps with discontinuities and unbounded derivatives, which model billiards and other physical systems. Let F be one of these maps, and assume that F preserves a symplectic form and is nonuniformly hyperbolic. The last condition means that the Lyapunov exponents of F are non-zero with respect to the symplectic volume, which is invariant. Our main result (Theorem 3.1) establishes sufficient conditions for a point in the domain of F to have a neighborhood contained up to a set of zero measure in one ergodic component of F. In fact, we prove a stronger result, namely, that the mentioned neighborhood is contained up to a set of zero measure in one Bernoulli component of F. Results of this type are often called 'local ergodic theorems'. Local ergodic theorems (LET's for short) play an essential role in the proof of the ergodicity of non-uniformly hyperbolic systems. For instance, suppose that we know that the set X of all points to which our LET applies has full measure, and that the map F is topological transitive. Then, we can conclude quite easily that F is ergodic. From our LET, we derive another criterion for the ergodicity of F based on the topology of the set X (Corollary 3.3).
The LET presented here is an extension of the LET of Liverani and Wojtkowski [LW] . The two theorems differ by one of their hypotheses, namely, the one assuming the existence of an invariant continuous cone field C. Whereas Liverani and Wojtkowski assume that C is defined everywhere on the interior of the domain of F (see Condition C [LW, Section 7] ), we assume that C is defined only on an open subset of the domain of F. This paper originated from an attempt to use the LET of Liverani and Wojtkowski to prove that the non-uniformly hyperbolic billiards introduced by Donnay [Do] and independently by Bunimovich [Bu] are ergodic. However, these billiards in general admit only an invariant piecewise continuous cone field, and so the LET of Liverani and Wojtkowski does not apply to all of them, at least not in an obvious way. Instead, our LET applies to the generality of Donnay's and Bunimovich's billiards, and ultimately allows us to prove their ergodicity. A detailed proof of this claim will appear elsewhere.
The ideas behind the proof of our LET can be traced back to several seminal works: the work of Hopf on the ergodicity of the geodesic flow on a surface of negative curvature [Ho] , the work of Anosov on uniformly hyperbolic systems [An] , and the work of Sinai on the ergodicity of dispersing billiards [S] . Sinai's work is particularly important for us, because it outlines a general method for proving the ergodicity of non-uniformly hyperbolic systems with discontinuities and unbounded derivatives. The proof of the LET of Liverani and Wojtkowski, on which the proof of our LET builds, is an improvement of Sinai's method. Other improvements of Sinai's method were accomplished by Sinai and Bunimovich [BS] , Sinai and Chernov [SC] , Krámli, Simányi and Szász [KSS] , Chernov [C] and Markarian [M2] . We should also mention that Burns and Gerber [BG] and Katok [KB] obtained LET's for smooth maps and smooth flows preserving smooth volume and contact flows.
The proof of our LET follows closely that of Liverani and Wojtkowski, but several additions to their proof are required. The main one is an improved version of the Tail Bound (Proposition 4.20) . Our proof, like the one of [LW] , relies on the KatokStrelcyn theory [KS] , which extends Pesin's theory [P] to maps with singularities (discontinuities and unbounded derivatives), and the technique of invariant cones developed by Wojtkowski to prove the existence of positive Lyapunov exponents [W1, LW] . Because of the difference in the assumption on the invariant cone field C, the remaining hypotheses of our LET are slightly different than the corresponding hypotheses of [LW] .
The paper is organized as follows. In the first section, we describe the class of maps to which our LET applies. Several notions are required to formulate and prove the LET. We introduce the notions of monotone quadratic forms and invariant cone fields in the first section, and the notions of sufficient and essential points in the second section. In the second section, we also prove some preliminary results concerning the basic hyperbolic properties of the maps considered (Proposition 2.4 and Lemma 2.6). The third section is devoted to the formulation of the LET (Theorem 3.1). As a corollary of the LET, we obtain a criterion for the ergodicity of a map, based on the topology of the set of all sufficient points of the map (Corollary 3.3). The fourth section contains the proof of the LET.
Basic definitions
In this section, we present the class of dynamical systems for which the LET holds. We also introduce the concepts of monotone quadratic forms and invariant cone fields.
1.1. Symplectic maps with singularities.
the boundary of each A i is a union of finitely many compact subsets of (k − 2)-dimensional submanifolds of M. The sets A 1 , . . . , A n are called (regular) components of A.
Let (M, ω) be a C 2 symplectic compact manifold, possibly with boundary and corners, of dimension 2d. The boundary ∂M is assumed to be regular. The symplectic form ω is allowed to degenerate, but only on ∂M. The manifold M is also equipped with a Riemannian metric g. The corresponding norm and distance are denoted by · and d, respectively. The volume measures on M generated by g and ω are denoted by L and µ, respectively. Since L(∂M) = 0 (a direct consequence of Proposition 1.9) and µ and L are generated by volume forms on M \ ∂M, we easily see that L and µ are equivalent (i.e., mutually absolutely continuous) and µ ≤ τ L for some constant τ > 0. Given a subset A ⊂ M and > 0, let A( ) = {y ∈ M : d(y, A) < } be the -neighborhood of A.
Remark 1.2. Unless otherwise specified, 'almost everywhere' statements in Sections 1-3 have to be understood with respect to the measure L. In fact, we could use µ as the reference measure as well, because L and µ are equivalent. Definition 1.3. Let (M, ω, g) be a symplectic manifold with a metric g as described above, and suppose that there exist two regular subsets S
(2) F preserves ω; (3) the differential of F satisfies the following conditions:
• log
, where log + x = max{0, log x}; • there are two constants A > 1 and b > 0 such that
is called a symplectomorphism with singular set R.
Remark 1.4. Condition (3) of Definition 1.3 incorporates Conditions 1.2 and 1.3 of [KS] . We also observe that in our setting, Condition 1.1 of [KS] follows from the regularity of R − 1 and R + 1 . For the convenience of the reader, we recall that Condition 1.1 of [KS] reads as follows: there exist positive constants C and a such that µ(R ± 1 ( )) ≤ C a for every > 0 sufficiently small.
Probably, the most notable example of a symplectomorphism with singularities is the map associated to a billiard system, i.e, the mechanical system consisting of a ball moving without frictions inside a bounded domain B of R n with elastic collisions at the boundary ∂B (see [CM] ). . We do not require as in [LW] that F(F −1 ) have a homeomorphic extension up to the boundary of each connected component of M \ R
The reason is that although this property is explicitly required in [LW] , a careful analysis of the proofs in that paper reveals that it is in fact never used.
For every subset A ⊂ M, we adopt the convention that FA = F(A \ R + 1 ) and
). This way, we make sense of the expressions FA and F −1 A although F and F −1 are, strictly speaking, defined only on the subsets of M \ R + 1
and M \ R − 1 , respectively. Definition 1.6. For every n > 1, define recursively the sets
n is a C 2 diffeomorphism preserving the form ω for every n ≥ 1.
Every regular set A ⊂ M is endowed with a natural measure L A defined as follows. If A 1 , . . . , A n are the components of A, let L Ai be the restriction to A i of the volume measure induced by g on the submanifold containing A i . The measure
The following proposition (see [LW, Proposition 7 .4]) will be used several times in the proof of the LET. Proposition 1.9. Let A be a regular subset of M, and let B be a closed subset of A. Then,
We will also need the notion of characteristic line from symplectic geometry. Definition 1.10. Let (V, ω) be a linear symplectic space, and let X a codimension 1 subspace of V. Then the characteristic line L ω (X) is the skew-orthogonal complement of X, i.e.,
1.2. Quadratic forms and invariant cone fields. We now summarized the relevant material on monotone quadratic forms and invariant cone fields from [LW] .
Let (M, ω, g, F) be a symplectomorphism with singularities. Let U be an open subset of M, and consider two families A = {A x } x∈U and B = {B x } x∈U of transverse Lagrangian subspaces A x , B x ⊂ T x M for x ∈ U such that the mappings x → A x and x → B x are measurable. Definition 1.11. We define a quadratic form Q = {Q x } x∈U on U associated to the transverse Lagrangian families A and B by
for every u ∈ T x M and x ∈ U, where u 1 ∈ A x and u 2 ∈ B x are uniquely defined by u = u 1 + u 2 .
• Q is continuous if the mappings x → A x and x → B x are continuous;
• Q is monotone (with respect to
• Q is eventually strictly monotone (with respect to F) if it is monotone, and for a.e. x ∈ U , there exists k(x) > 0 such that
Definition 1.12. Let Q be the quadratic form associated to the transverse Lagrangian families A and B. The cone field C = {C(x)} x∈U on U associated to A and B is the family of closed cones given by
For every x ∈ U , the interior of C(x) is the cone
We say that
• C is continuous if the mappings x → A x and x → B x are continuous;
for every x ∈ U and k > 0 such that F k x ∈ U ; • C is eventually strictly invariant (with respect to F) if it is invariant, and for a.e. x ∈ U , there exists an integer k(x) > 0 such that
In this paper, a cone field and the corresponding quadratic form are always associated to two families A and B of Lagrangian subspaces. However, to avoid cumbersome notation, every time we introduce a cone field, we will not specify the families A and B.
The relation between the monotonicity of Q and the invariance of C is established by the following proposition. Proposition 1.13 (Theorem 4.4 of [LW] ). The cone field C is invariant(eventually strictly invariant) if and only if Q is monotone(eventually strictly monotone). The next lemma shows that the notion of invariance for C can be equivalently formulated using C . Lemma 1.15 (Proposition 6.2 of [LW] ). Let C be a cone field on an open set U . Then,
• C is invariant if and only if
• C is eventually strictly invariant if and only if it is invariant, and for a.e. x ∈ U , there exists an integer k(x) > 0 such that
In the next definition, we formalize the notion of least expansion of the iterates of DF with respect to the quadratic form Q, and with respect to Q and the norm · together.
Definition 1.16. Let C be an invariant cone field on U , and let Q be the quadratic form generating it. For every x ∈ U and k > 0 such that
For k < 0, we define σ C and σ * C by replacing the cone field C in the definitions above with its complementary cone field C .
To conclude this section, we introduce the notion of joint invariance for two cone fields. Roughly speaking, if the cone fields C 1 and C 2 are jointly invariant, then C 2 can be though as an extension of C 1 , and vice versa. Definition 1.18. Let C 1 and C 2 be two cone fields defined on the open sets U 1 and U 2 , respectively. We say that C 1 and C 2 are jointly invariant if
Remark 1.19. Note that in the previous definition, we neither require that the sets U 1 and U 2 are disjoint nor that the cone fields C 1 and C 2 are invariant. However, it is easy to see that C 1 and C 2 are invariant in the following sense: if x ∈ U 1 and
The same is true for C 2 , once U 1 has been replaced by U 2 .
Sufficient points, essential points and non-uniform hyperbolicity
The notions of sufficient and essential points introduced in this section are borrowed from [C] .
To emphasize the role of l, N, U and C in this definition, we say that x is a sufficient point with quadruple (l, N, U, C).
Remark 2.2. The specific amount of expansion σ C (D y F N ) > 3 in the definition of a sufficient point is required only for maps with singularities. For smooth maps, the weaker condition
is used in the proof of Proposition 4.19 (see also Proposition 12.2 of [LW] ).
Remark 2.3. Every point of the neighborhood U is a sufficient point with quadruple (0, N, U, C).
The cone field C in the definition of a sufficient point is clearly eventually strictly invariant. By a well-known result of Wojtkowski [W1] (see also [M1, KB] , for the same result formulated using of quadratic forms), it follows that all the Lyapunov exponents of F are non-zero a.e. on the set k∈Z F k U . This fact and the Katok-Strelcyn theory [KS] imply Proposition 2.4 below. Actually, Claim (3) of the proposition follows from Proposition 4.3 in Section 4.
Proposition 2.4. Let x ∈ M\∂M be a sufficient point with quadruple (l, N, C, U ). For the definition of the absolute continuity property of a family of submanifolds, we refer the reader to the books [CM, KS] . In the next lemma, we show that Claim (3) of Proposition 2.4 remains valid for cone fields jointly invariant with C. The lemma is a slight generalization of Lemma 5.3 of [KB] .
Lemma 2.6. Let x be a sufficient point of M with quadruple (l, N, U, C), and let Λ be the set as in Proposition 2.4. Assume that D is a cone field on an open set V such that C and D are jointly invariant. Then, for a.e. y ∈ Λ, we have
We will prove only the unstable part of the lemma, because the stable one can be proved in the same way.
Luzin's Theorem implies that for every > 0, there is a closed set Λ ⊂ Λ with µ(Λ \ Λ ) < such that the maps w → V 
]). It is clear that
>0 Λ = Λ (mod 0). For every > 0, we define a measurable set U ⊂ U as follows: if µ(Λ ∩U ) = 0, then set U = ∅, otherwise, we use the Poincaré Recurrence Theorem to find a measurable set U = Λ ∩ U (mod 0) such that for every w ∈ U , there are two monotone sequences m i → +∞ and
Let {n i } i∈N be a sequence for w as described above. The continuity of V u on Λ¯ , the continuity of C on the open set U and Statement (3) of Proposition 2.4 easily imply that there exists δ > 0 such that if w ∈ U¯ with d(w , w) < δ and w ∈ V 
. Since C and D are jointly invariant, we finally obtain
We now give the definition of an essential point. Essential points appear in the formulation of Condition L3 of our LET (Theorem 3.1). These points play the same role as the points with strictly unbounded derivatives in the Sinai-Chernov Ansatz of Liverani and Wojtkowski (see Condition F in Section 7 of [LW] ).
Analogously, we define an s-essential point by replacing in the definition above F and R + n with F −1 and R − n , respectively. Definition 2.8. From the definition of an essential point, we obtain a whole family of invariant continuous cone fields -in fact, one for each value of α -associated to an essential point y ∈ M. We call such a family the family of invariant cone fields associated to y.
We recall that if E is an ergodic component of positive measure and with nonzero Lyapunov exponents, then by Theorem 13.1 of [KS, Part II] 
The map F m | Bi is in fact Bernoulli [CH, OW] . The sets B 1 , . . . , B m are uniquely defined up to a set of zero measure, and are called Bernoulli components of F.
Local Ergodic Theorem
We now formulate our LET, but postpone its proof to Section 4. In this section, we also formulate and prove Corollary 3.3, which represents a useful criterion for the ergodicity of the map F. We end the section by commenting on the hypotheses of the LET.
Theorem 3.1 (LET). Let x ∈ M \ ∂M be a sufficient point with quadruple (l, N, U, C). Furthermore, let Λ be the subset of k∈Z F k U as in Proposition 2.4, and suppose that Conditions L1-L4 below are satisfied.
L1 (Regularity): The sets R
has full L − (L + )-measure, and if y is one of such points, then C and each cone field of the family of the invariant cone fields associated to y (see Definition 2.8) are jointly invariant. L4 (Contraction): There exist β > 0 and ξ > 0 such that
Then, there exists a neighborhood O of x contained (mod 0) in a Bernoulli ergodic component of F.
Remark 3.2. We have already observed that if the point x is sufficient, then every point of the neighborhood U is also sufficient (see Remark 2.3). Since Conditions L1-L4 depend only on N, U, C and not on x, we see that if the LET applies to x, then it does to every point of U .
The next corollary is a straightforward consequence of the LET. It is the analog for symplectomorphisms with singularities of Theorem 4.1 of [KB] .
Corollary 3.3. Under the same hypotheses of Theorem 3.1, we have
(
Proof. Let B be a Bernoulli component of F contained in the set k∈Z F k U . If y ∈ B, then there is an integer k such that F k y ∈ U . Thus, every y ∈ B is sufficient, and satisfies Conditions L1-L4. By using the LET, we can then conclude that every y ∈ B has a neighborhood O y contained (mod 0) in B. It follows that B ⊂ y∈B O y , and since M is a Lindelöf space, we can extract a countable subcover of B from {O y } y∈B . Thus, we see that B is open (mod 0), and Part (1) of the corollary is proved.
Let C be a connected component of k∈Z F k U . Similarly as above, we can show that every point y ∈ C has a neighborhood O y contained (mod 0) in a Bernoulli component of F. It is straightforward to see that the set
is connected. Therefore, O C has to be contained (mod 0) in a single Bernoulli component of F. The same is true for C, because C ⊂ O C . This proves Part (2) of the corollary, and completes the proof.
Some comments on the hypotheses of the LET are in orders. In the following, we will mainly try to elucidate the difference between the hypotheses of our LET and those of the LET of Liverani and Wojtkowski.
Cone field: The invariant cone field C in our definition of a sufficient point is defined on U ∪ F −N U with U being an open subset of M \ ∂M. Instead, Liverani and Wojtkowski assume that C is defined on the entire set M \ ∂M. We show in the next section, that our weaker condition on C suffices to prove the LET. The drawback is that the other hypotheses of our LET turn out to be more involved than those of the LET of [LW] .
L1: Condition L1 is identical to the condition called Regularity in [LW, Section 7] ). L2 and L4: Condition L2 corresponds to the condition called Proper Alignment in [LW, Section 7] . It is not difficult to see that the Proper Alignment implies L2. Liverani and Wojtkowski use L2 in the proof of their LET, and not the full Proper Alignment (see the proof of Proposition 12.2 of [LW] ). A similar remark can be made for our L4 and the Noncontraction condition of [LW, Section 7] . There is an important difference between L2 and the Proper Alignment. The Proper Alignment requires the characteristic lines of the tangent spaces of the singular sets to be contained in the interior of the cones, whereas in L2 these characteristic lines have just to be in the cones. The strict inclusion assumed by the Proper Alignment is used in the original proof of the Tail Bound [LW, Section 13], but not in our proof (see Proposition 4.20).
L3:
The difference between Condition L3 and the Sinai-Chernov Ansatz of [LW, Section 7] is due to the fact that we do not assume the cone field C to be defined on the singular sets S + 1 and S − 1 . It is precisely to remedy to this situation that we have to introduce the concepts of essential points and joint invariant cone fields in the formulation of L3.
Proof of the local ergodic theorem
In this section, we prove the LET. The proof presented here follows closely the one of the Main Theorem (Discontinuous case) of [LW, Section 7] . In fact, except for the Tail Bound [LW, Section 13] , a large portion of the proof of Liverani and Wojtkowski retains its validity under Conditions L1-L4 without significant modification. Since the proof of the LET is quite long, we split it into several parts. Each part forms a subsection of the current section. We do not repeat the proofs of [LW] which remain valid in our setting. Instead, we refer the reader to the original results, and limit ourselves to explain why these results extend to our setting. The reader should be cautioned that our notation does not always match the one of [LW] . As already mentioned, the part of proof of Liverani and Wojtkowski that does not hold in our setting is the so-called Tail Bound. Our new proof of the Tail Bound (Proposition 4.20) is laid out in Subsection 4.6. 4.1. Reference neighborhood. Let x ∈ M \ ∂M be a sufficient point with quadruple (l, N, U, C). The first step of the proof of Theorem 3.1 consists in constructing a neighborhood U ρ of the point F l x endowed with a cone field C ρ such that after every sufficiently long return to U ρ , vectors contained in C ρ are expanded uniformly. The precise results are Propositions 4.1 and 4.3 below. The proof of the first proposition can be derived in a straightforward manner from the considerations at pages 41 and 42 of Section 8 of [LW] , whereas the proof of the second proposition is exactly as that of Proposition 8.4 of [LW] . These proofs are still valid in our setting, because they rely only on the sufficiency of the point x. We observe that the definition of sufficiency is not explicitly given in [LW] : it is just assumed that there exists an eventually strictly invariant continuous cone field C on M \ ∂M and σ C (D x F N ) > 3 for some x ∈ M \ ∂M. Recall that the dimension of the manifold M is 2d. Denote by | · | and ω 0 the Euclidean norm on R d and the standard symplectic form on R d × R d , respectively. For every a > 0, let V a be the d-dimensional cube of size a, i.e.,
and let
we refer informally to the sets π 1 (A) and π 2 (A) as the projections of A onto the first and the second component, respectively, of
together with its complementary cone C ρ be given by
Let x be a sufficient point of M with quadruple (l, N, U, C), and let
.
By definition of sufficiency, it follows that 0 <ρ < 1/3.
Proposition 4.1. For everyρ < ρ < 1, there exist a ρ > 0 and a chart (U ρ , Φ ρ ) with
Note that Claim (1) of the previous proposition is just Darboux's Theorem [Ar] . Let g ρ = (Φ * g and the Euclidean metric of R d × R d are clearly equivalent on W aρ . In view of Proposition 4.1 and using the map Φ ρ , we identify the set U ρ endowed with the symplectic form ω and the Riemannian metric g with the set W aρ endowed with the standard symplectic form ω 0 and the Riemannian metric g ρ . Accordingly, we can think of C as a cone field on R d × R d such that C ρ ⊂ C(y) for every y ∈ U ρ . Also, we identify the first return map F ρ on U ρ induced by F with the map Φ Definition 4.2. Let U ρ be as in Proposition 4.1. Suppose that y ∈ U ρ \ R + n and y = F n y ∈ U ρ for some n ≥ N . Let
Set i 0 = 0, and consider the largest set {i 0 , . . . , i r } ⊂ T (y) such that i j+1 − i j ≥ N for every 0 ≤ j ≤ r − 1. The non-negative integer r = r(y) is called the maximal number of N -spaced return times of the orbit of y in the time-interval [N, n].
Remark 4.4. To prove Theorem 4.16, we have to assume that 0 < ρ < 1/3 (see the end of Section 12 of [LW] for more details). This is possible because 0 <ρ < 1/3.
4.2.
Size of the stable and unstable manifolds. The next step of the proof of the LET consists in showing that by shrinking the neighborhood U ρ if necessary, the unstable(stable) manifold of almost every point of U ρ has a uniform 'size' or is 'cut' by the sets
The results given below are formulated only for the unstable manifolds. Analogous results hold for stable manifolds as well.
Let U ρ and a ρ be as in Proposition 4.1. Let Λ be the set associated to the sufficient point x as in Proposition 2.4. For every y ∈ U ρ and > 0, let B(y i , ) = {z ∈ R d : |z − π i (y)| < } be the ball of R d centered at π i (y) and of radius for each i = 1, 2.
Definition 4.5. Let y ∈ Λ ∩ U ρ . We say that the unstable manifold W u y has size > 0 if there exists a C 2 map ψ : B(π 1 (y), ) → V aρ such that the graph of ψ is contained in V u y , and is the largest number with this property. The next lemma states that if the unstable manifold of a point of U ρ has size , then the projection of that unstable manifold along the second component of
is contained in a ball of radius ρ . As a consequence, we see that the stable spaces of the unstable manifold are contained inside the cone C ρ . [LW] . We stress that even if the existence of an homeomorphic extension of the map F up to the boundary of each connected component of M \ R + 1 (M \ R − 1 ) is assumed in [LW] , this property is not used in the proofs of Lemma 9.6 and Theorem 9.7 (cf. Remark 1.5).
4.3. Rectangles and coverings. From now on, we assume that 0 < ρ < 1/3. This condition is required for proving Theorem 4.16. We also assume that 0 < η < a ρ b ρ is so small (i.e., U 1 ρ,η is so small compared to U ρ ) that for every point y ∈ Λ ∩ U 1 ρ,η , the unstable manifold W u y can intersects the boundary of U ρ only along its 'vertical' part ∂ν aρ × ν aρ (cf. Lemma 4.6). Since ρ and η are fixed, to simplify notation, we set U = U ρ and
We now recall a series of definitions from Sections 9-11 of [LW] , which are needed to formulate and prove Theorem 4.16.
with the center at y ∈ R d × R d and of size ζ > 0 is the Cartesian product of the closure of the balls B(π 1 (y), ζ/2) and B(π 2 (y), ζ/2), i.e., R(y, ζ) =B(π 1 (y), ζ/2) ×B(π 2 (y), ζ/2). Definition 4.10. Let R(y, ζ) be a rectangle, and suppose that z ∈ Λ ∩ R(y, ζ). We say that the unstable manifold W Definition 4.11. The unstable core of a rectangle R(y, ζ) is given by the set z ∈ R(y, ζ) :
The notions of a stable manifold connecting in a rectangle and the stable core of a rectangle can be defined similarly. The importance of the notions of the unstable and stable cores of a rectangle is due to the fact that if an unstable(stable) manifold intersects the unstable(stable) core of a rectangle R, then the manifold is connecting in R. The precise result is the following lemma, whose proof is identical to the one of Lemma 9.12 of [LW] .
Lemma 4.12. Let R(y, ζ) be a rectangle, and suppose that z ∈ Λ ∩ R(y, ζ). If the unstable manifold W u z intersects the unstable core of R(y, ζ) and the size of W u z is greater than |π 1 (z) − π 1 (y)| + ζ/2, then W u z is connecting in R(y, ζ). Next, we introduce a family of neighborhoods of x approximating U 1 from the inside. Define
Definition 4.13. For every δ > 0 and c > 0, let
and let G δ,c = {R(y, δ) : y ∈ N δ,c } .
The set N δ,c is a lattice contained in U 2 δ , whereas the set G δ,c is a collection of rectangles with center at the points of N δ,c and of size δ. If c is sufficiently small, then G δ,c is a covering of U 2 δ . We recall that the measure used in the next definition is Leb.
Definition 4.14. Let 0 < α < 1. We say that a rectangle R ∈ G δ,c is α-connecting in the unstable(stable) direction if the measure of the intersection of the union of all unstable(stable) manifolds connecting in R with the unstable(stable) core of R is at least an α fraction of the total measure of the unstable(stable) core. We say that R ∈ G δ,c is α-connecting if R is α-connecting in both the unstable and stable directions.
4.4. Sketch of the 'Proof of the Main Theorem' of [LW] . We now come to the central argument of this proof: it is the exact same argument of the 'Proof of the Main Theorem' In Section 11 of [LW] . This argument relies on two sets of results that still hold for our setting. The first set of results consists of Lemma 10.1 and Proposition 10.2 of Section 10 of [LW] , which are valid for general non-uniformly hyperbolic systems with singularities. The proof of Proposition 10.2 makes use of the Hopf argument and the absolute continuity of the stable and unstable families. We recall that the Hopf argument was devised by Hopf to prove the ergodicity of the geodesic flow on a surface of negative curvature [Ho] (see also Section 11 of [LW] for a detailed account of this argument). The second set of results consists of Lemma 11.3 and Proposition 11.4 of Section 11 of [LW] , which are abstract results (measure theory and combinatorics), and Theorem 4.16 of this paper. We adopt the terminology of [LW] , and so call Theorem 4.16 Sinai's Theorem. For reasons of space, we do not repeat the 'Proof of the Main Theorem' of [LW, Section 11] here, and instead refer the reader to the paper of Liverani and Wojtkowski. However, for completeness, we provide a sketchy description of this proof. The goal is to show that the neighborhood U 1 is contained (mod 0) in one ergodic component of F. Here are the main steps of the proof.
(1) Denote by K δ the subset of N δ,c formed by points y ∈ N δ,c for which the rectangle R(y, δ) is α-connecting. (2) Let gK δ be the largest subset of K δ with the property that for any two pints y, z ∈ gK δ , there exist finitely many points y 0 = y, y 1 , . . . , y n = z belonging to gK δ such that y i and y i+1 are nearest neighbors in gK δ for i = 0, . . . , n−1. If there are several such largest sets, then pick one of them. (3) Let Y δ be the union of all the rectangles with center at gK δ . The set Y δ belongs (mod 0) to one ergodic component of F. To prove this claim, we need use the Hopf argument and the absolute continuity of the stable and unstable families (see Proposition 10.2 of [LW] ). (4) Given two positive measure subsets A 1 and A 2 of the neighborhood U 1 , there exists δ > 0 such that the intersections A 1 ∩ Y δ and A 2 ∩ Y δ have positive measure. To prove this claim, we need Sinai's theorem, Lemma 11.3 and Proposition 11.4 of [LW] . (5) The previous step allows us to conclude that if E 1 and E 2 are arbitrary ergodic components of F having intersection with U 1 of positive measure, then E 1 = E 2 (mod 0). It follows that U 1 is contained (mod 0) in one ergodic component of F.
4.5.
Sinai's Theorem. In this and the next subsection, we formulate and prove Sinai's Theorem. 
for all c > 0.
As in [LW] , we prove only the unstable version of Theorem 4.16 (i.e., with H δ,c,α replaced by H u δ,c,α ). The stable version can be proved similarly. We proceed as follows. We partition the set of all the rectangles that are not α-connecting in the unstable direction into two complementary sets. To describe precisely these sets, we introduce the concept of an (M, α)-nonconnecting rectangle.
Definition 4.17. Let 0 < α < 1. We say that a rectangle R ∈ H u δ,c,α is (M, α)-nonconnecting if at least 1 − α part of the measure of the unstable core of R consists of points whose unstable manifold is not connecting in R and is cut by the set The proof is exactly as the one of Proposition 12.2 of [LW] . We stress that of Conditions L1-L4 only L1 and L2 are used in this proof. In particular, Condition L1 is required to be able to apply Proposition 1.9. To complete the proof of Sinai's Theorem, we need to prove Proposition 4.20. This proposition is the analog of the result proved in Section 13 of [LW] , where it is called the 'Tail Bound' estimate. The proof given in Section 13 of [LW] is not valid in our setting, because it relies on the assumption that the cone field C is continuous on the entire set M \ ∂M, whereas we only assume C to be defined in the neighborhood U ∪ F −N U . Proposition 4.20 is proved at the end of this section, and is a straightforward consequence of Proposition 4.22. To prove Proposition 4.22, we need Lemma 4.23 below. We observe that although Proposition 4.22 (as well as Proposition 4.20) concerns a subset of U 1 , the proof of the proposition uses an argument that is global, i.e., that is not restricted to U 1 only. This fact can be clearly seen in the statement of Lemma 4.23 which is about the existence of a cone field jointly invariant with C on a neighborhood of the singular set S − 1 . We also wish to stress that only Conditions L1, L3 and L4, but not L2, are used in the proof of Proposition 4.22. Condition L3 is required to prove Lemma 4.23.
Let Q be the quadratic form associated to the cone field C on U ∪ F −N U (see Subsection 1.2). Recall that A( ) is the -neighborhood of the set A ⊂ M.
Lemma 4.23. For every t > 0 and 0 < h < 1, there exist an integer M t,h > 0, two compact subsets S t,h and E t,h of S − 1 , a real number r t,h > 0 and a cone field D t,h on S t,h (r t,h ) such that
Proof. In this proof, the set B(y, r) denotes the open ball of M centered at y ∈ M and of radius r > 0. It is enough to prove the lemma with S − 1 replaced by an arbitrary component Σ of S − 1 . Let us start by observing that Proposition 1.9 applied to Σ implies that L − (∂Σ) = 0. From this fact and Condition L3, we then see that L − -a.e. point of the interior of Σ is u-essential. Now, let h > 0. The regularity of the measure L − allows us to find a compact subset Σ 1 of the interior of Σ such that L − (Σ \ Σ 1 ) < h and every point of Σ 1 is u-essential. Next, let t > 0. By the definition of u-essential point, for every y ∈ Σ 1 , we can find a real p y > 0, an integer k y > 0 and a continuous invariant cone field D y on B(y, p) ∪ F k B(y, p) that is jointly invariant with C such that
Let Q C and Q Dy denote the quadratic forms associated to cone fields C and D y , respectively. Since D y and C are jointly invariant, it follows that (4) inf
provided that z ∈ B(y, p) ∪ F k B(y, p) and F j z ∈ U with j ≥ 0 (see Remark 1.17). Combining (3) and (4), we can conclude that if z ∈ B(y, p) and
Because of the compactness of Σ 1 , there exist m > 0 points y 1 , . . . , y m of Σ 1 such that Σ 1 ⊂ m i=1 B(y i , p(y i )). Let B 1 = B(y 1 , p(y 1 )), and let
The sets B 1 , . . . , B m are pairwise disjoint and
for each i = 1, . . . , m.
It is easy to see that D and C are jointly invariant. Now, denote by M the maximum of k(y 1 ), . . . , k(y m ). Then, inequality (5) implies that if z ∈ m i=1 B i and F j z ∈ U with j ≥ M , then (6) inf
Since the compact set Σ 1 is contained in the open set m i=1 B i , we can find a compact set K ⊂ M and two numbers q, r > 0 such that
It is clear that the sets S and E are compact and S ∪ E = Σ. Moreover, we have
The set E is the analog of the set E ∪ B ζ M in [LW, Section 13] . Finally, since K ⊂ K(r), we see that S(r) ⊂ K(r), which in turn implies that inequality (6) holds for every z ∈ S(r) such that F j z ∈ U with j ≥ M . To complete the proof, we set M t,h = M , S t,h = S, E t,h = E, r t,h = r and D t,h = D.
Definition 4.24. For every z ∈ Y δ,M , define
Note that k(z) is just the number of returns of z to 
The proof of the next lemma is exactly as the proof of the analogous statement in [LW, Section 13, page 61] . We include this proof here for the convenience of the reader.
Lemma 4.26. For every k ≥ 0 and M > 0, we have
Proof. We claim that the sets
are disjoint provided that m 1 = m 2 . On the contrary, suppose that this is not true. Then, we must have
= ∅ for some m 1 < m 2 . Let z 1 = F m1 y and z 2 = F m2 y. Since both z 1 and z 2 belong to U 1 , it follows that k(z 2 ) ≥ k(z 1 ) + 1, which contradicts the fact that z 1 ∈ Y k m1 and z 2 ∈ Y k m2 . By our claim, the invariance of µ and the equality Leb
Before proving Proposition 4.22, we need to make a few last observations.
Semi-norms and lengths. Since C ρ ⊂ int C(y), it follows that Q y (u) > 0 for every u ∈ C ρ and y ∈ U. Then, it is not difficult to see that the functional
defines a semi-norm on C ρ for every y ∈ U, which we denote by · Q . Another semi-norm · 1 on C ρ for every y ∈ U is obtained by setting
Recall that · is the norm generated by the Riemannian metric g. The semi-norms · Q , · 1 , · vary continuously with y and are equivalent on U. In particular, we have
Now, given a differentiable curve γ with parameterization α → γ(α) ∈ U, let us denote by Q (γ), 1 (γ), (γ) the length of γ with respect to the semi-norms · Q , · 1 , · , respectively. Relations (7) imply
We are now in a position to prove Lemma 4.22.
Proof of Proposition 4.22. Recall that ρ and η have been fixed, and do not depend on δ. Also, recall that η has been chosen so small that for every point y ∈ Λ ∩ U 1 , the unstable manifold W u y can intersects the boundary of U only along its 'vertical' part ∂ν aρ × ν aρ by Lemma 4.6. Now, let t > 0 and 0 < h < 1. Later on, we will choose t and h properly. Let E t,h , S t,h , M t,h , r t,h , D t,h be the compact subsets of S − 1 , the positive numbers and the cone field, respectively, as in Lemma 4.23. Recall that C and D t,h are jointly invariant. By Lemma 2.6, we know that there exists a set Z t,h of zero measure such that Our first task is to estimate (F −m γ). Note that F −m γ is indeed a C 1 curve, because the restriction of F −m to the unstable manifold W u y is a diffeomorphism. Let 0 < n ≤ m − M be the time when y makes its kth return to U 1 . We claim that the curve F −n γ is contained in U if 0 < δ < ρη. On the contrary, suppose that F −n γ is not contained in U for 0 < δ < ρη. Since our choice of η guarantees that curve F −n γ intersects the 'vertical' boundary ∂ν aρ × ν aρ of U, and U is the ηb −1 ρ -neighborhood of U 1 and F −n y ∈ U 1 , it follows that the 1 -length of the connected component of U ∩ F −n γ containing F −n y is greater than ηb −1 ρ . By Lemma 4.6, the tangent space of the unstable manifold W u F −n y at the point z is contained in C ρ for every z ∈ U ∩ F −n γ. We can then apply Proposition 4.3 to U ∩ F −n γ, and conclude that 1 (γ) ≥ b ρ ρ −r(F −n y)
where r(F −n y) is the maximal number of N -spaced returns of F −n y to U (see Definition 4.2). It is easy to see that r(F −n y) ≤ k/N − 1. Therefore
which is the wanted estimate of (F −m γ). Since F −m w ∈ S t,h , we see that F −m γ is contained inside the neighborhood of S t,h of radius c 3 λ k δ/t. In particular,
F −m y ∈ S t,h (t −1 c 3 λ k δ).
Now, suppose that δ < min{ρη, ξ/(β 1 + ρ 2 , tr t,h /q}. Combining inclusions (12) and (14) 
Recall that µ(Z t,h ) = 0. Using µ ≤ τ L and Proposition 1.9, we get
By Lemma 4.26, it follows that
We can now finish the proof. Fix > 0. There exist t > 0 and 0 < h < 1 such that
For such t and h, inequality (15) implies that there exist M = M t,h and δ = min ρη, ξ β 1 + ρ 2 , tr t,h q such that Leb(Y δ,M ) ≤ δ for 0 < δ < δ .
The proof is complete.
We are now in a position to prove Proposition 4.20. Finally, an easy computation gives µ(R) µ(Unstable core of R) = 2 1 − 2ρ for 0 < ρ < 1/3.
4.7. Conclusion of the proof. In Subsection 4.4, we have proved that the neighborhood U 1 is contained (mod 0) in one ergodic component of F. We can actually obtain a stronger conclusion, namely, the neighborhood U 1 belongs to one ergodic component of F m for every m > 0. In fact, since F m preserves the measure µ, and has the same stable and unstable manifolds of F, the whole argument delineated in this section works not just for F but for F m as well with m > 0. We now show that U 1 is indeed contained (mod 0) in a Bernoulli component of F.
Lemma 4.27. The neighborhood U 1 is contained (mod 0) in a Bernoulli component of F.
Proof. Let E be the ergodic component containing (mod 0) the neighborhood U 1 . It is clear that E has positive measure and non-zero Lyapunov exponents almost everywhere. Thus, let B 1 , . . . , B m be the Bernoulli components of F whose union gives E. From the definition of a Bernoulli component, we see that the sets B 1 , . . . , B m are ergodic components of F m . By the considerations at the beginning of this subsection, it follows that U 1 belongs (mod 0) to an ergodic component of F m . We can therefore conclude that U 1 must be contained (mod 0) in one of the sets B 1 , . . . , B m .
To complete the proof of Theorem 3.1, we observe that since F l is a local diffeomorphism at x, there exists a neighborhood O of x such that F l | O is a diffeomorphism and F l O ⊂ U 1 . By Lemma 4.27, the set O belongs (mod 0) to a Bernoulli component of F.
