1 Recently, many machine learning problems rely on a valuable tool: metric learning. However, in many applications, large-scale applications embedded in high-dimensional feature space may induce both computation and storage requirements to grow quadratically. In order to tackle these challenges, in this paper, we intend to establish a robust metric learning formulation with the expectation that online metric learning and parallel optimization can solve large-scale and high-dimensional data efficiently, respectively. Specifically, based on the matrix factorization strategy, the first step aims to learn a similarity function in the objective formulation for similarity measurement; in the second step, we derive a variational trace norm to promote low-rankness on the transformation matrix. After converting this variational regularization into its separable form, for the model optimization, we present an parallel block coordinate descent method to learn the optimal metric parameters, which can handle the high-dimensional data in an efficient way. Crucially, our method shares the efficiency and flexibility of block coordinate descent method, and it is also guaranteed to converge to the optimal solution. Finally, we evaluate our approach by analyzing scene categorization dataset with tens of thousands of dimensions, and the experimental results show the effectiveness of our proposed model.
I. INTRODUCTION
In the past decade, distance metric learning (e.g., Mahalanobis distance metric) has been applied successfully in various applications [1] - [5] , e.g., machine learning, data mining, information retrieval and computer vision [6] . Since many fundamental machine learning algorithms (e.g. k-means clustering and knn classifier) need an suitable distance function to measure pairwise affinity (or closeness) between data samples, many researchers focus on the distance metric learning methods in the offline dataset, and aim to seek a better metric through learning with a training dataset subject to particular constraints arising from fully supervised or semi-supervised information. Unfortunately, in many applications, i when the size of training dataset is too large, tackling all the data in one iteration for batch learning models is difficult; ii the desired metric function may need to change gradually over time as additional information or constraints are received in the online practical system; 1 The corresponding author is Prof. Yang Cong. This work is supported by Nature Science Foundation of China under Grant (61722311, U1613214, 61533015) and CAS-Youth Innovation Promotion Association Scholarship (2012163) iii little works have been proposed to handle the situation when the dimensionality of training dataset is extremely high. Consequently, how to establish a novel formulation to handle the high-dimensional data in the online practical system or large-scale machine learning problem is our focus in this paper.
For the online metric learning models, most existing classical models devoted to this problem suffer from different drawbacks. For example, an Online Algorithm designed for Scalable Image Similarity Learning (OASIS) [7] may suffer from overfitting and be difficult to be applied into the case of high dimensions. Furthermore, computational complexity of learning full-rank metric can range from O(d 2 ) to O(d 6.5 ), when metric learner lies in a high-dimensional input space R d , and d is dimension of the training dataset. In order to alleviate the impact of high dimension, our previous work [8] proposes to learn a low-dimensional representation of the original data, by employing the low-rank constraint in the metric learning model, where low-rank metric allows to reduce storage of metric matrices and simultaneously enables efficient distance computation O(dr). Additionally, [9] adopts nonconvex optimization objectives in the low-rank metric learning, which can scale to large-scale high-dimensional data. Except for the benefit of using low-rank metrics, most existing methods adopt SVD based optimization algorithm may not be efficient to handle practical data collections which frequently involve from tens to hundreds of thousands of dimensions [10] , [11] .
Motivated by the above analysis, we extend the framework of parallel algorithm to online metric learning problems, in which the metric learner is regularized by a variational characterization of the trace norm, i.e., online low-rank metric learning. Specifically, based on the compact factorization of metric learner, an online low-rank metric learning formulation is presented by establishing a convex objective, which consists of a hinge loss enforcing over pairwise supervised information and a variational trace norm regularization encouraging lowrankness of the desired metric learner. Even through this optimization problem is hard to handle high-dimensional dataset via conventional optimization method, we present an parallel strategy with block coordinate descent method in this paper. Since large-scale and high-dimension problems are jointly solved via online learning and parallel computation, respectively, hence is both generative and discriminative. Finally, we carry out several experiments on benchmark datasets to demonstrate the effectiveness and efficiency of the proposed model.
The novelty of proposed algorithm is threefold:
• To the best of our knowledge, we creatively extend parallel computation to online low-rank metric learning, which can tackle both large-scale and high-dimension practical problems.
• Based on the variational version of trace norm, we propose a novel online low-rank metric learning formulation with a covariance matrix modeling the relationships between different transformational features.
• With the advantage of separable structure in the proximal operation, we show that parallel block coordinate descent can optimize the proposed method in an efficient way.
II. RELATED WORKS
Seeking a better distance metric is the heart of most stateof-the-art metric learning models, while many researchers also concentrate on low-rank metric learning (i.e., structural metric learning). Therefore, metric learning can be roughly categorized as: Distance Metric Based Researches and LowRank Based Researches.
For the Distance Metric Based Researches, the representative models can be categorized into two key issues: supervised metric learning and semi-supervised metric learning. The suite of supervised metric learning can further be split into two categories: models based on nearest neighbors, such as [12] optimizes the expected leave-one-out error among a stochastic nearest classifier in the projection space and [2] , [3] propose the most widely-used Mahalanohis distance learning Large Margin Nearest Neighbors (LMNN); models based on pairs/triplets, for instance [1] searches for a clustering that puts the similar pairs into the same and dissimilar pairs into different. Besides, based on the assumption that all metric tasks lie in a common subspace, [13] presents transformation matrix to the problem of multi-task metric learning. For the semi-supervised metric learning [14] , [15] proposes a novel framework that optimizes a nonlinear Bregman distance metric functions from side information, and [16] gives a general information-theoretic called SERAPH for metric learning that does not rely upon the manifold assumption. More models can also found in two surveys [17] and [18] .
For the Low-Rank Based Researches [19] , [12] makes linear dimensionality reduction by restricting distance metric to be a low-rank matrix. In addition, [20] proposes to unify the objectives of dimensionality reduction and metric learning to achieve a better classification performance; [21] casts the classifier learning problem as learning a low-rank Mahalanobis distance, and explore several models for learning such a shared metric. For online metric learning, [22] describes an iterative online learning method to learn low-rank positive semi-definite matrices. Though the above algorithms achieve good performance in the large-scale or online system, there are only a few existing models considering large-scale data as well as high-dimensional features.
III. ONLINE LOW-RANK METRIC LEARNING

A. Preliminaries
In metric learning problems, given that we have a set of n data points X = [x 1 , x 2 , . . . , x n ] ∈ R n×d , i.e., each sample is a d-d feature vector. The objective of metric learning is to adapt some pairwise real-valued metric functions, and here we pursue a similarity measurement function s D (x i , x j ) parameterized by matrix D, whose bi-linear form is denoted as:
where D ∈ R d×d is the similarity metric learner, and s D assigns lower scores to more dissimilar pairs of feature vectors and vice versa. To satisfy the properties of metric, D must be positive semi-definite (p.s.d.), i.e., D ∈ S d + . In addition, in this paper we focus on the formulation that D can be expressed as W T W , where W ∈ R k×d , where k is defined as the rank of D. We then can express s D (x i , x j ) as follows:
Therefore, given a query feature vector
, and give a soft margin as:
In order to learn a scoring function that obeys Eq. (3), we adopt a hinge loss function W (·, ·, ·) to measure the cost:
After applying the Passive-Aggressive algorithms used in OASIS [7] , minimizing the global loss W (·, ·, ·) can be reformulated as the following convex problem by incorporating a soft margin:
where . F denotes the Frobenius norm, λ > 0 is the tuning parameter and
is an random triplet extracted from the training dataset. Though an efficient manner can be used to optimize the above model, the optimization process is not robust due to the overfitting problem. To avoid this problem, we adopt the feature learning to Eq. (5) in the following.
B. Feature Learning
It is known to us that, a budgeted number of dimensions which establish a low-dimensional subspace can be sufficient for distinguishing similar or dissimilar data pairs. There are two perspectives for this challenges:
• For the low-dimensional subspace, one may desire to fix the rank of linear transformation W , i.e., rank(W ) ≤ k, where k which is a prespecified constant reflects our belief of the intrinsic dimension of the training data. Therefore, k should be far smaller when comparing with the feature dimension d. One promising approach is to envelop the rank function of W using trace norm and solve it by calculating the sum of the singular values of W , i.e., W * .
• For the intrinsic geometric structure, if two transformational features i and j are close in the new intrinsic manifold, one natural expectation is that their corresponding coefficient vectors w i and w j should be also close to each other and result in positive feature correlation. On the contrary, negative correlation will be generated when two features are dissimilar. This intrinsic manifold can be denoted as:
where Ω models the relationships among transformational features. Fortunately, the work [23] has explored the connection in the above challenges. For the given W , the following regularizer is used:
(6) However, W 2 * which is non-convex cannot give the reasonable explanation for the W * . Following Eq. (6), we impose a regularization term on W with the constraint tr(Ω) ≤ ρ, and this optimization problem can be expressed as:
where t ∈ T is sampled uniformly from an index set T in an random variable. (W, t) is defined as the Eq. (4). Moreover, the minimization problem about Ω:
can be replaced using · * -norm, and details are provided in APPENDIX. I. Additionally, in order to alleviate the risk of overfitting in handling out of sample data, we present matrix Forbenius norm to constrain W , i.e., tr(W T W ). Therefore, assuming that a minimum exists, we can rewrite our formulation with the lowrank constraint as:
IV. PARALLEL BLOCK COORDINATE DESCENT METHOD
In order to apply parallel block coordinate descent (PBCD) to the low-rank metric learning problem, we first present the -approximate regularization of W * in the proposed formulation. With W ∈ R k×d , the variable
is the optimizer of
Since the structures of both E t [ (W, t)] and γ 1 tr(W T W ) are separable, we can transform the optimisation problem in Eq. (9) into a separable problem:
The basic idea of the PBCD method for solving Eq. (12) is simple, i.e., alternatively updating W and Ω in a primary way. According to the separable structure of E t [ (W, t)] and regularizers, in each iteration we can randomly sampled(d ≤ d) blocks (columns) of matrix W whose indices are denoted as Sd, and then we only update these sampled blocks (columns). Therefore, if i ∈ Sd,
otherwise, we just keep w i (t + 1) = w i (t). For those selected block variables, we then use an extrapolation technique to yield an intermediate variable w(t + 1) as follows:
where α t is the suitable stepwise.
For the update of Ω, as depicted in Fig. 1 , we consider two different structures in this paper:
• Decentralized: Each work has its own independent parameter Ω, where Ω i updates itself each iteration and 
otherwise, (15) • Centralized: This structure follows a recursive two-step procedure: 1) w i -step, where each work computes next iteration of w i , and pushes all the w i 's into the master; 2) Ω-step, the master is aggregating the w i from the works, and Ω in each iteration can update as the Eq. (10) shown or
(16) We then summarize this PBCD algorithm in Algorithm 1. The iterative procedure is terminated when there is little change in Ω or exceed the Max-iter.
V. EXPERIMENTS
In this section, we conduct several empirical comparisons and experiments to validate the proposed approach. The experiments are conducted on the following datasets:
• UIUC categorization dataset: including 8-class sports image dataset, and 15-class scene image dataset, which are captured in the same fashion as a real online system. Each image is represented by an 2 normalized sparsecoding feature vector [24] , where the coarser grids over the feature space is at level 2.
• Caltech256 (Image classification) dataset. For a fair comparison, based on the framework of local descriptors, the image representation is 1000-d sparse representation by combining the color and texture histograms. Moreover, the detailed information about these datasets is shown in Table I .
A. Competing Models and Evaluation
In this experiments, we compare our online low-rank metric learning with the state-of-the-art models including both online learning models and batch training models. Specifically, online learning methods include: OASIS [7] , Online Metric Learning with Low-Rank (OMLLR) [8] and LORETA [22] . Batch training models include: MCML [25] , LEGO [26] , LMNN [3] and Euclidean which is equivalent to using the identity matrix D = I d×d . Since these online learning methods are optimized incrementally, the accuracy is fluctuating with the iterations. Therefore, the model with highest accuracy is adopted for comparison, i.e.,
where j is the iteration number from 1 to N , W j is the matrix generated in each iteration, and Acc(j) is abbreviated from accuracy. Moreover, the Centralized network structure is exploited in the PBCD algorithm, where all the block variables are selected to yield next w(j +1), stepwise α j is set as 1/ √ j.
B. UIUC Dataset
For these two image datasets, we select 20 up to 80 samples per class for training on the UIUC-Sports, and the remaining ones for testing; we take the similar setting and the training samples from 10 up to 80 per class on the UIUC-Scene. After running 5 times, the average of the accuracy as well as the training time are reported in the Table II . In order to compare our proposed algorithm with LORETA, we set the dimension of the transformational feature as 500 and 1000. Moreover, the number of the iteration is set as 4000, which is same as the OASIS. The results shown in Table II demonstrate that our model consistently leads to the highest accuracy. Since the OMLLR is an SVD-based model, runtime is so long that is not given in this paper.
C. Caltech256 Dataset
In order to compare our proposed model with batch training models, we utilize the Caltech256 dataset. Following [7] , we also adopt a series subsets of size 10, 20 and 50 classes, and the full classes in each subset is provided in [7] . For a fair comparison, we adopt the standard NN (nearest neighbors) based ranking precision measures in this paper. For each test image, we rank all other test images depending on the similarity to the query image. After averaging over test images (either within or across classes), we obtain a measure known as precisionat-top-k. In addition, we also calculate the widely-used mean average precision (mAP) in this experiment, i,e., averaging over all positions k. Specifically, in the following section, we study how the low-rank regularizer and parallel algorithm affect the classification performance and time consumption of the proposed formulation, respectively. Effect of the feature learning regularization: To validate the effectiveness of feature learning constraint, we exploit three different subsets (i.e., 10, 20 and 50 classes) in this subsection, and record the obtained results for each subset. From the experimental results given in Table III , we can notice that: 1) for all the subsets, our model outperforms all other competing algorithm except for the two criteria in 50 classes, which verifies the effect of improved generalization performance via feature learning constraint; 2) the online low-rank metric learning models (OMLLR and Ours) which presume metric learner lie in a low-dimensional subspace outperforms other learning algorithms.
Effect of the parallel algorithm: To verify the effectiveness of adopted parallel method, we compare the time consumption of our model with the online and batch learning methods. For a fair comparison, all algorithms are training in the three subsets of classes at size 10, 20 and 50. Our method is full implemented using Matlab except for the parallel loop of the algorithm. All other methods used code are implemented in Matlab. As shown in Table IV , we find that the consumption of our method is higher than OASIS, but the performance of our method is better than other online and batch metric learning methods.
VI. CONCLUSION
In this paper, we propose a variational trace norm framework to learn low-dimensional subspace structure in online metric learning, where parallel algorithm is extended to the metric learning formulation to handle high dimensional data. Specifically, by using the compact factorization of metric learner, an online low-rank metric learning could be induced by a hinge loss enforcing over pairwise supervised information and a variational trace norm regularization penalty encouraging low-rankness of the desired metric. After converting this convex problem into its separable form, we then propose to employ the parallel block coordinate descent (PBCD) method to optimize such an optimization problem. We have carried out experiments on several real-world datasets; the experimental results give strong support for the effectiveness of the proposed online low-rank metric learning formulation.
APPENDIX. I
To obtain a theoretical result linking trace norm to the regularization term in Eq. (7), we factorize the target matrix W as:
where U is U ∈ O k , and a relevant theorem is given as follows:
Theorem 1: Eq. (8) has equivalent solution as (U, A) if and only if (W, Ω) = (U A, U Diag(λ)U T ), where:
)U T . Based on [27] , we then give the following proof:
From the above theorem, we notice that Eq. (8) 
