This study considers the problem of testing for a parameter change in the presence of outliers. For this, we propose a robust test using the objective function of minimum density power divergence estimator (MDPDE) by Basu et al. (Biometrika, 1998), and then derive its limiting null distribution. Our test procedure can be naturally extended to any parametric model to which MDPDE can be applied. To illustrate this, we apply our test procedure to GARCH models. We demonstrate the validity and robustness of the proposed test through a simulation study. In a real data application to the Hang Seng index, our test locates some change-points that are not detected by the previous tests such as the score test and the residual-based CUSUM test.
Introduction
It is often observed, for example, that financial markets fluctuate widely by economic and political events, and it is well known that such events can cause deviating observations in data or structural breaks in underlying models. Over the past decades, most of works have dealt with these phenomena separately. For the former, researchers have developed various robust methods for reducing the impact of outlying observations. For an overview of related theories and methods, see, for example, Marona et al. (2006) . The latter has also been extensively studied in the field of change point analysis and vast amount of literature have been devoted to this area. See the recent review papers by Aue and Horvth (2013) and Horvth and Rice (2014) . However, there have been relatively few studies addressing the cases that both situations are involved.
This paper is concerned with the problem of testing for parameter change, particularly in the presence of outliers. As is well known, classical estimators such as MLE are very sensitive to outliers. Since various test statistics are constructed based on such estimators, one may naturally surmise that existing tests are also likely to be affected by outliers. In the literature, Tsay (1988) investigated a procedure for detecting outliers, level shifts, and variance change in a univariate time series and Lee and Na (2005) and Kang and Song (2015) introduced a estimates-based CUSUM test using a robust estimator. Recently, Fearnhead and Rigaill (2018) proposed the penalized cost function to detect the changes in the location parameter and Song (2019) proposed trimmed residual based CUSUM test for diffusion processes. These studies consistently addressed that the previous parameter change tests are also severely damaged by outliers. This obviously indicates that it is not easy to determine whether the testing results are due to genuine changes or not when outlying observations are included in a data set being suspected of having parameter changes.
In this study, we propose a robust test for parameter change using a divergence based method. Divergences are usually taken to evaluate the discrepancy between two probability distributions, but some of them have been popularly used as a way to construct robust estimators. See, for example, Basu et al. (1998) , Fujisawa and Eguchi (2008) , and Ghosh and Basu (2017) for density power (DP), γ-, and S-divergence based estimation methods, respectively. In this study, we employ DP divergence (DPD) to construct a robust test. Since Basu et al. (1998) introduced the DPD-based estimation method that yields the so-called minimum DPD estimator (MDPDE), the method has been successfully applied to various parametric models. For example, Lee and Song (2009) , Kang and Lee (2014) , and Song (2017) introduced MDPDE for GARCH models, Poisson AR models, and diffusion process, respectively. These studies showed that the corresponding MDPDEs have a strong robust property with little loss in efficiency. Recently, the DPD based method has been extended to testing problems. Basu et al. (2013 Basu et al. ( , 2016 used the objective function of MDPDE to propose Wald-type tests and Ghosh et al. (2016) investigated its properties. Like the MDPDE, the induced tests are found to inherit the robust and efficient properties, and such results motivate us to consider a robust test based on DPD approach. Meanwhile, it is noteworthy that tests based on other divergences such as φ-and S-divergences have also been studied before by several authors. See, for example, Batsidis et al.(2013) and Ghosh et al. (2015) . For statistical inference based on divergences, we refer the reader to Pardo (2006) .
Our robust test is constructed generalizing the score test for parameter change. More specifically, the test in this paper is obtained replacing the score function in the score test with the derivatives of the objective function of MDPDE. Since the score function is actually induced from Kullback-Leibler (KL) divergence, our test can be considered as a DP divergence version of the score test. Noting that the DP divergence includes KL divergence, the proposed test is expected to enjoy the merits of the score test as well as robust and efficient properties. For instance, according to the previous studies such as Song and Kang (2018) , the score test has a merit in that it produces stable sizes especially when true parameter lies near the boundary of parameter space. Furthermore, just as the score test can be applied to general parametric model, our test procedure is also applicable to any parametric model to which MDPDE can be applied. To demonstrate this, we first develop a DPD-based test in i.i.d. cases and then apply our test procedure to GARCH models. This paper is organized as follows. In Section 2, we introduce a DPD-based test for parameter change and derive its asymptotic null distribution. In Section 3, we extend our method to GARCH models. We examine our method numerically through Monte Carlo simulations in Section 4. Section 5 illustrates a real data application and Section 6 concludes the paper. The technical proofs are provided in Appendix.
DP divergence based test for parameter change
In this section, we review the DP divergence by Basu et al. (1998) and then introduce a robust test statistic based on the divergence.
For two density functions f and g, DP divergence is defined by
As special cases, the divergence includes the KL divergence and L 2 distance when α = 0 and α = 1, respectively. Since
) as α → 0, the above divergence with 0 < α < 1 provides a smooth bridge between KL divergence and the L 2 distance. Let X 1 , · · · , X n be a random sample from an unknown density g. To define an estimator using the divergence, consider a family of parametric densities {f θ |θ ∈ Θ ⊂ R d }. Then, the MDPDE with respect to the parametric family {f θ } is defined as the estimator that minimizes the empirical version of the divergence d α (g, f θ ). That is, parametric family {f θ }, that is, g = f θ 0 for some θ 0 ∈ Θ. In this case, θ α becomes equal to the true parameter θ 0 . From now, for notational convenience, we use ∂ θ and ∂ 2 θθ to denote ∂ ∂θ and ∂ 2 ∂θ∂θ , respectively. Now, we intend to test the following hypotheses in the presence of outliers:
For this task, we construct a test statistics using the derivative of the objective function in (1). Indeed, our background idea coincides with that of the score test by Horváth and Parzen (1994) . Horváth and Parzen (1994) showed that under H 0 ,
whereθ n and J denote the MLE and the Fisher information matrix, respectively, and {B o d (s)|s ≥ 0} is a d-dimensional standard Brownian bridge, and then used the above to propose the score test for parameter change.
In this section, we extend their result to the case of α > 0. By using Taylor's theorem, we have that for each s ∈ [0, 1],
where θ * α,n,s is an intermediate point between θ 0 andθ α,n . Since ∂ θ H α,n (θ α,n ) = 0, we have that for s = 1,
and thus we can express that
where B α,n = ∂ 2 θθ H α,n (θ * α,n,1 ) and J α is the one defined in the assumption A6 below. Here, putting the above into (2), we obtain
To derive the limiting null distribution of the above, the strong consistency ofθ α,n is required. For this, we need some conditions to ensure the strong uniform convergence of the objective function H α,n (θ). The following assumptions are made for the uniform convergence.
A1. The parameter space Θ is compact.
A2. The density f θ and the integral f 1+α θ (z)dz are continuous in θ.
A3. There exists a function B(x) such that |l α (x; θ)| ≤ B(x) for all x and θ and E[B(X)] < ∞.
By the assumption A2, l α (x; θ) becomes a continuous function in θ. Hence, it follows that (cf. chapter 16 in Furgeson (1996) ). Noting the fact that
] has a unique minimum at θ 0 . Hence,θ α,n converges almost surely to θ 0 by the standard arguments. Assumption A3 is ensured by such condition that sup x,θ∈Θ f θ (x) < ∞. This condition can usually be obtained by restricting the range of scale parameter. For example, when the normal parametric family {N (µ, σ 2 )} is considered, the condition is obtained by providing the parameter space Θ = {(µ, σ)| σ ≥ c} for some c > 0. Another set of conditions for the strong consistency can be found, for example, in Lee and Na (2005) . We introduce further assumptions.
A4. The integral f 1+α θ (z)dz is differentiable two times with respect to θ and the derivative can be taken under the integral sign.
A6. The matrix J α defined by
exists and is positive definite.
Lemmas 2 and 3 in Appendix below state that the first two terms in the RHS of (4) converges weakly to a Brownian bridge and that the last term is asymptotically negligible, respectively. From this, we obtain the following result.
Theorem 1. Suppose that the assumptions A1-A6 hold. Then, under H 0 , we have that for α ≥ 0,
where
Using Theorem 1, one can construct a DPD based test for parameter constancy as follows.
Theorem 2. Suppose that the assumptions A1-A6 hold. Then, under H 0 , we have that for α ≥ 0,
.
As an estimator of K α , one can consider to usê
Under the condition that E sup θ∈Θ * ∂ θ l α (X; θ)∂ θ l α (X; θ) < ∞ for some neighborhood Θ * ⊂ Θ of θ 0 , it can be shown thatK α converges to K α in probability. Remark 1. Since −H 0,n (θ) is the log likelihood, T α n with α = 0 becomes the score test presented by Horváth and Parzen (1994) .
Remark 2. Noting that ∂ θ H α,n (θ α,n ) = 0, it can be written that
Our test can therefore be regarded as a CUSUM-type test based on {∂ θ l α (X i ; θ)}. When H 0 is rejected by such CUSUM-type test, the change-point is located as the argument that maximizes the absolute value of the cumulative sum in test statistics. See, for example, Robbins et al. (2011) . For the same reason, the change-point estimator of the test above is obtained aŝ
Remark 3. Selection of the optimal α is an important practical issue. Several authors studied decision criteria to choose an optimal α. For example, Warwick (2005) proposed a selection rule for α that minimizes the asymptotic mean squared error, Fujisawa and Eguchi (2006) introduced an adaptive method based on the Cramervon Mises divergence, and Durio and Isaia (2011) considered a bootstrap method based on the similarity measure between MDPD estimate and ML estimate. It should, however, be noted that the existing studies dealt with the problem in estimation situation, that is, under the assumption that there exists no parameter change. In testing procedure, the selection of α is more complicated. If H 0 is not rejected by the proposed test T α n with all α considered, one may employ the existing decision criteria aforementioned. However, in the cases where H 0 is rejected, indeed, it seems difficult to establish a decision rule. According to the simulation study below, the empirical power of T α n shows a tendency to decrease with an increase in α. In particular, T α n with small α produces powers almost similar to that of the score test when the data is uncontaminated, while keeping strong robustness. This indicates that small α may be preferred because too large an α can lead to a significant loss in powers when the degree of contamination is not as large as speculated. In this regard, based on our simulation results, we recommend to use an α in [0.1,0.3] when practitioners do not find a proper decision rule. Meanwhile, one can consider to choose an α in terms of forecasting performance. To this end, for each α under consideration, conduct T α n to detect change-points. Then, using the data from the last change-point, calculate forecasting error measures such as root mean squared errors. Based on the obtained values, one can select a proper α. In our data analysis, we illustrate the procedure to calculate forecasting errors using the model induced by T α n .
Remark 4. The binary segmentation procedure can be used to find multiple changes as do other CUSUM-type tests. That is, first, (i) perform the test T α n on the whole series {X 1 , · · · , X n }. If H 0 is rejected, split the series into two subseries {X t , · · · , Xk} and {Xk +1 , · · · , X n }, wherek is the one in Remark 2. Then, (ii) repeating the same procedure on each subseries until no change-point is detected, one can locate multiple change-points. For more details on the binary segmentation procedure of CUSUM-type test, see Aue and Horváth(2013) and references therein.
As aforementioned in the Introduction, the MDPDE can be conveniently applied to various parametric models including time series models and multivariate models. Once such MDPDE is set up, our test procedure can be extended to corresponding models. As an application, we provide a DPD based test for GARCH models in the following section. All the remarks mentioned above still hold for the extended cases.
DP divergence based test for GARCH models
Consider the following GARCH(p, q) model:
where ω > 0, α i ≥ 0, β j ≥ 0 and { t |t ∈ Z} is a sequence of i.i.d. random variables with zero mean and unit variance. We assume that the process {X t |t ∈ Z} is strictly stationary and erogodic. Hereafter, we denote the parameter vector by θ :
The true parameter is denoted by θ 0 .
In order to estimate the unknown parameter in the presence of outliers, Lee and Song (2009) introduced MDPDE for the GARCH model as follows:
and {σ 2 t |1 ≤ t ≤ n} is given recursively bỹ
Here, the initial values could be any constant values taken to be fixed, neither random nor a function of the parameters. So as to obtain the asymptotic properties of the MDPDE, the following regularity conditions are required.
A1. θ 0 ∈ Θ and Θ is compact.
A3. If q > 0 , A θ 0 (z) and B θ 0 (z) have no common root, A θ 0 (1) = 1, and α 0p + β 0q = 0, where
The following asymptotics of the MDPDE are established by Lee and Song (2009) . Proposition 1. For each α ≥ 0, let {θ α,n } be a sequence of the MDPDEs satisfying (5). Suppose that t s are i.i.d. random variables from N (0, 1). Then, under the assumptions A1-A3,θ α,n converges to θ 0 almost surely. If, in addition, the assumption A4 holds, then
, g(α) = α 2 + 2α + 2 4(1 + α) 3/2 , and
Now, we construct DPD based test for the following hypotheses:
Using Taylor's theorem with the same arguments used to obtain (4), we can have that for each
where θ * α,n,s is an intermediate point between θ 0 andθ α,n , B α,n = ∂ 2 θθ H α,n (θ * α,n,1 ), and J α = g(α)J 2,α . From Lemma 8 below together with the fact that √ n(θ α,n − θ 0 ) = O P (1), it follows that the last term in the RHS of the above equation is o P (1). Hence, by Lemma 7, we obtain the following result.
Theorem 3. Suppose that the assumptions A1-A4 hold. Then, under H 0 , we have
where D = p + q + 1 and {B o D (s)} is a D-dimensional standard Brownian bridge, and thus,
Noting that E ∂ θ l α (X; θ 0 )∂ θ l α (X; θ 0 ) = k(α)J 1,α , one can estimate J 1,α as follows:
The consistency ofĴ 1,α is proved in Lemma 9.
Remark 5. proposed a score test for parameter change in GARCH models. Although their test is constructed using the quasi-MLE of , the test is essentially equal toT α n with α = 0.
Simulation results
In the present section, we evaluate the finite sample performance of the proposed test and compare with the score test. All empirical sizes and powers in this section are calculated at 5% significance level based on 2,000 repetitions. The corresponding critical values are obtained via Monte Carlo simulations. We first consider i.i.d. cases to see the behavior of the tests in the presence of outliers. For this, we generate contaminated samples {X t } by using the following scheme: X t = X t,o + δ p t sign(X t,o ), where {X t,o } is a sequence of i.i.d. random variables from N (µ, σ 2 ), δ is a positive constant, and p t s are i.i.d. Bernoulli random variables with success probability p. {X t,o } and {p t } are assumed to be independent. This setting describes the situation that the original data {X t,o } is contaminated by outlier process {δp t }. Uncontaminated samples are obtained with p = 0 or δ = 0. (µ, σ 2 ) = (0, 1) is considered to evaluate empirical sizes, and we change the parameter (µ, σ 2 ) at midpoint t = n/2 for empirical powers. The empirical sizes and powers are presented in Table 1 , where the left sub-table shows the results for uncontaminated case and the right for contaminated case with p = 1% and In the left sub-table, one can see that T α n yields proper sizes and reasonable powers in all α considered, and the score test T 0 n shows best performance as expected. It is noteworthy that the power tends to decrease as α increases and that T α n with α close to 0 shows similar performance to T 0 n . In the right sub-table, we can observe the power losses of T 0 n . In particular, T 0 n is severely compromised in testing for the change in σ 2 , that is, variance change. In contrast, T α n produces empirical powers similar to the powers obtained in the left sub-table. This indicates that T α n is less affected by outliers. Such power losses of the score test and the robustness of the proposed test are clearly shown in Table 2 , which present the results for more contaminated case. In all contaminated cases, size distortions are not observed. Next, we examine the performance ofT α n in the following GARCH(1,1) model:
where { t } is a sequence of i.i.d. random variables from N (0, 1). For empirical sizes, we generate samples with (w, α 1 , β 1 ) = (0.5, 0.2, 0.4) and (0.5, 0.15, 0.8). The latter parameter value is employed to see the performance in more volatile situation. For empirical powers, we change only single parameter value at the midpoint in order to assess the sensitivity of the tests with respect to each parameter. Two types of outliers, innovation outliers (IO) and additive outliers (AO), are considered. We generate samples with IO by replacing t in the GARCH model above with contaminated error˜ t = t + |Z t,c |p t sign( t ), where {Z t,c } and {p t } are sequences of i.i.d. random variables from N (0, σ 2 c ) and Bernoulli distribution with parameter p, respectively. It is assumed that { t }, {Z t,c }, and {p t } are all independent. The data contaminated by AO is obtained by the following model: X t = X t,o + |Z t,c |p t sign(X t,o ), where {X t,o } is the sample from the above GARCH(1,1) model. Simulation results for the cases of (w, α 1 , β 1 ) = (0.5, 0.2, 0.4) and (0.5, 0.15, 0.8) are provided in the left and right sub-tables in Tables 3 -7, respectively. Table 3 reports the results for uncontaminated cases. It can be seen that eachT α n achieves good sizes in all cases and yields reasonable powers in most cases. As in the i.i.d. cases above,T α n performs similarly toT 0 n when α is close to 0 and shows a decreasing trend in powers as α increases. The proposed test is observed to be somewhat less powerful when (w, α 1 , β 1 ) = (0.5, 0.15, 0.8) changes to (0.2, 0.15, 0.8). Results for the IO contaminated cases are presented in Tables 4 and 5 . We first note thatT 0 n exhibits significant power losses whereasT α n maintains good powers. In the case of (w, α 1 , β 1 ) = (0.5, 0.15, 0.8),T 0 n produces size distortions when p = 3% and σ 2 v = 10, but the proposed test shows no distortions. Tables 6 and 7 summarize the results for the cases of the AO contamination. We can also see the power losses ofT 0 n , but not as large as the IO contaminated cases. This indicates that the score test is more affected by IO than by AO. Interestingly,T 0 n is almost insensitive to AO in the case of (w, α 1 , β 1 ) = (0.5, 0.15, 0.8). But, even in this case,T α n outperformsT 0 n . Overall, our simulation results strongly support the validity of the proposed test. In this simulation section, we can see that our test is sufficiently robust against outliers and the test with α close to 0 is as powerful as the score test when data is not contaminated. Thus, our test can be a functional tool to test for parameter change when outliers are speculated to contaminate data.
Real data analysis
In this section, we illustrate a real data application to the Hang Seng index in Hong Kong stock market. Our data consists of daily closing prices from Jan 2, 1986 to April 30, 1990. The index series {X t } and its return series {r t }, where X t is the index value at time t and r t = 100 log(X t /X t−1 ), are displayed in Figures 1 and 2 , respectively. In Figure 2 , we can see some deviating observations which may interfere with correct statistical inferences. This data was previously analyzed by Lee and Song (2009) , where they fitted GARCH(1,1) model to the data and estimated the model with MDPDE. In the present analysis, we also fit GARCH(1,1) model to the index data from 1986 to 1989 and examine whether there were parameter changes during the period. And then, based on each testing result, we calculate one-step-ahead out-of-sample forecasting of the conditional variance. A proper α for the data is chosen based on the forecasting results.
ML estimates of GARCH(1,1) model for the period from 1986 to 1989 are obtained as follows: w = 0.112,α 1 = 0.282, andβ 1 = 0.740. Here, it should be noted thatα 1 +β 1 is greater than one, indicating that the parameters are estimated out of the stationary range of parameter space. One can guess that outlying observations unduly affected the ML estimation. As addressed in the studies such as Hillebrand (2005) , parameter changes can also result in spuriously high estimates of α 1 + β 1 . Taking into account both possible cases, we perform the proposed testT α n for α ∈ {0, 0.1, 0.2, · · · , 1.0}, whereT 0 n is the score test. For comparison, we additionally conduct the following residual-based CUSUM test for parameter change:
whereˆ t denotes the residual in GARH(1,1) model andτ 2 n = 1 n n t=1ˆ
. Under H 0 , T R n converges in distribution to sup 0≤t≤1 |B o t |, where {B o t } is the standard Brownian bridge (cf. Kulperger and Yu (2005) and Song and Kang (2018) ). T R n and its p-value are obtained to be 0.935 and 0.653, respectively. Hence, T R n do not reject H 0 . Table 8 provides the test statistics, p-values, and estimated change-points. We first note that T α n with α > 0 produce p-values less than 0.05 whereasT 0 n yields the p-value of 0.964. That is, the proposed tests reject H 0 but the score test do not reject. Recalling the simulation results thatT 0 n suffer from power losses in the presence of outliers, we can presume thatT 0 n misses a significant parameter change. The change-point is estimated to be 575 (May 4, 1988) by the test with α ≤ 0.3 and 568 (April 25, 1988) byT α n with α ≥ 0.4. To detect further changes, we conductT α n for each α > 0 using the binary segmentation method in Remark 4, and one more change-point (Aug 17, 1987) is detected byT α n with α ≤ 0.3. The sub-period obtained by eachT α n and estimation results are summarized in Table 9 . From the table, one can see that all values ofα 1 +β 1 are less than one in all sub-periods. In particular, for every α, α 1 + β 1 in the last sub-period is estimated to be a smaller value than in the previous sub-periods. We can also see thatŵ is obtained to be larger than before, implying that the level of variance is higher in the last sub-period. Now, we calculate one-step-ahead out-of-sample forecasting of the conditional variance and compare forecasting performance of the models without and with parameter changes. Forecasting using the model with changes means that predicted values are obtained using the data after the last change-point. That is, letting t c be the last change-point, prediction of σ 2 T +1 is conducted using {r tc+1 , · · · , r T }. For α ≤ 0.3 and α ≥ 0.4, t c is 575 and 568, respectively. In the case of no change, t c is 0. For the purpose of comparison, we estimate the model without change using MLE. This situation describes that the data is analyzed without any robust methods. For the period from Jan 1990 to April 1990, total 80 observations, one-step-ahead predicted value of the conditional variance is calculated as follows: whereŵ T ,α T , andβ T are the estimates obtained using the data {r tc+1 , · · · , r T } andσ 2 T (ŵ T ,α T ,β T ) is the one recursively calculated as in (6). Since the true conditional variances are unobservable, we use r 2 T +1 as a proxy of σ 2 T +1 . The following root mean squared error (RMSE) is considered to evaluate forecasting performance:
where r 988 and r 1067 are the return values at Jan 2, 1990 and April 30, 1980, respectively. Table  10 present the forecasting errors. One can see that the model with parameter change produces the smaller RMSE. In terms of forecasting performance, a proper α can be selected as 0.1, which produce smallest RMSE. Based on the estimation and the forecasting results, we can therefore conclude that the model with parameter change is better fitted to the data. Our empirical findings support the usefulness of our proposed test. The proposed test can detect the parameter changes in the presence of deviating observations, whereas the score test and the residual-based CUSUM test miss the significant changes. The parameters are estimated comparatively differently in each sub-period divided by the proposed test,and the models with parameter change shows better forecasting performances. Therefore, our test can be a promising tool for detecting parameter change in such situation that seemingly outliers are included in a data set being suspected of having parameter changes.
Concluding remark
In this study, we proposed a robust test for parameter change using the DP divergence. Since the DP divergence includes KL divergence, our test can be viewed as a generalized version of the score test. Under regularity conditions, the limiting null distribution of the proposed test is established. Our simulation results demonstrated that the proposed test is robust to outliers whereas the score test is damaged by outliers. In particular, like the estimators induced from DP divergence, our test with small α is also observed to maintain strong robustness with little loss in power relative to the score test. In the real data analysis, the usefulness of the proposed test is demonstrated by locating some change-points that are not detected by the score test and the residual-based CUSUM test.
Since DP divergence can be considered in any parametric framework including parametric time series models and multivariate models, our test procedure can be readily extended to these models. We leave these extensions as a possible topic of future study.
Appendix
In this appendix, we provide some lemmas for theorems in Sections 2 and 3. Throughout this section, the symbol · denotes any norm for matrices and vectors. Lemma 1. Suppose that the assumptions A1-A6 in Theorem 1 hold. Then under H 0 ,
where {θ α,n,k | 1 ≤ k ≤ n, n ≥ 1} is any double array of Θ-valued random vectors with θ α,n,k −θ 0 ≤ θ α,n − θ 0
Proof. By A5, we have
Then, for any > 0, we can take a neighborhood N (θ 0 ) such that
by decreasing the neighborhood in (7) to the singleton θ 0 . Sinceθ α,n converges almost surely to θ 0 , we have that for sufficiently large n,
Due to (8), we can see that
Also, using the fact that ∂ 2 θθ H α,n (θ 0 ) + J α converges to zero almost surely, we have
and
which subsequently yield II n = o(1) a.s. The lemma is therefore obtained. Further, since √ n∂ θ H α (θ 0 ) = O P (1) and B α,n +J α = o P (1), it follows from (3) that √ n(θ α,n −θ 0 ) = O P (1). Hence, the lemma is asserted.
The following lemmas are provided for Theorems in Section 3. Hereafter, H α,k (θ) and l α (X; θ) is used to denote the counterparts ofH α,k (θ) andl α (X; θ), respectively, when substitutingσ 2 t with σ 2 t .
Lemma 4. Suppose that the assumptions A1-A4 in Theorem 3 hold. Then, under H 0 , we have ∂ θ l α (X t ; θ)∂ θ l α (X t ; θ) − ∂ θlα (X t ; θ)∂ θ l α (X t ; θ) = o(1) a.s.
a neighborhood V 1 (θ 0 ) of θ 0 such that E sup θ∈V 1 (θ 0 ) P t,i (θ) < ∞.
Observe that ∂ θ il α (X t ; θ) is also bounded by KP t,i (θ) since ∂ θ i l α (X t ; θ) ≤ KP t,i (θ). Then, we have ∂ θ i l α (X t ; θ)∂ θ j l α (X t ; θ) − ∂ θ il α (X t ; θ)∂ θ jl α (X t ; θ) ≤ KP t,i (θ)P t,j (θ)ρ t .
Since ∞ t=1 P ρ t sup
