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Abstract
Synthetic Aperture Radar (SAR) images are corrupted by a signal-dependent non-additive noise called
speckle. Many statistical models have been proposed to describe this noise, aiming at the development
of specialized techniques for image improvement and analysis. One of the most important parameters in
SAR imagery is texture or roughness that, within some statistical models, can be characterized by a scalar.
This quantity is obscured by speckle noise. The G distribution is a quite exible model that succeeds in
describing areas with a wide range of roughness, from pastures (homogeneous) to urban areas (extremely
heterogeneous). This distribution exhibits a remarkably good performance within urban areas, while other
distributions considered in the literature for SAR data, namely Gamma and K, fail to t that type of data.
In addition to its expressiveness, a sub-case of the G distribution, the G0 distribution is mathematically more
tractable than the classical K law. These parameters will be estimated in order nd the transition points
between regions with dierent degrees of homogeneity. In order to determine the boundaries of urban areas
in SAR imagery B-Splines is here proposed. After the specication of an initial region within the city to be
segmented, the algorithm determines the positions of the B-Spline control points maximizing an objective
function. The proposed algorithm is tested on synthetic SAR images in order to measure its performance.
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1 Introduction
Region boundary nding is an important issue in remote sensing image analysis and many techniques have been
studied to solve this problem. In the particular case of region boundary determination in SAR images, the use
of Active Statistic Contours for data following the Gamma probability law, has been developed by O. Germain
et al. [3].
The technique proposed in this work is based on B-Spline boundary tting and was originally developed A.
Blake et al. [1], the main dierence being that it has been adapted to SAR images, using the G distribution as
a general data model.
The G distribution, proposed by A. Frery et al. [2], ts SAR data more satisfactorily than the traditional
distributions, specially in the case of heterogeneous areas like cities or forests, for which the   and the K
distribution exhibit a suboptimal performance. From the G distribution, several sub-cases can be derived. One
of them, the G0 distribution, is interesting because it ts SAR data as well as the G distribution does, and is
mathematically and computationally more tractable. This particular model is the one that will be used in this
work.
The boundary nding process we describe here, begins with the determination of zones of interest. Each of
them includes one region for which we are going to extract the corresponding boundary. These zones of interest
are given by B-Spline curves, determined by their control points. Then, a series of segments normal to each
B-Spline is drawn on the image, and the image data lying on them are extracted. For each normal segment, the
transition point, that is, the point belongs to the region's boundary, is determined. This determination is based
on the estimated values for the statistical parameters of the data. Then, for each region, the contour sought is
given by the B-spline curve that ts these transition points.
The structure of this paper is as follows: section 2 describes the statistical model used here for SAR data,
section 3 gives an introduction to B-Spline curve tting , section 4 species the criterium used to determine the
transition points and explains the region tting algorithm, and nally, section 5 shows the obtained results.
2 The G distribution for SAR data
SAR images can be modelled as the product of two independent random elds, one corresponding to the
backscatter X and other to the speckle noise Y . In this manner,
Z = X  Y (1)
models the return Z under the multiplicative model as the result of the product of the random eld Y that
models the speckle noise, inherent to every coherent imaging system, and the random eld X that models
backscatter's variability.
For amplitude data, the speckle noise Y is modelled as a  1=2 (n; n) distributed random variable, where n is
the number of looks used to generate the SAR image. This parameter is constant for the whole image.
For this type of data too, the backscatter X is considered to obey a Generalized Inverse Gaussian law, denoted
as N 1=2 (; ; ), (see A. Frery et al. [2]).
For particular values of the parameters of the N 1=2 distribution, the  1=2 (; ), and the   1=2 (; )
distributions are obtained. These, in turn, give rise to the K and the G0 distributions for the return Z,
respectively.
Given the mathematical tractability and descriptive power of the G0 distribution, it represents an atractive
choice for SAR data modelling.
The density function for this model is given by
fG0 (z) =
2nn  (n  )
  ( )   (n)
z2n 1
( + z2n)
n  ;  ; ; z > 0; n  1; (2)
The moments of the G0 distribution are:
EG0 (Z
r) =
 
2n
r=2   (  + r=2)
  ( )
  (n + r=2)
  (n)
;   > r; (3)
In this work the G0distribution will be used to estimate the statistical parameters . In this work the G0distribution
will be used as the SAR data model. These data are characterized by their distribution parameters and are
analyzed through the estimation of these parameters [4].
2.1 Estimation
As presented in equation (2) the parameter  of the G0A distribution is dened for negative values. Estimation is
crucial in many applications and, besides that, the value of this parameter is immediately interpretable in terms
of target's roughness when the G0A model is used; this interpretability will be treated in detail in section 2.2.
Several parameter estimation techniques are available, being the most remarkable ones those based on
maximum likelihood, on sample moments or substitution method (MO for short), on order statistics and on
data transformations.
In this work MO estimation is used. This technique is based on replacing theoretical moments by sample
observations, and then calculating the unknown parameters.
To estimate the  and  parameters it is necessary then to estimate two moments. In this work moments
of order 1=2 and 1, namely m1=2 and m1 respectively, will be used. These moments are, through equation (3),
given by
m1=2 =

n
1=4  (   1=4) (n + 1=4)
 ( ) (n) ;  <  1=4 (4)
m1 =

n
1=2  (   1=2) (n + 1=2)
 ( ) (n) ;  <  1=2: (5)
Then, using (4) and (5), b can be determined as the solution of the following equation:
g(b)   = 0; (6)
where
g(b) =  2   b  14
 ( b)    b  12 (7)
and
 =
bm21=2bm1  (n) (n +
1
2 )
 2(n + 14 )
; (8)
and then substituting the value of b in equation (4) or in equation (5) to nd b.
It can be noticed that g(b) converges asymptotically to one. As  is a random variable that can take values
greater than one, there are cases for which equation (6) does not have a solution. The lower the value of the 
parameter, the higher probability that a solution for equation (6) does not exist.
2.2 Parameter interpretation
One of the most important features of the G0A distribution is that the estimated values of the parameter 
have immediate interpretation in terms of roughness. For values of  near zero, the imaged area presents very
heterogeneous gray values, as is the case of urban areas. As we move to less heterogeneous areas like forests, the
value of  diminishes, reaching its lowest values for homogeneous areas like pastures and certain types of crops.
This is the reason why this parameter is regarded to as a roughness or texture measure. Fig. 1 depicts this
interpretation, with the levels of roughness associated to light shades; the values shown are inspired in those
presented by A. Frery et al. [2], where real data are used. This interpretability is a consequence of the use of
the multiplicative model, and it is in complete accordance with the parameter  of the K distributions, see C.
Oliver et al. [7].
Figure 1: Graphical representation of the interpretation of the roughness parameter.
The parameter  of the G0A distribution is a scale parameter, that is, let W be a G0A(; ; n) distributed
random variable, then
1p

W  G0A(; 1; n) (9)
In this manner, this parameter is related to the amplitude of the backscatter. Our sight is more sensitive to
variations in mean value than to those related to roughness and, therefore, it is easy to nd situations were
areas with dierent roughness parameters are perceived as alike, whilst areas with dierent scale parameters
are immediately discriminated regardless of their roughness.
The mode of density function for G0A distributed random variables depends on the roughness parameter .
As can be seen in Fig. 2 and in Fig. 3, the more homogeneous the area, the closer the mode is to zero [5].
3 B-spline Representation
For the sake of clarity, we now present a brief theoretical review of B-spline representation of contours. For
more details, see A. Blake et al. [1] and D. Rogers et al. [8].
Let fQ0; :::; QNB 1g be a set of control points, where
Qi = (xi; yi)
t
; (10)
Figure 2: Three G0A(; 1; 1) densities with  =  1 (solid),  =  2 (dash) and  =  3 (dot resp.).
Figure 3: The mode of a G0A(; ; 1) ditribution.
a B-spline curve is dened as a weighted sum of NB basis functions Bn;d (s), with 0  s  L, and 0  n  NB 1.
Let fs0 < s1 < s2 < ::: < sL 1g  R be the set of knots. By denition, the B-spline curve is a polynomial
function of degree d  1, within each interval [si; si+1]. The constructed spline function is r (s) :
r (s) = (x(s); y(s))
t
: (11)
being
r (s) =
NB 1X
n=0
Bn;d (s) Qn; (12)
and being
x(s) = Bt (s) :Qx (13)
y(s) = Bt (s) :Qy (14)
where the basis functions vector B(s), of NB components, is given by
B(s) = (B0;d (s) ; :::; BNB 1;d (s))
t
; (15)
and the weight vectors are
Qx = (x0; x1; :::; xNB 1)
t
; (16)
and
Qy = (y0; y1; :::; yNB 1)
t
: (17)
This can be expressed compactly in matrix notation:
r (s) = B (s) :Q = I2 
 Bt(s)

Qx
Qy

; (18)
where B (s) is a 2 2NB real matrix given by
B (s) =

Bt (s) 0
0 Bt (s)

; (19)
The symbol 
 denotes the Kroneker product of two matrices, and I2 is the 2 2 identity matrix.
In this work we use closed curves with d = 3 or d = 4. To describe this type of curves, we use the periodic
B-spline basis functions.
3.1 B-spline curve t
The problem of determining a polygon that generates a B-spline curve with known number of control points,
NB was developed by D. Rogers et al. [8]. We now present a brief review of this subject.
A set of data points in the image plane is given by
fD0; D1; :::; Dk 1g; (20)
where
Di = (xi; yi)
t; i = 0; :::; k   1; (21)
and the spline that best-ts them is sought. Then the components Di must satisfy
xi = B
t (ti) Q
x; (22)
yi = B
t (ti) Q
y; (23)
for certain values of ti, where i = 0; :::k, and NB  k.
This linear system is more compactly written in matrix form as
D = K
 
Qx Qy

; (24)
where k NB real matrix K is given by
Kij = Bi;d (tj) ; i = 0; :::; k; j = 0; :::; NB   1; (25)
and
D = (D0; D1; :::; Dk)
t
: (26)
In the more general case, NB < k, K could be not a square matrix. In that case we would have to use the
pseudo-inverse matrix form:  
Qx Qy

=
 
KtK
 1
KtD: (27)
One useful approximation for the parameter value ft0; :::tk 1g is
t0 = 0; (28)
tl =
Pl
i=1 kDi  Di 1kPk 1
i=1 kDi  Di 1k
; l  1: (29)
The knot set to build the B-spline basis functions, is chosen arbitrarily.
3.2 Norm for B-spline curves
The curve norm is important for comparing the performance between two curve ts. Since B-spline curves are
represented as weight vectors
 
Qx Qy
t
, we dene the norm of a curve in terms of these vectors as
krk =
  Qx Qy t
U
;
where   Qx Qy t
U
=
 
Qx Qy
U   Qx Qy t ;
and
U = 1
L
Z L
0
U(s)U t(s) ds:
Now we can dene a distance between two curves r1 and r2 as
d (r1; r2) = kr1   r2k : (30)
4 Boundary Detection
We assume that the scene is constituted by a set of regions and a background. Each of these regions and the
background are considered to be random elds of independent, identically G0 distributed random variables,
characterized by the values of their statistical parameters  and .
In order to nd a curve that ts a particular region's boundary, a search zone around that region is established.
This zone of interest is specied by means of a B-Spline, which in turn is determined by several control points.
Then, a series of segments normal to the B-Spline, is drawn on the image.
For the ith normal segment n(i) to a generic region, given by
n(i) =

z
(i)
1 ; : : : ; z
(i)
m

; (31)
we consider the following partition
Z
(i)
k  G0 (r; r) ; k = 1; : : : ; j (32)
Z
(i)
k  G0 (b; b) ; k = j + 1; : : : ; m; (33)
where, for each value of the index k , the z
(i)
k is a realization of the Z
(i)
k random variable, r and r are the
parameters that characterize the region, and b and b are the parameters that characterize the background.
Then, for each normal segment, the likelihood function will be the objective function to be maximized, and is
given by:
l =
Y
j
k=0 Pr(zk; r; r):
Y
m
k=j+1 Pr(zk; b; b) (34)
In order to nd the transition points we actually maximize the log-likelihood function L = ln l, given by
L =
jX
k=0
ln(fG0 (zk; r; r)) +
mX
k=j+1
ln(fG0 (zk; b; b)): (35)
Then, according to formula (2)
L =
jX
k=0
ln
 
2nn  (n  r) z2n 1k
rr   ( r)   (n) (r + nz2k)n r
!
+
+
mX
k=j+1
ln
 
2nn  (n  b) z2n 1k
bb   ( b)   (n) (b + nz2k)n b
!
:
Finally, the index value that corresponds to the transition point j is calculated as
j = arg max
j
L: (36)
The sketch of the procedure is as follows:
1. A region of interest is determined by means of a B-Spline, which in turn is determined by several control
points
2. A series of segments, which are normal to the B-Spline, is drawn on the image
3. For each segment, the relevant statistical parameters of SAR data are estimated and a border point for
each normal segment is detected.
4. With these points, a new B-Spline curve is built, which lies on the region boundary.
5 Results and Conclusions
A synthetic image, under the G0 model, with three dierent city-like areas with  =  1:5; 2:1; 2:7 and
a background with  =  10:0 was generated. All of the parameters are considered unknown and they are
estimated from the image. Initial boundaries (thin lines) and nal boundaries (thick lines) can be seen on
Fig. 4. On this gure, three types of initialization were used: accross region boundaries (upper left), inside
region (upper right) and outside region (lower middle).
Figure 4: Synthetic image, under the G0 model, with three dierent regions with  =  1:5; 2:1; 2:7 and a
background with  =  10:0 with initial and nal boundaries indicated.
The synthetic image on Fig. 5 shows an urban area generated with  =  3:0 inside a B-Spline curve and
a background area generated with  =  10:0. The tted curve was generated using the algorithm explained
above, see subsection 3.2). The distance between real and the estimated curves was calculated using the
denition given in formula 30. The result of the curve t is visually good, in accordance with the value of 0:14
obtained for the distance between both curves.
Figure 5: Curve t evaluation: distance between real and estimated region boundary equal to 0:14.
On Fig. 6, the values of a typical objective function, taken along one of the line segments that were laid
normal to one of the initial region boundaries, can be observed. The position of the maximum is considered to
correspond to the transition point between both regions, according to formula (36)
Figure 6: Typical values of the objective function for all the possible positions for the transition point between
two regions.
In this paper, a new approach to urban area segmentation in SAR images using B-spline deformable contours,
is described. The example shown here, using a synthetic image, the boundaries of several urban regions were
found analyzing only the zones of interest, which lowers the computational cost and improves the method's
performance.
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