The combined analysis of revealed preference and qualitative choice data offer complementary features in addressing data shortages and reliability constraints faced in many Low-Middle Income Countries. The lack of data for rural north India's primary health care market provides a context in which this joint modelling is advantageous. This paper specifically highlights the benefits of jointly modelling data to help overcome a lack of price data for non-utilised health care providers. The flexibility of the Mixed Multinomial logit error component model to apply random draws from non-normal distributions and account for data set specific scaling is compelling.
Introduction
Jointly modelling revealed preference (RP) survey data with qualitative choice data is advantageous in the absence of reliable market data. The lack of rural north Indian primary health care market data provides a context in which this joint modelling is advantageous. Recent work by Das and colleagues is based on recently collected primary data from rural north India (Das et al., 2012b; MAQARI Team, 2011) , but the diversity and complexity of India's health care system requires much more data and analysis to ascertain market dynamics (Das, 2011) .
Health care demand analysis requires rich data on the characteristics of chosen and alternate services. As a result, standard recall survey data is often insufficient to reliably provide the necessary information on the characteristic of alternate health care services. The combined effects, common in many Low-Middle Income Countries (LMIC), of limited institutional data collection on the informal sector (Feige and Urban, 2008) , recall bias associated with RP surveys (Das et al., 2012a) , difficulty in accounting for rent creation activities within government services (i.e. informal patient payments and absenteeism of doctors) (Banerjee et al., 2004; Ensor, 2004 ) and price endogeneity (Akin et al., 1998) limits the availability and reliability of revealed preference data.
RP and qualitative choice 1 data together offer potentially complementary features in addressing data shortages and reliability constraints in many LMIC. The attribute trade-off processes inherit in Stated Choice experimental design allows for this data to complement market based RP data in estimating consumer demand. Early examples of the complementary use of RP and qualitative choice data relate to automobile demand (Beggs et al., 1981; Train, 1986) and demand modes of transport (Hensher and Bradley, 1993a) .
The influential role of unqualified health care providers across rural India's large private sector has largely eluded the analytical probing of researchers. Two parallel systems of medicine operate widely throughout India. Allopathic or 'western' medicine is predominately utilised, but Indian systems of medicine and homeopathy also exist. However, in practice this distinction in medical systems is blurred.
Surveys of rural health care consumers and providers in India have confirmed the widespread presence of unqualified 'doctors' (MAQARI Team, 2011 ). An aggregate figure of the market share for unqualified 'doctors' treating all primary health care conditions is 48.3, presented in the World Bank's Uttar Pradesh and Bihar Survey of
Living Conditions 1997 -8 (Government of Uttar Pradesh, 2003 . Little additional data exists on the utilisation of this informal sector.
Private providers are the most utilised for outpatient care in India. The majority of these providers practice allopathic medicine. Data indicates that for outpatient care private sector utilisation ranges between75 -83 per cent of providers (Das et al., 2012b; NSSO, 2006) . The expected quality differences between Bachelor of Medicine and Bachelor of Surgery (MBBS) qualified and unqualified providers is often not evident in practice (Das et al., 2012b; Das, 2011; Das and Hammer, 2005) .
The purpose of this paper is to evaluate the gains of using the Mixed Multinomial Logit (MMNL) and Generalised MMNL models to jointly estimate RP and qualitative choice data. Evaluation of these models is based on measures of model fit, relative to the degree to modelling flexibility. Choice of rural 'doctors' in India's primary health system provides a context in which joint estimation of RP and Stated Preference (SP) data is carried out.
Modelling RP and SP data
Estimating utilisation and demand for types of health care providers in LMIC has widely utilised maximum likelihood estimators for qualitative response data. The base Multinomial Logit (MNL) model is foundational in modelling health care providerchoice data (Akin et al., 1986; Bolduc et al., 1996; Ching, 1995; Kermani et al., 2008; Meyerhoefer et al., 2007) . This is in part due to the models ability to estimate the probability of choice using both survey respondents' characteristics and those of the health care providers.
Equation (1) presents the probabilistic framework of the MNL model. From the under-lying random utility theory that assumes decision-makers are utility maximising, the probability of making a choice, relative to a base decision, is given as the exponential of the vector of respondent characteristics multiplied by a corresponding vector of parameter estimates.
where J is the number of alternatives, x i is a vector of consumer (i.e. decision-maker) characteristics and i represents an individual consumer. This model assumes that each choice made is independent from all others (IID assumption).
The exponential of the transpose of the vector  multiplied by the vector x i is used
given that the cumulative density of the difference between paired error terms is a logistic function.
While maintaining the overall independent identically distributed (IID) assumption, several health care demand studies have employed the Nested Logit (NL) model (Chawla and Ellis, 2000; Chen et al., 2011; Dor et al., 1987; Sarma, 2009) . This model divides choices according to those with equal error variance. In this way the same closed form MNL model is used on subsets of choices to introduce some heteroscedasticity in preferences.
Equations (2) and (3) present a hierarchical probability framework of the NL in choosing i) a branch of alternatives and ii) alternative j given branch . The same logistic structure is present in both equations. The term in equation (2) is termed the 'log sum' and reflects the expected value of the choice of alternatives within branch .
The scale parameter of is normalized in one branch and allowed to vary in the second (given a two branch structure). Setting  to 1 causes the Nested Logit to revert back to the base MNL model.
The inclusion of the log sum in equation 2) reveals that NL models are a useful way of linking several separate MNL models. This linking is often done as a means of relaxing the IID assumption. However it may also be used to link different data and control for differences in scale.
Equation (2) introduces L subset of J alternatives, z i is provider characteristics,  is a scale parameter between 0 and 1 in value. Equation (3) provides the structure for estimating the probability of choosing alternative j given branch . As in the equation
(1) x i is a vector of consumer characteristics.
A further extension to the MNL model is available through the Mixed MNL (MMNL) model. This model introduces  estimates that additionally vary across individuals.
The estimate for the random variable  i is decomposed as equating to , with as a random term and the product of , a lower triangular matrix, and , a vector of random variables with known values along the variance-covariance matrix, . The matrix  allows for free variances and correlations across the choice tasks (Hensher et al., 2005) . The inclusion of the term allows for correlation in the error terms across choices.
The greater flexibility of the MMNL also carries favourable behavioural characteristics. The standard deviations of  ij denote unobserved preference heterogeneity across sub-sets of individuals.
The mixing of distributions in the MMNL is a distinguishing feature of the model.
The term can take a number of general distributions (i.e. normal, log-normal and exponential) with the error term continuing to take the IID extreme value distribution.
The combination of different distributions in the model gives rise to a joint 
The unconditional probability of the MMNL, on which the simulated Maximum Likelihood is run is given in Equation (5) and includes parts i) and ii) outlined above.
This more flexible multi-choice model has received recent support within the health care demand literature for its ability to relax the IID assumption and more accurately capture unobserved heterogeneity (Borah, 2006; Erlyana et al., 2011; Meenakshi et al., 2012; Qian et al., 2009) .
A further extension of the MMNL is proposed by Fiebig et al. (2010) by way of the Generalized Multinomial Logit (GMNL) model. This model is proposed as a more generalised form of the MMNL, accounting for both preference and scale heterogeneity. Equation (6) presents the probabilistic formulation of the model.
The parameter estimate contains . The first term includes the parameter estimate and the simulated individual specific standard deviation of the error term ( ). The second term captures the individual specific unobserved heterogeneity ( ) (Hensher, 2012) . The subscript r in the above model signifies the R simulated draws associated with the optimisation of the simulated log-likelihood function (see Fiebig et al. 2010 for details) . While the subscript s denotes the number of data sources jointly modelled.
While this paper follows the interpretation of the GMNL as offered by Fiebig et al. (2010) , Greene and Hensher (2010) and Hensher (2012) with regards to the separation of scale and preference heterogeneity, it should be noted that there exists some debate on this interpretation (Rose et al., 2012) .
RP and SP scale difference
Naïvely pooling RP and SP data is not recommended due to the difference in the degree of random response errors. This problem exists irrespective of the type of qualitative choice model used. The difference between the estimated parameters, all other things being equal, is shown in equation (7). The term represents the error terms for the respective RP and SP data.
Ben-Akiva and Morikawa (1990) first identified the presence of the scaling difference between RP and SP data. These authors account for scaling difference using a Maximum Likelihood Estimator on the product of RP and SP choice probabilities.
The degree of this error in SP data, relative to RP data, is inversely related to the variance of the SP data error term (Mark and Swait, 2004) . (8) Estimating  2 is confounded with the set of estimated parameters. Equation (8) shows the relationship between the variance of the error term and scaling factor  2 .
As a result of the presence of this confounding scaling factor, MNL models are programmed to normalise the scaling factor to 1 for the RP model and allow the scaling factor for the SP data to be identified (Ben-Akiva and Morikawa, 1990; Mark and Swait, 2004) .
The same method of normalisation is used in the Nested Logit (NL) 'trick'. The branch structure of the NL lends itself easily to separate RP and SP data. The scaling factor (μ) is normalised in the RP data branch and allowed to be free ( ) (Hensher and Bradley, 1993b; Wen, 2010) .
The inclusion of Error Components is an additional way of accounting for the differences in error variance. Error Components (EC) are a set of independent individual terms that are added to the utility functions. Alternatives with equivalent error variances are grouped by the inclusion of the same scale parameter. Equation (9) shows the inclusion of EC to a MMNL probability function
The combined use of MMNL model and EC provides a flexible, but only an approximate approach to jointly modeling RP and SP data. Error Components function in a similar way to dummy variables and allow for only a J-1 group of alternatives with equivalent error variances. In particular, the models ability to account for correlation across an individual's choices in SP and across RP and SP provides an advantage over the NL approach (Hensher et al., 2008) .
In the GMNL model the scale difference between RP and SP is accounted for via the individual specific standard error ( ). This term includes the variance parameter of the scale heterogeneity (τ), the data set specific scale parameter ( ) and control for the number of data sources (d s ). So this standard error term ( ) can be expanded:
The w ir term in equation (10) is the R simulated draws of unobserved heterogeneity, which is normally distributed (Hensher, 2012) .
Data
The RP and SP data comes from rural north India and relates to outpatients' choice of 'doctor' to treat a severe fever. Sample villages were selected from three districts within India's most populous state -Uttar Pradesh (UP). These three districts represent three of the four economic regions of UP. The sample of 1174 respondents was evenly divided by gender, with a mean age of 39
years. Approximately 19 per cent were Muslim. Muslim respondents were predominantly from sample districts 1 and 3. Moreover, 53 per cent were selfreported illiterate or had no schooling. These demographic characteristics are equally reflected in both sets of data -RP/SP subset and the full RP set. Table 1 outlines the key demographic descriptors of the sample. For the purpose of this study, the RP data collected from the 1174 respondents is used. This includes data on the chosen 'doctor' -price and distance -and where missing, imputed values for the non-selected unqualified or government MBBS doctor. Only half of the SP data -those who answered the efficient designs -is presented.
RP data
A total of 1174 respondents answered RP survey questions. For this data respondents were asked to recall their most recent case of severe fever and indicate which of the primary health care providers they consulted for treatment. The list of provider options were unqualified 'doctor' (options within this category included: jhola chhap, drug store operator, traditional practitioners -Ayurvedic and Unani, government nurse, government compounder and community health worker), government MBBS qualified doctor, private MBBS qualified doctor, and none. Table 2 reports the recall period between the time of survey and the last severe fever and the duration of that severe fever. For the purposes of this study, irrespective of recall period, all responses are used 3 . The proportion of respondents last having a severe fever ranged from 26.5 per cent to 21.6 per cent for the first three recall periods -last 14 days, 15-30 days ago and 2-6 months ago. The high proportion of respondents having severe fever in the last 30 days reflects north India's peak fever period during September-October's monsoon, during which surveys were conducted. Recall: 1=last 14 days, 2=15-30 days, 3=2-6 months, 4=7-12 months, 5=1 year + Duration (days): 1=1-3, 2=4-6, 3=7-9, 4=10-12, 5=13+
Duration of fever is a proxy for illness severity. The accuracy of this endogenous measure of severity is likely to vary according to effectiveness of treatment.
Respondents provided data on the first provider they visited for treatment. This data includes among others: recall period, duration of fever, total price of treatment and travel distance. As a result, data on the alternative provider not visited is not captured in the original data. However, in the case of multiple consultations during a single episode, either with one or more 'doctors', the price and quantity data is captured for all providers consulted.
The price data for non-selected unqualified 'doctors' is missing for 38 per cent of respondents. This missing data was imputed using EM algorithm in R package 'Amelia II' (Honaker et al., 2011) . Lower and upper bounds were used to impute 5 sets of missing values (Rubin, 1996) . The lower bound was 0 and the upper was 300.
The average of the five data sets was used for the missing data. This limited data on government MBBS doctor price for non-selected alternatives suggests that price may be negatively related to the probability of seeing a government MBBS doctor.
Attempts to impute government MBBS doctor prices using EM algorithm were not satisfactory. Having a mode of 1 creates difficulties to model using either 1) a mean value and prescribed variance or 2) lower and upper bounds. As a result, the assumption is made that all missing government MBBS prices are INR 1.
The other attribute needed for the RP data was distance travelled to 'doctor'. Mean distances for each provider in each of the eight villages is used for missing distances for non-selected alternatives.
The market share for unqualified 'doctors', according to the RP data, was 59 per cent. The market share for Government MBBS doctors according to SP data is high at 51
per cent. The corresponding RP market shares are approximately 25 per cent. An important assumption defining the SP choice context, is that government doctors are always present when a respondent visits a government centre. This assumption does not reflect rural north Indian realities (Banerjee et al., 2004; Chaudhury et al., 2006) , but provides necessary uniformity across sample regions were doctor absenteeism might vary in order to provide consistent interpretation of SP data.
The 'none' categories differ between the RP and SP data. The SP 'none' category does not include private MBBS doctors, while it does in the RP equivalent.
SP data
The attribute levels of the Stated Choice experiment included price, distance and recommendation for each of the four 'doctor' alternatives -unqualified 'doctor'
(jhola chhap), government MBBS doctor, private MBBS doctor and none of the above. These attributes and the associated levels are presented in Table 4 . The alternatives of unqualified 'doctor' and government MBBS doctor also had an extra attribute -Medicine. An efficient fractional factorial design is used to collect the SC data. Further description of the details of the design and its performance relative to orthogonal fractional factorial design is provided in Iles and Rose (2013) .
Results
The result of estimating the balanced RP (1) and SP data (2), along with the full RP data (3), using a Multinomial Logit (MNL) model are presented in Table 5 . The
Hausman Test against the null hypothesis of independent from irrelevant alternatives Model 2 uses SP data from the same 587 respondents as used in (1), but each respondent answers 9 separate, but related, choice tasks. As a result, the number of observations has increased to 5283. A full set of parameters are estimated, including those for private MBBS doctors. The price parameter for government MBBS doctors is negative. The parameter estimate dummy variable for Muslim choice of government MBBS doctors is negative and significant at the 5 per cent level.
The final model in Table 5 uses RP data from (1) plus an addition 587 respondents from the same sample villages. The price and travel parameter estimates for unqualified and government MBBS doctors keep the same signs has those in (1). Model results in Table 5 are presented as a reference point for further analysis by presenting the parameter estimates of each data component. The positive sign for government price coefficient in the two RP data sets is influenced by the assumption that the price of non-utilised government doctors is INR 1 (see Figure 2 ). This assumption would positively bias estimates making it appear that there is a higher probability that consumers choose government services at higher prices. This positive coefficient is in contrast to the negative coefficient produced by the SP data. Also, the increase in RP sample size in model (3), relative to model (1), generally produces higher t-ratios.
Given the Hausman specification test results, application of the Nested Logitextends the base MNL and allows for scale heterogeneity between the SP and RP data -is not appropriate. As a result the nested logit 'trick' is not available to jointly model this data.
Employing a Mixed MNL (random parameters) with error components allows for the setting of Mixed MNLs and nesting alternatives according to scale heterogeneity. Table 6 presents the result of a series of Mixed MNL with uncorrelated errors. Models (4) and (5) are standard Mixed MNL and model (6) is the Generalised Mixed MNL.
Random parameters are applied to all price and travel distance coefficients.
Triangular distributions, anchored at zero, are used for the private sector provider price coefficients (Hensher, 2012) , an exponential distribution for government price and three normal distributions for all travel coefficients. The mixing of normal and exponential distributions in the error terms provides some uncertainty in coefficient interpretation. Five hundred pseudo-random Halton draws are used for these models.
Models (4) and (5) in Table 6 employ the same model, using a balanced RP and SP dataset (4) and an unbalanced dataset in model (5). The unbalanced data combines the data from models (3) and (2). The use of unbalanced data (RP relative to SP) follows the practice used by Brownstone et al. (2000) . The absolute magnitude of the random parameters all decrease in model (6). This indicates that the presence of the scaling term  irs in the GMMNL model, allowing for the variability by individual, simulated draws and data source, accounts for some of the effect attributed to the respective estimated coefficient in models (4) and (5).
The Muslim dummy variable for choosing government MBBS doctors remains negative and significant, at the 0.1 level, across the models in Table 6 . This coefficient also decreases in magnitude when the scale factor is included in model (6).
The use of error components in model (4) and (5) capture the differences in scaling between RP and SP data. As the RP sample size increases in (5) the t-ratio increases and also controls for the scaling effect for individual 'doctor' choices. This is particularly evident in the scaling effect of government doctor choices, which has a coefficient of 1.39 and t-ratio of 15.26. The associated scale heterogeneity for each of the three groups in model (4) are: SP alternatives (unqualified, government and private) is 6.299 (t-ratio 3.82), RP and SP (unqualified) is 0.090 (t-ratio 0.06) and RP and SP (government) is 0.438 (t-ratio 0.5).
Model (6) produces statistically significant estimates for the unobserved scale heterogeneity, , and the scale factor between the RP and SP data. The  estimate is 0.6817 (t-ratio 14.17) and the scaling between data sets is 1.5833 (t-ratio 18.27).
These estimates are in-line with those produced by Hensher (2012) using Australian travel data.
The goodness of fit measures of Log-Likelihood, AIC and BIC indicate that model (4) is a better fit for the data. The AIC and BIC are 1.6 and 1.9 percent higher in model (5) compared to model (4), while they are 11.8 and 9.7 percent higher in model (6) compared to (4).
Conclusion
Jointly modelling RP and qualitative choice data to estimate primary health care demand in rural north India provides a more reliable data set than if solely rely on any one of the available data sources. The parameter estimates produced by independent modelling using an MNL are closely aligned across the RP and SP balanced data sets.
The exception is the price coefficient for government doctors, which produced statistically significant positive (RP) and negative (SP) coefficients.
Resolving the contrasting government price estimates highlights the strength of jointly modelling data. Each data source on its own is unreliable due to missing data in the RP data set and the non-market nature of the SP data. The flexibility of the MMNL model to apply random draws from non-normal distributions is able to better fit the data, which has 30 percent of RP government price data at INR 1.
In contrast to the result of Hensher (2012) , the results here show that a combination of a balanced RP-SP data set with a Mixed MNL error component model provides a better fit for the data. One likely explanation for this different outcome is the use of error component dummy variables in the Mixed MNL models. Without controlling for RP-SP scale differences in either a Mixed MNL or Generalised Mixed MNL, Hensher finds that the two models are equivalent in accounting for unobserved heterogeneity within data. The greater flexibility in using error components is possibly a more robust way of accounting for RP-SP scale differences.
