In financial risk measurement, value-at-risk (VaR) and conditional VaR (CVaR) are two important risk measures. They are often estimated by Monte Carlo method combined with importance sampling (IS). Randomized Quasi-Monte Carlo (RQMC) method is an alternative technique, whose convergence rate is asymptotically better than the Monte Carlo method. This paper investigates the combination of IS and RQMC method. The main contribution is two-fold. First, we prove the consistency of the combined method for both VaR and CVaR estimations. Second, we establish error bounds for the CVaR estimate. Particularly, we show that under some mild conditions, the root mean square error of the CVaR estimate is O(N −1/2−1/(4d−2)+ǫ ) for arbitrarily small ǫ > 0, where d is the dimension of the problem. As a special case, these results also hold for plain RQMC estimates without using IS.
Introduction
In the financial industry, value-at-risk (VaR) and conditional VaR (CVaR) are popular tools for quantifying and managing portfolio risk. From the view of statistics, VaR is a quantile of a portfolio's loss (or profit) over a holding period. Loosely speaking, CVaR is the average of tail losses while VaR only serves as a threshold of large loss. Therefore, CVaR may provide incentives for risk managers to take into account tail risks beyond VaR. We refer to [12] for a review on VaR and CVaR.
Although VaR is widely used in financial practice, it suffers from some drawbacks. In particular, Artzner et al. [2] showed that VaR is not a coherent risk measure since it does not satisfy the subadditivity axiom. In other words, VaR violates the rule "a merger does not create extra risk". On the other hand, Rockafellar and Uryasev [28] indicated that CVaR is a coherent risk measure. However, Kou et al. [16] argued that the subadditivity axiom is not necessary for real-world applications and suggested replacing it with the comonotonic subadditivity axiom, which only requires subadditivity to hold for random variables moving in the same direction. They showed that both VaR and CVaR satisfy the comonotonic subadditivity axiom. As Kuo et al. [16] pointed out, VaR is often more robust to the tail behavior of the loss distribution compared to CVaR, and is therefore more suitable for regulatory purposes. In this paper, we do not intend to participate in the debates of VaR and CVaR. Instead, we focus on investigating the computational methodologies related to both VaR and CVaR for practical purposes.
Monte Carlo (MC) simulation is a natural method to estimate VaR and CVaR. However, the MC approach is often criticized for time-consuming, since VaR and CVaR are often relevant to rare events simulation. That usually calls for a large number of runs to get accurate estimation. To address this issue, various variance reduction techniques are employed to increase the accuracy of MC. Importance sampling (IS) is a promising variance reduction technique for rare events simulation [see 6] . There are a number of papers on applying IS to VaR estimation. For example, Glynn [8] investigated the use of IS for quantile estimation; Glasserman et al. [7] developed an effective IS for estimating VaR based on the delta-gamma approximation of the portfolio loss. Sun and Hong [32] studied the asymptotic properties of the IS estimators of VaR and CVaR.
Avramidis and Wilson [3] proposed correlation-induction techniques to improve quantile estimation based on Latin hypercube sampling (LHS). They showed that the correlation-inducted LHS estimator is asymptotically normal and unbiased with smaller variance than that of the crude MC. Subsequently, Jin et al. [14] modified the correlation-inducted LHS estimator of [3] and proposed a new quantile estimator based on an indirect means of realizing full stratification of [23] that reuses samples. Jin et al. [14] showed that the error probability for the stratified quantile estimator is zero for sufficiently large, but finite sample size. Moreover, in special cases, the convergence rate is O(N −1 ), as opposed to the crude MC rate O(N −1/2 ). However, the stratified quantile estimator requires sample sizes that grow exponentially with the dimension of the problem. This implies that the application of the quantile estimator to VaR is limited to relatively small portfolios.
Quasi-Monte Carlo (QMC) method is a deterministic version of the MC method, and has an asymptotically faster rate than MC. Randomized QMC (RQMC) has the advantage to estimate the integration error in practice. Some RQMC methods provide a better convergence rate than QMC, because the average over the randomizations is sometimes better than the worst-case QMC method. RQMC is playing an important role in financial engineering, particular for option pricing and hedging [see 17]. Empirical evidence suggests that RQMC is superior to crude MC in pricing derivatives with dimensions as large as hundreds [see 15, 26] . It is straightforward to use RQMC methods for estimating VaR and CVaR. Particularly, Papageorgiou and Paskov [25] observed from empirical studies that QMC method provides a highly efficient alternative to MC for VaR calculation. Jin and Zhang [13] aimed at smoothing RQMC estimators via Fourier transformation so that the faster convergence rate of RQMC methods can be reclaimed.
In this paper, we focus on the use of IS in RQMC for estimating both VaR and CVaR. For these problems, one needs to estimate the cumulative distribution function (CDF) of portfolio value change, which is based on the expectation of an indicator function. Under IS, the CDF is taken as an expectation of a product of the indicator function and the likelihood ratio (LR) function, hence the integrand is discontinuous. We first prove the consistency of the RQMC estimates of VaR and CVaR. We then establish some useful error bounds for the CVaR estimate, and find that the efficiency of the CVaR estimate is strongly tied to the efficiency of RQMC quadrature for a specific discontinuous function and a specific kink function. These insights suggest that to increase the accuracy of RQMC for estimating VaR and CVaR, one should pay more attention to increasing the efficiency of RQMC quadrature for the two featured functions. Under very mild conditions, we show that the root mean square error (RMSE) of the CVaR estimate is o(N −1/2 ), which is asymptotically better than plain MC. Under certain conditions, the RMSE can be improved to O(N −1/2−1/(4d−2)+ǫ ) for arbitrarily small ǫ > 0, where d is the dimension of the problem. These results also hold for plain RQMC estimates (without using IS). To our best knowledge, no consistency analysis is carried out for plain RQMC estimates of VaR and CVaR. It is known that handling non-smooth functions is challenging in QMC integrations. Both VaR and CVaR estimations encounter the same challenge. We therefore expect that the foundation on the error analysis of RQMC in this paper can help to design algorithms to reclaim the efficiency of RQMC estimates.
The rest of this paper is organized as follows. In Section 2, we introduce some background on VaR and CVaR and some preliminary results on RQMC integrations. We also show the connection between CVaR and stochastic optimization problems. In Section 3, we first lay out the theoretical framework for calculating VaR and CVaR using RQMC, and then establish some RQMC error bounds for estimating CVaR. Section 4 concludes this paper.
Preliminaries
Let X be a real-valued random variable of interest with a CDF F (x), for instance, X is the loss or profit of a portfolio over a given holding period. We are interested in the left tail of the distribution of X. For a fixed p ∈ (0, 1), the quantity
is called the VaR of X in the context of risk management or the p'th quantile of X. The CVaR of X is defined as
where x + := max{x, 0}. The CVaR is also known as the expected shortfall or tail conditional expectation. Under some circumstances, VaR and CVaR are defined through the right tail of the distribution of X. It is equivalent to studying the left tail of the distribution of −X.
Crude MC Estimations
In the MC setting, the CDF F (x) can be estimated bỹ
where X i 's are independent and identically distributed (i.i.d.) random replications of X. The corresponding estimates of VaR and CVaR are given bỹ
respectively. Let X (i) be the ith-order statistic of X 1 , . . . , X N . It is easy to see that v N = X (⌈pN ⌉) , where ⌈x⌉ denotes the smallest integer not less than x. Serfling [31] showed thatṽ N → v with probability 1 (w.p.1) as N → ∞. If X has a density f (·) in the neighborhood of v and f (v) > 0, Serfling [31] further showed thatṽ N is asymptotically normally distributed. More precisely, as
where "⇒" denotes "converge in distribution" and N(a, b) denotes a normal random variable with mean a and variance b. For the CVaR estimate (3), Trindade et al. [33] found that as N → ∞,c N → c w.p.1, and
as long as Var
In practice, p is often small (e.g., p = 0.01 or 0.001). Thus, the factor 1/f (v) in the right-hand side of (4) may be quite large since the density is near zero in the left tail of the distribution of X. We encounter the same problem for the factor 1/p in (5). The two factors can lead to large asymptotic variances of VaR and CVaR estimators for small p. So it is desirable to employ some variance reduction techniques for VaR and CVaR estimations.
Importance Sampling
IS technique is a powerful tool for estimating VaR and CVaR. In many applications, X is written as a function of a random vector ξ ∈ R d , denoted by φ(ξ). Let ρ 0 (y) be the joint density of the random vector ξ. Suppose that we choose an IS density ρ(y) associated with ρ 0 (y). The IS density needs to satisfy that ρ 0 (y) = 0 if ρ(y) = 0 for any y ∈ R d . Let
which is called the LR function. We have the following relationships
where η is distributed according to the IS distribution, and
The IS estimate of F (x) is then given bŷ
where {η 1 , . . . , η N } is a sample form the distribution of η. This gives an IS estimator of VaRv
and
This gives c = k(v). The IS estimate of CVaR is given bŷ
When η i 's in (7) and (11) 
RQMC Estimations
To estimate the integral over the unit cube [0, 1]
QMC quadrature rule takes the averagê
where
The Koksma-Hlawka inequality gives an error bound for the quadrature rule (12) ,
where P := {u 1 , . . . , u N }, V HK (f ) is the variation of f (u) in the sense of Hardy and Krause, and D * N (P) is the star-discrepancy of points in P; see [20] for details. For deterministic QMC, it is important to obtain an estimate of the quadrature error |Î N (f ) − I(f )|. But the upper bound in (13) is very hard to compute, and it is restricted to functions of finite variation. Instead, one can randomize the points u 1 , . . . , u N and treat the random version of the quadratureÎ N (f ) in (12) as an RQMC quadrature rule. Usually, the randomized points are uniformly distributed over [0, 1] d , and the low discrepancy property of the points is preserved under the randomization (see [18] and Chapter 13 of the monograph [4] for a survey of various RQMC methods). In this paper, we restrict our attention to RQMC estimations with scrambled (t, d)-sequences in base b ≥ 2; see [21] for the details of the scrambling technique.
QMC and RQMC methods are designed to sample d-dimensional vectors that are uniformly distributed on the unit cube [0, 1] d . To fit into this framework, we need some extra transformations in VaR and CVaR estimations. Thanks to the multivariate inverse transformation proposed by Rosenblatt [29] , one can generate the IS distribution η given in Section 2.2 from the uniformly distributed vector u. It is reasonable to assume that the random vector η can be expressed as a mapping of d uniform variables, i.e.,
In the RQMC setting, we take η i = ψ(u i ) in (7) and (11), where u 1 , . . . , u N are the first N points of a scrambled (t, d)-sequence. The RQMC versions of VaR and CVaR estimates are in parallel to (8) and (11), respectively.
We next summarize some useful properties of scrambled (t, d)-sequence quadrature in the literature.
• For all Riemann-integrable function f , we haveÎ N (f ) → I(f ) w.p.1, and
• If f is of bounded variation in the sense of Hardy and Krause (BVHK), then
• If f (u) = g(u)1{u ∈ Ω}, where g(u) is of BVHK and ∂Ω admits
for arbitrarily small ǫ > 0.
Proof. The unbiasedness can be found in Owen [21] . Owen [21] also showed that a scrambled (t, d)-sequence is still a (t, d)-sequence w.p.1. If u 1 , . . . , u N is the first N points of a (t, d)-sequence, it is known thatÎ N (f ) → I(f ) for all Riemann-integrable functions (see, e.g., [20] ). So the first part holds. If f is of BVHK, by the Koksma-Hlawka inequality (13), we can have the third part. The second part can be found in [5] , which extended the result of (λ, t, m, d)-net in [22] . The last part can be found in [9, Theorem 3.5], but here we use ǫ for hiding the logarithmic factor.
where (A) ǫ := {x + y|x ∈ A, y ≤ ǫ}, and · denotes the usual Euclidean norm. If M(∂Ω) exists and finite, then ∂Ω is said to admit a (d − 1)-dimensional Minkowski content.
In the terminology of geometry, M(∂Ω) is known as the surface area of the set Ω. The Minkowski content has a clear intuitive basis, compared to the Hausdorff measure [19] 
He and Wang [9] showed that a faster convergence rate of RQMC can be achieved if the set Ω has some regularity, in the sense that the boundaries of Ω are parallel to some axes.
Connection with Stochastic Optimization
Pflug [27] showed that CVaR is also the optimal value of the stochastic program
Rockafellar and Uryasev [28] showed that the set of optimal solutions to this stochastic program is given by S := [c, c], where c = sup{t : F (t) ≤ p}. Note that c ∈ S, it then follows Equation (1). To estimate the CVaR of X, Trindade et al. [33] suggested to use the sample average approximation of (15)
whose optimal value is coincided with the CVaR estimatec N given by (3). This is because the quantityṽ N given by (2) is an optimal solution of (16).
In the context of IS, the stochastic program can be rewritten as
where K(x; η) is given by (9) . The corresponding sample average approximation is then given by sup
whereK N (x) is given in (11) . Similarly, one can easily verify that the IS estimate of CVaRĉ N given in (9) is the optimal value of (18) and the IS estimate of VaRv N is an optimal solution of (18).
Convergence Study of RQMC Estimates
In this section, we first study the consistency of IS-based RQMC estimates of VaR and CVaR. To this end, we make use of the results of stochastic optimization over a compact set in [10] . Let X be a subset of R m , and let
Consider stochastic optimization problems of the form
The sample average approximation is given by
where η i are samples of η. Letx N andμ N denote, respectively, an optimal solution and the optimal value of (20) . The next proposition shows that x N andμ N provide approximations, respectively, to an optimal solution x * and the optimal value µ * of the true problem (19) . Denote S * is the set of optimal solutions of (19) . Denote dist(z, A) := inf y∈A z − y . Homem-deMello [10] studied the convergence rate of the sample average approximation for the stochastic optimization (19) . Note that the optimization in [10] is taken under the operator 'min'. This can be translated into the form (19) by using −G(x, η) instead. The results in [10] thus can be applied to (19) . The following convergence results are from [10, Proposition 2.2], whose proof can be found in [30] . Proposition 3.1. Consider the stochastic optimization problem (19) and the associated sample average approximation (20) . Suppose that
(ii) the set X is compact, and (iii) there exists an integrable function q : R d → R such that, for almost every η and all x, y ∈ X ,
uniformly on Ω w.p.1;
Condition (i) in Proposition 3.1 is very natural in the context of RQMC, as it only requires the RQMC-based quadrature rule to be consistent; see the first part of Proposition 2.1 for guarantee. For the function K(x; η), we find that
and E[1 + ℓ(η)/p] = 1 + 1/p. Therefore, for the stochastic program (17) , conditions (i) and (iii) are easily satisfied. However, condition (ii) does not hold since the optimization (17) is subject to an unbounded support R. So the consistency results in (3.1) cannot be applied to our problem directly. To circumvent this, we rewrite the stochastic optimization (17) as a stochastic optimization problem over a compact set. 
The corresponding sample average approximation is then given by
Thus, the convergence results in Proposition 3.1 holds for the optimization problem (23) , whose optimal solution is unique, i.e., S * = {v}. However, it does not necessarily hold thatμ N =ĉ N andx N =v N for all N. We next show that (18) and (24) lead to the same optimal solutions and optimal value for sufficiently large N, and thus the consistency of VaR and CVaR estimates holds immediately.
Theorem 3.3. Suppose that Assumption 3.2 is satisfied, and for each
Proof. We first prove that for large enough N,v N andĉ N are an optimal solution and the optimal value of (24), respectively. Recall that
which is piecewise linear and continuous. It is easy to find that the derivative ofK N (x) exists for all x / ∈ {φ(η 1 ), . . . , φ(η N )}, that iŝ
So the functionK N (x) is concave. Denoteŵ N = sup x∈R {x|F N (x) ≤ p}. The functionK N (x) is monotonically increasing when x <v N , and it is monotonically decreasing when x >ŵ N . The functionK N (x) is constant with respect to x ∈ [v N ,ŵ N ], i.e., the optimal value of (18). The set of optimal solutions of (24) is given by
Letx N be any optimal solution of (24). Proposition 3.1 claims thatx N → c w.p.1. So for any ǫ > 0, there exists N 0 > 0 such that for any N ≥ N 0 , |x N − c| < ǫ w.p.1. We choose ǫ < δ so that x = v ± δ can not be optimal solutions of (24) when N ≥ N 0 . For this case,v N must be an optimal solution of (24), and henceĉ N =K N (v N ) is the optimal value of (24). Applying Proposition 3.1 to the stochastic program (24) establishes the convergence statements. where u i are the first N points of a scrambled (t, d) -sequence in base b ≥ 2. Let f (u) = K(x; ψ(u)), where the function K is given by (9) and η = ψ(u). If f is Riemann-integrable for each x ∈ [v − δ, v + δ], the results in Theorem 3.3 also hold.
Corollary 3.4. Suppose that Assumption 3.2 is satisfied. We take
Proof. Note thatK N (x) =Î N (f ) and k(x) = I(f ). By Proposition 2.1, when using scrambled (t, d)-sequences as inputs,
Corollary 3.4 shows that under a very mild condition on the function f (u) = K(x; ψ(u)), the consistency of VaR and CVaR estimates holds when using scrambled (t, d)-sequences as inputs.
Theorem 3.4 shows thatK N (x) converges to k(x) uniformly on [v−δ, v+δ] w.p.1. However, the exact rate is unknown. To further study the convergence rates ofĉ N , we next make an assumption on the worst-case error rate of K N (x). 
Proof. Letx N andμ N be any optimal solution and the optimal value of of (24), respectively. Ifμ N < c, then
On the other hand, ifμ N ≥ c, then
We thus have |μ N − c| ≤ βN −α w.p.1. It suffices to show that there exists a constant N 0 > 0 such that for N ≥ N 0 ,v N is an optimal solution of (24) w.p.1. If that holds, thenμ N =K N (v N ) =ĉ N so that the first part of the theorem stands.
Note that the maximizer v is unique for (23) . Since k(x) is continuous on the compact set x ∈ [v − δ, v + δ], we have that there exists ǫ = ǫ(δ) > 0 such that
Since ǫ > 0, there exists an
Combining (29) and (30), we find that for
From (30), we haveK
As claimed in the proof of Theorem 3.3,v N must be an optimal solution of (24) for N ≥ N 0 w.p.1. Since N 0 is a constant, (28) holds. Theorem 3.6 shows that the RMSE ofĉ N enjoys the worse-case error rate for the integrations of K(x; ψ(u)), x ∈ [v − δ/2, v + δ/2]. Note that if V HK (K(x; ψ(u))) is uniformly bounded over x ∈ [v −δ, v +δ], Assumption 3.5 can be satisfied with α = 1 − ǫ for arbitrarily small ǫ > 0 when using scrambled (t, d)-sequences as inputs. However, the function K(x; ψ(u)) involves a max component that usually makes the variation infinite when d ≥ 3, as claimed in [24] . The results in Theorem 3.6 may be limited to the cases of d = 1, 2. To remedy this, we next study the RMSE and the mean error of the CVaR estimate under some mild conditions, which seem weaker than Assumption 3.5. The next lemma plays an important role in studying QMC errors. The proof can be found in [32] . We prove here for completeness.
Lemma 3.7. Suppose that Assumptions 3.2 is satisfied. For a fixed p ∈ (0, 1), we haveĉ
Proof.
we have
where we use F (v) = p.
Theorem 3.8. Suppose that Assumptions 3.2 is satisfied and p ∈ (0, 1).
We take η i = ψ(u i ) in (7) , where u i are the first N points of a scrambled
• If the LR function ℓ(η) is bounded by a constant M, then, for any
(33) If we further assume that X is bounded, then
• If f 1 , f 2 are of BVHK, and
Proof. By the definition ofv N in (8) , there exists an η * such that
for any N ≥ 1. By (32) and Hölder inequality, we have
Combining (31) and (35) establishes (33) . Suppose that X is bounded by M 1 . Then |v N − v| ≤ 2M 1 . Therefore, by (32), we have
This gives
For scrambled (t, d)-sequence integration, Proposition 2.1 shows that the RMSE is o(N −1/2 ) for square integrable functions. This implies that E[(
Since f 1 (u) and f 2 (u) are of BVHK, f 1 (u)f 2 (u) is of BVHK. Since functions of BVHK must necessarily be bounded, both X = h 1 (u) and the LR function h 2 (u) are bounded. Therefore, in this case, (36) holds. Note that
Both of them are of BVHK since f 1 (u)f 2 (u) and f 2 (u) are of finite variation. By the last part of Proposition 2.1, we have
Together with (36), we arrive at (34). By the second part of Proposition 2.1, we have α, γ ≥ 1/2, and hence (37) holds.
Without using IS, the boundedness of the LR function required in Theorem 3.8 is verified easily since ℓ(η) ≡ 1. It would be interesting to weaken this condition since in some circumstances, it is only guaranteed that the LR function is bounded when X ≤ v + δ, as claimed in [32] . This is left for further research. It is shown from (33) that the mean error of the CVaR estimate depends on three sources of estimation errors:
(i) the RMSE of RQMC integration of the kink function K(v; ψ(u)) given by (9),
(ii) the RMSE of RQMC integration of the discontinuous function function J(v; ψ(u)) given by (6) , and (iii) the RMSE of the VaR estimate.
As shown in [9] , a faster convergence rate of RQMC can be achieved if the boundaries of the set Ω v defined in Theorem 3.8 are parallel to some axes. The best possible rate O(N −1+ǫ ) attains for the first two factors as long as Ω v is an axis-parallel hyper-rectangle. As a result, the best possible RMSE rate for the CVaR estimate is O(N −1+ǫ ).
Conclusion
Both VaR and CVaR calculations are relevant to rare events simulation. Plain MC often requires a large number of runs to get accurate estimation. Therefore, IS is a very promising method for reducing variance of MC. RQMC method in general has a better convergence rate than MC in the context of numerical integration. It is natural to combine IS with the RQMC method in estimating VaR and CVaR. We proved that the combined method yields consistent estimates under very mild conditions. Additionally, we found some useful error bounds for the CVaR estimate, which reveal the connections with RQMC errors on the kink and the discontinuous functions. The rate established in (34) may be conservative since it is the worsecase error rate for RQMC integration of discontinuous integrands. It may be reasonable to assume that the RMSE rate of the RQMC-based VaR estimate is not worse than the MC rate O(N −1/2 ). Thus, the accuracy of the CVaR estimate depends strongly on the RQMC integration of the kink function K(v; ψ(u)), as shown by Corollary 3.9. We therefore expect that the error rate for the kink function is faster than the rate in (34) for discontinuous functions since K(v; ψ(u)) is usually continuous. As future research, it is worth finding the QMC error rate for VaR estimation, and designing algorithms to improve the accuracy of RQMC estimates.
