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Abstract The sensitivity of subtropical deep convection to the parameterization of cloud microphysics
is elucidated through high-resolution modeling of extreme presummer rainfall over southern China.
An ensemble of physics conﬁguration experiments is used to identify several drivers of model errors in
comparison to radar observations from the South China Monsoon Rainfall Experiment (SCMREX) and
remotely sensed estimates of cloud, precipitation, and radiation from satellites in the A-train constellation.
The beneﬁts of increasing the number of prognostic variables in the microphysics scheme is assessed,
relative to the eﬀects of the parameterization of cloud microphysical properties and cloud fraction
diagnosis. By matching individual parameterizations between the microphysical conﬁgurations, it is shown
that a small subset of the parameterization changes can reproduce most of the dependence of model
performance on physics conﬁguration. In particular, biases that are due to the low-level clouds and rain
are strongly inﬂuenced by cloud fraction diagnosis and raindrop size distribution, whereas variations in
the eﬀects of high clouds are strongly inﬂuenced by diﬀerences in the parameterization of ice crystal
sedimentation. Hence, for the case studied here, these parameterizations give more insight into the causes
of variability in model performance than does the number of model prognostics per se.
1. Introduction
Accuratemodeling of organizeddeep convection is important for predictingmanyphenomena in the tropical
and subtropical atmosphere, such asmonsoons, tropical cyclones, and the diurnal cycle (Holloway et al., 2014;
Waliser et al., 2012).Onclimate time scales the representationof convection inmodels is often themost impor-
tant factor aﬀecting regional- and planetary-scale biases in clouds, radiation, and the cycling of water within
the Earth system (Stevens & Bony, 2013). Climate sensitivity (Sherwood et al., 2014) and climate impacts (e.g.,
ﬂood-inducing extremes of precipitation; Doswell et al., 1996) are often also inﬂuenced by convective cloud
systems, and therefore, deﬁciencies in the simulation of convection can have a limiting eﬀect on the veracity
of regional forecasts and on the development of eﬀective climate services.
The presummer rainy season (April–June) in South China is an early stage of the summer monsoon in East
Asia. It peaks in May, with the onset of the monsoon in the South China Sea and ends in June when the
monsoon rainband shifts north to the Yangtze River valley (Ding & Chan, 2005; P. Li et al., 2017). During this
period, the region experiences approximately half of its annual accumulated rainfall, due to the frequent
occurrence of extreme rainfall associated with organizedmesoscale convective systems (MCSs; with horizon-
tal extents of 200–2,000 km and typical lifetimes of about 18 hr), leading to severe ﬂooding that endangers
lives and livelihoods (Luo et al., 2017). There has been steady progress in understanding themechanisms lead-
ing to formation of these heavy-rain-producing MCSs (S. S. Huang, 1986; Luo et al., 2017; Zhang et al., 2011;
Zhou, 2003), but the skill of regional precipitation forecasts remains low (particularly for extreme rainfall;
L. Huang& Luo, 2017). This is in part due to a lack of understanding of themicrophysical and dynamical drivers
that are operating and how well these are represented by numerical weather models (Luo et al., 2017).
Moreover, MCSs are an important hydrological component of the East Asian Summer Monsoon and are a
frequent phenomena in China in general. They often develop as part of mesoscale and synoptic-scale cloud
systems, particularly on thewarm-air (southern) sides of fronts and shear lines, due to the favorable conditions
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created by a combination of warm advection by lower tropospheric jets (southwesterlies) and diﬄuence in
theupper troposphere (see, e.g., Ding&Chan, 2005, and references therein). As suchMCSs are a key ingredient
of the presummer rainy season in South China, as well as the Meiyu season in the Yangtze and Huaihe River
basins (also known as the Baiyu season in Japan and Changma season in Korea).
Because evolution of deep convective clouds is inﬂuenced by small-scalemicrophysical processes, how these
processes are represented in models aﬀects the realism of simulated clouds. The relative complexity of cloud
microphysics schemes in atmospheric models is an attempt to achieve a suﬃcient level of physical realism in
the representation of cloud processes. This complexity arises primarily from two interdependent sources: the
number of microphysical processes included in a scheme, and the level of sophistication, or physical detail,
to which those processes are modeled. A relatively simple scheme may use a single prognostic variable to
represent each of a small number of cloud species (e.g., cloud droplets, rain, and ice), whereas amore complex
scheme will typically involve ﬁner diﬀerentiation of cloud species (graupel, hail, cloud ice, and snow) and
employ more prognostics for each species. The greater diﬀerentiation of species leads to more interspecies
interactions and the increased number of prognostics leads to greater sophistication in the representation
of these processes. This increased complexity raises the computational cost, but it is not obvious what the
eﬀects of this additional complexity are, or where the balance between costs and beneﬁts lies.
Microphysics schemes can also diﬀer in terms of the parameterizations used for the same physical process.
For example, schemes rely on a large number of assumed hydrometeor properties, which are needed to pro-
vide a closed description of the processes involved, and these properties can vary widely between schemes.
Closure relations include particle size distributions and parameterizedmass-diameter and fallspeed-diameter
relationships. When comparing microphysics schemes in order to understand a physical process, or optimiz-
ing a given scheme for a particular application (e.g., weather forecasting), it is of interest to understandwhich
factors are the main drivers of intermodel spread and model performance.
In situations where model performance is inﬂuenced by the complexity of the microphysics scheme, it is
pertinent to ask the following: (a) what are the mechanisms by which microphysical complexity aﬀects the
model predictions? Or, in other words, which processes are most sensitive to microphysical complexity and
why? And (b) to what extent can a less complex scheme be tuned so as to emulate the eﬀects of greater
complexity? A route to answering these questions is to identify how complexity aﬀects individual microphys-
ical processes and the implications that these aﬀects have for simulated cloud properties. This approach was
employed by Morrison et al. (2009) to investigate the eﬀects of microphysics scheme complexity on simula-
tions of idealized squall lines, andby VanWeverberg et al. (2013) andVarble et al. (2014) inmodeling studies of
observed convective systems in the tropics. These studies identiﬁed a range of predicted propertieswhich dif-
fered between single- and double-moment microphysics schemes. For example, Van Weverberg et al. (2013)
showed that the mass of ice in the upper troposphere varied between schemes with diﬀerent levels of com-
plexity, and Varble et al. (2014) showed that rain water contents were highest in single-moment schemes. The
results of Morrison et al. (2009) suggested that there are intrinsic advantages to higher-complexity (multi-
moment) schemes, because they are able to represent a range of rain-producing processes within the same
computational domain.
In answering questions (a) and (b), above, it is useful to bear in mind that many cloud properties are inﬂu-
enced by only a small number of microphysical processes. Two simple examples of this are as follows: the
condensed water contents of midlatitude frontal clouds (Furtado et al., 2015) and tropical deep convection
(Van Weverberg et al., 2013), which depend strongly on the parameterization of the hydrometeor sedimen-
tation ﬂux; rain water contents and rainfall rates, which are sensitive to the parameterization of raindrop
number concentration (Morrison et al., 2009; Varble et al., 2014). Recentwork by Eidhammer et al. (2017) com-
paring traditional speciated ice microphysics (Gettelman &Morrison, 2015) to a single-category-variable-habit
approach (Morrison &Milbrandt, 2015), has shown that the diﬀerences in cloud radiative forcing between the
schemes were due to diﬀerences in the parameterization of ice particle mean fallspeeds. It is not likely that all
microphysics schemeswill respond in the sameway to all changes—there are structural diﬀerences between
schemes which may preclude this possibility. However, because all schemes have been designed to incorpo-
rate the same physics (the physics of clouds), we may expect commonalities between them in terms of how
and why they perform in a given way for a given type of cloud. The above examples suggest that sensitivity
to fallspeed and number concentration is an area where we expect such commonalities to exist. Hence, these
parameters will be a focus of this study. Indeed, there may be simple physical reasons why sedimentation
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has been identiﬁed as an important factor in many models. For example, Furtado et al. (2015) showed that
mass conservation of water places an analytical constraint on how clouds respond to changes in hydrome-
teor fallspeed, because (in quasi steady state conditions) the precipitation ﬂux must balance the upward ﬂux
of water vapor.
An additional source of complexity in numerical models is the parameterization of condensation of water
vapor to form liquid cloud droplets. Because the time scale for condensation is extremely short, compared
to a typical model time step, the initial formation of liquid cloud can be modeled by diagnostically dividing
the total mass of vapor plus liquid water between condensed and gaseous phases. Because the size of a grid-
box in a model can exceed the spatial scale of heterogeneities in atmospheric water content, models often
accomplish this partitioning by making assumptions about the statistical properties of humidity on subgrid
scales: so-called cloud macrophysics (Sommeria & Deardorf, 1977). There is considerable uncertainty about
these assumptions (particularly in the presence of ice crystals), and the relative importance of cloud macro-
physics, compared to the subsequent microphysical evolution of in-cloud properties, needs to be assessed
according to the cloud regime and application under consideration.
In this study, we use a case study of organized deep convection over South China to identify a set of major
drivers of model errors in the properties of deep convective clouds and rainfall and, in particular, how these
errors are aﬀected by the level of complexity inherent in the cloud microphysics and macrophysics schemes.
2. Description of the Model Evaluation Framework and SCMREX Case Studies
The atmosphericmodel used in this study is a high-resolution (convection permitting) local areamodel (LAM)
conﬁguration of theMetOﬃceUniﬁedModel, nested inside a coarser-resolution global simulationperformed
with the Met Oﬃce Global Atmosphere 6.1 conﬁguration (Walters et al., 2017). Lateral-boundary conditions
for the LAM are applied hourly in a rim of width 9 grid lengths around the edge of the model domain. The
high-resolution domain has an angular grid spacing of 0.04∘, which corresponds to an approximate grid
length of 4 km in the model’s rotated-pole coordinate system. The vertical level set has 80 terrain-following
levels with amodel top at 35.8 km and a lowestmodel level at 100m. Boundary conditions are derived hourly
from the global driving simulation, which has a grid spacing of 0.2∘. The dynamical core of both models is
nonhydrostatic and uses semi-Lagrangian advection. The driving model uses a mass-ﬂux-based convection
parameterization, but this is turnedoﬀ in thehigh-resolution LAM. Theboundary layer parameterizationoper-
ates onallmodel levels and is basedon thenonlocal schemedescribedbyLocket al. (2000),withmodiﬁcations
to make the scheme more applicable to convective gray zone scales. The radiation scheme in the model
is based on Edwards and Slingo (1996) and calculates a two-stream approximation to a spectrally resolved
radiance ﬁeld, subject to scattering and absorption by clouds, aerosols, and atmospheric gases. The optical
properties of ice crystals in the scheme use the habit-mixture approach described by Baran et al. (2014). In
general, themodel physics in the LAM is similar to a conﬁgurationusedoperationally byMetOﬃce forweather
forecasting applications over the United Kingdom.
As a framework for varying the complexity of the microphysics within the Uniﬁed Model, we use the Cloud
and AeroSol Interacting Microphysics (CASIM) scheme. The scheme allows for a range of complexity, rang-
ing from all-single-moment (CASIM 1M) to a fully double-moment scheme (CASIM 2M; Grosvenor et al., 2017;
Miltenberger et al., 2018). Triple-moment conﬁgurations are also permitted, butwill not be investigated in this
paper. The default CASIM conﬁgurations have ﬁve hydrometeor species: cloud droplets, raindrops, cloud ice
crystals, snow aggregates, and graupel. The following structural scheme-elements are of relevance to under-
standing the results of the sensitivity tests. Warm-cloud microphysics is based on autoconversion of cloud
droplets to rain and subsequent collisional coalescence of the slowly settling clouddropletswithmore rapidly
sedimenting raindrops. Raindrops can exchange mass with the vapor phase by evaporation (dependent on
themean supersaturation in a grid box), and the time scale for this process is modeled explicitly and depends
on the ﬁrst moment of the raindrop size distribution (DSD). By contrast, cloud droplets are assumed to con-
dense out instantaneously (relative to the duration of a model time step). Hence, the mass of liquid cloud
is determined by a saturation adjustment, that is, a diagnostic partitioning of total (liquid plus vapor) water
between gaseous and condensed phases, based on Smith, (1990; as implemented by Grosvenor et al., 2017),
which depends on a parameterized threshold for cloud formation (the critical relative humidity, RHc). Small ice
crystals can formdue to freezingof liquidwater droplets by either homogeneous nucleation (at a temperature
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Table 1
Microphysics Conﬁgurations Intercompared in This Study
Name l r i s g PSD type Ice shape DSD closure Cloud
2M 22222 gamma sphere prognostic, 𝜇r = 2.5 on/oﬀ
2M CS 22222 gamma sphere prognostic, 𝜇r = 2.5 RHc
1M 11111 gamma sphere Nr = 5 ⋅ 106, 𝜇r = 2.5 on/oﬀ
1M CS 11111 gamma sphere Nr = 5 ⋅ 106, 𝜇r = 2.5 RHc
1M Nr 11111 gamma sphere Nr = 2.5 ⋅ 104, 𝜇r = 2.5 on/oﬀ
1M Nr SI 11–11 mixeda nonsph.b Nr = 2.5 ⋅ 106, 𝜇r = 2.5 on/oﬀ
WB 11–11 generic nonsph. interceptc, 𝜇r = 0 on/oﬀ
WB CS 11–11 generic nonsph. intercept, 𝜇r = 0 RHc
aPSD is generic for sedimentation, gamma for all other processes. bNonspherical, M ∝ D2 (disk-like
prefractal), for all processes. cNr = na𝜆1−nb .
threshold of −40 ∘C) or by heterogeneous freezing using a parameterization of immersion freezing. Once ice
crystals are present, they can be transferred to the snow category by autoconversion and subsequent colli-
sion accretion. Graupel is formed by collisions between ice crystals and snow aggregates with cloud droplets
or raindrops. Ice, snow, and graupel can all sediment, grow (and sublimate) by vapor deposition, and be con-
verted to cloud or rain by melting at temperatures warmer than 0 ∘C. The above process rates depend on
the particle size distributions, fs(D), and the sets of ﬁxed microphysical properties, s, which are assumed
for the various species, s ∈ {cloud,rain,...}, of hydrometeor. Among the microphysical properties belong-
ing to s, of relevance here are the parameters, as, bs, cs, and ds, in the mass-diameter (Ms = asDbs ) and
fallspeed-diameter (Vs ∝ csDds ) parameterizations for each species. These quantities enter into the usual
single- and double-moment closure relations to give closed expressions of the process rates in terms of the
prognostic variables. For all ﬁve cloud species, the particles are assumed to be spherical in shape (or, at least,
to have masses that are proportional to the cube of their linear dimensions; corresponding to bs = 3 for all s).
The eﬀective densities, 6as∕𝜋, of cloud droplets and raindrops are equal to thematerial density of liquidwater
(1,000 kg/m3), whereas the nature of solid phase cloud particles is incorporated by using eﬀective densities
of 200 kg/m3 and 100 kg/m3 for ice crystals and snow aggregates, respectively. For a double-moment species,
the process rates are closed in terms of the prognosticmassmixing ratio, qs (kg/kg), and number, Ns (kg
−1), of
the species. For a single-moment species, the sole prognostic variable is qs and the number concentration is a
species-dependent constant (see Table 1). In both cases, the size distributions of all the species are assumed
to be Gamma distributions: fs(D) = NsΓ(𝜇s + 1)D
𝜇
s exp(−𝜆sD)∕𝜆𝜇s+1, where 𝜇s is an s-dependent constant and
𝜆s = Λ(qs,Ns,s) is the function of the prognostics and microphysical parameters that is determined from
the single- or double-moment closure relations.
The CASIM simulations are compared to simulations using the Wilson and Ballard (1999, WB) microphysics
scheme that is currently used operationally in the Uniﬁed Model for weather forecasting and climate pro-
jection. The WB scheme has four prognostic hydrometeor species: cloud, rain, a single (generic) ice-snow
category, and graupel. Structurally, the WB scheme is similar to the CASIMM1, except for the following note-
worthy diﬀerences. First, the absence of a separate ice crystal category, in addition to the generic ice-snow
species, means that ice-to-snow autoconversion and snow-ice collisions are not modeled. Second, the treat-
ment of graupel is slightly diﬀerent and follows the framework described in Wilkinson (2017). The majority
of diﬀerences between WB and CASIM, therefore, involve either diﬀerent choices for the parameterizations
of speciﬁc physical processes (e.g., autoconversion) or diﬀerent choices of microphysical properties (e.g., size
distributions,mass-diameter relations). For rain and graupel the size distributions are Gammadistributions, as
in the CASIM schemes, but the diagnostic number concentrations of these species are parameterized to vary
with mean particle size: Ns = n0s𝜆1+𝜇s−n1s∕Γ(1 + 𝜇s), where n0s and n1s are constants and s ∈ {rain,graupel}
(cf., CAISM M1, for which Nr and Ng are constants). For rain, the values of these parameters were derived
by Abel and Boutle (2012) from aircraft measurements, with the aim of representing the observed relation-
ship between themass and sedimentation ﬂux of raindrops. A further diﬀerence between the CASIM andWB
schemes is that the size distribution for the generic ice-snow category in the WB scheme uses the moment
estimation parameterization developed by Field et al. (2007), together with amass-diameter relationship that
is characteristic of nonspherical ice particles (Cotton et al., 2012). The fallspeed-diameter relation for ice also
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diﬀers from the CASIM scheme and uses the parameterization from Furtado et al. (2015) (see model conﬁg-
uration W , therein). These diﬀerences imply that, for the same ice water content, there may be signiﬁcant
diﬀerences in the ice microphysical process rates between the CASIM and WB simulations.
Both the CASIM and WB schemes allow the complexity of the diagnostic cloud scheme to be varied: a sim-
ple on-oﬀ cloud scheme, for which only subgrid cloud fractions of one (fully overcast) or zero (no cloud) are
allowed, can be compared to a more complex scheme that accounts for subgrid-scale moisture variability. In
both schemes, the subgrid volume fraction of liquid cloud, Cl , is a diagnostic function of the gridbox mean
variables (temperature, water content, etc.) and depends on a vertical proﬁle of adjustable parameters, RHc,
as described by Smith (1990) and Grosvenor et al. (2017). A purely on-oﬀ cloud fraction scheme corresponds
to the choice RHc(zh) = 1, for all values of the model’s terrain-following vertical coordinate, zh. Subsequently,
RHc will be referred to as the critical relative humidity (for the formation of liquid cloud).
The function Cl has a natural interpretation as the zeroth moment of a probability density function (PDF)
for subgrid-scale ﬂuctuations in water content and temperature (see, e.g., Sommeria & Deardorf, 1977;
Smith, 1990). For the CASIM and WB schemes, Cl is consistent with a symmetric triangular PDF with half
width equal to RHc. The cloud water content, ql , is determined from a truncated ﬁrst moment of the PDF
(Grosvenor et al., 2017; Smith, 1990). To identify the relative importance of cloud fraction diagnosis for model
biases, simulations with RHc = 1 will be compared to simulations with a vertical proﬁle of values of RHc. In
terms of the subgrid scale PDFs, a value of RHc = 1 corresponds to a very sharply peaked (narrow) distribu-
tion, for which the gridbox mean water content must attain water saturation before any liquid cloud can be
diagnosed in a gridbox. It should be noted that, in this paper, where a value of RHc ≠ 1 is used, only liquid
clouds are directly eﬀected, that is, in the experiments considered here RHc has no eﬀect on the diagnosed
ice cloud fractions, which are always assumed to be on/oﬀ .
2.1. Details of the Model Sensitivity Tests
Simulations are performed with three baseline model conﬁgurations and with a set of sensitivity tests
designed to investigate the causes of the main diﬀerences between baseline simulations (Table 1). As base-
line simulations we use CASIM all-double-moment (thereafter 2M), CASIM all-single-moment (1M) and the
default conﬁguration of the Wilson-Ballard scheme (WB). In all the baseline conﬁgurations the critical rela-
tive humidity for cloud formation, RHc, is equal to one on all model levels. The additional sensitivity tests are
as follows:
2.1.1. CASIM All Single Moment With Modiﬁed Raindrop Number Concentration (1M Nr)
In the CASIM single-moment scheme, the default value of the diagnostic number concentration, Nr , of rain-
drops is 5 × 106 kg−1. To investigate the eﬀects of this parameter, we will compare to a sensitivity test for
which Nr is reduced to 2.5 × 104 kg−1. It will be shown below that the lower value is typical of the number
concentration that arises in the 2M simulation. Hence, reducing Nr gives diagnostic number concentrations
that resemble those in the 2M simulation.
2.1.2. CASIM All Single Moment With Modiﬁed Ice Microphysics (1M SI)
The default conﬁgurations of CASIM have separate prognostic variables for small ice crystals and larger snow
aggregates, particles of both ofwhich are assumed to be spherical and gammadistributed in their linear sizes.
By contrast, the Wilson-Ballard scheme uses a single prognostic variable for a combined (generic) snow-ice
species, which is assumed to be nonspherical in shape and is distributed according to the bimodal size dis-
tribution derived by Field et al. (2007). To understand the role of these diﬀerences, we modify the CASIM
1M scheme by (a) removing the snow aggregate category, so that there is only one hydrometeor species
for ice-snow; (b) using the WB mass-diameter relation for the particles of the single ice-snow species; (c)
modifying the parameterization of mass-weighted mean fallspeed so that it uses the same PSD and the
fallspeed-diameter relations as theWB scheme. Note that the PSD and fallspeeds aremodiﬁed only in param-
eterization of mean sedimentation ﬂux; other microphysical processes are not aﬀected by the changes. This
is done to identify the important role of sedimentation in aﬀecting intermodel diﬀerences.
To consistently assess diﬀerences in radar reﬂectivity between the WB and CASIM schemes, the radar reﬂec-
tivity calculations for the 1M SI conﬁguration uses the Field et al. (2007) PSD.
2.1.3. CASIM 1M Nr SI
A combination of the modiﬁed raindrop number and modiﬁed ice microphysics experiments.
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Figure 1. The synoptic conditions associated with the SR1 heavy rainfall event at 00 UTC 20 May 2016. (a) Composite radar imagery (maximum reﬂectivity in
column), from Chinese Meteorological Administration’s network of operational weather radars over south China. (b, c) The ERA Interim reanalysis for 00 UTC 20
May, at 500 hPa and 850 hPa: equivalent potential temperature (𝜃e , red-blue colors); regions of negative pressure-velocity (𝜔 at 500 hPa, hatches) and regions of
negative horizontal convergence (∇h ⋅ u at 850 hPa, hatches); streamlines of the 500 hPa and 850 hPa winds (purple); contours of temperature (black).
2.1.4. CASIM Double- and Single-Moment Schemes With Height-Varying RHc (2M CS; 1M CS)
To assess the relative importance of the parameterization of condensation, compared to cloudmicrophysical
processes, a pair of sensitivity tests to the parameterized values of RHc are included. A vertical proﬁle of values
of RHc is speciﬁed which transitions from RHc = 0.95, near the surface, to 0.8 in the free-troposphere (above
5 km). In these simulations, cloud condensation occurs at lower values of relative humidity whichmeans that
less gridboxmean cooling/moistening is required to induce condensation of cloud. As noted above, the value
of RHc does not directly aﬀect the ice cloud fractions in these experiments.
2.2. Description of the Case Study
The case selected (hereafter, SR1) occurred between 19 and 21 May 2016 over Southern China. A squall line
of organized deep convection formed inland of the south coast of China, and propagated eastward, over a
48-hr period, bringing heavy rain to southeastern coastal areas, before eventually traveling out over the South
China Sea. The simulations of the case were initialized at 00 UTC on 20 May, allowing for 6 hr of spin-up prior
to the ﬁrst comparison with observations.
Wewill use a combination of the European Centre forMedium-RangeWeather Forecasts’ ERA Interim reanaly-
sis, composite-radar imagery and satellite-derived rainfall estimates to characterize the large-scale conditions
that drove the squall line formation and propagation. Figure 1a shows the composite-radar reﬂectivity (max-
imum reﬂectivity in column) imagery, derived from the Chinese Meteorological Administration’s network of
operational weather radars, for SR1 at 0800 BJT (00 UTC) on 20 May 2016. A band of heavy rain can be seen
extending from Guangdong and Guangxi provinces, in the southwest, to Jiangxi and Fujian provinces in
the east. The associated large-scale ﬁelds can be seen in Figures 1b and 1c, which show the dynamic- and
thermodynamic-stateof themiddle (500hPa, Figure 1b) and lower (850hPa, Figure 1c) troposphere, in the ERA
Interim reanalysis for 00 UTC on 20May 2016. The streamlines of the horizontal wind components are shown,
togetherwith the equivalent potential temperature (𝜃e, color shading), and temperature contours (solid black
lines). The hatched areas at 500 hPa and 850 hPa show the regions of negative pressure-velocity,𝜔 (Pa/s), and
horizontal divergence, ∇h ⋅ u (s−1), respectively. These ﬁelds show that a strong southwesterly, low-level jet
was present which brought warm, humid air from the South China Sea into contact with a cooler continental
air mass, creating the conditions for synoptic andmesoscale forcing to generate a region of large-scale ascent
and heavy rain formation. The region shown in Figures 1b and 1c corresponds to the integration domain used
for the simulations, which was chosen to encompass the heavy rainfall over land.
The subsequent evolutionof the squall line canbe seen in Figure 2,which shows the reanalysis, Figures 2a–2h,
and GPM IMERG surface rain rate (see section 2.6), Figures 2i–2l, at 6-hr intervals during the rainfall event.
The reanalyses again show 𝜃e (red-blue shading), 𝜔 (at 500 hPa), and ∇h ⋅ u (at 850 hPa). Also shown
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Figure 2. The evolution of the synoptic-scale conditions and surface rainfall associated with the SR1 event. (a–h) From the ERA Interim reanalysis: 𝜃e (red-blue
colors), 𝜃e gradient vectors (black), regions of negative 𝜔 (hatches, 500 hPa), and regions of negative ∇h ⋅ u (hatches, 850 hPa). (i–l) The GPM IMERG surface
rainfall (color shading), streamlines of the 850-hPa wind from ERA Interim (purple) and 𝜃e = 336 K contours (black).
are the horizontal spatial-gradient vectors, ∇h𝜃e, of the on-pressure-level equivalent potential temperature,
which indicate the regions of largest 𝜃e gradients. These regions identify the location of the thermodynamic
front in the lower atmosphere. The streamlines of the 850-hPaﬂowﬁeld are superimposedoverGPMrain rates.
For reference, a 𝜃e = 336-K contour, which (for this case) coincides with the large-scale front on the 850 hPa,
and 500 hPa, surfaces, is also shown (solid black lines). The thermodynamic front is seen to be associatedwith
a mesoscale vortex at low levels (Figures 2i–2l) which moves from west to east across the domain, with the
region of large-scale ascent and organized rainfall in the warm sector ahead of the vortex.
2.3. Description of the Data Sets Used for Model Evaluation
In section 3, themodel sensitivity tests are evaluated against remotely sensed estimates of top-of-atmosphere
radiative ﬂuxes, cloud liquid water path, cloud top height, and surface rain rates. In addition, the radar reﬂec-
tivity factors simulated by the model conﬁgurations are compared to measurements from a ground-based
radar. The polar-orbiting satellite observatories used in this study are in Sun-synchronous orbits within the
A-train satellite formation. They therefore pass over the case study region twice daily, once in the morning
(around 2 a.m., local time) and once in the afternoon (around 2 p.m.). In this section, we will give an overview
of the data sets used, discuss some uncertainty estimates obtained from previous studies, and describe the
metrics used for model evaluation.
2.4. Clouds and the Earth’s Radiant Energy System: Single-Scanner Footprint
The outgoing longwave (LW) and shortwave (SW) radiative ﬂuxes at the top of the atmosphere are strongly
inﬂuenced by clouds, aerosols, atmospheric thermodynamics, and surface properties. As such, these quan-
tities provide a wealth of useful information for evaluating model processes. The Clouds and the Earth’s
Radiant Energy System (CERES) scanning-broadband radiometers, on NASA’s Aqua and Terra satellites, pro-
vide retrievals of the broadband SW and LW ﬂuxes at 20-km spatial resolution (Wielicki et al., 1996). In this
study, we will use the Aqua edition 3A Single-Scanner Footprint (SSF) data. The CERES instrument measures
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radiances in a SW-band, at 0.3–5 μm, and in the infrared window at 8–12 μm. The detected radiances are cor-
rected to account for eﬀects of the instrument’s optics (Loeb et al., 2001), and angularly integrated in a way
that empirically accounts for the scene-dependent anisotropy of the radiation ﬁeld, to obtain estimates of the
top-of-atmosphere radiative ﬂuxes (Loeb et al., 2007). The resultant retrieval has estimated uncertainties of
5 W/m2 in the SW and 2 W/m2 in the LW (Loeb et al., 2007).
2.5. The Moderate Resolution Imaging Spectroradiometer
The Moderate Resolution Imaging Spectroradiometer (MODIS) is a spectrum-resolving scanning radiometer
that operates between 0.4 and 14.5 μmandhas band-dependent resolutions ranging from100m to 1 km. The
MODISCloudProduct uses a combinationof visible and thermal-infraredwavelengths, to retrieve estimates of
the radiative andmaterial properties of clouds.Wewill use theMODIS/AquaCollection 6 Level-2 (derivedgeo-
physical variables at the pixel—that is, individual-observed-scene—level) estimates of cloud water path and
cloud top pressure (Platnick et al., 2015). These ﬁelds are available in 5-min time interval granules, which indi-
vidually cover an area of approximately 1,354 × 2,030 km2. Within a granule, the cloud water path product is
available on a 1× 1-km2 grid, and the cloud top pressure on a 5× 5 km2 that is geolocated at the central cell of
each 5× 5-block of 1-km cells. Formidlevel and high-level cloud tops, the cloud top pressure is retrieved using
a CO2-slicing technique that exploits the variable opacity of the atmosphere in the CO2 absorption region
(Menzel et al., 2008). Because the sensitivity of this method is highest in the upper troposphere, it is most
eﬀective for midlevel and high-level clouds. For multilayer clouds, it reports a pressure that is consistent with
the radiative mean of the layers. The CO2-slicing method also requires suﬃcient infrared-contrast between
cloudy and clear skies and, hence, is less accurate for low cloud and optically thin high clouds. Consequently,
for low clouds, the retrieval usually reverts to inferring cloud top pressure by combining an infrared-channel
brightness temperature measurement with a model analysis.
The prelauch evaluation by Frey et al. (1999) of an airborne simulator of MODIS against cloud lidar measure-
ment indicates that biases of less than 1.5 km in cloud top height can be expected in more than two thirds of
cases inwhich CO2 slicing is used. However, subsequent comparisons byHolz et al. (2008) to cloud topheights
obtained from the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) instrument on board NASA’s
Cloud Aerosol Lidar and Infrared Pathﬁnder Satellite Observation (CALIPSO) platform showed that, although
the two retrievalswere relatively similar in terms of their detections of clouds, the estimated cloud top heights
were sometimes highly discrepant. Of relevance to this study, Holz et al. (2008) reported that the top low-level
clouds over the oceans diﬀered by an average of 1 km, and those for high clouds diﬀered by 4 km, in terms of
a global mean, with extreme diﬀerences of 10 km in 16% of the nonpolar high-cloud cases, mainly as a result
of the presence of optically thin clouds.
The presence of uncertainties in the estimation of low-cloud fraction are further supported by the land-based
studies by Tang and Chen (2006) and Y. Li et al. (2006) who used theMODIS cloud properties (CTPs and optical
thicknesses) to construct categorized climatologies of cloud types for the east Asianmonsoon region (Tang &
Chen, 2006) andover the TibetanPlateau (Y. Li et al., 2006) and compared these to cloud types fromadatabase
of weather station reports. These studies found that MODIS underestimated the frequency of occurrence
of most cloud types, with particularly large diﬀerences for low clouds; biases that they attributed to either
the presence of thick high clouds obscuring the MODIS view, or low clouds obscuring high clouds from the
ground-based observers.
For the SR1 case, the cloud ﬁeld is composed of deep convective clouds, with low cloud top pressures, and
low-to-mid level stratus and shallow cumulus clouds. The ﬁndings of Holz et al. (2008) suggest that the cloud
top pressures retrieved for the optical thick deep cloudsmay be expected to fall in the relatively less uncertain
part of the parameter space. However, the same may not be true for any optically thinner anvil cirrus that
detrained from the periphery of the squall lines: such cloudsmight bemisinterpreted as low-level ormidlevel
clouds by the MODIS retrieval.
The MODIS cloud water path is derived by combining estimates of cloud optical thickness and cloud par-
ticle eﬀective radius (the ratio of second and third moments of the droplet size distribution), which are
retrieved simultaneously from reﬂectance measurements in spectral bands that diﬀer in terms of their
amount of absorption by cloud particles. This procedure necessarily involves the use of a theoretical radia-
tive transfer model (Platnick et al., 2017) and requires making pixel-by-pixel decisions as to which phase
(liquid or ice) should be assumed. As such, MODIS retrieves a single condensed water path (CWP), that is, a
column-integrated cloudwater content, whichmaybe indicative of liquid or ice depending on the cloud type.
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As such, the retrievals are uncertain due to a combination of measurement and forward-model errors. For
example, over the global oceans, studies have shown that the MODIS LWPs diﬀer from microwave-based
retrievals from the Advanced Microwave Scanning Radiometer for Earth Observing System (AMSR-E; Hilburn
& Wentz, 2008). In particular, Greenwald (2009) and Seethala and Horváth (2010) showed that tropical and
subtropical MODIS LWPs are, on average, negatively biased compared to AMSR-E, whereas the LWPs of
high-latitude clouds are overestimated on average. Seethala and Horváth (2010) also identiﬁed a strong
dependence of the biases on cloud regime, with the LWPs of warm stratocumulus and cumulus clouds being
overestimated and underestimated, respectively. Moreover, comparisons to in situ measurements, for exam-
ple, those by Painemal and Zuidema (2011) for the South Paciﬁcmarine stratocumulus decks, suggest that the
source of the uncertainties is a systematic high bias in eﬀective radius, which propagates into the LWP esti-
mates. Comparisons over land show similar biases, for example, Hongru et al. (2015) compared CERES-MODIS
LWPs to ground-based retrievals over the Loess (Huáng-tǔ) Plateau in central China and found mean biases
of the order of 40 g/m 2 for single layers of stratus clouds with liquid water paths in the approximate range
50–200 m−2.
2.6. The Global Precipitation Measurement Surface Rainfall Retrievals
We will use surface rainfall estimates from the Global Precipitation Measurement (GPM) mission’s Integrated
MultisatellitE Retrievals for GPM (IMERG) data set (Hou et al., 2014): a gridded-precipitation retrieval that cal-
ibrates information from the microwave sensors in the GPM virtual constellation of satellites, against the
dual-frequency precipitation radar on the GPM Core Observatory, to provide 30-min, 0.1∘ × 0.1∘, estimates of
precipitation. The gridded product covers a latitudinal range from 60∘S to 60∘N.Wewill use the post real-time
ﬁnal/research version of IMERG, which is produced approximately 3 months after the observations are made
and uses monthly rain gauge measurements to improve the precipitation estimates (Huﬀman et al., 2014).
Ning et al. (2016) evaluated the performance of IMERG against gridded daily rainfall analyses and quality con-
trolled rain measurements over China. They found amean bias of less than 0.1 mm/day, in daily mean rainfall
rates during a 20-month comparison period. IMERGwas also shown to be highly correlatedwith the observed
rainfall, particularly outside of northern China and during the summer months. Of interest for the case stud-
ied here, they also showed that IMERG performed reasonably well (e.g., had a low relative bias andwas highly
correlated (Pearson’s r-value above 0.9) with the observations) at capturing the frequency of occurrence of
days with relatively heavy rainfall (when accumulations exceeded 20 mm in 24 hr) and also the amount of
rainfall on those days. Because it includes rain-gauge measurements, we expect IMERG to perform well (on
average) over data-rich regions, but uncertainties for individual cases may nevertheless be large. The reliabil-
ity of IMERG for individual cases of extreme rainfall during the east Asian summer monsoon was investigated
by Wang et al. (2017), who evaluated IMERG for eight typhoons over the coastal China. They found rela-
tive biases of the order of 10% for rain rates in the range 20–60 mm/day; above/below this range, IMERG
underestimated/overestimated rainfall rates by approximately ±20%.
2.7. Radar Measurements and Model Evaluation Metrics
Measurements of radar reﬂectivity factor, Z, are obtained from an operational S-band radar located
in Guangzhou at (113.35∘E,23.00∘ N). The maximum range of the radar is approximately 200 km and
volume-scans containing 9 elevations are available at intervals of 6 minutes. The azimuthal-resolution of the
scans is 1 degree and there are 900 equispaced radial-gates. The data is available via the SCMREX website
Luo et al. (2018).
Although beam can lead to nonlocal eﬀects, a useful property of reﬂectivity at S-band wavelengths is that
it depends strongly on the local Rayleigh-scattering properties of the population of hydrometeors, at the
location of the radar echo, via the formula:
Z ∝
∑
s∈S
∫ dDM2s fs, (1)
where S is the set of types of hydrometeor, for example, {cloud,rain,…}, fs(D) is the particle size distribution
for species s, andMs is the particle mass.
This makes forward modeling radar reﬂectivity from the model output particularly simple because complex
scattering cross-section calculations are not involved and thegeometry of themodel grid, relative to the radar,
does not need to be accounted for. To compare the simulations to the Guangzhou radar, the observed reﬂec-
tivity is interpolated, from the volume scan coordinate system of the radar, onto themodel latitude-longitude
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Figure 3. (a) The measured reﬂectivity factors on the lowest elevation scan of the radar at 09 UTC 20 May, compared to (b) the result of interpolating the
reﬂectivity measurements onto the model latitude-longitude grid, at a ﬁxed height of 2 km above mean sea level.
grid at ﬁxed heights of 1, 2, and 5 km above mean sea level (MSL). Figure 3 shows the result of the regrid-
ding at a height of 2 km, compared to the lowest-elevation (0.48∘) radar scan. The regridding is performed by
three-dimensional linear interpolation in Z using the tetrahedral simplices obtained from a Delaunay tessela-
tion within the convex hull of the radar observations. Hence, we use an arithmetic volumemean to represent
the observed reﬂectivity in each model gridbox. For a discussion of the accuracy of this assumption (com-
pared to using the geometric mean of the observations), see Lakshmanan (2012). We have not investigated
the choice of interpolationmethod, because the diﬀerences between observations andmodels are large, and
because artifacts due to regridding are expected to be smaller than unquantiﬁable uncertainties due to the
spatial resolution of the radar and attenuation.
To compare the satellite observations to the model predictions, the measurements and predictions are both
interpolated onto a latitude-longitude grid with a grid spacing speciﬁed by whichever data set has the low-
est resolution. Hence, we compare radar, models, and MODIS on the model grid; CERES is compared to the
models on a grid with a ﬁxed spacing of 0.2∘ (approximately 22 km, that is, the estimated resolution of the
CERES instrument at nadir). Where more than one MODIS granule, or CERES orbit, is required to fully cover of
the case study domain, the required data points are composited prior to the regridding. This creates a slight
ambiguity as towhat constitutes the best validation time for comparingmodel to observations. To avoid com-
plicating the analysis, we chose to evaluate the simulations at the hour that occurs most frequently in each
composite satellite scene. In practice, this means that a maximum time diﬀerence of 1 hr may exist between
model and observations for some pixels within the domain. Because the CERES and MODIS observations are
colocated on themodel grid, it is possible to partially decompose themodel radiative ﬂux biases according to
cloud type. In this study wewill use cloud top pressure to examine how LW and SW ﬂux biases are distributed
between high, medium, and low clouds, according to the International Satellite Cloud Climatology Project
(ISCCP) classiﬁcation. Given a top-of-atmosphere radiative ﬂux, F, from a given data source (from either a
model or observations, CERES), and the corresponding cloud top pressure ﬁeld (model orMODIS), the domain
mean ﬂux, ⟨F⟩, can be decomposed into contributions due to grid points for which the cloud top pressure, pc,
falls within each of a speciﬁed set of ranges. For the ISCCP classiﬁcation, these ranges are as follows: pc > 680,
680> pc > 440, and pc < 440, for low, medium, and high cloud, respectively. Hence,
⟨F⟩ =∑
i
Ai⟨F⟩i, (2)
where Ai is the fraction of the area of the domain for which pc satisﬁes the conditions for cloud category
i ∈ {low,medium,high} and ⟨F⟩i is the area-averaged ﬂux for that category.
To analyze the eﬀects of themicrophysics conﬁgurations on the simulated clouds, it is convenient to separate
changes in in-cloud quantities from changes in cloud cover. To do this, a subvolume of the computational
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domainneeds tobedeﬁnedas cloudy. In this study,weuse the expressions (bulk-)cloud fraction and frequency,
interchangeably, to refer to the average frequency of occurrence of cloud, at a given height and time, deﬁned
as the fractional area of the computational domain inwhich the condensedwater content exceeds a speciﬁed
threshold, qs0, (taken to be 10
−8 kg/kg):
𝜙s =
∑′
x|z=h Cs(x)
Δ(x)
A
, (3)
where Cs is the subgrid-scale cloud fraction of species s, Δ(x) is the area of the grid box centered at x, h is
the value of the vertical coordinate (z) at which the average is taken, and A is the total area of the domain.
The prime (′) symbol on the summation sign (
∑′) indicates that the sum is taken only over points for which
qs(x)> qs0.
Similarly, by the in-cloud water content, or concentration, of a hydrometeor species, we mean the average of
the condensed water content, rs = 𝜚aqs (𝜚a is the air density), over the subvolume of the domain where qs
exceeds the threshold for deﬁning the presence of cloud, that is, the total above threshold condensed water
content, divided by the area covered by cloud:
𝜌s =
∑′
x|z=h rs
Δ(x)
A𝜙s
, (4)
Note that this deﬁnition diﬀers slightly from the area average of the in-cloud condensed water content; the
latter quantity would be
∑
x(rs∕Cs)Δ∕A, and will not be used in this study. Finally, themean water content or
(cloud-)amount refers to
𝛼s =
∑′
x|z=h rs
Δ(x)
A
. (5)
Hence, 𝛼s = 𝜙s𝜌s and therefore contains contributions from both the area covered by clouds and the con-
densed water contained within those clouds. We will also make use of condensed water paths, which are
column-integrated cloud amounts and are deﬁned as Ws =
∑
z 𝛼s(z)Δz , where Δz is the vertical depth of
a gridbox.
Whenwe compare themodels to the observations of radar reﬂectivity, wewill ﬁnd that a pointwise evaluation
of model errors is not informative because forecast errors, within the relatively small sampling volume of the
radar,mean that the simulated andobserved clouds are usually not collocated. Hence, a statistical comparison
of predicted and observed reﬂectivity ismore informative for understandingmodel sensitivity. To this end, we
will employ three statisticalmetrics to describe the frequencydistributionof radar reﬂectivitywhich, although
deliberately unsophisticated, are suﬃcient to identify the main biases and intermodel variations. In addition,
wemust account for the physical limitations of the radarwhen comparing low-intensity echos and also for the
irregular shape of the radar-scan volume when deﬁning a subdomain for the comparison. Because the radar
is known to have very low sensitivity to returns below 5 dBZ, we will use this value as a lower bound when
analyzing the model data. For the comparison volume, we will use the convex hull of points deﬁned by the
interpolation procedure.Within this volume, the statisticalmetrics used are as follows: themedian reﬂectivity,
for reﬂectivity values above the 5-dBZ threshold; the skew, sk , of the frequency distribution, h(Z), which we
deﬁne as
sk = h(30 dBZ) − h(10 dBZ), (6)
that is, the diﬀerence in the frequency of gearboxes between 30 dBZ and 10 dBZ; and the overlap of a
distribution with the observations,
Oh =
∑
Z > 5 dBZ
h(Z)hobs(Z)∕
∑
Z > 5 dBZ
h2obs, (7)
where hobs is the frequency distribution of the radar observations. The last of thesemetrics describes (roughly
speaking) how well the simulated values project onto the observations, in dBZ space. In particular, Oh mea-
sures how often a simulation produces the reﬂectivities that occur with the highest frequencies in the
observations. (A model that was statistically perfect, in this regard, would have Oh = 1, whereas Oh > 1 and
Oh < 1 indicate models that overestimate and underestimate, respectively, the frequencies of the most
frequently occurring observed values.)
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Figure 4. Zonally averaged vertical cross sections of condensed water content for the (a) 2M, (b) 1M, and (c) WB
conﬁgurations. The colors show rain water content, total ice water content, and graupel water content, according to the
color scales shown at the top of the ﬁgure. The contour lines are lines constant cloud water content (colored) and
cloud-ice water content (black). The hatches show the cloud-ice mass mixing ratio, according to the scale at the top of
the ﬁgure. The ﬁelds are plotted in the intrinsic coordinate system of the model: the vertical axis is the model hybrid
height coordinate (essentially, this is equal to height above surface in the lower atmosphere and transitions to height
above mean sea level aloft); the horizontal axis is latitude in the rotated-pole coordinates.
3. Case Study Results
We consider the WB, double- and single-moment CASIM conﬁgurations to be baselinemodel conﬁgurations,
the diﬀerences between which we aim to understand. In sections 3.1 and 3.2, as a ﬁrst step to quantifying
these diﬀerences, we consider the bulk (average) properties of the cloud and precipitation ﬁelds in these
simulations. These properties include the mean vertical structures of the simulated cloud ﬁelds (section 3.1)
and the spatiotemporal characteristics of the surface rainfall rates (section 3.2). At the same time as identifying
the main interconﬁguration diﬀerences in model predictions, we will discuss results from the intermediate
model conﬁgurations listed in Table 1. These conﬁgurations are shown to reproducemost of the variations in
cloud structure and some of precipitation variability. Subsequently, the eﬀects of the model conﬁgurations
on errors in clouds and radiation are evaluated in sections 3.3 and 3.4. Finally, in section 3.5 we summarize the
main factors among the scheme components tested that inﬂuence the biases.
3.1. Average Cloud Structures: Cross Sections and Vertical Proﬁles
Themain diﬀerences between the simulated cloud ﬁelds in the baseline conﬁgurations can be assessed from
zonally averaged vertical cross sections through the SR1 squall line. Examples of these cross sections are
shown in Figure 4 at 00 UTC on 21 May 2016. The three simulations produce noticeably diﬀerent predic-
tions of condensed water content: both the amounts and spatial distributions of the hydrometeor ﬁelds vary
with model conﬁguration. For example, the WB scheme produces more ice water than the CASIM schemes,
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Figure 5. Zonally averaged vertical cross sections of hydrometeor number density for the (a) 2M, (b) 1M, and (c) WB
conﬁgurations. The colors show the number concentrations of raindrops, snow aggregates, and graupel particles,
according to the color scales shown at the top of the ﬁgure. The colored contour lines are lines constant cloud droplet
number concentration. The hatches show the cloud ice number concentrations, according to the scale at the top of the
ﬁgure. The ﬁelds are plotted in the intrinsic coordinate system of the model: the vertical axis is the model hybrid height
coordinate (essentially, this is equal to height above surface in the lower atmosphere, and transitions to height above
mean sea level aloft); the horizontal axis is latitude in the rotated-pole coordinates.
but gives rain water contents (RWCs) that appear qualitatively comparable to the 2M scheme, whereas the
rain mass from the 1M scheme is larger than in either of the other two simulations. There are also diﬀerences
in the graupel generated by the simulations: in 2M and WB the graupel is concentrated within the regions of
highest cloud water content; by contrast, the 1M scheme produces a more horizontally uniform distribution
of graupel.
The diﬀerences in condensed water contents are related to the diﬀerences in the number concentrations of
hydrometeors. Figure 5 shows the number concentrations of each hydrometeor species that are prognosed
(in the case of 2M) or diagnosed (in the case of single-moment schemes) in the simulations. Several obvi-
ous diﬀerences stand out: ﬁrst, the number concentrations of all species are higher in 1M than in 2M or WB;
second, the trend of rain number concentration with height in WB is the opposite of that seen in CASIM sim-
ulations. The number concentrations in 1M are empirically determined constants, so it is interesting that the
values speciﬁed aremuch larger than those that evolve prognostically in the double-moment scheme. Below,
it will be shown that this diﬀerence is a substantial contributing factor to the rain water contents and radar
reﬂectivity factors for rain, in themodels. Similarly, theWB scheme uses a variable-intercept parameterization
that apparently responds very diﬀerently to the rapidly reducingmass of rain in the subcloud layer, compared
to the other two schemes (Abel & Boutle, 2012). The behavior of the DSD parameterization in WB has been
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Figure 6. The area-averaged vertical proﬁles of (a) in-cloud condensed water (concentration), 𝜌s, deﬁned as the mean
mass of condensate per unit volume averaged over all cloudy grid boxes; (b) bulk cloud fraction (frequency), 𝜙s, deﬁned
as the fraction of the domain area that is occupied by cloud at each height; (c) condensed water amount, 𝛼s, deﬁned as
the average mass of condensate. The colors denote diﬀerent model conﬁgurations, according to the legend at the top
of the ﬁgure. The various styles of line denote diﬀerent species of condensate: cloud liquid (thin-solid lines); rain (dashed
lines); graupel (dotted lines); cloud ice and snow (thick-solid lines).
chosen to transition from frontal environments to drizzling stratocumulus, as the RWC decreases. Figure 5c
suggests that the DSD also undergoes this transition in response to evaporation of rain, which, in this case,
produces results that are at odds with the 2M simulations.
We can quantify the diﬀerences in the hydrometeor ﬁelds by using the vertical proﬁles of in-cloud water con-
tent (concentration), cloud fraction (frequency of occurrence), and cloud amount, shown in Figure 6. The lines
show the domain mean proﬁles, for each hydrometeor species, as functions of temperature. Below the melt-
ing level (T > 0 ∘C) the main interconﬁguration diﬀerence is the larger in-cloud amount of rain water in 1M
(green-dashed line; Figure 6a), which leads to a correspondingly larger rain amount (Figure 6c), compared
to the other simulations. Above the melting level, the biggest diﬀerence is that the WB simulation (solid-red
lines) has a larger amount of ice cloud, both in terms of cloud fractions and in-cloud icewater contents (IWCs).
By contrast, the single- and double-moment CASIM simulations are relatively similar in terms of the preva-
lence and concentration of the ice clouds. Note that for the CASIM schemes, the thick solid lines show the
total ice cloud, including the crystal and aggregate species. In addition to these main diﬀerences, there are
noticeable second-order variations in the graupel water contents and the structure of the mixed-phase layer.
In particular, the graupel structures in the 2M andWB simulations exhibit higher densities of graupel, concen-
trated into smaller areas, compared with the corresponding structures in 1M. Liquid water also extends to a
greater height in the WB simulations.
The diﬀerences in ice clouds between the CASIM 1M and WB simulations are investigated by using the 1M
Nr SI sensitivity test. The later conﬁguration uses single-moment CASIM, but with modiﬁcations to the ice
microphysics so that the scheme more closely resembles WB. In particular, 1M Nr SI uses a single hydrome-
teor category for both snow and ice, uses the same mass-diameter relationship as the WB scheme, and uses
the same parameterization ofmass-weightedmean fallspeed as theWB scheme. It can be seen that this com-
bination of factors accounts for most of the diﬀerences in ice clouds between 1M and WB. Moreover, further
sensitivities (not shown) demonstrate that among these changes the single most important factor, for this
case, is the modiﬁed sedimentation ﬂux. In particular, the use of one prognostic ice species has only a small
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Figure 7. Time-averaged spatial distributions of surface rainfall rate for the GPM IMERG satellite product (a) and the 2M (b), 1M (c), 2M CS (d), 1M Nr (e), and WB
(f ) model conﬁgurations. The colors show the mean rain rates, in mm/hr; the black contour shows the coastline of south China.
aﬀect, since the amount of cloud ice in the CASIM simulations is small compared to the amount of snow, and
the microphysical properties of the two species are similar.
The 1M Nr SI experiment can also reproduce the lower rain water contents seen in CASIM 2M and WB. These
are strongly inﬂuenced by the diagnosed number concentration of rain in 1M, which is considerably larger
than the number concentrations in either WB or 2M. Reducing the number concentration in 1M to resemble
the values predicted by the other two schemes reduces the rain water contents so that they become similar
to 2M and WB.
3.2. Evolution and Statistics of Surface Rainfall
There is some evidence from Figure 4 that the choice of cloud microphysics scheme inﬂuences the macrody-
namical evolution of the squall line. In particular, in the 2M simulation (Figure 4a), there is a region of intense
convective activity, between 2∘ and 4∘ away from the center of the domain, that is displaced by several hun-
dred kilometers from its location in theWB simulation (Figure 4a). This suggests that the cumulative aﬀects of
diﬀerences in diabatic-heating rates, between the simulations, are suﬃcient to induce variations in the propa-
gation of convective features within the storm. To further examine these variations, Figure 7 shows the mean
precipitation structures associated with a subset of the sensitivity tests and compare these to those seen in
GPM IMERG. The time-averaged rain rates, shown in Figure 7, demonstrate that the observed rainfall patterns,
as estimated by the satellite product (Figure 7a), are qualitatively similar to those generated by the CASIM
simulations (Figures 7b–7e). The WB simulations resemble the satellite retrievals over the land, but appar-
ently underestimate the amount of rainfall over the South China Sea. There are also noticeable, but smaller,
diﬀerences in simulated rainfall between the CASIM 2M (Figure 7b) and 1M (Figure 7c) simulations, which
will be evaluated quantitatively below. Moreover, Figure 7e (1M Nr) suggests that these diﬀerences can, to
some extent, be attributed to the diﬀerences in raindrop number concentrations, Nr , between the simula-
tions. Figure 7d (2M CS) shows that RHc also aﬀects the surface rain rates in the double-moment simulation,
resulting in a reduction in rainfall particularly over ocean.
Figure 7 suggests that, although there are diﬀerences in the ﬁner-scale features of the rainfall, the large-scale
evolution of the rain band is less aﬀected by the choice of microphysics. This is consistent with the syn-
optic situation described in section 2.2, for which there is a substantial degree of control by large-scale
thermodynamic gradients (see Figure 2). It is diﬃcult, in this case, to attribute the evolution of smaller-scale
features within the rain band to speciﬁc dynamical causes. It is however possible to demonstrate the poten-
tial for the evaporation of rain to aﬀect the simulations. In particular, an analysis of the time-series of the rate
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Figure 8. Time series of the domain-averaged surface rainfall rates, in mm/hr, for the duration of the case study. The rainfall rates over thresholds of (a)
0.1 mm/hr, (b) 1 mm/hr, and (c) 10 mm/hr, are shown for ﬁve model conﬁgurations and the GPM IMERG satellite product.
of evaporation of rain in the lower troposphere (ﬁgure not shown) shows that evaporation proceeds a factor
of 2.5 faster in the 1M simulation, compared to 2M. This is consistent with the larger rain water contents pro-
duced by that conﬁguration (see Figure 6). We have also identiﬁed a corresponding decrease in the average
temperature of the subcloud air underneath the squall line, which (although it provides only a crudemeasure
of cold-pool strength) suggests a potential feedback of rainfall on the properties of cold pools generated by
convection within the squall line. In this case, the average temperature diﬀerence is very small (less than 1
K), which is consistent with the eﬀects of evaporative cooling on the large-scale evolution beingminor. How-
ever, the presence of a large-scale frontal boundary and the complexity of the underlying terrain may make
it diﬃcult to diagnose any sensitivity of cold pools to microphysics by considering average temperatures.
The qualitative diﬀerences in rainfall, seen in Figure 7, can be quantiﬁed in terms of their eﬀects on the basic
statistical properties of surface rain rate. To this end, Figure 8 compares the time series of simulated domain
mean rainfall amounts to the GPM (and TRMM) retrievals, for rain rate thresholds of 0.1, 1, and 10mmhr−1. For
the lowest two thresholds, WB (red lines) gives the least surface rainfall and 2M themost. The single-moment
CASIM scheme is intermediate between these two limits, except for the highest threshold, above which 1M
has the least rain. Figure 8 also supports the conclusion that some of the rainfall variability, particularly above
the higher two thresholds (Figures 8(b,c)) is due to the parameterization ofNr . Modifying this parameter in the
single-moment CASIM scheme, gives rain rates (yellow lines) that are closer to the 2M scheme. The sensitivity
of rain rate to cloud fractiondiagnosis is also shown: the thickblue lines showthat the rain ratedecreaseswhen
RHc is reduced. In terms of evaluation of the simulations against the satellite retrievals, the conﬁgurations
consistently overestimate the average rain amounts, compared to GPM at all three rain rate thresholds.
3.3. Liquid Cloud Properties and the Radiative Impacts of Clouds
We can also examine the sensitivity of the spatial distribution of cloud liquid to the choice of microphysics
scheme. Figure 9 compares the cloud liquid water path in the simulations to theMODIS retrieval at 06 UTC on
20 May. At this time, the squall line corresponds to the region of high water paths extending from southwest
to northeast, across the domain. The MODIS retrievals treat cloudy pixels diﬀerently according to whether
they are diagnosed as containing liquid, ice, or mixed-phase clouds. Hence, we partition the domain into
two regions: a warm-phase region, containing only liquid-phase condensate; a cold-phase region, contain-
ing frozen-water mass. The MODIS retrieval can be partitioned using the cloud-phase ﬂag generated by the
retrieval algorithm (Platnick et al., 2015). For the simulations we deﬁne the cold-phase region as where the
water path of frozen condensate (i.e., of cloud ice, snow, and graupel) is greater than 1 g/m2. The bound-
aries between the warm and cold regions are shown by gray contours. For the models, we have plotted the
simulated cloud-liquid water paths in the warm region and the total condensed water path (including all
hydrometeor types) in the cold region. For visual clarity, we use diﬀerent color scales for the condensedwater
paths in each region—although, for the MODIS retrieval the same underlying ﬁeld (the MODIS cloud water
path) is plotted in both regions. For themodels, it is convenient to indicate the areas of thewarm regionwhere
rain and cloud droplets coexist. This is done by the colored contour lines in Figures 9b–9f ). It can be seen that
clouds to the northwest of the squall line are mainly warm-phase stratiform and small cumulus clouds with
relatively little rain water.
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Figure 9. The spatial distributions of cloud liquid water path, over the case study domain, at 06 UTC on 20 May 2016, from the MODIS satellite retrieval (a) and
the 2M (b), 1M (c), 1M CS (d), 1M Nr SI (e), and WB (f ) conﬁgurations. For the models, the colors show cloud liquid water path in g/m2 (according to the color
scale shown top right), in the region where the frozen water path is less than 1 g/m2; total condensed water path (all phases; lower-right color scale), in the rest
of the domain. For MODIS, the retrieved total condensed water path (CWP) parameter is plotted with a color scale chosen according to whether the retrieval
determines the cloud as being liquid-only, or as containing ice. The gray contour lines designate the boundaries of the ice-containing regions. The blue, green,
and red contours show (for the models only) the portions of the ice-free clouds where the simulated rain water paths exceed 10, 100, and 1,000 g/m2,
respectively. The black contours show the coastline of south China.
For the SR1 case the amount of liquid cloud is relatively insensitive to microphysics, although some small
dependencies are noticeable. For example, the 2M and 1M CASIM simulations (Figures 9b and 9c) have
more liquid cloud than the WB simulations, and double-moment microphysics produces slightly denser liq-
uid clouds than the single-moment schemes. Modifying the raindrop number density, Nr , in the 1M scheme
(Figure 9e) gives liquid clouds, which more closely resemble the 2M results, suggesting the diﬀerences
between 1M and 2M are a result of diﬀerences in rain cloud accumulation rates. All these diﬀerences are,
however, small compared to the eﬀects of the cloud-fraction diagnosis (Figure 9b): using RHc < 1 in the 1M
simulations, signiﬁcantly enhances the area covered by liquid cloud. Because MODIS is sensitive to both liq-
uid and ice the retrieved CWP is least ambiguous for thewarm-phase clouds in the northwest quadrant of the
domain, behind the squall line. Moreover, uncertainties in the retrievals mean that the model results should
be compared cautiously to the MODIS retrieval. Nevertheless, it appears that by increasing liquid-cloudiness
in the ice-free part of the domain, 1M CS gives a result that is more similar to the MODIS retrieval (although
still comparatively lacking in cloud liquid). The spatial extent of the region containing cloud ice is similar in
the simulations and MODIS, but the models all overestimate the highest condensed waters within the squall
line compared to the MODIS estimates.
The diﬀerences in cloud species amounts, between the simulations, can be evaluated in terms of their eﬀects
on top-of-atmosphere radiative ﬂuxes. Changes in the amount and composition of clouds are expected to
inﬂuence the shortwave radiation, reﬂected back to space, andmodulate the upwelling ﬂux of terrestrial radi-
ation. For example, the large increases in liquid cloud amount seen in Figure 9d are due to changes in cloud
fraction diagnosis and therefore suggest that the outgoing SWﬂux, in particular, should be highly sensitive to
the choice of RHc. By contrast, ice cloud amount is not directly aﬀected by RHc (in the experiments considered
here), but Figure 6 shows that the diﬀerences in icemicrophysics between theWB andCASIM simulations give
rise to diﬀerent amounts of ice cloud. These changes should be detectable in the outgoing ﬂuxes of radiation
as changes due to the presence of cold, highly reﬂective, high cloud tops. Figures 10 and 11 show the TOA
outgoing SWand LWﬂuxes, respectively, in the simulations and the CERES observations (Figures 10a and 11a),
at 06 UTC 20 May 2016. In the simulations with more ice cloud (WB and 1M Nr SI) a larger area of the domain
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Figure 10. The spatial distributions of top-of-atmosphere, outgoing shortwave radiation (SW ﬂux), over the case study domain, at 06 UTC on 20 May 2016, from
the CERES broadband-ﬂux measurements (a) and the 2M (b), 1M (c), 1M CS (d), 1M Nr SI (e), and WB (f ) conﬁgurations. The colors show outgoing-SW ﬂux in
W/m2; the black contour shows the coastline of south China. CERES = Clouds and the Earth’s Radiant Energy System; LW = longwave; SW = shortwave.
has high solar reﬂectivity (Figures 10e and 10f)) and low thermal emissivity, compared to the simulations that
have less ice cloud (2M, 1M, and 1M CS). The eﬀect of RHc can be seen by comparing Figures 10c and 10d,
which shows the increase in SW ﬂux due to the additional liquid cloud obscuringmore of the underlying land
surface. These eﬀects can also be seen in the outgoing ﬂux histograms shown in Figure 12. The SW ﬂux his-
tograms show two main sources of error, compared to the observations: an excess of relatively dark pixels,
on the low-intensity side of the histograms; and biases in the frequency of relatively bright pixels, at higher
intensities. The low-intensity bias is reduced by using RHc < 1 (which removes the spurious peak around
200 W/m2), whereas the amount of ice cloud aﬀects the errors at higher reﬂected intensities. Overall, it is dif-
ﬁcult to identify schemes that perform substantially better than the others across both histograms. However,
it will be shown in section 3.5 that the simulations with more ice cloud (WB and 1M Nr SI) and more liquid
cloud (1M CS) have the smallest domain-averaged biases in TOA ﬂuxes.
3.4. Sensitivity of Radar Reﬂectivity Factor to Microphysics
Theamounts andnumber concentrationsof thehydrometeor species also causevariations in radar reﬂectivity.
In the Rayleigh-scattering regime, a radar echo, returned from a given volume of cloud, is determined by the
M2s moments of the size distributions of the cloud particles. As such, reﬂectivity factor is strongly aﬀected by
particles of relatively large size or mass. Hence, condensed water content and number concentration assert
opposing inﬂuences over the magnitude of the reﬂectivity. More mass of condensate, within a given volume,
for a ﬁxed number concentration, implies larger reﬂectivity. Conversely, for a ﬁxed mass, a dense population
of small particles will have a lower reﬂectivity.
To evaluate these eﬀects, Figure 13 shows the reﬂectivity factors, simulated by four of the model conﬁgu-
rations, at heights of 2, 5, and 8 km above mean sea level and compares these to the measurements from
the Guangzhou radar (Figures 13a–13c). Only a subregion, in the immediate vicinity of the radar is visual-
ized. There are relatively large errors in the location of the simulated rainfall inside the volume of the radar
scan. Moreover, these errors are consistent across themodel conﬁgurations and can, therefore, reasonably be
described as cloud scheme-independent forecast errors. Superimposed on these errors are the eﬀects of the
choice of microphysics scheme on the magnitude of the reﬂectivity. In particular, the 1M scheme stands out
as having anomalously low reﬂectivity at low levels (2 km, Figure 13g), compared to the other schemes. These
diﬀerences are consistent with the observation that the number concentration of rain in 1M is much larger
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Figure 11. The spatial distributions of top-of-atmosphere, outgoing longwave radiation (LW ﬂux), over the case study domain, at 06 UTC on 20 May 2016, from
the CERES broadband ﬂux measurements (a) and the 2M (b), 1M (c), 1M CS (d), 1M Nr SI (e), and WB (f ) conﬁgurations. The colors show outgoing-LW ﬂux in
W/m2; the black contour shows the coastline of south China. LW = longwave; CERES = Clouds and the Earth’s Radiant Energy System.
than the corresponding value prognosed by the 2M scheme. Moreover, the 1M Nr SI simulation gives similar
number concentrations and rain water contents to 2M (see Figure 6), and therefore produces similar values
for reﬂectivity (Figure 13j). Above 5 km (which lies just above the simulated freezing level for this case), the
diﬀerences between the simulations are less pronounced, despite the large variations of ice water content
between models at these heights. However, the WB scheme does have slightly higher values of reﬂectivity
than CASIM 1Mand 2M.Modifying the parameterization of the sedimentation ﬂux (1MNr SI) gives results that
are more similar to those from the WB scheme.
To investigate the eﬀects of microphysics on radar reﬂectivity, we will use the statistical metrics described
in section 2.3 to quantify the diﬀerences between the histograms of the simulated and observed reﬂectivity
Figure 12. Histograms of the top-of-atmosphere radiative ﬂuxes from the simulations and the CERES measurements.
TOA = top of atmosphere; LW = longwave; SW = shortwave.
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Figure 13. Radar reﬂectivity factors, at 09 UTC on 20 May, in the vicinity of the Guangzhou radar. Panels (a)–(c), show
the radar observations interpolated onto ﬁxed heights of 2, 5, and 8 km above mean sea level. The black circles
surround the areas which are wholly enclosed within the radar scan volume, at each height. Panels (d)–(o) show the
reﬂectivity simulated by 2M, (d–f ); 1M (g–i), 1M Nr SI (j–l), and WB (m–o).
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Figure 14. Histograms of radar reﬂectivity and associated statistical metrics at three heights above mean sea level, accumulated between 06 UTC and 18 UTC on
20 May 2017. In the top panels, the lines show the reﬂectivity histograms (according to the left-hand axes) and the thin vertical bars show the 10- to 30-dBZ
skews (heights; right-hand-axes) and median reﬂectivity bins (horizontal position). The lower panels show the overlap densities, hhobs for the 2M and WB
simulations. The numerical values, printed top-left in the lower panels, give the overlap factors, Oh , for each of the simulations. The histograms are normalized by
the total number of grid points within the radar scan volume at that height; which is the same for the models and (interpolated) radar measurements.
factors. The need for a range of metrics is illustrated in Figure 14, which shows the histograms of radar reﬂec-
tivity (Figures 14a–14c, upper panels), accumulated between 06 and 18 UTC, within the radar scan volume.
Because the radar is insensitive for Z < 5 dBZ, the observed histograms (dashed black lines) are sparely pop-
ulated in this range. By contrast, themodels can simulate any value of reﬂectivity. Hence, although themodel
histograms contain reﬂectivities below the sensitivity of the radar, these should not be interpreted as evi-
dence of a model bias because clouds particles in this range would be largely invisible to the Guangzhou
radar. In particular, when evaluating statistical properties of the plotted histograms, only reﬂectivities greater
than 5 dBZ are used. The heights of the thin vertical bars show the skew parameter, sk , for each distribution,
and the position of each bar on the horizontal axis indicates the modal reﬂectivity bin for the corresponding
histogram. The lower panels show the overlap densities, hhobs, for two of the histograms (2M andWB) at each
height. The total overlaps,
∑
hhobs∕
∑
h2obs, which are measures of the projections of the model histograms
onto the observed ones, are printed top-left in each lower panel. We see that no one of the three measures
fully describes the errors in the model histograms. For example, at 2 km, 2M and WB (both of which are rela-
tively ﬂat, compared to the observations) have similar values of skew, and adjacent modal bins, but still diﬀer
by 30% in terms of overlap with the histogram of the measurements. At 5 km, the same two models over-
lap to a similar extent with the observations, but WB is relatively symmetric, whereas 2M has large-negative
skew. Finally, at 8 km, the diﬀerences between the models are less pronounced in all three metrics. Thus, to
evaluate whichmodels perform better at predicting the statistics of reﬂectivity (or to quantify intermodel dif-
ferences), all three metrics are useful. Based on these considerations, Figure 15a compares the skews (bars)
and overlaps (circles) of ﬁve model conﬁgurations to the radar measurements. WB gives the best represen-
tation of the observed reﬂectivities at low levels, although still has signiﬁcant biases in all three measures. In
the mixed-phase layer (5 km), the CASIM 1M and 2M simulations give the worst representations of the mea-
sured skew. At this height, the WB scheme has almost no 30–10 dBZ skew, which still compares poorly to the
observed positive value of sk but represents an improvement over the CASIM simulations. Modifying the ice
microphysics in theCASIM scheme (1MNr SI) gives reﬂectivitymetrics that aremore similar to those for theWB
scheme. In termsof theoverall overlapof thehistogramswith theobservations, theWBandCASIM2Mscheme
give the best representations at all heights. For midtropospheric ice clouds (8 km), all the schemes are similar
in termsof the threemetrics, although1Mand1MCS standout as having the lowest overlapwith theobserved
histograms. The 1M and 1M CS schemes are also the worst performing models at low levels, where they give
reﬂectivity histograms with lowmodes and negative skews that do not overlap well with the measurements.
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Figure 15. A summary of the main biases found in the 2M, 1M, 1M CS, 1M Nr SI, and WB model conﬁgurations: (a) the
skews (bars) and overlaps (dots) of the time-averaged reﬂectivity factor histograms, for the model conﬁgurations and
radar measurements, at heights of 2 km (red), 5 km (green), and 8 km (blue), above mean sea level; (b) the condensed
water paths of each species of hydrometeor for the model conﬁgurations and the liquid water path product from
MODIS, averaged over the (two) daytime satellite scenes within the case study period; (c, d) the absolute values (black
lines) and biases (black and colored bars) of outgoing SW ﬂux, (c), and LW ﬂux, (d), for models and satellite products. The
black-outlined bars show the mean ﬂux biases (averaged over two (daytime), and four (day and night), satellite overpass
times, for the SW and LW, respectively). The colored bars show the decomposition of the mean ﬂux biases into
contributions from each of four cloud types: clear sky (no cloud), red bars; low cloud, green bars; medium (midlevel)
cloud, cyan bars; high cloud, purple bars.
The worse performance of 1M can be attributed to the number concentration of rain. Modifying Nr , gives a
reﬂectivity histogram that is similar to 2M in terms of all three parameters.
3.5. Summary of the Eﬀects of Cloud Parameterizations on Model Errors
We can now summarize the main diﬀerences between the model conﬁgurations in terms of the metrics con-
sidered above, and relate these to diﬀerences in condensed water contents, number concentrations, and
diﬀerences in parameterizations. Figure 15b shows the simulated condensed water paths of each species
of hydrometeor and the estimate of cloud liquid water path from MODIS. Based on this ﬁgure, the models
can be divided into groups according to the amount of each species of condensate. Each group has shared
characteristic errors compared to the observed quantities (TOA radiation and radar reﬂectivity):
3.5.1. Rain Water Content
In summary: the 2M, WB, and 1M Nr SI schemes give low RWC simulations; the 1M and 1M CS schemes, high
RWC. From this we may conclude that of the factors considered here, the main factor that inﬂuences whether a
model produces high or low RWC is the number concentration, Nr, of raindrops.
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In terms of model errors, the amount of rain is the main factor aﬀecting the radar reﬂectivity below 5 km. It is
weakly correlated with the amount of liquid cloud (possibly due to changes in the collection of cloud by rain)
and is of negligible importance for TOA biases. The lower tropospheric radar reﬂectivities simulated by the
high-RWC schemes are too low, compared to the observations. For heights below 5 km, these conﬁgurations
perform least well, compared to radar observations, because they underpredict the number of large rain-
drops and therefore have statistical distributions of reﬂectivity that project poorly onto the measurements.
By contrast, in the low-RWCmodels the mass of rain is distributed across larger sizes of particles, which gives
histograms of reﬂectivity that agree better with the observations.
Although the single- and double-moment CASIM conﬁgurations diﬀer in terms of RWC, this diﬀerence is
related to the fact that the prognostic number concentration in 2M evolves to a lower value than in 1M. The
1MNr and 1MNr SI experiments show that reducing the number concentration in the single-moment scheme
gives rise to the variations between 1M, on the one hand, and 2M andWB, on the other, in terms of RWC and
radar reﬂectivity.
3.5.2. Ice Water Content
The 2M, 1M, and 1M CS schemes give low-IWC simulations. The WB and 1M Nr SI schemes produce higher
IWCs. Hence, of the factors considered here, the main factor inﬂuencing the IWC is the parameterization of the
sedimentation ﬂux of ice particles.
The amount of ice cloudmakes a large contribution to the diﬀerences in TOA ﬂuxes between the simulations.
The low-IWC schemes therefore have positive LW ﬂux biases and the most negative SW ﬂux biases, because
they produce relatively tenuous ice clouds that are too transmissive of terrestrial radiation and are not suﬃ-
ciently reﬂective of incoming solar radiation. Figures 15c and 15d show the net SW (Figure 15c) and LWbiases
(Figure 15d), decomposed according to cloud type. The net bias for each model is indicated by the wide
black bars, and the thin-colored bars indicate the contributions to the net biases arising from biases in the
mean intensities of each cloud type (high, medium, low, and no cloud), according to the metrics described
in section 2.3. The contributions from each cloud top type are plotted end to end to show how compensat-
ing biases between the diﬀerent cloud types combine to give the overall mean bias. The LW and SW ﬂux
biases contributed by high clouds (purple bars) are signiﬁcantly reduced in the simulations with more ice
cloud. Moreover, replacing the sedimentation velocity in 1M with the parameterization from the WB scheme
accounts for the diﬀerences in the mean ﬂux biases between the CASIM and WB simulations.
The midtropospheric (8 km) radar reﬂectivities simulated by both the high- and low-IWC schemes are similar
to the observations (except at lower values of reﬂectivity—for which the observations are less reliable, cf.
section 2.3). In particular, for all the conﬁgurations, the skews of the simulated reﬂectivity distributions at 8 km
arenegative and therefore have the same sign as theobserved skew. The simulateddistributions are, however,
more weighted toward lower reﬂectivities than the observations. The simulated reﬂectivities are aﬀected by
both IWC and the size distribution parameterizations. Hence, the results suggest that the eﬀects of IWC and
size distribution on the secondmoment of themass distributions is relatively small, for the range of IWCs and
temperatures sampled by the simulations.
The diﬀerences in ice clouds, between the simulations, are insensitive to the number of microphysical prog-
nostics: the diﬀerences between schemes that have one- or two-moment ice, or use separate categories for
small crystals and aggregates, are small provided the schemes use similar microphysical properties. Hence, the
number of prognostic variables has a relatively weak eﬀect on the errors associated with high clouds, in this
case. Rather, among the factors tested, the main inﬂuences on high-cloud errors are the microphysical prop-
erties of the ice hydrometeors themselves (ice-particle masses, fallspeeds, and size distributions), assumed
in each scheme, not the number of prognostic variables used. Moreover, most of the variability can be repro-
duced by changing a single parameterized process: the sedimentation ﬂux of the ice hydrometeors. The 1M
Nr SI experiment shows that modifying the sedimentation ﬂux parameterization to match the one used in
WB, give rise to most of the diﬀerences between the high- and low-IWC simulations, in terms of IWC, LW ﬂux
and SW ﬂux.
3.5.3. Liquid Cloud Cover
The schemes, 2M, 1M, WB, etc., with on-oﬀ cloud fractions (RHc = 1) produce low LWCs; the 1M CS (RHc < 1)
scheme, produces high LWCs. Therefore, of the factors considered, the largest inﬂuenceonhowmuch liquid cloud
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Figure 16. The eﬀects of the forecast initialization time on the sensitivity tests. Each subpanel (as delineated by the
vertical dashed lines) shows the variability across the simulations of a diﬀerent metric. The metric corresponding to each
subpanel is indicated along the horizontal axes at the bottom of the plots. The order of the model conﬁgurations, within
each subpanel, is indicated along the horizontal axis at the top of plot. Each line color corresponds to a diﬀerent
initialization time, according to the legend shown. (a) The variations in TOA ﬂux biases and hydrometeor condensed
water paths for each of three initialization times. (b) The variations in skews (sk) and overlaps (Oh) of the time-averaged
radar reﬂectivity histograms for each initialization time.
is the parameterization of the critical relative humidity, RHc, used for diagnosing cloud water content and liquid
cloud fraction and is not actually cloud microphysical in origin.
The amount of liquid cloud in the simulations is themain factor aﬀecting diﬀerences in TOA SW ﬂux between
the simulations. The low-LWC schemes have large negative SW-ﬂux biases, which are signiﬁcantly reduced by
using a cloud fraction schemewith RHc < 1. The decomposition of SW-ﬂux biases, based on the type of cloud
(Figure 15c), shows that this bias is due to underestimating themean intensity of SW radiation reﬂected from
grid columns with low-level and midlevel cloud tops, and overestimating the SW-ﬂux contribution due to
columns with no clouds. Using a value of RHc < 1 increases the area covered by liquid clouds, at the expense
of otherwise clear-sky pixels, thereby reducing the net SW-ﬂux bias. Figure 15c also shows that purely cloud
microphysical factors have relatively less eﬀect on low-level and midlevel cloud biases. Neither the number
of model prognostics nor diﬀerences in the assumed properties of cloud and rain hydrometeors have much
inﬂuence on the low-level andmidlevel contributions to the SW and LWbiases, compared to the eﬀect of RHc.
In terms of the inﬂuence of RHc on radar reﬂectivity, the small diameters of cloud droplets mean that they
mainly aﬀect reﬂectivities that are below the sensitivity of the radar. Below the melting level, the higher
reﬂectivities are mainly due to rain, the amount of which is not aﬀected much by the amount of liquid cloud.
4. Further Sensitivity Tests
Two limitations of the results presented in section 3 are thatwe consider only one case study andonly a subset
of the possible parameterization changes. Hence, we have not explored the sensitivity of the simulations to
the meteorological regime, initial conditions, or other interscheme diﬀerences in microphysics. To assess the
potential impact of these factors on the conclusions, we brieﬂy consider results from a second case study (to
assess the impact of large-scale meteorology) and to an ensemble of model initial conditions for the original
(SR1) case. Furthermore, for the original (SR1) case, we extend the sensitivity tests to consider some possible
additional sources of intermodel variability.
To assess the eﬀects of large-scale variability on the simulations of the SR1 case, we construct a time-lagged
ensemble by comparing simulations initialized at 00 UTC 20 May, with simulations initialized 6 and 12 hr
earlier. The variability in initial state, across the ensemble members, gives a set of physically realistic pertur-
bations to the evolution of the squall line. This allows us to assess whether the impact of the microphysical
parameterization changes is sensitive to the underlying forecasts of the squall line.
Figure 16 compares the radar metrics and satellite metrics for the three initialization times. Each continuous
line on the plot shows the variations in a metric, across four diﬀerent model conﬁgurations (2M, 1M, 1M Nr SI,
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Figure 17. (a–c) The eﬀects of ice microphysical sensitivity tests on the SR2 case study. (a) The condensed water paths of each hydrometeor species; (b, c) the
histograms of outgoing SW and LW ﬂuxes at TOA. (d–f ) The eﬀects of the additional ice microphysical sensitivity tests on (d) the condensed water paths of each
hydrometeor species; (e, f ) the histograms of outgoing SW and LW ﬂuxes at TOA. The legend refers to the experiments using the abbreviated nomenclature
established in section 4.
and WB), for a given forecast initialization time. It can be seen that the diﬀerent ensemble members respond
in the sameway to the parameterization changes. In particular, for all themetrics, selecting a diﬀerent forecast
initialization time (andhence forecast range)would not have altered the conclusions drawn in the proceeding
sections. This supports the conclusion that the eﬀects of the parameterizations are generic and not speciﬁc
to a particular forecast realization.
A possible limitation of using an ensemble of initial conditions to assess the robustness of the parameter sen-
sitivities is that the initial conditionsmay not be dissimilar enough to give awide subsample of environmental
conditions. To further investigate the dependence of the results onmeteorological regime,we select a second
case study (hereafter, SR2). The second case selected occurred on 12 June 2016. As in the SR1 case, there was
deep convection over South China, but themeteorological situation was less controlled by large-scale frontal
boundaries than during SR1. Hence, there was no forcing of the convective clouds by thermodynamic gradi-
ents and nomesoscale cyclonic features of the kind seen in Figure 2. Instead, local surface-heating-generated
convective cloudswhichwere steered eastward by a large-scalewesterly ﬂow. Figures 17a–17c show the con-
densed water paths and TOA-ﬂux histograms for the SR2 case, averaged over the four satellite overpass times
during the simulation period. It can be seen that both the response of the cloud water contents and the sub-
sequent impact on TOA radiation, are similar to those seen for the SR1 case. In particular, reducing the number
concentration of rain decreases the rain water path in the 1M CASIM simulation (Figure 17a). Similarly, allow-
ing RHc to be less than one increases the liquid cloud cover, the eﬀect of which can be seen in the SW-ﬂux
histograms as a reduction in the SW-ﬂux reﬂected around 200 W/m2. The eﬀects of the ice microphysical
changes are also the same as in SR1: the 1M Nr SI experiment shows an increase in IWP, and has TOA-ﬂux his-
tograms, which are similar to those from theWB experiment. In particular, there is an increase on the number
of cold-bright pixels for which the LW ﬂuxes are in 50–150 W/m2 and SW ﬂuxes are above 900 W/m2.
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A further limitation is that only a subset of possible parameterization changes has been considered. In the
proceeding sections we have identiﬁed a set of parameters which strongly inﬂuence the properties of sim-
ulated clouds. However, we have not ruled out the existence of other factors which could also have large
eﬀects. For example, the above results show that modifying the sedimentation parameterization of ice crys-
tals in the CASIM1M schemegives ice cloudswhich are similar to those in theWB simulation. However, the 1M
and WB schemes also diﬀer in other ways. Among these diﬀerences, we note the following examples which
may inﬂuence ice clouds: diﬀerences in the PSD parameterizations used in other ice-related processes, for
example, collection of liquid by ice crystals or depositional growth of ice; diﬀerences in graupel microphys-
ical properties; diﬀerences in numerics, for example, the choice of discretization scheme. In this section we
will investigate the ﬁrst of these factors: the use of consistent ice PSD and fallspeed parameterizations across
microphysical processes. This is particularly relevant because in the proceeding experiments theWB-PSD and
fallspeeds were only implemented in the CASIM sedimentation parameterization, while the othermicrophys-
ical processes continued to use the original Gamma PSD and CASIM fallspeeds. It is therefore possible that
using the same microphysical properties in other ice processes might lead to compensating eﬀects which
reduce the resemblance between the WB and modiﬁed-CASIM simulations.
Ice microphysical process rates are functions of moments of ice PSD. We can therefore estimate the eﬀects of
changing the ice PSD from a Gamma distribution to the generic, WB-parameterization by comparing the rel-
evant PSD moments. Using this approach, an oﬀ-line calculation (not shown) suggests that the PSD change
will reduce the rate of depositional growth, typically by a factor of between 0.5 and 10 (depending on IWC).
Similarly, the eﬀect of the PSD change on riming and ice-rain collisions ranges between a factor of 2 increase
and 50% decrease (for IWCs that are typical of the mixed-phase zones in the simulations). These simpliﬁed
estimates neglect any feedback whichmay occur, but theymotivate the following additional sensitivity tests:
(SIMd) using theWB-PSD and fallspeeds consistently in sedimentation and depositional growth; (SIMd I-C) as
experiment SI Md, but without collection of cloud-liquid water by ice, that is, without riming; (SIMd I-CR) as SI
Md I-C, but without collisions between ice crystals and raindrops. To assess the overall impact of these exper-
iments, we focus on the metrics presented in Figures 17d–17f which show the eﬀects of the experiments on
themasses of each hydrometeor species (Figure 17d) andonhistogramsof outgoing TOASW-ﬂux (Figure 17e)
and LW-ﬂux (Figure 17f ). The radiative-ﬂux histograms are chosen because TOA ﬂuxes are sensitive to small
changes in the cloud amounts. It can be seen that the eﬀects of the new sensitivities are much less than the
diﬀerences between theM1 Nr SI andM1 experiments. In particular, the additional sensitivities give ice water
pathswhich are similar to those from theM1Nr SI simulation. This lends support to the conclusion that chang-
ing the PSD and fallspeed in sedimentation accounts for much of the diﬀerences in ice clouds between the
1M andWB simulations. By contrast, the eﬀects of the PSD and fallspeed diﬀerences on other ice-related pro-
cesses are less substantial. An eﬀect of depositional growth rate on LW-ﬂuxes in the intervals 100–150 W/m2
and 175–225W/m2 may be noted, suggesting that somemodiﬁcation of high clouds occurs due to the depo-
sition rate change, but these eﬀects are smaller than those resulting from the sedimentation rate change and
will not be investigated further here. A more detailed analysis of the range of metrics considered in section 3
leads to similar conclusions.
5. Conclusions
In this paper we have used a case study of heavy rainfall over south China during the presummer rainy season
to identify a set of cloud microphysical factors, which are major drivers of errors in the simulation of clouds,
precipitation, and radiation in a convection-permitting numerical weather model compared to radar obser-
vations and satellite remote sensing. By comparing results from single- and double-moment microphysics
schemes, we have evaluated the relative importance of the level of microphysics complexity, that is, the num-
ber of model prognostic variables, as compared to the parameterization of individual processes and cloud
microphysical properties within each scheme. We have shown that for quantities for which the simulation
results show sensitivity to the number of prognostics (primarily the mass of rain, radar reﬂectivity, and, to
some extent, the surface rainfall rate) much of the observed sensitivity can be accounted for by diﬀerences
in the prognosed and diagnosed number concentrations of rain in the two schemes. Moreover, replacing the
diagnosed single-moment number concentration with a value that is more representative of the (lower) con-
centrations that evolve in the double-moment scheme, gives a single-moment conﬁguration that behaves
in a very similar way to the double-moment scheme with respect to rainfall: suggesting that, at least in this
case, there is little intrinsic advantage of the computationally more expensive double-moment scheme over
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a well-tuned single-moment conﬁguration. This does not imply that the use of double-moment rain adds no
value to our simulations,merely that (for this case) the 1M scheme could bemade to resemble the 2M scheme
by adjusting the diagnosed raindrop number concentration.Moreover, because only one case is studied here,
our conclusions do not imply that double-moment schemes do not, in general, confer other advantages. For
example, the ability to represent multiple cloud regimes within the same simulation or to resolve interac-
tions between clouds and aerosol. For the East Asian monsoon region, these are questions that we intend
to investigate in future work. Neither do we claim that processes outside of those tested here may not exert
strong eﬀects on model errors nor that other microphysics schemes and cloud regimes will not give rise to
diﬀerent parameter sensitivities. Indeed, these caveats present interesting topics for future work. For exam-
ple, we have not investigated how changes to the parameterization of graupel or aerosols might eﬀect the
simulations results.
The single- and double-moment realizations of the same microphysics scheme are also shown to be similar
in terms of the ice water contents of the clouds produced. Similarly, whether or not the scheme includes sep-
arate prognostic variables for small ice crystals and larger ice aggregates is shown to not strongly aﬀect the
simulation results. By contrast, the diﬀerences in ice clouds (and associated errors in the radiative properties)
between two single-moment schemes with widely varying ice microphysical properties (masses, fallspeeds,
and particle-size distributions) are shown to be very large. Moreover, these diﬀerences—rather than being
the complicated result of numerous interacting, process level diﬀerences between the schemes—can, to ﬁrst
order, be reproduced almost entirely by the choice of parameterization of a single microphysical process:
the sedimentation ﬂux of the ice particles. By transplanting the sedimentation ﬂux parameterization from
the high-IWC scheme into the low-IWC scheme, the latter can be made to generate ice clouds which closely
resemble those produced by the former. Although additional tests to deposition and accretion suggest that
these are second-order eﬀects (for this case), our results do not imply that other interscheme diﬀerences will
not interact with fallspeeds to produce compensating or compounding changes. They do serve, however,
to highlight the importance of ice crystal sedimentation for intermodel diﬀerences and for parameterization
development. The sensitivity tests conducted also identify several microphysical properties that contribute
strongly to errors in simulated clouds, precipitation, and radiation, for this case study. In particular, errors in the
radar reﬂectivity factors of the simulated clouds, because they are correlated with the mean size of the rain-
drops, are shown to be strongly inﬂuenced by raindrop number. The diﬀerences in surface rainfall between
single- and double-moment conﬁgurations are also shown to arise from the drop numbers; this is particularly
the case for the relative extremes of rainfall (rain rates in excess of 10 mm/hr). Biases in top-of-atmosphere
radiation are sensitive to the amounts of liquid and ice clouds present in the simulations. Hence, ice particle
fallspeed, because it controls the amount of ice cloud, is a potentially important inﬂuence on the SW errors
for high values of the solar reﬂectance and the LW errors at low values of the terrestrial emittance. Away from
regions with deep ice clouds, the main factor controlling radiative biases is the amount of liquid cloud. This
was shown to depend only weakly on the choice of microphysics and hence was relatively insensitive to the
number of prognostics or to the details of the parameterization of warm-rain processes, or to cloud prop-
erties (such as parameterized cloud drop number), which varied between the schemes. Instead, the main
factor eﬀecting the amount of liquid cloud was shown to be the choice of critical relative (RHc) in the model’s
diagnostic cloud fraction scheme. This parameter attempts tomodel the eﬀects of subgrid-scale variability in
water content, and hence is not directly microphysical in origin at all. Although purely microphysical factors
(e.g., droplet number and collection eﬃciencies) must have a role to play in explaining the remaining diﬀer-
ences between the schemes, their eﬀect is shown here to be second order compared to the importance of
parameterizing the partitioning ofwater between gas and liquid phases. The results summarized heremay be
of use for targeting future model developments with the aim of improving forecasts of weather and climate
for areas where warm-sector convection plays a major role in the regional climate. In particular, they suggest
that in addition to developing more complex microphysics schemes, for example, by increasing the number
of prognostic variables, attention can also valuably be paid to optimizing the parameterization of a few key
processes in low-order (e.g., single-moment, four-species) schemes. For example, by improving the parame-
terization of raindrop number concentration, ice particle fallspeed and the variability of relative humidity at
unresolved scales (as can be done, on a regional basis, by using ground-based or aircraft measurements), to
make cheaper, faster microphysics representations more accurate. In the future, it would be useful to exam-
ine the generality of these conclusions by considering further cases, covering a range of weather regimes and
types of cloud system, and by comparing results frommultiple modeling systems.
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