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Counteracting geometrical attacks remains one of the most challenging problems in robust watermarking. In this
paper, we resist rotation, scaling, and translation (RST) by constructing a kind of deformable pyramid transform (DPT)
that is shift-invariant, steerable, and scalable. The DPT is extended from a closed-form polar-separable steerable pyramid
transform (SPT). The radial component of the SPT's basis filters is taken as the kernel of the scalable basis filters, and the
angular component is used for the steerable basis filters. The shift-invariance is inherited from the SPT by retaining
undecimated high-pass and band-pass subbands. Based on the designed DPT, we theoretically derive interpolation
functions for steerability and scalability and synchronization mechanisms for translation, rotation, and scaling. By
exploiting the preferable characteristics of DPT, we develop a new template-based robust image watermarking scheme
that is resilient to RST. Translation invariance is achieved by taking the Fourier magnitude of the cover image as the
DPT's input. The resilience to rotation and scaling is obtained using the synchronization mechanisms for rotation and
scaling, for which an efficient template-matching algorithm has been devised. Extensive simulations show that the
proposed scheme is highly robust to geometrical attacks, such as RST, cropping, and row/column line removal, as well
as common signal processing attacks such as JPEG compression, additive white Gaussian noise, and median filtering.
Keywords: Robust watermarking; RST invariant; Deformable pyramid transform; Template; Robustness1. Introduction
Counteracting geometrical attacks such as rotation, scal-
ing, and translation (RST) remains one of the most chal-
lenging problems for robust watermarking. This is
because geometrical attacks easily desynchronize the
watermark, degrading its robustness dramatically. To ad-
dress such problems, a number of RST-invariant blind
watermarking schemes have been developed over the
past two decades. These schemes can be roughly catego-
rized into five paradigms, namely exhaustive search, in-
variant domain, auto-correlation, feature-based implicit
synchronization, and geometrical correction [1-4]. These
are briefly described below.
The exhaustive search method [5-7] iteratively corrects
each geometrical distortion in the search space and then
evaluates the watermark extracted from the geometrically* Correspondence: wct2006@gmail.com
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in any medium, provided the original work is pcorrected carrier accordingly. This method generally leads
to high computational complexity and a large probability
of false positives. The invariant domain approach [8-14]
eliminates the need to identify geometrical distortions by
embedding the watermark in a domain that is invariant to
such distortions. However, this method may encounter the
issue of interpolation approximation during the geomet-
rically invariant transform. Auto-correlation-based tech-
niques periodically insert the watermark in the cover and
use a cross-correlation function to locate the periodic
autocorrelation peaks, which indicate the geometrical
transform that has been performed. The schemes discussed
in [15-17] are typical examples of this category. The fourth
category exploits salient features to achieve geometrical
synchronization, as presented in the schemes of [3,10], and
[18-20]. Under this approach, the embedder binds the
watermark with the geometrically invariant salient features.
The watermark is recovered inversely by the receiver, who
seeks the salient features that still exist, even after severe
geometrical distortion. In general, this category isn Open Access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly cited.
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may degrade greatly if the salient feature detection fails.
The final category estimates the geometrical distortion pa-
rameters, thus permitting geometrical correction and
watermark extraction. The template is generally cons-
tructed and embedded in the cover, and the geometrical
parameters are sought via a particular technique. Several
examples are shown in the schemes described in [21-24].
In addition to the template, support vector machines
(SVMs) have also been incorporated to obtain geometrical
parameters. For example, a number of recently developed
schemes [25-28] generate patterns, such as the inserted
template and Zernike moments, from geometrically
attacked watermarked images. These patterns are then in-
put to the SVM to train the classification model, and fi-
nally, the trained model is used to predict the geometrical
parameters of the to-be-checked image.
In this paper, we develop a new geometrical correction-
based robust image watermarking scheme by constructing
a deformable pyramid transform (DPT) that is shift-
invariant, steerable, and scalable. This is motivated by the
scheme of [24], in which a steerable pyramid transform
(SPT) with shift-invariance and steerability [29] is
exploited to estimate, with an auxiliary inserted template,
the rotation angle. This allows for rotation correction and
watermark extraction. Although the scheme in [24] is
highly robust against rotation, it cannot resist scaling at-
tacks because of the lack of scalability in SPT. To counter-
act both the rotation and scaling, a kind of pyramid
transform (PT) with shift-invariance, steerability, and scal-
ability is needed. However, such a PT has not, to the best
of our knowledge, been reported in the literature. Inspired
by this situation, we design a shift-invariant, steerable, and
scalable DPT. This is extended from SPTas follows.
We start by introducing the SPT. In essence, SPT is a
variant of the wavelet transform (WT). As illustrated in
[29], the conventional orthogonal or bi-orthogonal WT
is sensitive to translation because of its critical sampling.
That is, once the input signal has been translated
slightly, its wavelet coefficients are not the translated
versions of the original wavelet coefficients, and the in-
formation represented within a wavelet subband of the
translated signal is not the same as that in the original
wavelet subband. To address this issue, Freeman and
Adelson [30] proposed a kind of steerable filter that can
be used to synthesize any filter at an arbitrary orienta-
tion via a linear interpolation. This is termed steerability.
Furthermore, Perona [31,32] developed scalable filters
that can be used to interpolate any filter on a scale
within a certain range, which is called scalability. These
steerable and scalable filters were further integrated to
give deformable filters.
In [29], Simoncelli et al. analyzed the translation in-
variance of WT and then generalized it to the concept ofshiftability. In brief, shiftability implies that any filter at
an arbitrary position, orientation, and scale can be
obtained through a linear interpolation of the designed
shiftable, steerable, and scalable basis filters, respectively.
The shiftability in orientation and scale is essentially
equivalent to the steerability and scalability proposed in
[30-32], respectively. In addition, Simoncelli et al. also
proposed the concept of joint shiftability, which allows
shiftability in the subset of position, orientation, and
scale to be achieved simultaneously. As an illustration of
these concepts, they also designed a kind of SPT that is
shift-invariant and has shiftability in orientation (i.e.,
steerability).
In [33], Karasaridis and Simoncelli analyzed con-
straints for SPT and subsequently designed an SPT
under these constraints via a numerical approach. Un-
fortunately, this SPT has non-perfect reconstruction. In
contrast, Portilla et al. [34] developed an SPT with per-
fect reconstruction.
In summary, the filters developed in [30,33,34] are
mainly steerable analysis filters or SPTs with steerability
but without scalability. Although the filters designed in
[30,31] have both steerability and scalability, they do not
incorporate synthesis filters for reconstruction and thus
cannot be considered as PTs. To the best of our know-
ledge, no PTs with shift-invariance, steerability, and scal-
ability have been reported in the literature. In the interest
of counteracting RST in robust image watermarking, we
are motivated to extend the SPT with shift-invariance and
steerability to include scalability. This is termed the DPT
for convenience. To this end, we adopt the SPT with per-
fect reconstruction developed in [34]. The steerable filters
of this SPT are represented in a polar-separable form,
where the angular components are designed so as to
achieve the steerability. This implies that scaling the steer-
able filters would be equivalent to dilating the radial com-
ponent. Thus, according to the shiftability framework in
[29], we can take the radial component of the SPT's steer-
able filters as the kernel for constructing the scalable fil-
ters. Furthermore, combining the scalable and steerable
filters derived from the radial and angular components, re-
spectively, gives rise to the scalability and steerability of
the DPT. Its shift-invariance is inherited from the SPT by
retaining undecimated high-pass and band-pass coeffi-
cients. In this way, we construct a DPT with shift-
invariance, steerability, and scalability.
In an attempt to apply the DPT in robust watermarking
to counteract RST, we first exploit the shift-invariance,
steerability, and scalability of DPT to theoretically derive a
mechanism for RST synchronization. As will be shown,
the DPT coefficients of the translated signal are the
translated versions of those of the original signal, which is
the essence of shift-invariance. The relationship between
the DPT coefficients of the original signal and those of the
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interpolation function parameterized using the rotation
angle and scaling factor.
In this paper, based on the derived RST synchro-
nization mechanism, we develop a new robust image
watermarking that is resilient to RST. According to the
aforementioned essence of DPT's shift-invariance, the
translation of the input signal should affect the syn-
chronization of rotation and scaling. To uncouple the
translation from rotation and scaling, we take the Fourier
magnitude of the cover image as the input to the DPT.
This achieves true translation invariance. Rotation and
scaling attacks are counteracted by first deploying the ro-
tation and scaling synchronization mechanism to estimate
their parameters. The estimated parameters are then used
to correct the rotation and scaling that has been per-
formed. In blind watermarking, the original signal cannot
be used by the receiver, so we resort to the template to es-
timate the parameters of rotation and scaling attacks. Spe-
cifically, we insert the template and watermark at level 1
and levels 2 to 3, respectively, of the DPT pyramid in the
embedding process. During the detection process, we ex-
ploit the rotation and scaling synchronization mechanism
to identify the rotation angle and scaling factor, and fur-
ther use these estimated parameters to correct the rota-
tion and scaling distortions and recover the watermark
from the geometrically corrected signal. Extensive experi-
mental results demonstrate that the proposed algorithm is
highly robust against geometrical attacks such as RST and
exhibits favorable performance against common signal
processing, including JPEG compression, median filtering,
Gaussian noise, and low-pass filtering. In addition, we ob-
serve comparable or higher robustness with respect to
other algorithms in the simulation.
The rest of this paper is organized as follows. Section 2
reviews the SPT with shift-invariance and steerability, and
the construction of the DPT with shift-invariance, stee-
rability, and scalability is detailed in Section 3. In
Section 4, we theoretically derive the RST synchronization
mechanism. We describe the proposed robust image
watermarking scheme in Section 5, and present our ex-
perimental results in Section 6. Finally, the conclusions
are discussed in Section 7.
2. Steerable pyramid transform with
shift-invariance and steerability
In this section, we review the SPT with shift-invariance
and steerability. We first describe the constraints for
SPT given in [33] and then introduce one closed-form
SPT presented in [34].
In [33], Karasaridis and Simoncelli evaluated the con-
straints for the recursive multi-scale SPT. Figure 1 illus-
trates a single-stage SPT, and the multi-stage version
can be formed by recursively inserting the blockenclosed in the dashed box into the filled circle. To
reach the perfect construction, the SPT should meet the
following constraints [33]:
H0 ωð Þj j2 þ L0 ωð Þj j2 L1 ωð Þj j2 þ ∑
K−1
k¼0






  2⋅ L1 ωð Þj j2 þ ∑K−1
k¼0
Bk ωð Þj j2
 
¼ L1 ω2
  2 ð1–2Þ
L1 ωð Þj j ¼ 0; ωj j > π2 ; ð1–3Þ
where ω = (ωx, ωy) is the frequency vector in the Fourier
domain, H0(ω) and L0(ω) denote the non-oriented high-
pass and low-pass filters, respectively, and L1(ω) and Bk
(ω) (k = 0, …, K − 1) represent the narrow-band low-pass
filter and the oriented band-pass filter, respectively. Eqs.
(1–1), (1–2), and (1–3) describe the unit system re-
sponse amplitude, recursion relationship, and aliasing
cancellation, respectively. Furthermore, the following
constraint must hold to achieve steerability:
Bk ωð Þ ¼ B ωð Þ −jcos θ−θkð Þ½ K−1; ð2Þ





Bk ωð Þj j2 :
r
Under the constraints in Eqs. (1) and (2), Karasaridis
and Simoncelli employed a numerical technique to de-
sign the SPT [33], but unfortunately, this resulted in an
SPT with non-perfect reconstruction. In contrast,
Portilla et al. [34] devised an SPT with perfect recon-
struction. This satisfies the constraints described above
and can be represented in a closed form. Because perfect
reconstruction is a natural requisite for watermarking,
we only introduce the closed-form SPT in [34]. This
SPT is represented in the Fourier domain, with polar-
separable filters written as:























Bk r; θð Þ ¼ H rð ÞGk θð Þ k ¼ 0;…;K−1ð Þ; ð4Þ




, θ = arg(ω), and H(r) and Gk






L1 L1  2,2   2,2
Figure 1 System diagram of SPT. Recursively inserting the block in the dashed box at the location of the filled circle gives rise to the
multi-scale SPT.
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Gk θð Þ ¼ K−1ð Þ!ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
K 2 K−1ð Þ½ p ! 2cos θ−πkK
  	K−1
: ð6Þ
The filters L0(r, θ) and H0(r, θ) are thus constructed as:
L0 r; θð Þ ¼ L1 r2 ; θ
 
ð7Þ
H0 r; θð Þ ¼ H r2
 
: ð8Þ
Note that the high-pass filter H0(r, θ) in [34] is also
split into a number of oriented subbands, i.e., H0(r, θ) =
H(r/2)Gk(θ). Because the oriented high-pass subbands
will not be used in our scheme, they have been equiva-
lently simplified as Eq. (8).3. Design of deformable pyramid transform with
shift-invariance, steerability, and scalability
In the interest of counteracting RST in robust
watermarking, we are motivated to design a DPT with
shift-invariance, steerability, and scalability. We take the
SPT in [34] with shift-invariance and steerability as the
starting point. Based on such an SPT, we further achieve
scalability by constructing scalable basis filters from the
steerable ones, Bk(r,θ). According to the theory of
shiftability in [29], scalable basis filters are essentially
scaled versions of Bk(r, θ). As scaling Bk(r, θ) is equiva-
lent to scaling H(r) according to Eq. (4), H(r) can be
taken as the kernel for constructing scalable basis filters.
That is, the radial component H(r) in Eq. (4) is used to
achieve scalability, and the angular components Gk(θ)
are used to satisfy steerability. Together, this results inthe joint steerability and scalability. Furthermore, keep-
ing the high-pass and band-pass subbands undecimated,
as in the SPT, yields the property of shift-invariance.
Continuing with this line of thought, we can construct
the DPT, as shown in Figure 2. This achieves the desired
characteristics of shift-invariance, steerability, and scal-
ability. The Cj(r)(j = 0, 1, …, J − 1) in Figure 2 denote the
scalable filters designed from the kernel H(r).
It can be observed from Figure 2 that perfect recon-
struction requires the following constraint to be satis-
fied:















 2 ¼ H rð Þj j2: ð10Þ
Below, we determine a suitable number of scalable basis
filters, J, derive the closed-form Cj(r), and obtain the
interpolation functions for steerability and scalability.
3.1. Construction of scalable basis filters
According to the sufficient and necessary condition of
shiftability in [29], the number of basis filters is equal to
or greater than the number of Fourier frequencies with
non-zero magnitude, where the Fourier frequency de-
notes the kernel's frequency in the form of an imaginary
exponent. Because H(r) is a piecewise function in the
Fourier domain, we determine the number of scalable
basis filters in a piecewise fashion, as follows.
First, consider the case r∊ (π/4, π/2) where H(r) = cos
((π/2) log2(2r/π)). Here, H(r) can be treated as a func-
tion that has undergone a logarithmic warping ope-
ration, i.e., H(r) = cos(ρ(2r/π)), where ρ(2r/π) = π

















Figure 2 System diagram of DPT represented in the Fourier domain. Cj(r)(j = 0, 1, …, J − 1) are the scalable basis filters designed from the
kernelH(r), and the other filters are the same as those in Figure 1. Recursively inserting the sub-system in the dashed box at the location of the
filled circle forms the multi-scale DPT.
Wang et al. EURASIP Journal on Advances in Signal Processing 2013, 2013:119 Page 5 of 22
http://asp.eurasipjournals.com/content/2013/1/119do not, according to [29], affect the property of shift-
ability, the number of scalable basis filters for r∊ (π/4, π/2)
depends on the non-warping kernel ~H rð Þ ¼ cos 2r=πð Þ ¼
ej2r=π þ e−j2r=π
 =2. Clearly, there are two Fourier fre-
quencies with non-zero magnitude, and thus, the
number of scalable basis filters for r∊ (π/4, π/2) sa-
tisfies J ≥ 2. For simplicity, we choose J = 2 and con-
struct, according to [29], the two scalable basis filters
Cj(r)(j = 0, 1) as:







where aj(aj > 0) meets the constraint in Eq. (10), and
Rj∊ (− π/2, 0) is set as:
Rj ¼ −π2 þ
jþ 1ð Þπ
6
j ¼ 0; 1ð Þ; ð12Þ
which aims to generate frequency subbands with
equal size on a logarithmic axis. To make the scal-
able basis filter reflection-shiftable [29], we further
design Cj(r)(j = 0, 1) as:



































As Eq. (14) is underdetermined, there exist many values
of aj that satisfy Eq. (14). By simply setting a0 =
a1, we have the following solutions:
a0 ¼ a1 ¼ 12 : ð15Þ
Therefore, the two scalable basis filters for the case r∊
(π/4, π/2) are constructed as:










































We proceed to handle the case r∊ (0, π/4]. The kernel
H(r) is H(r) = 0, and thus, J ≥ 0 holds. For the case r∊ [π/2,
π], H(r) is represented as H(r) = 1, and hence, we have J ≥
1. For the convenience of construction, we uniformly
adopt J = 2 scalable basis filters for all three cases. Under
the constraint of Eq. (10), the two scalable basis filters
for r∊ (0, π/4] and r∊ [π/2, π] are derived as C0(r) = C1





In summary, the two scalable basis filters are
constructed as follows:
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3.2. Derivation of interpolation function
Under the shiftability framework [29], the interpolation
function is parameterized by translation distance, rota-
tion angle, or scaling factor, and will be used to
interpolate the filter (response) at an arbitrary spatial
position, orientation, or scale. Because the designed DPT
is shift-invariant, we mainly derive interpolation func-
tions for steerability and scalability.
We start with the derivation of the interpolation func-
tion for steerability. In the interest of reducing the com-
putational complexity of geometrical synchronization,
we adopt K = 2 steerable basis filters, i.e., G0(θ) = cos (θ)
and G1(θ) = cos(θ − π/2) according to Eq. (6). From the
sufficient and necessary condition of shiftability [29], the
steerable interpolation function bk(ϕ) satisfies the follow-
ing equation:








where ϕ denotes an arbitrary rotation angle. By requiring
that both the real and imaginary parts of Eq. (18) agree,
we obtain the following interpolation function for
steerability:
b0 ϕð Þ ¼ cos ϕð Þ
b1 ϕð Þ ¼ sin ϕð Þ :

ð19Þ
We proceed to derive the interpolation function for
scalability. As mentioned previously, both H(r) and Cj
(r)(j = 0, 1) are piecewise. Thus, the scalable
interpolation functions, say sj(σ), should also be piece-
wise, where σ(σ > 0) is an arbitrary scaling factor. We
first handle the case r∊ (π/4, π/2). As analyzed in
Section 3.1, the Fourier frequency with non-zero amp-
litude merely depends on that before the un-warping
operation. Therefore, the Fourier frequency in this case isequal to k = 2/π. According to [29], sj(σ) satisfies the fol-
lowing equation:
e











where Rj(j = 0, 1) is defined in Eq. (12). Given that both
the real and imaginary parts of Eq. (20) agree, we obtain




















For the case r∊ (0, π/4], no Fourier frequency has
non-zero amplitude, and hence, sj(σ) can be any value.
In our scheme, we simply set sj(σ) = 0 for r∊ (0, π/4].
For the case r =∊ [π/2, π], the Fourier frequency with
non-zero amplitude is k = 0. As a result, we have




Because C0(r) =C1(r) has been adopted in the DPT
construction, we similarly set s0(σ) = s1(σ) and obtain s0
(σ) = s1(σ) = 1/2.
By summarizing the aforementioned results, we derive
the following interpolation functions for scalability:






















































Using the steerable and scalable interpolation func-
tions, we can interpolate the deformable filter at arbi-
trary orientation ϕ and scale σ, say Fϕ,σ(r, θ), via the
following construction:
Fϕ;σ r; θð Þ ¼ s0 σð ÞC0 rð Þ þ s1 σð ÞC1 rð Þ½ 
 b0 ϕð ÞG0 θð Þ þ b1 ϕð ÞG1 θð Þ½ ; ð24Þ
where (r, θ) are the polar coordinates in the Fourier do-
main. For convenience, Eq. (24) is called the deformable
interpolation.
Suppose that Qljk r; θð Þ (j, k∊ {0, 1}; l = 1, 2,…) denotes
the DPT basis subband at the lth pyramid level. The filter
response at orientation ϕ and scale σ can then be obtained
via the deformable interpolation as:
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 




Although both Eqs. (24) and (25) are represented in the
Fourier domain, performing the inverse Fourier transform
on them leads to a straightforward interpolation expressed
in the spatial-frequency domain.
4. Mechanism for geometrical synchronization
In this section, in an attempt to counteract geometrical
attacks in robust watermarking, we exploit the charac-
teristics of shift-invariance, steerability, and scalability in
the DPT to theoretically derive synchronization mecha-
nisms for translation, rotation, and scaling. The deriv-
ation is as follows.
4.1. Synchronization for translation
Let I(x, y) and Ix0;y0 x; yð Þ be the original image and its
translated version, respectively, i.e., Ix0;y0 x; yð Þ ¼ T x0;y0
I x; yð Þ½  ¼ I x−x0; y−y0ð Þ , where (x0, y0) is the translation
distance and T x0;y0 ⋅½  is the translation operator. The
corresponding Fourier transforms (FTs) are denoted as
I(ωx, ωy) and I ωx;ωy

 
e−j ωxx0þωyy0ð Þ, respectively.
Assume that ω1 = (ωx, ωy) represents the coordination
at the first (finest) level of the DPT pyramid. Its corre-
sponding coordination at the lth (l ≥ 1) pyramid level is













(j, k∊ {0, 1}; l = 1, 2, …) are the DPT basis subbands in
the Fourier domain for I(x, y) and Ix0;y0 x; yð Þ , respec-




  ¼ I ωl
 L0 ωl








  ¼ e−j ωlxx0þωlyy0ð ÞI ωl
 L0 ωl






By considering Eqs. (26) and (27), we clearly find that
Ql;x0;y0jk ωx;ωy

  ¼ e−j ωlxx0þωlyy0ð ÞQljk ωx;ωy
 ⇔ql;x0;y0jk x; yð Þ












Equation (28) implies that the DPT basis subband
ql;x0;y0jk x; yð Þ in the spatial-frequency domain for the
translated input signal Ix0;y0 x; yð Þ is also the translatedversion of qljk x; yð Þ for the original input signal. This is
the essence of shift-invariance in the DPT.
4.2. Synchronization for rotation and scaling
According to the construction of shift-invariance in the
DPT, the translation should affect the synchronization of
rotation and scaling. To uncouple the translation from
rotation and scaling, we adopt the Fourier magnitude of
the input signal as the DPT's input, which in turn
achieves the real translation invariance. Under such a
setting, we derive the synchronization mechanism for
rotation and scaling as follows.
Denote Iϕ;σ x; yð Þ ¼ Gϕ;σ I x; yð Þ½  as e rotated and scaled
version of the original image I(x, y), where Gϕ;σ ⋅½  is an
operator that rotates counter-clockwise by ϕ and dilates
by σ about the origin. Let M(ωx, ωy) and M
ϕ,1/σ(ωx, ωy)
be the Fourier magnitude of I(x, y) and Iϕ,σ(x, y), respect-
ively. Then, we have Mϕ;1=σ ωx;ωy

  ¼ Gϕ;1=σ M ωx;ωy
  
according to the property of the FT.
As defined in Section 4.1, let ωl = (ωx/2
l − 1, ωy/2
l − 1)
denote the frequency coordinate at the lth (l ≥ 1)
level of the DPT pyramid. Assume that Mϕ,1/σ(ω1)
and M(ω1) are decomposed via DPT into l(l ≥ 1)








j; k∈ 0; 1f g; l ¼ 1; 2;…ð Þ, respectively. By virtue









  ¼ ∑1
j¼0
sj λð Þ ∑
1
k¼0
bk ψð ÞQljk ωl





sj λð Þ ∑
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k¼0
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to obtain the response















bk ϕ þ ψð ÞQl;ϕ;σjk ωl




















































  ¼ ∑1
j¼0
sj λ=σð Þ ∑
1
k¼0















. In the framework of
shiftability [29], Fl,ψ,λ(ωl) represents the filter at orientation
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also Figure 2). This is actually the rotated and scaled ver-
sion of the kernel Fl;0;R0 ωl

  ¼ L0 ωl







at orientation 0 and scale R0 (see also Eq. (12)). In
other words, Fl;ψ;λ ωl

  ¼ Gψ;λ=R0 Fl;0;R0 ωl
   holds and so
does Fl;ϕþψ;λ=σ ωl

  ¼ Gϕþψ;λ= σR0ð Þ Fl;0;R0 ωl






  ¼ Gϕ;1σ Fl;ψ;λ ωl
  : ð31Þ
Taking Eq. (31) and Mϕ;1=σ ωl

  ¼ Gϕ;1=σ M ωl
   into
account, Eqs. (29) and (30) essentially imply the follow-





  ¼ Gϕ;1σ Ql;ψ;λ ωl
   ⇔ Ql;ψ;λ ωl
 





Performing the inverse FT leads to the rotation and






  ¼ Gϕ;σ ql;ψ;1λ sl







where sl = (x/2l−1, y/2l−1) is the coordination in the spatial-
frequency domain at pyramid level l, and ql,ϕ+ψ,σ/λ(sl) and
ql,ψ,1/λ(sl) are the inverse FTs of Ql,ϕ+ψ,λ/σ(ωl) and Ql,ψ,λ(ωl),
respectively.
Based on Eq. (32), the synchronization for rotation
and scaling can be performed as follows: decompose
the Fourier magnitude of Iϕ,σ(x, y) into an l-level DPT




j; k∈ 0; 1f g; l ¼ 1; 2;…ð Þ. Then, interpolate the response





nally, successively rotate counter-clockwise by -ϕ and





yield the response Ql,ψ,λ(ωl) at orientation ψ and scale λ.
The Ql,ψ,λ(ωl) is equivalent to the subband at orientation





of the original image I(x, y). The rota-
tion and scaling synchronization using Eq. (33) is simi-
lar to that based on Eq. (32).
5. Proposed robust watermarking scheme
In this section, we present the proposed robust image
watermarking algorithm, which is RST-resilient. The
translation invariance is achieved by taking the Fourier
magnitude of the cover image I(x, y) as the DPT input,
and the rotation and scaling are counteracted using
the inserted template and the rotation and scalingsynchronization. The details are given below, where only
K = 2 steerable basis filters are adopted to reduce the
computational complexity of the rotation and scaling
synchronization.
5.1. Template and watermark inserti
Assume that the size of cover image I(x, y) is H ×W. To
obtain favorable resolution for template matching, we
symmetrically pad (crop) the rows/columns of I(x, y) to
the size of 1,024 if the height/width, H/W, is smaller
(larger) than 1,024. We then calculate its Fourier magni-
tude M(ωx, ωy) and phase Ψ(ωx, ωy), and further decom-
pose M(ωx, ωy) into a three-level DPT pyramid to
generate the spatial-frequency basis subbands qjk
l (x, y)
(j, k∊ {0, 1}; l = 1, 2, 3). Among these, the subbands
at the first (finest) level, qjk
1 (x, y), are used for template
insertion, whereas those at the other two levels, qjk
l (x,
y)(l = 2, 3), are for watermark embedding. We chose to
embed in the spatial-frequency domain instead of the
Fourier domain because the symmetry of the Fourier
magnitude would decrease the number of candidate co-
efficients for watermarking and thus the embedding cap-
acity. The template and watermark embedding process is
illustrated in Figure 3, which is explained as follows.
5.1.1. Template embedding
(1) Generate, via a secret key KEYt1, a random sequence
P = {pi∊ {+ 1, − 1}, i = 1,…, Nt} of length Nt as the
template.
(2) To enhance the security, we tune qjk
1 (x, y) to the
predefined secret orientation θt and scale σt and
obtain q1;θt ;σ t x; yð Þ. According to the steerability and
scalability in Eq. (25), we have
q1;θt ;σ t ¼ cosθt⋅F−1 s0 σ tð ÞQ100 þ s1 σ tð ÞQ110

 






1 (ωx, ωy) denotes the FT of qjk
1 (x, y) and F −1
⋅ð Þ is the inverse FT. Note that the coordinates in
Eq. (34) are omitted for compactness.
(3) Randomly select Nt template positions from q1;θt ;σt
x; yð Þ using a secret key KEYt2, which is denoted as
PS = {(xi, yi), i = 1, 2, …,Nt}. As a trade-off between
robustness and imperceptibility, we prefer the (xi,
yi) located in the spatial-frequency region with
normalized radius r∊ (π/4, π/2). Then, embed the
template in the selected positions using
u1;θt ;σ t xi; yi

  ¼ q1;θt ;σ t xi; yi
 þ βtpi; ð35Þ
where βt is the embedding strength.
(4) Tune u1;θt ;σ t xi; yi

 
backward to obtain the
watermarked basis subbands ujk






















levels 2 & 3
level 1
Figure 3 System diagram of template and watermark insertion, where RA, DPT, and FT denote the repeat-accumulate, the deformable
pyramid transform, and the Fourier transform, respectively.
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difficult to interpolate Eq. (35) backward to yield
four embedded basis subbands ujk
1 (x, y)(j, k∊ {0, 1}).
Second, sj(σt) is a piecewise function with respect to
F −1 ⋅ð Þ , according to Eq. (23), and thus, the
interpolation in Eq. (34) cannot be implemented
directly in the spatial-frequency domain. The latter
situation implies that multiple FTs are required to
complete the template insertion. This will
significantly degrade the performance of brute-force
template matching by the receiver and consequently
make the template matching unaffordable.
To simplify the template insertion and template
matching, we are motivated to adopt a non-piecewise sj
(σt), e.g., setting sj(σt) to a fixed value u(u > 0), which
turns Eq. (34) into
q1;θt ;σ t ¼ u cosθt q100 þ q110

 þ u sinθt q101 þ q111
 : ð36Þ
Because sj(σt) is piecewise, we determine a suitable u
in a piecewise manner. As pointed out in Section 3.2, for
r∊ [0, π/4], sj(σt) can be any value. Thus, we merely con-
sider the cases of r∊ (π/4, π/2) and r∊ [π/2, π]. For the
case r∊ [π/2, π], the setting sj(σt) = 1/2 is already a fixed
value. For r∊ (π/4, π/2), taking Eqs. (16) and (5) into ac-




s0 σ tð ÞQ10k þ s1 σ tð ÞQ11k ¼ s0 σ tð ÞML0C0Gk þ s1 σ tð ÞML0C1Gk




s1 σ tð Þ
2
ML0HGk













Given that the scale range concerned in our scheme is
[0.5, 2] (a broader scale range would degrade the robust-








  is in the range [0.69, 0.95]. Thus, we roughly set
sj(σt) = u = 0.7, which approximates the sj(σt) in the cases
of r∊ (π/4, π/2) and r∊ [π/2, π]. Although such an ap-
proximation will lead to interpolation errors, it is demon-
strated to be feasible by the extensive experimental results
in Section 6.
Via the simplified Eq. (37), we equivalently embed the
template in the DPT basis subbands qjk
1 (xi, yi) as follows:
u1j0 xi; yið Þ ¼ q1j0 xi; yið Þ þ
βtpi cos θtð Þ
u
u1j1 xi; yið Þ ¼ q1j1 xi; yið Þ þ
βtpi sin θtð Þ
u
; j ¼ 0; 1
8><
>: ð38Þ
which avoids both the forward and backward interpola-
tions and solves the problem that exists in the backward
interpolation.
5.1.2. Watermark embedding
(1) Generate Nm random bits b = {bi, i = 1,…, Nm} as the
message using a secret key KEYw1.
(2) Encode b with the repeat-accumulate (RA) code of
rate rate [35] to generated the encoded binary
sequence e = {ei, i = 1, …, Nm/rate}, where RA is a
kind of code with excellent codec performance.
(3) Because there exists a natural quad-tree structure
between qjk
3 (x, y)(j, k∊ {0, 1}) and {qjk
2 (2x − 1,
2y − 1), qjk
2 (2x, 2y − 1), qjk
2 (2x − 1, 2y), qjk
2 (2x, 2y)},
we group the four quad-trees from four different
subbands qjk
l (x, y) together to form a 20-element
vector tree Ti = {Tiv, v = 1, …, 20}(i = 1, …, 1024 ×
1024/16), as illustrated in Figure 4, where the child
coefficients of q00
3 (x, y) are listed but the other child
coefficients are omitted from the figure for
compactness. In our scheme, each vector tree is
taken as the basic unit for watermarking. This is an
attempt to achieve a reasonable trade-off between
robustness and embedding capacity.
3
00 ( , )q x y
3
01( , )q x y
3
10 ( , )q x y
3
11( , )q x y
2
00(2 1,2 1)q x y− −
2
00 (2 ,2 1)q x y −
2
00 (2 ,2 1)q x y −
2
00(2 ,2 )q x y
Figure 4 Illustration of a 20-element vector tree.
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choose, via a secret key KEYw2, Nm/rate vector trees
located in the central region for watermark
insertion. Assume that each vector tree Ti is inserted
with one encoded bit ei(ei = 0, 1). We then need to
take a 20-element vector to represent ei. To enhance
the watermarking detection performance, we set





for e1, which achieves the
maximum codeword distance and thus decreases the
detection error probability.
(5) Associate the allocated bit ei to wei and perform the
embedding as follows:
Yi ¼ Ti þ βwwei ; ð39Þ
where Yi is the watermarked vector tree and βw is a
non-adaptive embedding strength because, to the
best of our knowledge, no suitable human visual
model has been reported in the literature for the




  ¼ qljk xiv; yiv
 
þβw 2ei−1ð Þ; v ¼ 1;…; 20; l ¼ 2; 3;
ð40Þ
where (xi, yi) is the coordination corresponding to
the vth element of Ti.
(6) Embed all bits ei into the chosen vector trees by
iteratively implementing step 5.
(7) Finally, perform the inverse DPT on the watermark-
inserted basis subbands ujk
l (l = 2, 3) and the
template-embedded ones ujk
1 in Section 5.1.1 to obtain
the watermarked Fourier magnitude Mw(ωx, ωy).
(8) Multiply Mw(ωx, ωy) by the original phase Ψ(ωx, ωy)
and perform the inverse FT to obtain the
watermarked image Iw
pre(x, y) of size 1,024 × 1,024.
(9) Execute the inverse padding (cropping) operation on
Iw
pre(x, y) to obtain the final watermarked image,
Iw(x, y), of size H ×W.5.2. Efficient template-matching algorithm
Because translation invariance has been achieved by tak-
ing the Fourier magnitude of the cover image as the
DPT input, we merely use the inserted template to esti-
mate the rotation angle and scaling factor. These will be
used to correct the rotation and scaling before water-
mark extraction. Based on the synchronization mecha-
nisms for rotation and scaling in Section 4.2, we
develop the efficient template-matching algorithm as
follows.
Assume that the received image is Ir(x, y). We first
preprocess Ir(x, y) with the same method as in the em-
bedding stage to give an image size of 1,024 × 1,024. We
then calculate the Fourier magnitude of the prepro-
cessed image and decompose the resulting magnitude
into a one-level DPT pyramid. This is because only the
template inserted at level 1 is required for template
matching. This yields the DPT basis subbands qjk
1 (x, y)
(j, k∊ {0, 1}). According to Eq. (36), the template mat-
ching for rotation and scaling estimation can be performed
as follows. The basis subbands qjk
1 (x, y) are tuned to any
candidate orientation and scale, and the tuned subband is
then inversely rotated and dilated. The template is
extracted accordingly to compute the correlation with the
original template. After all candidate rotation angles and
scaling factors have been searched in this way, the orien-
tation and scale corresponding to the maximum correl-
ation are adopted as the estimated parameters for rotation
and scaling.
From the process discussed above, it can be seen that
only a limited number of template points are involved in
template matching. This motivates us to simplify the tem-
plate matching by merely interpolating the relevant tem-
plate points, as described below.
(1) Set the range [−180, 180) with step Δϕ (e.g., Δϕ = 0.5)
as the search space for the rotation angle, and [σ1, σ2]
(e.g., [0.5, 2.0]) with step Δσ (e.g., Δσ = 0.01) as that
for the scaling factor. Initialize the search parameters
as ϕ = − 180 and σ = σ1.
(2) For each parameter pair (ϕ, σ), compute the candidate
template position as:
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y0i ¼ round yi − cy

 






where (xi, yi)(i = 1, 2, …, Nt) denotes the original
template coordinates determined by key KEYt2,
(cx, cy) is the geometrical center, and round(⋅) is the
rounding operation.
(3) Obtain, via the steerability and scalability in Eq.
(36), the coefficients at location (x′i, y′i) as:
q1;ϕ;σ x0i; y0i

  ¼ u cosϕ q100 x0i; y0i
 þ q110 x0i; y0i
 
 
þ u sinϕ q101 x0i; y0i





(4) Calculate the correlation between the extracted and
original templates as:







(5) Increase the candidate scale σ to σ = σ + Δσ while
keeping ϕ unchanged. Repeat steps 2 to 4 until
σ ≥ σ2.
(6) Augment the candidate rotation angle ϕ by Δϕ, i.e.,
ϕ = ϕ +Δϕ, and re-execute steps 2 to 5 until ϕ ≥ 180.
(7) Find the maximum correlation value Corr(ϕ, σ)max
and take the corresponding geometrical parameters
(ϕest, σest) as the estimated rotation angle and scaling
factor.
(8) Calculate the real parameters of rotation and
dilation attacks as ϕattack = ϕest − θt and σattack = σest/
σt, respectively. This is because ϕest and σest are
essentially, according to Section 4.2, equal to
ϕest = θt + ϕattack and σest = σtσattack, respectively,
where θt, ϕattack, σt, and σattack correspond to ψ, ϕ,
1/λ, and σ in Section 4.2, respectively.
Although the above template-matching algorithm only
addresses symmetrical scaling, i.e., the scaling factors
along the x- and y-axes are the same, it can easily be ex-
tended to the situation with different scaling factors. To
this end, set the parameter space (ϕ, σx, σy) with ϕ∊
[−180, 180) and σx, σy∊ [σ1, σ2], and then search each par-
ameter space successively, similar to the above algorithm.
Nevertheless, this would significantly increase the compu-
tational complexity.5.3. Geometrical correction and watermark extraction
Suppose that Mθ,1/σ(ωx, ωy) denotes the Fourier magnitude
of the preprocessed image of size 1,024 × 1,024. We then
correct Mθ,1/σ(ωx, ωy) by rotating counter-clockwise by −
ϕattack and scaling by σattack about the origin, and obtain theFourier magnitude M0,1(ωx, ωy) corresponding to the ori-
ginal watermarked image at orientation 0 and scale 1. Next,
the watermark is recovered fromM0,1(ωx, ωy) as follows.
(1) Decompose M0,1(ωx, ωy) into a three-level pyramid
via the DPT, which yields the DPT basis subbands
qjk
l (x, y)(l = 1, 2, 3; j, k∊ {0, 1}).
(2) Use qjk
l (x, y) to construct the 20-element vector trees
Zi(i = 1, …, 1,024 × 1,024/16) in the same way as
watermark embedding. Choose Nm/rate vector trees
located in the central area via the secret key KEYw2.
(3) For each selected vector tree Zi, extract the encoded











where wb(b = 0, 1) are as in Eq. (39).
(4) After completing the extraction of encoded message
bits from all Nm/rate selected vector trees, run the
RA decoding to recover the raw message b^.6. Experimental results and discussion
In this section, we assess the proposed watermarking
scheme via experimental simulations. In the simulations,
we test 20 512 × 512-grey images with different textures.
For each test image, we decompose its Fourier magni-
tude into a three-level DPT pyramid. The first (finest)
level is used for template insertion, and the other two
levels are for watermark embedding. The template con-
sists of Nt = 105 random bits and is inserted in positions
with normalized radiuses r∊ {0.3, 0.35, 0.4} and angles
θ∊ {1:1:10, 15:10:95, 100:17:359}, where 1, 10, and 17
denote the secret step. The watermark is a sequence of 720
bits that is formed by encoding the Nm = 60 random mes-
sage bits with the RA code of rate rate = 1/12. The embed-
ding strengths βt and βw are adjusted image-by-image such
that the peak signal-to-noise ratio (PSNR) is 40 dB.
Figure 5 illustrates several watermarked images. This fig-
ure demonstrates that the images watermarked by the pro-
posed scheme have feasible visual fidelity. The mean and
variance of all PSNRs are calculated as 40.01 dB and
0.01, respectively.
For the 20 generated watermarked images, we impose
geometrical attacks (e.g., rotation, scaling, cropping) and
common signal processing attacks (e.g., JPEG compres-
sion, additive white Gaussian noise (AWGN), median fil-
tering, convolution filtering). We then deploy the
efficient template-matching algorithm in Section 5.2 to
achieve rotation and scaling synchronization, where the
search spaces for rotation and scaling are set as ϕ∊
[−180, 180) with step Δϕ = 0.5 and σ∊ [0.5, 2.0] with
Figure 5 Illustration of watermarked images. From left to right, the images are Baboon (PSNR = 40.00 dB), Lena (PSNR = 40.16 dB), and Tank
(PSNR = 40.01dB), respectively.
Wang et al. EURASIP Journal on Advances in Signal Processing 2013, 2013:119 Page 12 of 22
http://asp.eurasipjournals.com/content/2013/1/119Δσ = 0.01, respectively. The performance against these
attacks is summarized below.6.1. Performance against geometrical attacks
As translation invariance can be theoretically ensured by
taking the Fourier magnitude of the cover image as the
DPT input, the translation is no longer assessed in this
paper. We mainly examine the performance against geo-
metrical attacks such as rotation, scaling, cropping, and
row/column line removal, which is practically imple-
mented in StirMark [36,37].
In StirMark, rotation attacks include rotation without
auto cropping, rotation with auto cropping, and rotation
with auto cropping and scaling. For these three types of
attack, we set the rotation angles as ±2°, ±1°, ±0.75°,
±0.5°, ±0.25°, 45°, and 90°. We then use the efficient
template-matching algorithm in Section 5.2 to estimate
the rotation angle and scaling factor, followed by geo-
metrical correction and watermark extraction. The ex-
perimental simulation shows that the bit error rates
(BERs) for all concerned parameters are exactly 0, which
demonstrates the high robustness of the proposed
















Figure 6 Averaged performance against scaling.For scaling attacks in StirMark, we set the scaling fac-
tors in the range [0.5, 2.0] with step 0.1. The perform-
ance is shown in Figure 6, where the BER is averaged
over all 20 test images. It is observed that the proposed
scheme achieves BER = 0 for scaling factors from 0.7 to
1.6 and BER < 0.1 for scaling factors from 1.7 to 1.9.
However, it is vulnerable to scaling factors of 0.5 and
2. The failure to counter scaling with a factor of 0.5
can be attributed to the loss of 75% of the image in-
formation, and the weakness to scaling with a factor
of 2 comes from the interpolation approximation via
Eq. (36).
Figure 7 summarizes the averaged performance against
cropping attacks in the cropping ratio range [40%, 100%]
with step 5%, where the ratio is that of the cropped image
to the original image. It is found that the proposed scheme
achieves BER = 0 for cropping ratios in the range [75%,
100%] and BER < 0.03 for ratios from 60% to 75%. Never-
theless, it is sensitive to cropping with ratios below 60%,
which is to be expected as such cropping would lose more
than 60% of the image information. In this sense, our
scheme has sufficient robustness to cropping.
In addition, we also examine row/column line removal
















Figure 7 Averaged performance against cropping.













Figure 8 Averaged performance against JPEG compression.
Table 1 Averaged performance against median filtering
Filter size 2 3 4 5
Average BER 0 0 0.276 0.276
Table 2 Performance comparison between the proposed
scheme and PP-AFFINE [21] against the attacks in
StirMark 3
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cies of the removed row and column lines are set in the
range [10,100] with step size 10. Simulation results show
that the proposed scheme can successfully counteract
this attack by achieving BER = 0.
6.2. Performance against common signal processing attacks
Common signal processing attacks include JPEG com-
pression, AWGN, median filtering, and convolution fil-
tering. We first evaluate the performance against JPEG
compression. In the simulation, we set the quality factor
(QF) range of JPEG compression to be [10,38] with step
size 2. Figure 8 plots the performance averaged over 20
test images. It is shown that the proposed scheme has
excellent performance against JPEG compression with
QF ≥ 22, as well as favorable robustness for QF∊ [16,
22). This preferable performance may be attributed to the
redundant representation of the DPT, which is, from a
mathematical viewpoint, essentially a frame expansion














Figure 9 Averaged performance against AWGN.We further impose AWGN on the aforementioned
watermarked images. We set the noise levels for AWGN in
StirMark from 1 to 7 and then examine the performance
in terms of BER. Figure 9 depicts the averaged perform-
ance. It is seen that the BER is 0 for noise levels of less than
or equal to 3 and smaller than 0.05 for noise level 4, al-
though it is large for the other cases. This indicates that
the proposed scheme has sufficient robustness to AWGN.
In examining the performance against median filtering
(cut), we set the size of the median filter in the range
[2,5] with step 1. The simulation results are summarized
in Table 1. It is observed that the proposed scheme has
high robustness to median filtering with sizes 2 and 3,
but the performance suffers with sizes 4 and 5. This im-
plies that the proposed scheme has feasible but not suffi-
ciently robust performance against median filtering.
Finally, we test the robustness of the proposed scheme
to convolution filtering, which includes sharpening and
Gaussian filtering. The simulation result shows that the
average BER for sharpening is exactly 0 and that for
Gaussian filtering is 0.143. This demonstrates that the
proposed scheme is totally insensitive to sharpening but
is not sufficiently robust to Gaussian filtering.
6.3. Computation time evaluation
In this section, we evaluate the computation time of the
proposed scheme. As described in Section 5, the pro-
posed scheme consists of message embedding andAttacks Scheme in [21] Proposed
JPEG compression 0.74 0.97
Enhancement 1 1
Row/column line removal 1 1
Rotation 1 1





Enhancement includes Gaussian filtering, median filtering, sharpening, and
frequency model Laplacian removal, and Rotation denotes rotation with
auto-cropping and scaling. In the simulation, the default settings in StirMark
3 [36,37] are adopted for all attacks. For each parameter in the default
settings, the score is set to 1 if the message can be correctly recovered and 0
if otherwise. These scores are then averaged to yield the results in the
table above.
Table 3 Performance against common processing attacks in StirMark 4.1
Attack Tank Globe Lena Man Zelda
DMST DPT DMST DPT DMST DPT DMST DPT DMST DPT
JPEG QF 19 16 12 11 17 15 20 15 13 14
AWGN 4 4 5 5 5 4 5 5 4 4
MedianCut 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 5 × 5
GaussFilt. Ok Ok Ok Ok Ok Ok Ok Ok Ok Ok
Sharpening Ok Ok Ok Ok Ok Ok Ok Ok Ok Ok
In the table, WNZH-DMST is abbreviated as DMST for compactness. The given values for JPEG compression, AWGN, and MedianCut denote the strongest attacks
that the concerned scheme can successfully counteract. The ‘Ok’ for GaussFilt. (i.e., Gaussian filtering) and sharpening implies that the DMST or DPT survive all
default attacks in StirMark 4.1.
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message embedding process is much less than that for
the message extraction process, we mainly examine the
computation time for message extraction.
The message extraction process includes two stages,
namely template matching and message recovery. As the
former stage takes up most of the computation time of
the message extraction process, below focuses on the
analysis on the computation time of template matching.
According to Section 5.2, there are total Nϕ = 360/Δϕ
candidate rotation angles and Nσ = (σ2 − σ1)/Δσ candidate
scaling factors. For each candidate rotation angle, all can-
didate scaling factors are required to search. Therefore,
the computational complexity, in unit of Nt-dimensional
correlation calculation, of template matching can be repre-
sented as O(NϕNσ).
To illustrate the computation time of template
matching, we perform the following experimental simu-
lation. As set in Section 6.1, we adopt Δϕ = 0.5, σ1 = 0.5,
σ2 = 2.0, Δσ = 0.01, and Nt = 105 for simulation. Under
these settings, we evaluate the computation time of
template matching by executing the Matlab code on an
Intel personal computer (Intel, Santa Clara, CA, USA)
with 2.2-GHz core(TM) 2 Duo CPU and 2-GB memory.
The computation time averaged over 10 runs is 4.34 s.
This implies that although a brute-force searching ap-
proach is employed for template matching, its computa-
tion time is not as high as the intuition believes. This is
because only a number of template points areTable 4 Performances against global geometrical attacks in S
Attack Tank Globe
DMST DPT DMST DPT DMST
RotCrp. Ok Ok Ok Ok Ok
RotScl. Ok Ok Ok Ok Ok
Scaling 0.5 to 1.81 0.6 to 2 0.5 to 1.5 0.6 to 2 0.5 to 1.6
Crop 0.62 to 1 0.51 to 1 0.61 to 1 0.55 to 1 0.59 to 1
In the table, ‘RotCrp’ and ‘RotScl.’ denote the attacks of rotation with auto-cropping
same meaning as Table 3, and the given values for ‘Scaling’ and ‘Crop’ are ranges o
resist, respectively.incorporated in template matching, and thus, feasible
computation time is achieved.
6.4. Comparison to related schemes
To further evaluate the proposed watermarking scheme,
we compare it with those in [21], [38], and [14], which are
denoted as PP-AFFINE, WNZH-DMST, and NIKO-SFND
for notational convenience, respectively. PP-AFFINE is, as
surveyed in [1], a typical template-based watermarking al-
gorithm with high robustness against affine attacks.
WNZH-DMST is another template-based watermark-
ing approach incorporating the deformable multi-scale
transform (DMST) that is somewhat similar to the
DPT. NIKO-SFND is a kind of salient-feature and
normalization-based watermarking scheme with excellent
performance against both local and global distortions.
We start with the comparison to PP-AFFINE. In this
scheme, three 512 × 512-grey images, namely Baboon,
Lena, and Boat, are adopted for performance assessment.
Both a 60-bit message and a 14-point template are
inserted in the Fourier domain, and the resulting water-
marked images have PSNRs no greater than 38 dB. To
ensure a fair comparison, we also embed a 60-bit mes-
sage via the proposed scheme and adjust the embedding
strength adaptively to make the PSNRs close to 38 dB.
We then employ the same evaluation as [21] for per-
formance comparison.
Table 2 summarizes the simulation results for PP-
AFFINE and the proposed scheme. It can be observedtirMark 4.1
Lena Man Zelda
DPT DMST DPT DMST DPT
Ok Ok Ok Ok Ok
Ok Ok Ok Ok Ok
3 0.7 to 1.9 0.5 to 1.51 0.7 to 1.9 0.5 to 1.57 0.7 to 1.85
0.51 to 1 0.76 to 1 0.59 to 1 0.51 to 1 0.51 to 1
and rotation with auto-cropping and scaling, respectively. The ‘Ok’ has the
f scaling factors and cropping ratios that DMST or DPT can successfully

















Figure 10 Performance comparison against a row/column line removal attack.
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enhancement, row/column removal, rotation with auto
cropping and scaling, and random geometrical distor-
tions. It is interesting to find that the proposed scheme
obtains a significant improvement in performance
against JPEG compression, where PP-AFFINE takes the
Fourier magnitude of the test image as the cover signal
and the proposed scheme inputs the Fourier magnitude
of the test image to the DPT to generate DPT subbands
as the cover signal. This implies that DPT subbands fa-













Figure 11 Performance comparison against jitter attacks.Nevertheless, the proposed scheme is worse than PP-
AFFINE in counteracting scaling, cropping, and shear-
ing, which is explained as follows. Compared with
PP-AFFINE, the proposed scheme cannot resist against
a scaling attack with factor 2, because of the interpola-
tion approximation in Eq. (36). The proposed scheme
fails to deal with cropping ratios of 50% and 75%, be-
cause at least 75% of the image information has been
lost in these two situations. The weakness of the pro-
posed scheme to shearing is to be expected, as it is de-





















Figure 12 Performance comparison against a band cropping attack.
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http://asp.eurasipjournals.com/content/2013/1/119In this sense, we may claim that the proposed scheme is
comparable to PP-AFFINE in terms of its performance
against RST and common signal processing attacks.
We proceed to compare the proposed scheme with
WNZH-DMST [38]. For fair comparison, we adopt the
same settings as WNZH-DMST. In particular, we test
the same five images (i.e., Tank, Globe, Lena, Man, and
Zelda) as those in WNZH-DMST. We also insert a 60-
bit message sequence in each test image, and let PSNRs















Figure 13 Performance comparison against rotation with auto-croppiDMST by slightly adjusting the embedding strength. We
then perform common signal processing attacks and
geometrical attacks on watermarked images via StirMark
4.1 [36,37]. The performance comparison between the
proposed scheme (denoted as DPT) and WNZH-DMST
is summarized in Tables 3 and 4. It is found that the per-
formance of the proposed scheme is comparable to or
better than that of WNZH-DMST.
According to [38], the DMST only has analysis filters
and thus is not a pyramid transform. For this sake,25 35 45 80
on angle
ng.




















Figure 14 Performance comparison against scaling.
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http://asp.eurasipjournals.com/content/2013/1/119WNZH-DMST uses the SPT for template/watermark in-
sertion and message extraction and adopts the DMST to
estimate the rotation angle and scaling factor. As the
DMST is similar to DPT's analysis filters, the template
matching of WNZH-DMST is thus similar to that in the
proposed scheme. By recalling the above performance
comparison, it makes sense to claim that the proposed
scheme is promising to achieve better performance.
In comparison to NIKO-SFND [14], we adopt the
same settings as NIKO-SFND for impartial evaluation.
















Figure 15 Performance comparison against downsampling followed bBoat, House, Peppers, Splash, Baboon, Couple, Lena,
Elaine, and Lake, were used for performance examin-
ation. For each image, a 50-bit message was inserted and
the PSNR was held at 40 dB. The watermarked images
were then polluted with both local and global geomet-
rical attacks and common signal processing attacks. The
performance was evaluated by comparing the NIKO-
SFND scheme to state-of-the-art approaches belonging
to the same category. It was found that NIKO-SFND dem-
onstrated comparable or even better performance than























Figure 16 Performance against shearing.
Wang et al. EURASIP Journal on Advances in Signal Processing 2013, 2013:119 Page 18 of 22
http://asp.eurasipjournals.com/content/2013/1/119comparison, these settings are similarly applied to our
scheme, and the performance comparison is then carried
out accordingly. In the simulation, we compare three
state-of-the-art schemes, i.e., the SIFT-based
NIKO_SFND and the schemes presented by Dong
et al. [39] and Tian et al. [40]. The SIFT-based NIKO-
SFND is one of the best of its class using different sali-
ent features.
1. Local geometrical attacks: According to [14], this
type of attack includes row/column line removal, jitter,
and cropping. The performance of the proposed scheme


















Figure 17 Performance against general affine transform.and 12, respectively, where Nikolaidis denotes the
NIKO-SFND in [14], as for all other figures below. The
BERs shown in figures are averaged over 10 test images
and the search space (ϕ, σx, σy) (see Section 5.2) is
adopted in evaluating the attack of row/column line re-
moval. It can be seen that the proposed scheme signifi-
cantly outperforms the three comparison approaches in
counteracting the attacks of row/column line removal
and cropping, whereas it is remarkably weaker than the
compared schemes. The weakness to jitter attacks comes
from the fact that jitter attacks are outside the scope of

























Figure 18 Performance comparison against JPEG compression.
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http://asp.eurasipjournals.com/content/2013/1/1192. Global geometrical attacks: In [14], the author eva-
luated the performance of NIKO-SFND against global
geometrical attacks such as rotation, scaling, down-
sampling followed by upsampling, shearing, and general
affine transforms. Performance comparisons are given in
Figures 13, 14, 15, 16, and 17, respectively. It can be ob-
served from Figure 13 that the proposed scheme suc-
cessfully estimates and corrects all checked rotation


















Figure 19 Performance against H.264 intra-frame compression.obtains a remarkable improvement over NIKO-SFND,
and has superiority over Tian et al.
Based on the performance against scaling shown in
Figure 14, the proposed scheme exhibits a considerable
improvement over the three compared schemes for scal-
ing factors of 0.75, 0.9, 1.1, and 1.5. However, it is much
worse for scaling factors of 0.5 and 2.
Figure 15 shows that the proposed scheme has high
robustness to the downsampling and upsampling pairs30 35 40
ame compression




















Figure 20 Performance comparison against Gaussian noise addition.
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http://asp.eurasipjournals.com/content/2013/1/119(0.5, 1.5), (1.5, 0.5), (0.7, 1.3), and (1.3, 0.7), outper-
forming the approaches of Dong et al., Tian et al.,
and Nikolaidis. Nevertheless, these three approaches
outperform the proposed scheme for other cases with a
high ratio of information loss.
It is shown from Figures 16 to 17 that the proposed
scheme is vulnerable to the attacks of shearing and gen-
eral affine transform. This is because that the proposed
scheme is designed to counteract RST attacks rather
than to handle affine transform. Also, it is found that the




















Figure 21 Performance comparison against low-pass filtering.similar poor performance, and both of them are signifi-
cantly worse than NIKO-SFNK and Dong et al.
3. Signal processing attacks: The signal processing at-
tacks considered in [14] are JPEG compression, H.264
intra-frame compression, Gaussian noise addition, and
low-pass filtering. The performance against these attacks
is illustrated in Figures 18, 19, 20, and 21, respectively.
It is found from Figure 18 that the proposed scheme has
better performance than the compared schemes for JPEG
QFs from 20 to 50 but is weaker for other cases. Because
situations with QF < 20 seldom occur in practice, the0.4 0.5 0.6
rd deviation
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http://asp.eurasipjournals.com/content/2013/1/119proposed scheme is more favorable than the three com-
pared approaches in counteracting JPEG compression.
Figure 19 presents the performance comparison against
H.264 intra-frame compression. It can be observed that
the proposed scheme has similarly high robustness as the
compared three approaches for quality factor values below
25, but it has significantly better performance for other
cases.
As shown in Figures 20 and 21, the performance
against Gaussian noise addition and low-pass filtering is
somewhat similar. According to Figure 20, the proposed
scheme has significant superiority over the schemes of
Tian et al. and Nikolaidis. It is similar to the scheme of
Dong et al. for noise variances from 0.001 to 0.005 but is
slightly better for a noise variance of 0.006. The low-pass
filtering results shown in Figure 21 demonstrate that the
robustness of the proposed scheme is higher than that of
the schemes presented by Tian et al. and Nikolaidis, while
it is equivalent to that of Dong et al.'s scheme.
7. Conclusions
In this paper, we have presented a DPT-based robust
image watermarking scheme resilient to rotation, scaling,
and translation. We first constructed a DPT with shift-
invariance, steerability, and scalability by extending an
SPT represented in a closed and polar-separable form.
The radial component of the SPT's basis filters was
taken as the kernel for designing the scalable basis fil-
ters. These were further combined with the steerable
basis filters corresponding to the angular components of
the SPT's basis filters, resulting in joint scalability and
steerability. The shift-invariance was inherited from the
SPT by retaining undecimated high-pass and band-pass
basis subbands. We also derived interpolation functions
for steerability and scalability. These allow the interpo-
lation of any filter (response) at an arbitrary orientation
and scale via a linear combination of the DPT's basis fil-
ters (responses). By exploiting the characteristics of
shift-invariance, steerability, and scalability, we further
derived the theoretical synchronization mechanisms for
translation, rotation, and scaling.
Based on the constructed DPT with preferable charac-
teristics, we developed a robust image watermarking
scheme that is resilient to translation, rotation, and scal-
ing. The translation invariance is achieved by taking the
Fourier magnitude of the cover image as the DPT input.
The resilience to rotation and scaling is obtained via the
synchronization mechanisms for rotation and scaling. At
the transmitter, the template and watermark are inserted
in the first level of the DPT pyramid and the other two
levels, respectively. At the receiver, the rotation angle
and scaling factor are estimated via an efficient
template-matching algorithm, and these are further used
to correct the rotation and scaling attacks on thereceived image followed by watermark extraction from
the corrected image. Extensive simulations show that
the proposed scheme is highly robust to geometrical at-
tacks, such as rotation, scaling, translation, cropping,
and row/column line removal, as well as common signal
processing attacks such as JPEG compression, AWGN,
median filtering, and convolution filtering. In addition,
the comparison to some excellent related schemes dem-
onstrated that the proposed scheme has a comparable
performance against rotation, scaling, translation, crop-
ping, and row/column line removal attacks, whereas it
generally achieves a higher robustness to JPEG compres-
sion, AWGN, and low-pass filtering.
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