Summary: Measurement of regional CBF in transverse section using inert, diffusible tracers can be carried out using a double-integral form of the Kety-Schmidt equa tion. An implementation of this form proposed by Kanno and Lassen (the K-L estimator) is utilized by the To mo matic 64, a dynamic single-photon computed tomography system that records washin-washout data during and fol lowing inhalation of I33Xe gas. Advantages of the algo rithm include noninvasive calibration of the input func tion and excellent depiction of ischemia; disadvantages are sensitivity to errors in input function delay (0), the inability to estimate the partition coefficient (A) (hence, only the clearance index, k, is estimated), and a noise sensitivity proportional to k. A modification of the Several methods for measuring regional brain blood perfusion (rCBF) have been used in emission computed tomography, One uses the infusion of a tracer with a very short half-life (e.g., 8 1 mKr or 1 5 0_ labeled CO 2 ) and a single image of the isotope dis tribution, which has been shown to approximate rCBF (e.g., Subramanyam et aI., 1978; Fazio et aI., 1980; Frackowiak et aI., 1980 Abbreviations used: K-L, Kanno-Lassen; rCBF, regional CBF.
Several methods for measuring regional brain blood perfusion (rCBF) have been used in emission computed tomography, One uses the infusion of a tracer with a very short half-life (e.g., 8 1 mKr or 1 5 0_ labeled CO 2 ) and a single image of the isotope dis tribution, which has been shown to approximate rCBF (e.g., Subramanyam et aI., 1978; Fazio et aI., 1980; Frackowiak et aI., 1980) . Another method uti lizes a radiopharmaceutical (e.g., [ l 23 I] iodoam phetamine) that is sequestered by brain tissue in a manner reflecting regional blood perfusion (Hill et aI. , 1982) . The distribution can then be recorded by making a single image of the brain. A third tech nique utilizes the transient distribution properties of an inert, diffusible material (e.g., 133 Xe or 77 Kr) to estimate rCBF. Although the latter method has a number of technical problems, it has been widely used with a variety of instruments, which recently method is proposed that not only accounts for 0 varia tions, but also provides an estimate of relative A (hence, the perfusion, j; is estimated). The proposed estimator is shown to be robust in the presence of noise with error variances equal to or better than those with the K-L es timator, yet estimates of both relativefand A are provided by the modification. New simulation results implicate the Compton scatter fraction as a major contributor in the overestimation of white matter perfusion values using both the K-L and proposed estimators, and illustrate the need for hardware and software scatter fraction reduction and control. Key Words: Clearance index-Partition coefficient-Regional CBF -Stochastic estimation-To mographic imaging-133Xe clearance.
include emission tomographs to study rCBF pat terns in the clinical setting. The remainder of this article considers only the measurement of rCBF using inert, diffusible tracers and tomographic im aging methods.
Emission tomographic machines for making dif fusible tracer rCBF studies of the brain are char acterized by low spatial resolution and high photon sensitivity. Developments of such machines by Thompson et al. (1976) , Kanno et ai. (1981) , Lassen et ai. (1978) , and Stokely et ai. (1980) have been reported. Mathematical models for the temporal distribution of inert tracer in the brain are based on a fundamental relationship derived by Kety (1951) :
and! = kA where C a (t) is the arterial input function to the tissue volume in units of concentration of tracer as a function of time, k is the rate constant or perfusion index, V is the volume of tissue under study, A is the partition coefficient of the tracer,! is the tissue perfusion (often called tissue "flow"), and C(t) is the observed time course (count rate) of tracer in the tissue volume. The asterisk in Eq. 1 denotes the convolution operation. If C(·) is observed with a properly calibrated ex ternal detector, Ca(t) is known, and a value is as sumed for 'A., Eq. 1 can be solved for f. In practice, the determination of Ca(t) is not easy. In the case of tracers that are injected, arterial blood samples (or alternatively samples of arterialized venous blood obtained by warming the hand) must be with drawn over the observation time to provide an es timate of this function. Once Ca(t) is determined Eq. 1 can be integrated on both sides to obtain a func tion that relates k to the cumulative number of ob served counts over the time period:
This is the double-integral formulation for the Kety equation, and its properties have been investigated by several workers (e.g., Ginsberg et aI., 1982; Her scovitch et aI., 1983) .
If the tracer is introduced as an inhalant, the con centration of the tracer in the upper quadrant of the lungs has been found to follow the shape of the arterial input function (Obrist et aI., 1975) . Equation 1 then becomes
where the scaling constant, K, is introduced to ex press the unknown relationship between the count rate observed by the lung probe and the tomograph detectors and the relationship between the concen trations of tracer in the input arterioles and the ob served tissue volume.
The three unknowns of Eq. 3 cannot be derived from a single observation, C(·); however, Kanno and Lassen (1979) recognized that Eq. 3 has two attributes that can be used independently. These at tributes are curve shape (hence, the "sequence-of pictures" method of Kanno and Lassen) , which can be isolated by normalizing the clearance curve to unit area, and the amount of tracer reaching the tissue volume (the "early picture" method of Kanno and Lassen) . Since the K'A. factor cancels during curve normalization of the sequence-of-pic tures method, k can be derived dependent on curve shape alone. Given k, the same unnormalized clear ance curve can be used to find K'A.. Software based on these concepts has been implemented by Goldman (1980) into a commercially available emis-J Cereb Blood Flow Metabol, Vol. 5, No. 1. 1985 sion tomographic system, the To momatic 64 (Med imatic AIS, Hellerup, Denmark), and tested by Celsis et al. (1981) and Smith et al. (1984) .
The Kanno-Lassen (K-L) implementation has been described in detail elsewhere by Celsis et al. (1981) , but will be briefly repeated here. Equation 3 can be integrated into several nonoverlapping seg ments and a noise term added to complete the model for the observed counts in each image voxel,
where, in the To momatic 64 implementation, i = 1, 2,3,4; � = 60 s; Ci is the observed counts in the tissue volume; ni is a noise term; and K now con tains 'A.. In practice, four transverse section images are reconstructed using a set of projections aver aged over 1 min (40 projections; each projection angle sampled at 5-s intervals). Each voxel in the image then has a four-point clearance (washin washout) curve corresponding to Eq. 4. For a se lected subset of high count rate image voxels, k is determined using the sequence-of-pictures method based on the shape of the curve. Once k is known, K can be determined from Eq. 4 for each voxel in the subset, and an average value is found. The final step in the K-L implementation is the computation of k for each voxel using the previously derived average K value to "calibrate" the input function. This step uses only the amount of tracer reaching the tissue volume (early picture method based on Eq. 2) and is in fact identical to methods that use tracer injections followed by arterial sampling to calibrate Ca(t) (e.g., Ginsberg et aI., 1982; Hersco vitch et aI., 1983) .
The advantages of the K-L implementation re ferred to here are the following: (a) Unlike methods that use curve shape only for the estimation of per fusion, this method has excellent sensitivity to vol umes of low perfusion because the final step uses the integral amount of tracer reaching the tissue volume and (b) by deriving the scaling factor using the curve shape attribute, the lung curve can be calibrated and used as the arterial input function, eliminating the need for invasive methods of sam pling arterial blood.
The disadvantages of the method are (a) the sen sitivity to errors in the arrival time of the arterial input (Herscovitch et aI., 1983; U emura et aI., 1983; Smith et aI., 1984) , (b) the growing sensitivity of the method to noise as a function of the perfusion index (k) magnitude, (c) the inability of the method to es timate 'A. (k is estimated rather than j), and (d) the use of a portion of the observed data in the final computation (Smith et al., 1984) .
This article describes a modification to the K-L implementation that attempts to remedy these prob lems.
METHODS

The modified model
Equation 4 can be enlarged to include the air curve delay term, 8:
In the manner of the K-L implementation, a voxel subset is chosen using a graphics pointing device, and a region is chosen consisting primarily of gray matter. The visual cortex is a good choice for the gray matter region, because it is consistently easy to identify owing to its elevated perfusion level. The observed clearance curves are normalized as before to isolate the shape attribute:
The following minimization is then performed:
where C're') is the model given by Eq. 5 less th � noise term, ni, and Wi is a weighting factor equal to the lllverse of the variance of the noise at each point. Since the ob served counts are a Poisson process, I a reasonable choice could be
C;
A Marquardt (1963) nonlinear optimization program was used to minimize Eq. 7. This routine, which minimizes the norm of the error, assumes that W i = I and that all parameters are unconstrained. Although these character istics are not ideal, the Marquardt estimator serves to demonstrate the feasibility of the method. For each voxel in the gray matter subset, an estimate of delay and per fusion index (8 and k) is obtained from the normalized washin-washout curve, C;(the caret denotes an estimated value). The scale factor, K, can then be estimated for each voxel in the subset:
where A g is the assumed value of the partition coeffi�e � t for 133Xe in gray matter (taken as 0. 8). An average K, IS 1 Because the Poisson process is nearly Gaussian for mean values of approximately >50, the inverse variance weighted least-squares estimator approaches the minimum variance Bayes estimator, which has a number of desirable properties (smallest error variance of any linear estimator, unbiased. etc.).
found by averaging the K values for all voxels in the subset. ,
Finally, for each voxel in the brain, the values of k and 8 are determined using the process described for �qs. 6 and 7. The regional estimated partition coefficient, A, can
(10) The desired perfusion estimate can then be calculated as (11) The estimate of 8 was carried out in two ways. In the first a two-parameter estimation was carried out on each vox�l to obtain 8 on a regional basis. This approach is time consuming, requiring the application of the Mar quardt methosl on each voxel in the brain. In the second approach, a 8 value was used in Eq. 10, with the mean value of delay derived from the gray matter voxel subset during the determination of K. In this approach, the re gional variation of the arterial input function is assumed to be small compared to the error in the mean delay time (fixed at 10 s in the To momatic 64).
Testing the modified estimator
Results from computer simulations and patient studies were examined to determine the following characteristics of the proposed estimators: (a) estimator verification using ideal and noisy washin-washout data; (b) noise sus ceptibility of the K-L estimator versus the proposed es timators; (c) sensitivity of the proposed �stimators to re gions of low perfusion; (d) sensitivity of 1 to globally and regionally derived 8 estimates; (e) susceptibility of dif ferent estimators to Compton scatter in the data; (f) sus ceptibility of the estimate of 8 to contamination of the washout curve by a second compartment.
Both simulated and patient data were used to test the modified estimator. The simulated perfusion phantom of Smith et al. (1984) was used to test the accuracy of the estimator with noise-free and noisy data, the ability of the estimator to detect areas of low perfusion, and the susceptibility to Compton scatter in the, data. Patient studies were used to test for changes in 1 when the air curve delay was computed from each region (8) or COIIl puted once from a composite curve and used globally (8).
The simulated phantom of Smith et al. (1984) has been described elsewhere, and is presented in Fig. 1 . Four sim ulated images are produced, representing the reconstruc tions for each minute of data collection, with each region in the four images having a contrast level appropriate to the perfusion values described. Poisson noise can be added to the four images to simulate limited count statis tics. A A value of 1.5 was assigned to regions 1 and 6 and of 0. 8 to the remaining regions (Conn, 1963) . These values approximate the partition coefficient of xenon in white and gray matter. The means and standard deviations from the regions of interest of where Vi is the value of the ith simulated brain voxel before modification for scatter, v ; is the simulated voxel value modified for a scatter contribution (ve), Pc is the decimal percentage scatter per voxel, and n is the number of voxels in the simulated brain slice.
Te n patient studies were chosen at random. Three re gions of interest were defined in each perfusion image: the visual cortex; a region in temporal gray matter; and a region of lower perfusion in the central area of the brain, representing predominantly white matter. The exact lo cation of these regions varied from patient to patient, howeyer, the comparisons of interest were the various f and k values of the three estimators for each region in each patient image. A total of 30 regions were used, 3 for each of 10 patients. Only slice 2 data, located 6 cm above and parallel to the canthomeatal line, were analyzed.
Two programs were written using the proposed algo rithms to accept a set of noisy 4-point washin-washout curves. A set of 50 such curves were prepared using a Poisson noise generator to replace each curve point with a random value appropriate to a specified number of counts in the curve. The first prugram used the first 20 curves of the set to estimate K, with k, 5, �, and J estimated for each of the remaining 30 curves. The second program estimated both K and 5 from the first 20 curv�s, using the remaining 30 curves to estimate k, �, and f. These programs were used to investigate the sen sitivity of 5 to contamination of the wash in-washout curves by a second compartment. A two-compartment, four-point curve was simulated to test the robustness of the estimation of I) and k from the normalized, contami nated clearance curve. A simulated clearance curve con sisting of a 50% mix of a 30-and 70-mlimin/100 g com partment was generated. The programs also tested the hypothesis that curves contaminated by a second com partment having a clearance slower than the primary J Cereb Blood Flow Metabol, Vol. 5, No.1, 1985 compartment should be truncated from four to two points to reduce the slower comp�rtment's influence on the es timation of I) (and, hence, J).
Paired samples were available for all data comparisons.
Paired t tests were used to test the hypothesis that paired sample mean values were not significantly different (p < 0. 05). The F test was used to compare variances to test the hypothesis that the estimator noise outputs were not statistically different. Results from areas 2 and 3 and areas 4 and 5 in Fig. 1 were combined for statistical testing since they had the same simulated f and A values.
for comparing k values from the K-L implementation to f values from the proposed estimator, sample means and standard deviations of the n;sults from the propqsed es timators were converted to k values by dividing f by the actual value of A for that region.
RESULTS AND DISCUSSION
Verification of the estimator
The three estimators tested will be referred to as the K-L estimator [version implemented by Goldman (1980) and installed in the To momatic 64], the regional delay (0) estimator (estimates f.. , k. and 6 for each brain voxel) , and the global delay (B) estimator (estimates 6 for gray matter voxels and uses this value to estimate k and f.. for each brain voxel).
Ta ble 1 presents the results of processing simu lated, noisy images described by Fig. 1 using all three estimators. Note that k values are presented for the K-L estimator (since it does not take A into account), whereas }and f.. are presented for the two proposed estimators. The b footnotes indicate vari ance values that were statistically lower than cor responding K-L estimator values, whereas the a footnotes denote variance values significantly lower than regional 0 estimator values. Only 100,000-and 250,000-count results were tested for significance.
The convergence properties of the regional esti mator are shown in Ta ble 2 for various delay times. For noise-free data, both the regional and global 0 estimators gave results that were exact within the limits of numerical roundoff for 0 values ranging from -9 to + 10 s, A values of 0.8-1.5, andfvalues of 20-120 ml/min/l00 g. These results are not pre sented here in tabular form. The K-L estimator like wise performed correctly for noisefree data, not withstanding the errors that have been previously reported with this estimator owing to 0 and A vari ations. Figure 2 gives a summary of results from a study of 10 randomly selected patients with three regions of interest selected in each perfusion image. Figure  3 compares the coefficient of variation (standard deviation as a percentage of the mean) for the 30 regions using the three estimators. The mean }value All three estimators showed good performance for both noise-free and noisy data, as illustrated by Ta ble 1. The K-L estimator provides only k, whereas both J and X. are provided by the two pro posed estimators. The results of Ta ble 1 demon strate that both of the proposed estimators have good sensitivity for the low-perfusion region, area 6. Between 500,000 and 1,000,000 counts are usu ally collected during a patient study with the To momatic 64. Thus, the last two columns of Ta ble 1 represent simulated data that are far noisier than those observed in the clinical setting. Similar result� were observed for delay values of + 5 and -5 s. k values from the K-L estimator show the error re lationship to 0 variations previously derived by Smith et al. (1984) , but the proposed estimators cor rect for these variations and provide the same err or variance performance for k and X. demonstrated by Ta ble 1 for 0 values between -9 and + 10 s.
The error variances of the three estimators were compared for the 250,000-and 100,000-count re sults. The global 0 estimator showed smaller error variances than the regional 0 estimator at 250,000 counts, and showed superior performance to the K L estimator at 100,000 counts. The global estimator would likely have had superior noise performance compared with the regional estimator for 100,000-count data, had the regional estimator not failed for area 5, providing an erroneous Jvalue and standard deviation. The regional estimator also showed poor performance for area 6 for the 100,000-count data. The inferior error variance of the regional estimator is also seen in Fig. 3 , where the mean coefficients of variation of the perfusion estimate (k for the K L, J for the proposed estimators) are compared for 10 patient studies chosen at random. It is not sur prising that the regional estimator, which estimates three parameters using voxel washin-washout curve shape, has a higher error variance for J than the global estimator, which estimates two parameters from each voxel curve. The simulation results sug gest that the global () estimator has a smaller error variance for k than the K-L estimator, but results from patient studies show the error variances to be similar (Fig. 3) . There are likely additional effects 0> 0 in the patient studies that complicate the compar ison of the error variance of the estimators. The patient data contain a complex mixture of many error factors that are studied separately with sim ulated data, especially the effects of scatter contri bution and the contamination of washin-washout curve compartments owing to the partial volume effect present in patient data. The combination of these effects in patient data may explain why the analysis of simulated curves shows superior error variance performance of the global () estimator com pared with the K-L estimator, but the analysis of patient data shows no difference in their variances. . �.-, --
.� . � .
85ml/m/100g Fig. 1 were used to generate these curves. Note that the recovery of f is assumed to be the pa rameter of interest; thus, clearance index values from the K L estimator contain an error due to regional variations in partition coefficient values.
the 30 areas are compared for both proposed esti mators using a paired t test, 4 of the 30 regions show a statistically different J value. These results sug gest that there are occasionally local conditions that provide slightly different perfusion values de pending on whether 6 is estimated once and used for the entire brain or is estimated for each brain voxel. Since the regional variation of 0 is not known a priori in patients, it is not clear whether the 4 of 30 instances of different k values resulted from re gional variations in 6 or from the poorer perfor mance of the regional 0 estimator.
One of the concerns of using a single composite clearance curve from the gray matter region of in terest to derive a single 0 value to be used over the entire brain slice is the effect of curve contamina tion by a slower compartment representing white matter or scatter from that region. Table 3 illustrates the insensitivity of the estimator to such contami nation. Further, little or no improvement is realized by using only the first 2 min of data.
The effects of scatter on the K-L and global 0 estimators are illustrated in Fig. 4 . The error plot assumes thatJis the desired quantity; thus, k values from the K-L estimator reflect gross errors due to the effects of regional A variations (see Smith et aI., 1984) . It is particularly interesting to note that the fractions. This curve may partially explain the ob served overestimation of white matter perfusion seen by the To momatic 64 (mean white matter per fusion recorded as 59 ± 12 ml/min/ 100 g in normal subjects), whereas gray matter perfusion values are in the range of values recorded by others. The im portance of scatter fraction control in the instru mentation and of further software correction for scatter is obvious from Fig. 4 (Oppenheim, 1984) .
Parameters land � have relative values since they depend on the assumption that the selected gray matter region of interest has a A value of 0.8. Any error in this assumption will appear as a linear bias error in the estimates of J and �.
Furthermore, � only approximates A for perfusion values of roughly> 10 mllminllOO g. For regions of very low perfusion, � will act as a scaling constant to preserve the sensitivity of the method to isch emic areas. This can be seen in Ta ble 1 for � values derived for area 6. At very low perfusion values, the washin-washout curve contains few counts, and the effects of noise statistics, scatter, and partial volume dominate the curve shape. The parameter k, which is estimated based on curve shape alone, will be overestimated, as is well known in practice.
From Eq. 10, � will be underestimated because the numerator will be reduced (little tracer in the re gion), whereas the denominator will have an in flated value of k embedded as a multiplicative factor in C(k,t) (see Eq. 3). Thus, at ischemic levels of perfusion, � no longer gives an accurate estimate of the true value of A, but rather acts as a scaling con stant with a value smaller than the true A value. Uemura et al. (1983) derive the relative voxel par tition coefficient by approximating the integration of the total brain slice washout curve and the voxel washout curve over infinite time. A mean brain slice A of 1.15 is assumed for this computation. These authors use a IO-min study to approximate the in finite integration of the washout curves. The method presented here requires only 4 min of study time, a significant difference for some disabled pa tients, although the longer saturation period of the technique of Uemura et al. may give better A esti mates in regions of ischemia.
The Marquardt estimator used to produce these results performs an unweighted minimization of the mean of the error between the four points produced by the model and its parameters and the four ob served data points. As pointed out earlier, a more appropriate estimator would be a maximum likeli hood method or an approximate minimum variance Bayes estimator. The derivation of an appropriate likelihood function is thwarted by the integral equa tion form of the model, although Alpert et al. (1984) have suggested a formulation that may approach the performance of a maximum likelihood estimator. Rather than to derive an optimal estimator, the pur pose of this report was to demonstrate the desira bility of a method that would account for variations in tracer arrival time and also include a first-order estimate for the regional partition coefficient. Alpert et al. (1984) have proposed an elegant method for calculating J in projection space. This method requires the preparation of a lookup table, summing of projections, and two reconstructions. With the appropriate correction for arrival time de lays, the projection space method offers a reduced computational burden over the present brute force K-L implementation; however, the projection space method requires some type of calibration of Ca(t) such as the withdrawal and counting of arterial blood samples.
Computations for this study were carried out on a Perkin-Elmer 3241 computer. All software was written in FORTRAN VII, and no special efforts were made to increase the speed of the code other than the use of an optimizing FORTRAN complier. The three-dimensional table preparation took slightly > 1 min of computer time, whereas the global 0 es timator took 25 s to process one perfusion image, and the regional estimator required 56 s.
In summary, two modifications to the current K L perfusion estimator implemented on the To mo matic 64 have been proposed. Both of these esti mators provide an estimate of the arrival time of tracer in the brain, and global maps of relative per fusion index (k), perfusion (f), and partition coeffi-J Cereb Blood Flmt' Metahol. Vol. 5. No, 1. 1985 cient (A). Both estimators use all the washin washout data available from the study. One of the estimators provides a map of tracer arrival time (re gional 0 estimator), whereas the other estimates a single number for this parameter that is assumed to apply to all voxels in the brain slice (global 0 esti mator). The global estimator is shown to have a smaller error variance than the regional method, and to have an error variance equal to or better than the K-L estimator. Because it is less computation ally intensive than the regional technique, the global o estimator is to be preferred.
If the arrival time of tracer in the brain were avail able from instrumentation, the techniques de scribed here could be used to estimate J and F... on a regional basis much more expediently, since table lookup procedures very similar to those utilized by the current K-L algorithm implemented in the To momatic 64 could be utilized, and the necessity of generating a three-dimensional lookup table would be avoided.
