Eine Implementierung des Chi-Wertes by Kohl, Martin
Universita¨t Leipzig
Fakulta¨t fu¨r Mathematik und Informatik
Mathematisches Institut
Eine Implementierung des χ-Wertes
Diplomarbeit
Leipzig, August 2010 vorgelegt von
Kohl, Martin
Diplom Wirtschaftsmathematik
Betreuender Hochschullehrer:
Professor Dr. Stephan Luckhaus
Fakulta¨t fu¨r Mathematik und Informatik
Mathematisches Institut
Inhaltsverzeichnis
1 Vorwort 3
2 Grundlagen 3
2.1 Kooperative Spieltheorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Spiele mit Koalitionsstruktur . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Interpretation der Axiome . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Charakterisierungen spezieller Lo¨sungswerte . . . . . . . . . . . . . . . . . . 10
2.5 Die Shapley-Lo¨sung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Der Gewichtete χ-Wert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.7 Grundlagen der Nichtkooperativen Spieltheorie . . . . . . . . . . . . . . . . 19
3 Die Konstruktion 24
3.1 Modell von Kongo/Funaki/Tijs . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Die Konstruktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Existenz eines teilspielperfekten Gleichgewichtes . . . . . . . . . . . . . . . 30
3.4 Eindeutigkeit des teilspielperfekten Gleichgewichtes . . . . . . . . . . . . . . 36
4 Weitere Nashgleichgewichte 41
5 Auswertung 49
6 Anhang 49
7 Literatur 54
8 Erkla¨rung 54
2
1 Vorwort
Ein grundlegendes Problem der Kooperativen Spieltheorie ist das Folgende. Es seien drei Spieler
gegeben. Spieler 1 besitze einen linken Handschuh, Spieler 2 und 3 besitzen jeweils einen rechten
Handschuh. Auf dem Markt kann man ein Paar Handschuhe fu¨r den Preis von 1 verkaufen.
Wie teilt man diesen Wert 1 unter den drei Spielern auf?
Ist es außerdem notwendig, dass alle drei Spieler kooperieren oder wa¨ren nicht bereits zwei Spieler
ausreichend? Inwieweit vera¨ndert dies die Aufteilung des gemeinsam erzielten Wertes?
Fu¨r die Frage der Verteilung des Wertes wird stellvertetend die Shapley-Lo¨sung beschrieben, wel-
che aber nur den Wert verteilt, den alle Spieler gemeinsam erwirtschaften.
Fu¨r die zweite Frage gibt es vielerlei Ansa¨tze, wobei sich diese Arbeit hauptsa¨chlich mit dem (ge-
wichteten) χ-Wert bescha¨ftigt.
Das hauptsa¨chliche Untersuchungsobjekt der Arbeit ist die Mo¨glichkeit der Konstruktion eines
nichtkooperativen Spieles zu einem beliebigen kooperativen Spiel, dessen gleichgewichtige Aus-
zahlung mit dem (gewichteten) χ-Wert u¨bereinstimmt. Dabei wird als Gleichgewichtsbegriff das
teilspielperfekte Gleichgewicht gewa¨hlt. Diese Konstruktion wird als Implementierung des (gewich-
teten) χ-Wertes bezeichnet.
Die Arbeit ist dabei in fu¨nf Kapitel untergliedert. In Kapitel zwei werden einige grundlegende
Begriffe der Kooperativen Spieltheorie, wie TU-Spiel, Shapley-Lo¨sung, Axiomatisierungen und
der einfache χ-Wert eingefu¨hrt. Anschließend betrachtet man Kooperative Spiele auf Partitio-
nen der Spielermenge. In diesen wird nicht mehr nur der Wert der gesamten Kooperation verteilt.
Auch andere Zusammenschlu¨sse sind nun mo¨glich. Um Ru¨ckschlu¨sse fu¨r den χ-Wert ziehen zu
ko¨nnen, betrachtet man die eng verbundene Shapley-Lo¨sung in Kap 2.5 genauer. In Kapitel 2.6
wird der gewichtete χ-Wert eingefu¨hrt, bei dem die Umverteilung der produzierten Werte nicht
mehr gleichma¨ßig erfolgt. Daraufhin werden die Grundbegriffe der extensiven Spiele, in der die Im-
plementierung stattfindet, beschrieben, um sich dann anschließend in Kapitel 3 mit der eigentlichen
Implementierung zu bescha¨ftigen. Zuna¨chst wird ein teilspielperfektes Gleichgewicht angefu¨hrt,
um anschließend dessen Eindeutigkeit zu beweisen. Kapitel 4 beschreibt alle weiteren Nashgleich-
gewichte bezu¨glich des konstruierten Spieles, wa¨hrend schließlich Kapitel 6 den Satz von Motzkin
herleitet, welcher ein wichtiges Instrument fu¨r die Existenz der teilspielperfekten Gleichgewichte
darstellt.
2 Grundlagen
2.1 Kooperative Spieltheorie
Im Gegensatz zur bekannteren Nichtkooperativen Spieltheorie bescha¨ftigt sich die Kooperative
Spieltheorie nicht damit, wie eine Auszahlung durch Wahl von Strategien erreicht wird und ob
diese Auszahlung optimal ist. In der Kooperativen Spieltheorie und hier vor allem bei der Betrach-
tung von TU-Spielen wird vielmehr jeder Menge von Spielern ein Wert zugeordnet, anhanddessen
anschließend untersucht wird, wie der von allen Spieler produzierte Wert verteilt wird.
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Definition 2.1 (TU-Spiel)
Ein Spiel mit transferierbaren Nutzen (kurz TU-Spiel) ist ein Paar (N, v), welches aus einer nicht-
leeren und endlichen Menge von Spielern N und aus einer Koalitionsfunktion
v : P(N)→ R, v(∅) = 0 (2.1)
besteht.
Teilmengen K ⊆ N werden Koalitionen genannt. Dabei wird N als große Koalition ausgezeichnet.
v(K) wird als Wert der Koalition K ⊆ N bezeichnet.
Die Menge aller solcher TU -Spiele mit der Spielermenge N werde mit V(N) bezeichnet.
Bemerkung
Jede Koalition erwirtschaftet demnach gemeinsam einen Wert. Der Wert der leeren Koalition wird
auf Null normiert.
Mit den Operationen (+, ·), definiert durch
(u+ v)(K) := u(K) + v(K) fu¨r alle u, v ∈ V(N), K ⊆ N (2.2)
(λ · v)(K) := λ · v(K) fu¨r alle v ∈ V(N), K ⊆ N, λ ∈ R, (2.3)
wird V(N) zu einem 2|N | − 1 dimensionalen Untervektorraum des RP(N).
Zu diesem Untervektorraum existiert eine sehr nu¨tzliche Basis.
Definition 2.2 (Einstimmigkeitsspiele)
Es sei ∅ 6= T ⊆ N eine Koalition.
Das Spiel uT ∈ V(N) mit
uT (K) =
1 falls T ⊆ K,0 sonst (2.4)
wird als Einstimmigkeitsspiel der Koalition T bezeichnet.
Theorem 2.3 (Basis des V(N))
Es sei N gegeben. Dann bildet die Menge (uT )T⊆N eine Basis fu¨r den Vektorraum (V(N),+, ·).
Beweis. Die Menge (uT )T⊆N entha¨lt 2|N | − 1 Elemente. Es reicht zu zeigen, dass die Koalitions-
funktionen linear unabha¨ngig sind.
Es sei uT =
∑
i
ciuTi eine Linearkombination fu¨r uT , bei der Ti 6= T gelte.
O.B.d.A sei |T | ≤ |Ti| fu¨r alle i. Dann gilt mit dieser Wahl Ti * T , sodass uTi(T ) = 0 nach
Definition der Einstimmigkeitsspiele und daher
1 = uT (T ) =
∑
i
ci uTi(T )︸ ︷︷ ︸
=0
= 0. (2.5)
Damit existiert keine solche Linearkombination und die Koalitionsfunktionen sind
linear unabha¨ngig.
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Definition 2.4 (Lo¨sungswert)
Ein Lo¨sungswert ist eine Abbildung V(N)→ RN .
2.2 Spiele mit Koalitionsstruktur
Nun ist es nicht immer no¨tig, dass alle Spieler zusammen einen Wert produzieren. Oft genu¨gt es
bereits, wenn nur eine Teilmenge der Spieler einen Wert erschafft. Somit beno¨tigt man ein Modell,
welches Werte kleinerer Koalitionen aufteilt. Dies ermo¨glicht die folgend definierte Koalitionsstruk-
tur.
Definition 2.5 (Koalitionsstruktur)
Eine Koalitionsstruktur (CS) fu¨r (N, v) ist eine Partition1 von N . P(i) bezeichnet dabei die Kom-
ponente, die Spieler i entha¨lt.
Definition 2.6 (CS-Spiel)
Ein Spiel mit einer Koalitionsstruktur (CS-Spiel) ist ein Tupel (N, v,P) aus einem TU -Spiel (N, v)
und einer Koalitionsstruktur P.
Die Partition gibt an, welche Spieler zusammen Werte erschaffen. Im Einfu¨hrungsbeispiel der linken
und rechten Handschuhe wu¨rde sich fu¨r die triviale Partition P = {N} das Problem ergeben, dass
ein rechter Handschuh u¨berflu¨ssig wa¨re. Demzufolge wu¨rde man die Partitionen {{1, 2}, {3}} oder
{{1, 3}, {2}} erwarten, in denen ein u¨berflu¨ssiger Spieler aus der Kooperation ausgeschlossen wird.
Die Entscheidung u¨ber die Verteilung des Wertes wird dann von folgender Struktur erkla¨rt.
Definition 2.7 (CS-Wert)
Ein Lo¨sungswert fu¨r Koalitionsstrukturen ist eine Abbildung ϕ, die jedem CS-Spiel den Auszah-
lungsvektor ϕ(N, v,P) ∈ RN zuordnet.
Fu¨r K ⊆ N setze man ϕK(N, v,P) :=
∑
i∈K
ϕi(N, v,P).
Nun kann dieser Lo¨sungswert bisher beliebig auf diesem Kreuzprodukt gewa¨hlt werden. Außer der
Praxis der Verteilungsfrage ergeben sich jedoch gewisse Eigenschaften, die erfu¨llt sein sollten.
Axiom 1 (Additivita¨t A)
Ein Lo¨sungswert ϕ erfu¨llt das Additivita¨tsxiom, falls fu¨r zwei beliebige Koalitionsfunktionen
v, v′ ∈ V(N) gilt:
ϕ(N, v + v′,P) = ϕ(N, v,P) + ϕ(N, v′,P). (2.6)
1Eine Partition P ist ein Mengensystem aus nichtleeren Mengen (Pi)i∈I . Fu¨r jedes j ∈ N existiert genau
ein Pi mit j ∈ Pi.
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Bemerkung
Es wird sich zeigen, dass bei einer geeigneten Auswahl an weiteren Axiomen bereits Homogenita¨t
in der Komponente der Koalitionsfunktion folgt. Linearita¨t bezu¨glich der Koalitionsfunktion muss
demnach nicht explizit gefordert werden.
Definition 2.8 (Symmetrische Spieler)
Zwei Spieler i und j heißen symmetrisch, falls gilt:
v(K ∪ {i}) = v(K ∪ {j}) fu¨r alle K ⊆ N \ {i, j}. (2.7)
Entsprechend sollte auch ein akzeptabler bzw. ”fairer” Lo¨sungswert gleiche Auszahlungen fu¨r sym-
metrische Spieler in einer Komponente garantieren. Dies liefert die folgende Eigenschaft.
Axiom 2 (Komponentenbeschra¨nkte Symmetrie - CS)
Fu¨r einen Lo¨sungswert ϕ gilt das Axiom der Komponentenbeschra¨nkten Symmetrie, falls fu¨r sym-
metrische Spieler i und j, j ∈ P(i) gilt:
ϕi(N, v,P) = ϕj(N, v,P). (2.8)
Bisher wurde auch nicht festgelegt, welche Werte verteilt werden. Ohne Transaktionskosten, die
hier nicht modelliert werden, kann stets der gesamte Wert einer Komponente vorgegeben werden.
Dies fu¨hrt zu folgender Definition.
Axiom 3 (Komponenteneffizienz - CE)
Ein Lo¨sungswert ϕ erfu¨llt die Komponenteneffizienz, falls fu¨r alle i ∈ N gilt:
ϕP(i)(N, v,P) = v(P(i)). (2.9)
Weiterhin ergeben sich wie im Einfu¨hrungsbeispiel in manchen Situationen unproduktive Spieler.
Diese werden Nullspieler genannt und sind durch folgende Eigenschaft gekennzeichnet.
Definition 2.9 (Nullspieler)
Ein Spieler i heißt Nullspieler, falls fu¨r alle K ⊆ N
v(K ∪ {i}) = v(K). (2.10)
Axiom 4 (Nullspieler - N)
Ein Lo¨sungswert ϕ erfu¨llt das Nullspieleraxiom, falls fu¨r alle Nullspieler i ∈ N
ϕi(N, v,P) = 0 (2.11)
gilt.
Nullspieler erhalten nach diesem Axiom in jeder Partition den Wert 0 zugeteilt.
Dies ist sogleich die angreifbarste Eigenschaft, wie das folgende Beispiel zeigt.
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Beispiel
Man betrachte das Einstimmigkeitsspiel fu¨r T = {1, 2} mit der Partition {{1}{2, 3}}. Hier wider-
sprechen sich die Eigenschaften CE, N mit dem Versta¨ndnis von Verhandlungsmacht. Es muss
gelten x2 +x3 = 0 und weiterhin ist x3 Nullspieler. Damit muss auch x2 = 0 gelten und dies obwohl
Spieler 2 die Mo¨glichkeit besitzt, den Wert 1 mit Spieler 1 zu generieren.
Entsprechend sollten fu¨r gewisse Partitionen auch negative Auszahlungen mo¨glich sein und man
fu¨hrt man die folgende schwa¨chere Eigenschaft ein.
Axiom 5 (Nullspieleraxiom der Großen Koalition - GN)
Ein Lo¨sungswert ϕ erfu¨llt das Nullspieleraxiom der Großen Koalition, falls fu¨r alle Nullspieler
i ∈ N gilt: ϕi(N, v, {N}) = 0.
Zuletzt wird noch eine Eigenschaft angefu¨hrt, die den Fall beschreibt, dass Komponenten ausein-
anderbrechen.
Definition 2.10 (Feinere Partition)
Eine Partition P ′ heißt feiner als die Partition P, falls
P ′(i) ⊆ P(i) fu¨r alle i ∈ N. (2.12)
Axiom 6 (Aufspaltung - SP)
Ein Lo¨sungswert ϕ erfu¨llt das Aufspaltungs-Axiom, falls fu¨r Spieler i ∈ N und j ∈ P ′(i) und alle
Partitionen P ′, die feiner als P sind, gilt
ϕi(N, v,P)− ϕi(N, v,P ′) = ϕj(N, v,P)− ϕj(N, v,P ′). (2.13)
Verlassen demnach Spieler gemeinsam eine Komponente, so wird der Verlust bzw. Gewinn dieser
Spieler gleichma¨ßig unter diesen aufgeteilt.
Bemerkung
Da jede Partition feiner als die große Koalition ist, ist eine a¨quivalente Formulierung des Aufspal-
tungsaxioms:
ϕi(N, v,P)− ϕi(N, v, {N}) = ϕj(N, v,P)− ϕj(N, v, {N}) fu¨r alle Partitionen P. (2.14)
Durch Wahl von zwei verschiedenen Partitionen und Einsetzen der Gleichungen gelangt man wieder
zur urspru¨nglichen Formulierung.
2.3 Interpretation der Axiome
Man nehme nun ein Lo¨sungswert erfu¨lle zumindest die Linearita¨t in der Komponente der Koaliti-
onsfunktion. Es gelte demnach
ϕ(N,λ1v1 + λ2v2,P) = λ1ϕ(N, v1,P) + λ2ϕ(N, v2,P) fu¨r alle λ1, λ2 ∈ R; v1, v2 ∈ V(N). (2.15)
Dann kann man die Axiome wie folgt im Kontext der Linearen Algebra interpretieren.
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Komponentenbeschra¨nkte Symmetrie
Es sei Vi,j ⊆ V(N) der lineare Unterraum der Koalitionsfunktionen, in denen Spieler i und j
symmetrisch sind.
Theorem 2.11
Es gilt2:
Vi,j = lin
(
(eT )T⊆N\{i,j},T 6=∅, (vT )T⊆N\{i,j}, (wT )T⊆N\{i,j}
)
:= Si,j . (2.16)
Dabei bezeichne
eT (K) :=
1 K = T,0 sonst ,
vT (K) :=
1 K = T ∪ {i} oder K = T ∪ {j},0 sonst , (2.17)
wT (K) :=
1 K = T ∪ {i, j},0 sonst .
Beweis. Lineare Unabha¨ngigkeit der Koalitionsfunktionen:
Dann gilt fu¨r jede Linarkombination mit Koeffizienten aS , bS , cS innerhalb der Koalitionsfunktio-
nen:
1 = eT (T ) =
∑
S∈N\{i,j},S 6=T
aS eS(T )︸ ︷︷ ︸
=0
+
∑
S∈N\{i,j}
bS vS(T )︸ ︷︷ ︸
=0
+
∑
S∈N\{i,j}
cS wS(T )︸ ︷︷ ︸
=0
= 0. (2.18)
Ebenso folgt:
1 = vT (T ∪ {i})
=
∑
S∈N\{i,j}
aS eS(T ∪ {i})︸ ︷︷ ︸
=0
+
∑
S∈N\{i,j},S 6=T
bS vS(T ∪ {i})︸ ︷︷ ︸
=0
+
∑
S∈N\{i,j}
cS wS(T ∪ {i})︸ ︷︷ ︸
=0
= 0 (2.19)
und
1 = wT (T ∪ {i, j})
=
∑
S∈N\{i,j}
aS eS(T ∪ {i, j})︸ ︷︷ ︸
=0
+
∑
S∈N\{i,j}
bS vS(T ∪ {i, j})︸ ︷︷ ︸
=0
+
∑
S∈N\{i,j},S 6=T
cS wS(T ∪ {i, j})︸ ︷︷ ︸
=0
(2.20)
= 0.
Erzeugendensystem:
2lin(a1, . . . , an) bezeichne hier die Lineare Hu¨lle der Vektoren a1, . . . , an, n ∈ N.
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Sei z ∈ Si,j dann gilt fu¨r alle K ∈⊆ N \ {i, j}:
z(K ∪ {i}) =
∑
S∈N\{i,j},S
aSeS(K ∪ {i}) +
∑
S∈N\{i,j}
bSvS(K ∪ {i}) +
∑
S∈N\{i,j}
cSwS(K ∪ {i})
(2.21)
= bKvK(K ∪ {i})
= bKvK(K ∪ {j})
= z(K ∪ {i}).
Die Koalitionsfunktion ist daher symmetrisch in den Spielern i und j.
Sei andererseits ẑ eine symmetrische Koalitionsfunktion mit ẑ(K ∪ {i}) = ẑ(K ∪ {j}), dann gilt:
ẑ =
∑
S∈N\{i,j},S
ẑ(S)eS +
∑
S∈N\{i,j}
ẑ(S ∪ {i})vS +
∑
S∈N\{i,j}
ẑ(S ∪ {i, j})wS (2.22)
und daher folgt: ẑ ∈ Vi,j und Si,j = Vi,j .
Eine Lo¨sungswert ϕ, der der Komponentenbeschra¨nkten Symmetrie genu¨gt, erfordert dann auf
dieser Basis die folgende Eigenschaft:
ϕi(N, vT ,P) = ϕj(N, vT ,P) fu¨r alle T ⊆ N \ {i, j} und fu¨r alle j ∈ P(i). (2.23)
Komponenteneffizienz
Komponenteneffizienz erfordert, dass fu¨r einen Lo¨sungswert ϕ und jedes S ∈ P das folgende
Diagramm kommutativ ist.
V(N)
ϕ //
Π{S} ""D
DD
DD
DD
D R
N
g
~~||
||
||
||
R,
(2.24)
wobei g wie folgt definiert ist
g : RN → R
x 7→
∑
i∈N
xi. (2.25)
und ΠS die Projektion der Koalitionsfunktion auf die Komponente S darstellt.
Ein Lo¨sungswert, der der Komponenteneffizienz genu¨gt, muss demnach einem Gleichungssystem
mit |P| Bedingungen genu¨gen. Die Menge aller solcher Lo¨sungswerte bilden einen konvexen Poly-
eder.
Nullspieleraxiom
Es sei Oj(N) der Unterraum der Koalitionsfunktionen, in denen Spieler j ein Nullspieler ist.
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Theorem 2.12
Eine zugeho¨rige Basis ist dann die folgende:
(oT )T⊆N\{j} (2.26)
wobei gelte:
oT (K) =
1 K = T oder K = T ∪ {j},0 sonst . (2.27)
Beweis. Offensichtlich sind die Koalitionsfunktionen linear unabha¨ngig und es gilt
v(K) = v(K ∪ {i}) fu¨r jede Koalitionsfunktion v aus der linearen Hu¨lle von (oT )T⊆N\{j}.
Andererseits la¨sst sich jede Koalitionsfunktion z, in der Spieler i Nullspieler ist, wie folgt darstellen:
z =
∑
S∈N\{i},S 6=∅
z(S)oS . (2.28)
Damit gilt bereits die Behauptung.
Ein Lo¨sungswert ϕ erfu¨llt dann das Nullspieleraxiom, falls gilt:
(oT )T⊆N\{j} ⊆ ker(ϕj). (2.29)
2.4 Charakterisierungen spezieller Lo¨sungswerte
Durch eine gewisse Auswahl an Axiomen fu¨r Lo¨sungswerte, definiert man diese bereits eindeutig. Im
Weiteren werden zwei Lo¨sungswerte genauer betrachtet. Die Shapley-Lo¨sung, die fu¨r die Partition
P = {N} definiert ist und eine mo¨gliche U¨bertragung auf CS-Spiele, den ungewichteten χ-Wert.
Definition 2.13
Sei Σ(N) die Menge der Reihenfolgen von N und sei σ(i) die Position von i.
Dann sei Ki(σ) = {j : σ(j) ≤ σ(i)} die Menge der Spieler, die vor Spieler i in σ positioniert sind.
Definition 2.14 (Marginaler Beitrag)
Der marginale Beitrag eines Spielers i in der Reihenfolge σ ist gegeben durch:
MCi(σ)(v) := v(Ki(σ))− v(Ki(σ) \ {i}). (2.30)
Theorem 2.15 (Charakterisierung der Shapley-Lo¨sung)
Es seien (N, v) ein TU-Spiel und P = {N}. Dann gibt es einen eindeutig bestimmten CS-Wert,
der den folgenden Eigenschaften genu¨gt:
• Nullspieleraxiom
• Komponenteneffizienz
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• Komponentenbeschra¨nkte Symmetrie
• Additivita¨t
Dieser Wert wird als Shapley-Lo¨sung bezeichnet3. Er ist definiert durch:
Shi(N, v) =
∑
S⊆N
(|S| − 1)!(|N | − |S|)!
|N |! (v(S)− v(S \ {i})) . (2.31)
Beweis. Offensichtlich erfu¨llt die Formel der Shapley-Lo¨sung das Nullspieleraxiom, die Komponen-
tenbeschra¨nkte Symmetrie und die Additivita¨t. Es bleibt demnach noch die Komponenteneffizienz
zu zeigen:∑
i∈N
Shi(N, v) =
∑
i∈N
∑
S⊆N,i∈S
(|S| − 1)!(|N | − |S|)!
|N |! [v(S)− v(S \ {i})] (2.32)
=
∑
i∈N
 ∑
S⊆N,i∈S
(|S| − 1)!(|N | − |S|)!
|N |! v(S)−
∑
S⊆N,i/∈S
(|S|)!(|N | − |S| − 1)!
|N |! v(S)

(2.33)
=v(N) +
∑
S⊂N
[∑
i∈S
(|S| − 1)!(|N | − |S|)!
|N |! −
∑
i/∈S
(|S|)!(|N | − |S| − 1)!
|N |!
]
︸ ︷︷ ︸
=0
v(S) (2.34)
=v(N).
Demnach genu¨gt die Formel auch der Komponenteneffizienz.
Fu¨r die Eindeutigkeit zeigt man, dass jeder Lo¨sungswert ϕ, der den drei Eigenschaften CS, N und
CE genu¨gt, auf der Basis der skalierten Einstimmigkeitsspiele bereits eindeutig bestimmt ist.
Sei T ⊆ N . Nach dem Nullspieleraxiom gilt fu¨r i /∈ T und λ ∈ R: ϕi(N,λuT ) = 0. Dies ist gerade
der Wert der Shapley-Lo¨sung Shi(N,λuT ).
Fu¨r i ∈ T gilt nach Komponenteneffizienz und Komponentenbeschra¨nkter Symmetrie:
ϕi(N,λuT ) =
λ
|T | . (2.35)
Mit der Additivita¨t und damit verbundenen Linearita¨t ist ϕ(N, uT ) eindeutig bestimmt als die
Shapley-Lo¨sung.
Bemerkung
Die Shapley-Lo¨sung kann als durchschnittlicher oder erwarteter Beitrag des Spielers i interpretiert
werden. Es wird durch die Einschra¨nkung auf die Partition der Großen Koalition nur deren Wert
verteilt.
Demgegenu¨ber nutzt die Shapley-Lo¨sung das bereits vorher diskutierte Nullspieleraxiom, bei dem
Nullspieler stets eine Auszahlung von Null zugeordnet wird. Schwa¨cht man dieses Axiom zum
3nach Lloyd Shapley, 1953
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Nullspieleraxiom der Großen Koalition ab, so ist ein Lo¨sungswert bereit fu¨r P = {N} festgelegt.
Lediglich fu¨r die anderen Partitionen gibt es Freiheitsgrade. Eine Mo¨glichkeit diese aufzulo¨sen, be-
steht darin, zusa¨tzlich das Aufspaltungsaxiom zu erfu¨llen. Der damit entstehende CS-Lo¨sungswert
wird als χ-Wert bezeichnet.
Theorem 2.16 (Charakterisierung des χ-Wertes)
Es sei (N, v) ein TU-Spiel gegeben. Dann gibt es einen eindeutig bestimmten CS-Wert, der den
folgenden Eigenschaften genu¨gt
• Nullspieleraxiom der Großen Koalition,
• Komponenteneffizienz,
• Komponentenbeschra¨nkte Symmetrie,
• Additivita¨t,
• Aufspaltungsaxiom.
Diese Lo¨sung wird als χ-Wert4 bezeichnet und ist gegeben durch
χi(N, v,P) = Shi(N, v) +
v(P(i))− ShP(i)(N, v)
|P(i)| . (2.36)
Beweis. Die Additivita¨t des Lo¨sungswertes folgt nach Konstruktion. Fu¨r P = N stimmt der χ-
Wert mit der Shapley-Lo¨sung u¨berein. Daher wird das Nullspieleraxiom der Großen Koalition
ebenfalls erfu¨llt. Weiterhin gilt fu¨r alle i ∈ N :∑
j∈P(i)
χj(N, v,P) =
∑
j∈P(i)
Shi(N, v) + v(P(i))−
∑
j∈P(i)
Shi(N, v) = v(P(i)). (2.37)
Es gilt daher die Komponenteneffizenz.
Fu¨r symmetrische Spieler i und j, j ∈ P(i), gilt nach Eigenschaft der Shapley-Lo¨sung
Shi(N, v) = Shj(N, v) (2.38)
und damit gilt mit
χi(N, v,P) = χj(N, v,P) (2.39)
auch die Komponentenbeschra¨nkte Symmetrie. Sei P eine Partition, dann gilt:
χi(N, v, {N})︸ ︷︷ ︸
=Shi(N,v)
−χi(N, v,P) =
ShP(i)(N, v)− v(P(i))
|P(i)| (2.40)
= χj(N, v, {N})− χj(N, v,P) fu¨r alle j ∈ P(i). (2.41)
Der χ-Wert genu¨gt daher auch dem Aufspaltungsaxiom.
Bleibt zu zeigen, dass der χ-Wert der eindeutig bestimmte Lo¨sungswert ist, der diesen Axiomen
4nach Casajus, 2008 [1]
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genu¨gt. Fu¨r P = {N} muss der Lo¨sungswert nach dem vorherigen Theorem mit dem Wert der
Shapley-Lo¨sung u¨bereinstimmen. Nach dem Aufspaltungsaxiom gilt dann:
ϕi(N, v,P)− Shi(N, v) = ϕj(N, v,P)− Shj(N, v) fu¨r alle j ∈ P(i). (2.42)
Durch Aufsummieren u¨ber alle j ∈ P(i) und Ausnutzen der Komponenteneffizienz ergibt sich:
|P(i)|(ϕi(N, v,P)− Shi(N, v)) = ϕP(i)(N, v,P)︸ ︷︷ ︸
CE
= v(P(i))
−ShP(i)(N, v) (2.43)
und damit der gewu¨nschte eindeutige χ-Wert.
Bemerkung
Insbesonders ist der χ-Wert unabha¨ngig von der Organisation des Spieles außerhalb der eigenen
Komponente. Jede Komponente erha¨lt insgesamt auch den Wert, den sie fu¨r sich allein produzieren
wu¨rde.
2.5 Die Shapley-Lo¨sung
Durch die Definition des χ-Wertes ist dieser eng mit den Eigenschaften der Shapley-Lo¨sung verbun-
den. Daher ist es no¨tig, diesen Wert genauer zu untersuchen, insbesondere um eine Implementie-
rung des χ-Wertes zu ermo¨glichen. Dazu werden einige weitere Eigenschaften der Shapley-Lo¨sung
angefu¨hrt, welche zumeist aus Kongo/Funaki/Tijs, 2008: [2] stammen.
Proposition 2.17 (Bedingung der ausgeglichenen Beitra¨ge - BCP)
Fu¨r alle i, j ∈ N mit i 6= j gilt:
Shi(N, v)− Shi(N \ {j}, v|N\{j}) = Shj(N, v)− Shj(N \ {i}, v|N\{i}). (2.44)
Beweis.
Shi(N, v)− Shj(N, v) 2.15=
∑
S⊆N
(|S| − 1)!(|N | − |S|)!
|N |! (v(S \ {j})− v(S \ {i})) (2.45)
=
∑
S⊆N,i∈S,j /∈S
(|S| − 1)!(|N | − |S|)!
|N |! (v(S)− v(S \ {i}))
+
∑
S⊆N,j∈S,i/∈S
(|S| − 1)!(|N | − |S|)!
|N |! (v(S \ {j})− v(S))
+
∑
S⊆N,i∈S,j∈S
(|S| − 1)!(|N | − |S|)!
|N |! (v(S \ {j})− v(S \ {i})) . (2.46)
Es ist nun∑
S⊆N,i∈S,j∈S
(|S| − 1)!(|N | − |S|)!
|N |! (v(S \ {j})− v(S \ {i})) (2.47)
=
∑
S⊆N,i∈S,j /∈S
(|S|)!(|N | − |S| − 1)!
|N |! v(S)−
∑
S⊆N,i/∈S,j∈S
(|S|)!(|N | − |S| − 1)!
|N |! v(S). (2.48)
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Fu¨r jede Koalition S ⊆ N, i ∈ S, j /∈ S gibt es eine Koalition S′ ⊆ N, i /∈ S, j ∈ S, sodass
S \ {i} = S′ \ {j}. Daher verschwinden die beiden Terme. Eingesetzt erha¨lt man:
Shi(N, v)− Shj(N, v)
=
∑
S⊆N,i∈S,j /∈S
[
(|S| − 1)!(|N | − |S|)!
|N |! +
(|S|)!(|N | − |S| − 1)!
|N |!
]
v(S) (2.49)
+
∑
S⊆N,i/∈S,j∈S
[
(|S| − 1)!(|N | − |S|)!
|N |! +
(|S|)!(|N | − |S| − 1)!
|N |!
]
v(S) (2.50)
=
∑
S⊆N,i∈S,j /∈S
(|S| − 1)!(|N | − |S| − 1)!
(|N | − 1)! v(S)−
∑
S⊆N,i/∈S,j∈S
(|S| − 1)!(|N | − |S| − 1)!
(|N | − 1)! v(S) (2.51)
=
∑
S⊆N\{j},i∈S
(|S| − 1)!(|N | − |S| − 1)!
(|N | − 1)! v(S)−
∑
S⊆N\{i},j∈S
(|S| − 1)!(|N | − |S| − 1)!
(|N | − 1)! v(S) (2.52)
2.15
= Shi(N \ {j}, v|N\{j})− Shj(N \ {i}, v|N\{i}), (2.53)
indem erneut verschwindende Terme v(S \ {i})− v(S′ \ {j}) hinzugefu¨gt werden.
Der Verlust oder Gewinnes eines Spielers i in der Shapley-Lo¨sung bei Austreten eines andereren
Spielers j aus dem Spiel (N, v) ist daher gleich dem Verlust des Spielers j, falls Spieler i aus dem
Spiel austritt.
Definition 2.18 (Duales Spiel)
Das duale Spiel (N, v∗) von (N, v) ist definiert durch
v∗(S) = v(N)− v(N \ S) fu¨r alle S ⊆ N. (2.54)
Bemerkung
Das duale Spiel ordnet jeder Koalition S den Verlust der Großen Koalition zu, falls S diese verla¨sst.
Die Shapley-Lo¨sung ist selbst-dual, d.h. der Wert der Shapley-Lo¨sung im Spiel (N, v) stimmt mit
dem Wert der Shapley-Lo¨sung im Spiel (N, v∗) u¨berein, wie der folgende Satz zeigt.
Proposition 2.19
Es sei (N, v) ein TU-Spiel. Fu¨r die Shapley-Lo¨sung gilt
Shi(N, v) = Shi(N, v
∗). (2.55)
Beweis.
Shi(N, v
∗) 2.15=
∑
S⊆N,i∈S
(|S| − 1)!(|N | − |S|)!
N !
(v∗(S)− v∗(S \ {i})) (2.56)
2.54
=
∑
S⊆N,i∈S
(|S| − 1)!(|N | − |S|)!
N !
(v(N \ (S \ {i}))− v(N \ S)). (2.57)
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Man wa¨hle die Bijektion
φ : P(N \ {i}) ∪ {i} → P(N \ {i}) ∪ {i},
S 7→ N \ S ∪ {i}. (2.58)
Es gilt dann |φ(S)| − 1 = |N | − |S|:
Shi(N, v
∗) =
∑
φ(S)⊆N
(|φ(S)| − 1)!(|N | − |φ(S)|)!
N !
(v(φ(S))− v(φ(S) \ {i})) (2.59)
2.15
= Shi(N, v). (2.60)
Fu¨r die Implementierung ist es notwendig zu untersuchen, welche Auszahlungen erreicht werden
ko¨nnen, falls Spieler aus den Verhandlungen austreten, deren Kooperation aber erhalten bleibt.
Dies fu¨hrt zur folgenden Art von Spielen.
Definition 2.20 (S-marginales Spiel)
Sei S ⊆ N . Das Spiel (N \ S, vS) wird als S- marginales Spiel von (N, v) bezeichnet, wenn die
Koalitionsfunktion folgender Bedingung genu¨gt:
vS(T ) = v(S ∪ T )− v(S) fu¨r alle T ⊆ N \ S. (2.61)
Bemerkung
Fu¨r einelelementigen Koalitionen {i} ∈ P(N) wird zur Vereinfachung vi statt v{i} benutzt. Die
Koalitionsfunktion beschreibt eine Verallgemeinerung der marginalen Beitra¨ge fu¨r den Fall, dass
sich die Koalition S an den ersten Positionen der Reihenfolge befindet.
Es besteht dabei ein starker Zusammenhang zwischen den dualen und den S-marginalen Spielen.
Proposition 2.21
Fu¨r jedes S ⊆ N gilt:
vS = (v∗|N\S)∗. (2.62)
.
Beweis. Fu¨r S ⊆ N und T ⊆ N \ S gilt:
(v∗|N\S)∗(T ) 2.54= v∗(N \ S)− v∗((N \ S) \ T ) (2.63)
2.54
= v(N)− v(S)− v(N) + v(S ∪ T ) (2.64)
= v(S ∪ T )− v(S) (2.65)
2.20
= vS(T ). (2.66)
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Als Folgerung aus diesem Satz kann beschrieben werden, wie sich die Shapley-Auszahlungen ver-
halten, falls ein Spieler aus dem Spiel austritt, aber seine Kooperation erhalten bleibt. Wenn Spieler
j austritt, so gewinnt/verliert Spieler i 6= j den gleichen Betrag wie Spieler j, wenn Spieler i das
Spiel verla¨sst.
Proposition 2.22 (Variante der Bedingung der ausgeglichenen marginalen Beitra¨ge, BMC)
Fu¨r jedes TU-Spiel (N, v) und jedes i, j ∈ N mit i 6= j gilt
Shi(N, v)− Shi(N \ {j}, vj) = Shj(N, v)− Shj(N \ {i}, vi). (2.67)
Beweis. Es gelte |N | ≥ 2, i, j ∈ N und i 6= j, dann folgt:
Shi(N, v)− Shj(N, v) 2.19= Shi(N, v∗)− Shj(N, v∗) (2.68)
2.44
= Shi
(
N \ {j}, v∗|N\{j}
)− Shj (N \ {i}, v∗|N\{i}) (2.69)
2.19
= Shi
(
N \ {j}, (v∗|N\{j})∗)− Shj(N \ {i}, (v∗|N\{i})∗
)
(2.70)
2.21
= Shi
(
N \ {j}, vj)− Shj(N \ {j}, vi
)
. (2.71)
Als Folgerung ergeben sich die spa¨ter sehr nu¨tzlichen Rekursionsformeln.
Proposition 2.23
Sei (N, v) ein TU-Spiel. Dann gilt fu¨r die Shapley-Lo¨sung des Spiels die folgende Rekursionsformel:
Shi(N, v) =
1
|N | [v(N)− v(N \ {i})] +
1
|N |
∑
j∈N\{i}
Shi
(
N \ {j}, v|N\{j}
)
. (2.72)
Beweis. Fu¨r alle i, j ∈ N, i 6= j, gilt nach Proposition 2.44:
Shi(N, v)− Shi
(
N \ {j}, v|N\{j}
)
= Shj(N, v)− Shj
(
N \ {i}, v|N\{i}
)
. (2.73)
Durch Aufsummieren u¨ber alle j ∈ N \ {i} erha¨lt man schließlich:
(|N | − 1)Shi(N, v)−
∑
j∈N\{i}
Shi
(
N \ {j}, v|N\{j}
)
(2.74)
=
∑
j∈N\{i}
Shj(N, v)︸ ︷︷ ︸
v(N)−Shi(N,v)
−
∑
j∈N\{i}
Shj
(
N \ {i}, v|N\{i}
)
︸ ︷︷ ︸
v(N\{i})
. (2.75)
Damit ergibt sich die Behauptung.
Bemerkung
Die Formel la¨sst sich wie folgt interpretieren. Der erste Term beschreibt den marginalen Beitrag von
Spieler i in allen Reihenfolgen, in denen er als letztes zun den weiteren Mitspielern hinzusto¨ßt. Die
aufsummierten Terme entsprechen gerade den Werten der Shapley-Lo¨sung, falls sich ein anderer
Spieler am Ende der Reihenfolge befindet.
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Proposition 2.24
Sei (N, v) ein TU-Spiel. Dann gilt fu¨r jedes i ∈ N :
Shi(N, v) =
1
|N |v(i) +
1
|N |
∑
j∈N\{i}
Shi(N \ {j}, vj). (2.76)
Beweis. Man schließt:
Shi(N, v)
2.19
= Shi(N, v
∗) (2.77)
2.72
=
1
|N | (v
∗(N)− v∗(N \ {i})) + 1|N |
∑
j∈N\{i}
Shi
(
N \ {j}, v∗|N\{j}
)
(2.78)
2.54,2.19
=
1
|N |v(i) +
1
|N |
∑
j∈N\{i}
Shi
(
N \ {j}, (v∗|N\{j})∗
)
(2.79)
2.21
=
1
|N |v(i) +
1
|N |
∑
j∈N\{i}
Shi(N \ {j}, vj). (2.80)
In dieser Rekursionsformel wird die Position des Spielers i genau umgekehrt. Der erste Term steht
fu¨r die marginalen Beitra¨ge, falls sich Spieler i an erster Position befindet. Die Summe stellt die
Beitra¨ge dar, falls sich ein anderer Spieler an erster Position befindet.
2.6 Der Gewichtete χ-Wert
Auf diesen Eigenschaften der Shapley-Lo¨sung aufbauend, wurde der χ-Wert konstruiert. Die
Shapley-Lo¨sung betrachtet lediglich die Verteilung des Wertes der großes Koalition. Da dies nicht
immer plausibel erscheinen muss, kann es auch notwendig sein, andere Werte von Koalitionen
zu verteilen. Der bisher genannte χ-Wert verteilt die Differenz zwischen dem Wert der Koalition
und der Summe der Werte der Shapley-Lo¨sung gleichma¨ßig auf alle Spieler der Koalition. Dies
kann nun noch weiter zum gewichteten χ-Wert verallgemeinert werden, bei dem die Verteilung
des Wertes einer Komponente mittels vorher exogen festgelegter Gewichte erfolgt. Die Idee dieser
Verallgemeinerung wurde Casajus/Tutic, 2008: [3] entnommen.
Definition 2.25 (Gewichtetes CS-Spiel)
Ein gewichtetes CS-Spiel (N, v,P, w) ist ein CS-Spiel (N, v,P) und ein Gewichtsvektor w ∈ RN++.
Ein Lo¨sungswert fu¨r ein gewichtetes CS-Spiel ist dementsprechend eine Abbildung ϕ, die jedem
gewichteten CS-Spiel (N, v,P, w) einen Auszahlungsvektor ϕ(N, v,P, w) ∈ RN zuordnet.
Fu¨r die neue Struktur wird nun erneut eine Axiomatisierung angefu¨hrt. Die Axiome der Additivita¨t,
Komponenteneffizenz und Nullspieler in der Großen Koalition werden wie vorher definiert. Nur
werden die Argumente der Lo¨sungswerte ϕ um den zusa¨tzlichen Gewichtsvektor erweitert.
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Axiom 7 (Symmetrie in der Großen Koalition, GS)
Es sei das Gewicht w gegeben. Falls i, j ∈ N symmetrisch in (N, v) sind, dann gilt:
ϕi(N, v, {N}, w) = ϕj(N, v, {N}, w). (2.81)
Axiom 8 (Gewichtetes Aufspalten, WS)
Falls j ∈ P ′(i), i ∈ N und P ′ feiner ist als P, dann gilt:
ϕi(N, v,P, w)− ϕi(N, v,P ′, w)
wi
=
ϕj(N, v,P, w)− ϕj(N, v,P ′, w)
wj
. (2.82)
Nun verlieren bzw. gewinnen Spieler entsprechend ihrem Gewicht, falls sich die alte Partition
auflo¨st.
Theorem 2.26 (Charakterisierung des gewichteten χ-Wertes)
Es gibt einen eindeutig bestimmten gewichteten CS-Wert, der den folgenden Eigenschaften genu¨gt
• Additivita¨t, A
• Komponenteneffizienz, CE
• Symmetrie in der Großen Koalition, GS
• Nullspieler in Großer Koalition, GN
• Gewichtetes Aufspalten, WS.
Dieser Wert wird als gewichteter χ-Wert bezeichnet und ist definiert durch
χwi (N, v,P, w) = Shi(N, v) +
wi
wP(i)
(
v(P(i))− ShP(i)(N, v)
)
. (2.83)
Beweis. χw erbt die Additivita¨t von der Shapley-Lo¨sung und nach Konstruktion ist die Kompo-
nenteneffizienz erfu¨llt. Fu¨r P = {N} ist χw(N, v,P, w) = Sh(N, v) und damit erfu¨llt χw auch GS
und GN .
Nach Definition von χw gilt dann fu¨r alle j ∈ P ′(i), i ∈ N und P ′ feiner als P:
χwj (N, v,P, w)− χwj (N, v,P ′, w) =
wj
wP(j)
(
v(P(j))− ShP(j)
)− wj
wP′(j)
(
v(P ′(j))− ShP′(j)
)
.
(2.84)
Und damit ist der Term
χwj (N, v,P, w)− χwj (N, v,P ′, w)
wj
(2.85)
fu¨r alle j ∈ P(i) unabha¨ngig von j. Damit gilt WS.
Um Eindeutigkeit zu zeigen, wa¨hle man einen gewichteten CS-Wert ϕ, der die obigen Axiome
erfu¨llt. Nach Theorem 2.15 folgt aus GS, GN , A und CE:
ϕ(N, v, {N}, w) = Sh(N, v). (2.86)
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Da jede Partition feiner als die große Koalition ist, gilt nach WS
wj [ϕi(N, v,P, w)− Shi(N, v{N})] = wi [ϕj(N, v,P, w)− Shj(N, v{N})] (2.87)
fu¨r alle i ∈ N und j ∈ P(i).
Durch Aufaddieren u¨ber all diese j ∈ P(i) und Ausnutzen der Komponenteneffizienz gelangt man
schließlich zu:
ϕi(N, v,P, w) = Shi(N, v) + wi
wP(i)
(v(P(i))− ShP(i)). (2.88)
Damit ist der χw-Wert der einzige Lo¨sungswert fu¨r gewichtete CS-Spiele, der den Axiomen genu¨gt.
2.7 Grundlagen der Nichtkooperativen Spieltheorie
Mit dieser Konstruktion des χ-Wertes stellt sich nun die Frage, inwieweit dieser auch praktikabel
ist. Eine Frage dabei ist auch, ob der Wert bei bestimmten Verhandlungsstrategien als Auszahlung
eines Gleichgewichtes in einem nichtkooperativen Spiel auftreten kann. Dieser Prozess der Kon-
struktion eines zu einem kooperativen Spiel (N, v,P, w) geho¨renden nichtkooperativen Spiels wird
als Implementierung bezeichnet. Dabei kann das konstruierte Spiel als ein vorher von den Spielern
festgelegtes Verhandlungsprotokoll betrachtet werden, welches spezifische gleichgewichtige Aus-
zahlungen generiert. Werden die Abstimmungs- bzw. Verhandlungsregeln anschließend vera¨ndert,
fu¨hrt dies zu anderen gleichgewichtigen Auszahlungen.
Zuna¨chst werden einige grundlegende Definitionen der nichtkooperativen Spieltheorie angefu¨hrt,
die zur Konstruktion der Implementierung notwendig sind.
Bemerkung
Der Gleichwichtsbegriff ist von vornherein nicht explizit festgelegt.
Mo¨gliche Gleichgewichte sind Gleichgewichte in dominanten Strategien, Nashgleichgewichte und
teilspielperfekte Gleichgewichte.
Die folgenden Definitionen sind an Osbourne/Rubinstein, 2001: [4], S. 89 ff orientiert.
Definition 2.27 (Nichtkooperative Spiele in extensiver Form)
Ein nichtkooperatives Spiel in extensiver Form mit simultanen Zu¨gen, perfekter Information, Zu¨gen
der Natur und endlicher La¨nge ist ein Tupel
Γ = (N,H, ι, (i)i∈N , (fj)j∈ι−1(∅)). (2.89)
• N ist die Menge der Spieler.
• H ist eine Menge von endlichen Folgen von Vektoren aus Aktionen. Elemente der Menge H
werden auch Pfade genannt und erfu¨llen:
– ∅ ∈ H.
– Falls (a1, . . . , an) ∈ H,n ∈ N, dann ist auch (a1, . . . , am) ∈ H fu¨r alle m ∈ N, m < n.
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Ein Pfad h = (a1, . . . , aK) ∈ H heißt terminal, falls
{a|(h, a) ∈ H} = ∅. (2.90)
Die Menge all dieser terminalen Pfade sei Hterm.
•
ι : H \Hterm → P(N) (2.91)
ist eine Funktion, die jedem Pfad eine Menge von Spieler zuordnet, die am Ende dessen, an
der Reihe zu entscheiden sind.
Mit
A(h) = {a|(h, a) ∈ H} (2.92)
bezeichne man die mo¨glichen Aktionen der Spieler aus ι(h).
Es gilt:
A(h) = ×i∈ι(h)Ai(h) (2.93)
Ai(h) = {ai| fu¨r alle j ∈ ι(h) \ {i} ∃aj : (h, (ak)k∈ι(h)) ∈ H}. (2.94)
Letzeres beschreibt die mo¨glichen Aktionen der einzelnen Spieler.
•
(i)i∈N (2.95)
stellt fu¨r jeden Spieler i ∈ N eine Pra¨ferenzrelation von Lotterien auf Pfaden dar.
Dabei beschreibt eine Lotterie gerade ein Tupel
(p1, . . . , pk;h1, . . . , hk),
k ∈ N,hi ∈ Hterm, (2.96)
k∑
i=1
pi = 1,
bei dem pi die Wahrscheinlichkeit beschreibt, dass der Pfad hi erreicht wird.
• (fi)i∈ι−1(∅) ist eine Familie von unabha¨ngigen Wahrscheinlichkeitsmaßen, die jedem Pfad
h ∈ H \ Hterm mit ι(h) = ∅ ein Wahrscheinlichkeitsmaß auf A(h) zuordnet. Die Wahr-
scheinlichkeit wird mit f(a|h), a ∈ A(h) beschrieben. Dies kann damit interpretiert werden,
dass nach diesen Pfaden der Zufall die na¨chste Aktion auswa¨hlt.
Definition 2.28 (Strategie eines Spielers)
Eine Strategie fu¨r einen Spieler i ∈ N ist eine Funktion, die jedem Pfad h fu¨r den i ∈ ι(h) eine
Aktion aus Ai(h) zuordnet.
Die Menge aller solcher Strategien werde mit Si bezeichnet.
Um teilspielperfekte Gleichgewichte untersuchen zu ko¨nnen, bedarf es zuna¨chst einiger Vorberei-
tungen.
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Definition 2.29 (Teilspiel)
Es sei Γ = (N,H, ι, (i)i∈N , (fi)i∈ι−1(∅) ein extensives Spiel und durch w ∈ H ein zula¨ssiger Pfad
gegeben.
Das nach dem Pfad w beginnende Teilspiel Γ(w) ist gegeben durch
Γ = (N,H|w, ι|w, (i |w)i∈N , (f |wi )i∈ι|−1w (∅), bei dem (2.97)
• H|w := {h′ ∈ H|(w, h′) ∈ H},
• ι|w(h′) = ι((w, h′)),
• h′ i |wh⇔ (w, h′) i (w, h) und
• (f |wi )i∈ι|−1w (∅) ist eine Familie von unabha¨ngigen Wahrscheinlichkeitsmaßen fu¨r alle Pfade
aus ι|−1w (∅).
Definition 2.30 (Teilstrategie)
Eine Teilstrategie sw einer Strategie s fu¨r Spieler i ist gegeben durch:
swi (h) = si(w, h) fu¨r alle h ∈ H|w, i ∈ ι|w(h). (2.98)
Definition 2.31 (Induzierte Lotterie)
Ein durch die Strategien s = (s1, . . . , sn) induzierte Lotterie O(s) wird folgendermaßen induktiv
bestimmt:
O(s) = ((pk)k∈I ; (hk)k∈I). (2.99)
Man starte mit
I = {1}, (2.100)
p1 = 1, (2.101)
h1 = ∅. (2.102)
Es sei I = {1, . . . , k}.
Solange ein hi, i ∈ I existiert mit hi /∈ Hterm setze wiederholt:
1 Bestimme i := arg min
j∈I
{hj |hj /∈ Hterm}.
a) ι(hi) = ∅.
Es ist A(hi) = {a1, . . . , al}. Dann definiere man eine neue Lotterie folgendermaßen:
I = {1, . . . , k + l − 1}, (2.103)
hj := hjfu¨r alle j < i,
pj := pj fu¨r alle j < i,
hj := hj−l+1 fu¨r alle j ≥ i+ l, (2.104)
pj := Pj−l+1 fu¨r alle j ≥ i+ l,
hj := (hi, aj−i+1) fu¨r alle i ≤ j < i+ l,
pj := pi · f(aj−i+1|hi) fu¨r alle i ≤ j < i+ l. (2.105)
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b) ι(hi) 6= ∅
Mit den gewa¨hlten Aktionen aj := sj(hi) fu¨r alle j ∈ ι(hi) setz man
hi := (hi, (aj)j∈ι(hi)) (2.106)
und u¨bernehme die sonstigen Eintra¨ge der vorherigen Lotterie.
Der Algorithmus berechnet bei Zu¨gen der Natur die Lotterie der mo¨glichen Nachfolger und bei
”
normalen Zu¨gen“ die jeweiligen Pfade, die sich durch die Strategien der einzelnen Spieler ergeben.
Mit dieser Zuordnung von Strategien und Lotterien kann man nun Gleichgewichtsbegriffe
einfu¨hren, die die optimalen Strategienkombinationen herausfiltern. Der bekannteste Gleichge-
wichtsbegriff ist der des Nashgleichgewichtes.
Definition 2.32 (Nashgleichgewicht)
Es sei Γ ein nichtkooperatives Spiel. Es bezeichne Si die Menge aller mo¨glichen Strategien fu¨r
Spieler i. Eine Strategienkombination (s∗1, . . . , s
∗
n) heißt Nashgleichgewicht, falls gilt
O(s∗i , (s
∗
j )j∈N\{i}) i O(si, (s∗j )j∈N\{i}) fu¨r alle i ∈ N, si ∈ Si. (2.107)
Eine Strategienkombination ist demzufolge ein Nashgleichgewicht, falls es sich fu¨r keinen Spieler
lohnt, einseitig abzuweichen.
Hierbei treten ha¨ufig ungewollte Gleichgewichte auf, bei denen Spieler dominierte Strategien aus-
wa¨hlen. Zuna¨chst definiere man eine dominante Strategie.
Definition 2.33 (Schwach dominante Strategien)
Es sei Γ ein nichtkooperatives Spiel. O(s∗) bezeichne die durch die Strategien (s∗i )i∈N induzierte
Lotterie.
Eine Strategie s∗i heißt schwach dominant, falls
O(s∗i , (sj)j∈N\{i}) i O(si, (sj)j∈N\{i}) fu¨r alle si ∈ Si \ {s∗i },
(2.108)
O(s∗i , (sj)j∈N\{i}) i O(si, (sj)j∈N\{i}) fu¨r alle si ∈ Si \ {s∗i } fu¨r mindestens ein si ∈ Si \ {s∗i }.
(2.109)
Ein weiteres Gleichgewichtskonzept ist dann ein Gleichgewicht in dominanten Strategien, welches
wie folgt gegeben ist.
Definition 2.34 (Gleichgewicht in schwach dominanten Strategien)
Eine Strategienkombination (s∗i )i∈N heißt Gleichgewicht in schwach dominanten Strategien, falls
jede Strategie s∗i eine schwach dominante Strategie fu¨r Spieler i ∈ N ist.
Eine durch eine dominante Strategienkombination induzierte Lotterie wird demzufolge jeder ande-
ren durch eine Strategie induzierten Lotterie vorgezogen und es gibt zumindest eine Lotterie, fu¨r
die die schwach dominante Lotterie echt vorgezogen wird.
Wie bereits erwa¨hnt, ko¨nnen bei Nashgleichgewichten ungewollte Strategiekombinationen auftre-
ten. Diese ko¨nnen unter anderem wie folgt gekennzeichnet werden.
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Definition 2.35 (Schwach dominierte Strategie)
Es sei Γ ein nichtkooperatives Spiel.
Eine Strategie s∗i heißt schwach dominiert, falls eine andere Strategie ŝi fu¨r Spieler i existiert,
sodass
O(s∗i , (sj)j∈N\{i}) i O(si, (sj)j∈N\{i}) fu¨r alle (sj)∈j∈N\{i} ∈ (Sj)j∈N\{i}, (2.110)
O(s∗i , (sj)j∈N\{i}) i O(si, (sj)j∈N\{i}) fu¨r mindestens ein (sj)∈j∈N\{i} ∈ (Sj)j∈N\{i}. (2.111)
Definition 2.36 (Teilspielperfektes Gleichgewicht)
Eine Strategienkombination s heißt teilspielperfekt oder teilspielperfektes Gleichgewicht, wenn sw
ein Nashgleichgewicht in jedem Teilspiel Γw ist.
Da jedes Spiel Γ ein Teilspiel von sich selbst ist, ist jedes teilspielperfekte Gleichgewicht auch ein
Nashgleichgewicht. In teilspielperfekten Gleichgewicht wird nun das oben beschriebene Pha¨nomen
verhindert.
Um teilspielperfekte Gleichgewichte erkennen zu ko¨nnen, erweist sich der folgende Satz als nu¨tzlich.
Theorem 2.37
Sei Γ = (N,H, ι, (i)i∈N , (f)) ein extensives Spiel mit endlicher La¨nge.
Eine Strategienkombination s∗ ist teilspielperfekt in Γ, genau dann wenn fu¨r alle i ∈ N und jeden
Pfad h ∈ H mit i ∈ ι(h) gilt:
Oh(s
∗
i , (s
∗
j )j∈N\{i}) ≥ Oh(si, (s∗j )j∈N\{i}), (2.112)
fu¨r jede Strategie si von Spieler i, die sich im Teilspiel Γ
h von s∗i |h nur in der ersten Aktion
unterscheidet.
Beweis. Falls s∗ ein teilspielperfektes Gleichgewicht ist, dann kann ein Spieler durch jegliches
Abweichen in einem Teilspiel keine Verbesserung seiner Endauszahlung erreichen. Folglich erfu¨llt
die Strategienkombination insbesondere die Bedingung aus dem Theorem.
Man nehme an s∗ wa¨re kein teilspielperfektes Gleichgewicht und es erfu¨lle die Bedingung.
Es sei si in Γ(h
′) eine profitabel abweichende Strategie fu¨r Spieler i bei der
si(h) 6= s∗i |h′(h) (2.113)
fu¨r eine Menge von Pfaden.
Da Γ eine endliche La¨nge besitzt, gilt dies auch fu¨r das Teilspiel Γ(h′).
Unter all diesen profitabel abweichenden Strategien von Spieler i in Γ(h′) wa¨hle man eine Strategie
si, fu¨r welche die Anzahl der Pfade h, sodass
si(h) 6= (s∗i |h′)(h) (2.114)
minimal ist.
Es sei h∗ der la¨ngste Pfad, sodass si(h) 6= (s∗i |h′)(h) gilt. Da s∗ die Bedingung aus den Theorem
erfu¨llt, ist
O(s∗i |h′,h∗ , (sj)j∈N\{i}) i O(si|h′,h∗ , (sj)j∈N\{i}). (2.115)
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Allerdings widerspricht dies der Wahl von h∗, nach der
si(h) = s
∗
i |h′(h) fu¨r alle h ∈ Γ(h′, h∗) (2.116)
Daru¨ber hinaus entwickelt das Theorem die Idee fu¨r die Bestimmung eines teilspielperfekten Gleich-
gewichtes. Man betrachte dabei die minimalen Teilspiele in Γ und bestimme die Entscheidungen
fu¨r die zu entscheidenden Spieler, falls diese existieren. Danach betrachtet man die minimalen Teil-
spiele ohne die bereits betrachteten und wa¨hlt wiederum die besten Aktionen fu¨r die zu ziehenden
Spieler, vorausgesetzt die Spieler nutzen im weiteren Verlauf eine vorher bestimmte beste Akti-
on in den minimalen Teilspielen. Dies Vorgehen wird nun solange wiederholt, bis kein minimales
Teilspiel existiert, in dem nur Spieler aus N ziehen. Damit ko¨nnen teilspielperfekte Gleichgewichte
bestimmt werden, wobei aufgrund der Maximierungsbedingung die Existenz nicht gesichert sein
muss. Das Vorgehen an sich wird als Ru¨ckwa¨rtsinduktion bezeichnet.
3 Die Konstruktion
Eine bekannte Implementierung der Shapley-Lo¨sung fu¨r einfach monotone Koalitionsfunktionen5
wird in der Arbeit von Pe´rez-Castrillo und Wettstein, 2001: [5] untersucht. Verallgemeinert auf alle
kooperativen Spiele wurde dann das folgende Mehrstufenspiel von Kongo, Funaki und Tijs: 2007
konstruiert.
3.1 Modell von Kongo/Funaki/Tijs
Es sei ein kooperatives Spiel (N, v) gegeben. Ein dazu a¨quivalentes nichtkooperatives Spiel Γ(N, v)
ist wie folgt rekursiv definiert.
Falls |N | = 1, dann erha¨lt Spieler i ∈ N den Betrag v(i) und das Spiel endet.
Man nehme an, dass nichtkooperative Spiel wa¨re fu¨r weniger als n Spieler bekannt. Fu¨r n Spieler
definiert man:
• t=1
Jeder Spieler i ∈ N entscheidet u¨ber ein Tupel (bij)j∈N,i6=j
bij ∈ R fu¨r jedes j 6= i. (3.1)
Dabei bezeichnet bij ein mo¨gliches Gebot von Spieler i an Spieler j.
Fu¨r jedes i ∈ N wird das Nettogebot Bi als Summe der eigenen Gebote abzu¨glich der Summe
der erhaltenen Gebote berechnet, sodass
Bi =
∑
j 6=i
bij −
∑
j 6=i
bji . (3.2)
5Eine Koalitionsfunktion heißt einfach monoton, wenn fu¨r alle Koalitionen S und alle Spieler i /∈ S gilt:
v(S) + v({i}) ≤ v(S ∪ {i}).
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Es sei dann
α ∈ arg max
i∈N
Bi, (3.3)
wobei bei mehreren Maximierern ein Spieler per Zufall bestimmt wird. Dieser Verteiler α
zahlt anschließend seine Gebote bαj an jeden Spieler j 6= α.
• t=2 Der Verteiler α bietet jedem Spieler j ∈ N \ {α} einen gewissen Betrag xαj ∈ R an.
• t=3 Spieler in N \{α} entscheiden u¨ber das Angebot gleichzeitig6. Antworten sind entweder
das jeweilige Angebot des Verteilers zu akzeptieren oder es abzulehnen.
Es sei (j1, . . . , j|N |) eine beliebige Reihenfolge. Falls Spieler ji das Angebot akzeptiert, ent-
scheidet danach Spieler ji+1 u¨ber den ihm angebotenen Betrag.
Falls alle Spieler akzeptieren, dann endet das Spiel in einer Einigung der Spieler. Falls ein
Spieler ablehnt, wird keine Einigung erzielt.
Wenn eine Einigung erreicht wird, zahlt der Verteiler α die angeku¨ndigten Gebote xαj fu¨r
jeden Spieler j ∈ N \ {α} und er erha¨lt im Gegenzug den Wert der Großen Koalition v(N).
Somit ergeben sich Auszahlungen fu¨r die antwortenden Spieler j von
bαj + x
α
j (3.4)
und fu¨r den Verteiler α ergibt sich eine Auszahlung von
v(N)−
∑
j 6=α
bαj −
∑
j 6=α
xαj . (3.5)
Damit endet dann das Spiel.
Falls andererseits keine Einigung erzielt werden kann, so wird der Verteiler α aus dem Spiel
entfernt. Er erha¨lt eine Auszahlung von v(α) und die verbleibenden Spieler fu¨hren die Ver-
handlungen in Γ(N \ {α}, vα) weiter.
3.2 Die Konstruktion
Eine Idee zur Implementierung des (gewichteten) χ-Wert ist es nun, dieses mehrstufige Spiel so
zu erweitern, dass sich mittels einiger weiterer Stufen Komponenteneffizienz fu¨r alle Partitionen
ergibt und die U¨berschu¨sse/Abgaben nach den Gewichten aufgeteilt werden.
Zuna¨chst betrachte man die beiden Fa¨lle, welchen Ausgleich man von der Shapley-Lo¨sung zum
(gewichteten) χ-Wert beru¨cksichtigen muss. Fall 1:
v(P(i)) >
∑
j∈P(i)
Shj(N, v). (3.6)
Die Verhandlungen auf den ersten drei Stufen fu¨hren zu einer geringeren Auszahlung fu¨r die ge-
samte Komponente P(i). Bei Auflo¨sen der Kooperation mit allen weiteren Komponenten und
stattdessen der Produktion innerhalb der eigenen Komponente P(i) wa¨re es fu¨r sie mo¨glich einen
6Eine gleichzeitige Entscheidung kann a¨quivalent als aufeinanderfolgende Entscheidung unter unvoll-
sta¨ndiger Information modelliert werden
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ho¨heren Wert zu generieren.
Entsprechend muss im zu konstruierenden Spiel ein Ausgleich fu¨r die Spieler aus P(i) stattfinden.
Dieser kann entweder intern von den anderen Komponenten oder extern begru¨ndet sein.
Der erste Fall ist aber nicht mo¨glich wie folgendes Spiel zeigt:
N = {1, 2, 3} (3.7)
v(K) =

−1/2 K = {3}
1 K ∈ {{1}, {2}, {1, 3}, {2, 3}, {1, 2, 3}}
2 K = {1, 2}
(3.8)
Die Werte der Shapley-Lo¨sung betragen
Sh1(N, v) = Sh2(N, v) = 3/4,
Sh3(N, v) = −1/2. (3.9)
Somit gilt
v(P(1)) > Sh1(N, v) + Sh2(N, v). (3.10)
Allerdings kann der Ausgleich fu¨r diese Komponente nicht von Spieler 3 ausgehen, denn es gilt
Sh3(N, v) = −1/2 = v(P(3)). (3.11)
Damit ist diese Komponente bereits ausgeglichen.
Somit muss der Ausgleich fu¨r die Komponenten extern organisiert werden.
Fall 2:
v(P(i)) ≤
∑
j∈P(i)
Shj(N, v). (3.12)
Dieser Fall bedeutet, dass die Spieler aus P(i) produktiver in der Großen Koalition sind. Dement-
sprechend muss im zu konstruierenden Spiel eine Gebu¨hr abverlangt werden, sodass die Summe
der Auszahlungswerte insgesamt nur dem Wert der Komponente entspricht. Die Idee ist es nun
diesen Ausgleich von einem Makler ausfu¨hren zu lassen. Dieser fordert entsprechend der Differenz
zwischen der Summe der Auszahlungen aus den ersten drei Stufen und dem Wert der Komponente
eine Gebu¨hr oder bietet eine Subvention, die jeweils anhand der Gewichte auf die einzelnen Spieler
aufgeteilt wird. Der Makler ist bestrebt die Kooperation aller Komponenten durchzufu¨hren.
Fu¨r den Fall, dass der Makler eine zu hohe Gebu¨hr/zu geringe Subvention zahlt, muss es den
Spielern mo¨glich sein, diese Gebote abzulehnen. Falls dies eintritt, so wird die Kooperation gema¨ß
der großen Koalition ausgelo¨st, d.h. die Auszahlungen aus den ersten drei Stufen verschwinden.
Stattdessen werden die Auszahlungen der jeweiligen Komponenten aufgeteilt, wobei mittels den
ersten drei Stufen produktivere Spieler ho¨here Auszahlungen erhalten.
Fu¨r den Abstimmungsmechanimus innerhalb der Komponenten bestehen nun zwei Mo¨glichkeiten.
Einerseits kann ein Repra¨sentant fu¨r die Komponente bestimmt werden, der fu¨r die gesamte Kom-
ponente entscheidet. Andererseits kann jeder Spieler fu¨r sich selbst entscheiden, ob er den Anteil
an der Gebu¨hr/Subvention tragen will.
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In dieser Implementierung wurde die zweite Mo¨glichkeit ausgewa¨hlt, da der erste Fall eine weitere
Stufe im Spiel zur Folge haben wu¨rden.
Falls keine Kooperation in der Großen Koalition vereinbart werden kann, mu¨ssen alternative
Auszahlungen generiert werden. Durch den Abstimmungsprozess ist jedem Spieler ein Veto ge-
geben. Entsprechend du¨rfen die Auszahlungen bei Ablehnen der Kooperation mit Gebu¨hren von
v(P(i))− ShP(i)(N, v) nicht ho¨her sein, als wu¨rden die Spieler die Gebu¨hr akzeptieren.
Orientiert man sich am gewichteten χ-Wert, so gelangt man mittels einiger Umformungen zu fol-
gender Beschreibung:
χwi (N, v,P, w) = Shi(N, v) +
wi
wP(i)
(v(P(i))− ShP(i)(N, v)) (3.13)
=
∑
j∈P(i)
wj
wP(i)
Shi(N, v) +
wi
wP(i)
(v(P(i))− ShP(i)(N, v)) (3.14)
=
∑
j∈P(i)
wj
wP(i)
Shi(N, v)−
∑
j∈P(i)
wi
wP(i)
Shj(N, v) +
wi
wP(i)
v(S) (3.15)
=
wi
wP(i)
v(S) +
∑
j∈P(i)
[ wj
wP(i)
Shi(N, v)− wi
wP(i)
Shj(N, v)
]
. (3.16)
Folglich la¨sst sich die Aufteilung gema¨ß der χ-Lo¨sung wie folgt interpretieren. Jeder Spieler erha¨lt
zuna¨chst den Anteil gema¨ß seinem Gewicht am Wert der eigenen Komponente und anschließend
zahlt jeder Spieler i einen Ausgleich an Spieler j, der gerade
wi
wP(i)
Shj(N, v) (3.17)
entspricht.
Folglich zahlen die Spieler mit ho¨herer Macht entsprechend auch ho¨here Ausgleiche. Zusammen-
gefasst wird bei Ablehnen der Gebu¨hr und damit Ablehnen der Kooperation der Komponenten,
zuna¨chst jedem Spieler i ∈ N seinen Anteil am Wert der Komponente zugeordnet, bevor die
Ausgleiche
wi
wP(i)
pj (3.18)
fu¨r jeden Spieler j ∈ P(i) zu zahlen sind. Dabei sind pj gerade die Auszahlungen, die sich aus den
ersten drei Stufen ergeben.
Nun muss noch festgelegt werden, welche Auszahlungen fu¨r den Makler generiert werden. Die
gewu¨nschte Gebu¨hr an Komponente S soll ShS(N, v)−v(S) fu¨r alle S ∈ P betragen. Entsprechend
ergibt sich zuna¨chst als Auszahlung fu¨r den Makler bei Kooperation der Komponenten
xM =
∑
S∈P
(
ShS(N, v)− v(S)
)
(3.19)
= v(N)−
∑
S∈P
v(S). (3.20)
Da nun aber keine Subadditivita¨t7 vorausgesetzt wird, kann diese Auszahlung auch echt negativ
sein. Entsprechend fordert der Makler insgesamt keine Gebu¨hr, sondern muss insgesamt eine Sub-
7Eine Koalitionsfunktion heißt superadditiv, falls fu¨r alle Koalitionen S und T mit S ∩ T = ∅ gilt:
v(S) + v(T ) ≤ V (S ∪ T ).
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vention zahlen, damit die Spieler die Große Koalition bilden. Allerdings wurde der Makler mit
dem Bestreben eingefu¨hrt, die Kooperation zu preferieren. Es muss demnach noch der Einfluss auf
die Entscheidungsfindung als ”Auszahlung” fu¨r den Makler modelliert werden. Dies wird durch
Addition einer Konstanten C
x′M = v(N)−
∑
S∈P
v(S) + C (3.21)
erreicht.
Fu¨r die Wahl von C betrachtet man nun die gegenteilige Entscheidung der Spieler u¨ber die Ko-
operation. Falls die Gebu¨hren abgelehnt werden, so findet die Kooperation der Komponenten nicht
statt. Entsprechend erha¨lt der Makler auch keinerlei Gebu¨hren, sodass sich fu¨r ihn eine Auszahlung
von Null ergibt. Fu¨r die Wahl des ”Einflusses” C vergleicht man nun die beiden Auszahlungen. Da
die Restriktion v(N) ≥ 0 fu¨r die Kooperation gelten sollte, anderenfalls wa¨re die Große Koalition
unproduktiver als die leere Koalition, wu¨rde man mit
C =
∑
S∈P
v(S) (3.22)
stets fu¨r eine nichtnegative Auszahlung fu¨r den Makler bei Akzeptanz der Gebu¨hren sorgen ko¨nnen.
Folglich wu¨rde er diese Situation stets bevorzugen.
Nun reduziert sich das Problem des Spiels darauf, ob die Anreize fu¨r die Spieler auf der ersten
Stufe so verbleiben, dass sich die Shapley-Auszahlungen ergeben. Im Drei-Stufen-Modell von Kon-
go/Funaki/Tijs gab es nur den Anreiz, die eigene Auszahlung zu maximieren. Folglich wurden die
Gebote auf Stufe 1 so klein wie mo¨glich gehalten. Jede positive Zahlung an einen beliebigen Spieler
verringert die eigene Auszahlung.
Im jetzt konstruierten Fu¨nf-Stufen-Modell besitzt ein Spieler nun zwei verschiedene Anreize. Zum
einen verringert sich erneut die eigene Auszahlung, je gro¨ßer die Angebote an die anderen Spieler
sind. Allerdings vergro¨ßert sich die Auszahlung auch, falls ein Spieler besonders geringe Gebote an
die Mitspieler aus der eigenen Komponente ta¨tigt. Die Aufgabe wird es sein, diese beiden Anreize
im Ausgleich zu halten und es wird sich zeigen, dass dies nur im ungewichteten χ-Wert in diesem
Setting mo¨glich ist. Fu¨r u¨berdurchschnittlich hohe Gewichte wird es mo¨glich sein, eine unendlich
hohe Auszahlung zu erzielen.
Zusammengefasst nun das konstruierte Spiel aus den bisherigen U¨berlegungen:
Theorem 3.1 (Implementierung)
Gegeben ein Kooperatives Spiel (N, v,P).
Dann ist ein zugeho¨riges nichtkooperatives Spiel wie folgt gegeben.
Stufe 1:
Falls |N | = 1 erha¨lt der Spieler den Wert v(i).
Falls |N | > 1:
Jeder Spieler i ∈ N bietet bij ∈ R fu¨r jeden Spieler j 6= i. Fu¨r jedes i ∈ N wird das Nettogebot Bi
als Summe der geta¨tigten Angebote abzu¨glich der erhaltenen Gebote bestimmt, d.h.
Bi =
∑
j 6=i
(bij − bji ). (3.23)
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Nun sei α ∈ arg maxBi per Zufall aus dieser Menge Bi bestimmt. Dieser Verteiler α zahlt bαj an
jeden Spieler j 6= α.
Stufe 2:
Der Verteiler α bietet jedem anderen Spieler j ∈ N \ {α} den Betrag xαj .
Stufe 3:
Spieler in N \ {α} antworten gleichzeitig auf das Angebot des Verteilers α.
Es bezeichne (j1, . . . , j|N |) eine beliebige Reihenhfolge der Spieler aus N . Spieler ko¨nnen entweder
das jeweilige Angebot des Verteilers α akzeptieren oder es ablehnen. Falls Spieler jk das Angebot
akzeptiert, so entscheidet der nachfolgende Spieler jk+1.
Falls alle Spieler akzeptieren, dann zahlt der Verteiler α den Spielern aus N \ {α} das jeweilige
Gebot xαj und der Verteiler erha¨lt den Wert v(N).
Falls ein Spieler ablehnt, erha¨lt der Verteiler den Wert v(α) und die Spieler aus N \ {α} fu¨hren
die Verhandlungen in Γ(N \ {α}, vα) weiter.
Stufe 4:
Seien M ein Makler8 und pj, j ∈ N die Auszahlungen der Spieler aus den ersten drei Stufen.
M fordert eine Abgabe yMS von jeder Komponente S ∈ P. Die Kosten werden entsprechend den
Gewichten der einzelnen Spieler verteilt. Die Komponenten antworten gleichzeitig auf diese For-
derung.
Stufe 5:
Die Komponenten S, S ∈ P antworten gleichzeitig auf die Forderung der Gebu¨hren. Es sei
(k1, . . . , k|N |) eine beliebige Reihenfolge der Spieler aus N . Falls Spieler kj den Anteil der Gebu¨hr
seiner Komponente tra¨gt, so entscheidet der nachfolgende Spieler kj+1. Falls ein Spieler seinen
Beitrag zu der Abgabe ablehnt, fu¨hrt dies nicht zur Kooperation der Komponenten. Jeder Spieler i
aus N verliert seinen Nutzen aus den vorherigen Kooperationsverhandlungen. Er erha¨lt
wi
wP(i)
v(P(i)) (3.24)
als Anteil am alleinigen Ergebnis seiner Komponente und zahlt eine Umverteilung von
wj
wP(i)
pi (3.25)
an die entsprechenden Mitspieler j aus seiner Komponente P(i).
Falls alle Spieler und alle Komponenten die Gebu¨hren akzeptieren, so zahlt jeder Spieler i seinen
Anteil an der Gebu¨hr von
wi
wP(i)
yMP(i) (3.26)
8Der Makler ermo¨glicht es, dass die Komponenten die große Koalition bilden ko¨nnen.
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seiner Komponente.
Fu¨r den Fall, dass jede Komponente die Gebu¨hr zahlt, erha¨lt der Makler M die Gebu¨hr der Spieler
und einen Bonus, der der Summe der Kooperationswerte der Komponenten aus P entspricht9. Fu¨r
den Fall, dass ein Spieler einer Komponente die Gebu¨hr nicht zahlt, betra¨gt die Auszahlung fu¨r
den Makler Null.
Bemerkung
Das konstruierte Spiel erfu¨llt die Bedingungen an ein extensives Spiel, wie es im vorherigen Kapitel
eingefu¨hrt wurde.
Es wird eine Lotterie mit maximal |N | Auszahlungsvektoren fu¨r die Spieler aus N und den Makler
M generiert, wobei ein Vektor fu¨r den mo¨glichen Spieler α existiert. Fu¨r jeden Spieler i ∈ N und
den Makler M muss die Preferenzrelation lediglich monoton sein und lediglich von den eigenen
Auszahlungen abha¨ngen. Sie erfu¨llt demnach
(p1, . . . , pn; a
1, . . . , an) i (p1, . . . , pn; b1, . . . , . . . , bn) gdw. aki ≥ bki , k = 1, . . . , n. (3.27)
Strategien fu¨r Spieler i ∈ N entsprechen einem Tupel:
((bij)j∈N\{i}, (x
i
j)j∈N\{i}, (A
j
i )j∈N\{i}, Ci). (3.28)
• bij ∈ R beschreibt das Gebot an den Spieler j in Stufe 1.
• xij ∈ R beschreibt das Angebot fu¨r Spieler j auf Stufe 2, falls Spieler i zum Verteiler bestimmt
wurde.
• Aji ⊆ R beschreibt die Menge der Angebote von Spieler j, die auf Stufe 3 akzeptiert werden,
falls Spieler j zum Verteiler ausgezeichnet wurde.
• Ci ⊆ R beschreibt die Menge der Gebu¨hren fu¨r die Komponente P(i), die von Spieler i
gezahlt werden.
Eine Strategie fu¨r den Makler M ist die Wahl eines Tupels
(yMS )S∈P , (3.29)
bei der yMS die Gebu¨hr/Subvention fu¨r die Komponte S darstellt.
3.3 Existenz eines teilspielperfekten Gleichgewichtes
Proposition 3.2
Die folgende Strategie generiert den gewichteten χ-Wert als Auszahlung fu¨r die Spieler aus N .
• Stufe 1: Jeder Spieler i ∈ N ku¨ndigt jedem anderen Spieler j 6= i an, ihm den Betrag
bij = Shj(N, v)− Shj(N \ {i}, vi) (3.30)
zu zahlen.
9Dies kann als Einfluss interpretiert werden.
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• Stufe 2: Der ausgewa¨hlte Verteiler bietet nun
xαj = Shj(N \ {α}, vα) (3.31)
an jeden Spieler j ∈ N \ {α}.
• Stufe 3: Die Spieler akzeptieren das Angebot, wenn
xαj ≥ Shj(N \ {α}, vα). (3.32)
• Stufe 4: Der Makler fordert von jeder Komponente S ∈ P die Gebu¨hr
yMS =
∑
i∈S
Shi(N, v)− v(S) (3.33)
• Stufe 5: Spieler in den Komponenten akzeptieren die Gebu¨hr, falls
wi
wS
yMS ≤ χi(N, v,P)− Shi(N, v). (3.34)
Beweis. Man erkennt, dass die Angebote/Forderungen in allen Stufen akzeptiert werden. Damit
betra¨gt die Auszahlung nach Stufe 3
bαj + x
α
j = Shj(N, v) (3.35)
fu¨r alle Spieler außer dem ausgezeichneten α. Durch die Komponenteneffizienz ergibt sich fu¨r diesen
dann eine Auszahlung von
v(N)−
∑
j 6=α
bαj −
∑
j 6=α
xαj = v(N)−
∑
j 6=α
Shj(N, v)
= Shα(N, v). (3.36)
Man erkennt demnach, dass bei dieser Strategie stets die gleiche Auszahlung generiert wird, un-
abha¨ngig davon, welcher Spieler als Verteiler ausgewa¨hlt wird. Dass dies in jedem teilspielperfekten
Gleichgewicht der Fall sein muss, wird spa¨ter gezeigt. In Stufe 5 fu¨hrt dies ebenso zu einem Ein-
versta¨ndnis der Komponenten. Die Auszahlung fu¨r Spieler i aus Komponente S ∈ P betra¨gt
Shi(N, v) +
wi
wS
(v(S)−
∑
i∈S
Shi(N, v)) = χ
w
i (N, v,P). (3.37)
Der Makler M erha¨lt eine Endauszahlung von∑
S∈P
(
∑
i∈S
Shi(N, v)− v(S)) +
∑
S∈P
v(S) =
∑
i∈N
Shi(N, v) = v(N). (3.38)
Proposition 3.3
Die oben angegebene Strategienkombination ist ein Nashgleichgewicht im Teilspiel beginnend bei
Stufe 4 und 5, falls die Kooperation einen echten Wert erzeugt, d.h. falls v(N) ≥ 0.
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Beweis. Falls |N | = 1 ist, so erha¨lt der einzige Spieler i den Wert v(i), welches in diesem Fall
seinem gewichteten χ-Wert entspricht.
Induktiv nehme man nun an, fu¨r |N | − 1 Spieler sei die Behauptung gezeigt. Man beginnt die
Untersuchung nach dem Theorem 2.112 bei dem Teilspiel, welches in Stufe 5 beginnt. Sei j ein
Spieler aus S. Falls alle anderen Spieler aus S die Gebu¨hr zahlen, so erha¨lt Spieler j bei Akzeptanz
eine Gesamtauszahlung von
pj − wi
wS
yMS . (3.39)
Bei Ablehnen der Gebu¨hr wu¨rde er im Gegenzug
wi
wS
v(S) +
∑
j∈S
wjpi − wipj
wS
(3.40)
erhalten. Mit der von M gewa¨hlten Gebu¨hr wu¨rde er sich daher nicht verbessern ko¨nnen.
Fu¨r die anderen Spieler ergibt sich die gleiche U¨berlegung im Wissen, dass nachfolgende Spieler
ebenso akzeptieren werden. Daher ist auch deren beste Antwort, die Gebu¨hr zu akzeptieren. Eine
beste Antwort10 ist daher auf der fu¨nften Stufe des Spiels die Akzeptanz der Gebu¨hr.
Im Teilspiel beginnend bei Stufe 4 lohnt es sich nicht, wenn der Makler M eine ho¨here Gebu¨hr fu¨r
eine der Komponenten wa¨hlt. In diesem Fall wu¨rde diese Komponente die Kooperation ablehnen.
Somit wu¨rde die Endauszahlung des Spielers M gerade Null betragen, welche nicht besser als v(N)
ist.
Falls der Makler M eine geringere Gebu¨hr fu¨r eine der Komponenten wa¨hlt, so wu¨rde diese ange-
nommen werden und die Endauszahlung des Maklers wa¨re entsprechend geringer. Damit stellt die
Strategienkombination ein Nashgleichgewicht im bei Stufe 4 beginnenden Spiel dar.
Der folgende Beweis, dass die Strategie auf Stufe 1 ein Nashgleichgewicht darstellt beruht auf dem
Aufsatz aus Kongo/Funaki/Tijs, 2007: [2].
Proposition 3.4
Die oben angebene Strategienkombination bildet genau dann ein Nachgleichgewicht im Teilspiel
beginnend bei den Stufen 1,2 und 3 falls alle Spieler in einer Komponente gleiche Gewichte besit-
zen.11
Beweis. Fu¨r Stufe 3 sei wiederum jk der letzte Spieler, der entscheiden muss, ob er das Angebot
des Verteilers α ablehnt oder akzeptiert. Fu¨r den Fall, dass alle Spieler das Angebot akzeptiert
haben, so ist seine bestmo¨gliche Reaktion, das Angebot Shj(N \ {α}, vα) zu akzeptieren, da er
auch bei Ablehnen des Angebotes nach Induktionsannahme keine ho¨here Auszahlung erhalten
wu¨rde. Wiederholtes Anwenden dieses Arguments zeigt, dass die Strategienkombination ein Nash-
10Andere besten Antworten sind gerade diejenigen, bei denen die geforderte Gebu¨hr akzeptiert wird und
andere Gebu¨hren beliebig beantwortet werden.
11Dies stellt gerade die Situation im ungewichteten χ-Wert dar
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gleichgewicht im Teilspiel, welches auf der dritte Stufe beginnt, darstellt.
Fu¨r das Teilspiel bei Stufe 2 beginnend, erha¨lt der Verteiler α die Auszahlung
v(N)−
∑
j 6=α
Shj(N \ {α}, vα) CE= v(N)− vα(N \ {α}) 2.61= v(α). (3.41)
Falls der Verteiler α ein Angebot an einen Spieler erho¨ht, ohne dies bei den anderen auszugleichen,
so wird das Angebot immer noch angenommen, aber die Endauszahlung des Verteilers α verringert
sich. Falls der Verteiler jedoch eines seiner Angebote senkt, so fu¨hrt dies nicht mehr zu einer
Einigung. Er erha¨lt die Auszahlung v(α) am Ende der dritten Stufe. Insgesamt stellt dies in der
Endauszahlung keine Verbesserung dar. Damit ist die Strategienkombination ab Stufe 2 ebenfalls
teilspielperfekt.
Es bleibt noch zu zeigen, dass die Strategienkombination ab der ersten Stufe ein Nashgleichgewicht
ist. Zuna¨chst wird gezeigt, dass jeder Spieler mit der gleichen Wahrscheinlichkeit zum Verteiler α
bestimmt wird.
Die Nettogebote sind fu¨r i ∈ N :
Bi =
∑
j 6=i
(bij − bji ) =
∑
j 6=i
Shj(N, v)− Shi(N, v)− Shj(N \ {i}, vi) + Shi(N \ {j}, vj)︸ ︷︷ ︸
2.22
= 0
 (3.42)
Alle Spieler werden demnach mit einer Wahrscheinlichkeit von 1/|N | als Verteiler ausgewa¨hlt.
Es wird nun gezeigt, dass es sich fu¨r keinen Spieler lohnt, seine Gebote zu a¨ndern. Dabei bezeichne
man mit b̂ij = b
i
j + aj die neuen Gebote. Die neuen Nettogebote sind dann
B̂j =
∑
k∈N\{j}
b̂jk − b̂kj fu¨r j ∈ N \ {i} (3.43)
Entsprechend betragen die Nettogebote fu¨r Spieler aus j ∈ N \ {i} gerade B̂j = −aj .
Es seien nun drei Fa¨lle fu¨r
∑
j 6=i
aj zu unterscheiden.
Fall 1:
B̂i =
∑
j 6=i
aj < 0. (3.44)
Damit existiert zumindest ein aj < 0. Entsprechend ist das Nettogebot von Spieler j B̂j > 0,
sodass Spieler i nicht als Verteiler ausgezeichnet wird. Damit vera¨ndert sich seine Endauszahlung
nicht.
Fall 2:
B̂i =
∑
j 6=i
aj = 0. (3.45)
Da nicht alle fu¨r alle j ∈ N aj = 0 gelten kann, ist zumindest ein Nettogebot eines anderen Spielers
echt positiv, sodass dieser zum Verteiler ausgewa¨hlt wird. Damit a¨ndert sich die Endauszahlung
von Spieler i nicht.
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Fall 3:
B̂i =
∑
j 6=i
aj > 0. (3.46)
Damit wird Spieler i nur dann mit einer positiven Wahrscheinlichkeit zum Verteiler α bestimmt,
falls nicht alle anderen Nettogebote gro¨ßer als sein eigenes Nettogebot sind. Entsprechend muss
also gelten: ∑
j∈N\P(i)
aj +
∑
j∈P(i)\{i}
aj ≥ −al fu¨r alle l ∈ N \ {i}. (3.47)
Die Auszahlungen nach Stufe 3 des Spieles sind dann:
xj = Shj(N, v) + aj fu¨r alle j ∈ N \ {i},
xi = Shi(N, v)−
∑
j 6=i
aj . (3.48)
Mit dem Ausgleich auf den Stufen 4 und 5 ergibt sich dann als Endauszahlung fu¨r Spieler i:
yi = Shi(N, v)−
∑
j 6=i
aj +
wi
wS
(v(P(i))−
∑
j∈P(i)
xj)
= Shi(N, v)−
∑
j 6=i
aj +
wi
wS
v(P(i))− ∑
j∈P(i)\{i}
(Shj(N, v) + aj)− Shi(N, v) +
∑
j∈N\{i}
aj

(3.49)
= χi(N, v,P, w)−
∑
j 6=i
aj +
wi
wS
∑
j∈N\P(i)
aj .
Fu¨r eine Verbesserung der Endauszahlung des Spielers i muss demnach Folgendes gelten:
−
∑
j 6=i
aj +
wi
wS
∑
j∈N\P(i)
aj > 0. (3.50)
Man untersuche zuna¨chst die symmetrische Situation, d.h.
wS = 1,
wi =
1
|P(i)| . (3.51)
Fu¨r {N} = P oder |P(i)| = 1 stimmt der χ-Wert mit dem Wert der Shapley-Lo¨sung u¨berein.
Folglich besteht hier gerade kein Anreiz die Spieler aus anderen Komponenten gegenu¨ber Spielern
aus der eigenen Komponente zu u¨bervorteilen. Folglich ist eine Verbesserung wie in (3.46), (3.47)
und (3.50) nicht mo¨glich, denn fu¨r P(i) = {i} ist die Auszahlung des Spielers i durch die Kompo-
nenteneffizenz bereits vorgegeben.
Fu¨r P = {N} stellt jede Erho¨hung des Gebotes eine niedrigere Endauszahlung fu¨r Spieler i dar.
Somit ist Spieler i nicht bestrebt, zu erzwingen, dass er zum Spieler α ausgewa¨hlt wird und es gibt
keine Verbesserungsmo¨glichkeit fu¨r Spieler i durch einseitige Abweichungen in diesem Teilspiel.
Es sei nun 1 < |P(i)| < |N |. Die zum System zugeho¨rige Matrix ist symmetrisch in den aj , die zu
den Spielern geho¨ren, die nicht in P(i) sind, und in den aj , die zu den Spielern geho¨ren, die sich
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in der gleichen Komponente wie Spieler i befinden.
Falls der zula¨ssige Bereich nichtleer wa¨re, mu¨sste es eine symmetrische Lo¨sung wie folgt geben:
aj = aC fu¨r alle j ∈ N \ P(i),
aj = aP fu¨r alle j ∈ P(i) \ {i}. (3.52)
Damit vereinfachen sich die Nebenbedingungen von K zu folgenden Bedingungen:(
(1− 1P(i) )(|N | − |P(i)|) |P(i)| − 1
−|N |+ |P(i)|) −|P(i)|+ 1
)(
aC
aP
)
< 0 (3.53)(
−|N |+ |P(i)| −|P(i)|
−|N |+ |P(i)| − 1 −|P(i)|+ 1
)(
aC
aP
)
≤ 0 (3.54)
Der Satz von Motzkin12 besagt, es gibt keine Verbesserungsmo¨glichkeit fu¨r Spieler i, falls das
folgende Gleichungssystem eine Lo¨sung besitzt:
(
(1− 1P(i) )(|N | − |P(i)|) −|N |+ |P(i)| −|N |+ |P(i)| −|N |+ |P(i)| − 1
P(i)| − 1 −|P(i)|+ 1 −|P(i)| −|P(i)|+ 1
)
y1
y2
z1
z2
 = 0 (3.55)
y := (y1, y2) 6= 0,
y1, y2 ≥ 0,
z1, z2 ≥ 0.
Nun ist gerade (|P(i)|, 0, |P(i)| − 1, 0)T eine Lo¨sung, sodass es fu¨r Spieler i keine Mo¨glichkeit gibt,
seine Endauszahlung zu verbessern und somit stellt die Strategienkombination ein Nashgleichge-
wicht im gesamten Spiel dar.
Fu¨r den unsymmetrischen Fall gibt es fu¨r nichttriviale Partitionen dagegen immer einen Spieler
mit u¨berdurchschnittlichen Gewicht:
wi
wS
>
1
|S| . (3.56)
Damit stellt die folgende A¨nderung der Strategie des Spielers i eine Verbesserung dar:
aj = |P(i)| − |N | fu¨r alle j ∈ P(i) \ {i},
ak = |P(i)| fu¨r alle k ∈ N \ P(i). (3.57)
Damit sind die Bedingungen (3.47) und (3.50) erfu¨llt, denn es gilt:∑
j∈N\P(i)
aj +
∑
k∈P(i)\{i}
ak = |N | − |P(i)| > 0, (3.58)
∑
j∈N\P(i)
aj +
∑
k∈P(i)\{i}
ak = |N | − |P(i)| > −|P(i)| = −ak, j ∈ N \ P(i), (3.59)
∑
j∈N\P(i)
aj +
∑
k∈P(i)\{i}
ak = |N | − |P(i)| = −aj , j ∈ P(i) \ {i}. (3.60)
12Fu¨r den Satz und den Beweis vergleiche man den Anhang 6.5.
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Weiterhin gilt:
yi − χi(N, v,P, w) = −
∑
k∈P(i)\{i}
ak + (
wi
wP(i)
− 1)
∑
j∈N\P(i)
aj (3.61)
3.56
>
∑
k∈P(i)\{i}
ak + (
1
|P| − 1)
∑
j∈N\P(i)
aj = 0 (3.62)
Die Abweichung von der oben definierten Strategienkombination stellt demnach eine Verbesserung
dar. Durch Skalierung der Strategie kann weiterhin eine beliebig große Auszahlung fu¨r diesen Spieler
erreicht werden. Es kann daher kein teilspielperfektes Gleichgewicht in diesem Falle geben. Fu¨r den
symmetrischen Fall stellt die Strategienkombinatione dagegen im gesamten nichtkooperativen Spiel
ein Nashgleichgewicht aller mo¨glichen Strategien dar, sodass sie mit der letzten Proposition ein
teilspielperfektes Gleichgewicht bilden.
3.4 Eindeutigkeit des teilspielperfekten Gleichgewichtes
Nachdem nun ein teilspielperfektes Gleichgewicht gefunden ist, versucht man nun zu zeigen, dass
die Auszahlung in jedem teilspielperfekten Gleichgewicht dem χ-Wert entspricht. Damit spricht
man von einer vollsta¨ndigen Implementierung.
Proposition 3.5
In jedem teilspielperfekten Gleichgewicht lehnen die Spieler die Gebu¨hren yMS , S ∈ P, ab, falls
yMS >
∑
j∈S
pj − v(S) fu¨r eine Komponente S ∈ P. (3.63)
In jedem teilspielperfekten Gleichgewicht akzeptieren die Spieler die Gebu¨hren yMS , S ∈ P, falls
yMS <
∑
j∈S
pj − v(S) fu¨r alle Komponenten S ∈ P. (3.64)
Beweis. Man nehme an alle Spieler wu¨rden die Gebu¨hren von
yMS >
∑
j∈S
pj − v(S) (3.65)
akzeptieren. Dann betra¨gt die Auszahlung fu¨r Spieler i aus der Komponente S
pi − wi
ws
yMS . (3.66)
Falls Spieler i von seiner Strategie abweicht und die Gebu¨hr ablehnt, so betra¨gt seine Auszahlung
wi
wS
v(S)−
∑
j∈S
wipj − wjpi
wS
= pi − wi
ws
∑
j∈S
pj − v(S) > pi − wi
ws
yMS . (3.67)
Die urspru¨ngliche Strategie von Spieler i kann demnach nicht zu einem teilspielperfekten Gleich-
gewicht geho¨ren.
Falls
yMS <
∑
j∈S
pj − v(S) fu¨r alle S ∈ P, (3.68)
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dann kann fu¨r den letzten Spieler j in einer beliebigen Reihenfolge das Ablehnen dieser Gebu¨hr
nicht die beste Antwort sein. Falls er entscheiden muss, d.h. alle Spieler vor ihm haben ebenso
akzeptiert, so betra¨gt seine Auszahlung, im Falle der Akzeptanz:
pj − wj
wP(j)
yMP(i). (3.69)
Bei Ablehnen des Angebotes betra¨gt seine Endauszahlung allerdings,
wj
wP(j)
pj −
∑
i∈P(j)
wi
wP(j)
pj +
∑
i∈P(j)
wj
wP(j)
pi, (3.70)
welches mit der obigen Wahl von yMS die schlechtere Alternative darstellt. Somit wird der letzte
Spieler diese Gebu¨hren akzeptieren und mit den gleichen U¨berlegungen wird dies in einem teil-
spielperfekten Gleichgewicht jeder andere Spieler ebenfalls tun.
Proposition 3.6
Sei v(N) > 0, dann zahlen die Komponenten in jedem teilspielperfekten Gleichgewicht die vom
Makler M geforderte Gebu¨hr.
Beweis. Man nehme an, in einem teilspielperfekten Gleichgewicht wu¨rde die Gebu¨hr nicht akzep-
tiert werden. Es gibt demnach einen Spieler i aus der Komponente S mit:
pi − wi
ws
yMS ≤
wi
wS
v(S)−
∑
j∈S
wipj − wjpi
wS
(3.71)
und demnach
yMS ≥
∑
j∈S
pj − v(S). (3.72)
In diesem Fall wu¨rde der Makler den Nutzen von Null (bei Ablehnen der Gebu¨hr) vermeiden
ko¨nnen, falls er die geforderte Gebu¨hr auf den Wert∑
j∈S
pj − v(S)− ε, v(N)|P| > ε > 0 (3.73)
senkt. Nach der vorherigen Proposition wird dann die Gebu¨hr angenommen und die Auszahlung
fu¨r M betra¨gt dann∑
S∈P
(
∑
j∈S
pj − v(S)) +
∑
S∈P
v(S)− |P|ε =
∑
S∈P
∑
j∈S
pj − |P|ε CE= v(N)− |P|ε > 0. (3.74)
Damit ko¨nnen Strategien, bei denen die Gebu¨hr abgelehnt wird, nicht zu einem teilspielperfekten
Gleichgewicht geho¨ren.
Proposition 3.7
Sei v(N) > 0. In jedem teilspielperfekten Gleichgewicht fordert der Makler M eine Gebu¨hr von∑
j∈S
pj − v(S) von jeder Komponente S ∈ P.
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Beweis. Nach der vorherigen Propositionen kann der Makler in einem teilspielperfekten Gleichge-
wicht nur Gebu¨hren yMS ≤
∑
j∈S
pj − v(S) fordern.
Seien demnach die Gebu¨hren
yMS =
∑
j∈S
pj − v(S)− ε(S), ε(S) ≥ 0 fu¨r alle S ∈ P. (3.75)
Falls ∑
S∈P
ε(S) >
v(N)
|P| , (3.76)
so entspricht dies einer Auszahlung des Maklers von∑
j∈N
pj −
∑
S∈P
ε(S) = v(N)−
∑
S∈P
ε(S) < 0. (3.77)
Indem der Makler die Gebu¨hren demnach auf
yMS >
∑
j∈S
pj − v(S) fu¨r alle S ∈ P (3.78)
senkt, werden die Gebu¨hren abgelehnt und folglich erha¨lt der Makler M eine Auszahlung von Null,
welche echt besser ist.
Falls
ε ≤ v(N)|P| , (3.79)
so kann sich der Makler M echt verbessern, indem er die Gebu¨hren auf
yMS =
∑
j∈S
pj − v(S)− ε(S)
2
(3.80)
senkt. Daher mu¨ssen die Gebu¨hren in jedem teilspielperfekten Gleichgewicht gerade
yMS ≤
∑
j∈S
pj − v(S) (3.81)
betragen.
Die nun folgende Untersuchung beweist nun, dass jedes teilspielperfekte Gleichgewicht auf den
ersten drei Stufen gerade den Auszahlungsvektor der Shapley-Lo¨sung generiert. Die Formulierung
folgt den Ausarbeitungen von Kongo/Funaki/Tijs sowie Pe´rez-Castrillo/Wettstein.
Theorem 3.8
Spieler, die als Verteiler α ausgewa¨hlt werden, erhalten in der dritten Stufe des Spieles den Wert
v(α). Jeder andere Spieler erha¨lt den Wert der Shapley-Lo¨sung des Spiels (N \ {α}, vα).
Beweis. Die Aussage wird durch Induktion nach der Anzahl der Spieler gezeigt.
Sei |N | = 1. Dann erha¨lt der Spieler den Wert v(α), welches dem entsprechenden Wert der Shapley-
Lo¨sung entspricht.
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Man nehme an in jedem Spiel mit k Spielern erhalte jeder Spieler die Auszahlung der Shapley-
Lo¨sung des Spiels. Es sei nun |N | = k + 1 und α ist ein beliebiger Spieler aus N .
Man nehme an, die Spieler aus N wu¨rden sich nicht einigen. Dann erha¨lt der Verteiler α eine
Auszahlung von v(α) und die Spieler aus N \ {α} erhalten die Auszahlung aus dem Spiel (N \
{α}, vα). Damit erha¨lt Spieler i ∈ N \ {α} nach Induktionsbehauptung aber gerade
Shi(N \ {α}, vα). (3.82)
Falls dagegen keine Einigung in t = 3 erzielt werden kann, mu¨ssen die Spieler ausN\{α}mindestens
Shi(N \{α}, vα) als Auszahlung erhalten. Die Auszahlung des Verteilers α betra¨gt damit maximal
v(N)−
∑
j 6=α
Shj(N \ {α}, vα) CE= v(N)− vα(N \ {α}) 2.61= v(α). (3.83)
Aber bei Ablehnung des Angebotes erha¨lt der Verteiler α einen Wert von v(α). Demnach muss er
diesen auch hier erhalten.
Damit gilt die Behauptung in beiden Fa¨llen.
Theorem 3.9
In jedem teilspielperfekten Gleichgewicht betragen die Nettogebote Bk = 0 fu¨r alle k ∈ N .
Beweis. Es gilt nach Definition
∑
k∈N
Bk = 0.
Man betrachtet daher
Ω = {k ∈ N |Bk = max
j∈N
(Bj)} (3.84)
, die Menge der Spieler, die die gro¨ßten Nettogebote geta¨tigt haben.
Falls Ω = N , so gilt bereits die Behauptung.
Falls Ω 6= N , wa¨hle Spieler l ∈ N \ Ω.
Ausgehend von einer Strategie aus einem teilspielperfekten Gleichgewicht bij , i, j ∈ N modifiziert
man die Gebote des Spielers k wie folgt:
b̂ki = b
k
i + δ fu¨r alle i ∈ Ω \ k und mit 0 < δ <
Bk −Bl
|Ω|+ 1 ,
b̂kl = b
k
l − |Ω|δ, (3.85)
b̂km = b
k
m fu¨r alle m /∈ Ω und m 6= j.
Damit ergeben sich neue Nettogebote mittels
B̂k = Bk − δ,
B̂j = Bj − δ fu¨r alle j ∈ Ω \ {i}, (3.86)
B̂l = Bl + |Ω|δ und
B̂m = Bm fu¨r alle m /∈ Ω,m 6= l.
Nach Wahl von δ ist dann B̂l < B̂k und damit ist die Menge der Spieler mit maximalem Nettogebot
erneut Ω.
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Allerdings verbessert sich Spieler k, da er nun in Schritt 2 Zahlungen in Ho¨he von∑
j 6=k
bkj − δ (3.87)
leisten muss. Die urspru¨nglichen Strategie kann demnach nicht zu einem teilspielperfekten Gleich-
gewicht geho¨ren.
Theorem 3.10
In jedem teilspielperfekten Gleichgewicht ist die Auszahlung jedes Spielers unabha¨ngig davon, wel-
cher Spieler als Verteiler α ausgewa¨hlt wird.
Beweis. Nach dem letzten Satz verschwinden die Nettogebote in jedem teilspielperfekten Gleich-
gewicht.
Man nehme an, Spieler i wu¨rde eine ho¨here Auszahlung erhalten, falls Spieler j als Verteiler aus-
gewa¨hlt wu¨rde. Dann ko¨nnte er seine Gebote wie folgt vera¨ndern:
b̂ik = b
i
k − ε δk,j fu¨r alle k ∈ N \ {i} mit ε > 0. Falls ε hinreichend klein, so besitzt Spieler j das
gro¨ßte Nettogebot und Spieler i ha¨tte sein Auszahlung vergro¨ßern ko¨nnen. Allerdings gilt nun:
Bi = −ε < 0,
Bj = ε > 0 (3.88)
und es wu¨rde eine profitable einseitige Verbesserung fu¨r Spieler i existieren. Damit kann die An-
nahme nicht wahr sein und es gibt keinen anderen Spieler, den Spieler i als Verteiler bevorzugt.
Falls Spieler i eine ho¨here Auszahlung erhalten wu¨rde, wenn er selbst zum Verteiler bestimmt wird,
so kann er seine Gebote wie folgt a¨ndern:
b̂ij = b
i
j + ε fu¨r alle j ∈ N \ {i} und ε > 0 hinreichend klein. Demnach besitzt Spieler i das gro¨ßte
Nettogebot und er wird zum Verteiler α bestimmt. Dies stellt wiederum eine profitable einseitige
Abweichung dar, die in einem teilspielperfekten Gleichgewicht nicht existieren kann.
Theorem 3.11
Bei gleichen Gewichten innerhalb einer Komponente und mit v(N) > 0 stimmt in jedem teilspiel-
perfekten Gleichgewicht die Auszahlung fu¨r die Spieler aus N mit dem χ-Wert u¨berein.
Beweis. Man zeige zuna¨chst, dass die Auszahlungen in jedem teilspielperfekten Gleichgewicht nach
der dritten Stufe mit der Shapley-Lo¨sung u¨bereinstimmen.
Falls i zum Verteiler α bestimmt wird, so bezeichne man dann den Auszahlungsvektor mit uij .
Nach Theorem 3.8 ist
uii = −
∑
k 6=i
bik + v(i) (3.89)
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und fu¨r j 6= i gilt:
uji = b
j
i + Shi(N \ {j}, vj), (3.90)
sodass ∑
k∈N
uki = −
∑
k 6=i
bik + v(i) +
∑
k 6=i
bki +
∑
k 6=i
Shi(N \ {k}, vk). (3.91)
Nach Theorem 3.9 ist: ∑
j∈N
Bi =
∑
i∈N
(bik − bki ) = 0. (3.92)
Damit erha¨lt man: ∑
k∈N
uki = v(i) +
∑
k 6=i
Shi(N \ k, vk). (3.93)
Die Auszahlung ist nach Theorem 3.10 aber gerade unabha¨ngig davon, welcher Spieler zum Verteiler
α ausgezeichnet wird. Folglich ist ∑
k∈N
uki = |N |uji . (3.94)
Damit erha¨lt man:
uji =
1
|N |v(i) +
1
|N |
∑
k 6=i
Shi(N \ {k}, vk) 2.76= Shi(N, v). (3.95)
Mit den ersten drei Stufen des Spiels wird daher die Shapley-Lo¨sung implementiert.
Da weiterhin die Forderung des Maklers M von der Komponente S gerade∑
i∈S
Shi(N, v)− v(S) (3.96)
betra¨gt, ergibt sich als Endauszahlung:
pi = Shi(N, v)− 1|S| (
∑
i∈S
Shi(N, v)− v(S)) = χi(N, v,P). (3.97)
Bemerkung
Insbesondere ergibt sich mit (3.90) und (3.95), dass die Gebote der ersten Stufe
bji = Shi(N, v)− Shi(N \ {j}, vj) fu¨r alle i ∈ N, i 6= j (3.98)
betragen.
4 Weitere Nashgleichgewichte
Die teilspielperfekte Strategie ist ein Nashgleichgewicht, es werden nun noch alle weiteren Nash-
gleichgewichte bestimmt.
Die in Kapitel 3 gezeigten Theoreme 3.8, 3.9 und 3.10 gelten ebenso fu¨r Nashgleichgewichte, da
lediglich mit profitablen Abweichungen argumentiert wurde.
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Entsprechend gilt ebenfalls, dass auf der ersten Stufe jeder Spieler i ∈ N das folgende Angebot xij
an Spieler j ∈ N \ {i} ta¨tigt:
bij = Shj(N, v)− Shj(N \ {i}, vi). (4.1)
Außerdem ergibt sich am Ende der dritten Stufe fu¨r jeden Spieler j ∈ N eine Zwischenauszahlung in
Ho¨he von Shj(N, v), unabha¨ngig vom weiteren Verlauf des Spieles. Dabei ko¨nnen aber verschiedene
Angebots- und Akzeptanzstrategien der Spieler genutzt werden.
I Es gibt genau einen Spieler, der jedes Angebot des Verteilers α ablehnt.
II Es gibt mind. zwei Spieler, die jedes Angebot des Verteilers α ablehnen.
III Alle Spieler akzeptieren das Gebot des Verteilers α.
IV Es gibt genau einen Spieler, der das Angebot des Verteilers α nicht akzeptiert, der aber nicht
alle Angebote strikt ablehnt.
V Mindestens zwei Spieler akzeptieren das Gebot nicht, kein Spieler lehnt alle Angebote des
Verteilers α strikt ab.
Es werden nun folgend diese fu¨nf Fa¨lle genauer untersucht. Dabei verwende man die folgenden
Bezeichnungen.
Es bezeichne Aαj die Menge der Gebote, die Spieler j ∈ N \ {α} akzeptiert, sog. Akzeptanzmenge,
falls α der Verteilungsspieler ist. V α ⊆ N \ {α} bezeichne die Menge der Spieler, die das Gebot
von α nicht akzeptieren.
Fall I:
Aαk = ∅ fu¨r genau ein k ∈ N \ {k}
Spieler k droht entsprechend damit kein Angebot vom Verteiler α zu akzeptieren. Entsprechend
ist es fu¨r diesen nicht mo¨glich die Zwischenauszahlung von v(α) zu erho¨hen, da keine Einigung der
Spieler erzielt werden kann.
Spieler k dagegen kann genau dann erfolgreich abweichen, falls das von dem Verteiler α geta¨tigte
Angebot groß genug ist:
xαk > Shk(N \ {α}, vα). (4.2)
Entsprechend erfu¨llt eine Teilstrategie eines Nashgleichgewichtes in diesem Szenario die folgenden
Bedingungen
xαk ≤ Shk(N \ {α}, vα), Aαk = ∅.
Fall II:
Es bezeichne Wα = {j ∈ N \ {α}|Aαj = ∅} die Menge der Spieler, die alle Gebote ablehnen.
Dann ko¨nnen sich weder der Verteiler α noch die Spieler aus N \ {α} durch Abweichen in ihrer
Strategie verbessern, da stets keine Einigung erzielt werden kann.
Entsprechend erfordert ein Nashgleichgewicht in diesem Falle
Aαj = ∅ fu¨r alle j ∈W, |W | ≥ 2. (4.3)
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Fall III:
Falls alle Spieler das Angebot akzeptieren, so muss dies genau dem Fall des teilspielperfekten
Gleichgewichtes entsprechen.
Falls ein Angebot verringert wird, xjα < Shj(N \ {α}, vα), so lehnt Spieler j das Angebot ab und
der Verteiler erha¨lt ebenso wie vorher den Wert v(α). Die Spieler erhalten induktiv weiterhin den
Wert Shj(N \{α}) im Spieler Γ(N \{α}, vα). Dies ist daher keine profitable Abweichung fu¨r einen
der Spieler aus N . Falls ein Angebot vergro¨ßert wird, xjα > Shj(N \ {α}, vα), so wu¨rde sich die
Auszahlung des Verteilers verringern, falls alle anderen Spieler das Angebot akzeptieren. Dieser
Fall muss hier demnach nicht betrachtet werden und die Angebote mu¨ssen xjα < Shj(N \ {α}, vα)
betragen.
Fu¨r die Akzeptanzmengen muss lediglich gelten, dass Shj(N \ {α}, vα) ∈ Aαj und damit keine
Verbesserung fu¨r den Verteiler mo¨glich ist, muss auch gelten:
Shj(N \ {α}, vα) = minAαj fu¨r alle j ∈ N \ {α}. (4.4)
Fall IV:
Es gibt genau einen Spieler, der das Angebot nicht akzeptiert. Dieser Spieler wird mit k bezeichnet.
Da der Spieler unabha¨ngig von seinen Mitspielern ablehnt, ist es fu¨r keinen Spieler aus N \ {α, k}
mo¨glich, seine Zwischenauszahlung zu erho¨hen.
Dann kann sich der Verteiler verbessern, falls das folgende System lo¨sbar ist.∑
j∈N\{α}
xαj < v
α(N \ {α}), xj ∈ Aαj . (4.5)
Ebenso wie in Fall I ist eine Verbesserung fu¨r Spieler k mo¨glich, falls
xαk > Shk(N \ {α}, vα). (4.6)
Entsprechend muss das folgende System erfu¨llt sein:
Aαj 6= ∅ fu¨r alle j ∈ N \ {α},
xαk /∈ Aαk fu¨r genau ein k ∈ N \ {α}, (4.7)∑
j∈N\{α}
xαj ≥ vα(N \ {α}) fu¨r alle xj ∈ Aαj ,
xαk ≤ Shk(N \ {α}, vα).
Fall V:
Es gilt in diesem Fall xαj /∈ Aαj fu¨r alle Spieler aus V α und |V α| ≥ 2, aber Aαj 6= ∅ fu¨r alle
j ∈ N \ {α}.
Dann kann erneut keiner der Spieler aus N \ {α} verbessern, da durch Abweichen in einer Akzep-
tanzmenge keine Einigung erzielt werden kann.
Lediglich fu¨r den Verteiler besteht die Mo¨glichkeit eine Verbesserung zu erzielen, falls wiederum
Angebote xαj ∈ Aαj existieren, sodass ∑
j∈N\{α}
xαj < v
α(N \ {α}). (4.8)
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Fu¨r ein Nashgleichgewicht in diesem Fall mu¨ssen demnach folgende Bedingungen erfu¨llt sein
Aαj 6= ∅ fu¨r alle j ∈ N \ {α},
xαj /∈ Aαj fu¨r mind. zwei Spieler , (4.9)∑
j∈N\{α}
xαj ≥ vα(N \ {α}) fu¨r alle xαj ∈ Aαj .
Zusammenfassend erha¨lt man daher die folgende Aussage:
Theorem 4.1
Auf der zweiten und dritten Stufe des in Kapitel 3 konstruierten nichtkooperativen Spieles Γ muss
ein Nashgleichgewicht eine der folgenden Bedingungen erfu¨llen:
• Ein unkooperativer Spieler:
Aαk = ∅ fu¨r ein k ∈ N \ {α}, (4.10)
xkα ≤ Shk(N \ {α}, vα)
• Mehrere unkooperative Spieler:
Aαj = ∅ fu¨r alle j ∈W ⊆ N \ {α}, |W | ≥ 2. (4.11)
• Einigung
Shj(N \ {α}, vα) = minAαj fu¨r alle j ∈ N \ {α}. (4.12)
• Ein blockierender Spieler
Aαj 6= ∅ fu¨r alle j ∈ N \ {α},
xαk /∈ Aαk fu¨r genau ein k ∈ N \ {α}, (4.13)∑
j∈N\{α}
xαj ≥ vα(N \ {α}) fu¨r alle xj ∈ Aαj ,
xαk ≤ Shk(N \ {α}, vα).
• Mehrere blockierende Spieler
Aαj 6= ∅ fu¨r alle j ∈ N \ {α},
xαj /∈ Aαj fu¨r mind. zwei Spieler , (4.14)∑
j∈N\{α}
xαj ≥ vα(N \ {α}) fu¨r alle xαj ∈ Aαj .
Bemerkung
In allen Fa¨llen erha¨lt jeder Spieler i ∈ N nach der dritten Stufe den Wert der Shapley-Lo¨sung
Shi(N, v).
44
Mit den festen Zwischenauszahlungen von pj = Shj(N, v) fu¨r alle j ∈ N untersuche man nun
abschließend die mo¨gliche Strategien der vierten und fu¨nften Stufe. Analog zum Vorgehen bezu¨glich
der zweiten und dritten Stufe unterscheide man erneut fu¨nf Fa¨lle:
1 Alle Spieler akzeptieren die Gebu¨hr des Maklers M . Dies wird im Weiteren als
”
Akzeptanz“
bezeichnet.
2 Es gibt genau einen Spieler, der jede Gebu¨hr des Maklers M ablehnt. Der Spieler wird als
unkooperativer Spieler bezeichnet.
3 Es gibt mind. zwei Spieler, die jede Gebu¨hr des Maklers M ablehnen.
4 Es gibt genau einen Spieler, der die Gebu¨hr des Maklers M nicht akzeptiert, der aber nicht
alle Angebote strikt ablehnt. Der Spieler wird als
”
blockierender“ Spieler bezeichnet.
5 Mindestens zwei Spieler akzeptieren die Gebu¨hr nicht, kein Spieler lehnt alle Angebote des
Maklers M strikt ab.
Man bezeichne im Folgenden mit Ci die Menge der Gebu¨hren an die Komponente P(i), die der
Spieler i akzeptiert. W sei die Menge der Spieler die abha¨ngig von den Gebu¨hren (yMS )S∈P .
Fall 1:
Alle Spieler akzeptieren das Gebot des Maklers M (Akzeptanz).
Wie in Kapitel 3 gezeigt, muss fu¨r die Akzeptanz der von Makler M geforderten Gebu¨hren (ySM )S∈P
gelten:
yMS ≤
∑
j∈S
pj − v(S) fu¨r alle S ∈ P. (4.15)
Damit ergibt sich eine Endauszahlung xM fu¨r den Makler M von
xM =
∑
S∈P
yMS +
∑
S∈P
v(S)
≤
∑
S∈P
∑
j∈S
pj − v(S)
 (4.16)
≤
∑
j∈N
Shj(N, v) = v(N)
Falls die Gebu¨hren soweit erho¨ht werden, dass keine Einigung erzielt werden kann, so erha¨lt der
Makler eine Auszahlung von 0. Ohne dass der Makler M profitabel abweichen kann, muss daher
v(N) = xM ≥ 0 gelten.
Weiterhin du¨rfen nicht alle Spieler j ∈ S fu¨r eine Komponente S ∈ P ein ho¨here Gebu¨hr als yMS
akzeptieren, da sonst der Makler entsprechend profitabel abweichen ko¨nnte. Es muss daher gelten:
yMS = max
⋂
j∈S
Cj fu¨r alle S ∈ P. (4.17)
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Zusammengefasst ergeben sich daher folgende Einschra¨nkungen:
v(N) ≥ 0,
yMP(j) ∈ Cj fu¨r alle S ∈ P, j ∈ S,
yMS ≥ y, fu¨r alle y ∈
⋂
j∈S
Cj , S ∈ P, (4.18)∑
S∈P
yMS ≥ −
∑
S∈P
v(S),
yMS ≤
∑
j∈S
Shj(N, v)− v(S) fu¨r alle S ∈ P.
Fall 2:
Es gibt genau einen Spieler, der jede Gebu¨hr von Makler M ablehnt (unkooperativer Spieler).
Es sei Spieler k mit Ck = ∅, der jede Gebu¨hr des Maklers M ablehnt.
Da keine Einigung getroffen wird, erha¨lt mittels der Umverteilung jeder Spieler j ∈ N eine End-
auszahlung von χj(N, v,P) und der Makler M erha¨lt den Betrag 0.
Da der Makler nur dann profitabel abweichen ko¨nnte, falls die Einigung der Spieler eintritt und
Spieler k jede Gebu¨hr ablehnt, ist ein profitables Abweichen des Maklers nicht mo¨glich. Ebenso
gilt dies fu¨r alle Spieler aus N \ {k}.
Spieler k dagegen kann profitabel abweichen, indem er vom kategorischen Ablehnen aller
Gebu¨hren absieht und geringere Gebu¨hren akzeptiert, sofern die Mitspieler aus der gleichen Kom-
ponente diese ebenfalls akzeptieren. Entsprechend muss gelten:
yP(k) ≥
∑
j∈P(k)
Shj(N, v)− v(P(k)) fu¨r alle yP(k) ∈
⋂
j∈P(k)
Cj . (4.19)
Zusammengefasst muss in einem Nashgleichgewicht mit einem Vetospieler gelten:
Ck = ∅, fu¨r ein k ∈ N,
Cj 6= ∅ fu¨r alle j 6= k, (4.20)
yP(k) ≥
∑
j∈P(k)
Shj(N, v)− v(P(k)) fu¨r alle yP(k) ∈
⋂
j∈P(k)
Cj .
Fall 3:
Es gibt mind. zwei Spieler, die jede Gebu¨hr des Maklers M ablehnen (Mehrere unkooperative Spie-
ler).
Es sei V := {j ∈ N |Cj = ∅} die Menge der Vetospieler und |V | ≥ 2.
Dann ist es analog zu Fall 2 fu¨r die Spieler aus N \ V und den Makler M nicht mo¨glich, von ihrer
Strategie profitabel abzuweichen.
Allerdings gilt dies nun auch fu¨r die Spieler aus V , da selbst bei Akzeptanz von einem der Veto-
spieler keine Einigung erzielt werden kann.
Fu¨r diesen Fall muss demnach nur gelten:
es existiert V ⊆ N, |V | ≥ 2 : Cj = ∅ fu¨r alle j ∈ V. (4.21)
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Fall 4:
Es gibt genau einen Spieler, der die Gebu¨hr des Maklers M nicht akzeptiert, der aber nicht alle
Angebote strikt ablehnt (Blockierender Spieler).
Die Strategien fu¨hren nicht zur Akzeptanz der Kooperation und daher erha¨lt jeder Spieler j ∈ N
eine Endauszahlung von χj(N, v,P) und der Makler M erha¨lt den Betrag 0.
Es sei wiederum der Spieler k ∈ N derjenige Spieler, der die Gebu¨hr des Maklers M ablehnt.
Dann kann kein Spieler j ∈ N \ {k} profitabel abweichen, da dies nicht zu einer Einigung fu¨hren
kann.
Fu¨r den Makler M dagegen besteht die Mo¨glichkeit zur profitablen Abweichung, falls er Gebu¨hren
(yS)S∈P fordern kann, sodass seine Endauszahlung echt positiv ist. Es muss demnach gelten:∑
S∈P
yS ≤ −
∑
S∈P
v(S) fu¨r alle yS ∈
⋂
j∈S
Cj . (4.22)
Spieler k dagegen kann profitabel abweichen, falls er hinreichend geringe Gebu¨hren akzeptiert und
seine Mitspieler, die sich in der gleichen Komponente befinden, diese Gebu¨hr ebenfalls akzeptieren.
Entsprechend muss gelten:
yP(k) ≥
∑
j∈P(k)
Shj(N, v)− v(P(k)) fu¨r alle yP(k) ∈
⋂
j∈P(k)
Cj . (4.23)
Zusammengefasst muss demnach gelten:
Cj 6= ∅ fu¨r alle j ∈ N,
yMP(k) /∈ Ck fu¨r genau ein k ∈ N, (4.24)∑
S∈P
yS ≤ −
∑
S∈P
v(S) fu¨r alle yS ∈
⋂
j∈S
Cj ,
yP(k) ≥
∑
j∈P(k)
Shj(N, v)− v(P(k)) fu¨r alle yP(k) ∈
⋂
j∈P(k)
Cj .
Fall 5:
Mindestens zwei Spieler akzeptieren das Gebot nicht, kein Spieler lehnt alle Gebu¨hren des Maklers
M strikt ab (Mehrere Blockierende Spieler).
Nun sei W := {j ∈ N |yMP(j) /∈ Cj} die Menge der Spieler, die die Gebu¨hr nicht akzeptieren, wobei
|W | ≥ 2.
Dann kann analog zu Fall 3 keiner der Spieler aus N profitabel abweichen, da weiterhin nicht alle
Spieler die Gebu¨hren akzeptieren.
Der Makler M andererseits kann profitabel abweichen, falls es Gebote (yS)S∈P gibt, sodass
yS ∈
⋂
j∈S
Cj fu¨r alle S ∈ P,∑
S∈P
yS > −
∑
S∈P
v(S). (4.25)
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Entsprechend wird daher fu¨r eine Teilstrategie eines Nashgleichgewichtes gefordert:
es existiert W ⊆ N, |W | ≥ 2 : yMP(j) /∈ Cj fu¨r alle j ∈W,∑
S∈P
yS ≤ −
∑
S∈P
v(S) fu¨r alle yS ∈
⋂
j∈S
Cj fu¨r alle S ∈ P. (4.26)
Theorem 4.2
Dann muss ein Nashgleichgewicht des in Kapitel 3 konstruierten Spieles eine der folgenden Bedin-
gungen auf der vierten und fu¨nften Stufe erfu¨llen:
• Akzeptanz der Gebu¨hren
v(N) ≥ 0,
yMP(j) ∈ Cj fu¨r alle S ∈ P, j ∈ S,
yMS ≥ y, fu¨r alle y ∈
⋂
j∈S
Cj , S ∈ P, (4.27)∑
S∈P
yMS ≥ −
∑
S∈P
v(S),
yMS ≤
∑
j∈S
Shj(N, v)− v(S) fu¨r alle S ∈ P.
• Ein unkooperativer Spieler
Ck = ∅, fu¨r ein k ∈ N,
Cj 6= ∅ fu¨r alle j 6= k, (4.28)
yP(k) ≥
∑
j∈P(k)
Shj(N, v)− v(P(k)) fu¨r alle yP(k) ∈
⋂
j∈P(k)
Cj .
• Mehrere unkooperative Vetospieler
es existiert V ⊆ N, |V | ≥ 2 : Cj = ∅ fu¨r alle j ∈ V. (4.29)
• Ein Blockierender Spieler
Cj 6= ∅ fu¨r alle j ∈ N,
yMP(k) /∈ Ck fu¨r genau ein k ∈ N, (4.30)
fu¨r alle S ∈ P :
∑
S∈P
yS ≤ −
∑
S∈P
v(S) fu¨r alle yS ∈
⋂
j∈S
Cj ,
yP(k) ≥
∑
j∈P(k)
Shj(N, v)− v(P(k)) fu¨r alle yP(k) ∈
⋂
j∈P(k)
Cj .
• Mehrere Blockierende Spieler
es existiert W ⊆ N, |W | ≥ 2 : yMP(j) /∈ Cj fu¨r alle j ∈W,
fu¨r alle S ∈ P :
∑
S∈P
yS ≤ −
∑
S∈P
v(S) fu¨r alle yS ∈
⋂
j∈S
Cj . (4.31)
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Bemerkung
Man beachte, dass nur im ersten Fall die Endauszahlungen von denen des χ-Wertes abweichen
ko¨nnen. Der Makler M sichert sich durch gewisse Abzu¨ge von den teilspielperfekten Strategien die
Zustimmung aller Komponenten. Trotzdessen kann die Auszahlung von M weiterhin Null betragen.
In allen anderen Fa¨llen stimmt die Endauszahlung der Spieler aus N mit dem χ-Wert u¨berein. Da
keine Kooperation der Komponenten stattfindet, betra¨gt die Auszahlung fu¨r den Makler M Null.
5 Auswertung
Diese Arbeit ermittelt nur unter der Annahme, dass die große Koalition des Kooperativen Spie-
les (N, v) einen echt positiven Wert erreicht, eine vollsta¨ndige Implementierung des χ-Wertes in
teilspielperfekten Gleichgewichten. Fu¨r den unsymmetrischen Fall, indem nicht alle Spieler einer
Komponente das gleiche Gewicht besitzen, existiert kein teilspielperfektes Gleichgewicht. Ausge-
hend vom einzig mo¨glichen teilspielperfekten Gleichgewicht wurde eine Strategie angegeben, bei der
ein Spieler mit u¨berdurchschnittlichem Gewicht eine unendlich hohe Auszahlung erreichen kann.
Die Wahl der Einschra¨nkung, dass der Großen Koalition ausschließlich nichtnegative Werte zuge-
ordnet werden sollen, erscheint im Kontext der Stabilita¨tsanalyse sinnvoll. Dieses Gebiet unter-
sucht, welche Partitionen u¨berhaupt gebildet werden und welche wiederum nicht, da es fu¨r einen
Spieler rational erscheint, aus der entsprechenden Komponente auszutreten und sich stattdessen
einer anderen Komponente anzuschließen.
Fu¨r eine weitere Untersuchung aller Nashgleichgewichte und teilspielperfekten Gleichgewichte
wu¨rde sich insbesondere fu¨r den gewichteten χ-Wert eine Vereinfachung des Spieles anbieten. Statt
die Umverteilung auf der vierten und fu¨nften Stufen von einem Makler koordinieren zu lassen,
kann auch stattdessen festgelegt werden, dass die Gebu¨hr fu¨r eine Komponente S ∈ P immer
der Differenz des Wertes der Komponente aus den ersten drei Stufen
∑
j∈S
pj und dem eigentlich
Wert der Komponente v(S) entspricht. Entsprechend wu¨rden die Nashgleichgewichte entfallen,
in der Spieler jegliche Kooperation verweigern, unabha¨ngig davon wie niedrig die entsprechenden
Gebu¨hren gewa¨hlt wurden. Dies wu¨rde letztendlich zur Eindeutigkeit des Auszahlungsvektors in
jedem Nashgleichgewicht fu¨hren.
6 Anhang
Es werde nun schließlich der Satz von Motzkin bewiesen mittels des bekannteren Farkas-Lemmas
bewiesen. Dabei wird sich eng an den Beweis des Satzes aus Borgwardt, 2001: [6] S.17 ff, orientiert.
Definition 6.1 (Orthogonales Komplement)
Es sei M eine Teilmenge des Rn versehen mit dem Standardskalarprodukt.
Das orthogonale Komplement M⊥ ist gegeben durch
M⊥ = {x ∈ Rn| < x, y >= 0 fu¨r alle y ∈M}. (6.1)
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Proposition 6.2
Fu¨r Untervektorra¨ume U und V des Rn gilt:
U ⊆ V ⇒ V ⊥ ⊆ U⊥, (6.2)
(U⊥)⊥ = U⊥. (6.3)
Theorem 6.3
Sei A ∈ Rm×n und b ∈ Rm dann sind die folgenden Aussagen a¨quivalent:
(i) Ax = b ist lo¨sbar.
(ii) Fu¨r alle y ∈ Rm mit AT y = 0, folgt bT y = 0.
Beweis. (i)⇒ (ii)
Sei Ax = b und AT y = 0, dann folgt bT y = (Ax)T y = xTAT y = 0.
(ii)⇒ (i)
Es gelte AT y = 0⇒ bT y = 0, aber b /∈ Im(A).
Seien a1, . . . , an die Spalten von A. Dann ist die Implikation a¨quivalent zu:
lin({a1, . . . , an})⊥ ⊆ lin({b})⊥. (6.4)
Mit den Regeln aus der vorhergehenden Proposition folgt
lin({a1, . . . , an}) =
(
lin({a1, . . . , an})⊥
)⊥ ⊇ (lin({b})⊥)⊥ = lin({b}) (6.5)
und damit die Lo¨sbarkeit des Systems Ax = b.
Bemerkung
Eine a¨quivalente Formulierung dieses Satzes ist die folgende: Es gilt genau eine der beiden folgenden
Aussagen:
(i) Es existiert ein x ∈ Rn mit Ax = b.
(ii) Es exisitiert ein y ∈ Rm mit bT y = 1 und AT y = 0.
Theorem 6.4 (Farkas-Lemma)
Es sei A ∈ Rm×n, b ∈ Rm gegeben.
Dann gilt genau eine der beiden folgenden Aussagen
(I) Das System
Ax = b,
x ≥ 0, (6.6)
x ∈ Rn
ist lo¨sbar.
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(II) Das System
AT y ≤ 0,
bT y > 0, (6.7)
y ∈ Rm
ist lo¨sbar.
Beweis. Man zeige zuna¨chst, dass nicht beide Aussagen zugleich gelten ko¨nnen.
0 < bT y
(i)
= (Ax)T y = xT︸︷︷︸
(i)
≥0
AT y︸︷︷︸
(ii)
≤0
≤ 0 (6.8)
und dies ist offensichtlich ein Widerspruch.
Nun zeige man noch, dass eine der beiden Aussagen auf jeden Fall gilt. Es wird ¬(I) ⇒ (II)
gezeigt.
Man unterscheide dabei zwei Fa¨lle, falls das System Ax = b, x ≥ 0 unlo¨sbar ist.
1. Das System Ax = b ist bereits nicht lo¨sbar. Dann gibt es nach dem vorherigen Theorem 6.3
ein y ∈ Rn, sodass
AT y = 0, (6.9)
bT y = 1. (6.10)
2. Es sei daher Ax = b lo¨sbar, aber eine der Komponenten von x ist negativ. Man beweise die
Aussage:
Ax = b ist lo¨sbar, aber es gibt keine Lo¨sung mit x ≥ 0 ⇒ AT y = 0, bT y < 0. Der Beweis
erfolgt mittels Induktion u¨ber die Spaltenzahl n der Matrix A.
Laut der Annahme kann man o.B.d.A fordern, dass A 6= 0 gilt, A·i beschreibt die ite Spalte
von A.
Induktionsanfang: n = 1.
x = x1, A = A·1
A·1x = b, dann muss laut Annahme x < 0 gelten. Weiterhin wird b 6= 0 erforderlich sein, da
sonst ein x ∈ A⊥·1 eine entsprechende Lo¨sung wa¨re.
Dann liefert y := b die Aussage (II), denn
yT b = bT b > 0, (6.11)
AT y = ATAx < 0. (6.12)
Induktionsannahme:
Die Aussage gelte fu¨r l ≤ n− 1 Spalten.
Induktionsschritt:
Es gibt kein x ≥ 0, sodass Ax = b, also insbesondere gibt es kein x = (x′|0) ≥ 0, sodass
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(A·| . . . |A·n−1)x′ = b.
Nach Induktionsannahme gibt es dann ein w ∈ Rm, sodass
(A·1| . . . |A·n−1)w ≤ 0, bTw ≥ 0. (6.13)
Hier gibt es nun zwei Fa¨lle zu unterscheiden
a) AT·nw ≤ 0, dann liefert y := w die Behauptung (II).
b) AT·nw > 0, dann definiere:
A·i = (AT·iw)A·n − (AT·nw)A·i, i = 1, . . . , n, (6.14)
b = (bTw)A·n − (AT·nw)b. (6.15)
Es gilt dann:
A
T
·iw = ((A
T
·iw)A·n − (AT·nw)A·i)Tw
= (AT·iw)A
T
·nw − (AT·nw)AT·iw (6.16)
= 0.
b
T
w = ((bTw)A·n − (bTw)A·n)Tw
= (bTw)AT·nw − (AT·nw)bTw
= 0.
Hier sei nun wieder die beiden folgenden Fa¨lle zu unterscheiden13:
(i) b ∈ cone(A·1, . . . , A·n−1),
dann existiert ein p ∈ Rm, p ≥ 0, sodass
b =
n−1∑
i=1
piA·i. (6.17)
Man erha¨lt
b =
−1
AT·nw
b+
bTw
AT·nw
A·n (6.18)
=
n−1∑
i=1
−pi
AT·nw
A·i +
bTw
AT·nw
A·n (6.19)
=
n−1∑
i=1
−pi
AT·nw
[
(AT·iw)A·n − (AT·nw)A·iw
]
A·i +
bTw
AT·nw
A·n (6.20)
=
n−1∑
i=1
piA·i +
[
bTw
AT·nw
+
n−1∑
i=1
−pi(AT·iw)
AT·nw
]
A·n. (6.21)
Hier sind nun nach den Annahmen
pi ≥ 0, i = 1, . . . , n− 1,
AT·iw ≤ 0, i = 1, . . . , n− 1, (6.22)
AT·nw >
13cone(A) bezeichne die konvexe Kegelhu¨lle von einer Menge von Vektoren.
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alle Koeffizienten nichtnegativ, sodass dies der Annahme aus (II) widerspricht.
(ii) b /∈ cone(A·1, . . . , A·n−1). Dann existiert laut Induktionsannahme ein y ∈ Rm,
sodass
A·iv ≥ 0, i = 1, . . . , n− 1, (6.23)
b
T
v < 0. (6.24)
Man setze y = (−AT·nv)w + (AT·nw)v und dies ist dann das gesuchte y ∈ Rm fu¨r
(II), denn
AT·ny = (−AT·nv)AT·nw + (AT·nw)AT·nv = 0 (6.25)
A
T
·iy = (−AT·nv)A
T
·iw︸ ︷︷ ︸
=0
+ (AT·nw)︸ ︷︷ ︸
>0
A
T
·iv︸︷︷︸
≥0
≥ 0 (6.26)
A·i =
AT·iw
AT·nw
A·n − A·i
AT·nw
, fu¨r alle i = 1, . . . , n− 1 (6.27)
AT·iy =
AT·iw
AT·nw
AT·ny︸︷︷︸
=0
− 1
AT·nw︸ ︷︷ ︸
>0
A
T
·iy ≥ 0, fu¨r alle i = 1, . . . , n− 1 (6.28)
b
T
y = (−AT·nv) b
T
w︸︷︷︸
=0
+ (AT·nw)︸ ︷︷ ︸
>0
b
T
v︸︷︷︸
<0
< 0 (6.29)
b =
bTw
AT·nw
A·n − 1
A·nw
b (6.30)
bT y =
bTw
AT·nw
AT·ny︸︷︷︸
=0
− 1
A·nw︸ ︷︷ ︸
>0
b
T
y > 0 (6.31)
und damit (II).
Theorem 6.5 (Satz von Motzkin)
Es seien A ∈ Rm×n, B ∈ Rk×n, b ∈ Rm und c ∈ Rk.
Dann gilt genau eine der folgenden Aussagen:
(i) Das System
Ax > 0,
Bx ≥ 0, (6.32)
x ∈ Rn
ist lo¨sbar.
(ii) Das System
yTA+ zTB = 0,
y ∈ Rm, y ≥ 0, y 6= 0, (6.33)
z ∈ Rk, z ≥ 0
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ist lo¨sbar.
Beweis. Es sei Ax > 0, Bx ≥ 0, x ∈ Rn lo¨sbar. Dann ist die Lo¨sbarkeit von Ax > 0 a¨quivalent zur
Existenz eines δ > 0 mit
(Ax)i ≥ δ fu¨r alle i = 1, . . . ,m. (6.34)
A¨quivalent zur Lo¨sbarkeit des Systems (i) ist daher die Lo¨sbarkeit des folgenden Systems(
−A 1
−B 0
)(
x
δ
)
≤
(
0
0
)
,
eTn+1
(
x
δ
)
> 0. (6.35)
Nach dem Farkaslemma 6.4 ist dies a¨quivalent zur Unlo¨sbarkeit des Systems:(
−AT −BT
1
T 0
)(
y
z
)
=
(
0
1
)
(6.36)
y ∈ Rm
z ∈ Rk. (6.37)
Nun ist 1y = 1 a¨quivalent zur Aussage y 6= 0, sodass entweder (i) oder (ii) gilt.
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