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It is shown that the rank of many common incidence matrices may be easily 
deduced from the double transitivity of an automorphism group on points. 
Applications include results on permutation representations of finite groups, a 
connection between existence of supplements and maximality of orders for 
subgroups, and a statement for lattices which is applicable to finite geometries. 
It is shown in [l, p. 201 that if M is the incidence matrix of points 
against subspaces of dimension e(e >, 1) of a finite n-dimensional projec- 
tive or affine space, then the rank of M is the number of points in the 
geometry. The proof given makes use of a regularity condition satisfied by 
the incidence structure defined by the points and e-spaces of the geometry. 
One of the things transpiring from this note is that these results are very 
simple consequences of the double transitivity of the collineation groups 
on the sets of points concerned. 
Viewed in this way, the results above are special cases of a quite general 
statement (Theorem 1) about incidence matrices of certain structures. On 
the other hand, it is well known that incidence matrices can provide 
intertwining operators for certain group representations, and this leads to 
an application of Theorem 1 to finite group theory. 
The notation used is the same as in [I] Section 1.3. Thus (P, B, Z) shall 
denote an incidence structure, assumed in this note to be finite, and for a 
block b E B we write (b) for the subset {p E P 1 plb} of P. If X is any set, 
[ X [ denotes the cardinality of X. 
THEOREM 1. Let S = (P, B, Z) be a jinite incidence structure, and 
suppose there is an automorphism group G, which is doubly transitive on P. 
Then if there are at least two distinct subsets (6) (as b runs over the elements 
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of B) of P, we have 1 B 1 >, 1 P 1 and the incidence matrix M(P, B) of S has 
rank 1 P 1 . 
Proof. Let F be the set of functions f : P -+ C, and for b E B, let Xb E F 
be the characteristic function of (b). We show that {xb 1 b E B) spans F, 
which is a 1 P I-dimensional vector space over C. This will prove the 
theorem. 
Now we have a representation of G on F, given by fg(p) = f( gp). This 
is the induced representation lg, , where Go is the stabiliser of a point of 
P, and so as a G-space F has a canonical direct decomposition F = F,, + F1 
where F, has dimension one (the set of G-invariant functions) and F1 is 
irreducible since G is doubly transitive on P. But if F’ is the subspace of F 
spanned by the functions Xb (b E B) then F’ is G-stable, since G preserves 
incidence. Further P’ contains FO properly since C xb E F, , where the sum 
iS over the distinct Xb, and dim F’ >, 2 as there are at least two distinct 
Xb . Thus F’ = F. Q.E.D. 
COROLLARY 2. If, in Theorem 1 we have 1 P 1 = 1 B 1 then G is doubly 
transitive on B. 
Proof. Since by Theorem 1 S has nonsingular incidence matrix in this 
case, the result 1.3.12 of [l] shows that G has equivalent permutation 
representations on P and B. Hence G is doubly transitive on B. Q.E.D. 
To apply Theorem 1 to the geometric situations outlined above, it is 
convenient to translate the theorem into a lattice-theoretic setting. Let L 
be a finite lattice with 0 and 1, and suppose that L satisfies the chain 
condition, i.e., given x < y in L, the length of any two maximal chains 
from x to y is the same. Denote by r(x) (the “rank” of X) the length of a 
maximal chain from 0 to x, and call a subset C of L a level if it consists of 
all elements of L a given rank. The automorphism group Aut(L) of L is the 
group of all permutations of the elements of L, which preserve the partial 
ordering of L. Clearly any element of the automorphism group preserves 
rank, and so permutes the elements of L within levels. 
PROPOSITION 3. Suppose L is a lattice as above and let C, D be two 
levels in L. Assume 
(i) Aut(L) is doubly transitive on C 
(ii) 3d E D such that neither d 2 c Vc E C nor d < c Vc E C holds. 
Then I C I < j D 1 and the incidence matrix M(C, D) has rank 1 C 1 . 
Proof. Taking P = C and B = D in Theorem 1, we have only to 
verify that there are at least two distinct sets (b). By symmetry we may 
assume r(C) < r(D) (where r(C) has the obvious interpretation); then for 
d E D, (d> = {c E C I c < d>. Since L satisfies the chain condition, for 
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each c E C 3d E D with c < d i.e., c E (d). By assumption (ii), 3d E D and 
c’ E C such that c’ $ (d). Take d’ E D such that c’ E (d’) and then (d) # (d’). 
Q.E.D. 
The geometric situations above are covered by Proposition 3, when we 
take C to be the set of points and D the set of e-spaces in the relevant 
geometry. 
Turning to the group-theoretic applications of Theorem 1, we have the 
following 
PROPOSITION 4. Let H be a proper subgroup of thefinite group G, such 
that G is doubly transitive on the left cosets of H. Then tf K is any other 
proper subgroup of G, we have 
(i) /KI>jHj*KH=G 
(ii) If KH # G the representation of G on the coset space G/H is 
linearly equivalent to a subrepresentation of G on G/K (and of course 
IKI<IHI). 
COROLLARY 5. If in Proposition 4, H has no proper supplement in G, 
then H has maximal order among the subgroups of G. 
It will be noted that (ii) of Proposition 4 is an easy consequence of 
Mackeys’ theorem in representation theory. However the treatment here 
is more elementary, and gives extra information. 
Proof of Proposition 4. Consider the incidence structure S = (P, B, Z) 
where P = G/H, B = G/K and xHIyKo xH A yK # +. Choose an 
ordering of P and B and let A4 = M(P, B) be the incidence matrix of S, 
with respect to this ordering. Take p(g) and o(g) to be the permutations 
of P and B (i.e., the columns and rows of A4), respectively, defined by 
gEG.Theno(g)M=ikfp(g)andifrankM=IPI=/G/HIthenM 
is a monomorphism from the representation p to u and the conclusions of 
(ii) hold. But Theorem 1 says rank A4 = 1 P 1 , provided there exist two 
distinct sets (b). 
Let b = yK E B. Then (b) is the set of co&s yKH of H. Hence 
(b)=P-KH=G.ThusKH#Go(b)#P,andsinceeachp~Pisin 
some set (b’), for b’ E B there are at least two distinct subsets (b) of P. 
Hence (ii) holds and (i) follows directly. Q.E.D. 
Corollary 5 is a simple consequence of Proposition 4 (i). 
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