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Abstract
Let Σ(3) be the triangular Sierpin´ski curve. Call the vertices of the triangles obtained during the
construction of Σ(3) (with the exception of the first triangle) the rational points of Σ(3), and all
other points the irrational points of Σ(3).
Using results of Lipscomb [Trans. Amer. Math. Soc. 211 (1975) 143–160] and techniques and
results of Milutinovic´ [Ph.D. thesis, 1993], [Glas. Mat. Ser. III 27 (47) (1992) 343–364], we prove
that Ln(3) = {x ∈ Σ(3)n+1: at least one coordinate of x is irrational} is a universal space for all
separable metrizable spaces of dimension  n.  2002 Elsevier Science B.V. All rights reserved.
AMS classification: 54F45
Keywords: Covering dimension; Sierpin´ski curve; Universal space; Lipscomb’s universal space;
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1. Introduction and definitions
In his papers [2,3] Lipscomb has defined the space J (τ ) as a factor-space of Baire’s
universal 0-dimensional space and used it in his construction of a universal n-dimensional
metrizable space of weight τ , τ  ℵ0 (which is a subspace of J (τ )n+1). In [5,6] we have
proved that J (τ ) is homeomorphic to a generalized Sierpin´ski curveΣ(τ) (for all cardinal
numbers τ = 0, including the finite ones), and if τ = 3 it is homeomorphic to the classic
triangular Sierpin´ski curve Σ(3) (compare [4]). Also, Lipscomb’s embedding theorem is
proved in [5,6] by the use of a special indexing of certain decompositions of metric spaces.
Here we use similar techniques to prove the affirmative answer to the following question:
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Is it possible to replace J (ℵ0) by J (k), k finite, in Lipscomb’s construction of a universal
space for the class of n-dimensional separable metrizable spaces?
More specifically, we prove that
Ln(3)=
{
x ∈Σ(3)n+1 : at least one coordinate of x is irrational}
is a universal space for the class of all n-dimensional separable metrizable spaces.
Note that our construction is a kind of combination of Menger–Sierpin´ski and Nöbeling
constructions. The proof is obtained by modification of Lipscomb’s decompositions in such
a way that it is possible to accomplish an indexing of the modified decompositions yielding
an embedding in a very natural, geometric way. Philosophically, the most interesting aspect
of the proof is the idea of imposing coherent Sierpin´ski curve-like structures on any finite-
dimensional (separable) metrizable space. Compare Example 2.
From our proof of the universality of Ln(3) it will be clear that one can construct a
universal space for the class of all n-dimensional separable metrizable spaces from any
Σ(k),3 < k < ℵ0 in an analogous way, where Ln(k) = {x ∈ Σ(k)n+1: at least one
coordinate of x is irrational}. In fact, the same proof may be used since Ln(3) sits naturally
in Ln(k), for k > 3.
We shall use the notation of [1,2] (with a few slight modifications).
|X| denotes the cardinal number of the set X.
Let τ  2 be a cardinal number, and let Λ be a fixed set such that |Λ| = τ . Then Baire’s
universal 0-dimensional space (of weight τ ) is the set ΛN of all sequences of elements of
Λ equipped with the product topology (while Λ is equipped with the discrete topology).
The Lipscomb space J (τ ) is defined as the quotient space J (τ ) = ΛN/∼, where the
equivalence relation ∼ is defined as follows:
for λ= (λ1, . . . , λm, . . .),µ= (µ1, . . . ,µm, . . .)
λ∼ µ⇔ λ= µ or ∃j ∈N such that:
(i) ∀k, k < j,λk = µk ,
(ii) ∀s ∈N, λj = µj+s,
(iii) ∀s ∈N, λj+s = µj .
In the case µ = λ such a j is uniquely determined and is called the tail index of λ and
µ. We also say that the two sequences are interwoven.
The equivalence class of λ = (λ1, . . . , λm, . . .) will be denoted by [λ] or [λ1, . . . ,
λm, . . .]. An equivalence class may be a singleton—in which case it is called an irrational
point of J (τ )—or a dyad—in which case it is called a rational point of J (τ ). The
construction generalizes the construction of the segment [0,1] from the Cantor middle-
third set by identifying the adjacent end points in the Cantor space. J (τ ) is a one-
dimensional metrizable space of weight τ when τ  ℵ0 [2]. For finite k  2,J (k) is a
one-dimensional separable metrizable space. 1
1 J (2) is homeomorphic to [0,1], hence Ln(2) is not a universal space. J (3) is homeomorphic to the classic
triangular Sierpin´ski curve Σ(3) [5,6].
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The triangular Sierpin´ski curve Σ(3) may be described as a subset of R3 as follows:
Let e1 = (1,0,0), e2 = (0,1,0), e3 = (0,0,1) be points of R3. We are going to use the
homotheties ϕ1, ϕ2, ϕ3 :R3 →R3 with coefficients 1/2 and centers e1, e2, e3, respectively.
If the convex hull of these three points (i.e., the standard 2-simplex) is denoted by Σ , it
is obvious that the set obtained from Σ by m removals of the middle triangles (cf. the
standard construction) may be described as
Σm =
⋃
(λ1,...,λm)∈Λm
ϕλ1 ◦ · · · ◦ ϕλmΣ, (1)
where Λ = {1,2,3}. After that, the triangular Sierpin´ski curve Σ(3) is obtained as the
intersection of all these unions:
Σ(3)=
⋂
m∈N
Σm. (2)
Call the vertices of the triangles obtained during the construction of Σ(3) (with the
exception of the first triangle) the rational points of Σ(3), and all other points the irrational
points of Σ(3).
Fig. 1 shows the beginning of the process of constructing Σ(3). Dots represent rational
points, which are added at each step. Note that relations Bd(Σ(3) ∩ ϕ1Σ) = {u,w},
Bd(Σ(3)∩ϕ2Σ)= {u,w}, Bd(Σ(3)∩ϕ3Σ)= {u,w} hold true, where Bd is the boundary
operator on Σ(3). That, of course, means, for example, that Bd(Σ(3)∩ϕ1Σ)∩Bd(Σ(3)∩
ϕ2Σ) = {u}. Analogously we see that Bd(Σ(3) ∩ ϕ3ϕ3Σ) ∩ Bd(Σ(3) ∩ ϕ3ϕ2Σ) = {x}.
These types of relations will be typical for the families we are going to use (see Example 2)
and were an important source of motivation for our work.
In [5,6] we have proved that χ :J (3)→Σ(3) defined by
χ
([λ1, . . . , λm, . . .])= ⋂
m∈N
ϕλ1 ◦ · · · ◦ ϕλmΣ (3)
is a homeomorphism mapping irrational points to irrational points, and rational points
to rational points. In the rest of the paper we shall use this homeomorphism to identify
the two spaces freely, using the description that is more convenient according to the
context.
Fig. 1. The first three steps in construction of Σ(3).
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Let U be a family of subsets of X,x ∈X. The local order of U at x is defined as
lordx U = inf{k: x has a neighborhood intersecting k elements of U}
∈ {0,1,2, . . . ,∞}.
The local order of U is defined as
lord U = sup{lordx U : x ∈X}.
Bd U = ⋃U∈U BdU , where BdU denotes the boundary of the set U ; Cl U =⋃
U∈U ClU , where ClU denotes the closure of the set U .
A decomposition of the space X is a pairwise disjoint locally finite family of open
nonempty subsets of X whose closures cover X.
For a given metrizable separable space X of dimension  n, we shall construct n + 1
sequences of decompositions V∗i,j , i ∈ N, j ∈ {1, . . . , n + 1}, of special type. These
sequences of decompositions will mimic the behaviour of finer and finer triangles in the
Sierpin´ski curve—see Example 2—then we shall use an indexing of their elements in order
to describe an embedding of X into Ln(3). That indexing will be a generalization of the
standard coding of points in the Sierpin´ski curve.
2. Properties of sequences of decompositions
We shall obtain the required decompositions V∗i,j , i ∈ N, j ∈ {1, . . . , n + 1}, in three
steps. In the first step, we shall introduce certain sequences of decompositions Vi,j ,Wi,j ,
and sequences of families of nonempty closed subsets of X, denoted Fi,j . Modifying
them, we shall obtain sequences of decompositions V ′i,j ,W ′i,j , and sequences of families
of closed subsets of X, denoted F ′i,j . By further modification, we shall obtain sequences
of decompositions V∗i,j ,W∗i,j , and sequences of families of closed subsets of X, denoted
F∗i,j .
As a common abbreviation for a triple Vi,j ,Wi,j ,Fi,j , or V ′i,j ,W ′i,j ,F ′i,j , or V∗i,j ,W∗i,j ,
F∗i,j , we shall use the notation Vi ,Wi ,Fi .
In order to serve in obtaining our result, these sequences need to satisfy certain
properties.
Now we shall list the common properties of all the sequences of decompositions Vi ,Wi ,
i ∈ N, and of all the families of closed subsets Fi , i ∈ N. We shall require that all these
properties (with a few exceptions mentioned later in the text) hold true for all sequences of
that type, i.e., for Vi,j ,Wi,j ,Fi,j ; V ′i,j ,W ′i,j ,F ′i,j , and V∗i,j ,W∗i,j ,F∗i,j , where i ∈ N and
j ∈ {1,2, . . . , n+ 1}.
We are really interested in decompositions of the Vi -type. The families Wi and Fi play
an auxiliary role. The decompositions Vi give us control over the size and the “relative
position” of elements of the decompositions Wi , and vice versa, while the families Fi ,
which consist of pieces of boundaries of elements of W1, . . . ,Wi−1 (or, equivalently, of
pieces of boundaries of elements of V1, . . . ,Vi ), give us an additional control needed in
our construction of Wi ,Vi . The precise meaning of these sentences is contained in the list
of properties D1–D14.
I. Ivanšic´, U. Milutinovic´ / Topology and its Applications 120 (2002) 237–271 241
Starting from decompositions 2 V1,j = {X} and the empty family of closed sets F1,j =
∅, and using Lemma 7, countable families Vi,j ,Wi,j ,Fi,j are constructed. Then all of them
are modified to V ′i,j ,W ′i,j ,F ′i,j ; they give us better control over so called small sets (the
term will have a specific technical meaning). By further modifications and by performing a
simultaneous indexing, we obtain families V∗i,j ,W∗i,j ,F∗i,j , together with a special indexing
of V∗i,j . After that, the construction of an embedding remains an easy task.
The list of properties D1–D11 of the previously mentioned sequences is (all of them
hold for all i ∈N) 3 the following: 4
D1 Vi ,Wi are decompositions and lordVi  2, lordWi  2;
D2 x ∈ BdWi ⇔ there exist distinct members W1,W2 of Wi , such that
x ∈ BdW1 ∩BdW2;
D3 Wi =WSi ∪WBi ∪WRi , where WSi ,WBi ,WRi are discrete families which are
disjoint in pairs, and WSi ∪WBi is a discrete family (superscripts S,B,R come
from small, boundary and remnant, and those are what we call the elements of
the families—the terminology is motivated by their properties);
D4 BdWi ∩BdVi = ∅;
D5 WSi refines Vi , i.e., every member of WSi is a subset of an element of Vi ;
D6 WRi = {V \Cl(WSi ∪WBi ): V ∈ Vi , V \Cl(WSi ∪WBi ) = ∅};
D7 Fi = {BdV1 ∩BdV2: V1,V2 ∈ Vi , Vi = V2,BdV1 ∩BdV2 = ∅};
D8 for each F = BdV1 ∩ BdV2 ∈ Fi there is an element W ∈ WBi , such that
F ⊆W ⊆ ClW ⊆ V1∪F ∪V2 (since it is uniquely determined we denote it WF );
WBi = {WF : F ∈Fi};
D9 Vi+1 = {V ∩W : V ∈ Vi ,W ∈Wi , V ∩W = ∅};
D10 all the families are countable (but not necessarily infinite);
D11 the intersection of the elements from WBk , k  i, containing a fixed F ∈Fi , is F .
Example 1. Illustration of a construction of sequences Vi ,Wi ,Fi satisfying D1–D11 for
given V1,F1.
A space X is represented on Fig. 2(a) by an oval. The chosen decomposition V1 consists
of two open squares and the complement of their closures, as indicated by the arrows. F1
consists of the boundaries of the squares.
Fig. 2(b) illustrates a typical passing from Vi to Wi . The elements of F1 on Fig. 2(b)
are represented by dotted lines, since they play an auxiliary role in this step. Open narrow
2 A different beginning may be useful. See Section 6.
3 Of course, D stands for decomposition.
4 D12–D14 will be stated later, at the end of Section 2, after some further preparation.
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Fig. 2. The beginning of the sequences.
neighborhoods of elements of F1 form the family WB1 —they are exemplified by rectangle
collars of dotted lines. WS1 is a refinement of V1 which is illustrated by an open disk. The
remaining three regions of the oval are the elements of the family WR1 .
Fig. 2(c) illustrates a typical passing from Wi to Vi+j . The elements of V2 are obtained
as intersections according to D9. The elements of V2 are: two open squares, four open
rectilinear collars, one open disk, and the complement of the closure of their union. F2 is
obtained according to D7 and it consists of six boundaries of squares and a circle.
This simplified figure is included here in order to help the reader to visualize the
construction and behaviour of families Vi ,Wi ,Fi . But it will turn out in Section 4 (see
especially Figs. 5 and 6) that dealing with such types of figures essentially solves the
problem of obtaining the final modification.
Example 2. The standard construction of the Sierpin´ski curve itself yields another exam-
ple of a construction of families satisfying D1–D11 (with the exception of discreteness of
WBi and WSi ∪WBi ). Fig. 3 does not show all the details of the construction—it focuses
on V1,W1, and W2 only.
Families V1 = {V1,V2,V3} and F1 = {u,v,w} are given. V1,V2,V3 are the interiors (in
the Sierpin´ski curve) of the intersections of (closed) triangles drawn on Fig. 3(a) with the
Sierpin´ski curve, i.e., V1 = IntΣ(3)(ϕ1Σ ∩Σ(3)), etc. For a better understanding compare
Fig. 1. Notice that e1 belongs to V1, but u,w do not. Also (ClΣ(3) V1) ∩ (ClΣ(3) V3) =
(BdΣ(3) V1)∩ (BdΣ(3) V3)= {w}, etc.
The elements of W1 are illustrated on Fig. 3(b). The W ’s on Fig. 3 are drawn slightly
apart or connected by fat dots to point out which vertices of drawn triangles (different from
e1, e2, e3) belong to W ’s and which do not. Those which belong are represented by fat dots.
The triangles with a common fat dot form one member of the appropriateWi .
At each step all W ’s, except those containing the three original vertices, are boundary
sets, i.e., elements of WBi . The exceptions are remnants, i.e., elements of WRi . The
members of families Fi are singletons—represented on Fig. 3 by the fat dots.
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Fig. 3. Decompositions V1,W1,W2 of Σ(3).
This is a degenerate example since there are no small sets at all, i.e., all WSi are empty.
Therefore, it does not fully illustrate the general case. For example, the essential additional
property D13 (introduced later) does not hold. 5
Some properties of sequences satisfying D1–D11 are listed in the following lemma.
Lemma 1. For sequences of families Vi ,Wi ,Fi , satisfying D1–D11, the following
properties hold true:
(1) Vi refines Vk , for k  i;
(2) WSi refines Wk , for k  i;
(3) for U ∈WSi ,W ∈WSk ,U ⊆W implies U =W or i > k;
(4) for U ∈WSi ,V1,V2 ∈ Vi ,U ⊆ V1&U ⊆ V2 implies Vl = V2.
Proof. (1) By induction on i: it is obvious if i = k. Suppose that Vi refines Vk ; since Vi+1
refines Vi , by D9, it follows that Vi+j refines Vk .
(2) If i = k, it is true, becauseWSi ⊆Wi ; if k < i , it is true, becauseWSi refines Vi (D5),
Vi refines Vk+1 (1), and Vk+1 refines Wk (D9).
(3) Let U ⊆W . If i  k, then WSk refines Wi (2). Let W ′ ∈Wi , W ⊆W ′. Since Wi
is a decomposition, either U = U ∩W ′ = ∅, or U =W ′. The first case is impossible (all
elements of a decomposition are nonempty). In the second case W ′ = U ⊆W ⊆W ′, and
it follows that U =W .
(4) Vi is a decomposition, and U is nonempty. ✷
Lemma 2. If in addition to the assumptions of Lemma 1, x ∈ BdVi ⇔ there exist distinct
members V1,V2 of Vi , such that x ∈ BdV1 ∩BdV2, then⋃
Fi = BdVi . (4)
Proof. D7. ✷
5 As members ofWi get smaller and smaller as i increases, a generalization of these families in Σ(τ) for τ  ℵ0
can be used in order to obtain a result on approximation of maps into Σ(τ)n+1 by embeddings into the Lipscomb
universal space of weight τ ([7]; also Section 6).
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The following lemma is our main lemma which is used in the construction of both the
starting and modified sequences.
Lemma 3. Let families V,F ,WB,WS of subsets of X, where
F = {BdV1 ∩BdV2: V1,V2 ∈ V,V1 = V2,BdV1 ∩BdV2 = ∅}, (5)
satisfy
(i) V is a decomposition, |V| ℵ0, lordV  2;
(ii) x ∈ BdV⇔ there exist distinct members V1,V2 of V , such that x ∈ BdV1 ∩BdV2;
(iii) BdV =⋃F ;
(iv) F is a discrete closed countable family;
(v) WB ∩WS is an open discrete family, WB ∩WS = ∅;
(vi) (BdWB ∪BdWS)∩BdV = ∅;
(vii) WS refines V ;
(viii) for each F = BdV1 ∩ BdV2 ∈ F there is an element W ∈WB , such that F ⊆
W ⊆ ClW ⊆ V1 ∪ F ∪ V2 (since it is uniquely determined we denote it WF );
WB = {WF : F ∈F};
(ix) WB,WS are countable families;
(x) for any W ∈WB ∪WS and x ∈ BdW , and for any neighborhood U of x ,
U ∩ (X\ClW) = ∅. (6)
Then, if we define
WR = {V \Cl(WS ∪WB): V ∈ V,V \Cl(WS ∪WB) = ∅}, (7)
W =WS ∪WB ∪WR, (8)
V˜ = {V ∩W : V ∈ V,W ∈W,V ∩W = ∅}, (9)
F˜ = {BdV1 ∩BdV2: V1,V2 ∈ V˜,V1 = V2,BdV1 ∩BdV2 = ∅}, (10)
it holds true that V˜, F˜ satisfy (i)–(iv), as well as the additional properties:
F˜ = F ∪ {BdW = ∅: W ∈WS} (11)
∪ {(BdWF )∩ Vk = ∅, k = 1,2:
F ∈F , WF ∈WB, V1,V2 ∈ V, V1 = V2, WF ⊆ V1 ∪F ∪ V2
}
, (12)
and
V˜ =WS ∪WR ∪ {V ∩W : V ∈ V,W ∈WB,V ∩W = ∅}, (13)
and W satisfies
(a) W is a decomposition and lordW  2 [compare D1],
(b) x ∈ BdW ⇔ there exist distinct members W1,W2 of W , such that x ∈ BdW1 ∩
BdW2 [compare D2],
(c) WR ∩ (WS ∪WB)= ∅ and WR is an open discrete family [compare D3],
(d) BdW ∩BdV = ∅ [compare D4],
(e) W is countable [compare D10].
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Proof. Let us first show (a)–(e).
W is a family of open sets by (v), (7), and (8).
In order to show that W is a pairwise disjoint family, we distinguish three cases. If two
sets belong to WS ∪WB , by (v) they are disjoint due to the discreteness of WS ∪WB ;
if they belong to WR , they are disjoint, since by (i) V is a decomposition, and finally, the
remaining case follows from (7).
That ClW =X may be seen as follows. Let A= Cl(WS ∪WB). Then⋃
V ⊆
[(⋃
V
)
\A
]
∪A=
[ ⋃
V∈V
(V \A)
]
∪A=
(⋃
WR
)
∪A⊆ ClW .
On the other hand an application of (i), (iii), (5), and (viii) shows that X\⋃V = BdV ⊆⋃F ⊆⋃WB ⊆ ClW .
For x ∈⋃W obviously lordxW = 1.
When x ∈ BdW we shall prove lordxW  2 and (b) simultaneously.
Case 1. Let x ∈ BdWF , where WF ∈WB , for some F ∈F . Then by (ii), (5), and (viii),
there are V1,V2 ∈ V such that F = BdV1 ∩BdV2 ⊆WF ⊆ ClWF ⊆ V1 ∪ F ∪ V2.
It follows that x ∈ V1 or x ∈ V2. Suppose x ∈ V2. By the discreteness of WB ∪WS
there is a neighborhoodU of x that intersects WF and no other element of that family. We
may assume U ⊆ V2. By (7) and (i), U intersects at most one element of WR — the one
obtained from V2. U intersects V2\Cl(WS ∪WB), since
U ∩ (V2\Cl(WS ∪WB))=U\Cl(WS ∪WB)= ∅
⇒U ⊆ Cl(WS ∪WB)⇒U ⊆ ClWF ⇒U ∩ (X\ClWF )= ∅,
which contradicts (x).
Therefore, for such x both lordxW  2 and (b) hold (it is clear that x ∈ Bd(V2\Cl(WS∪
WB))).
Case 2. If x ∈ BdW0,W0 ∈WS , let V0 ∈ V,W0 ⊆ V0 (it exists by (vii)). Since ClW0 ⊆
V0 (see (vi)), it follows that x ∈ V0. Let U be a neighborhood of x intersecting at most
one member of the discrete family WB ∪WS . We may assume U ⊆ V0. Then by (x)
U intersects exactly two members of the family W , namely W0 and W ′0 = V0\Cl(WS ∪
WB) ∈WR . It intersects no member of WB ∪WS but W0, it intersects no member ofWR
but W ′0, since it is a subset of V0. Clearly x /∈W ′0, but because of (x) every neighborhood
of (x) intersects W ′0.
Therefore, for such x lordxW  2 and (b) hold, too.
Case 3. Let x ∈ BdW0, when W0 = V0\Cl(WS ∪WB) ∈WB , where V0 ∈ V . Then,
using (iii), x ∈ BdW0 ⊆ ClW0 ⊆ ClV0 ⊆ V0 ∪⋃F . Since ⋃F is disjoint with BdW0
(this follows from the disjointness of WF and W0) it follows that x ∈ V0, and consequently
BdW0 ⊆ V0.
Furthermore,
x ∈ BdW0 = ClW0 ∩Cl(X\W0)⊆ Cl(X\W0)
= Cl(X\(V0\Cl(WS ∪WB)))=X\(V0\Cl(WS ∪WB))
= (Cl(WS ∪WB))∪ (X\V0).
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Since x /∈ X\V0, Case 3 reduces to Case 1 or Case 2 (i.e., x ∈ BdW , for some W ∈
WS ∪WB ).
This completes the proof of (a) and (b).
The part WR ∩ (WS ∪WB)= ∅ of (c) is obvious. That (⋃V) ∪ (⋃F) = X, follows
from (i) and (iii). Now let us prove the discreteness of WR . Let x ∈ X. If x ∈ F ∈ F , it
has WF as a neighborhood that intersects no element of WR . If x ∈ V0 ∈ V , it has V0 as a
neighborhood that intersects exactly one element of WR .
This completes the proof of (c).
(d) follows from (vi), since
BdW = BdWB ∪BdWS (14)
(shown in Case 3 above).
(e) is obvious.
Clearly WR refines V . Using this and (vii) we see that (12) holds true.
As the next step we prove (i) for V˜ . The elements of V˜ are obviously open and pairwise
disjoint. For any point x ∈X we shall simultaneously prove both lordx V˜  2 and x ∈ Cl V˜
by distinguishing several cases.
Case (a) Let x ∈ BdWF ,F ∈F . Choose V1,V2,U as in Case 1, and, as there, let x ∈ V2.
Among all members of WS ∪WB,U intersects only WF . Therefore, among all elements
of V˜ by (12) U intersects only WF ∩ V2 and V2\Cl(WS ∪WB). Hence, lordx V˜ = 2.
Case (b) Let x ∈ BdW0,W0 ∈WS,W0 ⊆ V0,V0 ∈ V , as in Case 2. A neighborhood of
x (like one described in Case 2) that intersects only W0 and V0\Cl(WS ∪WB) among all
elements of W , intersects only these two elements of V˜ , because (by definition of V˜) all
other members of V˜ are subsets of some other members of W . Hence, lordx V˜ = 2.
These two cases together cover all the possibilities when x ∈ BdW , as proved in Case 3.
Case (c) Let x ∈ F ∈ F , F ⊆ WF ∈WB , V1,V2 ∈ V , F = BdV1 ∩ BdV2, x ∈ F ⊆
WF ⊆ ClWF ⊆ V1 ∪F ∪ V2 (as in (5) and (viii)).
If U is a neighborhood of x intersecting at most two elements of V (it exists since
lordV  2), then U ∩WF is a neighborhood of x which, by virtue of (ii) and (iii) intersects
exactly two elements of V˜ , namely WF ∩ V1 and WF ∩ V2. Therefore, lordx V˜ = 2.
Case (d) The only remaining case is x ∈ X\(⋃F ∪ BdW) (note that ⋃F = BdV).
In this case, there are uniquely determined V ∈ V,W ∈W , such that x ∈ V and x ∈W .
Therefore, x ∈ V ∩W ∈ V˜ , and V ∩W is a neighborhood of x intersecting only one element
of V˜ . Therefore, lordx V˜ = 1.
Putting together Cases (a)–(d), we see that for any x ∈X either x ∈⋃ V˜ or x ∈ Bd V˜ is
true. That proves that Cl V˜ =X, i.e., V˜ is a decomposition of X and lord V˜  2, completing
the proof of (i), since |V˜| ℵ0 is obvious.
Let x ∈ Bd V˜ . Using the reasoning from Cases (a)–(d) we see that (ii) is true for V˜ .
⊇-part of (iii) for F˜, V˜ follows from the definition of F˜ . In proving the ⊆-part we shall
distinguish the same Cases (a)–(d) as above, but only Cases (a)–(c) are possible when
x ∈ Bd V˜ . This is so because the preceding argument for (d) shows that such x does not
belong to Bd V˜ .
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Case (a). Let x ∈ BdWF , F = BdV1 ∩BdV2, V1,V2 ∈ V , F ⊆WF ⊆ ClWF ⊆ V1 ∪ F
∪V2. Let U be as in Case 1. As before, let x ∈ V2. Then, for any neighborhoodU ′ of x , the
neighborhoodU ∩U ′ intersects bothWF and V2\Cl(WS ∪WB), by the same argument as
in Case 1 (or in the proof of (ii)). Therefore, x ∈ Bd(WF ∩ V2)∩Bd(V2\Cl(WS ∪WB)),
and that intersection is an element of F˜ . From this it also follows that
Bd(WF ∩ V2)∩Bd
(
V2\Cl(WS ∪WB)
)
= BdWF ∩Bd
(
V2\Cl(WS ∪WB)
)= (BdWF )∩ V2. (15)
Case (b). Let x ∈ BdW0, W0 ∈WS , W0 ⊆ V0, V0 ∈ V,U as in Case 2. Then replacing
the arbitrary neighborhood U ′ of x by U ′ ∩ V0 ∩ U , one gets a neighborhood that
intersects W0 and V0\Cl(WS ∪WB), and since x /∈ V0\Cl(WS ∩WB) it follows that
x ∈ BdW0 ∩Bd(V0\Cl(WS ∪WB)), where the last intersection belongs to F˜ . Obviously,
this also means
BdW0 ∩Bd
(
V0\Cl(WS ∪WB)
)= BdW0. (16)
Case (c). Let x ∈ F ∈ F , and V1,V2,WF ,U as in case (c) above. For an arbitrary
neighborhood U ′ of x , U ′ ∩ WF ∩ U intersects WF ∩ V1 and WF ∩ V2, hence x ∈
Bd(V1 ∩ WF ) ∩ Bd(V2 ∩ WF ), and the last intersection belongs to F˜ , since V1 ∩ WF ,
V2 ∩WF ∈ V˜ . Note that by this we have proved
Bd(V1 ∩WF )∩Bd(V2 ∩WF )= F, (17)
since the other inclusion can easily be checked. Altogether this proves (iii).
We prove (11) as follows. Cases (a), (b), (c) in the proof of (i) show how the elements
of F˜ can occur. The formulas (14), (15), and (16) give us the equality from (11), after
showing that they cover all possible cases of intersections in the definition of
F˜ = {BdZ1 ∩BdZ2: Z1,Z2 ∈ V˜, Z1 =Z2, BdZ1 ∩BdZ2 = ∅}
(recall that V˜ =WS ∪WR ∪ {V ∩W : V ∈ V, W ∈WB, V ∩W = ∅}).
Because of the discreteness of WB ∪WB we may not use two elements of WS ∪ {V ∩
W : V ∈ V, W ∈WB, V ∩W = ∅} in place of Z1,Z2, except in the case when they are of
the form V1 ∩W0,V2 ∩W0, where V1,V2 ∈ V , W0 ∈WB , V1 ∩W0,V2 ∩W0 = ∅. WR is
also discrete; hence we cannot use two of its elements.
Therefore, there are only the following three cases:
Case (α). Z1 = V0\Cl(WS ∪WB), where V0 ∈ V , and Z2 = V ∩W0, where V ∈ V ,
W0 ∈ WB , V ∩ W0 = ∅. Let W0 = WF , F ∈ F , and F ⊆ WF ⊆ ClWF ⊆ V1 ∪ F ∪
V2,V1,V2 ∈ V . From this it follows that either V = V1 or V = V2. Suppose V = V2. Then
V0 = V2, since otherwise BdZ1 ⊆ V0 (see Case 3) and BdZ2 ⊆ ClV2 ⊆ X\V0 (the last
inclusion follows from V0 ∩ V2 = ∅) contradicting BdZ1 ∩ BdZ2 = ∅. Then, as shown
above in Case (a), BdZ1 ∩BdZ2 = (BdWF ) ∩ V2.
Case (β). If Z1 =W1 ∈WS , Z2 =W2 ∈WR , then obviouslyW2 = V0\Cl(WS ∪WB),
for some V0 ∈ V , and by (vi) W1 ⊆ V0. In this case BdZ1 ∩ BdZ2 = BdW1 (compare
Case (b)).
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Case (γ ). Let Z1 = V1 ∩W0, Z2 = V2 ∩ W0, where V1,V2 ∈ V,W0 ∈WB , BdZ1 ∩
BdZ2 = ∅. Then, BdZ1 ∩BdZ2 ⊆ ClV1 ∩ClV2 = F ∈F . Therefore, W0 ∩WF = ∅, and
hence W0 = WF . V1,V2 must satisfy F ⊆ WF ⊆ ClWF ⊆ V1 ∪ F ∪ V2. By Case (c) it
follows that BdZ1 ∩BdZ2 = F .
This completes the proof of (11).
The analysis of Cases (a)–(d) proves the discreteness of F˜ as well, and that is the only
nontrivial part of (iv). ✷
Remark 1. Lemma 3 will be used in a recursive construction of the sequences Vi ,Fi ,Wi
in the following way: if one is given the families Vi ,Fi ,WBi ,WSi in such a manner that
(5) and (i)–(x) are satisfied, then Lemma 3 yields WRi ,Wi ,Vi+1(= V˜i ), and Fi+1(= F˜i ).
After that WBi+1,WSi+1 (such that Vi+1,Fi+1,WBi+1,WSi+1 satisfy (5) and (i)–(x)) must be
obtained in some other way. In the proof of Theorem 1 it will be done by application of
Lemma 7, but in the proof of Theorem 2 the required properties of the modified sequences
will be obtained from the properties of the original sequences.
Remark 2. The sequences Vi ,Fi ,Wi we are going to construct shall satisfy (11) and (12)
(if we put Fi+1,Fi ,Vi+1, and Vi in place of F˜,F , V˜,V), since they all shall be obtained
by use of Lemma 3.
Lemma 4. For such sequences Vi ,Fi ,Wi (obtained using Lemma 3) it holds,⋃
Fi+1 =
(⋃
F1
)
∪ (BdW1)∪ · · · ∪ (BdWi ) for all i ∈N.
Proof. By induction, using (11) along with (i) and (vi) of Lemma 3 and the fact that
BdWi = BdWSi ∪BdWBi (see (13)). ✷
Lemma 5. If sequences Vi ,Fi ,Wi are obtained using Lemma 3, andU1 ∈WSi ,U2 ∈WSk ,
then
U1 ∩U2 = ∅ ⇒ U1 ⊆U2 or U2 ⊆U1. (18)
Proof. If i = k, then U1 ∩U2 = ∅⇒U1 =U2, by D1 and D3.
If k < i , then U1 ⊆ V , for some V ∈ Vi , by D5. By (1) of Lemma 1 V ⊆ V ′, for some
V ′ ∈ Vk+1. By (12) (see Remark 2) it follows V ′ = U2 (in this case U1 ⊆ U2) or (by D1)
V ′ ∩U2 = ∅ (in this case U1 ∩U2 = ∅, hence it is impossible). ✷
Lemma 6. Let V,F ,WB,WS satisfy (5) and (i)–(ix) of Lemma 3. Replacing W ∈WBi ∪
WSi by W+ = W ∪ {x ∈ BdW : there is a neighborhood of x disjoint with X\ClW } =
W ∪ {x ∈ BdW : there is a neighborhood of x which is a subset of ClW } one gets modi-
fied families WB+i ,WS+i . Then V,F ,WB+i ,WS+i satisfy (5) and (i)–(ix) as well as (x).
Note that W+ = IntClW , i.e., W+ is a regular open set.
Proof. If U is a neighborhood of x , x ∈ BdW , for which U ⊆ ClW , then U ⊆ W+;
consequently, W+ is open.
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Now, BdW+ = (ClW+)\W+ = (ClW)\W+ = {x ∈ BdW : any neighborhood of x
intersects X\ClW+} = {x ∈ BdW : any neighborhood of x intersects X\ClW+}, where
the second and the last equalities hold because W ⊆W+ ⊆ ClW , and therefore ClW+ =
ClW ; this means that any neighborhood of any point x ∈ BdW+ intersects X\ClW+.
This proves property (x).
Since W+ ⊆ ClW , from the discreteness of WBi ∪WSi and the disjointness of WBi and
WSi , it follows that WB+i ∪WS+i is a discrete family and that WB+i ∩WS+i = ∅.
Property (vi) for WB+i ,WS+i follows from BdWB+i ⊆ BdWBi , BdWS+i ⊆ BdWSi .
In order to prove (vii) for WS+i , note that for any W ∈WSi and V ∈ Vi , from W ⊆ V
it follows that ClW ⊆ ClV . By (vi), BdW ∩ BdV = ∅, and therefore ClW ⊆ V . Since
W+ ⊆ ClW , one gets W+ ⊆ V .
If F = BdV1∩BdV2 ∈Fi , where V1,V2 ∈ Vi andW ∈WBi such that F ⊆W ⊆ ClW ⊆
V1 ∪ F ∪ V2, from W ⊆ W+ ⊆ ClW = ClW+, it follows that F ⊆ W+ ⊆ ClW+ ⊆
V1 ∪ F ∪ V2. This proves (viii) for WB+i ,WS+i . Because (ix) is obvious, this completes
the proof. ✷
Returning to the general case, in which X is an arbitrary metrizable separable n-
dimensional space, we shall use the fact that it is representable as the union of n + 1
mutually disjoint subspaces of dimension 0 [1, p. 259]. For a given X we shall consider
a fixed 0-dimensional partition X = X1 ∪ · · · ∪Xn+1. As a consequence of this, we shall
have n+ 1 sequences of V’s, W’s, and F ’s, which will be double-indexed, with the first
index i being the index of the sequence, and the second index j ∈ {1, . . . , n+ 1} relating
the sequences to the Xj ’s. Hence, the families will be denoted Vi,j ,Wi,j ,Fi,j , i ∈N, j ∈
{1, . . . , n+ 1}.
The main tool enabling us to perform the inductive construction of such sequences
Vi,j ,Wi,j ,Fi,j is the following Lipscomb lemma (the notation is modified to fit ours;
compare [5,6]). In this lemma the families of remnants are denoted by the superscript Q,
since they may differ from the remnants we shall construct by use of this lemma and which
shall be denoted by the superscript R (D6 is not necessarily true for families WQj in the
lemma).
Lemma 7 [3, Lemma 4, p.152]. Let n ∈ {0,1,2, . . .}. Let X be a metric space such that
dimX = n, ωX = τ  ℵ0.
Let X=X1∪X2∪· · ·∪Xn+1 , where X1, . . . ,Xn+1 are pairwise disjoint 0-dimensional
subsets of X.
Let T be an arbitrary open covering of X. For each j,1  j  n + 1, let Vj be a
decomposition of X such that |Vj |  τ and lordVj  2. Let Fj , |Fj |  τ , be a discrete
closed family such that
BdVj =
⋃
Fj ,
and let for each k ∈ {1, . . . , n+ 1} and distinct j1, . . . , jk ∈ {1, . . . , n+ 1}
dim
(
BdVj1 ∩ · · · ∩BdVjk
)
 n− k (19)
hold.
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Let Oj = {OF : F ∈Fj } be an open family such that F ⊆OF for each F ∈Fj .
Then for each j,1  j  n + 1, there are discrete families WSj ,WBj , and WQj of
cardinality τ , which are disjoint in pairs, such that
Wj =WSj ∪WBj ∪WQj
is a decomposition of X satisfying (for each j , 1 j  n+ 1):
(a) lordWj  2;
(b) {ClW : W ∈WSj } refines T ;
⋃n+1
j=1WSj covers X;
(c) if x ∈ BdWj then there are distinct elements W1,W2 in Wj such that x ∈ BdW1 ∩
BdW2;
(d) Wj covers Xj (hence BdWj misses Xj );
(e) BdWj ∩BdVj = ∅;
(f) WSj ∪WQj refines Vj ;
(g) WSj ∪WBj is a discrete family;
(h) WBj = {WF : F ∈ Fj } (the indexing is faithful, i.e., injective) and F ⊆ WF ⊆
ClWF ⊆OF for each F ∈Fj .
In this paper we shall use Lemma 7 only for τ =ℵ0.
This lemma enables us to construct sequences Vi,j ,Wi,j ,Fi,j , i ∈ N, j ∈ {1,2, . . . ,
n+ 1}, satisfying properties D1–D11 for any fixed j . Furthermore, it enables us to obtain
additional properties D12–D14, which relate the given 0-dimensional partition of X and
these sequences for all j ∈ {1,2, . . . , n+ 1} simultaneously.
In [5,6] the details of the inductive construction of such families Vi,j ,Wi,j ,Fi,j are
given. This was done inductively by repeated application of Lemma 7, starting from
V1,j = {X},F1,j = ∅ and a fixed partition X = X1 ∪ X2 ∪ · · · ∪ Xn+1 of X into 0-di-
mensional (or empty) subsets, just as we do in the current paper. We shall repeat the main
arguments of the proof from [5,6] here as well, since we shall use some aspects of that
inductive construction in proving properties of modified families.
The inductive step in the general case is essentially illustrated by Example 1.
When one has appropriate coverings Ti,j (i.e., the families of balls with diameter less
than 1/i) and families Oi,j (i.e., a narrow open neighborhood of each F ∈ Fi,j ), then
important additional properties hold true:
D12 BdWi,j ∩Xj = ∅ for all i ∈N and all j,1 j  n+ 1;
D13
⋃n+1
j=1WSi,j covers X, for all i ∈N;
D14 diamW < 1/i , for all i ∈N, all j,1 j  n+ 1, and all W ∈WSi,j .
These results will be obtained by proving the following theorem:
Theorem 1. Let X be a separable metric space of dimension n, and let X = X1 ∪ · · · ∪
Xn+1 be a given partition of X into 0-dimensional subspaces.
I. Ivanšic´, U. Milutinovic´ / Topology and its Applications 120 (2002) 237–271 251
Then there exist families Vi,j ,Fi,j ,Wi,j , i ∈ N, j ∈ {1, . . . , n+ 1}, satisfying D1–D14
and Vi,j = {X},F1,j = ∅, j ∈ {1, . . . , n+ 1}.
Proof. Start with V1,j = {X},F1,j = ∅, j ∈ {1, . . . , n+ 1}.
Let Ti be the family of open balls of diameter less than 1/i , and let Oi,j be the family
obtained in the following way (the definition of Oi,j is inductive).
Let us introduce notation. For a given Vi,j satisfying the assumptions of Lemma 3,
Fi,j as in (5), and F = BdV1 ∩ BdV2 = ∅, V1,V2 ∈ Vi,j , V1 = V2, F ∈ Fi,j (see (viii)
of Lemma 3), we define OF,i,j as the intersection of the 1/i-neighborhood of F and
V1 ∪F ∪V2. OF,i,j is an open neighborhood of F , since openness of V1 ∪F ∪V2 follows
from Lemma 3(i).
Let V1,j ,F1,j ,W1,j , . . . ,Vi−1,j ,Fi−1,j ,Wi−1,j ,Vi,j ,Fi,j be obtained by the construc-
tion that follows. Vi,j ,Fi,j then satisfy (5) and (i)–(iv) of Lemma 3 and BdVi,j ∩Xj = ∅
in addition to it.
For i = 1 we simply check this, and for i > 1 it will be proved in the inductive step.
After substitution of Ti ,Vi,j ,Fi,j ,Oi,j = {OF,i,j : F ∈Fi,j } in place of T ,Vj ,Fj ,Oj ,
respectively, we easily see that the assumptions of Lemma 7 are satisfied. A little non-
obvious is (18), but it follows from the fact that BdVij ∩ · · · ∩ BdVjk is a subset of the
union of n− k+ 1 zero-dimensional subspaces of X.
Applying Lemma 7, we obtain for each j,1 j  n+ 1, three discrete countable fam-
ilies, WSi,j ,WBi,j ,WQi,j , disjoint in pairs, such that WSi,j ∪WBi,j ∪WQi,j is a decomposition
of X satisfying (a)–(h) of Lemma 7.
Now, we easily check that Vi,j ,Fi,j ,WSi,j ,WBi,j satisfy (v)–(ix) of Lemma 3. Without
loss of generality we may assume (x) as well, by Lemma 6.
We shall neglect WQi,j completely.
Next we define
WRi,j =
{
V \Cl(WSi,j ∪WBi,j ): V ∈ Vi,j , V \Cl(WSi,j ∪WBi,j ) = ∅
}
,
Wi,j =WSi,j ∪WBi,j ∪WRi,j ,
Vi+1,j =
{
V ∩W : V ∈ Vi,j ,W ∈Wi,j , V ∩W = ∅
}
,
and
Fi+1,j =
{
BdV1 ∩BdV2: V1,V2 ∈ Vi+1,j , V1 = V2,BdV1 ∩BdV2 = ∅
}
.
By Lemma 3, Vi+1,j ,Fi+1,j satisfy (5) and (i)–(iv) of Lemma 3 and Vi,j ,Fi,j ,Wi,j satisfy
(a)–(e) of Lemma 3. It is easily checked that V1,j ,F1,j ,W1,j , . . . ,Vi,j ,Fi,j ,Wi,j satisfy
D1–D10.
Also, as a consequence of Lemma 3 we see that the additional properties (11) and (12)
are satisfied for Vi+1,j ,Fi+1,j .
D11 now follows from (11), (h) of Lemma 7, and our choice of OF,i,j . D12 follows
from (d) of Lemma 7 and (13). D13 and D14 follow from (b) of Lemma 7.
To complete the inductive proof, it is left to show that Vi+1,j satisfies BdVi+1,j ∩Xj =
∅.
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By (iii) and (11) we see that
BdVi+1,j ⊆ BdVi,j ∪BdWi,j .
Since the right-hand side set misses Xj by the inductive assumption, (d) of Lemma 7
and (13), it follows that BdVi+1,j misses Xj . This completes our construction. ✷
These sequences are the beginning of our construction. Their modifications and the
indexing of the modified sequences will be described in the next two sections.
Let us point out that the performed modifications will not preserve properties D13 and
D14, but because of (19) and (44) below, we shall be able to use properties D13 and D14
of the original sequences even after completion of the modifications.
3. The first modification
As we have already said, we start with sequences Vi,j ,Fi,j ,Wi,j , i ∈N, 1 j  n+ 1,
satisfying the properties D1–D14. 6
Now we shall modify them, obtaining sequences V ′i,j ,F ′i,j ,W ′i,j , i ∈N, 1 j  n+ 1,
satisfying the properties D1–D12, and
∀j,
⋃
i∈N
W ′Si,j =
⋃
i∈N
WSi,j , (20)
∀i, j, ∣∣W ′Si,j ∣∣= 1. (21)
Property (19) will enable us to use properties D13 and D14 of the original small sets
while working with the modified ones. Property (20) will make it easier to describe the
indexing of the ultimate families V∗i,j of the construction.
Using the indexing of the families V∗i,j , i ∈ N, for a fixed j , we shall define a function
ψj :X → Σ(3). The properties of the small sets will be essential in the proof that
ψ = (ψ1, . . . ,ψn+1) :X→ Σ(3)n+1 will be an embedding with an additional property
ψ(X)⊆ Ln(3). It will turn out (in Section 5) that for obtaining an embedding it suffices to
take a constant ψj whenever {i ∈N: WSi,j = ∅} is finite. Therefore, all the modifications in
the rest of the paper will be done only for those j for which {i ∈N: WSi,j = ∅} is infinite.
Another important remark is the following. By our modification not only shall we
preserve all the small sets, but also the number of their occurrences. This will be clear
from the indexing scheme used in performing the first modification (i.e. formula (19) shall
be interpreted as an equality of indexed families).
For given j ∈ {1,2, . . . , n + 1}, and i ∈ N, let WSi,j = {Ωkij : k ∈ Ni,j } be a faithful
(injective) indexing of the elements of WSi,j , where Ni,j is N or an initial segment of N
6 Let us mention, for the reader’s convenience, that Wi,j ,Vi,j , and Fi,j in this paper correspond to Wi,j ,W ij ,
and F ij in the paper [5], respectively.
Having in mind Example 2, families Wi,j (or families Vi,j ), i ∈ N,1  j  n + 1, may be interpreted as
n + 1 coherent Sierpin´ski curve-like structures on X, as already said. They may be interpreted as a kind of
coordinatization of X; see the description of the embedding in Section 5.
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(i.e., a set of the form {k ∈ N: k < m}, for some m ∈ N). We shall treat ⋃i∈NWSi,j as a
family indexed by pairs (l, k) belonging to a set C, described in the sequel.
Recall that elements of decompositions are nonempty, hence the sets Ωki,j are nonempty,
as elements of the decompositionWi,j .
Some WSi,j may be finite or even empty, but let us point out again that we shall perform
modifications only for those j for which the set {i ∈N: WSi,j = ∅} is infinite.
Let us fix such a j ∈ {1,2, . . . , n+ 1}.
From the sequence of familiesWSi,j , i ∈N, we shall construct a sequence of one-element
families. Denote the ith member of that sequence by W ′Si,j , and its only element by Ω ′i,j .
Every Ω ′i,j will be some Ω
k
l,j , for some l, k ∈ N. That means that, after introducing
C = {(l, k): l, k ∈ N, Ωkl,j ∈WSl,j } ⊆ N×N, we may interpret our goal as a construction
of an appropriate bijection N→ C. This will significantly simplify the notation. We shall
interpret N×N as the infinite matrix
(1,1) (1,2) · · · (1, k) · · ·
(2,1) (2,2) · · · (2, k) · · ·
· · ·
(l,1) (l,2) . . . (l, k) · · ·
· · ·
so that we may speak of rows and columns. Note that in our case the set C consists of some
complete rows and initial segments of some rows, and that C has nonvoid intersection with
infinitely many rows (hence |C| = ℵ0).
We shall construct the required bijection between N and C in the form
i → (tmi , ki) ∈ C, i ∈N, (22)
and that means that Ω ′i,j will be Ω
ki
tmi ,j
, where t :N→N is the following sequence
1,1,2,1,2,3,1,2,3,4,1,2,3,4,5,1,2,3,4,5,6, . . . (23)
The (increasing) sequence mi will be obtained recursively. The sequence (22) is chosen
because our construction is a modification of the usual proof of countability of (a subset of)
N×N in which (22) determines the first coordinate of the ith term. The useful property of
t is that it repeatedly assumes every positive integral value:
∀p,k ∈N,∃s ∈N, s > k& ts = p. (24)
We cannot use an arbitrary bijection N→ C, because we want properties D1–D12 to
hold for the families W ′i,j ,V ′i,j ,F ′i,j , and therefore
Ω ′u,j ⊆Ω ′v,j &Ω ′u,j =Ω ′v,j ⇒ u > v (25)
should hold by (3) of Lemma 1.
We shall obtain the sequence Ω ′i,j satisfying (24) first. It will turn out that after this we
shall be able to choose W ′Bi,j ,W ′Ri,j ,V ′i,j ,F ′i,j in such a way that all the needed properties
are satisfied.
Now, we construct the sequence (tmi , ki), i ∈N.
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As the first member of that sequence we choose the first element of the first nonempty
row of C.
Suppose that we have already chosen the first i − 1 elements of the required sequence,
i.e., the elements
(tm1, k1), (tm2, k2), . . . , (tmi−1 , ki−1).
To find (tmi , ki) we proceed as follows.
If Ωkl,j ⊆Ωk
′
l′,j and Ω
k
l,j =Ωk
′
l′,j , we say that (l
′, k′) is an obstructing pair for the choice
of (l, k).
Call an unchosen element (l, k) ∈ C admissible 7 if there is no (l′, k′) ∈ C that has not
yet been chosen such that Ωkl,j ⊆Ωk
′
l′,j and Ω
k
l,j =Ωk
′
l′,j , i.e., if all obstructing pairs for
the choice of (l, k) have already been chosen. Notice that choosing an admissible pair
does not disturb the validity of (24). Since Ωkl,j ⊆Ωk
′
l′,j and Ω
k
l,j =Ωk
′
l′,j has l
′ < l as an
immediate consequence by Lemma 1(3), it will suffice to concentrate our attention only on
the previous rows when avoiding such obstructing pairs (l′, k′) while choosing new (l, k)’s.
First we prove the existence of admissible elements.
We always can find a row that still contains unchosen elements, since there are infinitely
many nonempty rows and at this moment only finitely many elements have been chosen.
Therefore, there is the first row containing some unchosen elements. Any unchosen
element in that row is admissible, since any obstructing pair must be an unchosen element
from a previous row, but such do not exist.
Then we choose mi as the smallest positive integer r > mi−1, such that the tr th row
contains admissible elements, and choose (tmi , ki), to be the first admissible element in
that row.
Formally, mi is defined as
min
{
r ∈N: r > mi−1 &∃s ∈Ntr ,j , ((∀p < i, tmp = tr ⇒Ω ′p,j =Ωstr ,j )&
(∀τ < tr ,∀σ ∈Nτ,j ,Ωstr ,j ⊆Ωστ,j &Ωstr,j =Ωστ,j ⇒
(∃κ < i,Ω ′κ,j =Ωστ,j )))
}
,
and ki is defined as
min
{
s ∈Ntmi ,j : (∀p < i, tmp = tmi ⇒Ω ′p,j =Ωstmi ,j )&
(∀τ < tmi ,∀σ ∈Nτ,j ,Ωstmi ,j ⊆Ω
s
τ,j &Ω
s
tmi ,j
=Ωsτ,j ⇒
(∃κ < i,Ω ′k,j =Ωστ,j ))
}
.
That way we have obtained a well defined injection into C. It remains to show its
surjectivity. This we prove by double induction on the coordinates of C.
Let p be the index of the first non empty row in C. Its first element (p,1) has been
chosen as (tm1 , k1). Suppose that (p,1), . . . , (p, k − 1) have been chosen, and that (p, k)
belongs to C. Then (p, k) will be chosen when tr assumes the value p for the first time
after the choice of (p,1), . . . , (p, k − 1) (and it happens by (23)). Also note that (p, k) is
7 The full term should read admissible after the choice of (tm1 , k1), . . . , (tmi−1 , ki−1).
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admissible independently of the choice of the other pairs. Therefore, all the elements of the
pth row will be chosen.
Suppose that all elements of all rows in C preceding the q th row eventually will be
chosen by this construction. Let (q, k) ∈ C be an arbitrary element of the q th row. The
preceding rows contain only finitely many obstructing pairs for the choice of (q, k),
because by (2) of Lemma 1 there is at most one such an element in any of the preceding
rows. That means that (q, k) will be chosen when tr will assume q for the kth time after all
the unsatisfactory elements have been chosen, or sooner, if some of the elements preceding
(q, k) in the q th row have been chosen as well.
This way we have proved the following.
Proposition 1. The function f :N→ C, defined by
f (i)= (tmi , ki)
is a bijection. If we define
Ω ′i,j =Ωkitmi ,j and W
′S
i,j = {Ω ′i,j }, (26)
then
Ω ′i,j ∈WStmi ,j , (27)
and formulas (19), (20), and (24) are satisfied.
Remark 3. It is possible that Ω ′u,j =Ω ′v,j for u = v. But in this case
BdΩ ′u,j = ∅. (28)
Namely, if BdΩ ′v,j = F = ∅, recall that Ω ′u,j =Ωkvtmu,j and Ω ′v,j =Ω
kv
tmv ,j
. Let tmv > tmu .
Then Ω ′v,j ⊆ V , for some V ∈ Vtmv ,j . Since Ω ′u,j ∈ Vtmu+1,j by (12) (see Remark 2) it
follows V ⊆Ω ′u,j , by (1) of Lemma 1. Therefore Ω ′v,j = V and hence F ⊆ BdWtmn ,j ∩
BdVtmv ,j , contradicting D4.
Remark 4. In D8 WF denotes the uniquely determined element of WBi , satisfying F ⊆
WF ⊆ ClWF ⊆ V1 ∪ F ∪ V2. Since F appears in Fi for different is, we shall use symbol
WF,i instead, to point out that it belongs to WBi . It will soon become apparent why this
notation is important.
The following lemma states some relations among a small set Ω and families
Vk,Fk,WBk , that will be used in the proof of the next theorem.
Lemma 8. For given sequences of families Vi ,Wi ,Fi , satisfying D1–D11, let Ω ∈WSr .
Then, for any k > r the following properties hold true:
Vk refines {Ω,X\ClΩ}, (29)
Fk refines {Ω,X\ClΩ,BdΩ}, (30)
WBk \{WBdΩ,k} refines {Ω,X\ClΩ}. (31)
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Furthermore, an element of Fk+1\Fk is a subset of Ω if and only if it is of the form BdW
for W ∈WSk , where W ⊆Ω , or of the form
(BdWF,k)∩ V, where V ⊆Ω and V is V1 or V2 satisfying
V1,V2 ∈ Vk,V1 = V2,WF,k ⊆ V1 ∪ F ∪ V2, for some F ∈Fk. (32)
Proof. Ω ∈WSr which is contained in Vr+1 because of D5 and D9, and all other elements
of Vr+1 are disjoint with ClΩ . This proves that Vr+1 refines {Ω,X\ClΩ}. For k > r + 1,
by (1) of Lemma 1, Vk refines Vr+1. This proves (28).
Next we prove (29) by induction on k, k > r . Since Ω ∈ Vr+1, as just indicated,
it follows that
⋃Fr+1 ⊆ X\Ω . From BdΩ ∈ Fr+1 (see (11)) it follows that all other
elements of Fr+1 are subsets of X\ClΩ .
Suppose that (29) holds for some k > r . From (11) it follows that in order to prove
that Fk+1 refines {Ω,X\ClΩ,BdΩ} we must prove that both families {BdW : W ∈WSk }
and {(BdWF,k)∩ V1, (BdWF,k)∩ V2: F ∈Fk,WF ∈WBk ,V1,V2 ∈ Vk,V1 = V2,WF,k ⊆
V1 ∪ F ∪ V2} refine {Ω,X\ClΩ,BdΩ}.
These families obviously refine Vk (see D4), which in turn refines Vr+1 (by (1) of
Lemma 1), and it refines {Ω,X\ClΩ}, by (28).
To prove (30) let W ∈WBk \{WBdΩ,k}. Then there exist F ∈ Fk and V1,V2 ∈ Vk , such
that F = ClV1 ∩ ClV2,W =WF,k and F ⊆W ⊆ ClW ⊆ V1 ∪ F ∪ V2. Using (11) from
Ω ∈WSr one gets BdΩ ∈Fr+1 ⊆Fk . Because of (28) there are three possibilities.
If V1 ⊆ Ω,V2 ⊆ X\ClΩ , then F = ClV1 ∩ ClV2 ⊆ BdΩ ∈ Fk . Since F ∈ Fk , it
follows that F = BdΩ . Thus W =WBdΩ,k , a contradiction.
The second possibility is V1,V2 ⊆ Ω . Then F = ClV1 ∩ ClV2 ⊆ ClΩ . Since F ∩
BdΩ = ∅, it follows that F ⊆Ω , hence W ⊆Ω .
In the third case V1,V2 ⊆X\ClΩ ; by a similar proof we see that W ⊆X\ClΩ .
(31) also follows from (11). ✷
Now we are able to formulate and prove the following theorem.
Theorem 2. Let X be a separable metric space of dimension n and X =X1 ∪ · · · ∪Xn+1
a given partition of X into 0-dimensional subspaces, and let Vi,j ,Fi,j ,Wi,j , i ∈ N,
j ∈ {1, . . . , n+ 1}, be families satisfying D1–D14.
Let J = {j ∈ {1, . . . , n+ 1}: {i ∈N: WSi,j = ∅} is infinite} and let Ω ′i,j , i ∈N, j ∈ J , be
open sets defined by (25).
Then, there are families V ′i,j ,F ′i,j ,W ′i,j , i ∈ N, j ∈ {1, . . . , n + 1}, satisfying D1–D12
and
∀i ∈N,∀j ∈ J, W ′Si,j = {Ω ′i,j }.
Additionally, we may obtain that V ′1,j = {X},F ′1,j = ∅.
Proof. For j /∈ J let V ′i,j = Vi,j ,F ′i,j =Fi,j ,W ′i,j =Wi,j for all i ∈N.
Fix a j ∈ J .
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In the rest of the proof we shall omit the second index j in order to simplify notation.
The proof will follow the scheme of the proof of Theorem 1.
Let the sequences ri , si be defined by ri = tmi (therefore Ω ′i ∈ WSri by (26)) and
si = r1 + r2 + · · · + ri + 1. Note that si > si−1 and si > ri .
We make a construction by induction. By the induction we shall simultaneously prove
the additional properties
F ′i ⊆Fsi , (33)
Vsi refines V ′i . (34)
Let V ′1 = {X} and F ′1 = ∅. Then D9, (5), (i)–(iv) of Lemma 3, (32), and (33) are true for
i = 1.
Suppose now that i  1 and we have constructed sets
V ′p,F ′p, 1 p  i,
and
W ′Sp ,W ′Bp ,W ′Rp ,W ′p, 1 p  i − 1,
in such a manner that (for those indexes that apply), D1–D10, (5), (i)–(x), of Lemma 3,
(32), (33), and (25) are true.
Define
W ′Bi =
{
WF,si : F ∈F ′i
}⊆WBsi (35)
(note that the family W ′Bi is well-defined by (32)) and W ′Si = {Ω ′i} along with W ′Ri as in
(7). We are going to check that properties (v)–(x) of Lemma 3 are true with these additional
sets.
Proof of (v). First, note that
∀F ∈F ′i , F ∩ClΩ ′i = ∅. (36)
Namely, F ∈F ′i ⇒ F ∈Fsi (see (32)).
Let F ∈ Fri . Since Ω ′i ∈WSri , by D5 one gets V ∈ Vri , such that Ω ′i ⊆ V . Then, from
Dl and D4 it follows that ClΩ ′i ⊆ ClV \BdV = V , and finally ClΩ ′i ∩ BdVri = ∅. From⋃Fri = BdVri (4) one gets F ∩ClΩ ′i = ∅.
If F ∈Fsi\Fri , using (29) one gets F ∩ClΩ ′i = ∅ or F ⊆ ClΩ ′i . Suppose F ⊆ ClΩ ′i .
First we prove that without loss of generality we may assume that F ∈ Fri+1\Fri . If
not, let F ∈ Fk+1\Fk, si > k > ri . Recall that Ω ′i ∈WSri , hence by D3, D4, and Lemma 2
BdΩ ′i ∩
⋃Fri = ∅, therefore BdΩ ′i ∈ Fri+1\Fri . It follows F = BdΩ ′i ; hence F ⊆Ω ′i .
That eliminates the possibility F = BdW , for W ∈WSk , W ⊆Ω ′i , mentioned in Lemma 8,
because it implies (using F ∈F ′i ) that W =Ω ′l , for some l < i , in contradiction to (24).
Therefore, by Lemma 8, it follows that F = (BdWG,k)∩V , whereV ⊆Ω ′i ,G ∈Fk,V ∈
Vk,G⊆ BdV . Therefore,G⊆ ClΩ ′i (otherwise, by (28) and (29), it followsG⊆X\ClΩ ′i
and V ⊆X\ClΩ ′i , a contradiction) and we may replace F by G. Repeating this procedure
finitely many times, we obtain an element H ∈Fri+1\Fri , which is a subset of ClΩ ′i . Now
we rename H to F .
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Now, by (11) (see Remark 2) it follows that F = BdΩ ′i . As above from F ∈F ′i it follows
that F = BdΩ ′l , for some l < i . Hence, it follows that Ω ′i =Ω ′l , and by Remark 3 it implies
F = ∅, contradicting D7.
This proves (35).
Let F ∈ F ′i ⊆ Fsi and V1,V2 ∈ Vsi such that F = BdV1 ∩ BdV2. By (28), V1 ⊆
Ω ′i or V1 ⊆ V \ClΩ ′i . If V1 ⊆ Ω ′i , then F ⊆ ClV1 ⊆ ClΩ ′i , contradicting (35). The
same argument applies to V2. Hence V1,V2 ⊆ X\ClΩ ′i . It follows that ClV1,ClV2 ⊆
Cl(X\ClΩ ′i )=X\ Int ClΩ ′i =X\Ω ′i (using (6)). For such F and WF,si ∈WBsi it holds
F ⊆WF,si ⊆ ClWF,si ⊆ V1 ∪ F ∪ V2 ⊆X\ClΩ ′i , (37)
BdWF,si ⊆ V1 ∪ V2. (38)
If x ∈ Ω ′i , then since W ′Si = {Ω ′i}, by (36) the neighborhood Ω ′i of x meets no other
element of the family W ′Si ∪W ′Bi .
If x ∈ BdΩ ′i = G, since Ω ′i ∈WSri , it follows that G ∈ Fri+1 ⊆ Fsi , and WG,si meets
Ω ′i and meets no element of W ′Bi , since WBsi is discrete and W ′Bi ⊆WBsi by (34) and
WG,si ∈WBsi \W ′Bi , since G /∈F ′i implies WG,si /∈WBsi .
If x ∈X\ClΩ ′i , and if U is a neighborhood of x that meets at most one element ofWBsi ,
then U ∩ (X\ClΩ ′i ) meets at most one element of W ′Si ∪W ′Bi , since W ′Si = {Ω ′i} and
W ′Bi ⊆WBsi (34).
By this we have proved thatW ′Si ∪W ′Bi is discrete. Since Ω ′i is disjoint with any element
of W ′Bi , it cannot lie in W ′Bi ; hence W ′Si ∪W ′Bi = ∅.
Proof of (vi). BdΩ ′i is disjoint with
⋃F ′i by (35). Let WF,si ∈W ′Bi , where F ∈ F ′i . By
(37), BdWF,si ⊆ V1 ∪ V2 ⊆
⋃Vsi ⊆ X\BdVsi ⊆ X\⋃Fsi ⊆ X\⋃F ′i . Using ⋃F ′i =
BdV ′i , see (iii), we obtain (BdW ′Si ∪BdW ′Bi )∩BdV ′i = ∅.
Proof of (vii). We shall prove that {Ω ′i} refines V ′i by showing inductively that {Ω ′i} refines
V ′1, . . . ,V ′i . Since it is obviously true that {Ω ′i} refines V ′1 = {X}, it remains to be proved
that if {Ω ′i} refines V ′l , for l < i , then {Ω ′i} refines V ′l+1.
Let V ∈ V ′l ,Ω ′i ⊆ V . If Ω ′i ⊆ Ω ′l , then Ω ′l ∈ {Ω ′l } ⊆ W ′Sl ⊆ V ′l+1 by (12) applied
to V ′l+1 (see Remark 2). Otherwise Ω ′i is disjoint with Ω ′l by Lemma 5 and (24). If
Ω ′i ∩ClWF,sl = ∅ for all F ∈F ′l , then Ω ′i ⊆ V \((ClΩ ′l )∪ (Cl(W ′Bl ))), and the right-hand
side set belongs to W ′Rl ⊆ V ′l+1.
Therefore it suffices to consider the case when Ω ′i ∩ClWF,sl = ∅ for some F ∈F ′l .
By (11) and (35) (for families F ′) F ∈F ′l ⊆F ′i and F ∩Ω ′i = ∅.
Noting that F ∈ Fsl ,WF,sl ∈WBsl and Ω ′i ∈WSri , we distinguish cases sl < ri , sl = ri ,
and sl > ri .
Let sl < ri . Ω ′i ∈WSri is a subset of an element of Vri , and since Vri refines Vsl+1 (by
(1) of Lemma 1), Ω ′i is a subset of an element of Vsl+1—the one Ω ′i intersects. Hence,
from (12) applied to Vsl+1 (see Remark 2) and Ω ′i ∩ ClΩF,sl it follows that Ω ′i is a
subset of exactly one of the sets WF,sl ∩ V1,WF,sl ∩ V2, where V1,V2 ∈ Vsl . Namely,
Ω ′i does not intersect F and intersects WF,sl = (V1 ∩WF,sl ) ∪ F ∪ (V2 ∩WF,sl ), where
V1,V2 ∈ Vsl and F ⊆WF,sl ⊆ ClWF,sl ⊆ V1 ∪F ∪ V2. Therefore, Ω ′i intersects one of the
sets V1 ∩WF,sl , V2 ∩WF,sl , which both belong to Vsl+1.
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Let Ω ′i ⊆ V1 ∩WF,sl . Since Vsl refines V ′l (by (33)), there is an element V ′1 ∈ V ′l , such
that V1 ⊆ V ′1. Then Ω ′i ⊆ V ′1 ∩WF,sl ∈ V ′l+1, by (12) for V ′l+1.
Let sl = ri . This case is impossible because of the discreteness of WSsl ∪WBsl , since
Ωi ∈WSsl .
Let sl > ri . This case is also impossible: since F ∈ F ′l ⊆ F ′i , by (35) it follows that
F ⊆ X\ClΩ ′i . By (28) Vsl refines {Ω ′i ,X\ClΩ ′i}. By (32) F ∈ Fsl , hence F = BdV1 ∩
BdV2, where V1,V2 ∈ Vsl . If V1 ⊆Ω ′i it follows that ClV1 ⊆ ClΩ ′i , hence F ⊆ ClΩ ′i , a
contradiction. Therefore V1,V2 ⊆ X\ClΩ ′i . Since WF,sl ⊆ V1 ∪ F ∪ V2, it follows that
WF,sl is disjoint from ClΩ ′i .
Proof of (viii). Let F = BdV ′1 ∩ BdV ′2 ∈ F ′i ⊆ Fsi , V ′1,V ′2 ∈ V ′i , V ′1 = V ′2. Let F =
BdV1 ∩BdV2,V1,V2 ∈ Vsi , V1 = V2. Then, by (33),
F ⊆WF,si ⊆ ClWF,si ⊆ V1 ∪ F ∪ V2 ⊆ V ′1 ∪ F ∪ V ′2,
and (viii) is proved since WF,si ∈W ′Bi by (34).
Proof of (ix) and (x). Obvious.
Then, if we define
W ′Ri =
{
V \Cl(W ′Si ∪W ′Bi ): V ∈ V ′i , V \Cl(W ′Si ∪W ′Bi ) = ∅
}
,
W ′i =W ′Si ∪W ′Bi ∪W ′Ri ,
V ′i+1 =
{
V ∩W : V ∈ V ′i ,W ∈W ′i , V ∩W = ∅
}
,
and
F ′i+1 =
{
BdV1 ∩BdV2: V1,V2 ∈ V ′i+1,V1 = V2, BdV1 ∩BdV2 = ∅
}
,
we see from Lemma 3, that V ′1,F ′1, W ′1, . . . ,W ′i−1, V ′i ,F ′i ,W ′i ,V ′i+1,F ′i+1 satisfy D1–
D10.
Also, from Lemma 3 we see that the families V ′i+1,F ′i+1,W ′Bi+1,W ′Si+1, satisfy (i)–(iv),
(5), (11), and (12).
In order to complete the inductive proof it is left to show that (32) and (33) are true with
i replaced by i + 1.
Now (11) reads as
F ′i+1 = F ′i ∪
{
BdW : W ∈W ′Si
}∪{
(BdWF )∩ V ′1, (BdWF )∩ V ′2: F ∈F ′i , WF ∈W ′Bi , V ′1,V ′2 ∈ V ′i , V ′1 = V ′2,
WF ⊆ V ′1 ∪F ∪ V ′2
}
.
By the inductive hypothesis F ′i ⊆F ′si ⊆F ′si+1 , since si < si+1.
BdΩ ′i ∈Fri+1 ⊆Fsi+1 , since ri + 1< si+1; and Ω ′i is the only element of W ′Si .
For F ∈F ′i and V ′1,V ′2 ∈ V ′i , such that V ′1 = V ′2,WF ⊆ V ′1 ∪ F ∪ V ′2, where WF ∈W ′Bi ,
we haveWF =WF,si ∈WBsi . If V1,V2 ∈ Vsi and F = BdV1∩BdV2 we have already shown
that BdWF,si ⊆ V1 ∪ V2 (37).
Since Vsi refines V ′i (33), it follows that either V1 ⊆ V ′1 and V2 ⊆ V ′2, or V1 ⊆ V ′2
and V2 ⊆ V ′1. Assume the first case (V1 ⊆ V ′1 and V2 ⊆ V ′2). Then (BdWF,si ) ∩ V ′1 =
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(BdWF,si ) ∩ V1 ∈ Fsi+1 by (11) and (BdWF,si ) ∩ V ′2 = (BdWF,si ) ∩ V2 ∈ Fsi+1. Using
Fsi+1 ⊆Fsi+1 , we see that elements of F ′i+1 of the third type also belong to F ′si+1 .
Therefore F ′i+1 ⊆F ′si+1 is proved.
Since Vsi+1 refines Vsi+1 ((1) of Lemma 1) in order to prove that Vsi+1 refines V ′i+1, it
suffices to show that Vsi+1 refines V ′i+1.
Using (12) for Vsi+1 and V ′i+1 we get
Vsi+1 =WSsi ∪WRsi ∪
{
V ∩W : V ∈ Vsi ,W ∈WBsi , V ∩W = ∅
}
,
V ′i+1 =W ′Si ∪W ′Ri ∪
{
V ∩W : V ∈ V ′i ,W ∈W ′Bi ,V ∩W = ∅
}
.
Let Ω ∈ WSsi ∪ WRsi . Then there is V ∈ Vsi , such that Ω ⊆ V by D5 and D6. Let
V ′ ∈ V ′i , V ⊆ V ′ (by the inductive assumption Vsi refines V ′i ).
If Ω ⊆Ω ′i , then observe that Ω ′i ∈W ′Si ⊆ V ′i+1.
If Ω ⊆ X\ClΩ ′i , then Ω ⊆ V ′\Cl(W ′Si ∪W ′Bi ) ∈W ′Ri , since Ω is disjoint with ClW
for any W ∈WBsi , hence for any W ∈W ′Bi , too (see (34)).
By (28), these are the only possibilities.
Now, let V ∈ Vsi , W ∈WBsi ,Ω = V ∩W = ∅. Let V ′ ∈ V ′i , V ⊆ V ′ and let F ∈Fsi ,W =
WF,si . By (30), W ⊆Ω ′i ,W ⊆X\ClΩ ′i , or F = BdΩ ′i .
If F ∈F ′i , then Ω ⊆ V ′ ∩W ∈ V ′i+1, since V ′ ∈ V ′i and W ∈W ′Bi (34).
If F ∈Fsi\F ′i , then W /∈W ′Bi (see (34)) and we have several subcases.
– If W ⊆Ω ′i , or F = BdΩ ′i (i.e., W =WBdΩ ′i ,si ) and V ⊆Ω ′i , then Ω ⊆Ω ′i ∈W ′Si ⊆V ′i+1.
– If W ⊆ X\ClΩ ′i , or F = BdΩ ′i (i.e., W =WBdΩ ′i ,si ) and V ⊆ X\ClΩ ′i , then Ω =
V ∩W ⊆ V ′\Cl(W ′Si ∪W ′Bi ), since W is disjoint with ClW ′ for anyW ′ ∈WBsi \{W },
and W /∈W ′Bi . The right-hand side set belongs to W ′Ri , hence to V ′i+1.
This completes our inductive proof.
It remains only to show that D11 and D12 hold, too.
Let F ∈F ′i . Then F ∈Fsi , and by D11 for the original families F =
⋂∞
k=si+1WF,k . But
F ⊆⋂∞l=i+1 W ′F,l =⋂∞l=i+1WF,sl = F , since WF,si+1 ⊇WF,si+2 ⊇ · · · .We have used the
following fact: WF,k+1 ⊆ V1 ∪F ∪ V2 =WF,k , by D8, (11) and (12).
In the next lines of the proof we need again the second index j , since it is essential in
D12. Using Lemma 4 and the fact that F ′1,j = ∅, we get
BdW ′i,j ⊆
⋃
F ′i+1,j ⊆
⋃
Fsi+1,j = BdW1,j ∪ · · · ∪BdWsi+1−1,j ,
which is disjoint with Xj , by D12 for the original families. ✷
4. The final modification and indexing
In [5,6] we have constructed an indexing of elements of Wi,j by juxtaposing in each
step an element not used before to the indexes of the previous step (roughly speaking). We
were able to do that rather freely, since elements still not used before a specific step were in
abundance—the infinity of Λ was essential in that approach. But now we wish to use only
1, 2, and 3 as elements that may be juxtaposed, i.e., Λ= {1,2,3}. It easily can be seen that
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it cannot be done in the same way, by juxtaposing one symbol to each existing index. So,
in this section we will show how indexing having properties similar to those of [5, p. 358],
can be constructed by juxtaposing pairs of ciphers 1, 2, 3 at each step.
Let us note that in [5,6] in the case of the non-modified families, the indexing of the fam-
ilies V∗i,j played only an auxiliary role, and that an indexing of elements of W∗i,j was used
instead. Meanwhile we have realized that the whole construction is simplified by using V∗i,j
as the principal families, while still enabling us to obtain the same goal—the description
of an embedding.
The idea of juxtaposing pairs will not necessarily be applicable to the sequences
V ′i,j ,W ′i,j ,F ′i,j obtained in Section 3, so we are going to modify them and simultane-
ously construct the required indexing of the modified sequences V∗i,j , so as to satisfy (for
all j ∈ J ; see Theorem 2): 8
I1 Each element of V∗2,j is indexed by an element of Λ. Each element of V∗i,j , i  3,
is indexed by an element of Λ2i−4.
I2 Let i  2 and F ∈ F∗i,j\F∗i−1,j . If F = BdV1 ∩ BdV2 = ∅, for V1,V2 ∈ V∗i,j ,
V1 = V2, then V1,V2 are indexed either by
(A) (λ1, . . . , λk,µ), (λ1, . . . , λk, ν),µ = ν, or by
(B) (λ1, . . . , λk,µ, ν), (λ1, . . . , λk, ν,µ), µ = ν.
For any k > i , let F = Bd V˜1 ∩Bd V˜2, V˜1, V˜2 ∈ V∗k,j .
Suppose V˜1 ⊆ V(λ1,...,λk,µ) and V˜2 ⊆ V(λ1,...,λk,ν) (in case (A)) or V˜1 ⊆ V(λ1,...,λk,µ,ν)
and V˜2 ⊆ V(λ1,...,λk,ν,µ) (in case (B)). Then V˜1 is indexed by (λ1, . . . , λk,µ, ν, . . . ,
ν) ∈Λ2k−4, and similarly V˜2 is indexed by (λ1, . . . , λk, ν,µ, . . . ,µ) ∈Λ2k−4.
I3 If V ∈ V∗i,j , i  3, is indexed by an index having more than two identical ciphers
at the end, then there is an F ∈ F∗k,j , k < i , such that F = BdV1 ∩ BdV2 =
∅,V1,V2 ∈ V∗i,j , V1 = V2 and either V = V1 or V = V2.
I4 If V ∈ V∗i,j , i  2, is indexed by (λ1, . . . , λl), and if V ′ ∈ V∗k,j , k > i , is indexed
by (µ1, . . . ,µ2k−4), then V ′ ⊆ V implies (λ1, . . . , λl)= (µ1, . . . ,µl).
Theorem 3. Let X be a separable metric space of dimension n and X =X1 ∪ · · · ∪Xn+1
a given partition of X into 0-dimensional subspaces, and let J = {j ∈ {1, . . . , n+ 1}: {i ∈
N: WSi,j = ∅} is infinite} ⊆ {1, . . . , n+ 1}.
If V ′i,j ,F ′i,j ,W ′i,j , i ∈ J , are families obtained by Theorem 2 satisfying V ′1,j = {X} and
F ′1,j = ∅, then there are families V∗i,j ,F∗i,j ,W∗i,j , i ∈ N, j ∈ J , which satisfy D1–D12,
except D6 and the discreteness of W∗Ri,j in D3. Furthermore
∀i ∈N,∀j ∈ J, W∗Si,j =W ′Si,j = {Ω ′i,j }.
Also, for each j ∈ J , the families V∗i,j , i ∈N, are indexed by indexes satisfying I1–I4.
8 I stands for indexing.
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Proof. Fix a j ∈ J .
For simplicity of notation, we shall omit the second index J through the proof.
Let V∗1 = V ′1 = {X},F∗1 = F ′1 = ∅,W∗1 =W ′1 = {Ω ′1,X\ClΩ ′1}, V∗2 = V ′2 =W ′1,F∗2 =
F ′2,W∗2 =W ′2,V∗3 = V ′3,F∗3 =F ′3.
Since the set V∗2 has only two elements, they may be indexed by, say, 1 and 2. Fig. 4
shows the indexing of V∗2 and V∗3 in the case when Ω ′2 ⊆ V2. In the only remaining case
Ω ′2 ⊆ V1 the indexing is obtained analogously. One easily checks I1–I4.
Note that this is not the only possible case, but it is the most general, in the following
sense: for example, it may happen that Ω ′1 = X. In this case we simply omit that part of
Fig. 4 which representsX\ClΩ ′1 and simultaneously simplify some of the above formulas.
Also, it may happen that some (parts of) boundaries are empty, e.g., F ′2 = ∅ if V1,V2 are
two open disjoint sets. Again, we simply omit such sets F and boundary sets obtained
from these sets F . For example, we shall have only V(1,3), V(2,2) and V(2,3), if F ′2 = ∅
(when Ω ′1 =X,Ω ′2 = V2).
In the rest of the proof we shall treat only the most general case, without pointing out
such simpler subcases.
Suppose that i  3,V∗1 ,F∗1 ,W∗1 , . . . ,W∗i−1,V∗i ,F∗i , and an indexing of the elements of
V∗1 , . . . ,V∗i−1 were obtained so that all the properties required by Theorem 3 hold true.
Also we assume some additional properties that are important in justifying the inductive
step and the whole construction. These properties are:
members of F∗i , for i  3, are unions of subfamilies of F ′3i−6, (39)
W∗Sk refines V∗k , (40)
Fig. 4. Indexing of V∗2 and V∗3 .
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F∗k+1 = F∗k ∪
{
BdW = ∅: W ∈W∗Sk
}∪{
(BdWF ) ∩ Vκ = ∅, κ = 1,2: F ∈F∗k , WF ∈W∗Bk , V1,V2 ∈ V∗k ,
V1 = V2, WF ⊆ V1 ∪ F ∪ V2
}
, (41)
and
V∗k+1 =W∗Sk ∪W∗Rk ∪
{
V ∩W : V ∈ V∗k ,W ∈W∗Bk ,V ∩W = ∅
}
, (42)
for all k < i .
All these properties are true for i  3 (see the definitions above) and it will be verified
in the sequel that they are preserved by the inductive step.
We shall follow the general scheme of the proofs of Theorems 1 and 2.
First we construct W∗i .
Define W∗Si =W ′Si = {Ω ′i}.
Now we define
W∗Bi =
{⋃
F∈G
WF,3i−6: G ⊆F ′3i−6,
⋃
G ∈F∗i
}
, (43)
whereWF,3i−6 denotes the element ofW ′3i−6 containingF and G runs through subfamilies
of F ′3i−6 from (38). Formula (42) means that the modified boundary sets are finite 9 unions
of appropriate original boundary sets.
W∗Ri will be defined later, since the indexing must be taken into account.
By the inductive assumption, we may assume that the elements of V∗i are indexed by
(2i − 4)-tuples (λ1, . . . , λ2i−4) ∈ {1,2,3}2i−4.
Now choose an element U of V∗i . We distinguish three cases.
Case 1. Let U be indexed in such a way that two last ciphers are different. This is
illustrated on Fig. 5, on which we have chosen values 2 and 3 for these two ciphers. Because
all other possibilities can be obtained from this one simply by permuting 1,2,3, we are not
losing generality. So, on Fig. 5, U is denoted by (λ1, . . . , λk,2,3), where k is used instead
of 2i − 6, in order to simplify notation, and to unify it with the notation in Case 2.
The set U may have common boundary points with at most three other elements
from V∗i , i.e., with the sets indexed by (λ1, . . . , λk,2,1), (λ1, . . . , λk,2,2), and (λ1, . . . ,
λk,3,2). This fact will follow inductively and will be obvious when V∗i+1 and its indexing
is constructed.
From this observation it follows that Fig. 5(a) represents U and its neighboring sets in
the most general setting.
ClΩ ′i is either a subset of U , or is disjoint with ClU .
Fig. 5 illustrates the case when ClΩ ′i ⊆ U , and when U has common boundary points
with 3 other sets from V∗i . If there are fewer than 3 sets having common boundary points
with U , or if ClΩ ′i ⊆ U , then we simply omit that missing set from the picture. In these
cases it is possible to find a different, simpler indexing, but we shall not do this, since it is
unnecessary, and it would make our exposition more complicated.
9 The families G are, of course, finite, since F ′3i−6 is finite.
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Fig. 5. The first case.
Fig. 5(a) shows U indexed by (λ1, . . . , λk,2,3) together with all three neighboring
sets; they are indexed by (λ1, . . . , λk,2,1), (λ1, . . . , λk,2,2), and (λ1, . . . , λk,3,2). The
horizontal segments denoted by F1,F2, and F3, represent elements of F∗i of the form
BdU ∩BdV , where V runs through these three neighboring sets.
Ω ′i is shown on Fig. 5(b), together with all other elements of W∗i intersecting U . In
(42) it already has been explained how we obtain boundary elements α,β, γ containing
F1,F2,F3. The remaining four sets on Fig. 5(b) (i.e., the sets A,B,C,D) are, by our
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definition, those members ofW∗Ri which intersectU (i.e., we are definingW∗Ri just now!).
Now, it is clear that we have lost the discreteness of W∗Ri .
We define A,B,C,D as follows. The set A is the union of all sets M satisfying
M ∈ V ′3i−5,M ⊆ U,BdM ∩ (Bdβ ∪ BdΩ ′i ) = ∅, and M ∩ (β ∪Ω ′i ) = ∅. The set A is
represented on Fig. 5(b) as the union of two pieces. Note that some other sets may also
be unions of several elements of corresponding families of type V ′ or W ′, even if they are
drawn as one connected piece on Fig. 5. The same remark applies to the F ’s.
Therefore, on Fig. 5 we use the special symbol “∈”, meaning “is a finite union of
elements of”. The same comment applies to Fig. 6.
The set D is the union of all sets M satisfying M ∈ V ′3i−5, M ⊆ U , BdM ∩ Bdγ = ∅,
and M ∩ γ = ∅.
C is the union of all sets M satisfying M ∈ V ′3i−4, M ⊆ U , BdM ∩ BdD = ∅, and
M ∩D = ∅.
B is the set difference U minus the closures of all the other mentioned sets.
Fig. 5(c) shows the indexing of all members of V∗i+1, obtained from U , described later.
Case 2. Let U be indexed in such a way that the two last ciphers are equal and that
altogether at least two different ciphers are used. This is illustrated on Fig. 6. Everything is
analogous to Case 1, only indexes are appropriately changed, according to the number of
appearances of the last cipher (on Fig. 6 we have shown an example where the last cipher 3
appears three times).
Case 3. Let U be indexed in such a way that all ciphers are equal.
This case is much simpler, since there are at most two other members of V∗i having
common boundary points with U . Therefore, we may use essentially the same solution as
in Case 2, but without the most troublesome right-hand side part of it (see Fig. 7).
Note that, since no constant m-tuples appear in V∗i+1, Case 3 in fact actually cannot
happen, except in V∗3 , where (2,2) appears.
The family W∗Ri is obtained by the above description, when U varies through V∗i .
Then, we define
W∗i =W∗Si ∪W∗Bi ∪W∗Ri . (44)
Now, we define
V∗i+1 =
{
V ∩W : V ∈ V∗i ,W ∈W∗i , V ∩W = ∅
}
,
and
F∗i+1 =
{
BdV1 ∩BdV2: V1,V2 ∈ V∗i+1,V1 = V2,BdV1 ∩BdV2 = ∅
}
.
Fig. 5(c) shows the members of V∗i+1 of the type U ∩W,W ∈W∗i ,U ∩W = ∅, where
U is the element of V∗i , presented on Fig. 5(a).
Figs. 6(c) and 7(c) show the analogous sets for Cases 2 and 3.
It is now obvious, but it requires a certain amount of work to check, that the indexing of
V∗i+1 satisfies all the required properties I1–I4.
Therefore, it only remains to settle the properties of the families.
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Fig. 6. The second case.
Now we prove that W∗Si refines V∗i , having in mind that the same procedure we used
to construct W∗i and V∗i+1 was used in construction of W∗k−1, V∗k from V∗k−1, for all
k,3< k  i .
Ω ′i is either disjoint with all the elements of V ′1, . . . ,V ′i used in all previous steps of our
construction, or is contained in some of them. This follows from the fact that the element
of V ′i containing Ω ′i (which exists by D5) is related in the same way to the elements of
V ′1, . . . ,V ′i .
Also, Ω ′i is disjoint with all the elements of V ′i+1, . . . ,V ′3i−7 used in all previous steps
of the construction, since all of them are created by splitting elements of V ′i+1 which
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Fig. 7. The third case.
are disjoint with Ω ′i . Therefore, Ω ′i is disjoint with all elements of W∗Bi−1 (in fact, with
their closures). From this observation it follows that Ω ′i is a subset of an element of
W∗Si−1 ∪W∗Ri−1. By (41),W∗Si−1 ∪W∗Ri−1 ⊆ V∗i . It follows that W∗Si refines V∗i .
All other properties are obvious.
Note that the small sets are still globally preserved, i.e.,
∀j ∈ J,
⋃
i∈N
W∗Si,j =
⋃
i∈N
WSi,j . ✷ (45)
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5. The embedding theorem
Using the indexing constructed in the previous section we prove
Theorem 4. Ln(3) = {x ∈ Σ(3)n+1: at least one coordinate of x is irrational} is a
universal space for the class of all n-dimensional separable metrizable spaces.
Proof. The proof is very much like the one in [5].
Let X be an n-dimensional separable metric space. Let X1, . . . ,Xn+1 be pairwise
disjoint 0-dimensional subspaces of X such that X =X1 ∪ · · · ∪Xn+1, and let the families
V∗i,j , i ∈N, j ∈ J , be obtained and let their elements be indexed as explained in Theorem 3.
Recall that J = {j ∈ {1, . . . , n+ 1}: {i ∈N: WSi,j = ∅} is infinite}, as defined in the text of
Theorem 2.
An element V(λ1,...,λk) of V∗i,j will be denoted here by V j(λ1,...,λk), for the sake of
emphasis, since we now simultaneously use all the families.
Let j ∈ J be fixed.
To a point x ∈X\⋃i∈N(⋃F∗i,j ), a unique sequence λ1, λ2, . . . may be assigned in such
a way, that x ∈ V j(λ1,...,λk) for any applicable k (i.e., for k = 1 or for any even k), by I4.
If x ∈ F ∈ F∗i,j\F∗i−1,j , i  2, where F = BdV1 ∩ BdV2 = ∅, V1,V2 ∈ V∗i,j , V1 = V2,
and where then V1,V2 are indexed according to I2, then [λ1, . . . , λk,µ, ν, . . . , ν, . . .] =
[λ1, . . . , λk, ν,µ, . . . ,µ, . . .] is assigned to x .
Then, ψj :X→ Σ(3) = J (3) (J (3) and Σ(3) are identified via χ in (3)), j ∈ J , is
defined by
ψj (x)= [λ1, . . . , λk, . . .]
in the first case, and
ψj (x)= [λ1, . . . , λk,µ, ν, . . . , ν, . . .] = [λ1, . . . , λk, ν,µ, . . . ,µ, . . .]
in the second case.
It is obvious that the function is well-defined and that points belonging
⋃
i∈N(
⋃F∗i,j )=⋃
i∈NBdW∗i,j are mapped to rational points, and all other points to irrational points of
Σ(3) (by I3 and D11).
ψj is continuous for each j .
Namely, if x ∈⋃i∈N(⋃F∗i,j ), then from
x ∈ F = BdV j(λ1,...,λl−1,µ,ν,...,ν︸︷︷︸
m0−l
) ∩BdV j(λ1,...,λl−1,ν,µ,...,µ︸ ︷︷ ︸
m0−l
)
for some m0, it follows that
V
j
(λ1,...,λl−1,µ,ν,...,ν︸︷︷︸
m−l
) ∪ F ∪ V j(λ1,...,λl−1,ν,µ,...,µ︸ ︷︷ ︸
m−l
)
is a neighborhood of x , for any even m>m0.
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For each y from that neighborhood, ψj (y) has a representative having the first m
coordinates equal to the first m coordinates of a representative of ψj (x). Hence, by (1)
ψj (x),ψj (y) ∈ ϕλ1 ◦ · · · ◦ ϕλmΣ
where
(λ1, . . . , λm)= (λ1, . . . , λl−1,µ, ν, . . . , ν)
or
(λ1, . . . , λm)= (λ1, . . . , λl−1, ν,µ, . . . ,µ)
and therefore d(ψj (x),ψj (y)) diamΣ/2m.
If x belongs to no boundary, the same reasoning applies to the member of V∗m,j
containing it.
Let K = {1, . . . , n+ 1}\J . If j ∈K , then ψj is defined to be an irrational constant.
Let ψ = (ψ1, . . . ,ψn+1) :X→Σ(3)n+1.
We are going to prove that ψ is an embedding by showing that the family ψ1, . . . ,ψn+1
distinguishes points and closed sets.
If K = ∅, then for any j ∈ K = {j ∈ {1, . . . , n + 1}: {i ∈ N: WSi,j = ∅} is finite}, let
Nj = max{i ∈ N: WSi,j = ∅}, if {i ∈ N: WSi,j = ∅} is nonempty. If {i ∈ N: WSi,j = ∅} is
empty, let Nj = 1. Then let N =max{Nj : j ∈K}.
If K = ∅, then let N = 1.
Let F be a closed nonvoid subset of X and x ∈X\F . Then d(x,F ) > 0 and there is an
i > N such that 1/i < d(x,F ).
Then, there is a j ∈ {1, . . . , n+ 1} and a W ∈WSi,j , such that x ∈W , by D13. By D12
diamW < d(x,F ). Hence, F ∩ClW = ∅. From the choice ofN and i it follows that j ∈ J ,
and by (44) we see that W ∈W∗Sk,j for some k. Hence W ∈ V∗Sk+1,j by (41). Therefore
W = V j[λ1,...,λm], where m k. By the definition of ψj and (3) it follows that
ψj (x) ∈ ϕλ1 ◦ · · · ◦ ϕλmΣ.
Let us point out once again that J (3) and Σ(3) are identified via χ given in (3). ψj (x)
is not a vertex of the triangle ϕλ1 ◦ · · · ◦ ϕλmΣ , since only elements from
⋃F∗k,j and
elements from BdW∗k,j may be mapped to the vertices of the triangles of Σm. Since
y /∈ ClW ⇒ψjy /∈ ϕλ1 ◦ · · · ◦ ϕλmΣ it follows (from F ∩ClW = ∅) that
ψj (F )∩ ϕλ1 ◦ · · · ◦ ϕλmΣ = ∅.
Since the closure of the complement of ϕλ1 ◦ · · · ◦ ϕλmΣ intersects ϕλ1 ◦ · · · ◦ ϕλmΣ in the
vertices of the triangles of Σm, it follows that ψj(x) /∈ Clψj(F ).
If K = ∅, ψ(x) is obviously in Ln(3) for each x ∈X, by definition of ψj for j ∈K .
IfK = ∅,ψ(x) ∈ Ln(3) for each x ∈X, since ψj (x) is rational⇔ x ∈ BdW∗i,j for some
i , and that implies x /∈Xj (by D12), and the rationality of all coordinates of ψ(x) would
imply that x belongs to no Xj . That contradicts X =X1 ∪ · · · ∪Xn+1.
Therefore, we have proved that ψ(X)⊆ Ln(3). ✷
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Corollary 1. Ln(3) is a universal space for the class of all separable metrizable spaces of
dimension  n.
Proof. Let dimX =m< n. Then X is embedable into Ln(3), which is in turn obviously
embedable into Ln(3) (say by fixing the last n−m coordinates). ✷
Though the following corollary follows trivially, it may be of interest in its own:
Corollary 2. Any n-dimensional separable metrizable space X can be embedded into a
product of n+ 1 one-dimensional metric compacta.
Proof. Ln(3)⊆Σ(3)n+1. ✷
6. A sharper version of the embedding theorem
Using the same method of modification and indexing of decompositions, starting
from V1,j ,F1,j obtained from inverses of sufficiently small triangles (details will appear
elsewhere [7]), one may prove
Theorem 5. Let X be any separable metric space, dimX  n, and f :X→Σ(3)n+1 any
continuous mapping. Then for any ε > 0 there is an embedding
ψ :X→Ln(3)⊆Σ(3)n+1
such that
d(f,ψ) ε (i.e. ∀x ∈X,d(f (x),ψ(x)) ε).
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