Evaluation of aging infrastructure has been a world-wide concern for decades due to its economic, ecological and societal importance. Existing structures usually have large amounts of unknown reserve capacity that may be evaluated though structural identification in order to avoid unnecessary expenses related to the repair, retrofit and replacement. However, current structural identification techniques that take advantage of measurement data to infer unknown properties of physics-based models fail to provide robust strategies to accommodate systematic errors that are induced by model simplifications and omissions. In addition, behavior diagnosis is an ill-defined task that requires iterative acquisition of knowledge necessary for exploring possible model classes of behaviors. This aspect is also lacking in current structural identification frameworks. This paper proposes a new iterative framework for structural identification of complex aging structures based on model falsification and knowledge-based reasoning. This approach is suitable for ill-defined tasks such as structural identification where information is obtained gradually through data interpretation and insitu inspection. The study of a full-scale existing bridge in Wayne, New Jersey (USA) confirms that this framework is able to support structural identification through combining engineering judgment with on-site measurements and is robust with respect to effects of systematic uncertainties. In addition, it is shown that the iterative structural-identification framework is able to explore the compatibility of several model classes by model-class falsification, thereby helping to provide robust diagnosis and prognosis.
Introduction 1
Due to conservative strategies that are fueled by high risks associated with the construction of large civil 2 structures, most structures today have significant amounts of unknown reserve capacity. In the context of 3 in complex civil structures, modeling uncertainties are often biased and correlated spatially. In addition, 23 defining a statistical model of errors that is not compatible with the true errors leads to biased diagnostics 24 and prognosis [3, 14] . While Bayesian inference may provide useful support when statistical model of errors 25 is known, it is not robust when aspects such as correlations cannot be quantified.
26
For the purposes of this paper a model class is defined as a parameterized physics-based model, where 27 parameters are variables whose values need to be identified. Models are instances of model classes. In an adequate description of modeling uncertainties associated with the model class [4, [19] [20] [21] [22] , proposals for 37 robust alternatives to existing approaches are lacking. 38 and Smith [3] have observed that EDMF can identify when initial assumptions related to the model class 48 are erroneous by falsifying all model instances, taking advantage of this characteristic for exploring possible 49 model classes of complex structures has not been studied.
50
Choi and Beven [24] have also observed that model falsification could serve to point out model deficiencies model instances. Also, in the field of geology, Cherpeau et al. [27] proposed a fault-scenario falsification 57 approach using a misfit threshold. However in such examples, systematic errors were not included explicitly.
58
In the field of civil engineering, structural identification processes are often based on residual minimization (step 1) of the structure from which an a-priori model is developed in order to design in-situ experiments.
63
The data collected is then processed and used to identify the system for subsequent prediction by simulation 64 (step 6). In spite of the original intention by Moon and Aktan [32] for step 6 to iterate back to step This paper presents a new structural identification framework based on an iterative falsification process 71 and knowledge-based reasoning. This framework is illustrated for the structural identification of a complex 72 bridge structure where several uncertainties related to the structural behavior prevents its unidirectional 73 3 identification. It is demonstrated that the iterative structural identification framework is able to explore 74 compatibility of several model classes of the structure by falsifying inadequate model classes. Thus, this 75 approach is able to make diagnosis and prognosis of the structural conditions using engineering heuristics 76 and on-site measurements, and is robust to modeling systematic uncertainties.
77
Section 2 describes the iterative structural identification framework along with the tasks to be performed.
78
Section 3 presents the steps of the framework applied to a full-scale bridge and a discussion of the resulting 79 diagnosis and of the possibility of making prognosis. reasoning, knowledge is acquired by new information obtained using data-interpretation tools [34] . Through 87 these tools, the engineer may test his knowledge and his hypotheses against observations.
88
Diagnosis tasks are usually solved through a process of hypothesis generation and testing. Hypotheses are 89 generated at an early stage from a basic knowledge acquired from limited information. While an early-stage 90 hypothesis may be revised or discarded if subsequent data fail to confirm it, it is likely that at least some 91 hypotheses are correct. Hypotheses are used to organize engineering knowledge and they help to reduce the 92 size of diagnosis task search space. Because it would not be possible to guide an efficient diagnosis task 93 without some hypothetical purpose, hypotheses serve to transform an open-world ill-defined task into a set 94 of well-defined deductive tasks. This process is done iteratively while gradually acquiring knowledge from 95 new observations and from rejected hypotheses.
96
In this context, the structural identification framework is governed by the principle of falsification, which 97 has been well known by scientists for centuries. However, this principle has only been popularized in the converge upon a correct diagnosis using several model classes.
108
In Figure 1 , an iterative identification process is illustrated where the engineer is in the center of the 109 process. Six tasks are necessary for supporting engineers; modeling, in-situ inspection, monitoring, model 110 falsification, diagnostics and prognosis. The engineer starts anywhere and at any stage, and he might go 111 back to previous steps. Tasks are carried out iteratively and the direction taken for the next step is based 112 on engineering decisions based on either the information available at the current step or his knowledge.
113
Data-interpretation tools are available to help engineers solve each task. and nondestructive testing (NDT).
114
The operating principles of this framework are:
115
• The process is guided by the engineer who performs tasks and decides the next task to perform based 116 on his knowledge and the information acquired in the current and previous tasks. It is likely that he 117 would have to perform a task several times.
118
• Based on the principle of parsimony (Ockham's razor), simpler model classes are preferred over more 119 complicated classes.
120
• Model falsification may lead to the conclusion that modeling assumptions are not compatible with 
128
• Following iteration, diagnostics and prognosis are typical terminal tasks. Thus, after these tasks,
129
robustness of the results and future performance of the structure are evaluated. variables in order to select those having the most importance to be identified [39, 40] Measurement-system-design (MSD) strategies such as [44, 46] may be used to guide the choice of mea-173 surement locations. However, redundancy in the monitored locations is required in order to prevent the loss 174 of erroneous measurements. In addition, when performing static load tests, it is preferable to take measure-175 ments for several load configurations in order to increase information related to the structural behavior.
176
This task also involves the choice of a subset of measurements to be compared with model predictions.
177
Subsets of measurements are usually used in a first step to limit computational demand for preliminary 178 comparison. As knowledge is acquired, the size of measurement sets may increase. 
and between a characteristic response and a measurement is
The joint PDF f Uŷ (uŷ) describing the measurement error is in common cases estimated from repeated cal- 
209 where u i,low and u i,high are threshold bounds defining the shortest intervals including a probability φ 
211
In addition, the number of model instances in the candidate-model set is n Ω * and each instance is equally 212 likely to be the correct representation of the structure.
213
All model instances that have been falsified are assigned a probability of 0 so that
and all model instances belonging to the candidate-model set are assigned a constant probability uncertainties V gκ that should be taken into account when comparing model predictions with measurements.
236
The secondary parameter uncertainties are given by 
244
In this way, systematic and zero-mean random modeling uncertainties are included in the model-falsification 245 process. Note that usually, the simpler the FE model, the greater the variance of the modeling uncertainty
246
U gκ , which cannot be reduced using model falsification. Conversely, the random uncertainty associated with 247 primary parameters θ is reduced by the information provided by measurements. determined. This solution may be used to confirm assumptions about the structural behavior that were 260 made during the modeling task and thus increase the knowledge of the structural behavior.
261
Robustness-evaluation techniques may be used to determine the diagnostic sensitivity to conditions such based on the candidate models obtained using EDMF. The prediction of a quantity q j at n q locations of a 283 structure is given by
in agreement with Eq. (1), where Θ * κ is described by the PDF
287 that is based on Eq. (4) and (5). Thus, Q j is a random variable describing the distribution of the predicted 288 quantity q j that is obtained by the combination of the predictions of random candidate-model instances 289 and the distribution of modeling uncertainties associated with model class G κ at the j th prediction location,
290
U j,gκ . The lower and the higher threshold bounds of Q j are then determined based on the target prediction 291 reliability φ p ∈ [0, 1] usually set at 0.95. They define the shortest intervals including a probability φ 2 is used to perform this task. 15 also parametrized. These sources and there statistical models are displayed in Table 1 
372
The other sources of uncertainty that cannot be included in the FE model are estimated using engineering 373 judgment with respect to model predictions generated with the mean value of the parameters #1 to #7. These sources listed in Table 1 set is generated based on a uniform sampling for which the range given in Table 1 is divided into 11 intervals 403 for both parameters, leading to a set Ω 1 = {Θ 1 } of n Ω1 = 144 model instances. Using n y = 24 displacement 404 measurements of load cases LC-2 and 5 (in x kl , l ∈ {2, 5}). Only a subset of the measurement data set is 405 used to reduce the computing demand of the initial iteration.
406
This process leads to the complete falsification of the initial model set and thus the falsification of model 407 class G 1 . As a result, no diagnostic can be provided and a likely error is present in assumptions that led to 408 model-class building. In the next step of the identification process, the engineer decides to include the components observed 420 during in-situ inspection in a new model class G 2 . The FE model is modified to incorporate the orthotropic 421 deck and a vertical spring with unknown stiffness under the support where the pier cap crack is located.
422
The spring stiffness is another uncertain parameter that adds to the other modeling uncertainties. A similar 423 study of the relation parameter value to displacement response as the one of the rotational spring stiffness
424
(see Figure 9 ) is undertaken. 
where U g2 is then used for the determination of f Uc (u c ). Candidate-model predictions of LC-1 and LC-5 lay outside the region bounded by the thresholds for 457 sensor D-3-3. These predictions reflect an over-stiff behavior of the candidate models for these locations. 
478
From the severe corrosion of the bearing devices that is observed during in-situ inspection and the high 479 influence of the stiffness in the displacement response of the bridge, it can be deduced that non-linear springs and ϕ the rotation value for which the stiffness changes from C 1 to C 2 . Based on the behavior 493 observed in Figure 11 , the value of C 1 may be higher or lower than the value of C 2 and may be different 
498
In order to identify the bearing stiffnesses having the main influence in the bridge response and thus 499 reduce the number of parameters θ, a sensitivity analysis is carried out by varying the stiffness value of 500 all bearings. Table 3 presents the relative importance of the stiffness parameter for each bearing device 
505
As a result, the identification parameters of the new model class G 3 includes only the stiffness parameters 506 of the skewed side and thus, the unknown parameters of the bilinear model are selected only for these bearings.
507
This reduces the number of parameters to identify from 49 to 25 (i.e. C 1 , C 2 and ϕ for each bearing on 508 the skewed side and the Young's modulus of concrete) and θ 3 = [θ rot-1s-C1 , θ rot-1s-C2 , θ rot-1s-φ , . . . , θ conc ] . In bearings rot-1 to rot-8:
Since the number of parameters is too high to generate the initial model set using uniform sampling, Latin- behavior W nl is assumed to follow a uniform PDF with boundaries 0 and either B or C .
539
With this additional source, the uncertainties associated with model class G 4 become 540
The FE model is modified in order to account for linear behavior of the bearings as it was for model class should be carried out due to the high ratio of rejected models. assuming that only one measurement may be erroneous. In the second step, each measurement is removed 558 one by one for every load case since it is likely that an erroneous measurement remains erroneous during 559 other load cases. Thus, for each falsification iteration, a row is removed from the matrix x kl . During the 560 two processes, the number of candidate models obtained for each iteration is stored and the sensitivity to 561 erroneous measurements can be evaluated through the variation in the number of candidate models. values confirms that they are likely unequal due to the difference of their deterioration state.
582
Note that this sensitivity study is also carried out for model class G 1 to G 3 in order to guarantee that 
Prognosis and next steps

586
In the next step, since the diagnostics is adequate, the 193 candidate models are used to predict displace-587 ment for LC-4 and LC-6 and to verify the diagnostics. To do this, the procedure presented in Section 2.6 588 is employed with φ p = 0.95. In Eq. (8), the uncertainty term U j,gκ is U j,g4 − U j,ŷ , including the measure- is revealed between the initial-model-set and candidate-model-set predictions. However, even after identifi-594 cation the prediction range is large (between −6 and −13 mm). This is due to the modeling uncertainties 595 that include the non-linear behavior uncertainty which has a high influence, as presented in Table 4 .
596
This 
601
Note also that using the measurements of all load cases (LC-1 to LC-6), model falsification leads to 602 the same 4 candidate models obtained using only four load cases. This shows that the four load cases are 603 sufficient to identify the structural behavior of this bridge.
604
Assuming that a prognosis of the remaining fatigue life is required, it is likely that the prognosis perfor-605 mance will be inadequate by extrapolating results from Figure 16 . Indeed, the uncertainty associated with 606 the predictions is too large and the source of uncertainty that is responsible for this is difficult to estimate 607 for conditions other than those prevailing during monitoring due to the lack of knowledge of the true bearing 
617
In such situations, the engineer should compare the costs of both scenarios. Scenario II could be more 618 appropriate since bearing devices are likely to be replaced as a result of scenario I. 
Summary and discussion
620
This example demonstrated that an iterative process is necessary for acquiring important information and 621 knowledge to perform structural identification. Figure 17 summarizes Bridge presents a partial structural identification process, it illustrates the process of the engineer acquiring 624 knowledge to make better decisions regarding structural health management. Indeed, starting with a naive 625 model class originating from his basic knowledge, the iterative process increased the engineer's knowledge 626 of the structural behavior to a state at which a decision is possible. As shown in Table 5 , each iteration 627 increases the knowledge acquired either by raw information on the structure or interpreting measurement 628 data. Table 1 .
629
29
In such a process, the falsification perspective and engineering heuristics play the main role, since they 630 help engineers structure their knowledge through discarding wrong hypotheses about the structural behavior. measurements. Such knowledge may be then helpful for increasing accuracy related to the prognosis task.
640
Lack of precise prognosis originates from the fact that given available knowledge, modeling uncertainty is 641 too high. Further investigation is required to reduce this uncertainty. While a calibrated model may always
642
give an answer, it may not result in reliable structural identification and thus may lead to wrong predictions 643 and unnecessary actions, particularly when extrapolating [3, 14] . 
652
This study leads to the following conclusions:
653
• This approach is able to support structural identification through combining engineering heuristics 654 with on-site measurements and is robust to modeling systematic uncertainties.
655
• The iterative structural identification framework explores the compatibility of several model classes by 656 model-class falsification.
657
• The study of the bridge in Wayne shows that the modeling uncertainty is dominated by complex non- 
