0 and subject to regular boundary conditions (bc), have discrete spectrum. For strictly regular bc, it is shown that every eigenvalue of the free operator L 0 bc is simple and has the form λ
considered with L 2 -potentials v(x) = 0 P (x) Q(x) 0 and subject to regular boundary conditions (bc), have discrete spectrum. For strictly regular bc, it is shown that every eigenvalue of the free operator L 0 bc is simple and has the form λ . Hence, for strictly regular bc, there is a Riesz basis consisting of root functions (all but finitely many being eigenfunctions). Similar results are obtained for regular but not strictly regular bc -then in general there is no Riesz basis consisting of root functions but we prove that the corresponding system of two-dimensional root projections is a Riesz basis of projections.
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Introduction
Spectral theory of non-selfadjoint boundary value problems (BV P ) for ordinary differential equations on a finite interval I goes back to the classical works of Birkhoff [2, 3] and Tamarkin [26, 27, 28] . They introduced a concept of regular (R) boundary conditions (bc) and investigated asymptotic behavior of eigenvalues and eigenfunctions of such problems. Moreover, they proved that the system of eigenfunctions and associated functions (SEAF ) of a regular BV P is complete.
More subtle is the question whether SEAF is a basis or an unconditional basis in the Hilbert space H 0 = L 2 (I). N. Dunford [11] (see also [12] ), V. P. Mikhailov [18] , G. M. Keselman [15] independently proved that the SEAF is an unconditional, or Riesz, basis if bc are strictly regular (SR). This property is lost if bc are R\SR, i.e., regular but not strictly regular; unfortunately, this is just the case of periodic (P er + ) and anti-periodic (P er − ) bc. But A. A. Shkalikov [22, 23, 24] proved that in R \ SR cases a proper chosen finite-dimensional projections form a Riesz basis of projections.
Dirac operators (1.1)
with P, Q ∈ L 2 (I), and more general operators [16] gave sufficient conditions for the completeness and minimality of the SEAF in the case of regular BV P.
The Riesz basis property for 2 × 2 Dirac operators (1.1) was proved by I. Trooshin and M. Yamamoto [29, 30] in the case of separated bc and v ∈ L 2 . S. Hassi and L. L. Oridoroga [14] proved the Riesz basis property for (1.2) when B = a 0 0 −b , with a, b > 0, for separated bc and v ∈ C 1 (I). B. Mityagin [19] , [20, Theorem 8.8 ] proved that periodic (or antiperiodic) bc give a rise of a Riesz system of 2D projections (or 2D invariant subspaces) under the smoothness restriction P, Q ∈ H α , α > 1/2, on the potentials v in (1.1). The authors removed that restriction in [9] , where the same result is obtained for any L 2 potential v. This became possible in the framework of the general approach to analysis of invariant (Riesz) subspaces and their closeness to 2D subspaces of the free operator developed and used by the authors in [4, 5, 6, 7, 8] .
Now we extend these results to Dirac operators with any regular bc, which requires a careful analysis of regular and strictly regular (a la Birkhoff-Tamarkin) bc themselves -Section 3 describes these bc and give explicit form of the SEAF (Lemmas 5, 6, 7) for SR and R \ SR bc in the case of the free Dirac operator. Section 2 reminds the elementary geometry of Riesz bases or Riesz systems of projections in a Hilbert space (see [1, 17, 13] ). In Section 4 and 5 we study the analytic properties of the resolvent
. SR and R \ SR cases differ in some technical details, and Theorems 12 and 14 accordingly take care about localization of L bc 's spectra. Now (Sections 6, 7) the representation of projections as Cauchy-Riesz integrals of the resolvent is used to get Bari-Markus property of the Riesz system for L bc . In the SR case this leads (Theorem 15) to Riesz basis property of the SEAF ; in the R \ SR case the system of 2D projections of root subspaces is a Riesz system (Theorem 20).
Technical preliminaries about Riesz systems of projections
Here we recall some basic facts about Hilbert-Schmidt operators, Riesz bases, etc. All Hilbert spaces that we consider are supposed to be separable. We refer to [13, 21] for proofs of these properties and more details about Hilbert-Schmidt operators.
Riesz bases.
Let H be a Hilbert space, and let (e γ , γ ∈ Γ) be an o.n.b. in H. If A : H → H is an automorphism, then the system
is an unconditional basis in H. Indeed, for each x ∈ H we have
is a basis, and its biorthogonal system is
Moreover, it follows that 
Then T * HS is a norm which is equivalent to T HS . Indeed, in view of (2.1)-(2.3),
Therefore, in view of Lemma 1,
On the other hand, by the same argument,
Riesz bases of projections and Bari-Markus Theorem
Let H be a Hilbert space. A family of bounded finite-dimensional projections {P γ : H → H, γ ∈ Γ} is called unconditional basis of projections if the following conditions hold:
where the series converge unconditionally.
Obviously, if (f γ ) is an unconditionsl basis in H then the system of one-dimensional projections P γ (x) =f γ (x)f γ is a basis of projections in H, and vice versa, every basis of one dimensional projections can be obtained in that way from some basis.
If (Q γ ) is a basis of orthogonal projections (i.e., Q * γ = Q γ ), the Pythagorian theorem implies γ Q γ x 2 = x 2 . We say that the family of projections (P 0 γ , γ ∈ Γ) is a Riesz basis of projections if
where A : H → H is an isomorphism and (Q γ , γ ∈ Γ) is a basis of orthogonal projections.
If (2.8) holds, then (2.9)
with M = A A −1 . The following statement is a version of the Bari-Markus theorem (see [13] , Ch.6, Sect. 5.3, Theorem 5.2).
Theorem 2. Suppose that (P γ , γ ∈ Γ) is a family of bounded finite dimensional projections in a Hilbert space H such that (2.10)
If there is a Riesz basis of projections
γ , γ ∈ Γ, and (2.12)
Proof. Let the projections P 0 γ be given by (2.8) . In view of (2.12), there is a finite subset Γ 1 ⊂ Γ such that (2.13)
where the constant
A comes from (2.9). Consider the operators
In view of (2.9) and (2.13), the Cauchy inequality yields
Therefore T < 1/2, which implies that B : H → H is an isomorphism.
By the construction of the operator B, if α ∈ Γ \ Γ 1 then B coincides on the subspace P 0 α (H) with the projection P α , i.e., BP
, H 1 , H 2 be, respectively, the closed linear spans of 
which proves that (P γ ) is a Riesz basis of projections.
General regular and strictly regular boundary conditions
We consider the Dirac operators L = L(v) given by (1.1) on the interval I = [0, π] and set L 0 = L(0). In the following, the Hilbert space L 2 (I, C 2 ) is regarded equipped with the scalar product
1.
A general boundary condition for the operator L 0 (or L) is given by a system of two linear equations
Let A ij denote the 2 × 2 matrix formed by the i-th and j-th columns of the matrix
and let |A ij | denote the determinant of the matrix A ij . Each solution of the equation 
where z = exp(iπλ). Therefore, we have a non-zero solution y if and only if the determinant of (3.6) is zero, which is equivalent to the quadratic equation Of course, (3.9) is equivalent to saying that the quadratic equation (3.7) has two distinct roots.
From now on we consider only regular boundary conditions. We multiply from the left the system (3.2) and the 2 × 4 matrix ( Notice that (3.15) means 
Moreover, in view of Lemma 4, the vectors
solutions of the system (3.15). Let τ 1 and τ 2 be chosen so that (3.20)
and (3.21)
Then we have
The right-hand sides of (3.22) and (3.23) give all eigenvalues of L 0 . For each λ in the two infinite series given by (3.22) and (3.23) we have an eigenvector of L 0 of the form (3.5) with
Thus, the operator L 0 subject to the boundary conditions (3.4) with matrix (3.11), has the following two series of eigenvectors: (3.24)
α 2 e iτ 1 x e ikx and (3.25)
and
Since we have Φ = A(E), the lemma will be proved if we show that A is an isomorphism. Since the functions e iτν x and e iτν (π−x) , ν = 1, 2, are bounded, it follows that A is bounded operator. Let us find its inverse. By (3.29) , the equation
is equivalent to the following system of two linear equations in two unknowns f, g :
By (3.18) and (3.19), we get
, which leads to
Now it is easy to see that A −1 is bounded. Let us find the adjoint operator of A −1 . Since
In an analogous way it follows that
Thus, (3.32)
By (2.3), the system Φ is a Riesz basis, and its biorthogonal system is given by (3.26) and (3.27) . This completes the proof.
The systemΦ has the same form as Φ, so it is a system of eigenvectors of L 0 subject to appropriate boundary conditions. Indeed, let S denote the matrix b a d c , and let
If α 1 α 2 and β 1 β 2 are eigenvectors of S corresponding to −z 1 and −z 2 as in (3.18) and Lemma 4, then
Let us mention that the relation (3.34) determines the matrix S if numbers z 1 = z 2 and α 1 , α 2 , β 1 , β 2 satisfying (3.18) are given.
In view of (3.24), taking the inverse matrices of both sides of (3.34), and then passing to adjoint matrices, we get
This means that −1/z 1 , −1/z 2 are the eigenvalues of the matrix (S −1 ) * , and α
is a pair of corresponding (linearly independent)
eigenvectors.
Consider the boundary conditions that correspond to the matrix . But if z = e iτ π then 1/z = e −iτ π = e iτ π . Now, by (3.24) -(3.27), it follows thatΦ is a system of eigenvectors of L 0 subject to the boundary conditions (3.35). Next we show that, as usual, the biorthogonal systemΦ is the system of eigenvectors of the adjoint operator (L 0 bc ) * (or, which is the same, of L 0 subject to adjoint boundary conditions bc * ).
bc be a closed operator with boundary conditions bc defined by (3.10) and (3.11 Proof.
In view of (3.10), one can easily see that f 1 (π) and f 2 (0) could be any numbers. Therefore, the boundary conditions of the adjoint operator are determined by the matrix
In view of (3.33), if we bring it to the equivalent form , the result will be just (3.35).
3. Dirichlet-type boundary conditions. In general, for strictly regular bc, the spectrum of the operator L 
In view of (3.20) , in this case we have z 1 = e iτ 1 π and z 2 = e iτ 2 π with τ 2 = τ 1 ± 1. Therefore, the union of the corresponding two arithmetic progressions (3.22) and (3.23) gives the spectrum of L 0 bc in the form of one arithmetic progression with difference 1:
We call boundary conditions with the property (3.37) Dirichlet-type boundary conditions. For Dirichlet-type bc, the adjoint boundary conditions bc * are also Dirichlet-type. Indeed, in view of (3.16) , bc given by a matrix (3.11) are Dirichlet-type if and only if we have z 1 + z 2 = 0, where z 1 and z 2 are the roots of (3.16). By Lemma 6 and the discussion after (3.35), the roots of the equation (3.16 ) that corresponds to bc * are 1/z 1 , 1/z 2 , so we have 1
Therefore, bc * are Dirichlet-type also.
4. Regular but not strictly regular boundary conditions. Now we assume that (3.13) holds, but (3.14) fails, i.e.,
In this case the characteristic equation (3.16) has one double root:
Notice, that z * = 0 because otherwise (3.40) would imply bc − ad = 0 which contradicts to the regularity condition (3.13). Let τ * be chosen so that
Then all eigenvalues of L 0 bc are given by
In view of Lemma 4, the corresponding eigenvectors have the form (3.5)
is an eigenvector of the matrix
The matrix A 23 will have two linearly independent eigenvectors α 1 α 2 and β 1 β 2 if and only if A 23 + z * I is the zero matrix, i.e.,
Then the matrix (3.11) has the form
We call the boundary conditions given by the matrix (3.11) periodictype if (3.45) holds, i.e., bc is defined by (3.46) . Using the same argument as in the strictly regular case we get the following lemma. 
given by (3.24) and (3.25) with (3.26) and (3.27 ).
Next we consider the case when (3.40) holds but (3.45) fails, i.e., (3.47) |b − c| + |a| + |d| > 0.
As we will see below, in this case each eigenvalue of L 0 bc is of algebraic multiplicity 2 but of geometric multiplicity 1, i.e., associated eigenvectors appear. Here we have the following subcases:
(i) If a = 0, then (3.40) implies b = c, and by (3.47) we have d = 0. By the regularity condition (3.13) we have bc − ad = 0, which yields b = 0. In other words, the matrix (3.11) has the form
Here we choose the following solution of (3.44) (3.49)
( Here we choose the following solution of (3.44):
Here we choose the following solution of (3.44):
Of course, (3.43) gives all eigenvalues. A corresponding system of eigenvectors is
where α 1 , α 2 are given, respectively, by (3.49), (3.51) and (3.52).
We look for a system of associated eigenvectors of the form
k is an associated eigenvector if and only if it satisfies the boundary conditions. This leads to the following system of two linear equations in two unknowns β 1 and β 2 :
Notice, that (3.44) and (3.55) mean that α 1 α 2 is an eigenvalue of the matrix A 23 = b a d c corresponding to its double eigenvalue −z * , and
is an associated vector.
With α 1 and α 2 fixed, respectively, in (3.49), (3.51) and (3.52), we choose corresponding solutions of (3.55): 
Proof. Consider the operator A :
iτ * x g(x) .
Since we have Φ = A(E), where E is the orthonormal basis (3.28), the lemma will be proved if we show that A is an isomorphism. One can easily see that A is bounded operator. Let us find its inverse. By (3.59), the equation
The determinant of this system is
due to our choices of α 1 , α 2 in (3.49),(3.51),(3.52) and β 1 , β 2 in (3.56) and (3.57). Thus we get
which implies (since ∆ = 0) (3.61)
Now it is easy to see that the operator A −1 is bounded. A simple calculation (similar to the one used in Lemma 6) shows that the adjoint operator of A −1 is (3.62)
Since we haveΦ = (A −1 ) * (E), where E is the orthonormal basis defined in (3.28), the familyΦ is the biorthogonal system to Φ.
Matrix representation of L bc and its resolvent R bc (λ)
Next we consider, for arbitrary regular bc, the Fourier representation of L bc and its resolvent L bc (λ) with respect to a corresponding Riesz basis consisting of eigenfunctions and associated functions of the operator L 0 bc (constructed in Lemmas 5, 7, 8) 
For a regular boundary condition bc, let Φ = {ϕ
k , k ∈ Z} be the corresponding Riesz basis (consisting of eigenfunctions and associated functions of the operator L 0 bc ) and its biorthogonal system constructed, respectively, in Lemma 5 if bc is strictly regular, in Lemma 7 if bc is periodic type, and in Lemma 8 otherwise. In this section and thereafter, we consider matrix representation with respect to that basis only.
Lemma 9. The matrix representation of V with respect to the basis Φ has the form
, µ, ν ∈ {1, 2},
where
Proof. We consider only the case where µ = 1, ν = 2 because the proof is similar in the other three cases.
If bc is strictly regular, then we get, by (3.24)-(3.27),
Therefore, (4.2) holds for µ = 1, ν = 2 with By the Parseval identity,
Thus, (4.3) holds with a constant C depending on the parameters α
The proof is exactly the same if bc is periodic type (the same formulas work but with τ 2 = τ 1 = τ * ).
If bc is not strictly regular and not of periodic type, then by (3.54) and (3.58) we have
Therefore, (4.2) holds for µ = 1, ν = 2 with 
Since these functions are bounded, again the Parseval identity implies (4.3) with a constant C depending on parameters α 1 , α 2 , β 1 , β 2 , τ * . 
The standard perturbation formula for the resolvent
In the next section we will give conditions under which (4.10) holds. In view of (4.6) and (4.7), we define an operator K = K λ with the property (4.9), respectively, for strictly regular bc by (4.11)
and for regular but not strictly regular bc by (4.12)
By (4.1), (4.2), (4.11) and (4.12), we have (4.13)
for strictly regular bc, and (4.14)
for regular but not strictly regular bc. Therefore, for s ≥ 1, it follows that
for strictly regular bc, and
.
for regular but not strictly regular bc. In view of (4.8), the formulas (4.15) and (4.16) determine the matrix representation of the resolvent R bc (λ).
Localization of spectra
In this section we consider the spectra localization of the operators L bc = L 0 bc + V, where V denotes the operator of multiplication by the matrix v(x) = 0 P (x) Q(x) 0 .
1. In view of (4.13) and (4.14), the Hilbert-Schmidt norm of the operator K λ V K λ with respect to the Riesz basis Φ (see (2.5) ) is given by
for regular bc, and
for regular but not strictly regular bc.
For convenience, we set
where C = C(bc). Now we define operatorsV andK λ which matrix representations dominate, respectively, the matrix representations of V and K λ , as follows:
for regular but not strictly regular bc. The matrix elements of the operator K λ V K λ do not exceed, by absolute value, the matrix elements ofK λVKλ . Therefore, in view of (5.1) - (5.3) and Lemma 9, it follows that (5.8)
for regular bc, and (5.9)
for regular but not strictly regular bc. For each ℓ 2 -sequence x = (x(j)) j∈Z and m ∈ N we set
Next we consider separately the case of strictly regular bc and the case of regular but not strictly regular bc.
Strictly regular bc.
We subdivide the complex plane C into strips (5.11)
and set (5.12)
where N ∈ 2N and 
Indeed, |m − j| ≥ 2, so (5.11) and (3.21) imply
In view of (5.19), the sum in (5.17) does not exceed 
Lemma 11 is identical to Lemma 7 in [9] ; a proof is provided there. Next we prove (5.18). If λ ∈ H N \ R N T , then λ ∈ H m for some even integer m ∈ [−N, N], and we have
Therefore, if j = m, then by (5.14) we obtain
so (5.22) holds. Otherwise, |j − m| ≥ 2 (so |j − m| − 3/2 ≥ |j − m|/4); then by the inequality |x + iy| ≥
|y| and (3.21) we obtain
In view of (5.22), the sum in (5.18) does not exceed
By the Cauchy inequality,
it follows that σ ≤ 384 T r 2 , which completes the proof.
Theorem 12. In the above notations, for each strictly regular bc there is an
Proof. Let G be the set in the right-hand side of (5.23). In order to prove (5.23) for ζ = 1, it is enough to explain that the resolvent
From Lemma 1, formula (5.8), Lemma 10 and the choice (5.14) of the constant T it follows that (5.24)
if N is chosen so large that the right-hand sides of (5.17) (for |m| > N) and (5.18) are strictly less than 1. In view of Lemma 9 and (5.3), (5.24) holds for ζv, |ζ| ≤ 1 as well. Therefore, (5.23) holds with N = N(v, bc).
3. Regular but not strictly regular boundary conditions. Now we subdivide the complex plane C into strips
and set
where N ∈ 2N and
with A being the isomorphism defined by (3.29) (for periodic type boundary conditions) and (3.59) otherwise. Let
Lemma 13. (a) In the above notations, if
where C is an absolute constant;
Therefore, the sum in (5.30) does not exceed
Now the estimate (5.30) follows from the inequalities (5.20) and (5.21) in Lemma 11.
Next we prove (5.31). If λ ∈ H N \ R N T , then λ ∈ H m for some integer m ∈ [−N, N]; then (compare with (5.22)) we have
The proof of (5.33) is similar to the proof of (5.22), and therefore, it is omitted. Moreover, using (5.33) one can complete the proof of part (b) exactly as it is done in the proof of Lemma 10.
Theorem 14. In the above notations, for each regular but not strictly regular bc there is
Proof. We follow the proof of Theorem 12 but use instead of (5.8), Lemma 10 and (5.14) their counterparts (5.9), Lemma 13 and (5.28). We omit further details.
Bari-Markus property in the case of strictly regular boundary conditions
We use the notations of the previous section. For strictly regular bc Theorem 12 gives the following localization of the spectrum of the Dirac operator L bc :
Let us consider the Riesz projections associated with L bc (6.1) 
Moreover, the system {S N , P n,α , n ∈ 2Z, |n| > N, α = 1, 2} is a Riesz basis of projections in
Proof. In view of Theorem 12, there is an N = N(v, bc) such that the projections
|n| > N, α = 1, 2, are well-defined for |ζ| ≤ 1 and depend continuously (even analytically) on ζ. Therefore, their dimensions
are constants as continuous integer-valued functions. This proves (6.2).
Next we prove (6.3). For periodic, antiperiodic and Dirichlet boundary conditions (6.3) was proved in [9, Theorem 3] ; here we follow the same approach.
For large enough N the series in (4.8) converges (see formula (5.24) the proof of Theorem 12); therefore,
k , k ∈ Z} be the Riesz basis (consisting of eigenfunctions of the operator L 0 bc ) and its biorthogonal system that are constructed in Lemma 5. We are going to prove (6.3) by estimating the Hilbert-Schmidt norms P n,α − P 0 n,α * HS with respect to the basis Φ.
Recall that
By (6.5), we obtain
Therefore,
Now, the Cauchy inequality implies (6.7)
Of course, A(s) depends on α and N but that dependence is suppressed in the notation.
In view of (4.15) and (6.6), it follows that
By the Cauchy formula, if n ∈ {k, j 1 , . . . , j s , m} then (6.10)
This observation is crucial for the proof. We remove from the sum in (6.9) the terms which integrals are zeros and after that estimate the remaining terms by absolute value as follows. Let r be the ℓ 2 (2Z)-sequence defined in (5.3). We set (6.11)
for s > 0, and
in the case when s = 0 and there are no j-indices.
Lemma 16. In the above notations, we have
with C = C(ρ) and where the symbol * over the sum in the parentheses means that at least one of the indices j 1 , . . . , j s is equal to n.
Proof. In view of (6.8), we have
So, the lemma will be proved if we show that
If λ ∈ ∂D α n and z = λ − τ α , then we have
In order to prove (6.18) it is enough to show that
If j = n, then by the choice of ρ in (5.15) we have
Otherwise, |n − j| ≥ 2, so taking into account that |Re (τ α − τ β )| ≤ 1 due to (3.21), we obtain
Since |z − j| ≤ |n − j| + ρ, it is enough to find a constant C such that
or equivalently, (C − 1)|n − j| ≥ (C + 1)ρ + C. For |n − j| = 2 the latter inequality is equivalent to C(1 − ρ) ≥ 2 + ρ. Therefore, (6.19) holds with C = C(ρ) = (2 + ρ)/(1 − ρ). Now, (6.9) and (6.18) imply that
where C = C(ρ) is the constant from (6.18). Therefore, in view of (6.14) -(6.16), we obtain
Finally, taking into account (6.10) we remove from the sum in the right-hand side of (6.20) the terms associated with sets indices k, j 1 , . . . , j s , m such that n ∈ {k, j 1 , . . . , j s , m}. This leads to the following improvement of (6.20):
In view of (6.17), this yields A 4 (s) ≤ 4ρ(2C) s B 4 (s), which completes the proof.
Proposition 17. In the above notations,
and C 1 is an absolute constant.
If ρ = 1/2, then Proposition 17 is identical with Proposition 6 in [9] . Moreover, the proof is one and the same for any ρ > 0 but ρ appears in the formula (6.22) . Therefore, we omit the proof of Proposition 17. Now we complete the proof of (6.3). Lemma 16 together with the inequalities (6.21) and (6.22) in Proposition 17 imply that
By (6.22) , a N → 0 as N → ∞, so 2Ca N < 1 if N is chosen sufficiently large. Then, the inequality (6.24) guarantees that the series on the right-hand side of (6.7) converges, which implies that (6.3) holds. Finally, we apply Theorem 2 to the systems of projections 
. In view of Corollary 18, the spectrum of the operator L bc could be described by saying that with exception of finitely many points it consists of simple eigenvalues λ n,α that are "close" to the corresponding points in the spectrum of the free operator L 0 bc
The distance |λ n,α − λ 0 n,α | could be estimate by the norms (6.26) κ n,α = P n,α − P 0 n,α , n ∈ 2Z, |n| > N, α = 1, 2, and the terms w αα (2n) from the matrix representation of the operator of multiplication V (see Lemma 9) . This leads to the following statement.
Theorem 19. In the above notations,
Proof. Let Φ = {ϕ We set ψ α n = P n,α ϕ α n , α = 1, 2; n ∈ 2Z, |n| > N. Then we have Moreover, the system {S N ; P n , n ∈ 2Z, |n| > N } is a Riesz basis of projections in L 2 ([0, π], C 2 ), i.e.,
Proof. One may prove the theorem by repeating (with a few obvious adjustments) the proof of Theorem 15. Therefore, the proof is omitted.
Theorem 20 immediately implies the following. Proofs and generalizations of these results will be presented elsewhere. We are thankful to R. Szmytkowski for bringing our attention to the point-wise convergence problem of spectral decompositions of 1D Dirac operators. In the case of separated boundary conditions, our point-wise convergence results confirm the formula suggested by R. Szmytkowski ([25, Formula 3.14]).
