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Resumen
En el presente trabajo se estudia la atractividad local del segmento de equi-
librios que se forma en el feno´meno de la bifurcacio´n de zip para un sistema
tridimensional de ecuaciones diferenciales no lineales. Este trabajo puede ser
considerado como una generalizacio´n de un resultado de Farkas en bifurcacio´n
de zip de modelos en competicio´n.
Palabras claves: bifurcacio´n zip, k–estratega, r–estratega, respuesta funcio-
nal, dina´mica poblacio´n, principio de exclusio´n competitiva
Resumo
Este trabalho estuda o segmento local de atracc¸a˜o contrapesos que faz sobre
o fenoˆmeno da bifurcac¸a˜o da zip de treˆs sistema bidimensional de equac¸o˜es
diferenciais na˜o–linear. Este trabalho pode ser considerado como uma gene-
ralizac¸a˜o de um resultado na bifurcac¸a˜o Farkas zip modelos competencio´n.
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Abstract
In this paper the local segment attractiveness equilibrium that forms on the
phenomenon of zip bifurcation for a three–dimensional system of differential
equations nonlinear is studied. This work may be regarded as a generalization
as a result on Farkas’s zip bifurcation in competition models.
Key words: zip bifurcation, k–strategist, r–strategist, functional response,
dinamical population, competitive exclusion principle.
1 Introduccio´n
En el estudio del problema concerniente a la validez del principio de la ex-
clusio´n competitiva, para el caso de dos especies predadoras, compitiendo por
una presa que se regenera, el modelo (1) ha sido ampliamente considerado
por varios autores [1].
s˙ = γs
(
1− s
k
)
− x1 m1s
a1 + s
− x2 m2s
a2 + s
,
x˙1 = x1
m1s
a1 + s
− d1x1 ,
x˙2 = x2
m2s
a2 + s
− d2x2 ,
(1)
donde x1, x2 y s son los taman˜os de la poblacio´n de los dos predadores y el de
la presa que se regenera; y se supone que en ausencia del predador existe un
crecimiento log´ıstico de la presa. La respuesta funcional es saturada de acuerdo
con la cine´tica de Michaelis–Menten, donde γ > 0 es la rata de crecimiento
intr´ınseca de la presa, k > 0 es la capacidad de carga del medio con respecto
a la presa, mi > 0, di > 0 y ai > 0 son la rata de nacimiento maximal, la rata
de muerte y la constante de saturacio´n media, respectivamente, del predador
(i = 1, 2).
Considerando [1], las constantes en este modelo son
λi =
aidi
mi − di , i = 1, 2 ,
que se introducen teniendo el siguiente significado: xi se incrementa si y so´lo
si s > λi, segu´n sea xi positivo, llegando a ser cero en s = λi. Los autores de
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[2] han mostrado que las soluciones del sistema (1), correspondiente a valores
iniciales positivos, son acotadas y permanecen en el octante positivo y que la
especie predadora i–e´sima puede sobrevivir u´nicamente si 0 < λi < k, lo cual
implica que mi > di. Tambie´n han estudiado el caso gene´rico con λ1 6= λ2,
en [2] y [3] se demuestra que, para algunos valores de los para´metros, algunas
soluciones perio´dicas pueden obtenerse en el octante positivo significando que
la coexistencia es posible. En [4] se ha probado (usando teor´ıa de bifurcacio´n)
que, en el caso 0 < λ1 < λ2, existen soluciones perio´dicas en el octante positivo
para valores suficientemente pequen˜os de | λ1 − λ2 | y k − (a1 + 2λ1). En [5]
se ha tratado el caso λ1 = λ2 = λ. Se ha establecido, en el caso a1 = a2 = a,
que si k ≤ a + 2λ entonces hay un segmento de l´ınea de equilibrio estable,
mientras que, si k > a + 2λ entonces “todas las tres especies sobreviven
en un ciclo l´ımite permanentemente”. Tambie´n ha probado que, en el caso
a1 > a2, si k > a1 + 2λ entonces x2 va a cero, s y x1 permanecen en un ciclo
l´ımite, si k = a1 + 2λ entonces x2 va a cero, s y x1 tienden al equilibrio, si
k < a1 + 2λ entonces las tres especies sobreviven y la solucio´n tiende a un
punto de equilibrio del segmento de la l´ınea de equilibrio.
En [6] se ha mostrado que la mayor´ıa de resultados concernientes al modelo
de Hsu y otros pueden ser investigados para toda clase de modelos del tipo
dos predadores y una presa, modelo cuya caracter´ıstica comu´n es que la tasa
de desarrollo de la presa y la respuesta funcional del depredador son funciones
arbitrarias que satisfacen ciertas condiciones naturales.
En [7] se ha estudiado el modelo de Hsu y otros bajo la hipo´tesis especial
de que: cierto valor de un para´metro umbral es igual en las dos especies preda-
doras; este para´metro puede interpretarse como la cantidad de presa necesaria
para alcanzar una tasa de crecimiento intr´ınseca igual a la tasa de muerte na-
tural del predador. Esta hipo´tesis, en el caso de los modelos naturales, hace
posible la identificacio´n de uno de los predadores como un r–estratega y el
otro como un k–estratega. Los te´rminos r–estratega y k–estratega tienen un
significado semejante al asignado en la teor´ıa de la dina´mica de poblaciones,
es decir, un r–estratega es un predador cuya rata maximal de nacimiento y
muerte es alta, por lo cual necesita una gran cantidad de alimento para incre-
mentar su rata de nacimiento, mientras un k–estratega significa un predador
con una rata de nacimiento y muerte relativamente baja, pero con la habilidad
de mantener la tasa de nacimiento relativamente alta au´n cuando pequen˜as
cantidades de alimentos le sean posibles lograr.
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En [8] se ha introducido el concepto de bifurcacio´n zip para denotar el
siguiente feno´meno: “a bajos valores de la capacidad de carga k del ecosiste-
ma con respecto a la presa, una l´ınea de equilibrio es un atractor del sistema,
ella representa coexistencia estable de las tres especies. Si k es incrementado,
los equilibrios son continuamente desestabilizados, empezando por aquellos
que representan la dominancia del k–estratega sobre el r–estratega. Arriba de
cierto valor de k, el sistema no tiene ma´s equilibrios estables que representen
coexistencia, sin embargo, un ciclo l´ımite permanece representando la oscila-
cio´n de coexistencia del k–estratega y la presa”. Recientemente, en [9] se ha
generalizado el feno´meno de zip a un sistema ODE cuatro dimensional con
respuesta funcional generalizada tipo Holling III. En [10] se ha tratado la ocu-
rrencia de la bifurcacio´n zip en un sistema predador–presa (n+1)–dimensional
con respuesta funcional tipo Holling II.
En este art´ıculo se generalizan resultados sobre la atractividad local des-
estabilizados en el feno´meno de la bifurcacio´n de zip [7] y global del conjunto
de equilibrios los cuales son continuamente para el sistema (1). Por u´ltimo, se
ha simulado por computador, mediante los programas Phaser y Mathematica,
algunos casos particulares [11] que muestran la actractividad del segmento de
equilibrios.
2 Atractividad local en la bifurcacio´n de zip
2.1 Preliminares
En el presente trabajo de investigacio´n se estudia la atractividad local y global
del conjunto de equilibrios Lk en la bifurcacio´n de zip, en la clase de sistemas
EDOs que modela la competicio´n entre dos especies predadoras por una presa
singular, y se generalizan los resultados sobre atractividad local de recubri-
miento tubular L¯s [7] para el sistema (2). E´ste es modelado por el siguiente
sistema de ecuaciones diferenciales, en el cual se nota el punto encima de la
letra como diferenciacio´n con respecto al tiempo
s˙ = γsg(s, k)− x1p(s, a1)− x2p(s, a2) ,
x˙1 = x1p(s, a1)− d1x1 ,
x˙2 = x2p(s, a2)− d2x2 ,
(2)
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donde s(t) representa la poblacio´n de especie de la presa y x1(t), x2(t) descri-
ben las poblaciones de las especies predadoras que compiten por la presa s(t);
p(s, ai) representa la tasa de nacimiento o respuesta funcional del predador
i, y g(s, k) significa la resistencia ambiental del medio al crecimiento de la
presa. Las constantes γ, di > 0 son, respectivamente, la tasa de crecimiento
maximal de la presa y la tasa de muerte de la especie predadora i. Por u´lti-
mo, ai > 0, (i = 1, 2) representan los para´metros de escala en la respuesta
funcional del predador i. Se asume, adema´s, que el modelo (2) satisface las
condiciones [6] y [12] siguientes:
La funcio´n g satisface las condiciones:
g ∈ C2((0,∞) × (0,∞), R), g ∈ C0([0,∞)× (0,∞), R) ,
g(0, k) = 1, g′s(s, k) < 0 < g
′′
sk(s, k), s > 0, k > 0 , (3)
l´ım
k→∞ g
′
s(s, k) = 0, s > 0 . (4)
A la funcio´n g′s se le imponen condiciones de uniformidad en [δ, S0] para
cualquier δ, 0 < δ < S0 y la integral, posiblemente impropia,
So∫
0
g′s(s, k)dS
debe ser uniformemente convergente en [k0,∞), para cualquier valor k0 > 0.
Por u´ltimo se impone la condicio´n sobre g
(k − s)g(s, k) > 0, s > 0, k > 0, s 6= k . (5)
La funcio´n que representa la respuesta funcional del predador i, p(s, ai)
con ai constante, (i = 1, 2) satisface las condiciones:
p ∈ C1((0,∞) × (0,∞), R), p ∈ C0([0,∞) × (0,∞), R) ,
p(0, a) = 0, p′s(s, a) > 0, s > 0, a > 0 , (6)
p′s(s, a) < p(s, a)
s
, s > 0, a > 0 , (7)
p′a(s, a) < 0, s > 0, a > 0 . (8)
Las condiciones (3) a (8) son condiciones apropiadas. E´stas coinciden apro-
ximadamente con las hechas por [6]. La condicio´n (3) significa que la rata de
crecimiento espec´ıfica ma´xima de la presa es alcanzada en s = 0, x1 = 0,
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x2 = 0 y es γ > 0; la rata de crecimiento decrece si la cantidad de presa se in-
crementa, y la rata de crecimiento de g′s(s, k) se incrementa con la capacidad
de carga k. La relacio´n (4) establece que para altos valores de k, el cambio en
la cantidad de presa tiene un efecto despreciable en la rata de crecimiento. La
desigualdad (5) significa que (en ausencia del predador) la rata de crecimiento
de la presa es positiva si s esta´ abajo de la capacidad de carga k, y es negativa
si s esta´ arriba de e´sta. Es claro que las condiciones (3) y (4) implican
l´ım
k→∞ g(s, k) = 1, s > 0 . (9)
La condicio´n (6) significa que la rata de nacimiento per capita p de los
predadores (tambie´n llamada la rata de predacio´n o respuesta funcional) es
cero en ausencia de la presa y es una funcio´n que se incrementa con la cantidad
de presa. La condicio´n (7) es una condicio´n de concavidad de´bil, algunas veces
llamada condicio´n Krasonselskij. Si p es una funcio´n estrictamente co´ncava de
s (para cualquier a > 0), (7) implica que e´sta se tiene, salvo puntos aislados
donde se tiene un signo de igualdad. La desigualdad (8) establece que la rata
de depredacio´n decrece con el para´metro a (entre ma´s alto sea el para´metro
a, ma´s alimento es necesario para mantener la misma tasa de nacimiento de
la especie predadora). En el modelo original de Hsu y otros, a es la constante
media de saturacio´n. En el caso en que p es una funcio´n acotada para un valor
a dado, se tiene que
mi = sup
s>0
p(s, ai) ,
es la rata maximal de nacimiento del predador i. Claramente
sup
s>0
p(s, ai) =
{
mi si p es acotada
∞ si p es no acotada . (10)
Para el caso en que los para´metros a1, a2 son distintos, sin pe´rdida de
generalidad se supone:
a1 > a2 > 0 , (11)
p(s, a1) < p(s, a2) para s > 0 .
En correspondencia con esta u´ltima condicio´n, a un nivel de presa dado,
la rata de nacimiento del predador dos es mas alta que la del predador uno, en
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otras palabras, el predador uno necesita ma´s alimento para llegar a la misma
tasa de nacimiento que el predador dos.
Ahora bien, si d1 es ma´s grande que d2, la condicio´n (11) implica que
p(s, a1)− d1 < p(s, a2)− d2 ,
es decir, la rata de crecimiento del predador dos es ma´s alta que la del predador
uno. Se puede mostrar en este caso que el predador dos saca de competencia
al predador uno. Se supone por lo tanto que
d1 < d2 . (12)
Tal como consecuencia de (11), ahora esta condicio´n no implica necesaria-
mente que la tasa de crecimiento neta del predador dos excede la del predador
uno. Si en la respuesta funcional del predador i, para un valor del para´metro
de escala ai, se satisface la desigualdad mi > di, por la continuidad de p,
existira´ un nivel de presa s = λi, en la cual se tiene la relacio´n
p(λi, ai) = di . (13)
A λi se le llamara´ para´metro umbral del predador i; e´ste puede interpretar-
se como la cantidad de presa necesaria para alcanzar una tasa de nacimiento
intr´ınseca, igual a la tasa de muerte natural del depredador i. En general no
se tiene que λ1 = λ2, pero para una clase importante de modelos se puede
suponer que λ1 = λ2. Dados d1 y d2, existen λ, a1, a2, tales que p(λ, ai) = di
para los modelos que satisfacen la condicio´n
mi > di (14)
ı´nf
a1>0
p(λ, a1) 6 d1, p(λ, a2) = d2 .
Para el modelo hallado, la condicio´n (14) se reduce a la desigualdad
m2 > d2 ,
ya que bajo el supuesto inicial de d1 < d2 y la forma espec´ıfica de la funcio´n
p se satisface la condicio´n ı´nf
a>0
p(s, a) = 0 para todo s > 0.
Los para´metros ai, i = 1, 2, son para´metros de escala del modelo y el
para´metro λ actu´a como ajustador o seleccionador del tipo de modelo, por
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esta razo´n la condicio´n λ1 = λ2 = λ no es tan restrictiva como parece a
primera vista.
En lo que sigue se supone que las dos especies poseen igual para´metro
umbral de la presa, es decir, m2 > d2, por lo tanto existe un λ > 0 tal que se
tiene (13).
La clase de modelos bajo consideracio´n sera´n divididos en tres subclases
de acuerdo con la siguiente definicio´n.
Definicio´n 2.1. Se dice que el modelo (2), bajo las condiciones (3) a (8) y
(11) a (13), es natural, artificial, o degenerado si
Tm(s, a1, a2) =
∂
∂s
[
p(s, a2)
p(s, a1)
]

< 0 ,
> 0 ,
= 0 ,
(15)
respectivamente.
La primera desigualdad de (15) significa, por continuidad, que el cociente
de las ratas de nacimiento (la cual es, por (11), ma´s grande que la unidad)
decrece en un entorno de s = λ, es decir, la ventaja de la especie dos sobre
la uno expresada por (11), decrece a medida que la presa se incrementa; que
es lo que usualmente se espera que suceda. La segunda desigualdad de (15)
significa que la ventaja de la especie dos sobre la uno expresada por (11) se
incrementa a medida que la presa se incrementa.
Especial caracterizacio´n puede hacerse en el caso en que el modelo es del
tipo natural ya que, teniendo en cuenta las relaciones (11)–(13) se tiene que:
p(λ, a1)
d1
= 1 =
p(λ, a2)
d2
,
p(λ, a1)
p(λ, a2)
=
d1
d2
< 1 .
Por lo tanto, para s > λ, aplicando la primera condicio´n de (15), se tiene
que:
p(s, a1)
p(s, a2)
>
p(λ, a1)
p(λ, a2)
=
d1
d2
,
p(s, a1)
d1
>
p(s, a2)
d2
.
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La u´ltima condicio´n muestra que, en este caso, el predador uno tiene
mayores tasas de crecimiento relativo que el predador dos. En [7] se ha ca-
racterizado a la especie uno como un r–estratega, ya que su estrategia de
supervivencia se basa en el mantenimiento, a lo largo del tiempo, de altas
tasas de crecimiento relativo. Mientras en la especie dos, de las condiciones
(6)–(8), se deduce fa´cilmente que hace un uso ma´s eficiente e inteligente de la
energ´ıa, pues requiere menos cantidad de presa para mantener iguales tasas
de nacimiento que la especie uno, por esto Farkas ha llamado a este predador
un k–estratega.
2.2 Puntos de equilibrio del sistema
El sistema (2) tiene los puntos de equilibrio: Q1 = (0, 0, 0), Q2(k, 0, 0) y los
puntos del segmento de l´ınea recta Lk,
Lk = {(s, x1, x2) : p(λ, a1)x1 + p(λ, a2)x2 = γλg(λ, k), λ, x1 > 0, x2 > 0} . (16)
Mediante la linealizacio´n del sistema (2), se determina que Q1 es inestable
y Q2 es asinto´ticamente estable para k < λ, e inestable para k > λ; pero
la condicio´n 0 < λ = λ1 = λ2 < k es necesaria para la supervivencia de
cada predador. Por lo tanto, se asumira´ en lo que sigue: si k < λ, por la
condicio´n (5), entonces Lk es vac´ıo, y si k = λ, el u´nico punto de equilibrio es
el origen Q1. A continuacio´n se verifica la estabilidad de los puntos Q1 y Q2
por linealizacio´n del sistema.
Sea J(s, x1, x2) la matriz Jacobiana que representa la linealizacio´n del
sistema (2) en el origen e I3 la matriz identidad de orden tres, las cuales esta´n
dadas tal como sigue
J(0, 0, 0) =


∂F1(0,0,0)
∂s
∂F1(0,0,0)
∂x1
∂F1(0,0,0)
∂x2
∂F2(0,0,0)
∂s
∂F2(0,0,0)
∂x1
∂F2(0,0,0)
∂x2
∂F3(0,0,0)
∂s
∂F3(0,0,0)
∂x1
∂F3(0,0,0)
∂x2

 ,
donde F1, F2, F3 son funciones dadas por las expresiones:
F1(s, x1, x2) = γsg(s, k)− x1p(s, a1)− x2p(s, a2) ,
F2(s, x1, x2) = x1p(s, a1)− d1x1 ,
F3(s, x1, x2) = x2p(s, a2)− d2x2 .
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Teniendo en cuenta las condiciones para las funciones p y g en el origen:
g(0, k) = 1, k > 0 ,
p(0, a1) = 0, p(0, a2) = 0, a1 > 0, a2 > 0 ,
s = 0, x1 = 0 ,
se obtiene
J(0, 0, 0) =

 γ 0 00 −d1 0
0 0 −d2

 .
El polinomio caracter´ıstico de J(0, 0, 0) esta´ dado por D(µ) = Det[J − µI3]
Det[J − µI3] = −µ3 + d1d2γ + µ2(−d1 − d2 + γ) + µ(−d1d2 + d1γ + d2γ)
= (µ+ d1)(µ + d2)(µ − γ) ,
cuyos valores propios esta´n dados por µ = −d1, µ = −d2 y µ = γ, por lo
tanto, el origen es inestable. En forma semejante se considera la linealiza-
cio´n J(s, x1, x2) del sistema (2) en el punto Q2, por lo tanto, se obtienen las
condiciones para la funcio´n g:
g(k, k) = 1, k > 0 ,
s = k, x1 = 0, x2 = 0 .
Entonces la matriz J = J(k, 0, 0) adopta la forma
J(k, 0, 0) =

γkg
′
s(k, k) −p(k, a1) −p(k, a2)
0 −d1 + p(k, a1) 0
0 0 −d2 + p(k, a2)

 .
El polinomio caracter´ıstico de J = J(k, 0, 0) es
Det[J − µI3] =− µ3 + d1d2kγg′s(k, k)− d2kγp(k, a1)g′s(k, k)
− d1kγp(k, a2)g′s(k, k) + γλp(k, a1)p(k, a2)g′s(k, k)
+ µ2(−d1 − d2 + p(k, a1) + p(k, a2) + kγg′s(k, k))
+ µ(−d1d2 + d2p(k, a1) + d1p(k, a2)− p(k, a1)p(k, a2)
+ d1kγg
′
s(k, k)g
′
s(k, k)g
′
s(k, k)− kγpd2kγ
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= (µ + d1 − p(k, a1))(µ + d2 − p(k, a2))(µ − kγg′s(k, k)k) ,
cuyos valores propios son dados por:
µ1 = −d1 + p(k, a1) ,
µ2 = −d2 + p(k, a2) ,
µ3 = kγg
′
s(k, k) .
De la expresio´n anterior y las condiciones (6) y (13), claramente se tiene
que el punto Q2 es inestable para k > λ, y asinto´ticamente estable para k < λ.
2.3 Coexistencia y extincio´n por bifurcacio´n zip
En esta seccio´n se trata la estabilidad del conjunto Lk. Los elementos del
conjunto Lk son denotados con (λ, ξ1, ξ2). Sea J = J(s, x1, x2) la matriz Ja-
cobiana que representa la linealizacio´n del sistema (2) en un punto arbitrario
(λ, ξ1, ξ2) de Lk. Aplicando las condiciones p(λ, a1) = d1, p(λ, a2) = d2 y s = λ
para la funcio´n p, se tiene
J =

γg(λ, k) + λγg
′
s(λ, k) − ξ1p′s(λ, a1)− ξ2p′s(λ, a2) −d1 −d2
ξ1p
′
s(λ, a1) 0 0
ξ2p
′
s(λ, a2) 0 0

 .
El polinomio caracter´ıstico de J = J(λ, ξ1, ξ2), esta´ dado por
Det[J − µI3] = µ[µ21 + [ξ1p′s(λ, a1) + ξ2p′s(λ, a2)− γg(λ, k)
− γλg′s(λ, k)]µ + ξ1p(λ, a1) + ξ2p(λ, a2)p′s(λ, a2)] .
(17)
As´ı que µ = 0 es siempre un valor propio. El polinomio cuadra´tico entre
corchetes es estable, es decir, los dos valores propios tienen parte real negativa,
si y u´nicamente si
[ξ1p
′
s(λ, a1) + ξ2p
′
s(λ, a2)− γg(λ, k) − γλg′s(λ, k)] > 0 ,
ya que el te´rmino lineal es siempre positivo por la condicio´n (6). Se escribe la
desigualdad anterior as´ı
γg(λ, k) + γλ2g′s(λ, k) < ξ1p
′
s(λ, a1) + ξ2p
′
s(λ, a2) .
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Multiplicando por λ, y adicionando al lado derecho de la desigualdad el
te´rmino
p(λ, a1)ξ1 − p(λ, a1)ξ1 + p(λ, a2)ξ2 − p(λ, a2)ξ2 ,
se puede re-escribir la desigualdad de la forma
γλg(λ, k) + γ2λg′s(λ, k)] <[λp
′
s(λ, a1)− p(λ, a1)]ξ1 + [λp′s(λ, a2)− p(λ, a2)]ξ2
+p(λ, a1)ξ1 + p(λ, a2)ξ2 .
Tomando en cuenta el hecho de que (ξ1, ξ2) satisface (16), se obtiene la
desigualdad
[p(λ, a1)− λp′s(λ, a1)]ξ1 + [p(λ, a2)− λp′s(λ, a2)]ξ2 < −γλ2g′s(λ, k) . (18)
En vista de la condicio´n (7), el lado izquierdo es positivo para todo
(λ, ξ1, ξ2) ∈ Lk. Teniendo en cuenta las condiciones (4) y (5), el lado de-
recho es positivo, decreciente y tiende a cero para k → ∞. Al considerar el
segmento de l´ınea recta Bk, tomando el signo de igualdad en la desigualdad
dada por (18):
Bk = {(s, x1, x2) : [p(λ, a1)− λp′s(λ, a1)]x1 + [p(λ, a2)− λp′s(λ, a2)]x2
= −γλ2g′s(λ, k), s = λ, x1 > 0, x2 > 0, } .
Fijando k, se puede determinar un punto de interseccio´n entre las dos
rectas Lk y Bk. Se denota dicho punto de interseccio´n por (x1(k), x2(k)).
Resolviendo el sistema de dos ecuaciones lineales determinado por rectas Lk
y Bk se tiene, para (x1(k), x2(k)),
x1(k) = −γ−λg
′
s(λ, k)p(λ, a2) + g(λ, k)[λp
′
s(λ, a2)− p(λ, a2)]
p(λ, a2)p′s(λ, a1)− p(λ, a1)p′s(λ, a2)
, (19)
x2(k) = γ
−λg′s(λ, k)p(λ, a1) + g(λ, k)[λp′s(λ, a1)− p(λ, a1)]
p(λ, a2)p′s(λ, a1)− p(λ, a1)p′s(λ, a2)
. (20)
Como una preparacio´n al teorema siguiente, se mostrara´ que el denomi-
nador de x1(k) y x2(k) es positivo, negativo o cero si el modelo es natural,
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artificial o degenerado, respectivamente. Desarrollando la expresio´n (15) se
tiene que
∂
∂s
[
p(s, a2)
p(s, a1)
]
s=λ
=
p(λ, a1)p
′
s(λ, a2)− p(λ, a2)p′s(λ, a1)
p(λ, a1)2
.
De la expresio´n anterior claramente se concluye lo deseado. Igualmente se
puede mostrar que las funciones x1(k), x2(k) son estrictamente creciente y
estrictamente decreciente, respectivamente, si consideramos que el modelo es
natural; y estrictamente decreciente y estrictamente creciente, respectivamen-
te, si consideramos que el modelo es artificial. Por la simetr´ıa entre x1(k) y
x2(k) basta demostrar que x1(k) es estrictamente mono´tona. Derivando x1(k)
con respecto a k, se tiene
x′1(k) = γ
−λg′′sk(λ, k)p(λ, a2) + g′k(λ, k)[λp′s(λ, a2)− p(λ, a2)]
p(λ, a2)p′s(λ, a1)− p(λ, a1)p′s(λ, a2)
.
El numerador de x′(k) es positivo por (3), (7) y
g′k(k, λ) =
(
−1+eλ
−1+ek
)u (
λ
k
)m
((−1 + ek)m+ ekku)
(−1 + ek) k > 0 .
El denominador sera´ positivo o negativo si el modelo es natural o artificial,
respectivamente. Por lo tanto, x1(k) es estrictamente creciente si el modelo
es natural y estrictamente decreciente si el modelo es artificial; igualmente se
tiene que x2(k) es estrictamente decreciente si el modelo es natural y estric-
tamente creciente si el modelo es artificial.
Teorema 2.1. Si el sistema (2) es natural y satisface las condiciones (3)
a (8) y (10) a (13), existen k1, k2 u´nicos, tal que si λ < k1 < k2 < ∞,
entonces para todo k ∈ (λ, k1) todos los puntos del segmento Lk son estables
en el sentido de Liapunov y Lk es un atractor del sistema. Para k ∈ (k1, k2)
el punto (λ, x1(k), x2(k)) divide Lk en dos partes (una de las cuales puede
ser vac´ıa). Los puntos de Lk a la izquierda de este punto son inestables, los
puntos a la derecha son estables, en el sentido de Liapunov y la parte del
lado derecho de este punto es un atractor del sistema. Para k ∈ (k2,∞),
el sistema no tiene puntos de equilibrios estables en el octante positivo del
espacio cerrado s, x1, x2.
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Prueba: Por hipo´tesis, este modelo es natural. Evaluando x1(λ) y x2(λ), se
observa que:
x1(λ) = −γ−λg
′
s(λ, λ)p(λ, a2) + g(λ, λ)[λp
′
s(λ, a2)− p(λ, a2)]
p(λ, a2)p′s(λ, a1)− p(λ, a1)p′s(λ, a2)
= −γ −λg
′
s(λ, λ)p(λ, a2)
p(λ, a2)p′s(λ, a1)− p(λ, a1)p′s(λ, a2)
< 0 ,
x2(λ) = γ
−λg′s(λ, λ)p(λ, a1) + g(λ, λ)[λp′s(λ, a1)− p(λ, a1)]
p(λ, a2)p′s(λ, a1)− p(λ, a1)p′s(λ, a2)
= γ
−λg′(λ, λ)p(λ, a1)
p(λ, a2)p′s(λ, a1)− p(λ, a1)p′s(λ, a2)
> 0 .
(21)
Claramente las expresiones x1(λ) y x2(λ) son negativa y positiva, respecti-
vamente, bajo las condiciones impuestas a las funciones p y g. Igualmente se
tiene que l´ım
k→∞x1(k) > 0 y l´ımk→∞x2(k) < 0 teniendo en cuenta que:
l´ım
k→∞x1(k) = −γ
−λ l´ım
k→∞ g
′
s(λ, k)p(λ, a2)
p(λ, a2)p′(λ, a1)− p(λ, a1)p′s(λ, a2)
−γ
l´ım
k→∞ g(λ, k)[λp
′(λ, a2)− p(λ, a2)]
p(λ, a2)p′(λ, a1)− p(λ, a1)p′s(λ, a2)
,
l´ım
k→∞x2(k) = γ
−λ l´ım
k→∞ g
′
s(λ, k)p(λ, a1)
p(λ, a2)p′(λ, a1)− p(λ, a1)p′s(λ, a2)
+γ
l´ım
k→∞ g(λ, k)[λp
′(λ, a1)− p(λ, a1)]
p(λ, a2)p′(λ, a1)− p(λ, a1)p′s(λ, a2)
,
y las condiciones (4) a (8) y (9). As´ı, por continuidad, por ser la funcio´n x1(k)
estrictamente creciente y, adema´s, por presentar variacio´n de signo en el in-
tervalo (λ,∞), existe un u´nico k1 > λ, en el cual x1(k1) = 0. Sin embargo,
dado que la l´ınea Lk intercepta el eje x2 en un punto de coordenada positiva
con k = k1 > λ, se tiene que x2(k1) es mayor que cero. Similarmente, existe
un k2 > k1 en el cual x2(k2) = 0. En conclusio´n, para k ∈ (λ, k1), las l´ıneas
Lk y Bk se interceptan en el segundo cuadrante y el conjunto Lk se encuentra
debajo del segmento de l´ınea Bk, es decir, la condicio´n (18) se tiene en cada
punto de Lk. Sin embargo, (18) implica que estos puntos del sistema lineali-
zado tienen dos valores propios con parte real negativa, y en cada punto de
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Lk se tiene una variedad estable bidimensional por el teorema de Harman
sobre la existencia de variedades estables e inestables. Para k ∈ (k2,∞) el
conjunto Lk esta´ arriba del segmento de l´ınea Bk, es decir, la condicio´n (18)
con signo opuesto en la desigualdad se tiene para cada punto de Lk. Esto
significa que los puntos son inestables. Si k ∈ (k1, k2), Lk se divide en dos
partes: en la parte izquierda la condicio´n (18) se tiene con signo invertido en
la desigualdad, por lo tanto se tiene que la parte izquierda del segmento de
l´ınea Lk queda arriba de la parte izquierda del segmento de l´ınea Bk, esto
significa que los puntos son inestables, eso mismo implica que en la parte
derecha (18) es va´lida la desigualdad (18), es decir, en cada punto de Lk se
tiene una variedad estable bidimensional. Se resalta en esta parte como g(λ, ·)
es una funcio´n no decreciente y x2(·) es una funcio´n mono´tona decreciente;
como una consecuencia de ello, si k es incrementado de k1 a k2, los puntos
(λ, x1(k), x2(k)) se mueven constantemente a lo largo de Lk del extremo del
lado izquierdo al extremo del lado derecho, mientras el segmento Lk sufre un
desplazamiento paralelo hacia arriba. En este proceso los puntos detra´s del
lado izquierdo con (λ, x1(k), x2(k)) llegan a ser desestabilizados; Farkas llama
a este feno´meno una bifurcacio´n de zip y se concluye la prueba.
A continuacio´n se presentan, sin prueba, algunos resultados que se utilizan
en la prueba de la atractividad del segmento derecho de Lk, si k ∈ (k1, k2).
Definicio´n 2.2. La variedad diferenciable M es orientable si puede encon-
trarse un atlas tal que para dos entornos arbitrarios Vi = V y Vj = V˜ , si
Vi ∩ Vj 6= ∅, entonces para todo punto de la interseccio´n se tiene que
det
[
∂u˜k
∂ul
]
> 0 .
A continuacio´n se define el conjunto invariante del flujo. Un sistema
dina´mico puede ser considerado a lo largo de una vecindad de un punto de
equilibrio bajo un sistema de ecuaciones diferenciales auto´nomo. Se supone,
sin pe´rdida de generalidad, que el equilibrio esta´ en el origen y que el sistema
es de la forma
x˙ = Ax+ g(x) , (22)
donde A es una matriz constante de orden n×n, g ∈ C1(Rn), g(0) = 0, g′x = 0,
g′x(0) es la matriz derivada de g en x = 0. El flujo generado por el sistema se
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denota por ϕt, es decir, ϕt(x) = ϕt(t, x) es solucio´n de (22) que satisface las
condiciones iniciales ϕ(0, x) = x. Se supone que la solucio´n esta´ definida para
t ∈ R.
Definicio´n 2.3. La variedad diferenciable M , pasando a trave´s del origen
x = 0, es llamada variedad invariante local del sistema (22), o del flujo ϕt, si
existe un ε > 0 tal que para x ∈M , |ϕ(t, x)| < ε implica ϕ(t, x) ∈M .
El sistema variacional del sistema (22), con respecto a la solucio´n ϕ(t, x), es
y˙ = (A+ g′x(ϕ(t, x)))y . (23)
Se denota la matriz fundamental del sistema como Φ(t, x); se supone que
Φ(0, x) = I. Adema´s,
Φ˙(t, x) = (A+ g′x(ϕ(t, x)))Φ(t, x) .
Se muestra que Φ(t, x) = ϕ′x(t, x). En particular, si x = 0 entonces ϕ(t, 0) ≡ 0.
Tambie´n g′x(ϕ(t, 0)) = g
′
x(0) = 0 y (23) toma la forma
y˙ = Ay , (24)
por lo tanto, Φ(t, 0) = ϕ′x(t, 0) = exp(At). Esto significa que el flujo ϕt es
ϕt(x) = ϕ(t, x) = e
Atx+G(t, x) , (25)
donde
G ∈ C1, G(t, 0) = 0, G′x(t, 0) = 0 .
De (25) se puede asumir, sin pe´rdida de generalidad, que la matriz de
coeficiente A tiene s > 0, valores propios con parte real negativa, 0 6 c valores
propios con parte real cero y 0 6 u, valores propios con parte real positiva
contando la multiplicidad en el polinomio caracter´ıstico de A, se tiene por lo
tanto que s+ c+ u = n.
Se denota con Rs, Rc y Ru los subespacios propios s–dimensional, c–
dimensional y u–dimensional, correspondientes a los valores propios positivos,
cero y negativos, respectivamente. Entonces Rn es la suma directa de estos
subespacios propios
Rn = Rs ⊕Rc ⊕Ru ,
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los cuales son invariantes con respecto al sistema lineal (24). Las restricciones
de las proyecciones de (24) en estos subespacios propios generan tres sistemas
lineales independientes. Uno de ellos, Rs, es asinto´ticamente estable. Todas
las soluciones tienden a cero exponencialmente cuando t tiende a infinito; Rc
puede tener algunas soluciones acotadas y tambie´n puede tener soluciones que
tienden a infinito cuando t tiende a infinito, y Ru es completamente inestable,
es decir, todas las soluciones no triviales tienden exponencialmente a infinito
cuando t tiende a infinito.
En otras palabras, existe una transformacio´n de coordenadas lineal regular
que lleva (24) a la forma
η˙ = A˜η , (26)
siendo A˜ = diag[S,C,U ], donde S es una matriz estable de orden s × s, C
una matriz cuyos valores propios tienen parte real cero de orden c × c, y U
una matriz inestable de orden u× u.
Conside´rese el vector η ∈ Rn como suma directa de vectores ηs ∈ Rs,
ηc ∈ Rc y ηu ∈ Ru
η = ηs ⊕ ηc ⊕Ru .
El sistema (26) puede ser llevado a la forma
η˙s = Sηs, η˙c = Cηc, η˙u = Uηu . (27)
Una pregunta importante que surge es si (22) permite una estructura
similar. La respuesta es positiva. Para una prueba ve´ase [13], pa´gina 243.
Teorema 2.2. Se supone que la matriz A tiene la forma del sistema (22),
que existe un entorno Vx del origen x = 0 de R
n y una transformacio´n de
coordenadas regular de orden C1, r : Vx → Vx de esta vecindad, en la vecindad
Vx del origen z = 0 de tal manera que r(0) = 0. El flujo (25) es transformado
en el flujo ψt(z) := (r ◦ ϕt ◦ r−1)(z) de la forma
ψ(t, z) = ψt(z) = diag[e
St, eCt, eUt]z + G˜(t, z) , (28)
donde, para un T > 0 arbitrario, la matriz exp(ST ) es de orden s × s con
todos sus valores propios en mo´dulo menores que uno, exp(CT ), es de orden
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c×c con sus valores propios en mo´dulo iguales que uno, exp(UT ), es de orden
u×u con sus valores propios en mo´dulo mayores que uno, la funcio´n vectorial
G˜ es la suma directa de la funcio´n vectorial G˜s, G˜c, y G˜u de dimensio´n s, c y
u respectivamente, es decir, G˜ = G˜s ⊕ G˜c ⊕ G˜u, es decir,
G˜ = (G˜1, . . . , G˜n) = (G˜
s
1, . . . , G˜
s
s, G˜
c
1, . . . , G˜
c
c, G˜
u
1 , . . . , G˜
u
u)
G˜(t, 0) = G˜′(t, 0) = 0 ,
G˜u(t, zs, 0, 0) ≡ 0, G˜c(t, zs, 0, 0) ≡ 0 ,
G˜s(t, 0, 0, zu) ≡ 0, G˜c(t, 0, 0, zu) ≡ 0 ,
donde z = zs ⊕ zc ⊕ zu ∈ Rs, zc ∈ Rc, zu ∈ Ru; la misma transformacio´n de
coordenada tranforma (22) en:
z˙s = Szs + g˜s(zs, zc, zu)
z˙c = Czs + g˜c(zs, zc, zu)
z˙s = Uzu + g˜u(zs, zc, zu) ,
donde S es una matriz estable, C una matriz con la parte real de sus valores
propios iguales a cero, y la matriz U de orden u × u con sus valores propios
con parte real positiva:
g˜u(zs, 0, 0) ≡ 0, g˜c(zs, 0, 0) ≡ 0 ,
g˜s(0, 0, zu) ≡ 0, g˜c(0, 0, zu) ≡ 0 , (29)
g˜(z) = g˜s ⊕ g˜c ⊕ g˜u = σ(|z|) tal que z → 0 .
Se necesitan algunas generalizaciones a los teoremas propuestos por [13]
(Cap´ıtulo IX, lema 5.1, corolario 5.2).
Lema 2.1. Para s ∈ [0, s0], s0 > 0, sea P (s) una matriz estable p × p y
Q(s) una matriz cuyos valores propios tienen parte real no negativa para todo
s ∈ [0, s0]; se supone que P,Q ∈ C0[0, s0], y el mapeo T 1 : Rp×Rq×[0, s0] 7−→
Rp ×Rq definido por:
T 1 : y1 = e
P (s)y + Y (y, z, s) , (30)
z1 = e
Q(s)z + Z(y, z, s) ,
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para (y, z, s) ∈ Rp × Rq × [0, s0] donde Y,Z, Y ′y , Y ′z , Z ′y, Z ′z ∈ C0, Y (0, 0, s) ≡
Z(0, 0, s) ≡ 0 y para las matrices Jacobianas ∂(y,z)Y (0, 0, s) ≡ 0, ∂(y,z)Z(0, 0, s) ≡
0. Entonces existe una vecindad del origen Wp ⊂ Rp y una funcio´n g :
Wp × [0, s0] 7−→Wq (un recubrimiento en el origen de Rq) tal que g, g′ ∈ C0,
g(0, s) ≡ 0, g′(0, s) ≡ 0, y la transformacio´n de coordenadas
u = y, v = z − g(y, s) , (31)
transformando (30) a la forma
u1 = e
P (s)u+ U(u, v, s) , (32)
v1 = e
Q(s)u+ V (u, v, s) ,
donde
U(0, 0, s) ≡ V (0, 0, s) ≡ V (u, 0, s) ≡ 0
∂(u,v)U(0, 0, s) ≡ ∂(u0,v0)V (0, 0, s) ≡ 0 . (33)
Se observa que las u´ltimas identidades significan que si (u, v) = (u, 0),
entonces su imagen, con el mapeo (32), es tal que (u1, v1) = (u1, 0). Esto
significa que en el origen de coordenadas z = g(y, s), por (30), tambie´n se
tiene que z1 = g(y1, s), es decir, el conjunto {(y, z) ∈ Rp × Rq : z = g(y, s)}
es una variedad invariante de T 1 para cada s ∈ [0, s].
Prueba: La prueba coincide paso a paso con la prueba de [13] (cap´ıtulo IX,
lemma 5.1).
Lema 2.2. Para s ∈ [0, s0], s0 > 0 sean las matrices P (s) y Q(s) como en
el lema anterior, sea la familia de sistemas dina´micos T : [0,∞] ×Rp ×Rq ×
[0, s0] 7−→ Rp ×Rq dependiente de un para´metro s definido por:
T : y(t, y0, z0, s) = e
P (s)y0 + Y (t, y0, z0, s)
z(t, y0, z0, s) = e
Q(s)z0 + Z(t, y0, z0, s) ; (34)
para t ∈ [0,∞], y0 ∈ Rp, z0 ∈ Rq, s ∈ [0, s0] donde
Y,Z, Y˙ , Y ′, Y ′y0 , Z˙, Z
′
y0
, Z ′z0 ∈ C0
Y (t, 0, 0, s) ≡ Z(t, 0, 0, s) ≡ 0 ,
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∂(y0,z0)Y (t, 0, 0, s) ≡ 0 ,
∂(y0,z0)Z(t, 0, 0, s) ≡ 0 ,
y con
T 1 : y(1, y0, z0, s) = e
P (s)y0 + Y (1, y0, z0, s)
z(1, y0, z0, s) = e
Q(s)z0 + Z(1, y0, z0, s) ;
si g es la funcio´n construida por el lema anterior para T 1, entonces (31)
transforma (34) a la forma
u(t, u0, v0, s) = e
P (s)u0 + U(t, u0, v0, s) (35)
v(t, u0, v0, s) = e
Q(s)v0 + V (t, u0, v0, s) ;
donde
U(t, 0, 0, s) ≡ V (t, 0, 0, s) ≡ V (t, u0, 0, s) ≡ 0
∂(u0,v0)(t, u, 0, s) ≡ ∂(u0,v0)V (t, u, 0, s) ≡ 0 . (36)
Si y 6= 0, |y0| es suficientemente pequen˜o y z0 = g(y0, s), entonces se tiene
que, z(t, y0, z0, s) = g(y(t, y0, z0, s), s) para todo t ∈ [0,∞],
|z(t, y0, z0, s)|
|y(t, y0, z0, s)| → 0 ,
l´ım sup t−1 log |(t, y0, z0, s)| 6 α, si t→∞, α < 0 .
E´ste es consecuencia del lema anterior.
Se considera ahora la atractividad del segmento derecho de Lk, si k ∈
(k1, k2). Sea el segmento de l´ınea Ls el conjunto
Ls = {(λ, ξ1, ξ2) ∈ Lk : ξ1 > ξ1(k)} , (37)
y la relacio´n
ξ1 < ξ¯1 <
γλg(λ, k2)
p(λ, a1)
. (38)
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Se considera el subconjunto propio cerrado de Ls dado por
L¯s = {(λ, x1(k), x2(k)) ∈ Lk : ξ1 > ξ¯1} . (39)
SeaM una superficie suave interceptando Lk transversalmente en (λ, ξ¯1, ξ¯2)
∈ Lk. Se denota como Tm y se denomina recubrimiento tubular de L¯s al con-
junto compacto y acotado con la parte deM dentro de la superficie que define
el conjunto
{(s, x1, x2) ∈ R3 : d((s, x1, x2), L¯s) = ρ} , (40)
con ρ > 0 y d la distancia Euclidiana y la parte de la superficie de (40)
entre M y el plano s, x1 y la parte del plano s, x1 dentro de la superficie
(40). Claramente, si ρ > 0 es suficientemente pequen˜o, la interseccio´n de M
y la superficie (40) es una curva de Jordan simple, Ls ⊂ Tm y el interior del
segmento de l´ınea Ls esta´ en el interior de Tm. Teniendo en cuenta la notacio´n
introducida se tiene el teorema
Teorema 2.3. Para cualquier k tal que k1 < k < k2, y k1, k2 solucio´n de
las ecuaciones x1(k) = 0 y x2(k) = 0, respectivamente, con x1(k) y x2(k)
dados por las expresiones (19) y (20), y para cualquier ξ¯1 que satisface (38),
el segmento de recta L¯s dado por (39) es un atractor del sistema (2) en el
siguiente sentido: L¯s tiene un recubrimiento tubular Tm tal que las trayectorias
con condiciones iniciales en Tm tienden a L¯s cuando t tiende a infinito.
Prueba: Parametrizando Ls de la forma:
s = λ
x1 = ξ1s =
γλg(λ, k2)
p(λ, a1)
+ s
(
x1(k)− γλg(λ, k2)
p(λ, a1)
)
(41)
x2 = ξ2s = sx2(k), 0 6 s < 1 ;
si s = 0, se obtiene el punto extremo en Lk en el plano s, x1; si s = 1, se
consigue el punto (λ, ξ1s(k), ξ2s(k)) = (λ, x1(k), x2(k)) con x1(k), x2(k) dados
por (19) y (20). Sea ξ1 correspondiente a un valor de 0 < s0 < 1, es decir,
ξ1 = ξ1s0 =
γλg(λ, k2)
p(λ, a1)
+ s0
(
x1(k)− γλg(λ, k2)
p(λ, a1)
)
. (42)
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As´ı, Ls, dado por (37), corresponde al intervalo [0, s0]. Para cada s ∈
(0, s0], un sistema de referencia puede ser introducido de la siguiente ma-
nera: el origen esta´ en (λ, ξ1s(k), ξ2s(k)), dos vectores de la base pueden ser
fijados en el subespacio generado por los vectores propios correspondientes a
los dos valores propios con parte real negativa del sistema (2), linealizado en
(λ, ξ1s(k), ξ2s(k)) y el tercer vector puede ser fijado en la direccio´n del vec-
tor de la l´ınea Lk dado por (41), el cual es el valor correspondiente al valor
propio cero. En el sistema (41), ξ1s, ξ2s dependen continuamente de s, como
una consecuencia de ello las ra´ıces del polinomio caracter´ıstico (17) dependen
continuamente tambie´n de s. Claramente, los dos vectores en el subespacio
bidimensional de vectores propios correspondiente a las ra´ıces con parte real
negativa pueden ser escogidos como funciones continuas de s en el intervalo
[0, s0], dado que la direccio´n del plano var´ıa continuamente. Se concluye que
la familia uniparame´trica de transformacio´n de coordenadas dependiente de
s ∈ [0, s0] descrita arriba puede ser representada por

 y1y2
z

 = R(s)

 s− λx1 − ξ1s
x2 − ξ2s

 , (43)
donde y = (y1, y2) denota las coordenadas en el subespacio bidimensional de
vectores propios, z es la coordenada en Lk, y R(s) es una matriz tres por tres
regular, R ∈ C0[0, s0]. Bajo la transformacio´n de coordenadas, el sistema (2)
toma la forma:
y˙ = P (s)y + F (y, z, s) , (44)
z˙ = G(x, z, s) ,
donde P es una matriz estable de orden dos por dos, F un vector de dimensio´n
dos y G un escalar, P,F ;F ′y, F´ z , G´y, G´z ∈ C0 en un recubrimiento del origen
(y1, y2, z) = (0, 0, 0) y para todos los s ∈ [0, s0], F (0, 0, s) = G(0, 0, s) = 0,
∂(y,z)F (0, 0, s) = 0, ∂(y,z)G(0, 0, s) = 0. El sistema dina´mico generado por (44)
es de la forma (35) con Q(s) = 0, y satisface todas las condiciones del lema
2.2. As´ı la funcio´n g : W × [0, s0] 7−→ R del lema 2.1 existe donde W es un
recubrimiento de (y1, y2) = (0, 0), g ∈ C0 y para cada s ∈ [0, s0] la superficie
{(y1, y2, z) ∈ R3 : z = g(y1, y2, s), (y1, y2) ∈W}
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es localmente una variedad invariante de (44). Realizando la transformacio´n
inversa de (43) al sustituir la funcio´n g por z se tiene

 sx1
x2

 =

 λξ1s
ξ2s

+R−1(s)

 y1y2
g(y1, y2, s)

 . (45)
Para s fijo, s ∈ [0, s0], (45) es la ecuacio´n parame´trica de la variedad
invariante estable del sistema (2) pasando a trave´s del punto de equilibrio
(λ, ξ1s, ξ2s) ∈ L¯s. El mapeo (y1, y2, s) 7−→ (S, x1, x2) del cilindro W × [0, s0]
en el espacio s, x1, x2, definido por (45), es continuo y uno a uno (por la uni-
cidad de la solucio´n y la regularidad de la matriz R−1(s)). Por lo tanto, este
mapeo es un homeomorfismo y esto prueba que para cada ξ1 que satisface (38),
sus variedades invariantes correspondientes a los puntos de L¯s en (39) llenan
un recubrimiento tubular de L¯s. Por el teorema 2.1 se tiene que, a trave´s de
cada punto de L¯s, pasa una variedad local bidimensional invariante tal que
todas las trayectorias en esta variedad tienden a (λ, ξ1, ξ2) exponencialmente
cuando t tiende a infinito. Claramente, (λ, ξ1, ξ2) es asinto´ticamente estable
con respecto a la restriccio´n del sistema (2) a la variedad invariante bidimen-
sional; por la argumentacio´n anterior se tiene que estas variedades llenan un
recubrimiento de L¯s y por lo tanto se concluye la prueba del corolario.
Un resultado ana´logo al teorema 2.3 se tiene para el caso de los modelos
artificiales.
Un modelo artificial se comporta de forma similar a un modelo natural,
excepto que la direccio´n del zip es diferente. La prueba del siguiente teorema
es ana´loga a la del teorema 2.1, por lo tanto so´lo se presenta su enunciado.
Teorema 2.4. Si el sistema (2) es artificial y satisface las condiciones (3) a
(8) y (10) a (13), existen k2, k1 u´nicos, tal que si λ < k2 < k1 <∞, entonces
para todo k ∈ (λ, k2) todos los puntos del segmento Lk son estables en el
sentido de Liapunov; y Lk es un atractor del sistema. Para k ∈ (k2, k1), el
punto (λ, x1(k), x2(k)) divide Lk en dos partes, una de la cual puede ser vac´ıa.
Los puntos de Lk a la izquierda de este punto son estables, los puntos a la
derecha son inestables en el sentido de Liapunov, y la parte del lado izquierdo
de este punto es un atractor del sistema. Para k ∈ (k1,∞), el sistema no
tiene puntos de equilibrio estables en el octante positivo del espacio cerrado
s, x1, x2.
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3 Modelos nume´ricos del tipo exponencial algebraico
3.1 Generalidades
En este seccio´n se exponen los resultados nume´ricos de un modelo de tipo
natural. Para este modelo se presenta los retratos de fase para el caso de
competicio´n interespec´ıfica λ1 = λ2 = λ, a1 > a2.
En la seleccio´n del modelo se definen los para´metros de manera natural,
es decir, eligiendo las propiedades intr´ınsecas que lo definen desde el punto
de vista de la dina´mica de poblaciones. Es as´ı como se eligieron las tasas de
mortalidad di de los predadores, i = 1, 2, la tasa de nacimiento maximal de la
presa γ, y el para´metro umbral λ de los predadores. Respecto al para´metro λ,
aunque no resulta evidente que la cantidad de presa λ necesaria para que la
especie i alcance tasa de natalidad igual a la tasa de mortalidad di, i = 1, 2;
es claro que λ es una caracter´ıstica intr´ınseca del predador. En el modelo se
supone la mismas caracter´ıstica del medio respecto al crecimiento de la presa
definidas por la resistencia ambiental g(s, k). Una vez elegidos los para´metros
ba´sicos de las especies en el sistema, e´stos definen la escala de respuesta
funcional de los predadores a1, a2, mediante la siguiente ecuacio´n
p(λ, ai) = di, i = 1, 2 . (46)
La ecuacio´n (46) define en el modelo hallado la expresio´n
−ar+1i Bdi − aidiD − ar+v+1i diBF − av+1i diDF + ar+vi
Bcqλ+ aviDcqλ− ariBdiqλ−Ddiqλ− ar+vi BdiFqλ
−aviDdiFqλ+Aaiλn +Aav+1i Fλn +Aqλn+1 +Aav1
Fqλn+1 = 0 .
(47)
Para la presentacio´n de los cambios cualitativos de los retratos de fase de
los diferentes modelos, conforme avanza el para´metro de bifurcacio´n k en el
caso a1 > a2 (bifurcacio´n de zip), se evalu´a el valor de k para valores menores
de k1, entre k1 y k2, y mayores de k2.
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3.2 Modelo natural
Los siguientes son los para´metros del modelo natural:
A = 1; B = 1; D = 1; c = 1;
d1 = 2; d2 = 7; F = 0; m = 1
n = 1; q = 1; r = .12 u = 1
v = 0 λ = 10; γ = 1, . . .
la resistencia ambiental g de la presa y la respuesta funcional p de los preda-
dores adoptan la forma:
p(s, a) =
s
1 + 2
√
a
+
s
s+ a
g(s, k) = 1− (−1 + e
s)s
(−1 + ek)k .
Se define la funcio´n f , la cual simplifica la presentacio´n de la fo´rmula de
Bautin para el ca´lculo de la constante de Poincare´–Liapunov, como sigue
f(s) = sg(s, k) = s
(
1− (−1 + e
s)s
(−1 + ek)k
)
.
La ecuacio´n (47) para a1 es de la forma
0 = 90− 10 2√a1 + 8a1 − 2a
3
2
1
a1 = 23,7212 .
La ecuacio´n (47) para a2 es de la forma
0 = 40− 60 2√a2 + 3a2 + 7a
3
2
2
a2 = 0,429428 .
3.3 Caracterizacio´n del sistema tridimensional, caso a1 > a2
En esta parte se hallan los valores del para´metro de bifurcacio´n donde se
presenta la bifurcacio´n zip. Adema´s, se muestran las ecuaciones parame´tricas
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de la l´ınea de equilibrio Lk y la l´ınea de interseccio´n definida por la condicio´n
de estabilidad (18). Se representan los retratos de fase del sistema para los
distintos valores del para´metro de bifurcacio´n seleccionados a propo´sito, para
mostrar los cambios cualitativos que ocurren. El para´metro k1 esta´ definido
por la condicio´n
x1(k) = −γ−λg
′(λ, k)p(λ, a2) + g(λ, k)[λp
′(λ, a2)− p(λ, a2)]
p(λ, a2)p′(λ, a1)− p(λ, a1)p′s(λ, a2)
= 0
= −8,17594(−0,919346(1− 10(−1 + e
10)
(−1 + ek) − 70(
10e10
(−1 + ek) −
−1 + e10
(−1 + ek)k ) = 0 .
Resolviendo la ecuacio´n anterior para k se tiene que k1 = 14,0964, el cual
coincide con el caso a1 = a2 = a con a = a2. Igualmente el para´metro k2
esta´ definido por la condicio´n
x2(k) = γ
−λg′(λ, k)p(λ, a1) + g(λ, k)[λp′(λ, a1)− p(λ, a1)]
p(λ, a2)p′(λ, a1)− p(λ, a1)p′s(λ, a2)
= 0
=
2,433x106 + (0,04397− 0,04397ek)k
(−1 + ek)k .
Resolviendo la ecuacio´n anterior para k se tiene que el valor de k2 = 15,1131
que coincide con el obtenido en el caso a1 = a2 = a con a = a1. La interseccio´n
de las l´ıneas de equilibrios Lk y la l´ınea Bk esta´ definida en forma parame´trica
por (x1(k), x2(k)).
Condicio´n para k = 14. Las ecuaciones parame´tricas de los segmentos de
l´ınea Lk y Bk esta´n dadas por
Lk = {(x1, x2) ∈ R2 : x2 = 1,40988 − 0,285714x1, x1 > 0, x2 > 0} ,
Bk = {(x1, x2) ∈ R2 : x2 = 1,56533 − 0,0956566x1 , x1 > 0, x2 > 0} .
El segmento Bk esta´ por encima del segmento de l´ınea Lk en el plano coor-
denado x1, x2, por lo tanto, por la condicio´n (18), el conjunto de equilibrios
es asinto´ticamente estable para k = 14, como se observa en el retrato de fase
correspondiente a un valor del para´metro de bifurcacio´n de k = 14, figura 1.
Las trayectorias del sistema con condiciones iniciales en el octante positivo
permanecen en e´ste y son acotadas y tienden asinto´ticamente hacia la l´ınea
de equilibrios Lk, por lo tanto, el segmento Lk es un atractor del sistema y
su cuenca de atractividad es el octante positivo. Los equilibrios en este caso
representan coexistencia estable entre el k–estratega, el r–estratega y la presa.
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Figura 1: retrato de fase con para´metro de bifurcacio´n k = 14
Condicio´n para k = 14,5. Las ecuaciones parame´tricas de los segmentos de
l´ınea Lk y Bk esta´n dadas por
Lk = {(x1, x2) ∈ R2 : x2 = 1,41763 − 0,285714x1, x1 > 0, x2 > 0} ,
Bk = {(x1, x2) ∈ R2 : x2 = 0,916682 − 0,0956566x1 , x1 > 0, x2 > 0} .
El segmento Bk y el segmento de l´ınea Lk se interceptan en el cuadrante
positivo, por lo tanto el punto de interseccio´n divide el segmento Lk de tal
manera que los puntos a su izquierda esta´n por encima de los del segmento
Bk, significando inestabilidad de dichos equilibrios; y los puntos a su derecha
esta´n por debajo del segmento Bk, representando estabilidad asinto´tica para
k = 14,5. A medida que se incrementa el para´metro k, entre k1 y k2, se va
presentando desestabilizacio´n del sistema de izquierda a derecha, iniciando
por los puntos que representan dominio del k–estratega sobre el r–estratega.
Como se aprecia en el retrato de fase para una valor del para´metro k = 14,5,
figura 2, existe una zona localizada a la izquierda del punto (x1(k), x2(k)) tal
que los puntos situados en ellas son equilibrios inestables y los puntos situados
a la derecha son equilibrios estables existiendo un segmento de recta L¯s dado
por (39) que es un atractor del sistema (2) en el siguiente sentido: L¯s tiene
un recubrimiento tubular Tm tal que las trayectorias con condiciones iniciales
en Tm tienden a L¯s cuando t tiende a infinito. La coexistencia entre las tres
especies es au´n posible, a pesar de que existen zonas del segmento de la recta
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de equilibrios del sistema que ahora no son estable desde el punto de vista de
Liapunov.
Figura 2: retrato de fase con para´metro de bifurcacio´n k = 14,5
A medida que se aumenta el para´metro k, crece la inestabilidad del seg-
mento Lk, significando la pe´rdida de terreno del k–estratega con respecto al
r–estratega hasta su extincio´n a valores mayores del para´metro k2.
Condicio´n para k = 15,2. Las ecuaciones parame´tricas de los segmentos de
l´ınea Lk y Bk esta´n dadas por
Lk = {(x1, x2) ∈ R2 : x2 = 1,42339 − 0,285714x1, x1 > 0, x2 > 0} ,
Bk = {(x1, x2) ∈ R2 : x2 = 0,434247 − 0,0956566x1 , x1 > 0, x2 > 0} .
El segmento de l´ınea Bk se encuentra por debajo del segmento de l´ınea Lk en
el cuadrante positivo, significando inestabilidad del conjunto de equilibrios Lk,
como se observa en el retrato de fase correspondiente al valor del para´metro
k = 15,2, figura 3.
Diagrama de bifurcacio´n. En la figura 4 se presenta el diagrama de la
bifurcacio´n zip con respecto al plano de los predadores x1, x2 conforme el
para´metro k es variado, el a´rea ma´s fina corresponde a los puntos de equili-
brios en el octante positivo estables y los del a´rea menos fina a los inestables.
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Figura 3: retrato de fase con para´metro de bifurcacio´n k = 15,2
Claramente se observa el feno´meno descubierto por [8]. “A bajos valores de
la capacidad de carga k del ecosistema con respecto a la presa, una l´ınea
de equilibrio es un atractor del sistema, ella representa coexistencia estable
de las tres especies. Si k es incrementado los equilibrios son continuamente
desestabilizados, empezando por aquellos que representan la dominancia del
k–estratega sobre el r–estratega. Arriba de cierto valor de k, el sistema no tie-
ne ma´s equilibrios estables que representen coexistencia; sin embargo, un ciclo
l´ımite permanece representando la oscilacio´n de coexistencia del k–estratega
y la presa ”.
4 Conclusio´n
En el presente trabajo de investigacio´n se estudia la atractividad local de
una clase de modelos: del tipo dos predadores una presa los cuales exhiben
la bifurcacio´n zip, cuya caracter´ıstica comu´n es que la tasa de desarrollo de
la presa y la respuesta funcional del depredador son funciones que satisfacen
ciertas condiciones naturales que coinciden con las planteadas por [6] y [7]. Se
generalizan los resultados sobre atractividad local de recubrimiento tubular
L¯s [7] para el sistema (2).
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Figura 4: diagrama de bifurcacio´n zip con el para´metro bifurcacio´n k variando entre
14 6 k 6 15,2
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