Abstract: Elliptic curve cryptosystems (ECCs) are utilised as an alternative to traditional public-key cryptosystems, and are more suitable for resource-limited environments because of smaller parameter size. In this study, the authors carry out a thorough investigation of side-channel attack aware ECC implementations over finite fields of prime characteristic including the recently introduced Edwards formulation of elliptic curves. The Edwards formulation of elliptic curves is promising in performance with built-in resiliency against simple side-channel attacks. To our knowledge the authors present the first hardware implementation for the Edwards formulation of elliptic curves. The authors also propose a technique to apply non-adjacent form (NAF) scalar multiplication algorithm with side-channel security using the Edwards formulation. In addition, the authors implement Joye's highly regular add-always scalar multiplication algorithm both with the Weierstrass and Edwards formulation of elliptic curves. Our results show that the Edwards formulation allows increased area -time performance with projective coordinates. However, the Weierstrass formulation with affine coordinates results in the simplest architecture, and therefore has the best area -time performance as long as an efficient modular divider is available.
Introduction
In the mid-1980s Koblitz [1] and Miller [2] independently proposed using elliptic curves for public-key cryptosystems. Since then, elliptic curve cryptosystem (ECC) has been intensively studied, and became popular among other common public-key cryptosystems such as RSA, DiffieHellman and ElGamal. In [3] , Lenstra and Verheul reported that ECC using a 130-bit key offers comparable security as RSA with a key length of 1024 bits. The shorter parameter size makes ECC especially attractive for embedded applications. However, such devices are more prone to sidechannel attacks, since the attacker can procure, isolate and test such a system without being detected [4] [5] [6] [7] [8] . Therefore security against side-channel attacks is considered to be vital for ECC deployed in embedded systems, despite degradation of performance. Several techniques were proposed for efficient and side-channel attack aware hardware implementation of ECC [9] [10] [11] [12] . Unfortunately, these techniques use either specialised fields or specifically chosen elliptic curves. On the other hand, more generic side-channel attack aware implementations involve more complicated equations [13] , demand more hardware [14] , or leave the system vulnerable to other types of attacks [15] [16] [17] . Hence, providing a highperformance non-specialised implementation, while retaining a degree of side-channel resiliency remains a challenge.
In 2007, Edwards proposed a novel formulation of elliptic curves and associated point arithmetic operations defined over all non-binary fields [18] . Bernstein and Lange analysed and compared the complexity (in number of elementary field operations) of basic group operations for different forms of elliptic curves in various coordinate systems [19] . They suggest that the Edwards elliptic curve formulation has superior performance than the fastest known ECC algorithms. Binary Edwards curves also exist
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IET Inf. Secur., 2010, Vol. 4, Iss. 1, pp. 30-43 [20] , but they are not in the scope of this paper. In this paper, we present a comprehensive overview and comparison of parameter agnostic hardware implementations of ECC over finite fields of prime characteristics. In particular, we present optimised hardware realisations of ECC in Weierstrass and Edwards formulations using affine and projective coordinates. We compare these implementations in terms of their area and throughput performance. We also realise them in a ECC processor both with CMOS technology, and power balanced MOS current-mode differential logic (MCML) technology [21] that provides differential side-channel attacks (DCA) resiliency.
Furthermore, we introduce techniques for improving the performance at various implementation levels without undermining side-channel awareness. In most ASIC arithmetic units, carry chains cause bottlenecks. Our systematic use of redundant digits for all modular arithmetic operations is a significant advantage for reaching higher operating frequencies, therefore we are setting ASIC speed records for prime-field ECC. To our knowledge, we implement the first hardware implementation of Marc Joye's recently introduced highly regular add-always scalar multiplication algorithm, which is proven to be secure against SPA-type attacks and safe-error attacks [22] . Finally, we introduce a side-channel-aware version of nonadjacent form (NAF) scalar multiplication algorithm for Edwards formulation in Algorithm 1.
The organisation of this paper is as follows. Section 2 provides a preliminary introduction to ECC, defines the main parameters and introduces the new Edwards formulation for ECC. In Section 3, the point multiplication methods with side-channel attack precautions are investigated. The details of the hardware implementation are explained in Section 4. The implementation results are presented in Section 5. Finally Section 6 concludes the paper.
Elliptic curve cryptosystems
In this section, we will briefly present the ECC formulations over finite fields of prime characteristics. The reader is referred to [23] , for a detailed treatment of ECC. In order to construct a cryptographic system, we first need to define a suitable elliptic curve E defined over a prime field F p [24] . A cyclic subgroup of E(F p ) can be generated by selecting a point P of order n, and computing its multiples kPl ¼ {1, P, 2P, 3P, . . . , (#n À 1)P} The elliptic curve discrete logarithm problem (ECDLP) is defined as determining the value k [ [1, #n À 1], given a point P [ E(F p ) of order #n, and a point Q ¼ kP [ kPl. ECDLP is the underlying number theoretical problem used by ECC. In the cryptosystem, a private key is obtained by selecting an integer k randomly from the interval [1, #n À 1]. The corresponding public key will be Q ¼ kP, and needs to be calculated by scalar-point multiplication.
Simplified Weierstrass formulation for elliptic curves
An elliptic curve E defined over a prime field F p (with p . 3) can be written in the simplified Weierstrass form as
where a, b [ F p , and the discriminant of the curve D ¼ À16(4a 3 þ 27b 2 ) = 0. A point addition operation can be defined for adding two points P ¼ (x 1 , y 1 ) and Q ¼ (x 2 , y 2 ) in E(F p ) resulting in a third point P þ Q ¼ (x 3 , y 3 ) in E(F p ) with the point at 1 serving as identity element (P þ 1 ¼ P). Assuming that P = +Q, the point P þ Q ¼ (x 3 , y 3 ) can be calculated as
For P ¼ Q the operation is called doubling, and the calculation of 2P ¼ (x 3 , y 3 ) is slightly different
Finally, if P ¼ ÀQ the operation results in point at infinity, and it should be handled separately.
Edwards formulation for elliptic curves
In [18] , Edwards showed that elliptic curves over a prime field F p (with p . 3) in the normal form
are bi-rationally equivalent to Weierstrass elliptic curves, and can be efficiently transformed from the short Weierstrass form given in (1) . The parameter c can be chosen as 1 without loss of generality. Therefore it will be assumed to be 1 in subsequent sections. Bernstein and Lange introduced explicit equations for performing the transformation of the ECC coordinates from Weierstrass to Edwards as well as for performing the group operations on an Edwards curve [19] .
The most attractive property of the Edwards formulation is that the same point addition operation can be used even if www.ietdl.org the two points on the curve are equal
Whereas, in the Weierstrass elliptic curve formulation a separate doubling operation as shown in (3) is needed when P ¼ Q, and special handling of point at infinity is needed when P ¼ ÀQ.
Since only a single type of operation is used, it is reasonable to expect a higher performance from side-channel attack aware ECC implementations using the Edwards formulation when compared to those using the Weierstrass formulation. In addition, in the Edwards formulation, there is no special point at 1, removing another special case that has to be handled by implementations. The Edwards doubling formulation can be further simplified by using the Edwards elliptic curve definition and rewriting dx 2 y 2 as x 2 þ y 2 À 1 as suggested by Marc Joye to Bernstein et al. in [19] . This optimisation makes the point addition and doubling asymmetric, taking away the side-channel resiliency advantage of unified addition and doubling operations. Nevertheless, Edwards formulation with optimised doubling operations may be utilised with a side-channel aware multiplication algorithm as in the case of Weierstrass formulation
(mod p)
Projective coordinate systems
ECC implementations may be viewed at several layers. At the point level the main operation is the scalar-point multiplication, which is realised with multiple point additions and point doubling operations. Each point addition and doubling involves a number of elementary modular arithmetic operations. Modular addition and subtraction are relatively straightforward to implement. Modular multiplication is a reasonably costly operation. At the arithmetic level the implementation of the modular inversion is the most costly operation. The high cost of modular inversion has motivated the investigation of alternative coordinate representations, which avoid the inversion operation at a cost of increased number of field multiplications and additions. The classical formulation where a point P on an elliptic curve E is represented by a pair of elements (x, y) is known as the affine coordinate representation. The affine coordinates can be transformed into projective coordinates that use three elements to represent a point (X, Y, Z), allowing the numerator and the denominator to be calculated separately.
A number of projective coordinate transformations have been proposed in the literature: homogeneous projective, Jacobian, Chudnovsky Jacobian [25] , Lopez-Dahab [26] and mixed coordinates [27] . Homogeneous projective coordinates are rarely used in Weierstrass formulation, since the number of multiplications required in exchange of avoiding the inversion is too high. However, Jacobian projective coordinates turn out to be more efficient and most commonly applied either as is, or in a mixed form with affine coordinates. On the other hand, because of the balanced form of equations, homogeneous projective coordinate work well on Edwards elliptic curves.
A Weierstrass elliptic curve defined in (1) is converted to Jacobian coordinates as follows
Then the point addition (7) and doubling (8) formulations with Jacobian coordinates become [25] 
The addition formulation can be optimised by removing Z 2 values, if one of the points is affine (i.e. Z 2 ¼ 1), resulting in the so-called mixed point addition. An Edwards elliptic curve defined in (4) is converted to homogeneous projective coordinates as follows
The following formulas compute the unified point addition and doubling (9) , and optimised doubling (10) operations with projective coordinates [19] . Similar to Jacobian coordinates, addition can be optimised in the case of mixed coordinates 3 Side-channel attack aware point multiplication
The so-called binary multiplication methods provide a systematic way of ordering the addition and doubling operations. In a typical binary multiplication scheme, as the bits of the multiplicand are processed sequentially, a point doubling is performed for each bit, and a point addition is performed if the current bit is equal to one. Hence, the run time of the binary multiplication scheme depends on the number of non-zero bits of the multiplicand. On average, for a multiplicand of bit length n, the point multiplication requires n doubling operations and n/2 point additions. A more advanced binary multiplication method requires the scalar multiplicand to be recorded into the non-adjacent signed digit form (NAF) [28] . A NAF binary number will not have two consecutive non-zero digits (1 or 21 in signed digit form), reducing the number of point additions to less than n/2 throughout an n-bit scalar-point multiplication (n/3 point additions on average). Although the number of doublings remains constant, the NAF method leads to a modest linear improvement in the number of point additions.
Both the standard binary multiplication scheme and the NAF scheme conditionally perform a point addition (or subtraction) driven by the binary digit values of the secret multiplicand. Side-channel characteristics of distinguishable point addition and doubling operations can be observed to vary while a point multiplication is carried out, which can potentially be used by an adversary to reveal parts of the secret key [29, 30] . Moreover, even if the point addition and doubling operations are indistinguishable as in unified Edwards formulation, the total run time of the point multiplication will still depend on the number of non-zero binary digits of the multiplicand, since point addition is only carried out when a digit is non-zero. In this case, an attacker observing the run time, could determine the Hamming weight of the multiplicand, reducing the possible solution space significantly. Although it seems impossible to foresee all possible side-channel attacks that might emerge in the future, we believe that cryptographic architectures should be designed to withstand the attacks summarised above. We call such architectures side-channel aware.
Side-channel attacks can be classified into simple sidechannel attacks (SCA), which directly interpret data characteristics that are visible in a single or a few measurement traces, and differential side-channel attacks (DCA), which interpret the side-channel differences of correlated measurements. DCA can be further enhanced by applying statistical methods over a template of measurement traces [31] .
SCA countermeasures for distinguishable point operations
When the point addition and doubling operations are different, the only way to make a point multiplication side-channel attack aware is using a uniform sequence of point operations that do not depend on the value of the multiplicand. A method proposed by Moller performs point multiplication with fixed pattern of doublings and additions with less than 2n point operations in total [17] , but it involves a fixed look-up table that makes the system susceptible to statistical attacks described in [32] . Recognising this problem, he proposes a new method to avoid a fixed table [14] , employing a randomised initialisation stage to achieve resistance against side-channel attacks. However, when a random number generator is not incorporated, reducing the number of point operations is not possible. One has to use a regular multiplication algorithm that involves one point addition and one point doubling for each binary digit of the multiplicand to avoid revealing the order and number of the non-zero digits.
One solution to achieve a regular multiplication algorithm is to introduce point addition operations when the binary digit is zero [15, 16] , or inserting dummy atomic operations to achieve side-channel atomicity [33] . However, this is not always a trivial task. If the operations are dummy, they are vulnerable to fault insertion attacks, where the attacker deliberately introduces a fault during one operation and monitors the output for a change. If the correct output is produced in presence of faults, the attacker will be able to conclude that the operation where the fault was introduced was a dummy operation [34, 35] .
The so-called Montgomery binary ladder [36] protects against SCA and fault insertion attacks, since it is highly regular and does not involve dummy operations. Recent studies have shown that processing the bits of multiplicand from left-to-right, as Montgomery ladder does, are also vulnerable to certain attacks [37, 38] . In 2007, Joye introduced the add-always (also referred as: always add-anddouble algorithm) binary scalar multiplication algorithm [22] . This new algorithm is highly regular, processed from right-to-left, and it requires no precomputation or prior recoding. Add-always multiplication algorithm requires n point doublings and n point additions regardless of the value of the scalar multiplicand, and two temporary registers are needed to store the results of each iteration. It should be noted that the standard left-to-right algorithm with dummy operations allows us to accumulate the multiplication result in only one register, and use mixed coordinates since the coordinates of the input point is kept intact (Z-coordinate of the input point will be 1). Nevertheless, dummy operations and left-to-right processing should be avoided, because of the vulnerabilities described above.
SCA countermeasures for unified point operations
In the case of distinguishable point addition and doubling operations, a side-channel attack aware point multiplication requires using a regular point multiplication algorithm that consists of n doubling operations and n point additions for a multiplicand of bit length n. The Edwards formulation allows unified point addition and doubling without requiring specialised elliptic curves, or any randomisation or initialisation stage. When the point addition and doubling operations are unified, even if the scalar-point multiplication algorithm is irregular it will not cause side-channel leakage as long as the total number of operations is constant. As it is mentioned in the beginning of this section, the NAF point multiplication algorithm always requires fewer than n/2 point additions. By carrying out necessary number of extra operations after finishing the point multiplication, the total run-time could be set to the worst case in order to prevent dependency on the multiplicand value. However, if these extra operations do not update the value of the result, the system will be vulnerable to fault insertion attacks as explained above. In Fig. 1 , we propose a method that computes the extra operations at the end of a NAF multiplication. Since the additional operations do affect the computed result, the algorithm is also robust against fault insertion attacks. The first seven lines of the algorithm compute the NAF point multiplication, with the result stored in R 0 . Note that the addition and subtraction operations in lines 4 and 5 are virtually the same operations on elliptic curves. Moreover, our implementation uses radix-2 signed digit redundant representation, which makes it even simpler to achieve indistinguishable addition and subtraction operations. All we need to is to swap the wiring of 2-bit representation of the second operand digits in the case of point subtraction. In line 8, the number of necessary extra operations is calculated and stored in r, and the register R 0 is updated by the sum of R 0 and R 1 . After this addition, the result can be expressed as: result ¼ R 0 2 R 1 . Throughout the for-loop in lines 9-12, both R 0 and R 1 . are continuously updated for r/2 iterations, so that 2br=2c extra operations are carried out, while result ¼ R 0 2 R 1 still holds. Finally in line 12, the result is recomputed by the subtraction: R 0 À R 1 . The addition in line 13 is conditionally performed in order to achieve r þ 2 extra point additions in total regardless of r being odd or even. Hence, the computations will end after (3n=2) þ 2 unified point operations.
DCA countermeasures
Differential side-channel analysis allows more powerful attacks that succeed even in the presence of SCA countermeasures [39] . Comprehensive information about performing differential side-channel analysis can be found in [40] . Several classes of countermeasures were proposed against DCA, for example using noise generators to confuse attackers by adding random noise to the power signature [41] , feeding idle datapath units with random data to provide a more uniform data profile [42] , using masking techniques [43, 44] , and finally using power balanced IC libraries that have data-independent power consumption characteristics [45 -47] . For enhanced robustness against side-channel attacks, the design may be synthesised with such precautions at the circuit level. We synthesised our design both with standard CMOS technology, and with the power balanced MOS current-mode differential logic (MCML) technology [21] .
At the algorithm level, DCA resiliency can be achieved by multiplying the point by a random number prior to each point addition or doubling with projective coordinates. In Section 2.3, we have stated that homogeneous projective coordinates (xZ, yZ, Z) are more suitable for the Edwards formulation, whereas the Jacobian coordinates, that is (xZ 2 , yZ 3 , Z) are more suitable for the Weierstrass formulation. Prior to each point operation randomisation can be carried out by replacing the point coordinates (X, Y, Z) with (lX :lY :lZ) in the case of homogeneous projective coordinates, and with (l 2 X :l 3 Y :lZ) in the case of the Jacobian coordinates, where l = 0 is a random number [15] . Hence, if projective randomisation is utilised, the Edwards formulation has further performance benefit of requiring fewer field multiplications since there is no need for computing the square and cube of the random number prior to each point addition or doubling. We do not apply projective randomisation, since we do not want to incorporate a random number generator in our hardware implementation.
4 Hardware implementation
Modular arithmetic operations
Modular arithmetic operations are the core operations of ECC. In order to improve the performance of the overall system, it is crucial to optimise the modular arithmetic operations by avoiding side-channel information leakage because of data-dependent run time. As the first step of ECC implementation, we have designed the following optimised modular arithmetic components:
4.1.1 Carry-propagation-free addition with signed digit redundant representation: Addition is the primary building block in implementing arithmetic operations. If addition is slow or area expensive, all other operations suffer from this. In order to achieve parallel addition of two n-digit redundant binary numbers in constant time without carry propagation, we used the n-digit radix-2 signed digit (SD2) representation that uses the digit set f21, 0, 1g [48] , and carry-propagation-free addition as proposed in [49] . Fig. 2 shows addition of two consecutive SD2 digits using carry-save adders. It can be observed that signals do not propagate through more than two full adders. The n-digit redundant binary adders (RBAs) are realised by cascading 4-to-2 signed-digit carry-save adders as presented in [50] , which allowed us to keep the critical delay path of computing n-digit addition within the delay of two full adders. The RBA is used as the primary building block in the implementation of the modular arithmetic operations.
Radix-4 Montgomery multiplication algorithm:
A constant run-time radix-2 Montgomery modular multiplier that uses redundant representation is presented in [51] . We have modified this algorithm to perform multiplication in radix-4, reducing the run time by a factor of 2. This multiplier works by computing five steps for each radix-4 digit as presented in Fig. 3 , where LSD stands for least significant digit.
In Fig. 3 , step 2 requires only a single or double left shift of SD2 digits, whereas steps 3 and 4 require n-digit redundant binary addition operations. The modular multiplier completes the n-bit multiplication in (n/2) þ 1 iterations through two RBA stages. Obviously, the multiplication result will be in Montgomery residue form (divided by 2 nþ2 ). A side effect of using a radix-4 multiplier is that the range of operand values has increased from (2p, p) of original algorithm in [57] to (22p, 2p), where p is the prime modulus.
Extended binary GCD modular division algorithm: Modular division is the most costly operation
in ECC operations, which is usually avoided by using projective coordinates to trade several additional multiplications with division at every point addition cycle. If an efficient division unit could be implemented, the additional complexity incurred because of projective coordinates can be avoided. In order to achieve a highperformance divider, we implemented the modular division presented in Fig. 4 . This algorithm computes the GCD of the divisor and the prime modulus, which is equal to 1. Meanwhile, the same operations are applied to the dividend in parallel with a modulus reduction after each iteration. When the algorithm terminates by computing the GCD of the divisor and prime modulus as 1, the same operations applied to the dividend effectively computes the The modular divider completes n-bit division in only 2n þ 4 iterations in the (À2p, 2p) range. Constant run time for side-channel awareness is achieved by continuing the iterations until the control register reaches the end as suggested in [51] . For each iteration an adder is required for computing the GCD of the divisor and the prime modulus, and a modular adder is required for applying the same operation to the dividend in parallel together with modulus reduction. Therefore a total of three RBA stages are necessary (one RBA for regular addition and two RBAs for modular addition). It should also be noted that the arithmetic operations are carried out in the Montgomery residue format, and division does not preserve the Montgomery residue form of the operands. Therefore a division should be followed by a multiplication to transform the result back into Montgomery residue form, which increases the effective division time to (5n/2) þ 6 clock cycles.
Modular addition and subtraction algorithm:
The modular addition method described in [52] allows computing the n-bit modular addition or subtraction via a regular addition followed by a modular correction step that depends on checking only the most significant three digits of the intermediate result. Hence, modular addition and subtraction can be computed in a single iteration through two RBA stages. This method was also modified to work for (À2p, 2p) range instead of (Àp, p) range, in order to achieve consistency with the multiplication and division.
Combined modular arithmetic units:
The modular arithmetic units described above are all based on RBAs, and therefore efficient resource sharing is possible. We have implemented two different arithmetic units. The first arithmetic unit (mmu) is capable of modular multiplication, addition and subtraction; and it is intended to be used in projective point operations. The second unit (mau) is additionally capable of modular division; and it is intended to be used in affine point operations. The first arithmetic unit (mmu) requires two RBA stages, whereas the second unit (mau) requires three RBA stages in order to accommodate for division.
When the point multiplication operation is carried out with projective coordinates, a final division is necessary to have the resulting point in affine coordinates. We realised this operation by taking the modular inverse of the Z-coordinate using multiplications according to Fermat's theorem: [53] . Although this inversion takes much longer (3n 2 /4) þ 3n on average) than the extended binary GCD division algorithm, it is carried out only once at the end of a point multiplication. Therefore the performance gain in terms of area is more than the performance loss in terms of time, and it turns out to be more area-time efficient. The number of clock cycles for different modular operations and the hardware resources in each modular arithmetic unit is shown in Table 1 .
Point addition and doubling operations
We have designed four different point addition and doubling units (Weierstrass affine, Weierstrass projective, Edwards affine, Edwards projective), which implement the addition and doubling formulations in (2), (3) and (5)- (10) . In addition to point operations, each unit is also capable of necessary initial and final transformations. The initial transform computes the Montgomery residue forms of the point coordinates. The final transform computes the inverse Montgomery transformation and projective-to-affine transformation for projective coordinates. We also take advantage of the homogeneity in Edwards projective operations by avoiding Montgomery transformations. This is possible since the Montgomery modular multiplications in non-residue form do not affect the X/Z and Y/Z ratios at the end of a point addition or doubling.
For Weierstrass affine unit, we cannot utilise more than one arithmetic unit, because of the data dependence in point operations. For the others, having multiple units in parallel is possible. The single unit case always has the best area-time product, since all parallel units may not be utilised with the same type of operation in all stages of the dataflow. Having a single arithmetic unit is also preferable because of the limited area resources of ECC applications. The Weierstrass implementations require special handling of point at infinity. During each Weierstrass point operation, a check for whether the resulting point will be point at infinity is performed as well. This check is carried out offline (off the critical path delay) through a (n/4)-bit comparator without stalling the point operation. Selecting the comparator size as (n/4)-bit also allows keeping the area overhead low. For bit values less than 256, the comparator will require three-levels of ( 
Each unit is implemented with a datapath that consists of an appropriate modular arithmetic unit, a set of input selection multiplexers and temporary registers, and a control unit. The control units for each point operation are designed with finite state machine strategy, where each state corresponds to an arithmetic operation through register-to-register dataflow. For each point operation, the arithmetic operations are scheduled to require minimum number of temporary storage registers after a careful data dependence analysis. A generic point addition and doubling unit is shown in Fig. 5 . Table 2 shows the hardware resources, and the cost of point operations in terms of modular arithmetic operations for each unit. Looking at the operation counts, we observe that operations with projective coordinates have better performance in the Edwards formulation, whereas operations with affine coordinates have better performance in the Weierstrass formulation. Meanwhile, the comparison between Weierstrass affine and Edwards projective operations depend on the performance ratio of division and multiplication. In terms of area, the projective units have the advantage of using smaller arithmetic units. However, they need more registers because of the increased complexity of the point operations with projective coordinates, and additional storage requirement for Z-coordinates. Therefore projective coordinates may not necessarily provide an area advantage. The overall gate count percentages of the arithmetic units for each ECC point multiplication are provided in Table 4 in Section 5. Since the number of flip-flops in state machine registers are much less than storage registers, the area percentage of control units are negligible in size. Therefore the remaining area percentage is allocated mostly for the storage registers. www.ietdl.org
Point multiplication operations
To have a complete design space, we have implemented the add-always algorithm for all different ECC configurations. In addition, the secure NAF algorithm presented in Fig. 1 was implemented for the Edwards formulation with unified addition and doubling operations. Table 3 shows the run times of the multiplication algorithms with the modular arithmetic operation costs of point additions and doublings taken from Table 2 . Fig. 5 shows the generic block diagram of a point multiplication unit. Each individual system consists of optimised datapath and control units to implement the point multiplication operations.
Implementation results and performance comparison
Most ECC hardware implementations in the literature have been realised over binary fields. There are only a small number of hardware implementations targeting prime fields mostly implemented in FPGA. We found two comparable ASIC implementations that were recently published. Both implementations were realised using 0.13 mm CMOS technology for bit length of n ¼ 192 with no wireload model included. Moreover, they do not address side-channel security. To be able to make fair comparison with our work, we synthesised our design for bit length of n ¼ 192. Our implementations were synthesised using UMC 0.18 mm CMOS technology with a target clock of 3 ns and with no wireload model. Table 4 and Fig. 6 show that the Weierstrass affine system has the best area -time performance among our implementations, whereas the Weierstrass projective system has the worst area-time performance. In comparison to other implementations, seven out of our eight implementations have less area, and four out of our eight implementations have better timing, although we use a slower technology, and address side-channel security as well.
To be able to make a performance comparison among our eight individual implementations as well as with other ASIC implementations, we used post-synthesis results. 
CD: cheap division using mau; ED: expensive division using mmu; M: multiplication; A: addition and subtraction 
Edwards affine with unified doublings
Edwards projective with unified doublings
Edwards projective with optimised doublings . MCML technology has a power balanced IC library, and provides DCA resiliency as mentioned in Section 3.3. Finally, we are also presenting the P&R results of our two best implementations for bit lengths of n ¼ 160 and 192, together with several FPGA implementation results in Table 5 . In this paper, we presented a comprehensive investigation of side-channel attack aware ECC implementations over finite fields of prime characteristics. Our comparison also includes the recently introduced Edwards elliptic curves. Many optimisations have been previously proposed for the Weierstrass formulation, aimed at reducing the cost of point addition and doubling operations, as well as decreasing the number of point additions and doublings. Unfortunately, most of these optimisations make the system prone to side-channel attacks. Optimisations trying to reduce the number of point additions cause the system to leak information about the secret-key and should be avoided. Use of mixed coordinates, which reduces the cost of point addition with projective coordinates is also not possible in a secure multiplication. Consequently, it is not possible to reduce the cost of point additions or the number of point additions in a side-channel attack aware ECC with the generic Weierstrass formulation. With the introduction of Edwards formulation for elliptic curves, on the other hand, it is possible to reduce the number of point additions by using a secure version of NAF. Moreover, Edwards formulation allows simpler operations for point addition and doubling in projective coordinates.
We have shown that the recently introduced Edwards elliptic curve formulation has a number of advantages both for performance and side-channel security. However, the performance benefits are only applicable for projective coordinates, since the affine Edwards formulation is more complicated than Weierstrass formulation. Therefore if an efficient divider is available, Weierstrass affine formulation still offers the best performance. Using projective coordinates has both positive and negative effects on the total cell area. Avoiding the implementation of a divider, which is generally costly, allows reducing the area. However, more complicated point addition and doubling operations require using more temporary registers. Moreover, using three instead of two coordinates to represent a point, increases the area to store the temporary points during point multiplication. We have also shown that side-channel attack aware point multiplication algorithms require holding two temporary points. The adverse effects of all these additional register requirements are exacerbated when each binary digit is stored in 2 bits because of the redundant binary representation to implement fast modular operations. Finally, with the use of efficient resource sharing between divider and multiplier, the area cost of implementing the divider is reduced. Indeed, we have seen that the area cost of additional register usage cancelled out the area gain of not implementing a divider. Thus, the area of affine and projective systems have almost same values that are in the range 91K-94K, except the Weierstrass Projective implementation. Weierstrass Projective system has the most complicated formulation, and it consumes an area of 110K even without a divider. Having lost the advantage of area reduction, the only attraction to use projective coordinates would be timing optimisation by avoiding divisions. However, timing optimisation with projective coordinates is only possible if division operation could be traded for enough number of multiplications. In our implementation, the division/multiplication timing ratio is only 4 and not enough to make the projective operations significantly faster. Therefore we obtain the time costs presented in Table 4 and Fig. 6 .
The recently introduced Edwards formulation is shown to be faster than previous elliptic curve formulations in software [19] . We show that, in an efficient hardware implementation Weierstrass formulation with affine coordinates offer the best performance because of its simplicity, and Edwards supersedes Weierstrass formulation only when projective coordinates are used. The fact that affine systems offer better performance than projective systems was also pointed out in [60 -62] , which demonstrate that it is profitable to investigate inversion architectures since the affine coordinates provide superior performance when the inversion operation is realised in hardware.
