In this paper, we study a class of quasi-symmetric seventh degree system. By making two appropriate transformations of system (3) and calculating general focal values carefully, we obtain the conditions that the infinity and the elementary focus (− 1 2 , 0) become centers at the same time. Moreover, 12 limit cycles including 6 small limit cycles from the elementary focus and 6 large limit cycles from the infinity can occur under a certain condition. What is worth mentioning is that similar conclusions are less and our work is new in terms of research about quasi-symmetric systems up till now.
Introduction
In the qualitative theory of planar differential equations, the second part of the well-known 16th Hilbert problem remained unsolved since D. Hilbert proposed the 23 mathematical problems at the second international congress of mathematics in 1900, which is also one of the 18 challenging mathematical problems for the 21st century posed by S. Smale (see the introduction of article [1] [2] [3] ). It is concerned with the maximum number of limit cycles and the relative position of limit cycles of the real planar polynomial systems of degree n: dx dt = P n (x, y), dy dt = Q n (x, y).
(1)
Let H(n) be the maximum possible number of limit cycles of (1) when P n and Q n are of degree at most n. This is an open problem that has attracted more attention but which has been remarkably intractable in general. With the development of computer calculational software, many good results have been obtained. Some survey articles [1] [2] [3] [4] (and references therein) have discussed this problem and reported the recent new improvements. The articles [5, 6] showed H(2) ≥ 4, [7, 8] gave H(3) ≥ 12, [9] obtained H(4) ≥ 16 and [10] obtained H(5) ≥ 23. In addition, there are some results of H(n) for a general n, for example: [11] showed H(n) ≥ n 2 − n, while [12] obtained that H(n) grew at least as rapidly as n 2 / ln n.
The above studies are concerned with the bifurcations of small limit cycles of elementary focus points. For the case of infinity, being difficult, there are less results. In terms of the problems of limit cycles at infinity, several special systems have been studied. Article [13] 
and obtained that system (2) had 5 large limit cycles (namely limit cycles around the infinity). Let the number of limit cycles around infinity of the n degree system be I(n), then [13] gave I(3) ≥ 5. From then on, the other known results about the bifurcations of large limit cycles are as follows: Article [14] gave I(3) ≥ 4, [15] gave I(3) ≥ 6, [16, 17] gave I(3) ≥ 7, [18] gave I(5) ≥ 6, [19] gave I(5) ≥ 8, [20] gave I(5) ≥ 9, [21] gave I(7) ≥ 9, and [22] gave I(7) ≥ 10. In addition, among the research about infinity of a polynomial system, the problem of determining whether the infinity of a system can be a center is also a significant and difficult problem; only several special systems have been investigated: cubic system in [13, 15] and quintic system in [23] .
In this paper, we investigate the bifurcation of limit cycles and general center problems for a class of seventh degree system with the following form
in which
2 )δ, and δ, a i (i ∈ {1, 2, 3, 4, 5}) are real numbers.
By making two appropriate transformations of system (3) and calculating the general focal values carefully, we obtain that the infinity and the elementary focus (− , 0) of (3) become centers at the same time. Moreover, we give the conclusion that 12 limit cycles including 6 small limit cycles from the elementary focus and 6 large limit cycles from the infinity can occur under certain conditions. Similar conclusions are less so far. What is worth mentioning is that our work is new in terms of research about quasi-symmetric systems. The paper is organized as follows. In Section 2, we introduce a kind of preliminary method to calculate focal values (or Liapunov constants). In Section 3, we make two appropriate transformations which let research on system (3) be reduced to investigating a class of z 2 -equivariant cubic system in which six focal values with more simple expressions are given. Being based on it, we find the condition that the infinity and the elementary focus (− 1 2 , 0) of (3) can be general centers and prove them: in addition, we give the condition that 12 limit cycles including 6 small limit cycles from the elementary focus and 6 large limit cycles from the infinity can occur.
Some preliminary results
In order to use the algorithm of singular point values to compute focal values and construct the Poincaré succession function, we need to discuss the relation between focal values and singular point values. Considering the following real system
β , under the polar coordinates x = r cos θ , y = r sin θ , system (4) takes the following form:
in which By means of the transformation
system (4)| δ=0 can be transformed into the following complex system:
in which z, w, T are complex variables and
Obviously, the coefficients of (7) satisfy conjugate condition, i. e.
System (4)| δ=0 and system (7) are called concomitant systems. [14, 24] ). For system (7), we can derive successively the terms of the following formal series:
Lemma 2.1 (See
where c 11 = 1, c 20 = c 02 = 0, ∀c kk ∈ R, k = 2, 3, . . . , and for any integer m, µ m is determined by the following formulas:
µ k in Lemma 2.1 is called the kth order singular point value at the origin of system (7). (4) and any positive integer m, among v 2m (2π ), v k (2π ) and v k (π ), there exists the following [14, 24] ). For system (4)| δ=0 , (7) and any positive integer m, the following assertion holds:
Lemma 2.2 (See [24]). For system
relation v 2m (2π ) = 1 1 + v 1 (π ) ξ (0) m (v 1 (2π ) − 1) + m−1 k=1 ξ (k) m v 2k+1 (2π ) , where ξ (k) m are all polynomials of v 1 (π ), v 2 (π ), . . . , v m (π ) and v 1 (2π ), v 2 (2π ), . . . , v m (2π ) with rational coefficients. Obviously, we can imply that v 2m (2π ) = 0 when v 1 (2π ) = 1, v 2k+1 (2π ) = 0, k = 1, 2, . . . , m − 1.
Lemma 2.3 (See
v 2k+1 (2π ) = iπ µ m + m−1 k=1 ξ (k) m µ k , where ξ (k) m , (k = 1, 2, . . . , m − 1) are
polynomial functions of coefficients of system (7).
According to Lemmas 2.2 and 2.3, we have Theorem 2.4. For system (4)| δ=0 and (7), the following relation holds:
Lemma 2.5 (See [24]). For system (4), we have the following conclusions:
(a) System (4) can bifurcate m limit cycles at most in a small enough neighborhood at the origin of (4), if the following conditions hold:
Accordingly, system (4) can bifurcate m limit cycles which are near circles x
The reduction, center condition and bifurcation behavior of system (3)
After introducing the method to calculate the focal values of system (4), we try to make some appropriate transformations so as to carry out our investigation.
By means of the Bendixson homeomorphous transformation
and time transformation
system (3) can be transformed into the following real system
After making the above two transformations, the infinity and the elementary focus point (− , 0) of (3) respectively become the origin and (−2, 0) of system (10). For system (10), we have the following theorem. 
Proof. By means of translation transformation
Obviously point (−x, −y) lies in (11) if (x, y) satisfies (11), then system (11) is a class of z 2 -equivariant cubic system about the origin. Hence system (10) is a class of z 2 -equivariant cubic system about point (−1, 0).
After making transformations (8) and (9), system (3) becomes a symmetric system about elementary focus point (−1, 0), so here we call system (3) a class of quasi-symmetric system. In fact, through investigating the center condition and bifurcation behavior of the origin of system (10), those of the infinity and the elementary focus point (− , 0) of (3) are called general centers (general kth fine focus) if the origin and (−2, 0) of (10) are centers (kth fine focus)under a certain condition. In order to investigate the general centers problem and bifurcation behaviors of (3), subsequently we may as well study system (10) or system (11) .
Making the following transformation
system (10) 
We note that
Clearly system (13) belongs to the class of system (7), so we can use the formulas of Lemma 2.1 and the conclusion of Theorem 2.4. By using computational software such as Mathematica to compute and simplify the focal values, we obtain Proof. At first, we prove the sufficiency.
Substituting each condition (C j ), (j = 1, 2, . . . , 11) into the above formulas of v 3 , v 5 , . . . , v 13 , respectively, it follows that v 3 = v 5 = · · · = v 13 = 0. Thus, the sufficiency of this theorem holds.
Next we prove that the fact that each (C j ) holds is the necessary condition for v 3 = v 5 = · · · = v 13 = 0. By using Lemma 3.2, we shall consider the following four cases.
( By analyzing each one of the conditions of Theorem 3.3 carefully, we have the following conclusions (i.e., Theorem 3.4).
Theorem 3.4.
A sufficient condition that the singular points (−1, 0) and (1, 0) of (11)| δ = 0 are bi-center is that one of conditions (C j ) (j = 1, 2, . . . , 11) holds.
Proof. We next prove that each condition of (C j ), (j = 1, 2, . . . , 11) is a sufficient condition such that system (11) δ = 0 has bi-center at the singular points (−1, 0) and (1, 0). Next we shall try to give all possible integral factors and invariant integrals of (11)| δ = 0. 1. Suppose that the condition (C 1 ) holds, system (11)| δ = 0 becomes
which is a Hamiltonian system and has the Hamiltonian quantity
].
2. Suppose that the condition (C 2 ) holds, system (11)| δ = 0 becomes
Denote that
System (15) has an integral factor
and a first integral
where
3. Suppose that the condition (C 3 ) holds, system (11)| δ = 0 has an integral factor
Consider the condition (C 4 ).
Under the condition (C 4 ), if a 2 = a 4 = 0, then, a 6 = A 1 = 0. Thus, when a 1 + a 5 = 0, the condition (C 1 ) holds; when a 1 + a 5 = 0, the condition (C 2 ) holds. In addition, if |a 2 | + |a 4 | = 0, then A 1 = 0 implies that there exists a constant r such that 2 + a 1 + a 5 = 2ra 4 , 1 + a 5 = −ra 2 . In this case, the condition (C 4 ) can be changed into
Under the conditions (C 4 ), system (11)| δ = 0 becomes
which has an integral factor
where 
System (17) has an integral factor
and a first integral 
System (18) has an integral factor 
System (20) has an integral factor
and a first integral 9. Suppose that the condition (C 9 ) holds, system (11) 
System (21) has an integral factor
The above transformation makes (1, 0) and (−1, 0) become the origin (0, 0) of (23) . In addition,
Clearly, the vector field defined by (23) is symmetric with respect to the ξ -axis. It implies the conclusion that the singular points (−1, 0) and (1, 0) of system (11)| δ = 0 are two centers.
11. Suppose that the condition (C 11 ) holds, system (11) 
system (24) 
The transformation (25) makes the singular points (−1, 0) and (1, 0) of (24) become the origin of (26) and we have ξ = y + hot., η = (x − 1) + hot., near (1, 0), ξ = −y + hot., η = −(x + 1) + hot., near (−1, 0).
Obviously, the vector field of (26) is symmetric with respect to the η-axis. It implies that the singular points (−1, 0) and (1, 0) of system (11)| δ = 0 are two centers.
Through the above analysis, it is evident that the conclusions of Theorem 3.4 are correct.
Considering Theorem 3.4 and the fact that system (3)| δ = 0 can turn into system (11)| δ = 0 by making transformations and (8) and (9) , clearly the following theorem holds. , 0) of (3) are two general centers at the same time is that one of conditions (C j ) (j = 1, 2, . . . , 11) 
