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Abkürzungsverzeichnis 
CSS     Cascading Style Sheets 
D3     Data-Driven Documents 
DLR     Deutsches Zentrum für Luft und Raumfahrt 
GUI    Graphical User Interface 
HTC    High Tech Computer Corporation 
HTML    Hypertext Markup Language 
IDE     Integrated Development Environment 
JRE     Java Runtime Environment 
JSON     JavaScript Object Notation 
OMG    Object Management Group 
OS     Operating System 
OSGi    Open Service Gateway initiative 
PNG    Portable Network Graphics     
RCE    Remote Component Environment 
RCP    Rich Client Platform 
SDK    Software Development Kit 
SVG     Scalable Vector Graphics 
UI     User Interface 
UML    Unified Modeling Language 
VR     Virtual Reality 
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1 Einleitung 
Um die Architektur von Software, welche den Aufbau und Zusammenhang einzel-
ner Komponenten innerhalb einer Software definiert, einfacher zu verstehen, soll 
ein Konzept erstellt und umgesetzt werden, welches diese Komponenten und de-
ren Abhängigkeiten visualisiert. Das Hauptaugenmerk ist dabei Software, die auf 
dem Open Services Gateway initiative (kurz: OSGi) Konzept, ein dynamisches 
Komponentensystem für Java, basiert. Die Visualisierung soll einfach zu verstehen 
sein und im 3D-Raum umgesetzt werden. Mit Hilfe von Virtual-Reality-Brillen (z.B. 
Google Cardboard oder Oculus Rift) kann und soll die Visualisierung interaktiv be-
trachtet werden. Wie die Informationen genau dargestellt werden sollen, soll diese 
Arbeit zeigen. 
Da der Aufbau von Software viele Informationen beinhalten kann eignet sich der 
3D-Raum ganz gut für dessen Darstellung. Durch interaktives Explorieren können 
weitere Informationen erscheinen oder verborgen werden, die für den Betrachter 
im Betrachtungsmoment relevant sind. Vor allem mit Hilfe der relativ neuen VR-
Brillen lassen sich neue Konzepte im Gebiet der Software-Visualisierung umsetzen. 
Anwender für eine solche Visualisierung können Entwickler sein, die mit der visua-
lisierten Software arbeiten und diese besser verstehen wollen. Je nach Komplexität 
des Projektes können so viel einfacher wichtige Information und Abhängigkeiten 
gefunden werden als es ohne Visualisierung möglich wäre. Auch für Betrachter 
ohne technischen Hintergrund kann die Darstellung interessant sein. Sie können 
sich mit der Visualisierung ein Bild über die Softwarearchitektur verschaffen, zum 
Beispiel über ihre Größe oder ihre Bestandteile. 
Eine der Hauptproblematiken ist ein geeignetes Konzept für folgende Fragen zu 
finden: 
• Wie kann man die einzelnen Komponenten darstellen?  
• Wie viele Informationen sollen zu sehen sein ohne dass es zu unübersicht-
lich wird?  
• Wie sieht die Benutzerinteraktion zur Exploration der Softwarearchitektur 
aus? 
Da jede VR-Brille auch andere Möglichkeiten der Interaktivität bietet, wie zum Bei-
spiel einen Zusatzknopf als „Klick“ bis hin zur Möglichkeit, die Position des Be-
trachters im realen Raum zu erkennen, muss eine geeignete Wahl getroffen wer-
den um sich trotz eventueller Einschränkungen interaktiv verhalten zu können.  
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Stand der Forschung 
Da VR ein relativ neues Thema ist und die ersten Brillen für den Endbenutzer erst 
dieses Jahr (2016) auf dem Markt kommen, gibt es auf diesem Gebiet noch einige 
offene Felder. Vor allem das Thema Softwarevisualisierung im 3D-Raum mit VR-
Brillen scheint ein noch sehr selten behandeltes Thema zu sein.  
 
Aufbau und Vorgehensweise 
Der Aufbau soll aus folgenden Kernpunkten bestehen: 
 
• Was ist OSGi? Das Konzept der Softwarearchitektur soll näher untersucht 
und verstanden werden. Zudem wird ein Projekt gezeigt, was auf dieser Ar-
chitektur basiert. 
• Grundlagen der Datenvisualisierung sowie Betrachtungen bisheriger 
Visualisierungsmodelle: Was sind die Basisoptionen für eine geeignete 
Darstellung? Welche bisherigen Visualisierungsmodelle lassen sich gut für 
eine Softwarearchitektur verwenden, welche sind für eine Darstellung im 3D 
Raum geeignet und welche lassen eine Interaktivität zu? Neben Darstel-
lungskonzepten werden auch Umsetzungsmöglichkeiten gezeigt. 
• Konzeptionelle Entwicklung einer eigenen Visualisierung: Welche In-
formationen der Software sind besonders wichtig und welche können evtl. 
weggelassen werden? Wie kann man diese Informationen am besten unter 
Berücksichtigung aller wichtigen Themen (3D und VR) darstellen, so dass es 
auch Sinn ergibt? Es soll ein Konzept entwickelt werden bei dem sich der 
Benutzer sinnvoll in der Darstellung umsehen kann und den Anforderungen 
entsprechend die Zusammenhänge verstehen kann. 
• Umsetzung des Konzeptes: Das Modell soll umgesetzt werden, wobei ei-
ne geeignete Auswahl der Technologien auch eine wichtige Rolle spielt. Das 
Ergebnis soll eine ausführbare Software sein die auf einem Mobiltelefon in 
Kombination mit einer Google Cardboard VR-Brille lauffähig ist. Auch das 
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2 OSGi 
2.1 Modulare Software 
Besonders für komplexere Anwendungen eigenen sich modulare Softwarearchitek-
turen. Modular bedeutet, dass die Software aus einzelnen Komponenten besteht, 
die eine für sich alleine stehende funktionale Einheit des Softwareprojektes sind 
[2]. Auszeichnend für ein modulares Softwaresystem ist das Bestehen aus einer 
Menge von Modulen die im Zusammenhang zueinander stehen. Ein modulares 
Softwaresystem ist dann gegeben wenn folgende Kriterien erfüllt werden: 
• Das Modul muss definiert sein. 
• Die externen Schnittstellen eines Moduls müssen definiert sein. 
• Die Abhängigkeiten eines Moduls müssen definiert sein. 
• Code und Moduldefinitionen müssen voneinander separiert sein. 
Neben der Verringerung der Komplexität des Codes ist das einfache Austauschen 
einzelner Module ein großer Vorteil. Während der Laufzeit können einzelne Modu-
le gestartet, gestoppt, installiert und deinstalliert werden. Die OSGi Serviceplattfom 
basiert auf diesen Prinzipien und ist somit die Grundlage für ein modulares Soft-
waresystem. 
2.2 Was ist OSGi? 
Bei der OSGi Service Platform handelt es sich um ein modulares System für Java 
welches von der OSGi Alliance, eine Vereinigung aus den Unternehmen Erricson, 
IBM und Oracle entwickelt wurde [1]. Ursprünglich wurde es für eingebettete Sys-
teme verwendet. Heute wird es für Softwareanwendungen verschiedenster Art 
verwendet. Für die Umsetzung einer Anwendung in der OSGi-Architektur gibt es 
verschiedene Implementierungen, einer der bekanntesten ist Equinox. Sie stellt die 
Grundlage aller Eclipse-Anwendungen dar. Weitere Implementierungen sind 
mBedded Server Professional, die sich besonders durch wenig Speicherbedarf und 
Performance auszeichnet was sie besonders attraktiv für Anwendungen macht, die 
auf kleinere Ressourcen zurückgreifen müssen. Weitere sind Knopflerfish und 
Apache Felix. 
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2.3 Der Aufbau 
Basierend auf dem OSGi-Framework stellt die OSGi Service Plattform Funktionen 
für die Erstellung von Module und Services bereit, welche in Kapitel 2.3.1 und 
2.3.2 genauer beschrieben werden. „Framework“ bedeutet in diesem Fall ein Pro-
grammiergerüst, welche die Struktur des auf ihm aufbauenden Programms vor-
gibt. Das OSGi Framework besteht aus mehreren Schichten. Die Hauptbestandteile 
bestehen aus den Modulen, auch Bundles genannt, deren Zuständen und die Ser-
vices, die miteinander arbeiten. Abbildung 2.1 zeigt die drei Schichten die Teil des 
Frameworks sind sowie die Execution Enviroment und die Schicht die das Opera-
ting System darstellt. 
Die Execution Enviroment ermöglicht die Unabhängigkeit vom OSGi-Framework 
zur Java Runtime Environment (JRE) Version. Mit der JRE lassen sich Programme 
ausführen, die in Java geschrieben wurden und definieren, welche Klassen, Inter-
faces und Methoden in der zugrunde liegende Plattform vorhanden sein müssen 
[1]. Die Execution Environment ist kein Teil des OSGi-Frameworks, aber es benötigt 
diese, um lauffähig zu sein. Sie wiederum basiert auf dem Operating System, die 
unterste Ebene im Schichtenmodell. Die Schichten innerhalb des OSGi Frameworks 
werden im folgenden erläutert. Da die Security-Schicht in der Visualisierung nicht 
einbezogen wird, wird diese nicht weiter erläutert. 
 
Abbildung 2.1: Das OSGi Schichtenmodell [1]. 
2.3.1 Bundles 
Bundles, welche auch unter dem Begriff Module bekannt sind, bilden die unterste 
Schicht des Aufbaus. Ein Bundle ist dabei ein Element bestehend aus mehreren 
Unterelementen, die Packages, welche wiederum aus mehreren Klassen bestehen. 
Jedes einzelne Bundle kann für sich gestartet, gestoppt, installiert oder deinstalliert 
werden (während der Laufzeit). Die Abhängigkeiten der Bundles untereinander 
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und wie mit Services umgegangen wird ist fest definiert. Wenn kein Export defi-
niert ist, können die Klassen nicht von anderen Bundles genutzt werden.  
Technisch gesehen ist ein Bundle eine .jar Datei mit einer angehängten Manifest 
Datei, welche bundle-spezifische Informationen enthält. Jedes Bundle besitzt eine 
Activator-Klasse in der sich die Start- und Stop-Funktion befindet, die man mit be-
liebigen Operationen füllen kann. Diese Klasse muss im Bundle-Manifest definiert 
sein um den Aufruf des Activators zu gewährleisten. Abbildung 2.2 zeigt eine sol-
che Manifest-Datei. Die dort definierten Parameter sind unter anderem Name, der 
symbolischen Name, alle importierten und exportierenden Packages und die Versi-
onsnummer des Bundles. 
 
 
Abbildung 2.2: Manifest-Datei eines OSGi-Bundles.  
Die zweite Schicht ist der LifeCycle der Bundles, welche aus mehreren Zuständen 
besteht. Ein Bundle befindet sich immer in einem bestimmten Zustand welche sich 
während der Laufzeit verändern kann. Abbildung 2.3 zeigt den Ablauf der Zustän-
de eines Bundles. 
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Abbildung 2.3: Die Zustände eines Bundles [112]. 
Der erste Zustand eines Bundles ist INSTALLED der direkt nach der Installation er-
reicht wird. Wurde die Installation erfolgreich abgeschlossen befindet sich das 
Bundle im Zustand RESOLVED. Ist dieser Zustand erreicht, werden alle nötigen 
Klassen geladen und das Bundle kann gestartet werden. Der Zustand STARTING 
kann nur eintreffen, wenn der Zustand RESOLVED vorrangig ist. Generell ist dieser 
Zustand solange aktiv, wie die Start()-Funktion noch nicht beendet ist. Nach erfolg-
reicher Beendigung der Start()-Funktion wechselt der Zustand auf ACTIVE. Wird 
das Bundle gestoppt wechselt der Zustand auf STOPPING und wird erst dann in 
dem Zustand RESOLVED treten, wenn die Stop()-Methode erfolgreich beendet 
wurde. Von dort aus, wie auch vom Zustand INSTALLED, kann das Bundle wieder 
aus dem Framework deinstalliert werden, welches dann in den zustand UNINSTAL-
LED wechselt. 
Eine spezifizierte Form des Bundles ist das Fragment-Bundle. Ein Fragment Bundle 
erweitert den Klassenpfad, der den Speicherort der vom Benutzer definierten Klas-
sen anzeigt, eines anderen Bundles (Host-Bundle) und ermöglicht somit das Hinzu-
fügen anderer Klassen und Ressourcen. So ist es möglich die Funktionen eines 
Bundles zu erweitern ohne Veränderungen in diesem vorzunehmen [1]. Eine weite-
re Besonderheit im Vergleich zum Standard-Bundle ist, dass es keine eigenen Zu-
stände besitzt, sondern die des Host-Bundles übernimmt. Die Zugehörigkeit wird in 
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2.3.2 Services 
OSGi-Services sind Dienste, die implementiert und zur Verfügung gestellt werden, 
auf die externe Bundles zugreifen können. Sie sind sinnvoll um die Komplexität 
durch Entkopplung von Bundles zu verringern, die Aufgrund der vielen Abhängig-
keiten gegeben ist [100]. Bundles stellen Klassen zur Verfügung welche von ande-
ren Bundles genutzt werden können. Services sind Instanzen von Klassen. 
Ein OSGi-Service ist ein Java-Objekt in einem Bundle, welches in einer Registratur, 
der Service Registry, angemeldet wird. Sie bilden die oberste Ebene des OSGi 
Schichten-Modells [101]. Nach der Anmeldung in der Registry ist es anderen Bund-
les möglich, diese abzufragen und dann zu verwenden. Werden sie nicht mehr 
genutzt, müssen sie freigegeben und deregistriert werden. Benötigt das Service 
eine bundle-spezifische Konfiguration, so kann man dies mit einer Service Factory 
lösen, mit der es möglich ist, das Bundle zu übergeben. Da Services während der 
Laufzeit registriert, verwendet und deregistriert werden können, ist es sinnvoll die-
se Zustände zu überwachen. Das kann mittels eines Service Trackers geschehen. 
Services haben den gleichen Lebenszyklus wie das bereitstellende Bundle.  
2.3.3  Abhängigkeiten 
Besonders wichtig sind die Abhängigkeiten der einzelnen Komponenten. Bundles 
stehen erstmal für sich allein, das heißt, die Packages eines Bundles sind nicht 
sichtbar für andere Bundles außer dem, in dem sich das Package befindet. Erst 
wenn das Package, das von einem anderen Bundle benutzt werden soll, exportiert 
wird und in dem entsprechendem Bundle, welches dieses Package nutzen möchte, 
importiert wird, kann auch das Package vom importierenden Bundle aus genutzt 
werden. Somit liegt eine Package-Anhängigkeit vor. Die zugehörige Manifest-Datei 
eines jeden Bundles beinhaltet diese Informationen. Weitere Einstellungen dieser 
Datei diesbezüglich sind möglich, wie das Exkludieren und Inkludieren einzelner 
Klassen. Alle Packages, die von einem Bundle importiert werden, werden während 
der Installation des zu importierenden Bundles zur Verfügung gestellt. Sie müssen 
vorhanden sein um den Zustand des Bundles von INSTALLED auf STARTED setzen 
zu können. Wenn die Abhängigkeit eines oder mehrerer Bundles optional ist, lässt 
sich dies mit einem zusätzlichen Eintrag in der Manifest-Datei definieren. Zudem 
gibt es noch die Option eines dynamischen Imports, welche nicht das Package 
während der Installation lädt, sondern erst wenn es gestartet wurde und benötigt 
wird. 
Da jedes Bundle bzw. Package eine Versionsnummer trägt, lassen sie sich auch in 
den Abhängigkeiten definieren. Das macht vor allem Sinn wenn das gleiche Bund-
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le in mehreren Versionen verfügbar ist. Neben einer einzelnen Version lassen sich 
in den Imports auch Versionsbereiche definieren. Sollte dieser Bereich mehrere 
Versionen eines Bundles auflisten die importiert werden, wird das Bundle mit der 
höchsten Versionsnummer gewählt. 
Neben der weiter oben beschriebenen Package-Abhängigkeit gibt es auch noch 
die Service-Abhängigkeit. Hier sind Bundles nicht voneinander abhängig sind weil 
sie  Packages anderer Bundles nutzen, sondern weil sie einen Service des importier-
ten Bundles nutzen. In beiden Fällen ist ein Import des zur Verfügung stellenden 
Bundles nötig. Der Vorteil durch den Einsatz von Services liegt in der Flexibilität. 
Auch wenn das Softwareprojekt anfangs ohne Services strukturierter erscheint, ist 
der Einsatz von Services sinnvoll, da nicht nur Bundles direkt referenziert werden. 
So vereinfacht es das „Weglassen“ eines Bundles. Abbildung 2.4 zeigt die Packa-
ge-Abhängigkeit, also die Nutzung der Klassen anderer Bundles sowie die Service-
Abhängigkeit. 
 
Abbildung 2.4: Bundles und dessen Abhängigkeiten [1]. 
 
2.4 Beispiel 
Im folgenden Beispiel wird gezeigt wie eine OSGi basierte Anwendung in der Im-
plementierung aussehen kann. Die Software Remote Component Environment 
(RCE) ist eine vom DLR entwickelte Open-Source-Software die es Wissenschaftlern 
und Ingenieuren ermöglicht, komplexe Systeme und Abläufe darzustellen und zu 
analysieren. So können verschiedene Tools, die in unterschiedlichen Programmier-
sprachen geschrieben sind, zusammengeführt werden. Die Zusammenstellung ein-
zelner Tools, die den Workflow ergeben, (wie zum Beispiel ein Simulationspro-
gramm,) werden mit der grafischen Oberfläche verbunden und dessen Ausführung 
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definiert. Vor allem bei komplexeren Projekten, an dem Ingenieure aus ver-
schiedensten Disziplinen arbeiten, bietet diese Software einen großen Vorteil 
[102]. Abbildung 2.5 zeigt die Oberfläche des Programmes mit einem Workflow. 
 
 
Abbildung 2.5: Die Oberfläche der RCE Software [102]. 
Die Grundlage der in Java umgesetzten Software ist die Rich Client Plattform (RCP) 
[14]. Sie ist die Basis der Eclipse IDE, kann aber auch für sich allein genutzt werden. 
Sie bietet Grundstrukturen für den Aufbau von GUI-Anwendungen und ist auf 
Modularität ausgelegt. Die Basis aller auf RCP aufbauenden Softwareprojekte ist 
OSGi. 
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3 Datenvisualisierung 
3.1 Einführung in die Datenvisualisierung 
Unter Datenvisualisierung versteht man die Repräsentation von Daten auf grafi-
scher Ebene. Ziel ist es, komplexe Daten so darzustellen, dass sie für den Betrach-
ter einfacher zu verstehen sind. Datenvisualisierung ist ein sehr weites Feld mit vie-
len weiteren Unterarten wie zum Beispiel wissenschaftliche Visualisierung (compu-
tergestützte Darstellung von wissenschaftlichen Daten), Informationsvisualisierung 
und Softwarevisualisierung. Beispiele für Datenvisualisierungen sind unter anderem 
Landkarten, Wetterkarten und Diagramme jeglicher Art.  
Jedes grafische Symbol hat eine bestimmte Semiologie. Daher ist es besonders 
wichtig, dass die grafischen Elemente so dargestellt werden, dass ihre Bedeutung 
eindeutig interpretiert werden kann. Dabei gibt es zwei Kernpunkte zu beachten. 
Einmal die Darstellung der einzelnen Objekte an sich. Zum Beispiel wird ein Pfeil als 
Richtungsweiser interpretiert, ohne dieses vorher definieren zu müssen. Und des 
Weiteren die Darstellung der Objekte im Zusammenhang. Zum Beispiel sagt ein 
Balken in einem Balkendiagramm allein nicht sehr viel aus, doch wenn mehrere 
Balken zu sehen sind, lässt sich eine Aussage durch die Verhältnisse untereinander 
treffen [7]. 
Die Darstellung von grafischen Elementen kann man mit visuellen Variablen verse-
hen werden, die das Verständnis vereinfachen sollen, welche im Folgenden defi-
niert werden: 
• Position: Die Position im zwei- oder dreidimensionalen Raum ist ein beson-
ders auffälliges Attribut, mit der sich mehrere Informationen auf einmal 
darstellen lassen. So lassen sich in einem dreidimensionalen Raum gleich 
drei Variablen darstellen.  
• Form: Das geometrische Erscheinungsbild ist besonders wichtig im Zusam-
menhang mehrerer Symbole. So lassen sich verschiedene Objekte auch un-
terschiedlich darstellen. 
• Größe: Die Größe eines Objekts kann Informationen über die Wichtigkeit 
oder eben die Größe der Komponente geben. Vor allem im Vergleich sind 
verschieden große Objekte schnell zu analysieren. 
• Helligkeit: Auch die Helligkeit kann Aufschluss über gewisse Informationen 
geben, wie beispielsweise unterschiedliche Prioritäten.  
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• Farbe: mit Farbe lassen sich viele Informationen darstellen, ein Beispiel hier-
für sind Temperaturdarstellungen auf Wetterkarten, die sich durch ihre 
Farbkennzeichnung sehr schnell erfassen lassen. 
• Orientierung: Vor allem mit länglichen Formen lassen sich Richtungen dar-
stellen.  
• Textur: die Textur eines Elementes kann viele Informationen beherbergen. 
Es lassen sich hiermit sehr viele verschiedene Objekte der gleichen Form 
darstellen, die trotzdem eine unterschiedliche Aussage besitzen können.  
 
Abbildung 3.1: Visuelle Variablen [7]. 
Je nach Art der vorhandenen Daten lassen sich Datenvisualisierungen in verschie-
denen Techniken umsetzen. Abbildung 3.1 zeigt die visuellen Variablen zusätzlich 
in vier fundamentalen Darstellungsarten. Die erste Spalte gibt Auskunft darüber, 
wie einfach es ist die visuelle Variable im einzelnem wahrzunehmen. Spalte 2 zeigt 
die Wahrnehmung durch Hervorhebung eines Elements. In Spalte 3 wird darge-
stellt, wie die visuelle Variable in einer Ordnung erfasst wird und Spalte 4 stellt dar 
wie Elemente in Abhängigkeit untereinander wahrgenommen werden.  
Datenvisualisierung   16 
Durch den Einsatz und der Kombination verschiedener solcher Variablen lassen 
sich einige Grundkonzepte umsetzen.  
3.1.1 Datenvisualisierung durch Netze 
Eine Netzdarstellung ist der Zusammenhang aus zwei unverzichtbaren Komponen-
ten: Die Graphen und die Knotenpunkte (auch Nodes genannt). Daten lassen sich 
als Knotenpunkte darstellen und deren Abhängigkeit zu anderen Knotenpunkten 
durch Graphen (Abbildung 3.2). Dabei kann es sich um eine zweiseitige Abhän-
gigkeit handeln aber auch um eine richtungsbezogene Abhängigkeit. Zum einem 
lassen sich mit Graphen und Knotenpunkten komplexe Systeme darstellen, wie 
etwa Moleküle oder Transportnetzwerke, zum anderen Abhängigkeiten. Beispiele 
hierfür sind die Visualisierung von sozialen Netzwerken oder von Datenbanksyste-
men [3]. 
 
Abbildung 3.2: Netzdarstellung von Daten [20]. 
 
3.1.2 Visualisierung von hierarchischen Daten 
Die meisten Darstellungsarten eignen sich eher für die Darstellung von Werten und 
deren Attribute. Wenn dargestellt werden soll wie Daten in Relation zueinander 
stehen, bedarf es anderer Konzepte. Solche Abhängigkeiten können hierarchische 
Abhängigkeiten wie Parent/Child-Beziehungen sein oder die Relation von Objekten 
untereinander [3]. 
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Eine der üblichsten visuellen Darstellungsarten von Hierarchien ist die Baum-
Darstellung durch das node-link-tree-diagram. Der Aufbau ist dabei ähnlich dem 
eines Baumes. Es gibt Elemente, Ebenen und Verzweigungen. Das erste Parent-
Element befindet sich dabei auf erster Ebene, dessen Children auf zweiter Ebene, 
verbunden mit dem Parent-Element. Dieses Prinzip wird mit den Children der 
Children usw. fortgeführt. Elemente die keine weiteren Children haben, werden 
Leaves genannt. Gewisse Konventionen, wie das Einhalten der Ebenen, Vermei-
dung von Überschneidungen der Linien, Kleinhalten der Darstellungsfläche und 
das Halten einer eines symmetrischen Aufbaus sind dabei zu beachten um das Ver-
ständnis der Grafik zu vereinfachen. Abbildung 3.3 zeigt ein Beispiel eines solchen 
Diagramms. Ein weiteres gängiges Beispiel einer solchen Darstellung ist auch der 
Stammbaum.  
 
Abbildung 3.3: Tree-Diagram [7]. 
 
Da diese Grafiken bei höherer Komplexität schnell unübersichtlich werden können 
eignet sich in diesem Fall die Darstellung durch Cone-Trees im dreidimensionalen 
Raum (Abbildung 3.4). Bei dieser Darstellungsart sind die Children eines Elementes 
radial abgehend arrangiert. Dabei ist zu beachten einen geeigneten Radius und 
Abstand zum Parent-Element zu wählen um Überschneidungen zu vermeiden. 
Hierbei ist es sinnvoll die Elemente nur auf der Cone-Oberfläche zu platzieren, um 
das Verständnis der Grafik einfach zu halten [9]. Da die Darstellungen durch das 
Node-Link-Tree-Diagramm und des Cone-Trees viel Platz in Anspruch nehmen 
können, werden diese auch als Non-Space-Filling Methoden beschrieben [4]. 
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Abbildung 3.4: Cone-Tree-Diagram [4]. 
 
Space-Filling Methoden sind Darstellungsarten welche den Raum füllend nutzen 
[4]. Das Treemap-diagramm (Abbildung 3.5) ist dabei besonders geeignet, da die 
Elemente ineinander verschachtelt sind. Jede Form, dies kann ein Rechteck sein, 
bildet dabei ein Ast welcher die Unteräste in Form von kleineren verschachtelten 






Abbildung 3.5: Treemap-Diagramm mit rechteckigen 
Formen [113]. 
Abbildung 3.6: Treemap-Darstellung mit 
Voronoi-Muster [21]. 
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Eine weitere Möglichkeit hierarchische Daten platzsparend darzustellen bildet die 
radiale Methode (Abbildung 3.7) bei der sich das erste Knotenelement im Zentrum 
des Kreises befindet und jede weitere Schicht nach außen hin eine neue Child-
Ebene darstellt. Dabei können die Kreissegmente unterteilt werden um mehrere 
Elemente als Geschwister zu zeigen. 
 
Abbildung 3.7: Radiale Darstellung von hierarchischen Daten [114]. 
 
3.2 Interaktive Datenvisualisierung 
Neben der Repräsentation von Daten in der Datenvisualisierung spielt auch die 
Interaktion eine wichtige Rolle. Besonders komplexere Daten können so vom Be-
trachter einfacher verstanden werden. Zum Beispiel durch Exploration lässt sich 
vorerst eine geringere Menge an Informationen darstellen und erst nachdem eine 
Interaktion erfolgt ist wird eine bestimmte Information erweitert. Für die Interakti-
on zwischen Benutzer und Daten gibt es eine Reihe an Grundkonzepten die auch 
kombiniert werden können [11]: 
• Selektion: Hierdurch lassen sich bestimmte Teile markieren, etwa durch 
Hervorheben, Verkleinern oder anderweitiges Bearbeiten. Somit verliert der 
Benutzer eine Information nicht aus den Augen, auch wenn schon eine 
weitere betrachtet wird. 
• Exploration: Ermöglicht die Untersuchung von Subinformationen eines Da-
tensatzes, die angezeigt (oder auch ausgeblendet) werden können, nach 
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dem die Interaktion vom Benutzer ausgeführt wurde (wie zum Beispiel ein 
Klick oder das näher Herankommen an ein Objekt). 
• Filtern: Vom Benutzer definierte Informationen können hiermit hervorgeho-
ben oder ausgeblendet werden. Zum Beispiel durch die Eingabe eines 
Suchwortes werden alle Objekte im Datensatz, welche das eingegebene 
Wort enthalten, in anderer Farbe dargestellt. 
• Rekonfigurierung: Dem Benutzer wird die Ansicht mit Hilfe einer Neuan-
ordnung, bzw. durch eine andere Darstellung der Objekte im Raum, aus ei-
ner anderen Perspektive gezeigt. So kann zum Beispiel ein selektiertes Ob-
jekt in den Vordergrund oder die Mitte treten, während weniger relevante 
Objekte in den Hintergrund treten. 
• Dekodierung: Ermöglicht eine andere Art der Repräsentation der Daten.  
• Verbinden: Ermöglicht das Aufzeigen von Abhängigkeiten, zum Beispiel 
durch Graphen oder die Hervorhebung voneinander abhängiger Objekte. 
• Abstrahieren: Ermöglicht dem Benutzer den Grad der Detaillierung zu mo-
difizieren.  
• Navigieren: Der Benutzer hat hiermit die Möglichkeit zu zoomen, die Positi-
on der Kamera zu ändern oder die dargestellten Objekte zu rotieren. 
 
3D und VR in Datenvisualisierungen 
Der 3D-Raum bietet zum Vergleich des 2D-Raums einige Vorteile. Mit der dazu-
gewonnenen Dimension lassen sich weitaus mehr Informationen darstellen und 
aus der zweiten Dimension heraus erweitern. Zum einen bietet es Möglichkeiten 
die Repräsentation aus verschiedenen Perspektiven zu zeigen und dadurch be-
stimmte Informationen sichtbar zu machen. Zum anderen bietet es die Möglichkeit 
eine zusätzliche Achse zu nutzen, um zum Beispiel Zeit oder andere Werte zu ver-
deutlichen.  
Innerhalb einer Virtual Reality (VR) Umgebung kann interagiert werden ohne die 
Umgebung der Repräsentation zu verlassen. Dadurch wird es dem Betrachter er-
möglicht, sich noch tiefgehender mit der Visualisierung zu beschäftigen und intui-
tiver zu interagieren [12]. 
3.3 Softwarevisualisierung 
Die Visualisierung von Software ist ein Feld der Datenvisualisierung, die es ermög-
licht Software auf verschiedenen Ebenen dazustellen. Sie lässt sich in drei Grund-
ebenen aufteilen: die Code- und Klassenebene, die Algorithmus-Ebene und die 
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Architekturebene, welche im Folgenden näher beschrieben werden [4]. Da sich 
diese Arbeit auf die statische Softwarevisualisierung bezieht, wird auf die Algo-
rithmus-Ebene nicht tiefer eingegangen, da sie ein Teil der dynamischen Software-
visualisierung ist. 
3.3.1 Repräsentation auf Code-Ebene 
Eine Variante für die Visualisierung von Code ist die Line-Repräsentation [10]. Wie 
in der Abbildung 3.8 zu sehen ist, werden die einzelnen Zeilen so stark verkleinert 
bis nur noch eine Reihung von entsprechend farbigen Pixeln zu sehen ist. Dabei 
wird das Layout beibehalten. Mit Hilfe farblicher Unterscheidungen lassen sich be-
stimmte Teile des Codes differenzieren, wie durch die Zuweisung bestimmter Far-
ben für bestimmte Methoden.  
 
Abbildung 3.8: Line- und Pixelrepräsentation. 
Mit Hilfe der Pixel-Repräsentation lassen sich weitaus mehr Informationen auf einer 
bestimmten Fläche darstellen. Das Prinzip ist das gleiche wie bei der Line-
Repräsentation, jedoch wird das Layout vernachlässigt, so dass es theoretisch mög-
lich ist eine Codezeile mit nur einem Pixel dazustellen da die Breite keine Informa-
tion mehr trägt. So stellt eine Spalte genau eine Datei dar. In Abbildung 3.8 ist 
diese Art der Darstellung auf der rechten Seite zu sehen. Durch die Aneinanderrei-
hung verschiedener Dateien in Form von Pixelspalten von links nach rechts lassen 
sich diese einfach anhand ihrer Höhe auf ihre Größe hin untersuchen und verglei-
chen. 
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3.3.2 Repräsentation auf Klassenebene 
Eine weitere mögliche und viel verwendete Methode für die Darstellung der Klas-
sen und vor allem deren Abhängigkeiten bieten die Unified Modeling Language 
(UML) Klassen und Objekt-Diagramme (Abbildung 3.9). UML ist eine grafische 
Modellierungssprache welche von der Object Management Group (OMG) entwi-
ckelt wurde. Die Abbildung zeigt ein solches UML Diagramm. Jedes Rechteck stellt 
eine Klasse dar und ist in drei Teile aufgeteilt: Der Kopf mit dem Klassennamen 
und die folgenden zwei Abschnitte mit Attributen und Methoden. Abhängigkeiten 
werden als Graphen gekennzeichnet. Dabei wird zwischen Aggregation und Kom-
position unterschieden. Die Aggregation (unausgefülltes Rauten-Symbol) ist eine 
Kann-Beziehung zwischen zwei Klassen, wo hingegen bei der Komposition (gefüll-
tes Rauten-Symbol) die Abhängigkeit zwingend ist.  
 
Abbildung 3.9: UML-Diagramm [116]. 
 
UML stellt neben den Klassendiagrammen weitere Diagrammtypen wie das Se-
quence-Diagramm oder das Aktivitäten-Diagramm zur Verfügung. Neben dem 
UML Klassendiagramm gibt es noch weitere verwandte Typen. Ein Beispiel dafür 
wäre das Geon-Diagram welches im 3D-Raum dargestellt wird (Abbildung 3.10). 
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Abbildung 3.10: UML- und Geon-Diagramm im Vergleich [4]. 
3.3.3 Repräsentation auf Architekturebene 
Um Softwarearchitektur zu beschreiben gibt es viele Konzepte zu beachten: Die 
Organisation, Zusammenhänge einzelner Komponenten, Protokolle für Kommuni-
kation, Services, Zugriffsrechte auf Daten etc. Es gibt einige grundlegende Archi-
tekturkonzepte auf die Anwendungen aufbauen können. Eine Architektur muss 
dabei nicht auf ein Konzept beschränkt sein. Zum Beispiel kann eine Service Orien-
tated Architecture (Service-Orientierte Architektur) zugleich auch ein Layered Sys-
tem (Ebenensystem) sein wie es bei OSGi der Fall ist [103]. Abbildung 3.11 zeigt 
einige dieser Grundkonzepte welche im folgendem beschrieben werden. Soft-
warearchitektur ist eine nicht greifbare konzeptionelle Einheit, daher ist es schwer 
sie zu verstehen ohne sie visuell darzustellen. Aufgrund dessen ist die Visualisie-
rung von Softwarearchitektur eins der wichtigsten Felder der Softwarevisualisie-
rung [6]. 
• Pipes and Filters: Datenströme „fließen“ in einem Filter. Von da aus kann 
die Abfolge der Arbeitsschritte sortiert und ausgegeben werden. So können 
die Daten vom Filter modifiziert zum nächsten Filter weitergeleitet werden. 
• Component-Based: Unterteilt das Softwareprojekt in mehrfach verwendba-
re Komponenten, auf die zugegriffen werden können.  
• Layered Systems: Das Softwareprojekt ist in verschiedenen Ebenen sortiert. 
Jede Ebene kann auf die Funktionalität der unmittelbar darunter liegenden 
Ebene zugreifen. Einige Systeme erlauben das Zugreifen auf entferntere 
oder höher liegende Ebenen. 
• Service Orientated Architecture: Basierend auf Schnittstellen und deren 
Strukturen wie auch auf allgemeingültiger (wieder-)verwendbarer Services. 
Dieses Konzept der Softwarearchitektur repräsentiert eine oder mehrere 
Funktionen als Service. Die Beschreibung der Service-Schnittstelle ist platt-
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formneutral. Service-Implementierungen sind wiederverwendbar, gekapselt 
und lose gekoppelt. Die Kommunikation mit den Services wird über eine 
standardisierte Infrastruktur realisiert. [13] 
• Blackboards: Mehrere Teilbereiche eines Softwareprojekts greifen auf eine 
Hauptkomponente zu. Von ihr aus kann gelesen und geschrieben werden 
 
Abbildung 3.11: Pipes and Filters, Blackboards und Layered Systems im einfachen Visualisierungsbeispiel [4]. 
3.3.4 Visuelle Metaphern  
Mit einer visuellen Metapher wird ein bekanntes visuelles Konzept auf die zu er-
stellende Anwendung übertragen. Ein Beispiel hierfür ist das Node-Link-Diagramm 
welches in Kapitel 3.1.2 genauer beschrieben wird. Das Konzept des Baumes mit 
seinen Verzweigungen, Ästen und Blättern wird dabei auf die Datenvisualisierung 
übertragen und vereinfacht das Verständnis, da es an ein bereits bekanntes Kon-
zept anlehnt. Neben der Anordnung können auch Farbe und Form einzelner Ele-
mente visuelle Metaphern sein. Die Farbe Rot zum Beispiel wird oftmals verwendet 
um Daten hervorzuheben, für die eine besondere Aufmerksamkeit erwünscht ist. 
3.4 Umsetzungsmöglichkeiten interaktiver 
Datenvisualisierung 
3.4.1 Software 
Um eine Datenvisualisierung umzusetzen, bietet sich die Hilfe einiger Software-
Frameworks an. Die richtige Wahl kann dann getroffen werden, wenn die Art der 
Visualisierung klar ist. Je nach Dimensionalität, benötigter Interaktionsmöglichkei-
ten, der Darstellungsumgebung, Anwendungszweck und Programmiersprache 
lässt sich ein entsprechendes Tool auswählen. Frameworks wie Data-Driven 
Documents (D3) sind bereits auf Datenvisualisierungen abgestimmt und bieten 
eine Reihe an Darstellungskonzepten an, welche abgeändert werden können und 
mit eigenen Datensätzen befüllt werden können. Mit Hilfe dieses Frameworks 
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kann eine interaktive Datenvisualisierung durch die Benutzung der Webstandards 
HTML5, CSS und SVG generiert werden [15]. 
Solche Frameworks bieten zwar Vorteile durch die schon verfügbaren Darstel-
lungskonzepte, mit denen sich relativ schnell Ergebnisse erzielen lassen. Dies kann 
jedoch auch Einschränkung bedeuten in Bezug auf die Darstellungen eigener Kon-
zepte. Des Weiteren gibt es relativ wenige Methoden für die Darstellung komple-
xer, dreidimensionaler Räume. Um etwas in dieser Art umzusetzen eignen sich 
Frameworks für die allgemeinere Art der Umsetzung von Computergrafiken und 
Animationen. OpenGL (Open Graphics Library) ist eine Programmierschnittstelle, 
die es ermöglicht, dreidimensionale Objekte zu erstellen und in Echtzeit darstellen 
zu lassen. Das Tool wird in sehr vielen Bereichen genutzt, und ist daher ein welt-
weiter Standard. Das Arbeiten hiermit ist allerdings nicht besonders intuitiv und 
setzt Grundkenntnisse der 3D-Computergrafik voraus [104].  
Geeignet ist auch die Unity-Engine, welche überwiegend in der 2D- und 3D Spie-
leentwicklung eingesetzt wird. Sie bietet eine Reihe von Standard-3D-Objekten an, 
ebenso Funktionen zur Verwendung extern erstellter 3D-Grafiken [105]. Zudem 
stehen Funktionen für Animation und Physikberechnungen zur Verfügung. Die 
Grafikdarstellung basiert auf OpenGL und Direct3D, eine Programmierschnittstelle 
von Microsoft mit der es möglich ist möglichst direkt auf die Hardware eines Com-
puters zuzugreifen [109]. Da Unity eine eigene Software-Oberfläche besitzt, ver-
einfacht es die intuitive Arbeitsweise und die Verwaltung des Datenvisualisierungs-
Projektes. Ein großer Vorteil ist die Möglichkeit das Projekt für mehrere Plattfor-
men zu exportieren. Das bedeutet, dass es ohne viele Modifikationen möglich ist, 
das Projekt als Android- oder IOS-Applikation auszugeben. Einige VR-Frameworks, 
wie zum Beispiel Google Cardboard, werden von Unity unterstützt und lassen sich 
einfach in das Projekt integrieren. Zu beachten ist allerdings, das Unity nicht Pro-
grammiersprachen-unabhängig ist, Projekte werden mit C# umgesetzt.  
3.4.2 Hardware 
Besonders für VR-basierte Repräsentationen eignet sich der Zusatz von Hardware. 
VR-Brillen ermöglichen eine intuitive Interaktion, da sie die Kopfbewegung des 
Betrachters erfassen und diese in der Darstellung mit einbezogen werden. Dies 
erweckt den Eindruck sich selbst im Raum zu befinden. Einige Modelle, wie die 
Vive des Unternehmens HTC (High Tech Computer Corporation) ermöglichen auch, 
die Position in einem (begrenzten) Raum mit Hilfe zusätzlicher Sensoren zu ermit-
teln. So kann in einem Raum auf natürliche Weise (Gehen) navigiert werden [110].  
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Die Interaktionsmöglichkeiten, die bei einer VR-Brille nur auf die Kopfposition und 
-bewegung eingeschränkt sind, lassen sich durch Controller erweitern. Neben den 
fernbedienungs-artigen Modellen, die einige Trigger-Knöpfe und ggf. auch einen 
360-Grad-Knopf besitzen, gibt es Modelle die zusätzlich auch die Position und La-
ge des Controllers an sich erkennen, und diese in den VR-Raum mit einbinden 
können. 
3.5 Lösungen interaktiver Softwarearchitektur-
Visualisierungen 
Um eine Software visuell zu repräsentieren, können die hier genannten Darstel-
lungsmöglichkeiten verwendet werden. Sinnvoll wird es allerdings erst dann, wenn 
die verschiedenen Techniken gut kombiniert werden. Techniken der Daten- und 
Softwarevisualisierung müssen mit dem Konzept der Interaktion ineinandergreifen. 
Die hier gezeigte Umsetzung einer interaktiven Softwarevisualisierung zeigt zum 
einem den Einsatz verschiedener Datenvisualisierungstechniken und zum anderen 
den Einsatz von VR, das auch in der Umsetzung des eigenen Konzepts eine große 
Rolle spielt. 
Das DLR forscht an der Visualisierung von Softwarearchitekturen und entwickelt 
insbesondere Tools zur Visualisierung von OSGi-basierten Anwendungen [18][19]. 
Der Fokus liegt dabei auf den Modulen der Software und deren Abhängigkeiten 
wie auch die Extraktion der dafür benötigten Daten. Bei der Umsetzung der Visua-
lisierung handelt es sich um ein interaktives Browser-Tool, welches mit dem auf 
Java-Script basierten D3 Framework umgesetzt wurde [15]. Für den VR-Teil der 
Arbeit wurde Unity genutzt. Abbildung 3.12 bis  Abbildung  3.14 zeigen die grafi-
sche Umsetzung mit D3 und Abbildung 3.16 die Umsetzung in VR. 
 











Abbildung 3.12: Darstellung der OSGi-Bundles. Die 
Größe der einzelnen Kreise stellt die Anzahl der 
Packages pro Bundle dar [19].  
 
Abbildung 3.13: Package-Abhängigkeiten zwischen 
den Bundles [19]. 
 
Abbildung 3.15: Treemap-Darstellung eines Bund-
les, welches die Packages und Klassen zeigt. Gleiche 
Farbe bedeutet ein Package [19]. 
Abbildung 3.14: Übersicht aller Services und Ser-
vicekomponenten [19]. 
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Abbildung 3.16: VR-Version der OSGi Visualisierung. Die Kugeln stellen Bundles dar, welche bei Interaktion 
transparent werden um die Packages (schwarze Kugeln) zu enthüllen. Die Größe der Bundles steht wie bei der 
2D-Ansicht für die Anzahl der Packages [18]. 
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4 Konzept 
4.1 Zielgruppe  
Die Anwendergruppe wird vorher definiert um die Visualisierung auf ihre Interes-
sen abzustimmen. 
• Softwareentwickler sollen mit der Repräsentation das dargestellte Soft-
wareprojekt besser verstehen lernen. Besonders bei größeren Softwarepro-
jekten soll so die Komplexität schneller ersichtlich sein. Die Zusammenhän-
ge gewisser Komponenten sollen visualisiert werden, und damit zu einem 
besseren Verständnis führen. Für Entwickler in einem Team können weitere 
Information wichtig sein, wie zum Beispiel wer welchen Code wann bear-
beitet hat. 
• Menschen, die indirekt an dem Projekt mitarbeiten und keine Softwareent-
wickler sind, sollen ein besseres Bild des Projektes und dessen Umfang be-
kommen – auch wenn nicht alle Details für Unerfahrene ersichtlich sein 
werden, soll es möglich sein gewisse Konzepte zu verstehen.  
• Neuen Mitgliedern im Team und/oder Anfängern muss ein erstes Bild des 
Projektes übermittelt werden. Die Einarbeitungszeit kann anfangs sehr 
schwer für diese Zielgruppe sein. Verschiedene Abstraktionsgrade der Vi-
sualisierung von grob bis fein können helfen, die Betrachter an das neue 
Projekt heranzuführen. 
• Interessierte Menschen, die OSGi lernen und verstehen wollen, können mit 
Hilfe dieser Darstellung die Grundkonzepte der Architektur vor Augen ge-
führt bekommen. Auch für diese Zielgruppe eignet sich eine vorerst gröbere 
Ebene der Darstellungsart. 
4.2 Was wird dargestellt 
Die Daten, die repräsentiert werden, können sehr umfangreich sein und werden 
daher nicht alle berücksichtigt. Eine klare Definition des Fokus ist daher vorab fest-
gelegt.  
• Bundles: Die Anzahl aller Bundles und deren Namen, symbolischen Namen, 
die Anzahl der Imports und die Anzahl der Exports. Die Packages die ein 
Bundle importiert, sollen als Imports erkenntlich gemacht werden. 
• Alle Packages eines Bundles und deren Namen. Packages, welche exportiert 
werden, sollen als exportierendes Package erkenntlich gemacht werden. 
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• Die Klassen innerhalb der Packages sollen dargestellt werden wie auch de-
ren Namen. 
• Die zur Verfügung gestellten Services eines Packages sollen dargestellt wer-
den. 
Die Arbeit berücksichtigt nicht die dynamische Visualisierung einer Software. In 
diesem Fall bedeutet das, dass der LifeCycle der Bundles nicht mit einbezogen 
wird. 
4.3 Repräsentation 
Die visuelle Repräsentation soll aus einem Zusammenschluss von geeigneten Dia-
grammen, den einzelnen Objekten und dem Interaktionsmodell bestehen. Da die 
Datenmengen teilweise sehr groß sein können, soll ein besonderes Augenmerk auf 
die Wahl der grafischen Variablen gelegt werden welche in Kapitel 3.1 genauer 
beschrieben sind. Für sich allein lassen sich die grafischen Variablen einfacher er-
fassen, doch im Vergleich zueinander gibt es mehr und weniger geeignete. Die 
Einfachheit der Erfassung von grafischen Variablen lässt sich nach McGill und Cle-
velands Theorie Graphical Perception: Theory, Experimentation, and Application to 
the Development of Graphical Methods [16] wie in Abbildung 4.1 gezeigt auflisten. 
Für die Erstellung des Konzeptes wird diese Theorie berücksichtigt. 
 
Abbildung 4.1: Grafische Variablen sortiert nach Einfachheit der Erfassung [7]. 
4.3.1 Visuelle Metapher 
Wie in Kapitel 3.3.4 detaillierter beschrieben, hilft es, dem Betrachter eine visuelle 
Metapher anzubieten. In diesem Fall ist es sinnvoll eine Metapher zu finden die das 
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Konzept der Modularität von OSGi-basierten Anwendungen gut repräsentiert wie 
auch deren Abhängigkeiten. Besonders geeignet hierfür ist die Darstellung elekt-
ronischer modularer Systeme (Abbildung 4.2): Einzelne Komponenten sind aus-
tauschbar, sie können miteinander verbunden verschiedenste Konstellationen auf-
weisen und besitzen eine Vielzahl von Kontroll-Optionen, wie etwa Potis und 
Schieberegler, welche sich gut für individuelle Einstellungen eignen. Konzeptionell 
soll diese Metapher umgesetzt werden, allerdings grafisch einfach gehalten wer-
den, um nicht vom Wesentlichen abzulenken. 
 
Abbildung 4.2: Modulares Synthesizer-System [116]. 
 
4.3.2 Darstellung der Bundles und Packages 
Jedes Bundle wird als kubisches Objekt dargestellt. Jedes Package wird als anders-
farbiges kubisches Objekt dargestellt, welches sich in der Größe vom Bundle unter-
scheidet. Es soll zwar erkenntlich werden, dass das Package ein Teil eines Bundles 
ist, doch soll es in der Darstellung nicht innerhalb eines Bundles liegen, da das die 
Übersicht negativ beeinflussen kann. Um die Zugehörigkeit der Packages erkennt-
lich zu machen, sollen diese auf dem Bundle gestapelt werden. Somit kann ver-
deutlicht werden, dass das Bundle das Package „trägt“. Wenn das Bundle inklusi-
ve Packages betrachtet wird, gibt die Höhe des kompletten Objekts Auskunft über 
die Anzahl der Packages und kann schnell mit in der Umgebung liegende Bundles 
verglichen werden.  
4.3.3 Darstellung der Services 
Services, die von einem Package bereitgestellt werden, werden als Scheibenobjekte 
so in das Package platziert, dass sie überstehen und somit erkennbar sind. Bei ei-
nem bereitgestellten Service per Package ist das Serviceobjekt am oberen Rand 
platziert. Mehrere bereitgestellte Services werden untereinander platziert, mit ei-
nem kleinen Abstand, um sie unterscheidbar zu machen. Abbildung 4.3 zeigt die 
Services in Kombination mit Packages und deren Bundles. 
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Abbildung 4.3: Darstellung der Bundles (Blau) und deren Packages (Orange). Services, die von einem Package zur 
Verfügung gestellt werden, sind als Scheiben dargestellt. 
 
4.3.4 Anordnung der Bundles 
Die Basis-Szene soll die Darstellung aller OSGi-Bundles zeigen. Sie sollen im drei-
dimensionalem Raum an verschiedenen Positionen dargestellt werden. Standard-
mäßig sollen diese in der X- und Z-Achse zufällig angeordnet werden. Da das Feld 
vor allem bei größeren OSGi Projekten viele Bundles zeigt, sollen optional weitere 
Layout-Optionen zur Verfügung stehen.  
Optional soll es die Möglichkeit geben, die Bundles zu Clustern. Das bedeutet 
Gruppieren und Platzieren der Bundles in kleinere Felder. Dadurch soll die Über-
sichtlichkeit verbessert werden. Die Art der Aufteilung gibt der symbolische Name 
des Bundles vor. Um den Vorgang der Unterteilung zu ermöglichen, sollte der 
symbolische Name des Bundles nach der Reverse-Domain-Konvention benannt 
worden sein, welche von der OSGI-Core-Specification empfohlen und vorgegeben 
wird [1][17]. Die Reverse-Domain-Konvention besteht an der ersten Stelle aus einer 
Top-Level-Domain, welche den letzten Abschnitt einer Domain beschreibt. Beispie-
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le dafür sind unter anderem „de“ „com“ oder „org“. Abgetrennt mit einem Punkt 
folgt der zweite Name, welcher den Namen des Unternehmens oder des Projektes 
darstellt. Wiederum mit einem Punk abgetrennt kommet der Teil, welcher zusam-
mengehörige Packages beschreibt wie „utils“ , „gui“ oder „core“, gefolgt von 
weiteren Begriffen, die die Definition des Bundles immer weiter eingrenzen. Bei 
der Aufteilung einzelner Bundle-Gruppen sollen diese Namen verglichen werden. 
Die Tiefe der Aufteilung kann eingestellt werden. Diese entscheidet, bis zu wel-
chem ‚.‘ verglichen wird. Je nach Anforderung soll es verschiedene Möglichkeiten 
der Clusterung geben. Die Anordnung im quadratischen Feld soll bewirken, dass 
die Abhängigkeiten so gut wie möglich erfassbar sind, indem so viele Bundles wie 
möglich mit einem Blick zu erkennen sind. Die Anordnung in der Reihe soll eine 
sortierte Anordnung darstellen. 
4.3.5 Anordnung im quadratischen Feld 
Alle Cluster sollen auf ein quadratisches Feld in der X-Z-Ebene in kleinere, auf der 
Ebene aufliegende Quader aufgeteilt werden. Die Länge jedes Quaders in der X-
Achse ist fest definiert und entspricht der Seitenlänge des Feld-Quadrates. In der Z-
Achse soll jeder Cluster-Quader die Länge des prozentualen Anteils des Clusters 
zum Gesamten betragen. Das bedeutet, dass die Größe des Clusters , die sich an 
der Anzahl der Bundles definiert, genauso so im Verhältnis steht, wie die Länge 
der Z-Achse entlang des Clusters zu der gesamten Feldfläche. Dadurch, dass die 
Seite der X-Achse bei allen Gruppen gleich lang ist, lassen sich die Größenverhält-
nisse untereinander einfacher erkenntlich machen. Abbildung 4.4 zeigt die Unter-
teilung einzelner Gruppenfelder. Die dort gezeigten Linien in Orange sollen nicht 
in der Darstellung gezeigt werden um die Übersicht nicht zu beeinträchtigen. Für 
die Unterscheidung der Gruppierungen dienen die Farben der Bundles. Die Bund-
les jeder Gruppe kriegen somit eine eigene per Zufall ausgewählte Farbe zugeteilt 
und sind dadurch als Gruppe erkenntlich. 
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Abbildung 4.4: Clusterung im quadratischen Feld. 
 
Innerhalb eines Clusters werden die Bundles angeordnet wie in Abbildung 4.4 auf 
der rechten Seite dargestellt. Die Größe des Bundles, welche hier durch die Anzahl 
der Packages definiert wird, soll anhand der Position in der Z-Achse verdeutlicht 
werden. Das bedeutet, je mehr Packages das Bundle hat, desto weiter hinten ist es 
zu sehen. Somit lassen sich bei Betrachtung von vorne alle Bundles ersichtlich ma-
chen, da die Bundles, die am höchsten sind, zugleich an hinterster Position stehen. 
Allerdings soll die Position nicht auf den Punkt genau definiert werden, sondern 
pro Package-Anzahl ein Bereich, da es wahrscheinlich ist, dass im einem Projekt 
eine gewisse Package-Anzahl um ein vielfaches öfter auftaucht als eine andere. 
Würde eine hohe Vielzahl an Bundles in der gleichen X-Ebene stehen, wäre die 
Übersichtlichkeit nicht mehr gegeben und die meisten Bundles würden sich an 
bestimmten Positionen optisch überschneiden, während die Bundles mit besonders 
vielen oder besonders wenigen Packages vereinzelt im Raum liegen und dadurch 
von der gesamten Darstellung abgekoppelt wirken. 
In der X-Achse innerhalb eines Clusters sollen die Bundles zufällig angeordnet 
werden. Denkbar wäre auch hier eine Positionierung an der Achse entlang, wie 
zum Beispiel durch Verhältnisse von Imports zu Exports oder der Anzahl von Klas-
sen. Da allerdings ein Bundle mit einer höheren Anzahl an Packages in den meis-
ten Fällen auch eine höhere Anzahl an Klassen hat und oftmals auch eine höhere 
Anzahl an Exports, wie auch umgekehrt, würden sich die Bundles eher unüber-
sichtlich im Raum verteilen. Die Wahl einer zufälligen Anordnung scheint daher 
den Anforderungen am meisten zu entsprechen. 
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Die Position einzelner Bundles in der Y-Achse soll dabei gleichbleibend sein. 
Dadurch lassen sich Höhenunterschiede, also die Anzahl der Packages einzelner 
Bundles, besser vergleichen und die Anordnung entlang der X-Achse wird erkennt-
licher. 
4.3.6 Gereihte Anordnung 
Bei dieser Darstellung soll jedes Cluster entlang der X-Achse positioniert werden. 
Der Abstand zwischen den einzelnen Gruppen wie auch der Abstand zwischen 
den Bundles in der Z-Achse ist gleich. Zusätzlich soll jede einzelne Reihung einer 
bestimmten Kurve in der X-Z-Achse anliegen. Dadurch wird ermöglicht, dass auch 
von einem frontalen Ausblick aus eine möglichst hohe Anzahl von Bundles er-
kenntlich ist. Als geeignete Anordnung in der X-Z-Ebene erweist sich folgende 
Kurve: 
𝑥𝑥 = 𝑧𝑧2 160⁄  
Innerhalb der Gruppierungen werden die Bundles an der X-Achse entlang gereiht, 
mit jeweils gleichem Abstand. Die Y-Position einzelner Bundles per Cluster wird 
dabei ähnlich wie in der X-Z-Achse durch eine Funktion ermittelt. Durch die Ver-
setzung einzelner Bundles dieser Kurve entlang wird die Übersichtlichkeit noch 
weiter erhöht, da so noch weniger Elemente übereinanderliegen, wenn der Be-
trachter frontal auf die Darstellung blickt. 
𝑦𝑦 = −𝑥𝑥3 360⁄  
Auch hier werden die Bundles einzelner Cluster mit unterschiedlichen, per Zufall 
gewählten Farben, versehen. Abbildung 4.5 zeigt die Bundle-Gruppierungen wie 
auch die einzelnen Bundles, entlang den entsprechenden Kurven angeordnet.  
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Abbildung 4.5: Bundles und Cluster in der gereihten Anordnung. 
4.3.7 Abhängigkeiten von Bundles und Packages 
Die Darstellung von Imports und Exports soll im Falle der Anzeige ohne Packages 
genauso funktionieren wie auch in der Ansicht mit Packages. Werden allein die 
Bundles angezeigt, werden Bundle zu Bundle Abhängigkeiten dargestellt. Ist die 
Darstellung der Packages aktiv, werden die Abhängigkeiten folgendermaßen ge-
zeigt: 
Imports: Das importierende Bundle wird mit allen exportierenden Packages ver-
bunden. 
Exports: Jedes Package des exportierenden Bundles wird mit den Bundles, welche 
diese Packages importieren, verbunden.  
Für die Import-Export-Abhängigkeiten eignet sich die Node-Link-Darstellung, wel-
che in Kapitel 3.1.1 detaillierter beschrieben ist. Die Knotenpunkte sind dabei die 
einzelnen Packages und Bundle-Elemente. Export- und Importverbindungen sollen 
farblich voneinander zu unterscheiden sein.  
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4.3.8 Darstellung der Klassen 
Jede Klasse eines Packages soll als zylinderförmiges Objekt dargestellt werden. Das 
Anzeigen der Klassen soll nur dann möglich sein, wenn man sich in dem Klassen-
darstellungsmodus befindet, der für jedes einzelnes Bundle durch die Bundle-GUI 
aktiviert werden kann. Jedes Package kann transparent geschaltet werden um so 
das Innere des Packages zeigen zu können. Pro Klasse soll ein Zylinderobjekt er-
stellt werden. Die Größe des Zylinders bleibt immer gleich. Ziel ist zudem eine Dar-
stellung, die die Klassenobjekte so wenig wie möglich entfernt von einander zeigt. 
Der Betrachter soll ohne mehrfaches wechseln der Perspektive möglichst viele Klas-
sen betrachten können.  
Bei Aktivierung des Events für die Klassendarstellung welche das Package-Objekt 
transparent schaltet, sollen alle Klassenobjekte der Reihe nach erstellt werden. Be-
gonnen wird mit dem ersten Klassenobjekt im Mittelpunkt des (transparenten) 
Package-Objekts. Die weiteren Objekte werden spiralförmig aufwärts gereiht. Das 
bedeutet, dass jedes weitere Objekt auf einem Punkt auf einer Kreisumfangslinie 
positioniert wird, mit steigendem Radius und Gradzahl. Damit die Reihung der 
Klassen nicht mit anderen Objekten in der Umgebung kollidiert, soll ein Maximal-
radius definiert werden. Für die bessere Betrachtung von allen Seiten soll jedes 
Klassenobjekt in der Y-Achse gering versetzt werden (Abbildung 4.6).  
 
Abbildung 4.6: Anordnung der Klassen. 
Der Name der Klasse wird anliegend an das Klassenobjekt mit halber Transparenz 
angezeigt um die Übersicht nicht zu sehr zu beeinträchtigen. Mit der Selektion des 
Klassenobjektes wird der Name ohne Transparenz angezeigt und somit hervorge-
hoben. 
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4.4 Interaktion und Ablauf des Programmes 
4.4.1 Interaktion 
Da vor allem beim Google Cardboard neben einem Trigger-Button (Touch auf dem 
Display, durch einen Trigger an der Brille auslösbar) keine weiteren Eingabepara-
meter vorhanden sind, soll eine Selektionsmöglichkeit mit Hilfe eines Anvisierungs-
elements, einer Art Fadenkreuz oder hier Pointer genannt, zur Verfügung gestellt 
werden. Die Selektion von Elementen wird ermöglicht, wenn der Pointer eine ge-
wisse Zeit auf das zu selektierenden Element zielt. Buttons sollen zusätzlich eine 
Animation zugewiesen bekommen, um die Dauer der Selektion erkenntlich zu ma-
chen. 
4.4.2 Navigation und GUI  
Während der Darstellung soll eine GUI (Graphical User Interface) angezeigt wer-
den, die die Kontrolle der Bundle-Objekte und deren Layout erlaubt. Diese soll da-
her konstant zugreifbar sein, während sich der Benutzer innerhalb des Feldes um-
sieht. Da sich der Betrachter durch den Raum bewegen kann, ist es sinnvoll, eine 
GUI zur Verfügung zu stellen, die den Benutzer erlaubt von jeder Position aus mit 
ihr interagieren zu können. Eine sinnvolle Lösung ist daher, die GUI unter der Vie-
wer-Kamera anzuhängen. Dadurch stört sie nicht beim Umschauen und lässt sich 
schnell mit dem Blick nach unten wiederfinden. Je nach Betrachtung sollen unter-
schiedliche GUIs zur Verfügung stehen. Elemente die wichtiger sind, bzw. mit de-
nen mehrmals interagiert werden, sollen mehr im Zentrum stehen. Elemente die 
wenig gebraucht werden, wie zum Beispiel die Einstellung des VR-Modes, weniger 
und werden mehr außerhalb des direkten Blickfeldes positioniert [111]. Im Folgen-
den werden die einzelnen GUI -Teile beschrieben. 
Settings-GUI 
Die Einstellungen die sich mit diesem Teil der GUI modifizieren lassen, sollen nicht 
die Visualisierung direkt betreffen. Daher sind die folgenden Events in dieser GUI 
untergebracht (Abbildung 4.7): 
• Durch die Aktivierung/Deaktivierung des VR Modes soll der Benutzer aus-
wählen können ob das Display des Mobiltelefons für das Linke und Rechte 
Auge unterteilt wird, um mit einem Cardboard betrachtet werden zu kön-
nen, oder ob die Darstellung ganz-flächig auf dem Display zu sehen ist, für 
die Darstellung ohne Cardboard. 
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• Durch den Klick des Buttons Startposition soll der Benutzer wieder an die 
Anfangsposition geführt werden. 
 
 
Abbildung 4.7: Buttons der Settings-GUI. 
Haupt-GUI 
Die hier untergebrachten Einstellungen betreffen die Ansicht und Darstellung der 
Bundles wie auch deren Layout. Folgende Events werden dieser GUI zugewiesen 
(Abbildung 4.8): 
• Ein- und Ausblenden der Packages mit dem Button Package On/Off 
• Arrangieren der Cluster nach der im Kapitel 4.3.5 beschriebenen quadrati-
schen Anordnung, ausführbar durch den Button Cluster. 
• Arrangieren der Cluster nach der im Kapitel 4.3.6 beschriebenen gereihten 
Anordnung. Ausführbar durch den Button Cluster Lines. 
• Top-View-Button, der alle darzustellenden Objekte um 90 Grad dreht, so 
dass der Benutzer diese von Oben betrachten kann. 
• Der Button Switch Navigation-GUI/Bundle-GUI soll die Benutzung der bei-
den im Folgenden beschriebenen GUIs aktivieren oder deaktivieren, so dass 
entweder nur die Bundle-GUI oder die Navigations-GUI aktiviert ist. 
 
 
Abbildung 4.8: Buttons der Haupt-GUI. 
Navigations-GUI 
Die Interaktion durch Navigation durch den Raum soll ermöglicht werden, wenn 
sich der Benutzer nicht in dem Modus der näheren Untersuchung der Bundles be-
findet. Daher sollen die Funktionen dieser GUI nur aktiv sein wenn sich der Benut-
zer in der obersten Ebene befindet. Das bedeutet, dass die Bundle-GUI nicht aktiv 
ist. Ist der Move in Scene Button aktiviert, wird der Button Rotate Objects deakti-
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viert und umgekehrt, somit ist der Ordnung wegen immer nur eine der beiden 
Funktionen ausführbar. Folgende Möglichkeiten der Navigation sollen hier ermög-
licht werden (Abbildung 4.9): 
• Der Button Move in Scene aktiviert einen weiteren Button Move, welcher 
sich in der Mitte des Sichtfeldes befindet. Wird dieser selektiert beginnt sich 
der Viewer mit einer vorgegebenen Geschwindigkeit durch den Raum zu 
bewegen. Die Bewegungsrichtung ändert sich konstant mit der Blickrich-
tung. Somit kann während der Fahrt die Richtung durch die Bewegung des 
Kopfes geändert werden. Eine weitere Selektion des Move Buttons stoppt 
die Bewegung.  
• Der Button Rotate Objects ermöglicht die Rotation aller Objekte im Raum. 
Durch ein Rotationskreuz welches nach dem Auslösen des Buttons ange-
zeigt wird, können sich je nach anvisiertem Bereich des Steuerkreuzes alle 
Objekte in einer vorgegebenen Geschwindigkeit drehen. Dieses Steuerkreuz 
ist in 6 Abschnitte unterteilt. Drei Abschnitte für die Rotation um die X-, Y- 
und Z-Achse im Uhrzeigersinn, sowie drei Abschnitte für die Rotation um 
diese Achsen gegen den Uhrzeigersinn. Solange sich der Pointer über einer 
dieser Abschnitte befindet, bewegen sich die Objekte entsprechend, bis der 
Pointer den Abschnitt des Rotationskreuzes verlässt. 
 
 
Abbildung 4.9: Buttons der Move-GUI. Oben dargestellt ist die Ansicht, wenn Move in scene aktiviert wurde. 
Unten dargestellt ist das Rotationskreuz, welches erscheint wenn Rotate Objects aktiviert wurde. 
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Bundle-GUI 
Neben den Interaktionen die die komplette Darstellung betreffen, soll es auch für 
einzelne Bundles die Möglichkeit geben, die Repräsentation zu modifizieren. Hier-
für soll eine dem Bundle zugewiesene GUI hinzugefügt werden, welche bei der 
Auswahl eines Bundles erscheint (Abbildung 4.10).  
• Das Ein- und Ausblenden der Packages des im Moment aktivierten Bundles 
kann mit einem Button-Klick ausgeführt werden. 
• Anzeigen der Importabhängigkeiten werden mit einem weiteren Button 
angezeigt oder deaktiviert. Die Packages aller Bundles in dem Projekt wer-
den somit mit einer Linie mit dem im Moment aktivierten Bundle angezeigt. 
Sollte die Packages-Ansicht deaktiviert sein, wird nur die Verbindung von 
Bundle zu Bundle dargestellt.  
• Das Anzeigen der Exports geschieht nach einem ähnlichen Prinzip wie das 
Anzeigen der Imports. Linien werden hier andersfarbig gekennzeichnet und 
zeigen von allen exportierten Packages des aktuell bearbeiteten Bundles zu 
allen Bundles zu denen exportiert wird. 
• Go to Bundle / Package View soll die Untersuchung eines einzelnem Bund-
les ermöglichen. Mit der Selektion des Buttons wird der Viewer besonders 
nah an das Bundle geführt um dessen Packages weiter zu untersuchen. Da-
her wird in diesem Zustand auch eine weitere GUI aktiv, welche Interaktio-
nen mit dem Package ermöglichen. Diese GUI wird im Teil Package GUI ge-
nauer beschrieben. 
 
Abbildung 4.10: Bundle-GUI. 
Package-GUI 
Wurde nach der Betrachtung eines Bundles der Button für die Untersuchung der 
Packages (Go to Bundle / Package View) aktiviert, hat der Betrachter die Möglich-
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keit weitere Funktionen die die Darstellung und Modifizierung einzelner Packages 
betreffen, auszuführen (Abbildung 4.11). Ein Textelement zeigt während der Dau-
er dieses Zustandes den Bundle-Namen an. Des Weiteren sind folgende Funktio-
nen ausführbar: 
• Mit dem Betreten des Packages mit dem Pointer soll das Package genauer 
untersucht werden. Dadurch wird es transparent und alle in dem Package 
befindlichen Klassen kommen zum Vorschein. Die Anordnung dieser ist in 
Kapitel 4.3.8 genauer beschrieben. Durch die Transparenz des Package-
Objektes wird auch ein weiteres, kleines würfelförmiges Objekt, welches 
sich im Inneren eines jeden Packages befindet, sichtbar. Dieses dient als 
Button, welcher bei Selektion das Package in seinen Ausgangszustand zu-
rückführt. 
• Da die Bewegung durch den Raum nur bei Betrachtung der kompletten An-
sicht möglich ist und somit hier nicht zur Verfügung steht, soll hier auf eine 
spezifischere Art die Bewegung durch den Raum ermöglicht werden. Die 
vorgegebene Nähe ist eine Voraussetzung für das Erkennen aller Objekte 
innerhalb der Packages und kann daher nicht verändert werden. Die Höhe 
des Betrachters lässt sich mit der Nutzung der Buttons Go Up und Go Down 
verändern. Die Bewegung wird solange ausgeführt wie sich der Pointer 
über dem entsprechenden Button befindet. 
• Durch die Auswahl des Buttons Leave Package View verlässt der Benutzer 
die Ebene der Package-Bearbeitung und kann wieder zwischen Navigation 
oder Betrachtung der Bundles wählen. 
 
Abbildung 4.11: Buttons der Package-GUI. 
 
Einstellungen durch Kopfbewegungen 
Neben der Auswahl verschiedener Events durch die GUI sollen einige Einstellungen 
mithilfe der Kopfbewegung ermöglicht werden. Der Neigungswinkel des Kopfes 
wird erfasst sobald dieser sich mehr als 25 Grad nach links oder rechts neigt.  
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• Die Neigung von über 25 Grad zur linken Seite bewirkt das Rearrangieren 
der GUI in Blickrichtung des Nutzers. Ursprünglich befindet diese sich un-
terhalb-mittig der Blickrichtung in der Startposition. Sollte sich der Betrach-
ter um 180 Grad drehen, wäre die GUI nicht mehr zu sehen. Durch die 
Kopfneigung wird es ermöglicht mit den Objekten via GUI zu interagieren 
auch wenn sich die Blickrichtung während der Betrachtung verändert. 
• Die Neigung von über 25 Grad zur rechten Seite bewirkt das An- und Aus-
schalten der Bundle-GUI, welche immer erscheint, wenn der Pointer auf ein 
Package zeigt. Da diese GUI relativ oft erscheint und dies auch teilweise 
ungewollt während des Umsehens passieren kann, soll hiermit die Übersicht 
erleichtert werden wenn keine genaueren Informationen zu einem Bundle 
gewünscht sind. 
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5 Umsetzung 
5.1 Verwendete Technologien 
5.1.1 Hardware  
Um eine VR-Applikation zu erstellen, ist die Verwendung einer geeigneten VR-
Hardwarekomponente unverzichtbar. Da das Gefühl vermittelt werden sollte sich 
direkt in dem dargestellten Raum zu befinden, eignet sich die Nutzung einer VR-
Brille. Aufgrund der Zielgruppe welche in Kapitel 4.1 näher definiert ist, ist es sinn-
voll eine einfach zugängliche, kostengünstige Variante zur Verfügung zu stellen, 
um die Visualisierung so zugänglicher zu machen. Dafür bietet sich die Verwen-
dung der Google Cardboard Brille an. Mit ihr lassen sich VR-Applikationen darstel-
len, indem ein Smartphone in sie eingelegt wird. Unabhängig von der Brille lassen 
sich die Projekte auch ohne VR-Modus darstellen. Das bedeutet, dass die Anwen-
dung auch funktioniert, indem das Display nicht in linkes und rechtes Auge unter-
teilt wird, sondern die App über das komplette Display läuft. Dies ermöglicht die 
Interaktion durch Bewegung im Raum ohne zusätzliche Hardware, ausgenommen 
dem Smartphone, auf dem die Anwendung läuft.  
5.1.2 Software 
Umgesetzt wird das Projekt mit der Unity Game Engine [105]. Besonders vorteil-
haft ist, dass Unity eine SDK für Google Cardboard zur Verfügung stellt [108]. Eine 
weitere Möglichkeit wäre das Projekt in OpenGL umzusetzen. Dies bietet zwar viel 
mehr Möglichkeiten, doch ein Nachteil ist, dass es weitaus komplexer und zeitin-
tensiver ist um zu einem Ergebnis zu kommen.  
5.2 Extraktion der Daten 
Bevor mit der Darstellung begonnen werden kann, müssen alle Daten dafür vor-
handen sein. Die Extraktion der Daten soll mit einem eigenen Programm umge-
setzt werden, welches nur die Infos zusammenstellen soll, welche für die Visualisie-
rung wichtig sind. Das Programm liest bestimmte Daten des OSGi-
Softwareprojektes aus und schreibt diese in eine neue Text-Datei im JSON-Format. 
Um an die Daten zu gelangen gibt es die Möglichkeit das Repository auszulesen, 
welche im Folgenden erläutert wird. 
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Auslesen der Programm-Struktur: Die Ordnerstruktur eines OSGi-Projektes sagt 
einiges über das Projekt aus, da OSGi auf gewisse Konventionen aufbaut, die ein-
gehalten werden müssen [100]. Bundles sind alle Ordner innerhalb des Main-
Ordners die den Ordner „META-INF“ enthalten, der die Datei „MANIFEST.MF ent-
hält.  
Auslesen der Manifest-Dateien: Jedes Bundle hat eine Manifest-Datei, die In-
formation über das entsprechende Bundle enthält. Durch das Auslesen dieser Da-
teien lassen sich importierte Bundles extrahieren, Packages, die exportiert werden, 
ermitteln, der symbolischen Namen des Bundles auslesen, Version des Bundles er-
kennen und vieles mehr. Durch die hier gewonnen Daten lassen sich die Bundles 
und deren Abhängigkeiten darstellen. 
Auslesen der XML-Dateien: Um an die Daten der Services zu gelangen, müssen 
die entsprechende XML-Dateien ausgelesen werden. Ein Bundle, das einen Service 
zur Verfügung stellt, besitzt den Ordner „OSGI-INF“ welcher die XML-Daten ent-
hält.  
Eine weitere Möglichkeit auf die in dieser Arbeit zurückgegriffen wird ist das Aus-
lesen einer bereits vorhandenen Model-Datei. Das vom DLR umgesetzte Tool Ex-
traktion und Visualisierung von Beziehungen und Abhängigkeiten zwischen Kom-
ponenten großer Softwareprojekte bietet bereits ein Analyse- und Extraktionstool 
welches eine JSON-Datei durch unter anderem Auslesen des OSGi-Projekt-
Repository schreibt [18] [19]. Diese Datei direkt im Visualisierungsprojekt zu nutzen 
wäre allerdings nicht umsetzbar, da sie bei etwas größeren OSGi-Projekten einen 
zu großen Umfang besitzt und das Auslesen somit problematisch wird. Aus diesem 
Grund soll diese Model-Datei mit einem externen Programm ausgelesen werden 
welches dann erneut eine Datei schreibt, welche nur die für die Visualisierung be-
nötigten Daten beinhaltet. Abbildung 5.1 zeigt einen Teil des ersten Bundles des 
RCE-Projektes in der zur Verfügung stehenden JSON-Datei. 
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Abbildung 5.1: Teil der zur Verfügung stehenden JSON-Datei. 
 
Das Auslesen der Daten aus der zur Verfügung stehenden Model-Datei im JSON-
Format, sowie das Schreiben der Daten in das neue Dokument, wird mit Hilfe von 
LitJson umgesetzt. LitJson ist eine Library für C# für das schnelle und einfache 
Handhaben von JSON-Dateien [106]. Um auch größere Datensätze auslesen zu 
können, wird die Datei asynchron ausgelesen da das Lesen besonders dann eine 
gewisse Zeit in Anspruch nehmen kann. Während die Datei ausgelesen wird, wer-
den alle Daten, die für die Visualisierung relevant sind, neu sortiert und in Listen 
aufgeteilt (Abbildung 5.3). Mit der neuen Anordnung werden sie wieder in ein 
neues Dokument geschrieben. Abbildung 5.2 zeigt das erste Bundle mit dessen 
Daten zu Imports, Exports, Packages und deren Klassen und Services, den Namen 
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des Bundles sowie den symbolischen Namen des Bundles, nachdem diese Daten 
aus der vorhandenen Datei ausgelesen und neu geschrieben wurden.  
 
 
Abbildung 5.2: Teil der erstellten JSON-Datei.  
 
 
Abbildung 5.3: Klassendiagramm und Oberfläche des Programmes für das Extrahieren der OSGi-Daten aus der 
Model-File. 
 
5.3 Die Visualisierung 
5.3.1 Aufbau der Objekte 
Um die Visualisierung der Softwarearchitektur effizient aufzubauen und in Echtzeit 
lauffähig zu gestalten werden für die Darstellung einzelner Objekte möglichst ein-
fache Formen verwendet. Bundles und Packages haben die Form eines Würfels, 
auf den ein Bild gelegt wird das alle 6 Seiten eines Würfels zeigt. Durch das Einset-
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zen von solchen Texturen als Bilddatei im .jpg oder .png Format kann einiges an 
Renderzeit eingespart werden, da die Grundform des 3D-Objekts einfach bleibt, 
und gleichzeitig grafische Details oder Verläufe durch den Inhalt der Textur gezeigt 
werden. Services werden als Scheiben dargestellt und Klassen als Zylinder, um die-
se von den anderen Objekten einfacher zu unterscheiden. Neben der Form soll 
auch Farbe helfen, die Unterscheidung noch einfacher zu gestalten. Unity ermög-
licht es die Objekte als Vorlage im Ressources Ordner aufzurufen und diese in der 
Szene zu Initialisieren. Dies ermöglicht es die Objekte vorab in Unity zu entwickeln 
und während der Laufzeit beliebig oft in der Szene zu duplizieren und zu modifi-
zieren. Die Abbildung 5.3 zeigt das Bundle-Objekt und dessen Komponenten auf 
die im Unity-Editor per Script zugegriffen werden kann.  
 
Abbildung 5.4: Das Vorlage-GameObject für das Bundle und dessen Komponenten. 
 
Auf die Möglichkeit des Ladens der Vorlageobjekte aus dem Ressources-Ordner 
wird während des Initialisierungsvorganges zurückgegriffen. In Abbildung 5.4 
werden die einzelnen Vorlageobjekte gezeigt. 
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Alle Komponenten des Programms werden im Initialisierungsvorgang geladen. Da 
das bei komplexeren Projekten eine gewisse Zeit in Anspruch nehmen kann, soll 
der Programmaufbau geschehen, während sich der Nutzer bereits in der erstellen-
den Szene umsehen kann. Die GUI wird erst nach dem Initialisierungsvorgang zu 
Verfügung stehen, da eine Interaktion erst möglich sein soll, wenn alle Komponen-
ten geladen sind.  
Mit Hilfe von Coroutines, die Unity zur Verfügung stellt, kann es ermöglicht wer-
den, die Objekte aufzubauen während der Betrachter in der Szene interagieren 
kann [107]. Innerhalb der Coroutine-Funktion vom Typ IEnumerator können an 
beliebigen Stellen Return-Werte eingesetzt werden, welche es möglich machen, 
den bisher ausgeführten Teil der Funktion zurückzugeben bevor diese komplett  
beendet wurde. Yield return null rendert die Szene bis zu diesem Punkt. Weitere 
Möglichkeiten wären unter anderem auch das Stoppen der Funktion für eine be-
stimmte Zeit mit yield return new WaitForSeconds(float), welche in diesem Projekt 
vor allem bei den Events genutzt wird, da diese nach Selektion eine gewisse Zeit 
warten, bis das Event ausgeführt wird. Während des Wartens wird parallel eine 
weitere Funktion ausgeführt, die die Anzeige eines Ladebalkens mit gleicher Dauer 
innerhalb des Buttons ausführt. Abbildung 5.5 zeigt die Rekonfigurierung der GUI-
Position anhand der Kamerablickrichtung, umgesetzt mithilfe der Coroutines. 
 
Abbildung 5.6: Codeausschnitt für die Rekonfigurierung der GUI. 
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5.3.3 Aufbau der Komponenten 
Jede Komponentenart, das bedeutet Bundles, Packages oder Services, sollen un-
abhängig voneinander geladen werden. Daher werden sie in einer gewissen Rei-
henfolge aufgebaut indem eine Komponentenart erst geladen wird wenn die vor-
herige mit dem Laden abgeschlossen hat. In diesem Projekt bedeutet das, dass erst 
die Bundles, dann die Packages, gefolgt von dem LineRenderer für die Darstellung 
der Abhängigkeiten, und dann die Services geladen werden. Ausnahme sind die 
Klassenobjekte, welche erst während der Interaktion mit einem Package geladen 
werden. Alle anderen Objekte wie auch alle Daten werden vorab geladen. Das 
bedeutet zwar einen längeren Initialisierungsvorgang, dafür stehen die Daten dann 
während der Laufzeit konstant zur Verfügung und ein Zugriff ist ohne Verzöge-
rung möglich. 
 
Abbildung 5.6 zeigt den Aufbau des Bundles und nach Abschluss davon den Auf-
bau der Packages. Es folgt der Aufbau der Services. Ist dieser Vorgang beendet, 
sind die Objekte wie in Abbildung 5.7 dargestellt. 
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Abbildung 5.7: Aufbau der Bundles (links) und Packages (rechts). 
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Abbildung 5.8: Screenshot der Visualisierung mit Bundle-Objekten, Package-Objekten und Services als Scheiben 
innerhalb der Package-Objekte. 
 
Das Laden der Imports geschieht nach dem Generieren der Bundles, Packages und 
Services. In der JSON Vorlage-Datei befinden sich zu jedem Bundle-Objekt die 
„Imports“ welche alle Packages-Namen aufgelistet enthalten. Diese werden ausge-
lesen. Da die Packages-Objekte in der Darstellung den Namen des zugehörigen 
Packages tragen, wird dieser in dem Projekt gesucht und dessen Position gemerkt. 
Dieser Vorgang geschieht Bundle für Bundle, so dass jedem Bundle eine Liste be-
reitgestellt wird, welche die GameObjects enthalten die die Imports darstellen. Der 
Datentyp GameObject stellt ein Objekt in der Szene dar. Durch den Aufruf des 
Objektes können alle dem Objekt zugehörigen Komponenten aufgerufen werden. 
Das bedeutet, dass die GameObject Liste eines Bundles viele Informationen des 
Import-Objekts bereitstellt, die bei späteren Interaktionen aufgerufen werden kön-
nen. 
Das Laden der Exports geschieht auf ähnlicher Weise wie das Laden der Imports, 
jedoch ist es um einiges umfangreicher, deren Objekte zusammenzuführen. Die 
JSON-Datei stellt eine Liste zur Verfügung in der alle exportierten Packages des 
jeweiligen Bundles aufgelistet werden. Allerdings gibt dies keine Information über 
das Ziel-Bundle des Exports. Auch kann ein Export mehrere Ziel-Bundles zugeteilt 
bekommen haben, was auch nicht aus einer Liste der zu exportierenden Package-
Namen ersichtlich wird. Aufgrund dieser Problematik muss jeder Name der Export-
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liste mit allen Bundles und deren Importliste verglichen werden. Jeder Export wird 
in einem anderen Bundle als Import gekennzeichnet. Das Bundle, welches den Im-
port enthält, ist das Ziel-Bundle. Enthalten mehrere Bundles den Export als Import, 
so wird das Package mehrfach exportiert. 
5.3.4 Erstellung der Objekte für Abhängigkeiten 
Nachdem die Import- und Exportdaten eines jeden Bundles in Form von GameOb-
jects bereitstehen, werden die LineRenderer, eine optionale Komponente eines 
GameObjects welches eine Linie darstellen kann, generiert. Bundles importieren: 
So ist die Anzahl der LineRenderer eines Bundles so hoch wie die Zahl der Imports 
des Bundles. Packages werden exportiert: Die Anzahl der LineRenderer der Exports 
ist somit gleich groß wie die Anzahl der Exports des jeweiligen Packages. 
5.3.5 Laden der Klassenobjekte 
Die Klassen sind die einzigen Objekte, die nicht schon im Initialisierungsvorgang 
geladen werden. Grund hierfür ist die besonders hohe Anzahl an Objekten die 
dadurch generiert werden würde und das Programm dadurch beeinträchtigen 
könnten. Die Klassen können nur geladen werden wenn der Benutzer ein be-
stimmtes Bundle selektiert hat und somit das Package selektierbar ist. Dadurch 
wird verhindert dass sich zu viele Objekte in der Szene befinden, denn die Klassen-
objekte werden wieder gelöscht, wenn sich der Benutzer von dem Bundle ent-
fernt, indem er die Bundle-Selektion verlässt. Das bedeutet das maximal alle Klas-
sen eines einzigen Bundles parallel in der Szene vorzufinden sind. Abbildung 5.8 
zeigt die Klassen eines Packages in der in Kapitel 4.3.8 beschriebenen Anordnung. 
 
Abbildung 5.9: Klassen eines Packages. 
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5.3.6 Aufbau der GUI 
Die GUI lässt sich aus den von Unity zur Verfügung gestellten User Interface (UI) 
Objekten aufbauen. Diese Objekte können Buttons, Checkboxen, Textfelder oder 
ähnliches sein. Die aus diesen Objekten erstellte GUI wird im unteren Teil des Ka-
merasichtfelds der Main Camera positioniert und vorerst ausgeblendet. Ist der Ini-
tialisierungsvorgang beendet, wird die GUI angezeigt, indem der Renderer für die-
ses Objekt auf enabled gesetzt wird. Jedem Button wird ein Script zugewiesen, 
welches die Funktion für die Animation des Ladebalkens zur Verfügung stellt. Zeigt 
der Pointer auf den Button, wird die Ladeanimation gestartet und nach ihrer Be-
endigung die dem Button entsprechende Funktion ausgeführt (Abbildung 5.10). 
Verlässt der Pointer vor Beendigung der Ladeanimation den Button, wird die Funk-
tion gestoppt, ebenso wie die Animation. Somit kann gewährleistet werden, dass 
die entsprechende Funktion nur dann ausgeführt wird wenn der Betrachter eine 
gewisse Zeit den Pointer über den Button „zielt“ und nicht ungewollt Funktionen 
ausgeführt werden. Ein „Klick“ ist daher nicht notwendig und der Betrachter kann 
allein per Kopfbewegung mit der GUI interagieren. Ein weiteres Umsetzungsbei-
spiel der GUI wird in Abbildung 5.9 gezeigt. Zu sehen ist die Bundle-GUI mit run-
den Buttons und ein Textfeld Für den Bundle-Name sowie weitere Textfelder für 
die Anzahl der Imports und Exports. 
 
 
Abbildung 5.10: Bundle-GUI. 
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Abbildung 5.11: Button mit Lade-Animation. 
5.3.7 Clusterung 
Für die Ausführung der Clusterung, welche durch den in Kapitel 4.3.4 beschriebe-
nen Namensvergleich der Bundles geschieht, werden alle Bundles in Gruppen auf-
geteilt. Der Name des Bundle-GameObjects in der Szene ist gleich dem symboli-
schen Namen des repräsentierten Bundles. Die Tiefe des Namensvergleich gibt vor 
bis zu welchen „.“ der vordere Teil des Strings verglichen wird. Alle Bundles mit 
Übereinstimmung des Namens bis zu diesem Teil werden in einer eigenen Liste 
gespeichert. Nachdem jedes Bundle überprüft und zugewiesen wurde gibt es ge-
nauso viele Listen wie Cluster. Alle GameObjects der Liste werden nun einem Lee-
ren GameObject untergeordnet, welches als Container dient. Der Name des Con-
tainers enthält den Namen des Clusters, also der übereinstimmende Teil der sym-
bolischen Namen.  
Sobald die Bundle-GameObjects ihren Containern zugeordnet wurden, wie in Ab-
bildung 5.11 rechts dargestellt, werden zum einem alle Container positioniert, so-
wie die Bundles innerhalb des Containers. Links zu sehen ist die Clusterung in 
quadratischer Ansicht. 
 
Abbildung 5.12: Gruppierung der Bundles in quadratischer Ansicht und die Bundles in ihren Cluster-Containern. 
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Abbildung 5.13: Gruppierung der Bundles in gereihter Ansicht. 
Die Zuordnung der Bundles zu den Containern bleibt während der Laufzeit gleich. 
Nur die Position der einzelnen Bundles wie auch die der Cluster in der Szene ver-
ändert sich, wenn die Objekte zum Beispiel wie in Abbildung 5.12 gezeigt in die 
gereihte Ansicht wechseln. 
5.3.8 Package-Darstellung An/Aus 
Die Anzeige aller Packages wird hier aktiviert und deaktiviert. Jedes Package besitzt 
ein Tag, ein String das dem GameObject hinzugefügt werden kann. Wird das 
Event ausgelöst, werden alle Renderkomponenten welche definieren ob das Ob-
jekt zu sehen ist oder nicht mit dem Tag „IsPackage“ aktiviert wie auch die der 
zugehörigen Service-Objekte mit dem Tag „IsService“, falls sie vorher deaktiviert 
waren. Oder deaktiviert, falls sie vorher aktiviert waren. 
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5.3.9 VR Mode 
Eine von GoogleVR bereitgestellte Funktion ermöglicht das An- und Ausschalten 
des VR-Modes. Diese wird aufgerufen und gesetzt wenn das Event des Buttons 
ausgelöst wurde. Die Aufteilung des Bildschirms für die Betrachtung auf dem 
Cardboard ist vorgegeben (Abbildung 5.13). Mit dem Hinzufügen eines von 
Google bereitgestellten Skripts zu der Kamera wird diese Anzeige regulär darge-
stellt. Ist der VR Mode nicht aktiviert, wird die Darstellung wie in Abbildung 5.14 
gezeigt. 
 
Abbildung 5.14: Ansicht für Google Cardboard. 
 
Abbildung 5.15: Ansicht für Nutzung ohne Google Cardboard. 
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5.3.10 Anzeigen der Imports 
Importabhängigkeiten werden mit Linien dargestellt, die via LineRenderer erzeugt 
werden. Wird das Event ausgelöst, werden von jeder Position (Vector3) der impor-
tierten Packages zur Position des selektierten Bundles Linien gezeichnet. Je Line-
Renderer kann jedoch nur eine Linie erstellt werden, und Objekte können nur ei-
nen LineRenderer zugewiesen bekommen. Daher werden beim Startvorgang je-
dem Packages-importierenden Bundle genauso viele mit LineRenderern bestückte 
Objekte angefügt, wie die Anzahl der Imports ist. Das Zeichnen der Linien ge-
schieht wie in Abbildung 5.15 gezeigt. Alle Imports sind bereits im Initialisierungs-
vorgang in GameObject-Listen abgespeichert worden welche nur noch aufgerufen 
werden müssen, nachdem ein Bundle selektiert wurde. Die Position aus welcher in 
der Import-Liste ausgelesen werden muss ist gleich dem Index des selektierten 
Bundles.  
 
Abbildung 5.16: Ablauf der Linienerstellung bei Imports. 
 
Das erste Import-Objekt in der Liste (mit dem Index 0) bekommt den ersten Line-
Renderer des Bundles zugeordnet (lnrender_imp0). Die Anzahl der Import-Objekte 
in der Liste ist immer gleich der Anzahl der LineRenderer des Bundles, daher kann 
die Zuweisung der folgenden LineRenderer aufsteigend vorgenommen werden bis 
alle Linien gezeichnet wurden. Nach Abbildung 5.17 hat das Bundle 
de.rcenvironment.components.evaluationmemory.common genau 4 Imports. In 
Abbildung 5.16 wird die Umsetzung der Import-Abhängigkeiten anhand eines 
Bundles mit 15 Imports gezeigt. 
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Abbildung 5.17: Imports eines Bundles. 
5.3.11 Anzeigen der Exports 
Auch hier werden die Abhängigkeiten mit Linien dargestellt. Das Prinzip ist das 
gleiche wie bei der Anzeige der Import-Abhängigkeiten. Der Unterschied ist in die-
sem Fall, dass nicht die LineRenderer der Bundles die Linien zeichnen, sondern die 
der Export-Packages. In Abbildung 5.17 ist zu sehen, dass dem Package 
de.rcenvironment.components.evaluationmemory.common(Clone) zwei LineRen-
derer für den Export untergeordnet sind (lnrender_exp0, lnrender_exp1), das be-
deutet das das Package zweimal exportiert wird. Abbildung 5.18 zeigt die Export-
Abhängigkeiten aller Packages eines Bundles mit vielen Exports. 
 
Abbildung 5.18: Anordnung der einzelnen Elemente mit LineRenderer in Unity. 
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Abbildung 5.19: Export-Abhängigkeiten eines Bundles. 
5.3.12 Fortbewegung 
Die Fortbewegung wird mit Hilfe einer Positionsänderung, die Frame für Frame 
aufgerufen wird, umgesetzt. Unity stellt dabei eine Update-Funktion zur Verfü-
gung die immer genau einmal pro Frame aufgerufen wird und mit eigenen Funkti-
onen gefüllt werden kann. Somit ist es möglich ein Script an den Viewer anzuhän-
gen, das diese Funktion mit der Positionsänderung enthält. Dabei wird in jeder 
Update-Funktion die aktuelle Position, welche vom Datentyp Vector3 ist, genom-
men und mit einem Richtungsvektor addiert. Damit wird die Bewegung in Blick-
richtung Frame für Frame ausgeführt. Ein boolescher Wert wird auf true gesetzt 
wenn die Bewegung ausgeführt werden soll, damit die Bewegung innerhalb der 
Update-Funktion nur greift, wenn es erwünscht ist. 
5.3.13 Rotation der Objekte 
Für die Rotation aller Objekte wird ein Rotationskreuz verwendet, welches in Kapi-
tel 4.4.2 genauer beschrieben ist. Anders als bei den Buttons der GUI wird die Ro-
tation ausgelöst wenn auf das entsprechende Rotationselement gezeigt wird. Ab-
bildung 5.19 zeigt das Kreuz, unterteilt in den drei Achsen, welche jeweils eine 
andere Farbe haben. Je Achse gibt es zwei Rotationselemente, welche die Rotation 
im bzw. gegen den Uhrzeigersinn auslösen. Ähnlich wie bei der Fortbewegung 
wird die Rotation über die Update() Funktion ausgelöst und nur solange, wie der 
Pointer auf das Rotationselement zeigt. 
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Abbildung 5.20: Rotationskreuz. 
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5.3.14 Aufbau der Applikation 
 
Abbildung 5.21: Klassendiagramm des Visualisierungsprojektes. 
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6 Zusammenfassung und Ausblick 
Für die Darstellung von OSGi-basierten Softwareprojekten wurde ein Konzept 
entwickelt und umgesetzt um dessen Aufbau besser zu verstehen. Zuerst wurden 
die Grundlagen von OSGi erläutert, die für das Verständnis des Konzeptes wichtig 
sind. Die einzelnen Komponenten und deren Zusammenhänge wurden erklärt wie 
auch das Schichtenmodell von OSGi. Im zweiten Kapitel wurden die theoretischen 
Grundlagen der Datenvisualisierung dargelegt. Insbesondere wurden die Visualisie-
rung von Software und Softwarearchitektur, Datenvisualisierung im dreidimensio-
nalen Raum sowie der Einsatz von VR in diesem Zusammenhang betrachtet. Ein 
Hauptaugenmerk wurde auf speziell für dieses Projekt sinnvolle Konzepte gelegt, 
wie die Visualisierung hierarchischer Daten und Netzdarstellungen. Für das Kon-
zept wurde vorerst eine Auswahl getroffen, welche Daten dargestellt werden und 
welche vorerst nicht mit einbezogen werden. Auf dieser Basis wurde ein Extrakti-
onstool implementiert, welches die Daten aus einer bereits vorhandenen Model-
Datei liest und in eine neue JSON-Datei schreibt. Diese neu erstellte Datei enthält 
alle Daten des OSGi-Projektes, welche für die Visualisierung wichtig sind. Der Kern 
dieser Arbeit war die Implementierung des VR-Visualisierungstools, das sowohl mit 
Google Cardboard betrachtet werden kann, als auch allein mit einem Smartphone. 
Die mit Unity umgesetzte App stellt damit alle für die Visualisierung relevanten 
Bestandteile des OSGi-Projektes dar. Als Beispiel für ein geeignetes darzustellendes 
OSGi-Projekt diente die vom DLR entwickelte Software RCE. 
Da eine Vielzahl an Daten nicht mit einbezogen sind bietet das Projekt noch eini-
ges an Erweiterungspotential. Auch die dynamische Visualisierung der Software 
wurde nicht mit einbezogen.  
Auch die Evaluierung durch Benutzerstudien ist noch nicht berücksichtigt worden. 
Vor allem für die Weiterentwicklung der Visualisierung sind Feedbacks von Nutzern 
die der Zielgruppe angehören entsprechen wichtig. 
Im Feld der Datenvisualisierung mit VR gibt es noch viel Forschungsbedarf, vor al-
lem da Hardware für die Betrachtung von VR-Applikationen erst in dieser Zeit auf 
den Markt kommt und daher erst jetzt für jedermann erreichbar ist.  
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Anhänge 
Anhang 1 
1 Datenträger mit folgendem Inhalt: 
• Dieses Dokument im PDF-Format 
• Umsetzung des Extraktionstools für das Auslesen der OSGi-Daten mit aus-
führbarer .exe Datei sowie das Projekt mit Sourcecode und den benötigten 
Packages (LitJson 0.7.0). 
• Umsetzung der Softwarevisualisierung mit ausführbarer .apk Datei für And-
roid sowie das Projekt mit Sourcecode sowie alle benötigten Daten wie Tex-
turen, Materialien und Plugins. 
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