Abstract. Consider a compact Riemannian manifold of dimension ≥ 3 with strictly convex boundary, such that the manifold admits a strictly convex function. We show that the attenuated ray transform in the presence of an arbitrary connection and Higgs field is injective modulo the natural obstruction for functions and one-forms. We also show that the connection and the Higgs field are uniquely determined by the scattering relation modulo gauge transformations. The proofs involve a reduction to a local result showing that the geodesic X-ray transform with a matrix weight can be inverted locally near a point of strict convexity at the boundary, and a detailed analysis of layer stripping arguments based on strictly convex exhaustion functions. As a somewhat striking corollary, we show that these integral geometry problems can be solved on strictly convex manifolds of dimension ≥ 3 having non-negative sectional curvature (similar results were known earlier in negative sectional curvature). We also apply our methods to solve some inverse problems in quantum state tomography and polarization tomography.
Introduction
Let (M, g) be a compact Riemannian manifold with boundary ∂M and dimension n = dim(M) ≥ 2. We denote by SM the unit sphere bundle with canonical projection π : SM → M given by (x, v) → x. Given an invertible matrix-valued function W ∈ C ∞ (SM; GL(N, C)), we consider the following weighted geodesic X-ray transform of a smooth vector-valued function h ∈ C ∞ (SM; C N ), (I W h)(γ) = W (γ(t),γ(t))h(γ(t),γ(t)) dt,
where γ runs over all unit speed finite length geodesics with endpoints on ∂M. We shall study the invertibility of I W in two important particular instances:
(1) W arbitrary and h = f • π, where f ∈ C ∞ (M, C N ); (2) the weight W arises from an attenuation given by a GL(N, C)-connection A and a Higgs field Φ and h = f • π + α, where f ∈ C ∞ (M, C N ) and α is the restriction of a smooth C N -valued 1-form on M.
In both cases we shall be able to prove that locally around a boundary point of strict convexity and n ≥ 3, the ray transform I W is injective (up to the natural kernel in the second case) and we will derive global results under a suitable convexity condition.
There are several motivations for considering the invertibility of I W , but the main one driving the present paper is the following geometric inverse problem: given a GL(N, C)-connection A on the trivial bundle M × C N , is it possible to determine A 1 from the knowledge of the parallel transport along geodesics with endpoints in ∂M? Let us describe this problem in more detail and state right away our main global result. The geodesics going from ∂M into M can be parametrized by the set
where ν is the outer unit normal vector to ∂M. For any (x, v) ∈ SM we let t → γ(t, x, v) be the geodesic starting from x in direction v. We assume that (M, g) is nontrapping, which means that the time τ (x, v) when the geodesic γ(t, x, v) exits M is finite for each (x, v) ∈ SM. Let A be a GL(N, C)-connection, this simply means that A is an N × N matrix whose entries are smooth 1-forms with values in C.
Given a smooth curve γ : [a, b] → M, the parallel transport along γ is obtained by solving the linear differential equation in C N :
(1.1) ṡ + A γ(t) (γ(t))s = 0, s(a) = w ∈ C N .
The parallel transport along γ is the linear isomorphism P A (γ) : C N → C N defined by P A (γ)(w) := s(b). We may also consider the fundamental matrix solution U : [a, b] → GL(N, C) of (1.1). It solves (1.2) U + A γ(t) (γ(t))U = 0, U(a) = id.
Clearly P A (γ)(w) = U(b)w. Given (x, v) ∈ ∂ + (SM) we solve (1. We call C A the scattering data of the connection and by the discussion above, it encapsulates the parallel transport information along geodesics connecting boundary points. It is natural to incorporate a potential or Higgs field into the problem by considering a pair (A, Φ), where A is a GL(N, C)-connection and Φ is a smooth map M → C N ×N . We can solve a transport equation along geodesics: U + [A γ(t) (γ(t)) + Φ(γ(t))]U = 0, U(0) = id and define scattering data C A,Φ as above. The inverse problem of recovering the pair (A, Φ) from C A,Φ has a natural gauge equivalence: if u : M → GL(N, C) is smooth and u| ∂M = id then C A,Φ = C u −1 du+u −1 Au,u −1 Φu . Here is our main global result: Theorem 1.1. Let (M, g) be a compact Riemannian manifold of dimension ≥ 3 with strictly convex boundary, and suppose (M, g) admits a smooth strictly convex function. Let (A, Φ) and (B, Ψ) be two pairs such that C A,Φ = C B,Ψ . Then there is a smooth map u : M → GL(N, C) such that u| ∂M = id, B = u −1 du + u −1 Au and Ψ = u −1 Φu.
It is easy to see that the existence of a strictly convex function f implies that (M, g) is nontrapping (and hence contractible). Section 2 provides several geometric conditions that imply the existence of a strictly convex function, including in particular manifolds of non-negative sectional curvature and simply connected manifolds without focal points. The class of manifolds of non-negative curvature shows that, in contrast to many earlier results, Theorem 1.1 allows for the metric g to have conjugate points. Consider for instance a complete open manifold (N, g) of positive curvature (e.g. a strictly convex hypersurface in Euclidean space, like the paraboloid z = x 2 + y 2 ). In [14] it is shown that such a manifold admits a strictly convex function f : N → R that is an exhaustion, i.e. for each c ∈ R, f −1 (−∞, c] is a compact subset of N. Thus for c > inf f , the manifolds M = f −1 (−∞, c] ⊂ N provide examples to which Theorem 1.1 applies. Given a unit speed geodesic γ : R → N, [15, Lemma 1] shows that there is τ > 0 such that γ| [−τ,τ ] has index greater than or equal to n − 1. Hence for c large enough M will always have conjugate points.
It seems worthwhile to state the above case as a separate corollary. Another virtue of Theorem 1.1 is that there is no restriction on the pair (A, Φ). In previous works [12, 39, 33, 18] it was assumed that the structure group was the unitary group. Exceptions are [11, 31, 49] but these only deal with flat backgrounds. The work [18] is the only one that deals with complicated trapped geodesics and topology, but (M, g) must be assumed negatively curved. One drawback of Theorem 1.1 is that it does not apply to two-dimensional manifolds. Theorem 1.1 is proved by introducing a pseudo-linearization that reduces the nonlinear problem to a linear one. This pseudo-linearization already appeared in [33] and it is very similar in spirit to the one used in [40, 44] for the boundary rigidity problem in which the role of C A,Φ is played by the scattering relation of g. A similar scenario arises in polarization tomography [32] and quantum state tomography [22] and our local results will have consequences for these two areas as well, see Section 8. All this points to the fact that the hard result is the linear one and we now proceed to state it. We begin by discussing the local linear problems, since the global ones will follow from them together with a layer stripping argument also using the transport equation.
Let (M, g) be a compact Riemannian manifold with boundary ∂M and dimension n ≥ 3. For an open set O ⊂ M, O ∩ ∂M = ∅, an O-local geodesic is a unit speed geodesic segment in O with endpoints in ∂M; we denote the set of these by M O . Thus M O is an open subset of the set M of all maximal geodesics on M. Define the local geodesic X-ray transform with matrix weight W of a function h as the collection (I W h)(γ) of integrals of h along γ ∈ M O , i.e. as the restriction of the weighted geodesic X-ray transform to M O . The local question we wish to consider is the following:
Can we determine h| O , the restriction of h to the open set O, from the knowledge of
As mentioned before, in this paper we focus on the case when h is merely a function on M plus a term induced by a 1-form. We embed M into some neighborhood M and extend the metric g smoothly onto M , so γ ∈ M is extended to a smooth geodesic on M . Let ρ ∈ C ∞ ( M) be a defining function of ∂M, so that ρ > 0 in M\∂M; ρ < 0 on M \M, and ρ vanishes non-degenerately at ∂M.
We show invertibility results for the local weighted geodesic X-ray transform on neighborhoods of a strictly convex boundary point p ∈ ∂M of the form {x > −c}, for sufficiently small c > 0, wherex is a function withx(p) = 0, dx(p) = −dρ(p). The level sets ofx are concave near p relative to the neighborhoods.
We first consider the case when h is just a function on the base manifold M. 
The control is uniform on compact subsets of O p that are uniformly away from {x = −c}. There is also a reconstruction formula similar to the one in [45, Theorem 4.15] . It is worth mentioning that Theorem 1.3 also works for a general family of curves, see the appendix of [48] .
There is a special type of weighted geodesic ray transforms called the attenuated geodesic ray transform. Given a pair (A, Φ) we are interested in the case when the weight W arises as a solution of the transport equation on SM:
where X is the generating vector field of the geodesic flow and A(x, v) := A x (v)+Φ(x). Note that even if ∂M is strictly convex at p, in general solutions to (1.3) are only continuous on SO p (smooth in SO p \S(O p ∩ ∂M)), however this will not affect our arguments (cf. Section 5). We denote the weighted geodesic ray transform associated with a pair (A, Φ) by I A , so the following corollary is a special case of Theorem 1.3. Corollary 1.4. Assume ∂M is strictly convex at p ∈ ∂M. There exists a functioñ
on an arbitrary compact subset of O p can be stably determined by the local attenuated geodesic ray transform I A f | M Op .
In order to prove Theorem 1.1 we need to consider functions h which have linear dependence on the velocities, i.e. h(x, v) = α x (v) + f (x), where α is a 1-form. In this case I A automatically exhibits a kernel: if h = (d + A + Φ)p, where p vanishes on the boundary, then I A (h) = 0. Hence the optimal local theorem is as follows: Theorem 1.5. Assume ∂M is strictly convex at p ∈ ∂M. There exists a functioñ
can be stably determined from I A h restricted to O p -local geodesics in the following sense: for
As discussed in [48, 45] , the local uniqueness results can be iterated to obtain global results provided that (M, g) can be foliated by strictly convex hypersurfaces in a suitable way. One contribution of the present paper is a more detailed discussion on conditions that allow this layer stripping argument to work. In particular we observe that the foliation does not need to be adapted to the boundary. This is made precise in the following definitions.
Definition. Let (M, g) be a compact manifold with strictly convex boundary.
(a) M satisfies the foliation condition if there is a smooth strictly convex function
A connected open subset U of M satisfies the foliation condition if there is a smooth strictly convex exhaustion function f : U → R, in the sense that the set {x ∈ U ; f (x) ≥ c} is compact for any c > inf U f .
Clearly (a) is a special case of (b). If (b) is satisfied, then U ∩ ∂M = ∅, the level sets of f provide a foliation of U by smooth strictly convex hypersurfaces (except possibly at the minimum point of f if U = M), and the fact that f is an exhaustion function ensures that the layer stripping can be continued to all of U. In Section 2 we provide a number of sufficient conditions for (a) or (b) to hold.
We now state the main linear result that will imply Theorem 1.1. Theorem 1.6. Let (M, g) be a compact manifold with strictly convex boundary and dim(M) ≥ 3, and let U be a connected open subset of M that satisfies the foliation condition. Let (A, Φ) be a pair in U and let h(x, v) = f (x)+α x (v) where f ∈ C ∞ (U, C N ) and α is a smooth C N -valued 1-form in U. If (I A h)(γ) = 0 for any geodesic γ in U with endpoints on ∂M , then f = Φp and α = dp + Ap in U for some p ∈ C ∞ (U, C N ) with p| ∂M = 0. In particular, if (M, g) admits a smooth strictly convex function, then this result holds with U = M.
The proofs of the local theorems use the groundbreaking ideas in [48] and further exploited in [44, 45] . The approach to the problem is microlocal and we will set things up so that a suitably localized version of I * W I W fits into Melrose's scattering calculus [29] , after conjugation by an exponential weight. As in the previous references, a key ingredient is the introduction of an artificial boundary (x = −c) which is a little bit less convex than the actual boundary. To obtain the Fredholm property in this calculus, one needs to prove that the boundary symbol is elliptic and this is what we do for the case of invertible matrix weights. In the case of Theorem 1.5, ellipticity is achieved in a particular gauge and some care is needed to deal with the pair (A, Φ), particularly when defining the appropriate localized version of I * A I A . This is perhaps the most technically challenging aspect of the paper. The proof of the global theorems combine in a novel way the existence of a strictly convex exhaustion function and a regularity result for the transport equation on nontrapping manifolds with strictly convex boundary.
There is a large literature on geometric inverse problems related to geodesic X-ray transforms, and we mention here further relevant references (mostly for the scalar unweighted case). As discussed above, the present paper follows the microlocal approach leading to local results in dimensions ≥ 3 initiated in [48] and developed in [44, 45] . Many earlier results were based on energy estimates pioneered in [30] and expounded in [38] ; see [34, 36] and the survey [35] for up-to-date accounts of this method which yields global results on simple manifolds in dimensions ≥ 2. The recent work [16] extended these results to negatively curved manifolds with nontrivial trapping behavior, using methods from the microlocal analysis of flows. Another method, based on analytic microlocal analysis, has been developed in [41, 42, 43] and also includes local results on real-analytic simple manifolds [25, 26] . This paper is organized as follows. Section 2 discusses in detail the existence of strictly convex functions; we felt that a thorough exposition was needed to be able to appreciate the global consequences of the local results. Section 3 contains preliminaries necessary for the two subsequent sections. Section 4 and 5 contain the technical core of the paper and prove Theorems 1.3 and 1.5. Section 6 contains the proof of Theorem 1.6 stating global injectivity of the attenuated geodesic ray transform on functions plus one-forms. Section 7 discusses the pseudo-linearization and proves also the local version of Theorem 1.1. Finally, Section 8 discusses further applications to quantum state tomography and polarization tomography.
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Strictly convex functions
In this section we will collect some facts related to strictly convex functions on manifolds. Most of these facts may be found in the literature and many of them are contained in [19] or [47] , but we will supply some further details. The first main result considers the existence of global smooth strictly convex functions. All manifolds are assumed to be connected and oriented with smooth (= C ∞ ) boundary. Moreover, if M admits a smooth strictly convex function f , then • M is nontrapping and contractible;
• M contains no closed minimal submanifolds, or more generally there is no smooth harmonic map from a closed manifold into M; • f has a unique local minimum point x 0 in M and f attains its global minimum there; and • the set of critical points of f is either {x 0 } or the empty set.
Next we note that in two dimensions there is a complete characterization for the existence of a strictly convex functions, based on using the mean curvature flow [5] . Unfortunately this does not lead to results for the X-ray transform, since the method in this paper fails in two dimensions. The result is also special for two dimensions, since [3] constructs a compact four-dimensional manifold with strictly convex boundary satisfying (b) but not (a). We remark that there are results for curvature flows acting on strictly convex hypersurfaces in higher dimensional Riemannian manifolds [21] , [1] , but these seem to require stronger conditions than those in Lemma 2.1.
We also consider the case where a neighborhood of M admits a suitable strictly convex function. If the boundary is strictly convex, the size of such a neighborhood may be estimated using curvature bounds as in [7] , [19] . Lemma 2.3. Let (M, g) be a compact manifold with strictly convex boundary. Let K ≥ −κ where κ > 0, let λ be the smallest principal curvature on ∂M, and let
, there is a smooth strictly convex function in M.
, there is a smooth strictly convex function f in M t , where
The set {x ∈ M t ; f (x) ≥ c} is compact for any c > inf x∈Mt f (x).
Parts (a) and (b) are related to the foliation conditions in Section 1. The various foliation conditions formulated in [48] , [44] in fact reduce to the ones in this paper. For instance:
Lemma 2.4. Let (M, g) be a compact manifold with smooth boundary, let a < b, and assume that ρ : M → R is a smooth function with level sets Σ t = ρ −1 (t) so that Σ t is strictly convex when viewed from ρ −1 ((a, t]) and dρ|
then any connected component of U satisfies the foliation condition.
Let us now give the proofs of the above results. The "no focal points" assumption in Lemma 2.1 means that no geodesic segment in M has focal points. It is well known that this implies that d( · , p) 2 for fixed p is strictly convex. For more details on the following equivalent condition and focal points of submanifolds, see [6] , [8] .
Definition. We say that (M, g) has no focal points if for any geodesic γ : [0, T ] → M and for any nontrivial normal Jacobi field J(t) along γ with J(0) = 0, one has
Proof of Lemma 2.1. = 0 and
2 is a smooth strictly convex function in M. The manifold M is simply connected with strictly convex boundary and has no conjugate points (since it has no focal points), thus (M, g) is simple and hence diffeomorphic to a closed ball, and exp p is a diffeomorphism onto M. This is seen as follows: if (M, g) has no conjugate points, exp p is a surjective covering map (this is proved as in the classical Cartan-Hadamard theorem) and since M is simply connected, exp p becomes a diffeomorphism. The domain of exp p is ball, hence M is a ball too. Alternatively, the injectivity of exp p may be derived from [17, Lemma 2.2] .
The Hessian of the distance function r : M → R, r(x) = d(x, p) may be computed via Jacobi fields, or via the second variation formula (see for instance [37] ). Let x ∈ M \{p} and v ∈ S x M with v ⊥ ∇r, let γ : [0, T ] → M be the geodesic joining p to x, and let J be the Jacobi field along γ with J(0) = 0 and J(T ) = v. Then
Using the no focal points condition we get Hess(r)(v, v) > 0 whenever x = p, v ⊥ ∇r and v = 0. Writing f (x) = h(r(x)) with h(t) = 1 2 t 2 , we have f ∈ C ∞ (M) and
Since Hess(r)(W, ∇r) = 1 2 W (|∇r| 2 ) = 0 for any W , we see that f is strictly convex. (c) This is proved in [9] , and also follows from (d). (d) This will follow from Lemma 2.3. Finally, assume that (M, g) is compact with strictly convex boundary and that f : M → R is a smooth strictly convex function. If γ is a unit speed geodesic, then by strict convexity
t 2 for t large, contradicting the fact that f is bounded. This shows that M is nontrapping. By [46] , any compact nontrapping manifold with strictly convex boundary is contractible. If Σ were a closed minimal submanifold contained in M, then for any Σ-geodesic η withη(0) = Y one would have
Since η is a Σ-geodesic, the Gauss formula gives ∇ηη| t=0 = Π(Y, Y ) where Π is the second fundamental form of Σ. If {E 1 , . . . , E k } is a local orthonormal frame of T Σ, the fact that Σ is minimal (i.e. Π(E j , E j ) = 0) implies that
Hess(f )(E j , E j ) > 0 using strict convexity. Thus f | Σ would be subharmonic in the closed manifold Σ, which is not possible. More generally, if Φ : Σ → M were a smooth harmonic map from some closed manifold Σ into M, then Φ * f : Σ → R would be subharmonic [2, Proposition 10.4], which is again not possible. Now let p, q ∈ M be two distinct local minimum points of f . Since ∂M is strictly convex, there is a smooth unit speed geodesic γ : [0, T ] → M joining p and q (see for instance [4] ). The smooth function h(t) = f (γ(t)) satisfies h
which is a contradiction. Thus f has at most one local minimum point. Since M is compact f attains a global minimum at some x 0 ∈ M. This is the unique local minimum point and the only possible critical point, since by strict convexity any critical point is a local minimum.
Remark. Lemma 2.1 (a) and (b) fail without the simply connectedness assumption, since negatively curved strictly convex manifolds with trapped geodesics (such as a piece of the catenoid) do not admit a smooth strictly convex function.
Proof of Lemma 2.2. Clearly (a) implies (b). It is proved in [5] that (b) implies (c).
The idea is to construct a strictly convex function by evolving the strictly convex hypersurface ∂M via mean curvature flow. Finally, (c) implies (a) in any dimension as discussed in Lemma 2.1.
We proceed to Lemma 2.3. The convex functions there are constructed from the distance function to the boundary. This function is only smooth up to the boundary cut locus, and hence we will need to consider strictly convex functions that are continuous in M. We follow [9] and employ convexity in the barrier sense (see [28] for relations between the barrier, viscosity and distributional definitions of convexity).
Definition. Let (M, g) be a compact manifold. We say that a continuous function f : M → R is ε-convex if for any x ∈ M and any η < ε there is a support function f x,η (that is, a smooth function near x with f x,η ≤ f and f x,η (x) = f (x)) such that Hess(f x,η )(v, v) ≥ η|v| 2 near x. We say that f : M → R is strictly convex if it is ε-convex for some ε > 0.
As discussed in [9] , a smooth function is ε-convex if and only if Hess(f )(v, v) ≥ ε|v| 2 , and the above notion of strict convexity is the same as in [14] .
We recall some facts on boundary normal coordinates, see [24] , [23] , [27] . Let (M, g) be a compact manifold with smooth boundary. If x ∈ M, we consider the distance to the boundary
For any x ∈ M, there exists z ∈ ∂M such that
where
and γ z,n is the normal geodesic starting at z in the inner normal direction n of ∂M. If z ∈ ∂M define the boundary cut value
Then τ ∂M is a Lipschitz continuous positive function on ∂M. The boundary cut locus is defined by
This set has zero measure in M, and
and that boundary normal coordinates exp
Proof of Lemma 2.3. Write r(x) = d(x, ∂M). Note that r is a distance function, i.e. |∇r| = 1, and ∇r(γ z,n (t)) =γ z,n (t) for t < τ ∂M (z). Since r ≥ 0 in M and ∂M = {r = 0} has principal curvatures ≥ λ > 0, for z ∈ ∂M one has
Also, at any point in M \ ω ∂M and for any vector field W , we have
Now fix z ∈ ∂M, fix an orthonormal basis {E 1 , . . . , E n−1 } of T z ∂M, and parallel transport this basis along γ z,n to obtain an orthonormal frame {E 1 (t), . . . , E n (t)} on γ z,n | [0,τ ∂M (z)) with E n (t) =γ z,n (t). Consider the symmetric matrix
The curvature equation ∇ ∂r S + S 2 + R ∂r = 0 [37] , where S is Hess(r) written as a (1, 1)-tensor and R ∂r (V, W ) = R(V, ∂ r , ∂ r , W ), implies that
We compare A 1 (t) with the solution of
where R 2 (t) = −κId. Now one has R 1 (t) ≥ R 2 (t) and A 1 (0) ≤ A 2 (0), so the matrix Riccati comparison principle [10] implies that t 1 ≤ t 2 and A 1 (t) ≤ A 2 (t) in [0, t 1 ). Now one has A 2 (t) = α(t)Id where
The solution is given by
The maximal time of existence is t 2 = t 0 if λ > √ κ and t 2 = ∞ otherwise.
Let us assume for now that λ > √ κ tanh( √ κR). By the previous discussion one has
where −∞ < α(r) < 0 for r ∈ [0, R]. To deal with the normal directions we write
. Then we have
Since r ≤ R and Hess(r)(W, ∇r) = 0 for any W , there is ε > 0 so that
It remains to show that f is ε-convex also at any point x ∈ ω ∂M . We argue as in [9] and construct a support function using a suitable support hypersurface. Let x = γ z,n (t ′ ) for some z ∈ ∂M with t ′ = τ ∂M (z) = r(x). For any µ < λ letS be a small piece of a hypersurface through z with unit normalN satisfyingN (z) = n(z), and with all principal curvatures equal to µ. It follows that
and by [9, Lemma 3.1] the first focal point ofS along γ z,n comes after the first focal point of ∂M. Thus ifS is chosen small enough thenr = d( · ,S) is smooth near x with r(x) =r(x) and r ≤r. Writingf = h(r) we obtain a smooth functionf near x with f ≤ f andf (x) = f (x). Also, repeating the matrix Riccati comparison argument with λ replaced by µ and κ replaced by κ ′ > κ (related to an extension of M to a larger manifold), we obtain Hess(f )
where η < ε can be chosen arbitrarily close to ε, by taking µ close to λ, κ ′ close to κ, andS small. Thus f is ε-convex in all of M.
We have shown that if λ > √ κ tanh(
is a continuous strictly convex function in M where r = d( · , ∂M). Since f is smooth near ∂M, we may extend f to a slightly larger manifold M ′ so that f remains strictly convex in M ′ . The smoothing procedure of Greene-Wu [14] then yields a smooth strictly convex function in M. Finally, if we assume instead that λ < √ κ tanh( √ κR), then we may repeat the above argument in M t 2 whenever t < t
) to obtain a smooth strictly convex function in M t 1 , and the restriction f of this function to M t has the property that {x ∈ M t ; f (x) ≥ c} is compact for c > inf x∈Mt f (x).
Remark. Let (M, g) be compact with strictly convex boundary, let r(x) = d(x, ∂M), and let t > 0. We note that the strict convexity of the function f = −r + in M t could also be characterized in terms of ∂M-Jacobi fields [6] , since the Hessian of r can be expressed in terms of ∂M-Jacobi fields similarly as in the proof of Lemma 2.1(b).
Finally we consider the case where a subset U of M satisfies the foliation condition in Section 1. The next result gives further information on the associated exhaustion function.
Lemma 2.5. Let U be a connected open subset of M, and assume that f : U → R is a smooth strictly convex exhaustion function.
(1) If f (x 0 ) = inf f for some x 0 ∈ U, then U = M, f is a smooth strictly convex function on M, and x 0 is the unique minimum point and the only possible critical point of f . (2) If f does not attain its infimum in U, then f has no critical points in U.
Moreover, f (U) = (a, b] where −∞ ≤ a < b < ∞, f attains its maximum b on (and only on) ∂M, and f (x j ) → a when x j → x for any x ∈ ∂U \ ∂M. In particular, U ∩ ∂M = ∅.
Proof.
(1) Let a = inf f , and assume that f (x 0 ) = a for some x 0 ∈ U. If x is any point in U, then x 0 and x can be connected by a smooth unit speed geodesic γ :
) is strictly convex (see [4] ). We next show that this geodesic must stay in U. For if not, the set {t ∈ [0, T ] ; γ(t) / ∈ U} would be nonempty with infimum t 0 > 0, and then γ(t) ∈ U for t < t 0 . The function h(t) = f (γ(t)) would satisfy
for some c(t) ∈ [0, t]. But since f ≥ a in U one must have h ′ (0) ≥ 0, and strict convexity of f implies that h ′′ (t) > 0 for t ∈ [0, t 0 ). Thus h(t) is strictly increasing in [0, t 0 ) and for some ε > 0 the set {γ(t) ; t ∈ [ε, t 0 )} is contained in the compact set {x ∈ U ; f (x) ≥ a + cε 2 } where c > 0, thus γ(t 0 ) ∈ U which is a contradiction.
We have shown that if f attains its infimum at some x 0 ∈ U, then any point in U can be connected to x 0 by a geodesic in U. Now let S ε = {x ∈ M ; d(x, x 0 ) < ε} where ε > 0 is so small that S ε ⊂ U and normal coordinates at x 0 exist near S ε . If x ∈ U \ S ε and if γ : [0, T ] → U is a geodesic joining x 0 and x, the argument in the previous paragraph shows that f (γ(t)) ≥ a + cε 2 for t ∈ [ε, T ]. This shows that
Thus U is compact as the union of two compact sets. Since U is also open, one must have U = M by connectedness. The remaining conclusions follow from Lemma 2.1.
(2) Now assume that f does not attain its infimum in U. Note first that if x 0 ∈ U were a critical point, then the argument in (1) (with h ′ (0) = 0) would show that U = M, and f would necessarily attain its minimum. Thus f has no critical points.
Let a = inf f and b = sup f , where a < b since otherwise f could not be strictly convex. If x j ∈ U satisfy f (x j ) → b, then {x j } j≥j 0 is contained in the compact set {x ∈ U ; f (x) ≥ c} for some j 0 and some c > a, hence (x j ) has a subsequence converging to some x 0 ∈ U. Then f (x 0 ) = b, which shows that b < ∞. By strict convexity it is not possible for f to attain its maximum in M int , so f can only reach (and does reach) its maximum over U on ∂M. By connectedness f (U) is an interval, which must be of the form (a, b] since f does not attain its infimum. Finally, if x ∈ ∂U \ ∂M, if x j ∈ U satisfy x j → x, and if f (x j ) does not converge to a, then there is c > a so that (after taking a subsequence) f (x j ) ≥ c for all j. Thus {x j } ∞ j=1 is contained in the compact set {x ∈ U ; f (x) ≥ c} which implies that x ∈ U, contradicting the fact that x ∈ ∂U \ ∂M.
Proof of Lemma 2.4. Given the function ρ, we define
where h : (a, b] → R is a smooth function that will be determined later. Then
Thus, writing w = v + sN where N = ∇ρ/|∇ρ| and v, N = 0, we obtain Hess(f )(w, w)
The strict convexity of Σ t means that for 
We want to choose h so that h ′ > 0 and the s 2 term is positive. More precisely, define
and note that
Ifc is some smooth function withc < c in (a, b] , we choose h as a solution of h
Geometric setting for the inverse problem
This section provides the necessary geometric preparation for the analysis in Sections 4 and 5, see [48, 44, 45] for more details.
We start with the defining functionx of the neighborhood introduced in the main theorems. Define the function for ǫ > 0
near p, sox(p) = 0, here | · | is the Euclidean norm. Observe that since we are dealing with a local problem, one can choose an initial local chart (U, ϕ) near p with ϕ : U ⊂ M → R n , then |z − p| := |ϕ(z) − ϕ(p)| is well-defined near p. Then there is ǫ 0 > 0 such that for ǫ ∈ (0, ǫ 0 ),
Hence for c 0 > 0 sufficiently small (corresponding to ǫ 0 ), by shrinking U the functionx is defined on a neighborhood U 0 of p with concave level sets (from the side of the super-level sets ofx), such that for 0 ≤ c ≤ c 0 ,
We remark that the actual boundary ρ = 0 only plays a role at the end since ellipticity properties only hold in U 0 and the function h we are transforming is supported in ρ ≥ 0 to ensure localization. Thus for most of the following discussion we completely ignore the actual boundary.
For fixed c ∈ [0, c 0 ] we work with x =x + c, which is the boundary defining function of the region {x ≥ 0}. We complete x to a coordinate system (x, y) on a neighborhood U 1 ⊂ U 0 of p; we are interested in those γ = γ z,v with unit tangent vector v = k(λ∂ x + ω∂ y ), k(x, y, λ, ω) > 0, ω ∈ S n−2 and λ relatively small. Now, consider geodesics γ = γ x,y,kλ,kω with γ(0) = (x, y),γ(0) = k(λ∂ x + ω∂ y ) (where ω ∈ S n−2 and λ relatively small) that are parameterized by arclength, as k is a smooth positive function of (x, y, λ, ω) in the region of interest, we can totally omit k in the following arguments. From now on we use (x, y, λ, ω), instead of (x, y, kλ, kω), to parameterize the geodesics γ for sufficiently small λ.
Remark 3.1. Indeed by removing k, we are doing a reparametrization of the curve γ and it has (non-constant) speed 1/k under the new parameter (we denote the curve under the new parameter byγ). Consequently, the weighted geodesic X-ray transform I W is converted to a new weighted X-ray transform IW whose weightW is invertible too. So our argument below is actually proving the invertibility of IW . However, since (I W h)(γ) = (IW h)(γ), this implies the invertibility of the original transform I W .
Given (x, y, λ, ω) and γ = γ x,y,λ,ω , we define
. By the convexity assumption, we have
The basic geometric feature we need is that for x ≥ 0 and for λ sufficiently small, depending on x, the curves γ x,y,λ,ω will stay in O p . In particular for x = 0, only λ = 0 is allowed.
Our inverse problem is recovering h from weighted integrals (we also extend the weight W to an invertible weight on S M, which is still denoted by W ) (I W h)(x, y, λ, ω) = R W (γ x,y,λ,ω (t),γ x,y,λ,ω (t))h(γ x,y,λ,ω (t),γ x,y,λ,ω (t)) dt.
Local invertibility for functions
For f ∈ C ∞ (M; C N ), we consider the the following operator for x > 0 (4.1)
where W * is the conjugate transpose matrix of W and χ is compactly supported (for sufficiently small x). Thus when x is small, only (I W e F/x f )(x, y, λ, ω) with λ sufficiently small (which is exactly the case we expect) will contribute to the operator. We can allow χ to depend smoothly on y and ω; over compact sets such a behavior is uniform. If we show that N F is invertible as a map between proper spaces of functions supported near x = 0, we obtain an estimate for f in terms of I W f .
As mentioned in [13] and [48] , the maps
is the blow-up of the diagonal ∆( M × M). We actually work with (locally, in the region of interest) the set of tangent vectors of the form λ∂ x + ω∂ y , where ω ∈ S n−2 and λ relatively small, i.e. supp χ, which can be regarded as a perturbation of a portion of the sphere bundle S M. On the image Γ + (supp χ × [0, ε)) for small ε > 0, the relative smallness of λ implies that |y ′ − y| is the dominant term of |z ′ − z|, thus we can locally use
. A similar property holds on Γ − (supp χ × (−ε, 0]). We want to study the uniform behaviour of N F as x → 0. We apply the scattering coordinates
and
with J| x=0 = 1. We denote the Schwartz kernel of N F by K F , by a similar argument as that in [48] one can show that K F and its derivatives have exponential decay for F > 0, and K F is smooth down to x = 0 for (X, Y ) finite, non-zero, conormal to (X, Y ) = 0, which implies that N F is a scattering pseudodifferential operator in the sense of Melrose's scattering calculus [29] . Note that on the blow-up of the scattering diagonal, {X = 0, Y = 0}, in the region |Y | > ǫ|X|, thus on the support of χ, (x, y, |Y |,
are valid coordinates, withŶ = Y /|Y |. Similar to [48, 45] we deduce that the Schwartz kernel of N F at x = 0 is given by the following Lemma 4.1. The Schwartz kernel of N F at the scattering front face x = 0 is (4.2)
From now on we denote (X − α|Y | 2 )/|Y | by S and X/|Y | byS. If we denote Ω = {x ≥ 0}, the lemma shows that N F is a scattering pseudodifferential operator of order (−1, 0) on Ω, i.e. N F ∈ Ψ −1,0 sc (Ω). Note that generally the Schwartz kernel of a scattering pseudodifferential operator has the form x ℓ K with non-zero K smooth in (x, y) down to x = 0. For our case, the zero in the superscript of Ψ −1,0 sc means exactly that ℓ = 0, while the number −1, related to K, has the meaning similar to the order of standard pseudodifferential operators. ). We are interested in the asymptotic behaviour of the principal symbol of N F acting on (z, ζ) ∈ sc T * Ω, z = (x, y). Note that since Ω is a manifold with boundary, there are two types of asymptotic behaviours. First we consider the symbol at the fiber infinity of sc T * Ω, i.e. as |ζ| → ∞, this corresponds to the standard principal symbol as usual. Since we are investigating the ellipticity of N F near the artificial boundary {x = 0}, the Schwartz kernel is smooth in (x, y) down to x = 0, it suffices to investigate the principal symbol at fiber infinity of sc T *
∂Ω Ω (∂Ω = {x = 0}). Another type is the behaviour at finite points of sc T *
∂Ω Ω, i.e. at (z, ζ) with z ∈ ∂Ω, which defines the boundary principal symbol. Again, such behaviour is uniform for z sufficiently close to ∂Ω due to the smoothness of the Schwartz kernel on z. , along the orthogonal equatorial sphere corresponding to ζ, i.e. those (S,Ŷ ) with ξS + η ·Ŷ = 0. Notice that in this case, the extra vanishing factor |Y | in S =S − α|Y | can be dropped, thus the principal symbol is essentially the following matrix
Since W is invertible, W * W χ is a positive semi-definite Hermitian matrix-valued function. In particular, under our assumption of χ and n > 2 we can always find some (S,Ŷ ) orthogonal to ζ such that χ(S) > 0, i.e. there exists (S,Ŷ ) orthogonal to ζ such that for any non-zero
in other words the principal symbol σ p (N F ) is positive definite. Therefore the operator N F is elliptic at fiber infinity.
Then we study the principal symbol of N F at finite points of sc T * Ω. In particular, we show that the boundary principal symbol matrix is bounded below in absolute value by c (ξ, η) −1 , some c > 0. Proof. We need to analyze the boundary principal symbol of N F , which is the (X, Y )-Fourier transform of K b F . In order to find a suitable χ to make N F invertible, we make use of the strategy of [48] and its appendix, namely we first do the calculation for χ(s) = e −s 2 /(2F −1 α) with F > 0 (here we need the positivity of α), soχ(·) = c √ F −1 αe
, is a non-zero multiple of
where α = α(0, y, 0,Ŷ ). Now we use polar coordinates to compute the Fourier transform of (4.4) in Y up to some non-zero multiple. We denote
by b, then
here ≃ means equal up to some multiple. We denote (ξ 2 + F 2 ) 1/2 by ξ , then σ sc (N F )(y, ξ, η) is a constant multiple of
Under our assumption α(0, y, 0,Ŷ ) > 0, thus there exist positive c 1 , c 2 that depend on y and are locally uniform such that 0 < c 1 ≤ α ≤ c 2 . We denote the smallest eigenvalue of W * W by σ min , since W * W is a positive definite Hermitian matrix, similar bounds hold for σ min . It is easy to see that the symbol is elliptic. Moreover, we study the joint (ξ, η)-behavior of σ sc (N F )(y, ξ, η). When |η| ξ is bounded from above, then ξ −1 is equivalent to (ξ, η) −1 in this region in terms of decay rates, , and dŶ is of the form a(Ŷ )dŶ dθ with
(4.5)
→ ∞, the last term in (4.5) is equal to
(Note that the integral on S n−3 uses very strongly the assumption n ≥ 3; when n = 3, dθ is the point measure.)
Therefore we deduce that σ sc (N F )(y, ξ, η) is bounded below by c (ξ, η) −1 for some c > 0, i.e. the ellipticity claim for the case that χ is a Gaussian. Now we pick a sequence χ k ∈ C ∞ c (R) which converges to the Gaussian in Schwartz functions, then the Fourier transformsχ k converge toχ. One concludes that for some large enough k, if we use χ k to define the operator N F , then the Fourier transform of K is elliptic both in the sense of the standard principal symbol (fiber infinity), and the scattering principal symbol (finite points), which is atx = −c. By an argument similar to the last part of [48] we complete the proof of local invertibility of I W on functions.
Local invertibility for the attenuated ray transform I A
Now we consider the matrix weighted geodesic ray transform of combinations of 1-forms α and functions f in the particular case that W corresponds to the attenuation by a connection A and a Higgs field Φ
where α(γ(t)) = α i (γ(t))γ i (t) in local coordinates. As we mentioned in the introduction, W is only continuous on SO p (smooth in SO p \S(O p ∩∂M)), however this is easily fixed as follows. By extending the metric and (A, Φ) to M (a neighbourhood of M) we can consider a new solution W to the transport equation (1.3) in M . Its restriction to SM will be smooth. Since I W (f ) = 0 if and only if I W (f ) = 0 in what follows we may just proceed as if W was smooth.
Defining
we consider the following conjugated operator with χ the same as in Section 4 and even
Here g sc is the scattering metric which locally has the form x −4 dx 2 + x −2 h(x, y) where h is a metric on the level sets of x.
Similar to the analysis of [45, Section 3], Lemma 5.1. The Schwartz kernel of N F at the scattering front face x = 0 has the form
with α > 0.
Notice that each N ij , i, j = 0, 1 is a scattering pseudodifferential operator of order (−1, 0) under the coordinates (x, y,S,Ŷ , |Y |), so is N F . We want to show that up to some proper gauge, the operator N F is an elliptic scattering pseudodifferential operator.
We define
The natural elements in the kernel of I A are
It is not difficult to see that d A is elliptic with trivial kernel under the zero Dirichlet boundary condition. Consider δ A the adjoint of d A under the scattering metric g sc , so δ A = δ + A * Φ * . We define the following Witten-type solenoidal gauge
If we denote e F/x δ A Q −1 e −F/x by δ A,F and Q
Before moving to the proof of the ellipticity, we compute the principal symbols of the gauge term δ A,F and d A,F , here
sc denote the space of scattering differential operators of order (1, 0), which has a local basis {x 2 ∂ x , x∂ y }. As before, we denote Ω = {x ≥ 0}.
The operator δ A,F ∈ Diff
Proof. Notice that under the scattering cotangent basis
, so
Thus d A,F is a scattering differential operator of order (1, 0) with principal symbol 
Now the principal symbol of δ A,F is given by the adjoint of the one of d A,F under the inner product of g sc , i.e. ξ − iF ι η 0 , which is of order (1, 0) too.
We analyze the ellipticity of N F at finite points and infinity of sc T * Ω when restricted to the kernel of the principal symbol of δ A,F . 
Note that
Since W is invertible, it suffices to show that there exists (S,Ŷ ) with χ(S) > 0 and ξS + η ·Ŷ = 0, such thatSv 0 +Ŷ · v ′ + f = 0. We argue by contradiction. Assume thatSv 
3)
Now the argument is similar to that of Proposition 5.3. We only need to show that there existsŶ Moreover, by applying an argument similar to Proposition 4.3, it is not difficult to see that
for some C > 0. This is the desired bound for ellipticity. Now by a similar approximation argument, we can find a smooth, even χ with compact support such that for this specific χ the operator N F is elliptic at finite points of the bundle sc T * Ω when restricted to the kernel of the principal symbol of δ A,F .
We combine Propositions 5.3 and 5.4 to achieve the following ellipticity result:
is elliptic inÕ.
Now we need to rephrase the invertibility result in a gauge free way. Note that if the 'solenoidal Witten Laplacian' ∆ A,F = δ A,F d A,F is invertible with Dirichlet boundary condition, we can decompose 
Proof of the global result for I A
We will now give the proof of Theorem 1.6. If U is a connected open subset of M and f : U → R is a smooth strictly convex exhaustion function, we will use the notation
The following simple lemma will be useful in gluing local constructions to global ones.
Lemma 6.1. Let (M, g) be compact with strictly convex boundary, let U ⊂ M be a connected open set, and let f : U → R be a smooth strictly convex exhaustion function. Given x 0 ∈ U, any geodesic γ in M satisfying γ(0) = x 0 and df (γ(0)) ≥ 0 stays in the set U ≥f (x 0 ) and reaches ∂M in finite time.
Proof. Let x 0 ∈ U, let v 0 ∈ S x 0 M satisfy df (v 0 ) ≥ 0, and let γ : [0, T ] → M be the geodesic with γ(0) = x 0 andγ(0) = v 0 where T is the first time when γ reaches the boundary (if it does not, set T = ∞). Then h(t) = f (γ(t)) satisfies
where c(t) ∈ [0, t]. Since h ′ (0) ≥ 0 and h ′′ > 0, h is strictly increasing and thus γ(t) stays in the set U ≥f (x 0 ) .
It remains to show that T < ∞. If f (x 0 ) > inf f the set U ≥f (x 0 ) is compact and by strict convexity h(t) ≥ h(0) + ct 2 for some c > 0, showing that γ reaches the boundary in finite time (otherwise f would not be bounded from above, contradicting Lemma 2.5). On the other hand, if f (x 0 ) = inf f then Lemma 2.5 shows that U = M, f is strictly convex in M, and any geodesic reaches the boundary in finite time.
We will next establish the following result. It only differs from Theorem 1.6 by recovering h up to gauge in the set U >a , which may be slightly smaller than U. Proposition 6.2. Let (M, g) be a compact manifold with strictly convex boundary and dim(M) ≥ 3, let U be a connected open subset of M, and let f : U → R be a smooth strictly convex exhaustion function with a = inf U f . Let (A, Φ) be a GL(N, C)-pair in U and suppose h(x, v) = f (x) + α x (v) where f ∈ C ∞ (U, C N ) and α is a smooth C N -valued 1-form in U. If (I A h)(γ) = 0 for any geodesic γ in U with endpoints on ∂M , then f = Φp and α = dp + Ap in U >a for some p ∈ C ∞ (U >a , C N ) with p| ∂M = 0.
Proof. By Lemma 2.5, f has no critical points in U >a . Let b = sup U f and consider the set
We will show that 
Lemma 6.1 ensures that for any z ∈ U ≥t there is a geodesic in U ≥t connecting z to ∂M. On this geodesic the equation (X + A + Φ)(v s − v t ) = 0 becomes an ODE, and uniqueness of solutions implies that
It remains to show (1)- (3).
Proof of (1). We note that f −1 (b) = U ≥b is compact, nonempty by Lemma 2.5, and f −1 (b) ⊂ ∂M since f cannot attain a maximum at an interior point by strict convexity. The local uniqueness result, Theorem 1.5, shows that for any
Possibly after shrinking the neighbourhoods, we may assume that each O p is of the form {γ z (t) ; z ∈ Γ, t ∈ [0, ε)} for some open Γ ⊂ ∂M and some ε > 0 where γ z is the inner normal geodesic to ∂M through z.
Evaluating the equation along normal geodesics shows that
Since U ≥b−ε ⊂ V for some ε > 0, we have (b − ε, b) ∈ I. This proves (1). We observe that the argument proving (1) also gives the following stronger result (using that U ≥t ∩ ∂M is compact):
(1') For any t > a there exists a neighbourhood V of U ≥t ∩ ∂M in U and a function v ∈ C ∞ (V, C N ) such that
Proof of (2) . Let c ∈ I, which implies that there isṽ ∈ C ∞ (U ≥c , C N ) so that For any x ∈ O p ∩ U ≥c , some smooth curve in O p ∩ U ≥c connects x to ∂M.
To arrange this, extend (M, g) and f smoothly near p, let (x ′ , x n ) be semigeodesic coordinates for f −1 (c) near p, and define
If δ > 0 is small enough, the set
will be connected, showing that (6.1) holds. Thus we can glue the functionsṽ and v p to obtain a smooth extension, also denoted byṽ, to U ≥c ∪V where V is some neighborhood of f −1 (c) ∩ ∂M, so that
Now we consider the case where
For any such p, the manifold U ≤c has a smooth and strictly convex boundary near p since df (p) = 0. If η is any short, close to tangential, geodesic in U ≤c near p, then strict convexity and Lemma 6.1 show that η can be uniquely extended as a geodesic γ : [0, T ] → M so that, for some t 1 , t 2 with 0 < t 1 < t 2 < T ,
is a reparametrization of the short geodesic η in U ≤c , and
Since γ stays in U, we have (I A h)(γ) = 0 by assumption. Choose an arbitrary smooth extension ofṽ to M, and also denote this extension byṽ. Then trivially (I A ((X + A + Φ)ṽ))(γ) = 0 for all such γ. It follows that
for any γ generated by a short geodesic η in U ≤c near p. Since h−(X +A+Φ)ṽ| U ≥c = 0, this implies that (I
(c)
A (h − (X + A + Φ)ṽ| U ≤c ))(η) = 0 for any short geodesic η near p, where I
A is the attenuated ray transform in U ≤c near p. The conditions of the local result, Theorem 1.5, are satisfied. Thus the local result implies that for any
If (x ′ , x n ) are semigeodesic coordinates for f −1 (c) near p, after possibly shrinking O p we may assume that O p is of the form {(x ′ , x n ) ; |x ′ | < δ, −δ < x n ≤ 0} for some δ > 0.
Write w p =ṽ + v p in O p , and consider the function
If we can show thatv is well defined in the overlaps and smooth, (2) will follow since thenv is a smooth function in some neighborhood W of U ≥c in U >a and satisfies
Inductively we see that ∂ j xn w p | xn=0 = ∂ j xnṽ | xn=0 for all j ≥ 0. This shows thatv will be smooth across f −1 (c) away from ∂M. It remains to show that if
in semigeodesic coordinates and since V was constructed as described after (6.1), we can connect any x ∈ O p ∩V to f −1 (c) by a smooth curve in O p ∩V . Thus w p andṽ solve the same ODE along this curve with matching boundary values on f −1 (c), which finally shows thatv is well-defined and smooth. This concludes the proof of (2).
Proof of (3) . Suppose that (c, b) ⊂ I where c > a. The gluing procedure described after the conditions (1)-(3) ensures that there is w ∈ C ∞ (U >c , C N ) so that
It is enough to show that w has an extensionw ∈ C ∞ (U ≥c , C N ). Denote by W the solution of
Denote byw(x) the right hand side evaluated at (x, v) = (x, Y (x)) where Y is a smooth vector field in U ≥c with df (Y ) ≥ 0 and Y | ∂M nontangential (one can take Y = ∇f /|∇f | away from ∂M and apply a partition of unity). Thenw ∈ C ∞ (U ≥c , C N ) satisfiesw| U>c = w, giving the required extension.
Proof of Theorem 1.6. Let U ⊂ M be a connected open set, let f : U → R be a smooth strictly convex exhaustion function, and assume that (I A h)(γ) = 0 for any geodesic γ in U having endpoints on ∂M. Let a = inf f and b = sup f . Now Proposition 6.2 proves the theorem if U >a = U. By Lemma 2.5 the only other possible scenario is the case where U = M, f is smooth and strictly convex in M, and U >a = M \ {z 0 } where z 0 is the unique minimum point of f . Now M is nontrapping by Lemma 2.1; since ∂M is strictly convex too, the fact that I A h = 0 and the regularity result [33, Proposition 5.2] show that there exists u ∈ C ∞ (SM) satisfying the transport equation
Also by Proposition 6.2 there is p ∈ C ∞ (M \ {z 0 }) with
Thus u + p satisfies
By Lemma 6.1, for any z ∈ M \ {z 0 } there is a smooth geodesic in M \ {z 0 } connecting z to the boundary. The equation for u + p then implies that
Finally, since p only depends on x, the same is true for u in S(M \ {z 0 }). Since u is smooth in SM we obtain that u ∈ C ∞ (M), and returning to (6.2) gives that
Nonlinear problem for connections and Higgs fields
Now we consider the nonlinear problem of determining a connection and a Higgs field from the corresponding scattering relation. Theorem 1.1 follows from Theorem 1.6 by introducing a pseudo-linearization. The argument is carried out in detail in [33, Section 8] . Instead of repeating it here, we shall explain how to use it to prove the following nonlinear local problem. Theorem 7.1. Assume ∂M is strictly convex at p ∈ ∂M. Let A and B be two connections, let Φ and Ψ be two Higgs fields, and write A = A + Φ and B = B + Ψ.
Proof. Let A = A + Φ and B = B + Ψ be two pairs of connections and Higgs fields, and consider the matrix weights W Q , Q = A, B, which satisfy XW Q = W Q Q with
A W B , it is easy to check that U satisfies the following transport equation
We rewrite the above transport equation as 
Now take into account that
for γ ∈ M Op , whereŴ is the matrix attenuation associated withÂ.
Note that the entries of B − A are pairs of 1-forms and functions. Thus by Theorem
Consequently U − id = V only depends on x in O p , and by (7.1),
We can give an alternative proof of the previous theorem using a pseudo-linearization approach as in [40, 44] , which ends up giving the same types of integrals. Given a geodesic γ : [0, T ] → M, let φ(t) = (γ(t),γ(t)) be the corresponding geodesic flow on SM. Define the matrix-valued function
A (φ(t)). By the fundamental theorem of calculus
By the assumption for
We define the linear transformation (matrix)Ŵ bŷ
ThenŴ is smooth near S p ∂M and the above integrals over γ actually state that the following weighted geodesic ray transform of B − A vanishes:
Now to prove Theorem 7.1, we only need to show thatŴ is associated with some connection. First by the definition ofŴ , it is obvious thatŴ | ∂ + SM = id. Given a matrix-valued function U we have
A , which implies that (XŴ )U =Ŵ (BU − UA).
If we defineÂ byÂU = BU − UA, we get exactly XŴ =ŴÂ. Theorem 1.5 then finishes the proof.
Further applications
8.1. Quantum state tomography. First we discuss an application of our results to quantum state tomography [22] . Roughly speaking, quantum state tomography is concerned with the determination of a quantum mechanical Hamiltonian H (a smooth function defined on the phase space and taking values in C N ×N ) from the knowledge of time evolution of coherent quantum mechanical states through the quantum mechanical system. It has potential applications in geophysical imaging with neutrinos. Let (M, g) be a compact Riemannian manifold with smooth boundary and γ : [0, T ] → M be a geodesic. A point particle moving along the geodesic γ is associated with a quantum mechanical state Ψ γ (t) ∈ C N . The time evolution of the states is governed by the Schrödinger equation
Then there is a time evolution operator (nondegenerate, matrix-valued) U γ H associated with the Hamiltonian H along γ such that Ψ γ (t 2 ) = U γ H (t 2 , t 1 )Ψ γ (t 1 ), t 1 , t 2 ∈ [0, T ], in particular U γ H (t, t) = id N ×N . If γ is a geodesic connecting boundary points, i.e. γ(0), γ(T ) ∈ ∂M, we take all possible initial states Ψ γ (0) in C N and measure the corresponding final states Ψ γ (T ), then one can uniquely determine the time evolution matrix U γ H (T, 0). Note that for this case, we can also define the time evolution operator as U H (γ(t),γ(t)) := U γ H (t, 0), and U H | ∂ + SM = id N ×N . For the sake of simplicity we assume that we have enough data and we can measure these quantum states individually to determine the time evolution operator. Our result is about the local unique recovery of the Hamiltonian H from the time evolution operator U H . We restrict ourselves to the case where H is a combination of matrix-valued functions and 1-forms on M. 
The proof of Theorem 8.1 is almost identical to that for Theorem 7.1. If one replaces A by a Hamiltonian H, then U H gives the corresponding "scattering relation" for H. Similarly a global determination result holds under the foliation condition.
A related more realistic problem was considered in [22] for the case that H is a function in a domain in Euclidean space. Our approach generalizes some results of [22] to the Riemannian setting and to more general Hamiltonians.
8.2. Polarization tomography. Another application of our main results is related to polarization tomography. This inverse problem arises in optical tomography of slightly anisotropic media, and it consists of recovering the anisotropic part of a quasi-isotropic medium from polarization measurements made around the boundary. The anisotropic part is represented by a complex matrix function f . We consider the problem in the Riemannian setting, and f ∈ T C 1,1 M is a complexified (1, 1) tensor on a Riemannian manifold (M, g) with boundary. Locally f can be viewed as a complex matrix function whose size is n × n with n = dim M. Now given f ∈ T where D t is the covariant derivative along γ(t) and P z,v f = π z,v f π z,v with π z,v the orthogonal projection onto the subspace of T C z M perpendicular to v. Given the initial vector η(0) = η 0 , we measure the value at the endpoint η(T ). The inverse problem is to recover f from the polarization measurements η(T ) for all possible γ and η 0 .
Similarly as in quantum state tomography, we may reformulate the problem by introducing a time evolution operator U on SM which satisfies the transport equation XU(z, v) = (P z,v f )U(z, v), U| ∂ + SM = id.
It is convenient to consider U as a (1, 1) tensor field that depends on (z, v) ∈ SM, so locally
which can be viewed as a matrix function on SM. We call U| ∂ − SM the polarization data, so the problem can be formulated as recovering f from U| ∂ − SM . Notice that the above problem is also a nonlinear inverse problem, in particular the dependence of P z,v on v is also nonlinear. This problem has been studied in [32, 38, 20] by pseudolinearizations as in Section 7. However, in dimension 3 there is a natural obstruction to the unique determination of the global problem, see [32] . Here we only consider the local problem in the case where dim(M) ≥ 5. By pseudo-linearization, given f 1 , f 2 ∈ T 2 (γ(t),γ(t))(P γ(t),γ(t) (f 1 − f 2 ))(γ(t))U 1 (γ(t),γ(t)) dt where Υ γ t 1 ,t 2 is the parallel transport of tensors along the geodesic γ from γ(t 1 ) to γ(t 2 ). This reduces the nonlinear problem to inverting the weighted geodesic ray transform
2 (γ(t),γ(t))(P γ(t),γ(t) f )(γ(t))U 1 (γ(t),γ(t)) dt, see also [32, Section 3] . The microlocal properties of the normal operator N U 1 , U 2 = I * U 1 , U 2
• I U 1 , U 2 were studied in [20] . On simple manifolds, N U 1 , U 2 is a pseudodifferential operator of order −1, in particular it is elliptic if dim M ≥ 4. As in the nonlinear problem, I U 1 , U 2 has a nontrivial kernel in dimension 3. Now if the dimension satisfies n ≥ 5, we can always findŶ ∈ η ⊥ ∩ S n−2 such that (0,Ŷ ) ⊥ span {v, f (v)} so (P x,y,0,Ŷ f )v = π x,y,0,Ŷ f π x,y,0,Ŷ (v) = f (v) = 0, which proves the ellipticity. We thus obtain the following local result for polarization tomography.
Theorem 8.2. Assume dim(M) ≥ 5 and ∂M is strictly convex at p ∈ ∂M. Let f 1 and f 2 be complex matrix-valued functions on M with U 1 (z, v) = U 2 (z, v) for (z, v) ∈ ∂ − SM near S p ∂M. Then there exists a neighborhood O p of p in M such that f 1 = f 2 in O p .
We can also prove a global theorem in this direction (we omit the proof). Theorem 8.3. Let (M, g) be a compact Riemannian manifold of dimension ≥ 5 and strictly convex boundary. Suppose (M, g) admits a smooth strictly convex function. Let f 1 and f 2 be two complex matrix-valued functions on M with the same polarization data, i.e. U 1 (x, v) = U 2 (x, v) for (x, v) ∈ ∂ − (SM). Then f 1 = f 2 .
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