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Résumé 
 Chez l’humain, différents protocoles de stimulation magnétique transcrânienne répétée 
(SMTr) peuvent être utilisés afin de manipuler expérimentalement la plasticité cérébrale au 
niveau du cortex moteur primaire (M1). Ces techniques ont permis de mieux comprendre le 
rôle du sommeil dans la régulation de la plasticité cérébrale. Récemment, une étude a montré 
que lorsqu’une première session de stimulation SMTr au niveau de M1 est suivie d’une nuit de 
sommeil, l’induction subséquente de la plasticité par une deuxième session SMTr est 
augmentée. La présente étude a investigué si ce type de métaplasticité pouvait également 
bénéficier d’une sieste diurne. Quatorze sujets en santé ont reçu deux sessions de intermittent 
theta burst stimulation (iTBS) connue pour son effet facilitateur sur l’excitabilité corticale. Les 
sessions de stimulation étaient séparées par une sieste de 90 minutes ou par une période 
équivalente d’éveil. L’excitabilité corticale était quantifiée en terme d’amplitude des potentiels 
évoqués moteurs (PEM) mesurés avant et après chaque session de iTBS. Les résultats 
montrent que la iTBS n’est pas parvenue à augmenter de manière robuste l’amplitude des 
PEMs lors de la première session de stimulation. Lors de la deuxième session de stimulation, 
la iTBS a produit des changements plastiques variables et ce peu importe si les sujets ont 
dormi ou pas. Les effets de la iTBS sur l’excitabilité corticale étaient marqués par une 
importante variabilité inter et intra-individuelle dont les possibles causes sont discutées.  
Mots-clés : plasticité cérébrale, sommeil, sieste, stimulation magnétique transcrânienne 
(SMT), theta burst stimulation (TBS), métaplasticité, variabilité, humain 
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Abstract 
In humans, various repetitive transcranial magnetic stimulation (rTMS) protocols can 
be used to modulate motor cortical plasticity. These techniques have shed light on the role of 
sleep in neural plasticity regulation. Recent work has demonstrated that when a night of sleep 
follows one session of rTMS over the hand motor cortex (M1), the capacity to induce 
subsequent plasticity by another rTMS session in M1 is enhanced. The present study 
investigated whether such metaplasticity could also benefit from a day nap. Fourteen healthy 
participants received two sessions of intermittent theta burst stimulation (iTBS) known for its 
excitatory effects on cortical excitability over M1 spaced by either a 90-minute nap or an 
equivalent amount of wake. Motor cortical excitability was measured in terms of amplitude of 
motor evoked potentials (MEP), which were assessed before iTBS and after the stimulation. 
Results show that the first iTBS session did not induce significant change in MEP amplitude. 
The second iTBS session induced variable plastic changes regardless of whether participants 
slept or stayed awake. The effects of iTBS on motor cortical excitability were highly variable 
within and between individuals. The possible causes of such variability are discussed 
Keywords : plasticity, sleep, nap, transcranial magnetic stimulation (TMS), theta burst 
stimulation (TBS), metaplasticity, variability, human 
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1.1 Plasticité cérébrale 
1.1.1 Introduction et perspective historique 
Le cerveau n’est pas un simple réceptacle dans lequel l’information se fige 
passivement et s’accumule sans fin. Au contraire, c’est un instrument à la mécanique 
dynamique en perpétuel remaniement impliquant un jeu de construction, de restructuration et 
de démolition d’information provenant de l’environnement, des modifications physiologiques 
et de l’expérience. Cette capacité de remodelage est à la source du riche éventail de mémoires 
et d’émotions qui définissent le comportement humain, sa façon de percevoir le monde et son 
individualité. Globalement, la malléabilité de la circuiterie neuronale régit le développement et 
l’apprentissage, et ce dès les premières semaines in utéro (Pascual-Leone, Amedi, Fregni, & 
Merabet, 2005). Toutefois, la fin des périodes critiques du développement n’est pas pour 
autant synonyme d’inertie plastique du cerveau. Pour apprendre et inscrire les mémoires d’une 
vie, le cerveau et ses neurones sont capables de plasticité qui va au-delà de celle connue durant 
le développement précoce. La plasticité est donc un processus continuel qui s’entame dès la 
création de premières synapses et se poursuit jusqu’à la mort (Pascual-Leone et al., 2005)  
Le premier usage du terme plasticité concernant le système nerveux remonte à la fin du 
19e siècle (Warraich & Kleim, 2010). L’expression a été empruntée par William James à la 
science de matériaux qui l’utilisait pour décrire la capacité d’un corps physique de changer sa 
forme en réaction à une force externe ou une tension interne. Par exemple, si une force 
suffisante et répétitive est appliquée à une pièce de métal, celle-ci peut être pliée et moulée. 
James prétendait que le même principe pouvait s’appliquer au système nerveux. Des forces 
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externes telles que l’entrainement comportemental ou des tensions internes telles que la 
maladie pouvaient mener à des changements permanents dans le système nerveux. La 
découverte du neurone comme unité de base du système nerveux par Ramon Y Cajal et de la 
synapse par Sherrington quelques années plus tard ont apporté un support neurobiologique à 
l’hypothèse de James. En 1894, Cajal introduit une théorie selon laquelle l’information serait 
stockée en mémoire grâce à des modifications anatomiques des connexions nerveuses. C’est le 
coup d’envoi de l’hypothèse de la plasticité neuronale. À la fin des années 1940, Donald Hebb 
propose une théorie stipulant que la force de la connexion entre deux neurones est renforcée 
de façon durable lorsque l’activité répétitive entre deux neurones est temporellement corrélée. 
Ainsi, deux neurones simultanément actifs créent un lien privilégié grâce à une dynamique 
stimulus-réponse améliorée, appelée excitabilité neuronale. À la même période, le 
neurophysiologiste Jerzy Konorski (1948) décrit que l’application de stimuli appropriés mène 
à des changements fonctionnels dans les propriétés de certains neurones qu’il définit comme 
plasticité neuronale. Depuis, une grande quantité de données empiriques a validé ces théories 
au plan expérimental. Il est bien connu aujourd’hui que les neurones présentent une plasticité 
fonctionnelle remarquable qui se traduit par des augmentations ou des diminutions de 
l’efficacité synaptique pouvant durer des heures. De plus, certains changements à long terme 
(pouvant durer des mois) conduisent à des modifications anatomiques soit en émondant des 
connexions existantes ou bien en favorisant la création de nouvelles synapses (Kandel, 2000). 
Ainsi, la plasticité est une propriété intrinsèque du système nerveux sans laquelle il est 
impossible d’appréhender le fonctionnement cérébral, qu’il soit normal ou pas (Pascual-Leone 
et al., 2005).  
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1.1.2 Qu’est-ce que la plasticité?  
Il n’existe pas de définition universelle pour décrire la plasticité cérébrale. Elle est 
souvent définie selon un contexte expérimental ou une région du système nerveux donnée. De 
manière générale, la plasticité cérébrale réfère à n’importe quel changement morphologique ou 
fonctionnel dans les propriétés d’unités ou de réseaux neuronaux résultant de l’expérience 
(Riuolt-Pedotti & Donoghue, 2003). L’expérience, considérée ici dans son sens large, peut 
impliquer tout input externe ou interne altérant l’excitabilité d’un seul ou d’une population de 
neurones. Ces fluctuations entrainent une réorganisation pouvant être observable à différents 
niveaux allant des modifications d’ordre moléculaire et cellulaire jusqu’à la physiologie, 
l’anatomie et ultimement, le comportement. Dans un contexte de laboratoire, on parle plutôt 
d’un changement d’excitabilité qui est maintenu dans le temps suite à une manipulation 
expérimentale. Bien que, par définition, il n’existe aucune borne inférieure de durée pour 
qu’un changement neuronal soit qualifié de plasticité, il est sous-entendu que cette durée doit 
dépasser la manipulation expérimentale d’au moins quelques secondes (Classen & Ziemann, 
2003).  
1.1.3 Mécanismes de la plasticité 
 Les mécanismes sous-tendant la plasticité dans le système nerveux sont nombreux. 
Cette abondance n’est pas surprenante vu l’importance de la plasticité pour la survie, 
l’apprentissage et la mémoire (Malenka & Bear, 2004). Selon le modèle mécanistique le 
mieux compris à ce jour, la plasticité neuronale dépendante de l’expérience s’opère au niveau 
des neurones excitateurs glutamatergiques. Dans ce modèle, les changements prolongés de 
l’excitabilité neuronale reposent sur l’activation des récepteurs N-methyl-D-aspartate 
(NMDA) et des récepteurs α-amino-3-hydroxy-5-methyl-4-isoxazolepropionique (AMPA). 
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Dépendant de la dynamique d’activation de ces récepteurs, l’excitabilité entre deux neurones 
peut être augmentée ou diminuée, et ce de manière prolongée. Le premier scénario donne 
naissance à la potentialisation à long terme (PLT) et le second résulte en la dépression à long 
terme (DLT). Ces phénomènes, au départ identifiés dans la région CA1 de l’hippocampe, 
s’expriment au niveau de la grande majorité, sinon la totalité des synapses excitatrices du 
cerveau des mammifères. Leur fonction dans la plasticité neuronale est sans équivoque tant 
durant le développement que dans la plasticité évoquée par l’expérience incluant la mémoire 
et l’apprentissage (Malenka & Bear, 2004).  
Sommairement, dans ce modèle de plasticité, les PLT et les DLT reflètent des 
changements durables dans la perméabilité ou dans la densité de récepteurs AMPA médiés par 
les récepteurs NMDA (Figure 1). Le glutamate libéré par le neurone pré-synaptique se lie aux 
récepteurs AMPA et NMDA du neurone post-synaptique et ouvre leurs canaux ioniques. Les 
canaux des récepteurs AMPA sont perméables aux cations de sodium (Na+) et de potassium 
(K+) qui dépolarisent la cellule en produisant un potentiel post-synaptique excitateur (PPSE). 
Les canaux des récepteurs NMDA quant à eux sont perméables aux cations de calcium (Ca2+). 
Toutefois, au repos, ils  sont obstrués par des cations de magnésium (Mg2+).  Une 
dépolarisation post-synaptique suffisante (par exemple par sommation de plusieurs PPSE) est 
donc nécessaire à la levée du blocage du canal par les ions Mg2+. Une fois atteinte, la Mg2+ 
libère le canal du récepteur NMDA ce qui provoque une augmentation des concentrations de 
Ca2+ dans le neurone post-synaptique. Une fois entré, le Ca2+ se lie différemment à la molécule 
de calmoduline (CaM) selon le taux d’augmentation de sa concentration intracellulaire. Une 
augmentation rapide de Ca2+ se lie au lobe carboxyl (C) de la molécule CaM  qui déclenche la 
voie kinase résultant en l’exocytose des récepteurs AMPA. Ce processus augmente le nombre 
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et la perméabilité des récepteurs AMPA ce qui facilite l’induction de PLT dans la synapse. 
Puisque l’excitabilité de la cellule est alors augmentée, la même libération de Glu pré-
synaptique peut maintenant générer de plus grand PPSE. Inversement, une augmentation lente 
de Ca2+ se lie au lobe aminé (N) de la molécule CaM entraîne l’activation de la voie 
phosphatase provoquant une diminution du nombre et de la perméabilité des récepteurs 
AMPA. Ceci déclenche la DLT au niveau de la synapse (Artola & Singer, 1993; Malenka, 
1994; Malenka & Bear, 2004; Thickbroom, 2007). Ainsi, les PLT et DLT sont le résultat de 
l’activation des voies kinase ou phosphatase de la molécule CaM par l’entremise d’un seul 
messager, le Ca2+. Il est important de noter que dans ce modèle de plasticité synaptique, la 
DLT ne reflète pas une efficacité augmentée de neurones inhibiteurs GABAergiques, mais 
bien une excitabilité diminuée au niveau des neurones glutamatergiques (Thickbroom, 2007).  
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Figure 1. Modèle mécanistique des processus de PLT et DLT 
 
 
Note : (A) Une fois le glutamate (Glu) libéré de la cellule pré-synaptique, il se lie aux 
récepteurs NMDA et AMPA de la cellule post-synaptique. Les récepteurs AMPA sont 
perméables aux cations (Na+ et K+) ce qui contribue à la dépolarisation de la cellule à travers 
les PPSE. Les canaux du récepteur NMDA sont bloqués par des ions de magnésium (Mg2+). 
(B) Une dépolarisation post-synaptique suffisante lève le blocage de Mg2+ et permet l’entrée 
du calcium (Ca2+) dans la cellule. Une augmentation rapide de Ca2+ lie le lobe C de la 
molécule calmoduline et déclenche la voie kinase résultant en une augmentation du nombre et 
de la perméabilité de récepteurs AMPA. Ceci provoque la PLT. Une augmentation plus lente 
de Ca2+ est médiée par la liaison au lobe N et la voie phosphatase ce qui produit l’effet inverse, 
la DLT.   
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1.2 Stimulation magnétique transcrânienne  
1.2.1 Principes de base 
 Les premières études rapportant une modulation expérimentale de la plasticité à travers 
les PLT ont été réalisées in vitro sur des tranches de la région CA1 et CA3 de l’hippocampe de 
rongeurs. Les chercheurs utilisaient des élans de stimulation électrique à haute fréquence pour 
augmenter l’excitabilité neuronale dans ces régions et étudier le phénomène (Gustafsson, 
Wigström, Abraham, & Huang, 1987; Markram, Lübke, Frotscher, & Sakmann, 1997) chez 
l’humain, ce type d’investigation est bien évidemment limité. Toutefois, les avancées 
technologiques des dernières décennies ont mis sur pied de nouvelles méthodes moins 
invasives pouvant altérer la plasticité dans le cortex cérébral de sujets humains conscients. 
L’une de ces méthodes est la stimulation magnétique transcrânienne (SMT) qui permet de 
susciter des changements d’excitabilité corticale qui, on croit, s’apparentent à ceux induits par 
la stimulation électrique dans les tissus hippocampiques des rongeurs (Malenka & Bear, 2004; 
Mulkey & Malenka, 1992).  
En 1831, Faraday décrit le principe d’induction électromagnétique démontrant qu’un 
champ magnétique qui change rapidement induit un courant électrique dans un conducteur à 
proximité. Suivant cette règle, Antony Barker introduit pour la première fois la SMT en 
stimulant la région corticale motrice correspondant aux muscles de la main (Barker, Jalinous, 
& Freeston, 1985). Un stimulateur produit de brèves impulsions électriques qui passent dans 
une bobine utilisée pour stimuler la région cérébrale d’intérêt. Au passage du courant, la 
bobine produit un champ magnétique qui change rapidement et qui pénètre le crâne sans 
atténuation jusqu’à une profondeur pouvant atteindre 2.5 cm (Huerta & Volpe, 2009). Puisque 
le cerveau est un conducteur grâce aux gradients électrochimiques contenus par les neurones, 
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le champ magnétique induit à son tour un courant ionique secondaire à travers les neurones 
corticaux se trouvant sous la zone de stimulation (Barker et al., 1985). Ainsi, lorsque 
l’intensité du champ magnétique dégagée par la SMT est appropriée, le courant ionique 
secondaire induit est assez puissant pour dépolariser les neurones et créer des potentiels 
d’action (Pascual-Leone, 2002). Dans le cas d’une seule impulsion de la SMT, l’effet sur 
l’excitabilité ne dure pas au-delà de la stimulation. Toutefois, lorsque ces impulsions sont 
répétées avec des intervalles spécifiques, les effets sur l’excitabilité dépassent largement la 
durée de la stimulation et peuvent être maintenus pendant quelques minutes à plusieurs heures 
(Oberman, Edwards, Eldaief, & Pascual-Leone, 2011).  
1.2.2 Stimulation magnétique transcrânienne à impulsion unique  
La SMT à impulsion unique (anglais : single pulse) est principalement utilisée pour 
examiner l’excitabilité corticale et évaluer les changements physiologiques dans le cerveau 
relevant de la plasticité. Par exemple, dans le cortex moteur primaire, l’envoi d’une impulsion 
au niveau de la région manuelle produit une brève activité dans le muscle ciblé controlatéral 
appelée potentiel évoqué moteur (PEM). L’amplitude des PEMs, évaluée par 
électromyographie (EMG), est utilisée comme mesure de l’excitabilité corticale de la région 
stimulée. De plus, la valeur des PEMs est employée pour établir le seuil moteur qui varie 
considérablement d’une personne à une autre. Ce seuil est utilisé pour calculer l’intensité de la 
stimulation dans les protocoles expérimentaux (Cooke & Bliss, 2006).  
1.2.3 Stimulation magnétique transcranienne répétée (SMTr) 
La SMTr est utilisée pour son potentiel à déclencher des changements dans 
l’excitabilité corticale en recrutant des mécanismes de plasticité s’apparentant aux PLT et 
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DLT décrits dans l’hippocampe (Ziemann, 2004). Les effets induits par la SMTr dépendent 
largement de l’intensité, de la fréquence, de la durée et du patron de stimulation. L’application 
de la SMTr à haute fréquence (> 5 Hz) au-dessus de M1 augmente l’excitabilité corticale telle 
que mesurée par une augmentation de l’amplitude des PEMs après l’intervention. La durée de 
l’effet dépasse la période de la stimulation et rappelle la PLT (Fitzgerald, Fountain, & 
Daskalakis, 2006; Pascual-Leone, Valls-Solé, Wassermann & Hallett, 1994). À l’inverse, 
l’administration de SMTr à basse fréquence (environ 1 Hz) au niveau de M1 provoque une 
réduction de l’excitabilité corticale telle que révélée par une amplitude des PEMSs diminuée 
(Chen et al., 1997; Gerschlager, Siebner, & Rothwell, 2001; Muellbacher, Ziemann, 
Boroojerdi, & Hallett, 2000; Touge, Gerschlager, Brown, & Rothwell, 2001). 
Une autre méthode appelé stimulation associative pairée (SAP) manipule l’excitabilité 
corticale en combinant à maintes reprises un stimulus électrique périphérique somato-sensoriel 
à une impulsion de SMT administrée au-dessus de la région manuelle du cortex moteur 
primaire controlatéral. En variant l’intervalle entre les deux stimuli de quelques millisecondes, 
la SAP permet d’induire des effets inverses et durables (entre 30 et 60 minutes) au niveau de 
l’excitabilité neuronale. Un intervalle interstimulus de 10 ms produit une diminution de 
l’excitabilité alors qu’un intervalle de 25 ms augmente l’excitabilité corticale (Stefan, 
Kunesch, Cohen, Benecke, & Classen, 2000; Stefan, Kunesch, Benecke, Cohen, & Classen, 
2002). Ce type de protocole a été développé en se basant sur les principes de spike-time 
dependent plasticity, qui stipule qu’une activité pré-synaptique qui précède la décharge post-
synaptique devrait induire de la PLT alors que l’ordre inverse devrait causer de la DLT 
(Abbott & Nelson, 2000).  
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1.2.4 Stimulation theta burst  
Dans les dernières années, une nouvelle variante de SMTr a été développée nommée 
theta burst stimulation (TBS) (Huang, Edwards, Rounis, Bhatia, & Rothwell, 2005). Le 
principal avantage de ce paradigme est que son patron de stimulation plus court et de moins 
grande intensité que celui utilisé en SMTr conventionnelle produit des changements au niveau 
de l’excitabilité corticale dépassant la période de stimulation d’au moins 20 à 30 minutes. La 
TBS consiste en des rafales de 3 pulsations délivrées à 50 Hz à toutes les 200 ms, donc à 5 Hz. 
Ces paramètres ont été développés suite aux études sur le cerveau des rongeurs indiquant que 
les rythmes thêta sont associés à la PLT (Hill, 1978; Klimesch, Doppelmayr, Russegger, & 
Pachinger, 1996; Larson, Wong, & Lynch, 1986; Staubli & Lynch, 1987). Par exemple, 
lorsqu’un rat explore un nouvel environnement, les cellules pyramidales de l’hippocampe 
déchargent en courtes rafales à une fréquence d’environ 5 à 7 Hz (Hill, 1978). Des études in 
vitro et in vivo montrent que la stimulation des neurones pyramidaux dans la région CA1 de 
l’hippocampe à des fréquences dans la gamme du thêta produit de manière fiable des PLT 
(Larson et al., 1986; Staubli & Lynch, 1987). Étant donné la complexité du néocortex humain, 
il peut paraître étonnant qu’un protocole induisant de la PLT au niveau de l’hippocampe chez 
le rat puisse être transposable à la SMT dans le but de moduler l’excitabilité corticale chez 
l’humain (Huerta & Volpe, 2009; Oberman et al., 2011). Toutefois, l’application de la TBS 
chez des sujets humains apporte bel et bien des changements durables au niveau de l’activité 
corticale. La direction de l’effet modulatoire dépend de la manière dont les rafales sont 
administrées (Huang et al., 2005; Huang, Rothwell, Chen, Lu, & Chuang, 2011). Le patron de 
stimulation délivrant des séries de rafales continues (cTBS) au-dessus de M1 amène une 
diminution prolongée de l’excitabilité telle que montrée par la réduction de l’amplitude de 
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PEMs suite à l’intervention. Inversement, si les séries de rafales sont séparées par des pauses 
sans stimulation, donc administrées de manière intermittente (iTBS), l’amplitude des PEMs 
augmente illustrant une augmentation de l’excitabilité corticale (Figure 3).  
Ces effets semblent dépendre, du moins en partie, de l’activité des récepteurs NMDA 
(Huang et al., 2007) suggérant que modulation de l’excitabilité est sous-tendue par la plasticité 
synaptique régissant les PLT décrite plus haut. Des études pharmacologiques vont également 
en ce sens. Dans une première étude, l’antagoniste non-compétitif de récepteurs NMDA 
mémantine a été administré à des sujets humains avant la stimulation. L’antagoniste a bloqué 
l’effet de la cTBS et de la iTBS, alors que le placebo n’a pas eu d’impact sur l’effet de la 
stimulation (Huang et al., 2007). Ces résultats appuient d’autres études dans lesquelles 
l’utilisation d’un antagoniste de récepteurs de NMDA supprimait l’induction des PLT et DLT 
et la plasticité corticale motrice induite par l’entraînement chez le rat (Hrabetova & Sacktor, 
1997; Schwenkreis, Witscher, Pleger, Malin, & Tegenthoff, 2005). De plus, l’administration 
de d-Cycloserine, un agoniste partiel de récepteurs de NMDA, a renversé l’effet facilitateur de 
la iTBS tel que mesuré par une diminution de l’amplitude des PEMs suite à la stimulation 
(Teo, Swayne, & Rothwell, 2007). Ces résultats reflètent la participation de récepteurs NMDA 
dans les effets de la TBS sur l’excitabilité.  
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Figure 2. Deux modalités de la theta burst stimulation (TBS)  
Note: (A) le protocole intermittent (iTBS) et (B) le protocole continu (cTBS).  La TBS chez 
l’humain consiste en des élans de 3 impulsions délivrées à 50 Hz à toutes les 200 ms (donc à 
5 Hz) pour un total de 600 impulsions. Durant la iTBS, ces élans sont délivrés  pendant 2 s et 
répétés toutes les 10 s pendant 20 essais entrecoupés d’une période sans stimulation. Ce patron 
facilite l’excitabilité corticale au niveau de M1 tel que montré par une augmentation de 
l’amplitude des PEMs suite à la stimulation. Durant la cTBS les élans sont délivrés en continu. 
Ce patron produit une inhibition de l’excitabilité corticale mesurée par une diminution de 




1.3.1 Architecture et oscillations 
Le sommeil est un aspect fondamental, universel et évolutif de la vie si bien qu’à ce 
jour, il n’existe aucune preuve claire d’une espèce animale qui ne dort pas (Cirelli & Tononi, 
2008). Chez les animaux ayant un néocortex développé, les états de sommeil sont définis par 
des patrons spécifiques d’activité cérébrale globale détectée par l’électroencéphalogramme 
(EEG), de mouvements oculaires mesurés à l’électrooculogramme (EOG) et de l’activité 
musculaire tonique enregistrée par électromyogramme (EMG).  Le sommeil lent (SL) est 
marqué par une activité électrique distribuée sur le cortex et caractérisé par une 
synchronisation neuronale progressive, évoluant d’une basse synchronisation durant les stades 
plus légers (stades 1 et 2) vers une forte synchronisation lors des stades plus profonds (stade à 
ondes lentes; SOL). Le sommeil paradoxal (SP) est caractérisé par des mouvements oculaires 
rapides, une atonie musculaire généralisée et des ondes EEG irrégulières de bas voltage, 
similaires à celles observées durant l’éveil calme ou le stade 1 (Carskadon & Dement, 2011). 
Chez les mammifères, incluant l’homme, une période d’éveil prolongé augmente la 
synchronisation du SL lors de l’épisode de sommeil subséquent, qui se dissipe avec la 
progression dudit épisode (Achermann, Dijk, Brunner, & Borbély, 1993). À l’EEG chez 
l’humain, le SL est essentiellement défini par des ondes lentes (OL) de basse fréquence 
(<4 Hz) et de haute amplitude (>75 µV) ainsi que par des fuseaux de sommeil (11-15 Hz). Au 
niveau cellulaire, les OL présentent deux phases : une phase d’hyperpolarisation durant 
laquelle les neurones corticaux sont silencieux (période OFF) et une phase de dépolarisation 
durant laquelle ils déchargent intensément (période ON) (Csercsa et al., 2010; Steriade, 2006). 
Les fuseaux de sommeil quant eux, apparaissent à l’EEG environ toutes les 3 à 10 secondes 
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sous forme d’oscillations à la dynamique croissante-décroissante transitoire (Steriade, 2005). 
Au plan cellulaire, ils sont le résultat de l’inhibition cyclique des neurones thalamo-corticaux. 
Entre les phases d’inhibition, ces neurones présentent des rebonds d’activité entraînant les 
populations corticales à produire des oscillations correspondant aux fuseaux de sommeil 
(Steriade, 2006).  
1.3.2 Sommeil et plasticité   
La majorité sinon l’ensemble des chercheurs dans le domaine s’entendent pour dire 
que le sommeil et ses oscillations jouent un rôle primordial dans la régulation de la plasticité 
cérébrale et de la cognition (Dave & Margoliash, 2000; Ferrara, Moroni, De Gennaro, & 
Nobili, 2012; Steffen Gais, Mölle, Helms, & Born, 2002; Hoffman & McNaughton, 2002; 
Hung et al., 2013; Laureys et al., 2001; Lee & Wilson, 2002; Maquet et al., 2000; Murphy et 
al., 2011). D’un point de vue comportemental, le sommeil favorise la performance à plusieurs 
tâches cognitives d’ordre visuel (Mednick, Nakayama, & Stickgold, 2003; Stickgold, James, 
& Hobson, 2000), auditif (Gaab, Paetzold, Becker, Walker, & Schlaug, 2004) ou moteur 
(Doyon, 2008; Walker, Brakefield, Morgan, Hobson, & Stickgold, 2002), aide à la régulation 
des émotions (Walker, 2010) et facilite l’insight tel que mesuré par la compréhension explicite 
d’une tâche à partir de règles implicites (Wagner, Gais, Haider, Verleger, & Born, 2004). Par 
ailleurs, l’implication du sommeil dans la mémoire déclarative et non-déclarative a été 
largement démontrée chez les animaux et les humains (Diekelmann & Born, 2010; Stickgold 
& Walker, 2007). La mémoire déclarative est explicite, consciemment accessible et renferme 
l’information basée sur les faits. Elle renferme la mémoire épisodique (mémoire 
autobiographique des évènements d’une vie) et la mémoire sémantique (mémoire des 
connaissances générales, non liées à un évènement spécifique) (Tulving, 1985; Walker & 
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Stickgold, 2006). La mémoire non-déclarative est plutôt implicite et comprend, entre autres, la 
mémoire procédurale (mémoire des actions et des habiletés motrices). Par exemple, suite à une 
tâche de mémoire déclarative (liste de paires de mots), un épisode de sommeil augmente 
davantage la rétention mnésique comparativement à une période équivalente d’éveil (Bell, 
Kawadri, Simone, & Wiseheart, 2013; Gais et al., 2007; Payne et al., 2012). Également, les 
activations cérébrales dans l’hippocampe mesurées en imagerie par résonnance magnétique 
fonctionnelle (IRMf) sont plus fortes lors du rappel lorsque les sujets ont dormi après 
l’apprentissage (Gais et al., 2007). En ce qui concerne la mémoire procédurale, une nuit de 
sommeil augmente significativement la vitesse et la précision à une tâche de séquence  des 
doigts, alors qu’une période d’éveil équivalente ne procure pas ces bénéfices (Walker et al., 
2002). Ce gain a été observé peu importe si les sujets ont dormi durant le jour ou la nuit 
(Fischer, Hallschmid, Elsner, & Born, 2002). De plus, bien que la première nuit offre le plus 
grand bénéfice à la performance motrice à cette tâche, les nuits subséquentes continuent à 
apporter une amélioration (Walker et al., 2003).  
 Alors que la plupart des études ont investigué l’effet d’une nuit complète de sommeil 
sur la mémoire, plusieurs montrent qu’une courte période de sommeil diurne est aussi 
bénéfique à la performance mnésique. Lahl et al. (2002) ont mesuré le rappel libre d’une liste 
de 30 mots (tâche de mémoire déclarative) 60 minutes après l’encodage durant lesquelles les 
sujets ont soit fait une sieste ou sont restés éveillés. Comparativement à l’éveil, le rappel 
mnésique était supérieur suite à la sieste (Lahl, Wispel, Willigens, & Pietrowsky, 2008). Ces 
auteurs ont également rapporté que même une sieste de 6 minutes mène à un meilleur rappel à 
cette tâche qu’une période d’éveil équivalente. De même manière, comparativement à une 
période d’éveil comparable, les sujets qui ont fait une sieste ont mieux performé à d’autres 
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tâches de mémoire déclarative (paires de mots) (Tucker et al., 2006), ainsi qu’à des tâches de 
mémoire procédurale (tâche de séquence motrice des doigts (Walker & Stickgold, 2005) et de 
discrimination visuelle de textures (Mednick et al., 2003).  
 Bien que ces observations comportementales montrent clairement que le sommeil en 
général est crucial dans la régulation de la mémoire, les différents stades de sommeil semblent 
jouer des rôles spécifiques dans la rétention mnésique. Selon l’hypothèse à double processus, 
les périodes riches en SOL semblent favoriser la consolidation de la mémoire déclarative alors 
que la mémoire procédurale et émotionnelle (non-déclarative) bénéficie davantage du SP. 
Cette hypothèse s’appuie majoritairement sur les études utilisant le paradigme de demi-nuit 
(Yaroush, Sullivan, & Ekstrand, 1971). Ce paradigme compare les performances mnésiques 
suite à des périodes de rétention soit en début de nuit où le SOL est prédominant, soit en fin de 
nuit où prime le SP. Alors que les sujets soumis à la rétention en début de nuit apprennent la 
tâche de mémoire en soirée et dorment environ 3h avant le test de rappel, les participants 
faisant la rétention en fin de nuit se font réveiller au bout de 3h pour faire la phase 
d’apprentissage. Ils retournent ensuite dormir pour la rétention de fin de nuit. En accord avec 
l’hypothèse à double processus, des études ont montré que le sommeil riche en SOL de début 
de nuit était davantage bénéfique à la mémoire déclarative mesurée par des tâches de paires de 
mots (Plihal & Born, 1997) et d’information spatiale (Plihal & Born, 1999). Inversement, le 
sommeil de fin de nuit, riche en SP, a amélioré de manière sélective la mémoire non-
déclarative mesuré par des tâches de traçage avec miroir (Plihal & Born, 1997), d’amorçage de 
mots appris implicitement (Plihal & Born, 1999) et par d’autres tâches de mémoire implicite 
(Verleger, Schuknecht, Jaśkowski, & Wagner, 2008; Wagner, Hallschmid, Verleger, & Born, 
2003). Dans tous les cas, les périodes de sommeil, qu’elles soient en début ou en fin de nuit, 
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amélioraient davantage la performance à ces tâches qu’une période d’éveil équivalente. 
Toutefois, cette vision dualiste n’est pas unanime puisque des études ont montré que le SOL 
pouvait également optimiser des apprentissages non-déclaratifs (Aeschbach, Cutler, & Ronda, 
2008; Gais, Plihal, Wagner, & Born, 2000; Huber, Ghilardi, Massimini, & Tononi, 2004) et 
que le SP pouvait bonifier la mémoire déclarative (Fogel, Smith, & Cote, 2007). L’hypothèse 
à double processus omet également l’implication du stade 2 du sommeil dans la consolidation 
mnésique. Pourtant, un nombre considérable de données rapportent la contribution du stade 2 
dans l’apprentissage moteur relevant de la mémoire procédurale (Fogel & Smith, 2006; 
Milner, Fogel, & Cote, 2006; Nishida & Walker, 2007). Ces résultats suggèrent que ce ne sont 
pas les différents stades de sommeil comme tels qui influencent la plasticité cérébrale à la base 
de la consolidation mnésique, mais plutôt les mécanismes neurophysiologiques associés à ces 
stades (Diekelmann & Born, 2010). 
1.3.3 Les oscillations du sommeil lent et plasticité cérébrale 
Au niveau cellulaire, les oscillations du SL, particulièrement les OL et les fuseaux de 
sommeil, ont été associées aux processus neurophysiologiques sous-tendant la plasticité 
cérébrale (Steriade, 2006). Par exemple, les rebonds stéréotypés d’activité neuronale à la base 
des fuseaux de sommeil créent des conditions idéales pour une entrée massive des cations Ca2+ 
au niveau des neurones corticaux. En effet, durant l’activité des fuseaux, les élans synchrones 
de potentiels d’action provenant du thalamus dépolarisent fortement les dendrites des neurones 
corticaux qui sont foncièrement composés de synapses excitatrices glutamatergiques 
(Sejnowski & Destexhe, 2000). Des études in vitro montrent que la dépolarisation dendritique 
est accompagnée par une entrée massive du Ca2+ (Yuste & Tank, 1996). Ce processus peut 
alors amorcer la cascade d’événements décrits plus tôt comme étant à la base de la plasticité 
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synaptique et ultimement réorganiser les réseaux corticaux suite à un apprentissage durant 
l’éveil (Wilson & McNaughton, 1994).  De plus, une stimulation simulant l’activité de fuseaux 
a réussi à générer des PLT dans une préparation de neurones pyramidaux provenant de la 
couche V du cortex somato-sensoriel chez le rat (Rosanova & Ulrich, 2005). Une autre étude 
chez les rongeurs révèle une coordination temporelle entre les fuseaux originaires du 
néocortex et les high-frequency ripples de l’hippocampe impliqués dans la formation de 
mémoire (Sirota, Csicsvari, Buhl, & Buzsáki, 2003). Il a été suggéré que cette relation 
temporelle reflète le dialogue entre l’hippocampe et le néocortex présumé être requis pour la 
consolidation mnésique durant le sommeil (Siapas & Wilson, 1998).  
En ce qui concerne les OL, elles occupent également une place centrale dans la 
plasticité à la base de la consolidation de nouveaux apprentissages. Deux hypothèses 
proposent des mécanismes expliquant le rôle des OL dans ce type de plasticité. 
Sommairement, selon l’hypothèse de réactivation, durant le SL, les traces mnésiques acquises 
durant l’éveil sont réactivées de façon répétée dans un dialogue entre l’hippocampe et le 
néocortex. Elles deviennent graduellement redistribuées de manière à ce que les connexions 
néocorticales soient renforcées formant des représentations mnésiques durables. Il semble que 
ce dialogue est contrôlé par les OL qui offrent une fenêtre temporelle pour le transfert des 
traces mnésiques de l’hippocampe vers le néocortex (Diekelmann & Born, 2010; Marshall & 
Born, 2007; O’Neill, Pleydell-Bouverie, Dupret, & Csicsvari, 2010). L’hypothèse de 
l’homéostasie synaptique, quant à elle, assume que la consolidation est permise grâce à une 
atténuation synaptique globale qui est également entraînée par les OL (Tononi & Cirelli, 
2006). Les deux modèles ne sont pas mutuellement exclusifs. Au contraire, les deux processus 
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agissent probablement de concert afin d’optimiser l’organisation de la mémoire durant le 
sommeil.   
1.3.3.1 Hypothèse de l’homéostasie synaptique et ondes lentes  
Selon l’hypothèse de l’homéostasie synaptique (HHS) les processus plastiques durant 
l’éveil produisent une nette augmentation de force synaptique dans plusieurs régions 
cérébrales. Les OL atténueraient cette force jusqu’à un niveau d’énergie adéquat permettant de 
nouveaux apprentissages et une utilisation efficace de la matière grise (Tononi & Cirelli, 
2006). En d’autres mots, le sommeil pourrait être le prix à payer pour la plasticité générée à 
l’éveil. Par exemple, durant l’éveil, l’organisme interagit avec l’environnement et le cerveau 
s’imprègne de l’information qui l’entoure. Conséquemment, les neurones doivent ajuster la 
force des synapses afin d’assurer un stockage de ces signaux environnants (Krueger & Tononi, 
2011).   
La majorité de ce processus est assumée par la potentialisation des synapses fortement 
activées dont le nombre et la force augmentent avec la durée de la période d’éveil. Toutefois, 
le cerveau ne peut se permettre une augmentation synaptique de cette nature jour après jour dû 
notamment aux coûts associés en termes d’énergie et d’espace (Krueger & Tononi, 2011). 
Ainsi, durant le SL, la séquence répétée des phases de dépolarisation et d’hyperpolarisation 
des OL cause une atténuation généralisée des synapses provoquant une diminution de la force 
synaptique. Par conséquent, certaines synapses seront affaiblies alors que d’autres seront 
carrément démantelées dépendamment de leur force initiale (Figure 4). La réduction 
progressive de la force synaptique mènera à la diminution de l’amplitude et de la 
synchronisation des OL. Parallèlement, la dissipation graduelle des OL ralentit la réduction da 
la force synaptique créant un processus se limitant soi-même lorsque la force synaptique 
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atteint un niveau de base adéquat (Tononi & Cirelli, 2006).  
Conformément à cette hypothèse, il n’est pas surprenant qu’une période d’éveil 
prolongée résulte en une plus grande synchronisation du SL subséquent (Achermann et al., 
1993) étant donné la force synaptique augmentée. De plus, puisque les apprentissages durant 
l’éveil ne recrutent pas toutes les régions cérébrales de manière équivalente, il a été suggéré 
que les régions fortement sollicitées par une tâche pourraient nécessiter davantage d’OL que 
les régions moins sollicitées. Ainsi, l’intensité du sommeil serait régulée localement en 
réponse aux changements de la force synaptique durant l’éveil. Les OL sont les marqueurs de 
l’intensité du SL les plus acceptées dans la littérature et peuvent être quantifiées en termes 
d’activité d’ondes lentes (AOL : puissance spectrale à l’EEG entre 0.5 et 4 Hz) (Achermann & 
Borbély, 2011).  
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Figure 3. Représentation schématique de l’hypothèse de l’homéostasie synaptique (HHS) 
 
 
Note : Dû aux apprentissages et à l’expérience durant l’éveil, les synapses deviennent 
largement potentialisées. De nouvelles synapses peuvent émerger, d’autres déjà existantes 
peuvent voir leur force augmenter, alors que certaines qui ne sont pas activées ne subissent pas 
de changements. En fin de journée, ceci résulte en une nette augmentation de la force et de la 
densité synaptique. Les ondes lentes durant le sommeil subséquent atténuent cette force. 
Puisque l’atténuation est globale, les connexions faibles sont éliminées, alors que les autres 
connexions subissent un affaiblissement qui leur permet de préserver leur force relative. Ce 
processus favorise une utilisation efficace de l’espace cortical en diminuant le ratio signal-sur-
bruit et ramène la force synaptique à un niveau adéquat pour permettre de nouveaux 
apprentissages. 	  	  	  
Les prédictions de l’HHS ont été testées chez l’humain par des études évaluant les 
effets d’une intervention expérimentale locale sur le sommeil, les OL et l’AOL. Par exemple, 
quelques études ont observé que l’apprentissage d’une tâche visuomotrice à l’éveil entraînait 
une augmentation de l’AOL durant le sommeil subséquent au niveau des régions cérébrales 
impliquées dans la tâche (Huber et al., 2004; Määttä et al., 2010; Murphy et al., 2011). De 
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plus, les sujets avaient une meilleure performance à la tâche suite au sommeil et cette 
amélioration corrélait avec l’augmentation locale de l’AOL après l’apprentissage. Landness et 
al. (2009) ont examiné l’effet d’une suppression des OL sur la performance à cette même 
tâche. Après la phase d’apprentissage, les sujets allaient dormir et des stimuli acoustiques 
étaient présentés de façon à ce qu’ils suppriment les OL (condition suppression) ou bien à ce 
qu’ils interfèrent le moins possible avec le sommeil (condition contrôle). La durée et 
l’efficacité du sommeil n’ont pas été affectées par les stimuli acoustiques, alors que l’AOL et 
le nombre d’OL ont été diminués dans la condition suppression comparativement à la 
condition contrôle. En accord avec les autres études, la performance a été significativement 
améliorée suite à la nuit de sommeil, mais dans la condition contrôle seulement. Les 
changements dans la performance à la tâche dans la condition suppression étaient corrélés aux 
changements locaux de l’AOL (Landsness et al., 2009). Inversement, une étude a observé que 
lorsque le bras d’un sujet est immobilisé durant le jour, la performance à une tâche motrice se 
détériore et l’amplitude des potentiels évoqués moteurs et somatosensoriels diminue au niveau 
du cortex sensorimoteur controlatéral suggérant une dépression synaptique locale. 
Parallèlement, une diminution de l’AOL au niveau des mêmes régions corticales a été 
observée durant le sommeil subséquent (Huber et al., 2006; Murphy et al., 2011). Ainsi, en 
accord avec l’HHS, les comportements et les manipulations expérimentales qui favorisent la 
potentialisation synaptique à l’éveil semblent résulter en une augmentation des OL durant le 
sommeil subséquent. En revanche, ceux qui sont associés à la dépression synaptique semblent 
entraîner une diminution des OL (Tononi & Cirelli, 2003, 2006).  
Ces données ont également été corroborées chez l’humain par les études utilisant 
différents paradigmes de SMT connus pour induire de la potentialisation ou de la dépression 
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synaptique dans la circuiterie corticale. Une première étude s’est servie de la SMTr à 5 Hz 
pour augmenter l’excitabilité neuronale au niveau de M1 avant le sommeil. Comparé au 
groupe contrôle, la SMTr a produit une potentialisation locale de l’excitabilité corticale et 
cette potentialisation était associée à un accroissement local de l’AOL durant le sommeil au 
niveau des dérivations centrales de l’EEG (Huber et al., 2007). De manière similaire, une 
seconde étude a observé une augmentation de l’AOL au niveau du groupe d’électrodes situées 
aux alentours de la cible de la SMTr à 5 Hz accompagnée d’une diminution d’AOL au niveau 
de ces régions dans le cortex controlatéral (Murphy et al., 2011). Une autre a utilisé la SAP 
pour induire une augmentation ou une diminution de l’excitabilité neuronale dans M1. Durant 
le sommeil subséquent, les chercheurs ont observé une hausse locale de l’AOL chez les sujets 
dont l’excitabilité a été augmentée par la SAP et une baisse locale chez ceux dont l’excitabilité 
a été réduite suite à la stimulation (Huber et al., 2008).    
1.3.4 Effet d’amorçage d’une session de SMTr sur une stimulation 
subséquente   
Chez l’humain, une session de SMTr peut augmenter la capacité à induire de la 
plasticité lors d’une stimulation subséquente. En effet, comparé à une seule session de SMTr à 
20 Hz, une deuxième session administrée 24 h après la première peut induire des changements 
plus grands dans la potentialisation synaptique tels que mesurés par une augmentation plus 
importante des PEMs (Maeda, Keenan, Tormos, Topka, & Pascual-Leone, 2000a). Ces 
résultats suggèrent que la première session STMr pourrait amorcer des mécanismes 
neuroplastiques rendant une deuxième session de stimulation plus apte à induire de la 
plasticité. Ce changement de la capacité d’une synapse à subir des changements plastiques en 
fonction de son historique d’activité récente est mieux connu sous le nom de métaplasticité. 
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Récemment, Cohen et al. (2010) ont voulu évaluer le rôle du sommeil dans ce type de 
métaplasticité. Pour ce faire, les auteurs ont appliqué deux sessions de SMTr à 20 Hz au 
niveau de M1 à 20 jeunes adultes. Les deux sessions étaient séparées par un intervalle de 12 h, 
soit de jour où les sujets sont restés éveillés, soit de nuit incluant une période de sommeil. 
L’excitabilité corticale, mesurée par l’amplitude des PEMs, avait doublement augmenté suite à 
la deuxième session de SMTr chez les sujets qui ont dormi durant l’intervalle, mais pas chez 
les sujets qui sont restés éveillés (Cohen et al., 2010). Ces résultats suggèrent que la magnitude 
des effets induits par la SMTr est soumise à une forme de métaplasticité, mais que l’entière 
manifestation de ce type de métaplasticité semble dépendre, au moins en partie, du sommeil 
(Cohen et al., 2010).Toutefois, puisque l’intervalle entre les sessions de stimulation n’a pas eu 
lieu durant la même phase circadienne pour les deux groupes, il n’est pas possible de 
départager si l’effet sur la plasticité est entrainé par le sommeil ou le processus circadien. 
1.4 Problématique 
Dans l’ensemble, les données accumulées aux niveaux comportemental, neuronal et 
synaptique révèlent que le sommeil lent et ses oscillations favorisent la plasticité cérébrale. Tel 
que discuté, la SMT s’avère un outil sécuritaire et non-invasif pour manipuler l’excitabilité 
corticale ce qui en fait une méthode d’investigation de choix pour explorer la relation entre le 
sommeil et la plasticité. Alors que de plus en plus d’études suggèrent qu’une simple sieste 
serait bénéfique à la plasticité cérébrale (Albouy et al., 2013; Mednick et al., 2003; Milner et 
al., 2006; Nishida & Walker, 2007), les études utilisant la SMT pour évaluer le rôle du 
sommeil dans la plasticité et la métaplasticité ont été réalisées dans un contexte de sommeil de 
nuit seulement. Par conséquent, la présente étude s’intéresse à l’impact d’une sieste diurne sur 
la métaplasticité chez les jeunes adultes. Elle tente d’évaluer si l’induction de la plasticité par 
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une session de SMT préalablement amorcée par une première session de stimulation similaire 
bénéficie d’une sieste de manière semblable qu’elle semble bénéficier d’une nuit de sommeil 
complète. Plus précisément, elle vise à comparer de quelle manière un intervalle avec ou sans 
sieste entre deux sessions de iTBS au niveau du cortex moteur primaire influence l’effet de la 
première session iTBS sur la seconde.   
1.5 Hypothèse 
La période de sommeil favorisera le maintien de la plasticité cérébrale induite lors de 
la première session de iTBS. Ainsi, l’excitabilité corticale au niveau de M1 testé lors de la 
deuxième session de iTBS sera augmentée  comparativement à la première session iTBS et ce, 





2.1 Participants   
Quatorze sujets (8 femmes) droitiers en bonne santé âgés entre 21 et 27 ans (moyenne : 
23.7 ans; écart-type : 1.8 ans) recrutés dans les journaux locaux ont donné leur consentement 
pour participer à cette étude. Une entrevue téléphonique et des questionnaires (Annexe 1) ont 
été passés afin d’évaluer les habitudes de sommeil et certains critères de santé physique et 
psychologique. Tous ont rapporté faire des siestes de temps en temps. Les participants n’ont 
indiqué aucun historique de maladie neurologique ou psychiatrique. Conformément aux 
procédures et aux critères usuels, les sujets inclus ont rapporté ne prendre aucun médicament 
pouvant altérer le sommeil et/ou comporter un risque pour l’utilisation de la SMT (Rossi, 
Hallett, Rossini, Pascual-Leone & Safety of TMS Consensus Group, 2009) (Annexe 2). Tous 
les participants étaient non-fumeurs et avaient un IMC inférieur à 25. Les personnes ayant 
rapporté des troubles de sommeil, travaillant de nuit et/ou qui ont fait un voyage transméridien 
dans les trois derniers mois ont été exclues de l’étude.  
Avant de prendre part dans le protocole expérimental, chaque participant a dormi une 
nuit au laboratoire durant laquelle les mesures polysomnographiques (PSG) ont été 
enregistrées pour confirmer l’absence de troubles de sommeil tels que l’apnée/hypopnée du 
sommeil (nombre d’évènements respiratoires par heure > 10) et les mouvements périodiques 
des jambes (plus de 10 par heure associés à des microéveils). Les sujets ont reçu une 
compensation financière pour cette première nuit. On demandait aux participants  de ne pas 
consommer d’alcool ni de caféine la veille et le jour de l’expérience. Ils devaient également 
maintenir un horaire de sommeil régulier la semaine précédant les sessions expérimentales 
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basé sur leur horaire habituel. Ils ne devaient pas faire de sieste durant cette période. L’horaire 
de sommeil a été déterminé par les sujets selon ce qui leur convenait le mieux au moment de 
l’expérience. Ils ne devaient toutefois pas dormir moins de 7h30 ou plus de 9 h. Tous les 
participants devaient se coucher à la même heure (+/- 30 minutes) chaque soir et se réveiller à 
la même heure (+/- 30 minutes) tous les matins. Afin d’assurer le respect de cet horaire, ils 
devaient remplir un agenda de sommeil quotidiennement et porter au poignet un appareil 
d’actigraphie qui évalue en tout temps leur niveau d’activité et d’exposition à la lumière.  
2.2 Déroulement  
 La Figure 5 schématise le déroulement du protocole. Chaque sujet a participé aux deux 
conditions de l’étude (SIESTE et ÉVEIL) qui étaient séparées d’au moins une semaine. 
L’ordre des conditions a été contrebalancé. Sept participants ont débuté par la condition 
SIESTE et 7 par la condition ÉVEIL. Chaque condition comprenait deux sessions de iTBS (S1 
et S2) en après-midi séparées par un intervalle d’environ 2 heures. Dès l’arrivée des sujets au 
laboratoire, qui était fixée à 5 heures après leur heure de lever habituelle, un montage PSG leur 
était installé. Ensuite, le seuil moteur du premier muscle interosseux dorsal (PID) en activité 
était établi (SMa) et des PEMs pré-iTBS étaient enregistrés. Les sujets recevaient alors la 
première session de iTBS (S1) qui était suivie du prélèvement des PEMs post-iTBS. Après 
une courte pause d’environ 15 minutes nécessaires pour installer le sujet au lit et préparer 
l’enregistrement PSG, les lumières de la chambre étaient fermées et on demandait au 
participant  de se détendre et de laisser venir le sommeil. L’enregistrement de la sieste 
commençait au moment de la fermeture des lumières et durait 90 minutes, peu importe si la 
personne dormait ou pas. Le début de la sieste correspondait à la même phase circadienne pour 
chaque sujet, c’est-à-dire, environ 7 heures après leur heure de réveil matinal habituel. À la fin 
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de l’enregistrement, les sujets étaient réveillés et la deuxième session de iTBS leur était 
administrée (S2) qui était suivie du prélèvement des PEMs post-iTBS. Lors de la condition 
ÉVEIL, la procédure était la même excepté que durant l’enregistrement EEG, les sujets 
devaient rester éveillés en gardant une position semi-allongée au lit à la lumière tamisée (> 15 
lux). Ils avaient le droit de faire de la lecture calme d’un livre ou un magazine. Il leur était 
strictement interdit de manipuler leur téléphone ou ordinateur afin d’éviter une activité motrice 
significative au niveau des muscles de la main avant les sessions de stimulation.  
 
Figure 4. Schéma représentant le déroulement de l’étude. 
 
Note : Après la détermination du seuil moteur du PID en activité (SMa), les participants 
recevaient une première session de iTBS. Ensuite, ils devaient  faire une sieste ou rester 
éveillés au lit pour une période de 90 minutes durant laquelle leur EEG était enregistré. À la 
fin de l’enregistrement, une deuxième session de iTBS leur était administrée. 20 PEMs étaient 
recueillis avant et après chaque session de stimulation. L’effet de la iTBS sur l’excitabilité 
corticale était calculé en terme de pourcentage de changement entre l’amplitude des PEMs 
avant et après la stimulation. Tous les sujets ont participé aux deux conditions de l’étude qui 




2.3 Stimulation magnétique transcrânienne  
 La stimulation a été opérée par un stimulateur Magstim Rapid2  (Magstim, Whitland, 
Wales, UK) et une bobine en forme de huit (Magstim Double 70 mm). La précision et la 
reproductibilité de la stimulation étaient assurées par un système de navigation pour la 
stimulation cérébrale (Brainsight, Rogue Research, Montréal, Canada). Ce système utilise une 
méthode de localisation optique permettant de repositionner la bobine au même endroit et avec 
la même orientation au niveau du cortex moteur à travers toutes les sessions de stimulation. La 
bobine était placée sur le scalp à 45 degrés de la ligne médiane avec le manche postérieur 
dirigé vers l’arrière. Afin de localiser le site optimal de la stimulation, la SMT à impulsion 
unique a été administrée au-dessus de la région manuelle du cortex moteur primaire. Le site 
optimal correspondait à l’endroit où la stimulation évoquait la plus grande réponse du muscle 
PID de la main controlatérale. Le SMa était alors identifié pour chaque sujet. Le SMa est 
défini comme l’intensité de stimulation minimale requise pour produire un PEM d’au moins 
200 µV dans au moins 5 essais consécutifs sur 10 durant une contraction volontaire du PID 
aux alentours de 10 % de la contraction maximale.  
2.4 Potentiels évoqués moteurs 
Les PEMs étaient enregistrés à l’aide d’un système EMG (ADInstruments Pty Ltd. 
Castle Hill, Australie) à partir d’une paire d’électrodes autoadhésives, l’une collée sur le PID 
et l’autre sur l’index. La synchronisation entre le stimulateur et le système EMG était assurée 
par un module de déclenchement (Stimulator Interface Module, Magstim). Une électrode de 
mise à terre était attachée au poignet. Les PEMs ont été amplifiés avec une bande passante de 
20-1000 Hz. Les changements d’amplitude des PEMs étaient mesurés par rapport au PEMs de 
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référence pris avant la iTBS et ce pour les sessions 1 et 2 dans la condition SOMMEIL et les 
sessions 1 et 2 dans la condition EVEIL. Les PEMs étaient générés en délivrant 20 impulsions 
de SMT environ toutes les 8 secondes. L’intensité du stimulus était ajustée de sorte que le 
PEM produit ait une amplitude d’environ 1 mV lorsque le PID est au repos. La même intensité 
du stimulus était utilisée avant et après la iTBS.  
2.5 Theta burst stimulation intermittente  
 La TBS était administrée selon le protocole intermittent (iTBS) développé par Huang 
et al. (Huang et al., 2005). La stimulation consistait en 600 impulsions à une intensité de 80% 
du SMa, délivrées en élans de 3 impulsions à une fréquence de 50 Hz qui était répétés toutes 
les 200 ms (donc à 5 Hz) pendant 2 s. Cette série de 2 s était ensuite répétée une fois toutes les 
10 s (donc 2 s de stimulation, 8 s de repos) pendant 20 essais pour un temps total de 
stimulation de 192 s. Ce paradigme est connu pour ses effets facilitateurs d’excitabilité 
corticale tels que mesurés par une augmentation durable de l’amplitude des PEMs suite à la 
stimulation (Huang et al., 2005). 
2.6 Enregistrement de sommeil  
 Durant la sieste, les mesures PSG usuelles ont été enregistrées incluant 6 électrodes 
EEG (2 frontales, 2 centrales et 2 occipitales bilatérales; oreilles liées) placées sur le scalp 
selon le système international 10-20, des EOG bilatéraux ainsi qu’un EMG sous-mentonnier 
bipolaire. Le même enregistrement était effectué durant la condition ÉVEIL pour garder un 
minimum de variabilité entre les conditions et nous assurer que les participants ne dormaient 
pas. Les signaux ont été enregistrés en utilisant un système portatif d’enregistrement du 
sommeil (Titanium, Embla Systems, Inc., Thornton, CO, USA). L’EEG a été filtré à 70 Hz 
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(filtre passe-bas) avec une constante de temps de 1s et les signaux ont été filtrés à une 
fréquence d’échantillonnage de 256Hz par un logiciel commercial (Remlogic, Embla Systems, 
Inc., Ottawa, Canada). Les stades de sommeil ont été visuellement identifiés sur des époques 
de 30 s (Harmonie, Stellate Systems, Montréal, Canada) sur les dérivations F4, C4 et O2 
conformément aux critères standardisés usuels (Iber, Ancoli-Israel, Chesson, & Quan, 2007).  
2.7 Traitements statistiques 
Une ANOVA à 3 mesures répétées a été utilisée pour évaluer l’effet de la 
CONDITION (sieste/éveil), de la SESSION (session 1/ session 2) et de TEMPS (pré ou post-
iTBS) sur la moyenne de l’amplitude de PEMs pour chaque session de iTBS. Une ANOVA à 
2 mesures répétées a été calculée pour examiner l’effet de la CONDITION et de la SESSION 
sur le pourcentage de changement de l’amplitude des PEMs suite à la iTBS relativement à 
l’amplitude des PEMs pré-iTBS. Afin de comparer l’amplitude de PEMs pré-iTBS avant 
chaque session de stimulation dans les deux conditions, une ANOVA à 2 mesures répétées 
(CONDITION & SESSION) a été calculée.  Les valeurs alpha (p) ont été ajustées pour la 
sphéricité en utilisant la correction de Huynh-Feldt. Des analyses de contraste ont été 
appliquées là où les interactions significatives ont été trouvées. Finalement, pour voir s’il 
existe une différence dans l’heure circadienne des stimulations et de l’enregistrement PSG 
entre les deux conditions, des tests t pairés ont été utilisés. Toutes les analyses ont été réalisées 





La SMT a été bien tolérée par la plupart des participants. Aucun sujet n’a rapporté des  
effets secondaires sérieux. Un participant a ressenti un léger mal de tête suite à la stimulation 
qui s’est dissipé quelques minutes plus tard sans prise de médicaments. Deux sujets de sexe 
masculin ont été exclus des analyses. L’expérimentateur éprouvait beaucoup de difficultés à 
susciter une réponse EMG reproductible lorsqu’il envoyait des impulsions de SMT uniques 
pour éliciter des PEMs pré et post-iTBS chez ces deux sujets. À vrai dire, environ une 
impulsion sur quatre produisait un PEM visible à l’EMG. Les analyses finales ont donc été 
effectuées auprès de 12 sujets (8 femmes; moyenne d’âge : 23.7 ans; écart-type : 1.8 ans) 
3.1 Données polysomnographiques 
 Le Tableau 1 résume les variables de sommeil identifiées visuellement selon les 
critères usuels pour la condition SIESTE. L’enregistrement de la période de repos lors de la 
condition ÉVEIL a également été évalué. Aucun participant ne s’est endormi durant cette 
période. Tous les participants ont dormi durant la condition SIESTE. Neuf participants sur 12 
ont manifesté du SOL dans la condition SIESTE. La fermeture de lumière et le début de 
l’enregistrement PSG se sont fait 7.00 h (É-T = 0.27) après l’heure habituelle de lever pour la 
condition ÉVEIL et 6.88 h (É-T = 0.10) pour la condition SIESTE.  Il n’y avait pas différence 
significative entre les deux conditions quant à l’heure du début de l’enregistrement (t(11) = 
1.42, p = 0.18). Le délai entre la fin de la première session de stimulation et le début de 
l’enregistrement PSG était semblable pour les deux conditions (ÉVEIL : M= 0.28h, É-T= 
0.05; SIESTE : M= 0.25h, É-T= 0.05; t(11) = 1.26, p = 0.24). Également, le délai entre la fin 
de l’enregistrement PSG et le début de la deuxième session de stimulation était similaire pour 
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les deux conditions (ÉVEIL : M= 0.23h, É-T= 0.08; SIESTE : M= 0.27h, É-T= 0.06; t(11) =  
-1.36, p = 0.20). Finalement, le délai entre la première et la deuxième session de stimulation 
était similaire pour les deux conditions (ÉVEIL : M= 2.08h, É-T= 0.09; SIESTE : M= 2.12h, 
É-T= 0.10; t(11) = -0.71, p = 0.49).   
 
Tableau 1. Données polysomnographiques de la sieste pour tous les sujets  
Variable PSG Moyenne (É-T) Minimum Maximum 
Latence Sommeil 7.7 (7.5) 1.5 29.5 
Durée Sommeil 74.2 (21.0) 16.0 91.5 
Efficacité Sommeil 81.3 (22.6) 17.6 95.8 
Stade 1 (min) 10.5 (5.4) 3.5 24.0 
Stade 2 (min) 40.4 (15.2) 6.5 67.0 
SOL (min) 14.5 (10.1) 0.0 28.0 
Sommeil lent (min) 65.4 (19.0) 16.0 91.5 
Sommeil paradoxal (min) 8.8 (7.9) 0.0 22.5 
Stade 1 (%) 18.3 (16.6) 4.2 59.4 
Stade 2 (%) 53.3 (11.0) 40.2 73.2 
SOL (%) 17.4 (11.8) 0.0 32.2 
Sommeil lent (%) 89.1 (9.4) 72.6 100.0 
Sommeil paradoxal (%) 10.9 (9.4) 0.0 27.4 
 
Note : SOL : sommeil à ondes lentes  
 
3.2 Paramètres de stimulation 
 Le tableau 2 présente les principaux paramètres de stimulation. Il n’y avait pas de 
différence significative dans la valeur du SMa (t(11) = -0.73, p = 0.48) et dans l’intensité de la 
stimulation utilisée lors de la iTBS (t(11) = -0.66, p = 0.52) entre la condition SIESTE et la 
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condition ÉVEIL. Toutefois, l’intensité de la stimulation utilisée pour produire des PEMs 
d’environ 1 mV avant et après la iTBS était plus grande dans la condition SIESTE  
(t(11)= -2.99, p = 0.01) comparativement à la condition ÉVEIL.    
 






        t (p) 
SMa (%OMS) 44.3 (4.8) 45.3 (4.2) - 0.73 (0.48) 
Intensité du stimulus durant 
la iTBS (%OMS) 
35.8 (3.8) 36.5 (3.2) - 0.66 (0.52) 
Intensité du stimulus pour 
PEMs de 1 mV (%OMS) 
54.9 (4.1) 57.6 (4.0) - 2.99 (0.01) 
 
Note : Moyenne (écart-type); % OMS : pourcentage de l'output maximal du stimulateur 
    
 
3.3 PEMs pré-iTBS  
 Une ANOVA 2 x 2 à mesures répétées (CONDITION, SESSION) n’a pas montré 
d’effet significatif  CONDITION (F(1,11) = 0.62, p = 0.45), SESSION (F(1,11) = 0.11,  
p = 0.75) ni d’interaction CONDITION x SESSION (F(1,11) = 0.25, p = 0.63) pour les PEMs 
pré-iTBS. Par conséquent, il n’y avait pas de différence dans l’amplitude des PEMs pré-iTBS 
avant la SESSION 1 et la SESSION 2 de stimulation. De plus, les PEMs pré-iTBS ne 
différaient pas entre la CONDITION ÉVEIL et la CONDITION SOMMEIL. Ces résultats 
révèlent que l’amplitude des PEM pré-iTBS n’est pas influencée par le fait d’avoir 
préalablement reçu une stimulation. En effet, l’amplitude des PEMs pré-iTBS lors de la 
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SESSION 2 de stimulation (suite à la période d’éveil ou de sommeil) n’était pas influencée par 
la SESSION 1.  
3.4 Effets de la iTBS 
L’effet de la iTBS a été mesuré pour chaque session en termes de changement absolu 
moyen d’amplitude des PEMs et en terme de pourcentage de changement par rapport à 
l’amplitude des PEMs pré-iTBS. Une ANOVA 2 x 2 x 2 à mesures répétées (CONDITION, 
SESSION, TEMPS,) sur l’amplitude moyenne des PEMs n’a révélé aucun effet significatif  de 
TEMPS (F(1,11) = 0.31, p = 0.59), de SESSION (F(1,11) = 3.36, p = 0.09), de CONDITION 
(F (1,11) = 2.94, p = 0.11),  ni aucune interaction significative [CONDITION x SESSION : 
(F(1,11) = 1.08, p = 0.32); CONDITION x TEMPS : (F(1,11) = 0.97, p = 0.35); SESSION x 
TEMPS : (F(1,11) = 2.31, p = 0.16); CONDITION x SESSION x TEMPS : (F(1,11) = 0.87,  
p = 0.37)] (Figure 5). Ainsi, ni la stimulation iTBS, ni la répétition de celle-ci lors de deux 
SESSIONS la même journée, ni le fait de dormir ou non entre les deux SESSIONS n’ont 
influencé l’amplitude moyenne des PEMs.  
De manière similaire, une ANOVA 2 x 2 à mesures répétées (CONDITION, 
SESSION) n’a montré aucun effet significatif  CONDITION (F(1,11 ) = 2.07, p = 0.18), 
SESSION (F(1,11) = 0.20, p = 0.67), ni d’interaction CONDITION X SESSION (F(1,11) = 
0.08, p = 0.78) sur le pourcentage de changement des PEMs suite à la stimulation iTBS 
(Figure 6). En d’autres mots, le changement dans l’amplitude des PEMs observé suite à la 
iTBS ne diffère pas de façon significative entre les sessions, ni entre les conditions SIESTE et 
ÉVEIL. La Figure 7 présente les pourcentages de changement d’amplitude des PEMs pour 
chaque participant.  
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Figure 5. Amplitude moyenne des PEMs 
Note : Amplitude moyenne des PEMs du PID de la main droite pour tous les sujets. Avant et 
après chaque session de iTBS, 20 PEMs ont été enregistrés, produits par des impulsions 
uniques de SMT environ toutes les 8 secondes. L’amplitude des PEMs est montrée en 
millivolts (mV). Aucune différence significative n’a été observée dans l’amplitude des PEMs 




Figure 6. Amplitude moyenne des 
PEMs du PID Latence au sommeil 
(min) 
7.7 (7.5) 1.5 29.5 
Durée de sommeil (min) 74.2 (21.0) 16.0 91.5 
Efficacité de sommeil (%) 81.3 (22.6) 17.6 95.8 
Stade 1 (min) 10.5 (5.4) 3.5 24.0 
Stade 2 (min) 40.4 (15.2) 6.5 67.0 
SOL (min) 14.5 (10.1) 0.0 28.0 
Sommeil lent (min) 65.4 (19.0) 16.0 91.5 
Sommeil paradoxal (min) 8.8 (7.9) 0.0 22.5 
Stade 1 (%) 18.3 (16.6) 4.2 59.4 
Stade 2 (%) 53.3 (11.0) 40.2 73.2 
SOL (%) 17.4 (11.8) 0.0 32.2 
Sommeil lent (%) 89.1 (9.4) 72.6 100.0 
Sommeil paradoxal (%) 10.9 (9.4) 0.0 27.4 
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Figure 6. Pourcentage de changement moyen de l’amplitude des PEMs 
Note : Pourcentage de changement moyen de l’amplitude des PEMs pour tous les sujets lors 
des deux sessions de iTBS dans chaque condition. Le pourcentage de changement a été calculé 
relativement aux PEMs compilés avant chaque session de iTBS. La iTBS n’a pas provoqué de 
changement significatif au niveau de l’amplitude des PEMs dans aucune des deux sessions de 
stimulation. De plus, il n’y a pas de différence significative quant au pourcentage de 





Figure 7. Données individuelles du pourcentage de changement de l’amplitude des PEMs  
Note: Pourcentage de changement de l’amplitude des PEMs pour chaque participant 
individuellement. Les données de 11 participants sont présentées. Les points au-dessus de 0 
sur l’axe des y suggèrent que la iTBS a un effet facilitateur sur l’excitabilité corticale mesurée 
en termes d’amplitude des PEMs. Inversement, les points en dessous de 0 sur l’axe des y 
suggèrent que la iTBS a eu un effet inhibiteur sur l’excitabilité corticale. Il est à noter qu’il y a 






L’objectif  de cette étude était d’évaluer les effets d’une courte période de sommeil 
entre deux sessions de iTBS sur les changements d’excitabilité corticale mesurés suite à la 
seconde session iTBS au niveau de M1. Malheureusement, cet objectif n’a pu être atteint 
puisque la iTBS n’a pas mené à un changement significatif au niveau de l’excitabilité corticale 
de M1. Contrairement à la majorité des études publiées utilisant cette technique, la iTBS n’est 
pas parvenue à augmenter de manière robuste l’amplitude des PEMs lors de la première 
session de iTBS. Finalement, la capacité de la iTBS à induire un changement dans 
l’excitabilité corticale lors de la deuxième session n’a pas différé entre la condition sommeil et 
la condition éveil. Ainsi, ni la période de sommeil ni la période d’éveil n’ont influencé l’effet 
de la seconde session de iTBS sur l’excitabilité corticale mesurée par l’amplitude moyenne de 
PEMs suite à la stimulation.   
4.1 Fluctuation temporelle des effets maximaux de la iTBS  
 La fluctuation temporelle des effets maximaux de la iTBS peut possiblement expliquer 
la raison pour laquelle nous n’avons pas observé d’effet de facilitateur suite à plusieurs des 
sessions de stimulation. Dans la présente étude, l’effet de la iTBS sur l’amplitude des PEMs a 
été mesuré immédiatement après la stimulation. L’objectif principal de notre étude étant 
d’évaluer l’effet du sommeil sur la plasticité, nous avons jugé plus important que les sujets se 
couchent (ou restent éveillés) le plus rapidement possible après l’exécution de la première 
session de iTBS. Or, les études qui ont mesuré l’amplitude des PEMs à plusieurs reprises suite 
à la stimulation indiquent que les effets maximaux de la iTBS sur l’excitabilité sont 
temporellement variables. Certaines rapportent que l’effet maximal sur l’amplitude des PEMs 
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peut être observé immédiatement après l’application du protocole (Di Lazzaro et al., 2011; 
Teo et al., 2007), alors que d’autres rapportent un effet culminant à 5 minutes (Huang et al., 
2005), à 10 minutes (Gamboa, Antal, Moliadze, & Paulus, 2010) et à 20 minutes (Gamboa et 
al., 2011) suivant la iTBS. Par ailleurs, cette variabilité dans la réponse maximale ne varie pas 
uniquement d’une étude à l’autre, mais également entre les individus dans une même étude 
ainsi que pour un seul individu ayant reçu la stimulation à plusieurs reprises (Martin, 
Gandevia, & Taylor, 2006; Vallence, Kurylowicz, & Ridding, 2013). Considérant ces 
données, il est possible que notre protocole ait omis le moment critique où les PEMs auraient 
pu atteindre une amplitude maximale suite à l’application de la iTBS.  
4.2 L’intensité du stimulus du protocole iTBS 
Un autre point pouvant expliquer l’absence de l’effet attendu du protocole iTBS  est 
l’intensité du stimulus qui, classiquement, est inférieure au seuil moteur. En effet, les élans de 
stimuli sont délivrés à une intensité de 80% du seuil moteur actif. Ils sont conçus pour activer 
les neurones corticaux qui transmettent des inputs synaptiques aux cellules pyramidales ayant 
des projections corticospinales, sans toutefois les activer ouvertement (Huang et al., 2005). 
Ainsi, contrairement aux protocoles tels que la PAS ou la SMTr qui utilisent des intensités de 
stimulation supérieures au seuil moteur, il n’y a pas de réponse motrice observable à l’EMG 
durant la iTBS. Dû à ce manque de feedback de l’activité motrice durant la stimulation, il est 
pratiquement impossible de confirmer que les neurones ont bel et bien été activés par la iTBS 
(Player, Taylor, Alonzo, & Loo, 2012). Le changement d’amplitude des PEMs post-iTBS est 
donc la seule mesure témoignant du succès du protocole. Dans le cas présent, la stimulation 
n’a pas réussi à induire de changements significatifs au niveau des PEMs. Il est donc difficile 
de départager si cette absence d’effet est causée par un manque intrinsèque de plasticité chez 
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certains individus à un certain moment ou bien par un échec de la iTBS à activer les 
populations de neurones visées.  
4.3 Variabilité dans la réponse à la iTBS 
L’aspect le plus frappant des nos résultats est probablement la réponse grandement 
variable à la iTBS entre les individus et au sein d’un même individu entre les différentes 
sessions de stimulation. Non seulement la iTBS n’a pas induit la réponse facilitatrice attendue, 
mais son effet sur l’excitabilité manquait de cohérence. En effet, les pourcentages de 
changement dans les PEMs suite à la iTBS s’étendaient de – 74 % à + 323%. Pour les 48 
sessions de stimulation opérées durant cette étude, une diminution numérique de l’amplitude 
des PEMs a été observée dans 23 cas, alors qu’une augmentation numérique a été constatée 
dans 25 cas. Ceci suggère que pour plusieurs sujets, la iTBS a induit une inhibition de 
l’excitabilité corticale. En fait, une diminution numérique de l’amplitude des PEMs a été 
observée auprès de 11 sujets sur les 12 inclus dans les analyses, et ce pour au moins l’une des 
quatre sessions de stimulation. Un seul sujet a montré une augmentation numérique de 
l’amplitude des PEMs post-iTBS pour les quatre sessions de stimulation, mais cette 
augmentation n’était statistiquement significative que pour deux d’entre elles.  
4.3.1 Variabilité interindividuelle  
La variabilité interindividuelle n’est en soi pas étonnante puisqu’elle est observée dans 
plusieurs études utilisant divers protocoles de SMT au niveau de M1 incluant la iTBS et la 
cTBS (Di Lazzaro et al., 2008; Hamada, Murase, Hasan, Balaratnam, & Rothwell, 2013; 
Martin et al., 2006; Player et al., 2012; Todd, Flavel, & Ridding, 2009; Vallence et al., 2013), 
la SAP (Fratello et al., 2006; Müller-Dahlhaus, Orekhov, Liu, & Ziemann, 2008; Ridding & 
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Ziemann, 2010; Sale, Ridding, & Nordstrom, 2007, 2008; Voytovych, Kriváneková, & 
Ziemann, 2012), la SMT à 1 Hz (Maeda, Keenan, Tormos, Topka, & Pascual-Leone, 2000b) 
ou à 5 Hz (Lang et al., 2004). Récemment, une étude a montré qu’en moyenne ni la iTBS ni la 
cTBS n’a induit un changement significatif de l’amplitude de PEMs au sein d’un échantillon 
de 52 participants (Hamada et al., 2013). Puisque l’ensemble des sujets a été soumis aux deux 
types de TBS, les auteurs ont divisé l’échantillon en sous-groupes de « répondants » et de 
« non-répondants » aux deux protocoles (cTBS : réponse inhibitrice, PEMs diminués, iTBS : 
réponse facilitatrice, PEMs augmentés). Ils ont trouvé que seulement 25% des participants ont 
montré la réponse anticipée suite à la iTBS et la cTBS alors que près du tiers (31%) ont eu une 
réponse contraire à ce que le protocole est supposé induire. Les autres sujets ont montré des 
effets soit facilitateurs, soit inhibiteurs indépendamment du type de protocole reçu (Hamada et 
al., 2013). Une autre étude comparant la capacité de la iTBS et de la SAP à induire de la 
plasticité de manière comparable s’est également heurtée au même problème (Player et al., 
2012). Les auteurs rapportent que plus de la moitié des 16 participants ont réagi à la iTBS par 
une augmentation de l’amplitude des PEMs suite à la stimulation, mais que les autres ont 
montré une diminution ou aucun changement significatif. Par conséquent, dû à cette 
variabilité, les changements n’étaient pas significatifs pour le groupe (Player et al., 2012). 
Vallence et al. (2013) ont aussi rapporté une absence de changement de l’excitabilité corticale 
suite à la iTBS et la SAP dans un échantillon de 18 jeunes adultes alors que la cTBS a mené à 
une diminution significative de l’amplitude des PEMs chez ces mêmes sujets. Les auteurs 
suggèrent que la moins grande variabilité de la réponse suite à la cTBS comparativement à la 
iTBS pourrait expliquer le changement de l’excitabilité observé uniquement après le protocole 
inhibiteur (Di Lazzaro et al., 2011; Huang et al., 2005; Vallence et al., 2013). 
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À la lumière de ces résultats, incluant ceux de la présente étude, l’absence de 
changement significatif de l’excitabilité corticale en réponse aux différents protocoles de 
plasticité est possiblement due à la grande variabilité interindividuelle dans la réponse à ces 
différents paradigmes. La présence grandissante de « non-répondants » dans les études 
utilisant la iTBS souligne l’importance de bien comprendre les facteurs à la base de la réponse 
variable entre les individus à ce protocole. Plusieurs déterminants de cette variabilité 
interindividuelle ont été identifiés (Ridding & Ziemann, 2010) tels que l’âge (Müller-Dahlhaus 
et al., 2008; Todd, Kimber, Ridding, & Semmler, 2010), le moment de la journée où se situe la 
stimulation (Sale et al., 2007, 2008) ou encore la présence du polymorphisme nucléotidique 
val66met sur le gène du facteur neurotrophique dérivé du cerveau (brain-derived neurotrophic 
factor; BDNF) (Cheeran et al., 2008; Fritsch et al., 2010; Kleim et al., 2006; Mastroeni et al., 
2013).  
Dans la présente étude, il n’y a pas de raisons de croire que l’âge des sujets ait pu 
contribuer aux résultats obtenus. En effet, tous les sujets étaient des jeunes adultes dont 
l’intervalle entre l’âge minimum (21 ans) et l’âge maximum (27 ans) était faible et comparable 
aux autres études. L’influence de l’âge sur la réponse aux différents protocoles de SMT a été 
rapportée pour des groupes de sujets où la moyenne d’âge se situe aux alentours de 60 ans 
(Fathi et al., 2010; Müller-Dahlhaus et al., 2008; Todd et al., 2010).  
Sale et al. (2007, 2008) ont montré que la plasticité induite par un protocole de SAP 
facilitateur était significativement plus élevée en après-midi comparativement au matin. 
L’auteur explique cet effet en partie par la variation circadienne des niveaux de cortisol qui 
sont bas en après-midi (Sale et al., 2008). Dans notre étude, puisque le moment de la journée 
où les participants ont reçu la stimulation a été minutieusement contrôlé, ce facteur ne peut 
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expliquer les résultats observés. En effet, les sujets ont tous été stimulés en après-midi, le 
moment de la journée présumé favorable à l’induction de la plasticité (Sale et al., 2007, 2008). 
De plus, l’heure de la première session de stimulation pour les deux conditions a été fixée au 
même moment circadien pour tous les sujets puisqu’elle était calculée en fonction de leur 
heure habituelle de lever. L’heure de la deuxième session de stimulation suivait la période 
d’enregistrement qui était de la même durée dans la condition éveil et sommeil. Considérant 
tous ces facteurs, l’hypothèse d’une modulation circadienne différente entre les sujets peut être 
écartée.  
 Quelques études ont mis évidence l’influence du polymorphisme nucléotidique 
val66met du gène BDNF dans la mémoire (Egan et al., 2003), l’apprentissage moteur (Fritsch 
et al., 2010; Kleim et al., 2006) et dans la régulation de la plasticité synaptique dépendante des 
récepteurs NMDA (Figurov, Pozzo-Miller, Olafsson, Wang, & Lu, 1996). Par exemple, les 
individus porteurs du polymorphisme val66met montrent une moins grande augmentation de 
l’amplitude des PEMs suite à un apprentissage moteur comparativement aux porteurs du 
polymorphisme val66val (Cheeran et al., 2008; Kleim et al., 2006). Cheeran et al. (2008) ont 
étudié l’impact du polymorphisme val66met du gène BDNF sur la plasticité induite par la 
iTBS et la cTBS. Contrairement aux 9 sujets porteurs du polymorphisme val66val, ni iTBS ni 
la cTBS n’ont induit un changement de plasticité mesurée par l’amplitude des PEMs auprès 
des 9 porteurs du polymorphisme val66met appariés pour le sexe et l’âge (Cheeran et al., 
2008). Les auteurs expliquent que ceci pourrait être dû à l’effet différentiel des 
polymorphismes du gène BDNF sur la susceptibilité de la synapse à produire de la PLT. Ils 
suggèrent également que la présence de l’allèle val66met pourrait être un facteur expliquant la 
raison pour laquelle certains individus ne répondent pas à certains protocoles de stimulation. 
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D’un autre côté, quelques études plus récentes n’ont pas observé de différence entre les 
porteurs de l’allèle val66val et val66met dans la réponse à la iTBS (Antal et al., 2010; Li Voti 
et al., 2011; Mastroeni et al., 2013). La magnitude des changements observés au niveau de 
l’amplitude des PEMs suite à la iTBS était comparable pour les deux génotypes.  
Dans notre étude, nous n’avons malheureusement pas déterminé le génotype de nos 
sujets en ce qui concerne le gène BDNF. Il serait toutefois surprenant que la grande variabilité 
de la réponse à la iTBS soit attribuable aux différences génotypiques du gène BNDF entre les 
individus. D’une part, selon les résultats de Cheeran et al. (2008), un sujet porteur du 
polymorphisme val66met n’aurait dû répondre à aucune des quatre sessions iTBS ce qui n’est 
pas le cas dans notre étude. Aucun des 12 sujets n’a montré une réponse systématique à travers 
les quatre sessions de stimulation. D’autre part, selon les résultats d’autres études, la 
variabilité de la réponse à la iTBS entre les individus ne semble pas attribuable au génotype 
val66met du gène BDNF (Antal et al., 2010; Li Voti et al., 2011; Mastroeni et al., 2013).  
4.3.2 Variabilité intra-individuelle  
Tel qu’illustré par la figure 7 représentant les données individuelles des pourcentages 
de changement de l’amplitude des PEMs post-iTBS par rapport à l’amplitude des PEMs pré-
iTBS pour chacune des quatre sessions de stimulation, il n’existe aucune constance dans les 
mesures de plasticité d’une session de stimulation à une autre. En effet, pour chaque 
participant, le changement de l’amplitude des PEMs suite à une session de stimulation ne 
prédit pas le changement d’amplitude de PEMs dans les trois autres sessions. De plus, la 
magnitude du changement varie grandement d’une session à une autre pour un même sujet, 
toujours sans patron systématique apparent. Ce manque de fiabilité dans la réponse 
individuelle entre différentes sessions de stimulation a également été rapporté dans d’autres 
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études utilisant la iTBS (Hamada et al., 2013; Player et al., 2012), mais également la SAP 
(Fratello et al., 2006; Sale et al., 2007). Par ailleurs, Vallence et al. (2013) ont examiné si les 
réponses individuelles à différents protocoles de SMT corrélaient entre elles et avec les 
changements plastiques induits par une tâche apprentissage moteur. Ils n’ont trouvé aucune 
association entre les réponses individuelles à la iTBS, la cTBS, la SAP facilitatrice et les 
changements au niveau des PEMs suivant l’entraînement à la tâche motrice (Vallence et al., 
2013). Ces résultats soulignent que malgré le fait que ces protocoles soient tous en partie 
médiés par des mécanismes de PLT ou DLT, la variabilité intra-individuelle persiste dans la 
réponse à différents types de stimulation. Davantage de données sont nécessaires afin de bien 
comprendre les déterminants de cette variabilité.    
Dans la présente étude, la grande variabilité intra-individuelle dans le l’efficacité de la 
iTBS à produire une réponse facilitatrice ne semble pas attribuable aux paramètres de 
stimulation ni aux différences entre les PEMs pré-iTBS prélevés chaque session de 
stimulation. En effet, les seuils moteurs, l’intensité du stimulus durant la iTBS et l’amplitude 
des PEMs pré-iTBS ne différaient pas de manière significative d’une session de stimulation à 
une autre et étaient comparables entre les deux conditions de l’étude.  
Cependant, étant donné que chaque individu a été stimulé à quatre reprises, il est 
important de considérer la possibilité d’une erreur de positionnement de la bobine sur le scalp 
du sujet entre les sessions. Il a été proposé dans la littérature que la variabilité des mesures 
SMT pourrait être due à un chevauchement partiel du site de stimulation entre les différentes 
sessions de stimulation (Carroll, Riek, & Carson, 2001). Malgré le fait que les stimulations 
aient été faites par le même expérimentateur à travers les sessions, la bobine a été manipulée à 
la main ce qui pourrait avoir contribué à la variabilité intra-individuelle. Toutefois, le site 
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stimulation étant assisté par un système de neuronavigation, l’apport de ce facteur dans la 
variabilité est probablement minime. 
4.4 Le focus attentionnel 
Le focus attentionnel est un autre élément pouvant influencer la magnitude de la 
plasticité induite expérimentalement. Par exemple, pendant un protocole de SAP, lorsque les 
sujets dirigeaient leur attention sur la main stimulée, la plasticité induite dans le cortex moteur 
controlatéral était plus grande que lorsqu’ils portaient attention à la main non-stimulée ou 
étaient distraits par une tâche cognitive complexe (Stefan, Wycislo, & Classen, 2004). Des 
résultats similaires ont été obtenus dans une étude semblable utilisant le protocole de SMTr à 
5 Hz (Conte et al., 2007). Dans une autre étude utilisant la iTBS et la SAP, l’excitabilité 
corticale a été augmentée avec succès par les deux protocoles seulement chez les participants 
engagés dans une tâche de discrimination visuelle avec des demandes attentionnelles basses. 
Les effets sur l’excitabilité n’étaient pas significatifs lorsque ces participants faisaient une 
tâche sollicitant une grande charge attentionnelle durant la stimulation (Kamke et al., 2012). 
Donc, l’attention semble être un facteur important dans l’induction expérimentale de la 
plasticité puisqu’elle peut fluctuer considérablement à l’intérieur même d’une session de 
stimulation et surtout entre les différentes sessions de stimulation. Étant donné, encore une 
fois, que tous nos sujets ont subi quatre fois le même protocole iTBS, il est difficile de garantir 
un même niveau attentionnel d’une session à une autre. Le niveau d’attention a pu être 
influencé par la simple familiarité du sujet avec le protocole au fil des sessions. De plus, la 
basse intensité du stimulus délivré durant la iTBS rend le protocole ennuyeux; plusieurs sujets 
ont rapporté de la somnolence suivant la stimulation. Puisque nous n’avons pas donné de 
directives attentionnelles aux sujets dans la présente étude, il ne peut être exclu 
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que « l’inattention » à la stimulation ait pu conditionner, du moins en partie, la variabilité intra 
et interindividuelle observée.  
4.5 Métaplasticité   
Dans notre étude, les sujets étaient stimulés à deux reprises par un même protocole de 
iTBS en l’espace d’environ 2 heures. Initialement, nous nous attendions à une influence 
métaplastique ressemblant à celle observée dans l’étude de Cohen et al. (2010) décrite dans 
l’introduction. Leurs résultats suggèrent qu’une première session de SMTr à 20 Hz met en 
branle des mécanismes métaplastiques qui facilitent l’induction de la plasticité par une 
deuxième session de SMTr 24 heures plus tard (Cohen et al., 2010). Or, l’utilisation d’un 
protocole iTBS dans notre étude versus la SMTr pourrait ne pas avoir été un choix optimal. En 
effet, les études suggèrent que l’utilisation de deux sessions de iTBS subséquentes ne semble 
pas mener à un effet métaplastique similaire à celui élicité par la SMTr décrit dans l'étude ce 
Cohen et al. Au contraire, en accord avec le modèle de la métaplasticité de Bienenstock-
Copper-Munro (BCM) (Bienenstock, Cooper, & Munro, 1982), l’induction de la plasticité par 
la iTBS devient plus difficile lors de la deuxième session de stimulation. Selon le modèle 
BCM, la capacité d’un protocole à induire de la plasticité neuronale via les mécanismes de 
PLT ou DLT semble contrôlée par un mécanisme homéostatique désigné sous le nom de 
métaplasticité.  Ainsi, l’activité au niveau d’une synapse affecte la plasticité subséquente des 
synapses voisines. Le seuil d’induction de la PLT ou la DLT au niveau d’un ensemble de 
synapses dans un neurone varie donc en fonction l’histoire de l’activité neuronale post-
synaptique (Abraham, 2008; Bienenstock et al., 1982). Le seuil pour produire de la PLT 
augmente si le niveau d’activité neuronale antérieure était haut et diminue s’il était bas. Donc, 
un protocole de iTBS qui, on croit, induit de la PLT pourrait ne plus le faire et même induire 
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de la DLT si l’activité neuronale préalable a excédé un certain niveau. En revanche, un 
protocole inhibiteur d’excitabilité neuronale tel que la cTBS, pourrait ne plus induire de la 
DLT ou même induire de la PLT si l’activité neuronale antérieure a été réduite à un certain 
niveau (Bienenstock et al., 1982; Mastroeni et al., 2013). Pour tester la théorie, plusieurs 
études ont examiné l’effet d’un protocole de plasticité en manipulant préalablement l’activité 
neuronale par un autre protocole de plasticité (Doeltgen & Ridding, 2011; Mastroeni et al., 
2013; Murakami, Müller-Dahlhaus, Lu, & Ziemann, 2012; Todd et al., 2009). Par exemple, 
Murakami et al. (2012) ont étudié l’effet d’une première session de iTBS ou de cTBS (session 
non-amorcée) sur les changements de plasticité induits par une deuxième session de iTBS ou 
de cTBS (session amorcée). Les deux sessions de stimulation étaient séparées par un intervalle 
de 15 minutes. Lors de la première session, la iTBS a augmenté l’amplitude des PEMs, alors 
que la cTBS l’a diminuée. La combinaison de deux protocoles identiques (iTBS-iTBS, cTBS-
cTBS) a mené à une suppression des effets de la deuxième session sur les PEMs. Inversement, 
la combinaison de deux protocoles différents (cTBS-iTBS, iTBS-cTBS) a accentué l’effet de 
la deuxième session sur le changement des PEMs. Ainsi, conformément à la théorie BCM, 
l’effet inhibiteur de la cTBS sur l’excitabilité neuronale a facilité l’induction subséquente de la 
PLT par la iTBS, alors que l’effet excitateur de la iTBS a favorisé la génération de DLT par un 
protocole de cTBS subséquent. Toujours en accord avec la théorie, lorsque l’excitabilité 
corticale a été augmentée par la iTBS en premier lieu, une deuxième session de iTBS n’a pas 
réussi à mener à une augmentation supplémentaire. En fait, elle a entrainé un diminution des 
PEMs (Murakami et al., 2012). Une autre étude a systématiquement fait varier l’intervalle 
entre deux protocoles identiques de TBS. Gamboa et al. (2011) ont appliqué soit deux sessions 
de cTBS ou de iTBS séparées par un intervalle de 2, 5 ou 20 minutes. La suppression 
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homéostatique des effets plastiques induits par la TBS a été observée pour la cTBS lorsque 
l’intervalle inter-cTBS était de 2 et 5 minutes. Dans le cas de la iTBS, la suppression des effets 
a été observée pour les intervalles inter-iTBS de 5 et 20 minutes (Gamboa et al., 2011). Dans 
l’étude de Mastroni (2013), des effets métaplastiques semblables ont été trouvés avec un 
intervalle inter-TBS de 30 minutes (Mastroeni et al., 2013). L’ensemble des ces résultats 
montrent que deux sessions de TBS consécutives peuvent évoquer des effets homéostatiques 
métaplastiques et ce, avec des intervalles inter-TBS variant de 2 à 30 minutes.  
Dans notre étude, la possibilité d’une interaction homéostatique issue de la succession 
de ces protocoles ne peut donc être exclue. Cependant, l’effet d’un intervalle inter-iTBS aussi 
long sur la régulation de la plasticité n’ayant pas été explicitement testé dans la littérature, il 
est difficile de commenter davantage. Il est toutefois peu probable que nos résultats soient 
expliqués par des effets homéostatiques de cette nature puisque l’amplitude PEMs pré-iTBS 
lors de la deuxième session de iTBS n’était pas différente de celle des PEMs pré-iTBS de la 
première session. De plus, vu les effets variables et non-systématiques de la iTBS d’une 
session à l’autre, on peut difficilement raccorder nos résultats à une quelconque influence 
métaplastique provenant du cortex moteur. Finalement, en ce qui concerne l’histoire de 
l’activité neuronale avant la première intervention iTBS dans chaque condition, on peut 
difficilement assurer que l’excitabilité corticale était dans un état « neutre » pour tous les 
sujets. Les participants n’avaient pas reçu d’instructions spécifiques concernant l’activité 
motrice de leur main pour les heures précédant l’expérimentation. Cependant, ils étaient tous 
au repos pendant au moins 1 heure avant l’application de la première session de iTBS et ce, 




Cette étude avait comme objectif d’examiner si une courte période de sommeil durant 
le jour entre deux sessions de iTBS était suffisante pour augmenter l’effet de la seconde 
session de iTBS sur l’excitabilité corticale au niveau de M1. Pour le moment, cette question 
reste sans réponse puisque la iTBS n’a pas mené aux changements plastiques escomptés de 
prime abord. Toutefois, les résultats obtenus n’en sont pas pour le moins pertinents. Nous 
avons trouvé que la réponse à la iTBS variait considérablement entre les individus ainsi que 
pour un même individu entre les différentes sessions de stimulation. Tel qu’abordé dans la 
discussion, plusieurs facteurs comme la variation temporelle des effets maximaux de la iTBS, 
l’intensité du stimulus du protocole, le focus attentionnel ou encore l’historique de l’activité 
neuronale ont pu contribuer à cette variabilité. Malgré notre effort de standardiser bon nombre 
de ces facteurs, la variabilité a subsisté. Récemment, il a été suggéré que la variation 
interindividuelle dans la réponse neuroplastique suite à la iTBS est due aux différences des 
réseaux intracorticaux activés par chaque impulsion de SMT et non à un manque intrinsèque 
de plasticité synaptique au niveau des neurones corticaux chez certains individus (Hamada et 
al., 2013). Cette variabilité soulève également des questions concernant les paramètres de 
stimulation optimaux. Bien que plusieurs études aient modifié le protocole de TBS classique 
en changeant le nombre d’impulsions (Gamboa et al., 2010; Hsu et al., 2011; Stefan, Gentner, 
Zeller, Dang, & Classen, 2008), l’intensité (Brückner, Kiefer, & Kammer, 2013; Murakami et 
al., 2012) et la fréquence de la stimulation (Nyffeler et al., 2006; Wu, Shahana, Huddleston, & 
Gilbert, 2012) ou la direction du courant (Jacobs et al., 2012; Mastroeni et al., 2013), il 
n’existe pas de consensus quant aux paramètres idéaux puisque la variabilité est toujours 
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présente. Finalement, nous n’avons pas observé d’effet métaplastique sur  l’excitabilité 
corticale résultant de la succession de deux protocoles de stimulation. Il est possible que 
l’utilisation de la iTBS comme protocole d’amorçage n’ait pas été le meilleur choix puisqu’il 
semble que la combinaison de deux protocoles TBS identiques mène à une suppression des 
effets neuroplastiques de la deuxième session de stimulation (Gamboa et al., 2011; Mastroeni 
et al., 2013). Inversement, il a été rapporté que d’amorcer un protocole facilitateur comme la 
iTBS par un protocole inhibiteur comme la cTBS augmente les effets de la iTBS sur 
l’excitabilité corticale (Mastroeni et al., 2013; Murakami et al., 2012). Dans le futur, il serait 
donc intéressant de combiner un protocole d’amorçage différent à celui des sessions de 
stimulation subséquentes afin de mobiliser des mécanismes métaplastiques permettant une 
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Annexe 1 : Liste des questionnaires 
1- Questionnaire général maison 
2- Inventaire de dépression de Beck (BDI-II) 
3- Inventaire d’anxiété de Beck (BAI) 
4- ASTA-state  
5- ASTA-trait 
6- L’index de qualité de sommeil de Pittsburgh (IQSP)  
7- Chronotype 

















Antiviral herpétique (Forscanet, Ganciclovir)  
Antirétroviral (Ritonavir) 
Traitement de malaria (Chloroquine, Mefloquine) 
Antimicrobien (Imipenem) 
Antibiotiques (Pénicilline, Ampicilline, Céphalosporine, Métronidazole, Levoflaxacine) 
Antituberculeux (Isoniazide)  
Immunosuppresseurs (Ciclosporine)  





Agonistes de GnRH (Lupron) 
Agonistes de GABA (Baclofen)  
Hormonothérapie 
 
 
