Abstract. Modern algorithm theory includes numerous techniques to attack hard problems, such as approximation algorithms on the one hand and parameterized complexity on the other hand. However, it is still uncommon to use these two techniques simultaneously, which is unfortunate, as there are natural problems that cannot be solved using either technique alone, but rather well if we combine them.
Introduction
The traveling salesperson problem (TSP) is one of the most prominent optimization problems with numerous practical applications. Worst-case analyses show that it is indeed one of the hardest problems with respect to approximability because, provided that P = NP, there is no polynomial-time approximation algorithm for TSP with an approximation ratio bounded by a polynomial in the problem instance size [H2] . This holds true even if the distances between vertices are represented in unary. 1 An important generalization of TSP which naturally and frequently appears in a number of applications is TSP with time windows. Here, for some of the vertices of the input graph, an opening and a closing point of time for a window is given, and the respective vertex must be visited while the window is open.
The importance of TSP with time windows has been recognized in operations research, and a multitude of both exact (yet exponential-time) algorithms and heuristics (yet without performance guarantee) have been proposed; for a survey, see [CDD + ]. It is due to the hardness of TSP with time windows that so far, it has not been possible to establish (reasonable) performance guarantees. (Unaltered) TSP is already one of the hardest known problems with respect to its worst-case approximability, so there is no hope for (decent) approximability results regarding TSP with time windows.
However, it is a somewhat surprising fact that TSP is sometimes not quite as hard as it looks, not only from a practical point of view, but also in worst-case analyses. Indeed, metric TSP ( TSP) can be solved efficiently with an approximation guarantee of 1.5 [C] and, using the concept of approximation stability [H1] , [BHK + ], [FHPS] , quite a few papers have shown that even for a relaxation of the metricity constraint by relaxing the triangle inequality to the so-called β-triangle inequality for some β > 1, i.e.,
c({v i , v j }) ≤ β · c({v i , v z }) + c({v z , v j })
for any three vertices v i , v j , v z , a constant approximation ratio can be achieved in polynomial time [AB] , [A] , [BC] , [BHK + ]. More precisely, TSP on input instances satisfying a relaxed β-triangle inequality, β TSP for short, can be approximated in polynomial time within min{β 2 + β, 3 2 β 2 , 4β}.
1 Efficient algorithms on inputs represented in unary would translate to efficient algorithms for the special case where the distances between vertices are "natural" in that they are bounded by a polynomial in the number of vertices. All of our results, while naturally expressed with no regard to the arity of the input representation, carry over to the unary case. Now, not only can TSP be restricted to metric and near-metric inputs, but also TSP with time windows can be similarly restricted. In this paper we focus on the special case of TSP with time windows, where the opening time is set to zero for all vertices. We call the closing time the deadline and the resulting problem TSP with deadlines or DLTSP for short.
2 Naturally, DLTSP is at least as hard as TSP. We will show that it is even harder by proving that there is no polynomial-time o(|V |)-approximation algorithm for metric DLTSP, while metric TSP, as mentioned above, admits a constant approximation algorithm. Attacking a problem that is even harder than TSP calls for strategies more sophisticated than those commonly employed.
Our strategy of choice will be to combine two well-known strategies, namely approximation and parameterization. These are rarely used in conjunction, although the idea can be found in the literature since the early nineties [CC] . Most of the publications combining these approaches use the approximation guarantee as the parameter, thereby establishing efficient polynomial-time approximation schemes (EPTAS) [CT] . Likewise, counting problems have been attacked using randomized parameterized approximation algorithms [AR] .
Here, we use a parameter that is completely independent from the approximation guarantee. Therefore, we can apply this idea to problems that are APX-hard or do not admit a polynomial-time algorithm with a constant approximation ratio in the nonparameterized case. Throughout this paper, input instances will be parameterized in the most natural way, i.e., by the number of vertices that have a deadline assigned to them.
The good news is that there exists a parameterized 2.5-approximation algorithm for metric DLTSP. The bad news is that there is no parameterized approximation algorithm for metric DLTSP with approximation ratio < 2 − ε unless P = NP. (This implies that, as long as we insist on exact solutions, metric TSP with deadlines is not fixed-parameter tractable. In other words, neither approximation nor parameterization alone would yield tractability.) This lower bound even holds for metric DLTSP with as few as two deadlines.
As another lower bound, we will establish that there is no parameterized o(|V |)-approximation algorithm for TSP with deadlines in the near-metric case. This bound already holds for an arbitrary small deviation from metricity and already in the case of a single deadline vertex, rendering any conceivable parameterized approach useless. In other words (see [BHK + ]): While TSP admits a stable approximation algorithm with respect to the parameter β, we show that TSP with a constant number of deadlines does not.
All these inapproximability results directly carry over to the respective variations of TSP with time windows.
The paper is organized as follows: In Section 2 we introduce the concept of parameterized approximation and formally define TSP with deadlines. Section 3 contains a parameterized approximation algorithm for metric TSP with deadlines. We prove inapproximability results for parameterized approximation in Section 4 and for nonparameterized approximation in Section 5.
Definitions
We assume that the reader is familiar with the concepts of parameterized complexity and approximation algorithms. Detailed introductions can for instance be found in [DF] and [H1] . Definition 1. A parameterized optimization (or decision, resp.) problem is a pair (U, κ) such that U is an optimization (or decision, resp.) problem and κ is a parameterization of U , i.e., a function which maps all admissible inputs of U to N. By k-U , we denote the (non-parameterized) restriction of U where only those inputs x are admissible that have κ(x) ≤ k.
We define fixed-parameter algorithms as follows:
• there exist a function f and a polynomial p such that for all input instances x of U , the running time Time A (x) of A on x can be bounded by
Those problems that admit an fpt-algorithm form the class of fixed-parameter tractable problems, denoted by FPT.
We will show that we cannot guarantee a good approximation ratio for metric TSP with deadlines if we restrict ourselves to polynomial-time approximation algorithms. Besides, we prove that there is no fpt-algorithm solving this problem exactly (unless P = NP). We therefore combine both approaches to design a practical algorithm. This combination gives rise to the notion of fpt-approximation algorithms.
Definition 3. Let (U, κ) be a parameterized optimization problem. An algorithm A is an fpt-α-approximation algorithm for (U, κ) iff
• A is an α-approximation algorithm for U ; and • there exist a function f and a polynomial p such that for all input instances x of U , the running time Time A (x) of A on x can be bounded by
We now define formally TSP with deadlines, which the remainder of this paper is concerned with.
Definition 4. Let G = (V, E) be a complete graph with edge weights c:
Definition 5. The problem β DLTSP is defined as follows.
Instance:
A complete weighted graph
Find a minimum-weight Hamiltonian cycle satisfying all deadlines. Parameter: |D|.
For the most common case of β = 1, we use the abbreviation DLTSP := 1 DLTSP.
In Section 5 we will show that DLTSP is not approximable with an approximation guarantee in o(|V |). Therefore, we use the concept of parameterized approximation to obtain a useful algorithm for DLTSP.
We start with a lemma describing the change in the cost of a path, in a graph satisfying the relaxed triangle inequality, when a subpath is replaced by the direct edge between its endpoints.
Lemma 1. Let G = (V, E) be a complete graph with edge weights c: E
, where cost(P) denotes the sum of edge weights along the path. Furthermore, there exists a graph such that this estimation is tight.
Proof idea. The inequality can easily be proven by induction. For a tight example, see Figure 1 . 
A Parameterized Approximation Algorithm for ∆DLTSP
If only we knew the order in which the deadlines are visited in an optimal solution we could try to start with this order and somehow insert the remaining vertices. As k is a constant, we can exhaustively try every permutation of deadlines to obtain this information. Unfortunately, inserting the remaining vertices into this sequence in an optimal way is still a hard problem. Therefore, Algorithm 1 just inserts them after the last deadline. This results in a 2.5-approximation.
Algorithm 1
Input: A complete weighted graph G = (V, E, c) with n vertices and deadline set
Concatenate the linear order of the deadline vertices and the Hamiltonian tour X and obtain an Eulerian tour
Output: The cheapest of all computed Hamiltonian cycles H π satisfying all deadlines, if one exists; an error message, otherwise. Proof. Let I be an input instance for DLTSP, consisting of a complete graph G = (V, E) with edge weights c: E → Q + and a set of deadlines (s, D, d) . Let n denote the number of vertices of G and let k = |D| denote the number of deadline vertices.
Algorithm 1 first computes the Hamiltonian tour X using Christofides' algorithm. This can be done in time O(n 3 ) [PS] . Afterwards, the algorithm considers all k! possible linear orderings of the vertices in D. For each of these orderings, it checks its feasibility, which can be done in time O(k), and constructs the Hamiltonian tour H π for each feasible ordering π, a construction which can be done in constant time for any feasible ordering. This establishes the claimed bound on the running time.
Algorithm 1 cannot output a solution that misses a deadline because it checks this condition for every candidate. Let us therefore show that it finds a feasible solution for DLTSP if such a solution exists. Let F be a feasible solution for the given instance. Let π be the order of deadline vertices given by F. Then Algorithm 1, too, considers this order π of the deadline vertices and computes a corresponding Hamiltonian tour H π . This tour starts in s and visits the vertices of D in the order described by π directly after s. F also starts in s and uses the same order on D, but may visit some other vertices in between. Hence, H π reaches every deadline vertex at the time when it would be visited by F or even earlier. Thus, H π is a feasible solution, and Algorithm 1 outputs a feasible solution, too.
Let us now prove the upper bound on the approximation ratio. Let Opt be an optimal solution for I and let Sol be the solution computed by Algorithm 1. Let π be the order of the deadline vertices in Opt. Then Algorithm 1 considers the tour H π and we have cost(Sol) ≤ cost(H π ).
The tour H π is a shortening of the Eulerian tour U π which consists of two cycles, first by a cycle C through the vertices in D ∪ {s} ordered according to π , and second by a Hamiltonian tour X through all vertices in V \D.
We have cost(C) ≤ cost(Opt) because C is just a shortening of Opt. Moreover, cost(X ) ≤ Note that this algorithm only works if the -inequality holds. If just the β -inequality holds for some β > 1, visiting the deadline vertices first does not guarantee that all of the deadlines are reached in time since direct edges between deadline vertices may be much more expensive than longer paths (see Lemma 1).
Lower Bounds for k-∆ β DLTSP
At first sight, Algorithm 1 seems to have three major problems. First, it has running time exponential in the number of deadlines. Second, it only works if the -inequality holds, i.e., for β > 1, it does not necessarily find a feasible solution, let alone a good one. Finally, its approximation ratio is only 2.5. We discuss whether polynomial time is possible in Section 5; the other problems are both handled here. First, let us show that for the near-metric case, no algorithm with a constant approximation ratio exists which would solve TSP with a single deadline vertex only (i.e., 1-β DLTSP), unless P = NP. In a second step, we will show that there is no (2 − ε)-approximation algorithm (again, unless P = NP) for metric TSP with as few as two deadline vertices, i.e., 2 − ε is a lower bound on the approximability of 2-DLTSP. Theorem 2. Let β > 1 and 0 < h < 1. There is no polynomial-time algorithm for 1-β DLTSP with approximation ratio
Proof. By means of a reduction, we will show that such an approximation algorithm could be used to solve the HAMILTONIAN PATH problem, i.e., the problem of deciding whether a given undirected graph contains a Hamiltonian path or not, which is NPcomplete [GJ] . Let β > 1 and 0 < h < 1, and let G = (V , E ) be an input instance for the HAMILTONIAN PATH problem with |V | = n. We construct a complete graph G = (V, E, c) for the β DLTSP as follows: {a 1 , . . . , a 2 p+1 } and assign to every e ∈ E the cost
All other edges have maximal possible costs such that the β -inequality is satisfied (see Figure 2 ). Here, γ may be chosen arbitrarily, provided
Note that γ > n/2 implies 4 pγ > γ +n −1, which will be useful later in this proof. This graph satisfies the β -inequality because γ > n/2(β − 1) implies γ > 1/2β. A path that visits some v i or v j after v p cannot reach this deadline because it causes an additional cost of at least (β − 1)2γ ≥ (β − 1)2(n/2(β − 1)) > n − 1 on the way from s to v p compared with the shortest path from s to v p . If a path costs n or more in V before visiting any vertex in {v 1 , . . . , v p }, the deadline will also be missed, regardless of the path to v p . Finally, a path that visits some a i before v p will also violate this deadline because among all those paths from s to v p which contain one of the vertices a i , the path from s via all of the a i to v p is the least expensive, and this one already costs
Assume G contains a Hamiltonian path P. Then an optimal solution for k-β DLTSP is (s, v 1 , . . . , v p−1 , P, v 1 , . . . , v p , a 2 p+1 , . . . , a 1 , s) . This cycle costs exactly 4 pγ + γ + n − 1.
Otherwise, an optimal solution cannot visit all vertices in V before reaching v p . Furthermore, it must visit all vertices v i , v i for i = 1, . . . , p − 1 before v p . Therefore, it must visit some vertex in V after v p . To do so, it must use some edge from a vertex in {v p } ∪ {a i | i = 1, . . . , 2 p + 1} to some vertex v ∈ V . By Lemma 1, such an edge costs at least β log 2 ( p) pγ . In order to leave V again, another expensive edge must be used. Thus, an optimal solution costs at least 2β log 2 ( p) pγ + 4 pγ + γ + n − 2 if G does not contain a Hamiltonian path.
This leads to the ratio
4 .
Our choice of p ensures p > 1 4
(h(|V |)) and hence
Therefore, a polynomial-time algorithm for the 1-β DLTSP with approximation ratio (β log 2 (h) + |V | log 2 (β) ) for any 0 < h < 1 and any k ∈ N, unless P = NP.
We can use a similar construction to obtain a lower bound of 3 2 − ε on the approximation ratio for 1-DLTSP. Compared with the ratio 5 2 of Algorithm 1, this leaves a rather large gap. The next theorem shows that for 2-DLTSP we can raise the lower bound to 2 − ε. Note that any bound larger than 2 + 1 219 + ε, would directly imply a lower bound of 220 219 + ε for TSP, improving the currently best known lower bound from [PV] .
Theorem 3.
There is no polynomial-time algorithm for 2-DLTSP with approximation ratio 2 − ε for any ε > 0 unless P = NP.
Proof. Let ε > 0. We show that such an approximation algorithm for 2-DLTSP could be used to solve the HAMILTONIAN PATH problem. Let G = (V , E ) be an input instance for the HAMILTONIAN PATH problem with |V | = n. We construct a complete graph G = (V, E, c) for β DLTSP as follows:
Furthermore, we set
where γ may be chosen arbitrarily, provided
This easily yields (4n 2 − 2)/(4γ + 2n 2 − 1) < ε. Note that this graph satisfies theinequality. Finally, we assign the maximal possible costs satisfying the -inequality to all other edges. Then the distance between v 1 ∈ V 1 and v 2 ∈ V 2 is exactly 2γ . An edge between v 1 ∈ V 1 and D 2 costs γ + n 2 . We set d(D 1 ) = 2γ + n − 1 and d(D 2 ) = 4γ + n 2 − 1. Now, assume G contains a Hamiltonian path P. An optimal solution for 2-DLTSP starts in s, follows P in V 1 , and reaches D 1 in time 2γ + n − 1. After this, it follows P in V 2 , visits D 2 at 4γ + n 2 − 1, and returns to s. This cycle costs 4γ + 2n 2 − 1. If G contains no Hamiltonian path, it is not possible to visit all vertices in V 1 before reaching D 1 . Hence, an optimal solution can reach D 1 in time 2γ + l by visiting l + 1 vertices in V 1 , but l + 1 < n. Thus, this solution must visit some vertex v 1 in V 1 later, but it cannot visit v 1 directly after D 1 because that would violate the second deadline D 2 , as it would reach D 2 no earlier than 2γ + l + 2γ + n 2 > 4γ + n 2 − 1. Therefore, this solution must go straight on to D 2 . On its way, it can visit some vertices in V 2 , but not all of them, as this would cost at least γ + (n − 2)n + 2n + γ = 2γ + n 2 . After visiting D 2 , this solution must go back to V 1 and V 2 and return to s in the end. D 2 is reached no sooner than at time 4γ , and the way back costs at least 4γ .
We obtain the ratio
Therefore, a (2 − ε)-approximation algorithm for 2-DLTSP could be used to solve the HAMILTONIAN PATH problem.
Corollary 3.
There is no fpt-approximation-algorithm for DLTSP with approximation ratio 2 − ε for any ε > 0 unless P = NP.
Lower Bounds for ∆DLTSP
In the previous sections we have seen that DLTSP allows for a parameterized approximation algorithm with approximation ratio 2.5 and we established a lower bound of 2−ε on the parameterized approximation ratio. Now, we will show that this parameterized approach is crucial to obtaining a constant approximation ratio.
In fact, if we assign to all the vertices of a (metric) graph the same deadline, namely the minimum length (which we now interpret as duration) of a Hamiltonian path, finding feasible solutions means solving the HAMILTONIAN PATH problem. Yet beyond, we would like to prove that DLTSP is hard, irrespective of how hard it might be to find feasible solutions. In order to accomplish this, let us define formally a slight variation of DLTSP. The idea is to augment the input to any algorithm for the problem by one feasible solution.
Definition 6. The problem β DLTSP * is defined as follows.
Instance:
A complete weighted graph G = (V, E, c) satisfying the β -inequality, deadlines (s, D, d) for G, and a Hamiltonian cycle C satisfying all deadlines.
Goal:
Again, we use the abbreviation DLTSP * := 1 DLTSP * .
As a consequence, finding a feasible solution becomes trivial for DLTSP * . We are now ready to show why DLTSP * is nevertheless hard.
Theorem 4.
There is no polynomial-time algorithm for DLTSP * with approximation ratio ((1 − ε)/2)|V |, for any 0 < ε < 1 unless P = NP.
Proof. We show that such an approximation algorithm could be used to solve the HAMILTONIAN PATH problem. Let G = (V , E ) be a graph with |V | = n as in the proof to Theorem 3. We construct a complete weighted graph G = (V, E, c) for DLTSP as follows. Let k be an even number such that
is a huge number. (By the choice of k, we have k > (1 − ε)(n + k + 4), which makes the denominator of the first fraction in this expression positive.) Note that these edge weights satisfy the -inequality. We assign to all other edges the maximal possible costs such that the -inequality remains satisfied. Figure 4 shows the resulting graph. For these values of γ and k, we obtain
by a short calculation. We assign the deadlines as follows: This guarantees that only a solution that finds a Hamiltonian path in G can visit D 2 before D 1 . Hence, it can reach D 3 within time 5n whereas every alternative solution reaches D 3 no earlier than 6n + 1. Furthermore, it is only possible to visit F k−1 , F k−3 , . . . , F 5 , F 3 before F 1 if D 3 is not visited after 6n. Now, we set the additional deadlines d(F i+1 ) = d(F i ) + γ for i = 1, . . . , k − 1.
If G has a Hamiltonian path, any optimal solution on our input instance visits the vertices F k−1 , F k−3 , . . . , F 5 , F 3 before visiting F 1 and follows the path F 2 , F 4 , . . . to F k , resulting in a cost of 5n + n + k 2 − 1 n + γ + k 2 − 1 n + γ = kn + 4n + 2γ.
( ) Conversely, if there is no Hamiltonian path in G , any solution is forced to visit F k−1 , F k−3 , . . ., F 5 , F 3 after F 1 , which, in any case, is reached between times 6n+1+(k/2−1)n and 7n + (k/2 − 1)n. Thus, it must follow the path F 2 , F 3 , . . . , F k−1 , F k in order to meet every deadline. Finally, it must travel back to s. Altogether, this leads to costs of at least
It is straightforward to divide ( ) by ( ):
(Note that G contains exactly k + n + 4 vertices.) Since algorithms for DLTSP * need to be given one feasible tour as part of their input, let, for some Hamiltonian path P of G| V , C be the tour (s, P , D 1 , D 2 , D 3 , F 1 , F 2 , . . . , F k ). This tour satisfies all of the deadlines and obeys the analysis at ( ).
Hence, a ((1 − ε)/2)|V |-approximation algorithm would need to find a Hamiltonian path in G in order to guarantee its approximation ratio and could thus be used to solve the HAMILTONIAN PATH problem.
Conclusions
We have successfully outlined a novel technique, i.e., using two established approaches in algorithmics, namely approximation algorithms and parameterized complexity in order to characterize broadly the hardness of a practical problem, TSP with deadlines. In the case of this problem, we have seen that either approach alone falls short of providing us with comparably satisfactory results. It is an interesting question how these methods can be applied to other problems. As to metric TSP with deadlines, it remains an open problem to narrow the gap between the presented lower and upper bounds.
