Abstract. We consider quadratic forms Q n = X 1 j<k n a jk X j X k ; where X j are i.i.d. random variables with nite third moment. We obtain optimal bounds for the Kolmogorov distance between the distribution of Q n and the distribution of the same quadratic forms with X j replaced by corresponding Gaussian random variables.
Introduction and results
Let X 1 ; X 2 ; : : : denote independent random variables (r.v.) such that E X j = 0 and E X 2 j = 1, j = 1; 2; : : :. Let A = A (n) = fa njk g n j;k=1 denote a symmetric matrix with eigenvalues n1 , : : : , nn ordered to be non increasing in absolute value. Throughout we shall assume that There exists an extensive literature on di erent probability problems for quadratic forms. One of the most important problems is the investigation of the asymptotic of distributions of quadratic forms G n and Q n . Sevastyanov (1961) described the class of distributions which are limits of G n as n ! 1. Whittle (1960 Whittle ( , 1964 obtained inequalities for moments of Q n similar to the Rosenthal inequalities for sums of independent r.v.'s and proved a Central Limit Theorem (CLT) under the additional condition that the matrices A (n) have a special quasi-diagonal structure. Varberg (1966) obtained conditions of convergence of Q n in quadratic mean and almost surely and investigated weak convergence of G n too. There is a number of papers on the convergence of quadratic forms Q n and especially of G n to various limit distributions. See, for example, de Jong (1987) (CLT for quadratic forms), Fox and Taqqu (1985, 1987 ) (limit theorems for quadratic forms G n of Gaussian r.v.'s with long-range dependence), Mikosch (1990 Mikosch ( , 1991 (functional CLT for quadratic forms, law of iterated logarithm). De Wet and Venter (1973) gave conditions under which the distribution of a quadratic form Q n converges to that of Rotar ' (1973) proved that under su ciently weak conditions on the matrix A and for large n the distribution of Q n is close to the distribution of G n . Rotar' and Gamkrelidze (1977) obtained bounds for the error of this approximation which were improved by Rotar' and Shervashidze (1985) . Below we formulate their result. We shall use the following notation:
F j (x) = P fX j xg; Here and in what follows we shall consider matrices A with zero diagonal only, that is, a njj = 0 for 1 j n.
Theorem (Rotar', Shervashidze (1985) ). Let < 1=2. Then where C is an absolute constant.
The aim of our paper is to improve this bound for independent identically distributed (i.i.d.) X 1 ; X 2 ; : : : ; X n under various assumptions on the spectra of the matrices A. We apply these results in particular to investigate the rate of convergence of the distributions of Q n to Gaussian distributions. Write n (A; F) = sup x P Q n x ? P G n x ; 4 F. G OTZE A. N. TIKHOMIROV and n (A; F) = sup x P Q n x ? (x) ;
where F denotes the distribution function (d.f.) F(x) = P fX 1 xg, and A the symmetric matrix of coe cients of Q n . We shall assume that the matrices A = A (n) satisfy the same conditions as in the paper of Rotar' and Shervashidze (1985) . That is, we assume (1.1) and a njj = 0; j = 1; : : : ; n: (1. 2) Throughout the paper we shall suppose that X; X 1 ; X 2 ; : : : are i.i.d and E X = 0; E X 2 = 1; 3 = E X 3 < 1:
By C (with an index or without it) we shall denote absolute constants, whereas C( ; ) will denote positive constants depending on arguments. C(b 0 ) 3 L n ; if q 13:
Note that, if L n e ?1=2 the results of Theorem 3 are trivial. We shall assume that L n e ?1=2 , and therefore, log + L n = ? log L n . Random matrices. Let B = b jk be symmetric n n matrix such that the entries for k > j are independent r.v.'s independent of X; X 1 ; : : :. Assume that there exists a constant C 0 such that jb jk j C 0 ; E b jk = 0; and E b 2 jk = 2 for j > k: ( Nearly non stationary AR(1) processes. Assume that Z j (n), j = 1; : : : ; n, n = 1; 2; : : : is a the rst order autoregressive process with unknown parameter n = 1 ? n n , where n > 0, Z j (n) = n Z j?1 (n) + X j ; Z 0 (n) = 0; for all n: (2.11) Here X 1 ; X 2 ; : : : are i.i.d. r.v.'s satisfying condition (1.3). The least-squares estimate of the parameter n based on the observations Z 1 (n); : : : ; Z n (n) is given by
It follows from (2.11) and (2.12) that
Such processes described for instance in Chan and Wei (1987) and Rachkauskas (1996 Let X denote a copy of r.v. X which is independent of all other r.v.'s. Throughout e X denote a symmetrization of X, i.e. e X = X ?X. By N we denote the set of integer numbers f1; : : : ; ng. Let " " " = (" 1 ; : : : ; " n ) be a random vector with zero-one coordinates, which is independent of X 1 ; : : : ; X n . Write X = (X 1 ; : : : ; X n ) and j = (0; : : : ; 0; X j ; 0; : : : ; 0); j 2 N: By ; and k k we shall denote the Euclidean scalar product and the Euclidean norm respectively. For simplicity of notation, the index n will be omitted. In this notation we have Q = AX ; X , and f(t) = E expfitQg .
There is an extensive literature on the distribution of quadratic forms of the type R = kZ 1 + + Z n k 2 where Z j ; j 2 N; denotes a sequence of i.i.d. random vectors with values in R q assuming, non-degenerate covariance operators and nite third absolute moments.
Here the error of approximation by replacing Z j by Gaussian random vectors is of order n ?1=2 and depends on the smallest eigenvalue of the covariance of Z 1 . The rst result of this type is due to G otze (1979) . The crucial step of the proofs is an estimate of the characteristic function (ch.f.) of R using a symmetrization inequality reducing the quadratic form to a conditional linear form (see G otze (1979)). In our case this procedure yields the following result. 
Since the coordinates of e V are conditionally independent given " 1 ; : : : ; " n and e U, we have
Note that max j2N S j (" " ") KL; (3. In the case 0 6 = 0 we x a set J 1;j 0 which is not contained in the product used in the de nition of the function H( 0 ; 1;1 ; : : :; 1;5 ) (in this case we have at least three similar sets). We represent U 0 as 5 P j=1 U 0;j . Raising A ; U 0 to the power 0 we get a similar sum as in equality (3.13). For each term in this equality there exist at least two sets J 0;l 1 ; J 0;l 2 which are not involved in the product used in the de nition of this term. In the same way as above we obtain the estimate H(1; 
Spectral properties of sub-matrices
In order to estimate the right hand side of (3.4) we need lower bounds for su ciently many eigenvalues of the matrix A " " " = ? a " " "jk j;k2N with a " " "jk = (" j (1 ? " k ) + " k (1 ? " j ))a jk ;
where " " " = (" 1 ; : : : ; " n ) is a random vector with zero-one coordinates, which is independent of X 1 ; : : : ; X n : Introduce the diagonal matrix E with E(j; j) = " j . Then we have A " " " = E A (I ? E) + (I ? E) A E:
De ne for any J N the diagonal matrix E J with E J (j; j) = 1; if j 2 J and 0 otherwise. Let A J = E J A (I ? E J ) + (I ? E J ) A E J : By k (J); k 2 N; we denote the eigenvalues of the matrix A J , ordered to be non-increasing in absolute value.
Unfortunately, our assumptions are expressed in terms of spectral properties of A: Hence we need to nd a splitting " " " (respectively J) such that A " " " (respectively A J ) satis es all the necessary spectral conditions. To this end we will investigate the spectral properties of A " " " and A J in Lemmas 3.1{3.3.
Let q (R n ) denote the q-th exterior product of R n endowed with the Euclidean norm kxk 2 = In what follows let A^B denote the exterior product of the matrices A and B and let A^q = A^ ^A (q times) denote the exterior power of A, which maps q (R n ) into itself.
Let j r = (j 1 ; j 2 ; : : :; j r ) be a multi-index such that 1 j 1 < < j r n, r = 1; 2; : : :; q:
The symbol A j r k r will denote the minor of the matrix A with rows 1 j 1 < < j r n and columns 1 6 k 1 < < k r n. It is well-known that the j q ; k q entry of A^q, Proof of Lemma 4:1. Introduce a random vector " " " with i.i.d. Bernoulli coordinates " j ; j 2 N such that P f" j = 1g = p: Denote by A q and A " " "q the q-th exterior powers of the matrices A and A " " " respectively. The proof is based on the following relations:
E " " "q k( E A " " "q )xk; for any x 2 q (R n ); such that kxk = 1; (4.10) E A " " "j q k q = (2p(1 ? p)) q A j q k q for any j q ; k q such that j q \ k q = ?; Here k k 2 denotes the Frobenius-norm of matrix, i.e., kAk 2 Inequalities (4.10) and (4.14) imply E j " " "q j (2p(1 ? p) ) q jA q xj ? 16L:
Choosing here x as the eigenvector of A q corresponding to the eigenvalue q , kA q xk = j q j, we obtain E j " " "q j (2p(1 ? p)) q j q j ? 16L: (4.16) Let " " "k denote the k-th eigenvalue of A " " " (ordered in absolute value). Since " " "k 1 for all k 2 N we have j " " "q j q Y =1 j " " " j = j " " "q j: A " " "j q k q = X (?1) This proves (4.11).
Finally let j q \ k q 6 = ?: The assumption (1.2) yields (4.12) for q = 1. If q = 2; we note that jA " " "j q k q j = ja " " "jk 1 a " " "j 2 j j for j 2 j q \ k q : This implies for q = 2 and let q (k) and 0 q (k) denote the eigenvalues of the q-th exterior power of matrices C k and C 0 k respectively of largest absolute values. Note that j q (A)j is the operator-norm in the space of q-th exterior power of symmetric matrices, which is continuous with respect to the Frobenius-norm of matrices. It is well-known that j q (A)j ? j q (B)j q (A ? B) kA q ? B q k 2 for any symmetric matrices A and B (see Lancaster (1969, Ch. 6) Hence, for any x 2 q (R n ) such that kxk 2 = 1, we have P j " " "q j 2 2 p 2q j q j 2 P kA " " "q xk 2 2 p 2q j q j 2 :
Let x be the eigenvector of matrix A^q corresponding to the eigenvalue q . For the proof of the lemma it is su cient to estimate the quantity D n = P kA " " "q xk 2 2 p 2q j q j 2 :
Note that, for 0 u 1, ju ? vj 2 u 2 ? 2v:
Lyapunov's inequality, (4.14) and the last inequality together imply E kA " " "q xk 2 If for some xed k 0 and a multi-index i q k ; l q k ; j q k ; k = 1; 2; : : : ; 6, Note, for instance, that in the rst case the sum on the right hand side of (4.37) can be decomposed in a product of the following sums S ; = X i q ;l q ;j q X i q ;l q ;j q (i q ; l q ; j q ) (i q ; l q ; j q );
where the sets J and J have non-empty intersection, 1 6 = 6:
Let i 0 be the common index of J and J : For simplicity we can assume that i 0 is a common index for l q and j q : Expanding the determinants A " " "i q ;l q and A(") ^q i q ; j q in the common column, and the determinants A " " "i q ;j q , and A " " "i q ;l q in the common row and using a nii = 0, we can obtain the following estimate The last inequality proves(4.34) for the case 1). The proof of inequality (4.34) in the cases 2) and 3) is similar. Inequality (4.34) nally implies (4.32).
Some bounds for distributions of randomized linear forms
In this section we obtain the bounds for the last two terms in (4.4 Proof. Denote by 0 j the quantity Let n j the number of elements a lj such that k 2 N : ja kj j > j L j . Note that n j 1= 2 j , j = 1; 2; : : : ; n. Let n = P n 1 " j . The n has binomial distribution with parameters n; p. Assuming P f n > Cg (np) C ; C 3 (5.10) 
Remark. Note that the conclusions of this section still hold for non-i.i.d. r.v.'s X 1 ; : : : ; X n . Introduce the quadratic forms Q k = AX k ; X k with characteristic functions f k (t) = E expfitQ k g. We Using this formula for h k (t; ), we obtain that h k (t; ) = 
