We consider a generalization of the 2-server problem in which servers have di erent costs. We prove that, in uniform spaces, a version of the Work Function Algorithm is 5-competitive, and that no better ratio is possible. We also give a 5-competitive randomized, memoryless algorithm for uniform spaces, and a matching lower bound.
Introduction
In the weighted k-server problem we are given k mobile servers in a metric space M, with each server s i being assigned some weight i . At each time step a request r 2 M is issued, in response to which one of the servers, say s i , must move to r, at a cost equal to i times the distance from its current location to r. This is an online problem, in the sense that the decision of which server to move to r must be made before the next request is issued.
In general, due to the incomplete information about the input request sequence, an online algorithm cannot service it in an optimal fashion. The idea behind the competitive analysis approach is to evaluate the performance of an online algorithm by comparing its cost to the optimal (o ine) cost.
More speci cally, an online algorithm A is said to be C-competitive if the cost incurred by A to service each request sequence % is at most C times the optimal service cost for %, plus an additive constant independent of %. The competitive ratio of A is the smallest C for which A is C-competitive.
The unweighted case, with all i = 1, has been extensively studied during the last decade. The problem was originally introduced by Manasse, McGeoch and Sleator 21], who gave a 2-competitive algorithm for k = 2 and proved that, for any k, k is a lower bound on the competitive ratio. For k 3, Our results. We study the case k = 2. In uniform spaces, we prove that a version of the Work Function Algorithm is 5-competitive, and that no better ratio is possible, improving the upper bound from 15] . We also give a 5-competitive randomized, memoryless algorithm for uniform spaces, as well as a matching lower bound.
For arbitrary spaces, we prove that there is no memoryless randomized algorithm with nite competitive ratio. (A similar, although slightly weaker result was independently obtained by Koutsoupias and Taylor 20] .) This contrasts with the non-weighted case, for which memoryless algorithms exist for any k. For example, the harmonic algorithm is competitive for any k 5, 7] and, for k = 2, a memoryless 2-competitive algorithm is known 9, 14] .
Last, we propose a version of the problem in which a request is speci ed by two points, both of which must be covered by the servers, and the algorithm must decide which server to move to which point. For this version, we show a 9-competitive algorithm and we prove that no better ratio is possible. This generalizes the result from 11] for the 2-point 1-server request problem, as well as for the closely related cow-path problem 2, 23], which are both special cases when 1 = 1 and 2 = 0.
Throughout the paper, without loss of generality, we assume that 1 = 1 and 2 = 1. Thus s 1 and s 2 denote the expensive and the cheap server of the algorithm, respectively. Similarly, by a 1 and a 2 we denote the expensive and the cheap server of the adversary.
Randomized Memoryless Algorithms
In this section we consider randomized memoryless algorithms. Our model of a memoryless randomized algorithm is this: A memoryless algorithm is simply a function that receives on input the distances from each server to the request point r and the distance between the servers, and determines, for each server, what is its probability to be moved to r. In particular, the algorithm only moves one server, and only to the request point. This is a natural requirement since, in certain spaces, it may be possible to encode memory states by perturbing the other server position.
An Upper Bound for Uniform Spaces
The algorithm is as follows. If the request is on s 1 or s 2 , we do nothing. Otherwise serve the request by s 1 with probability p = 2 =(3 + ) and by s 2 otherwise. Intuitively, we move the expensive server after paying approximately 2=3 for the moves of the cheap server. As we will see in the next section, the choice of the constant 2=3 is optimal.
Theorem 1 There exists an algorithm (5 ? )-competitive against an adaptive on-line adversary.
Proof: Consider the algorithm described above. If the adversary moves, it is easy to check that, in each case, the potential increases by at most (5 ? ) times the adversary cost. So it remains to prove that when the adversary requests one of the positions of his server, the expected change of the potential plus the expected cost of the move of the algorithm is at most 0. If the adversary requests a point occupied by s 1 or s 2 , the statement is trivial.
Otherwise the expected cost of the move of the algorithm is p + (1 ? p) = (5 ? 2 )=(3 + ). Now we distinguish the cases; each of them requires some amount of routine calculations which we omit. In this section we prove that the choice of p in the previous algorithm is (asymptotically) optimal. Moreover, the lower bound holds even for the weaker oblivious adversary, while the upper bound is valid against the stronger adaptive online adversary.
Theorem 2 For any memoryless randomized algorithm for two weighted servers on a uniform space of three points, the competitive ratio against an oblivious adversary is at least 5.
Proof: We work in the uniform space of three points fa; b; cg. The algorithm only has one parameter, which is the probability p that a request unoccupied by a server is served by the expensive server. In each case we assume that at the beginning the expensive servers are at a and the cheap ones at b. We assume that ! 0, and all O-notation is relative to this. We prove a lower bound of 5 ? o(1), the bound of 5 follows by taking su ciently small.
First consider what happens if we repeat requests b and c in nitely long. Eventually, the algorithm moves the expensive server to b or c and the cheap server to the other of these two points. The expected cost of the algorithm is 1 + =p, since it will take on average 1=p of moves of the cheap server. We choose k large enough so that after the sequence (cb) k , the probability that the expensive server of the algorithm does not move is o(1) and the expected cost of the algorithm is 1 + =p ? o (1) . At the end, the probability that s 1 = b is at most 1=2, since the rst (non-trivial) request was to the point c.
Now consider a sequence of requests ((cb) k (ab) k ) l for k chosen as above and l = !(1). Let us call a subsequence of requests (cb) k or (ab) k a phase. Until the algorithm moves s 1 to b, it pays 1+ =p?o (1) for each phase. It takes on average at least 2 ? o(1) phases to move s 1 to b, so the total cost of the algorithm is 2(1 + =p)(1 ? o (1)).
The adversary strategy depends on the probability p. If (1)). The probability that the expensive server of the algorithm does not move during the rst 2m steps is q = (1 ? p) 2m . The expected cost of the moves by the cheap server during the rst 2m steps is =p ? q =p (the cost would be =p for an in nite sequence; with probability q we stop after m steps and save =p, which is the expected cost starting after 2m steps conditioned on the fact that we have at least 2m steps). If the expensive server moves, the additional cost is 1 + 2(1 + =p)(1 ? o (1)). So the total expected cost of the algorithm is at least (1 ? q) 3(1 + =p)(1 ? o (1)). Elementary calculations show that (1 ? q)=(2mp) = (1 ? o (1)). Thus the competitive ratio is at least
It follows that the competitive ratio is at least 5 in both cases. 2 
A Lower Bound for the Line
In this section we prove that no memoryless algorithm can achieve a nite competitive ratio, even if the underlying metric spaces is the line. A similar lower bound was obtained by Koutsoupias and Taylor 20] for the CNN problem. Our result is somewhat stronger, in two respects: the weighted 2-server problem on the line is a special case of the CNN problem and, unlike in 20], we do not assume that the algorithm is invariant with respect to scaling distances.
Lemma 1 Suppose that s 2 is at 0 and s 1 is at x at the beginning. The adversary alternates requests to points 2x and 0, for 2t steps total. Then the probability that at the end s 1 is at 0 is at most 1=2. Proof: As long as the algorithm keeps moving s 2 , the situation remains identical from a viewpoint of a memoryless algorithm. The rst request is on 2x so, if s 1 moves at all, it is more likely to end up at 2x than at 0, and the lemma follows. 2 Theorem 3 There is no competitive randomized memoryless algorithm for two weighted servers on the real line. Proof: The adversary repeats the same phase, doubling the scale every time. While the expected number of phases may be nite, the expected cost of the algorithm goes to in nity. More precisely, the expected cost of the algorithm will be (k), where k is the number of phases, while the optimal cost is 1 + 2 k , so for a small we prove an arbitrarily large lower bound on the competitive ratio. It remains to choose the parameters so that the request sequence is nite and xed in advance. Let c > 1 be an arbitrarily large integer constant. We prove that no memoryless algorithm can be better than c-competitive. Set = 2 ?2c . At the beginning, assume that s 2 and a 2 are at 0 and s 1 and a 1 are at 1. We continue in phases. In a phase i, we alternate requests to points 2 i and 0, total of 2 4c requests. We continue for 2c phases.
The optimal algorithm moves a 1 to 0 and serves all other requests with a 2 . The total cost is 1 + 2 2c = 2.
Let C i be expected cost of the algorithm in phases i + proving (1). The algorithm pays at least C 0 2c, so the ratio is at least c. 2 
Deterministic Algorithms
In this section we focus on deterministic algorithms. We start by an introduction of work functions. In the next two subsections we restrict our attention to uniform spaces, where the distance between any pair of distinct points is 1. We give a 5-competitive algorithm and prove that the ratio 5 is optimal.
In the last subsection we study a weaker version of the weighted 2-server problem; for this version we give a 9-competitive algorithm for an arbitrary metric space.
Work Functions. By (x; y) we denote the server con guration, where x is the location of the expensive server and y is the location of the cheap server. By ! % (x; y) we denote the work function on (x; y), de ned as the minimum cost of serving the request sequence % and ending in con guration (x; y). We can compute ! recursively by dynamic programming. Let % = r. If r 2 fx; yg then ! % (x; y) = ! (x; y). Otherwise, ! % (x; y) = min f! (r; y) + xr; ! (x; r) + yrg (1) where, for points u; v 2 M, by uv we denote the distance from u to v. Function ! % satis es the Lipschitz condition: for any x, y, u, and v, !(u; v) !(x; y) + xu + yv.
The Work-Function Algorithm for Uniform Spaces
For simplicity, in this section we assume that 1= = B is an integer. This is not a major restriction, since we are interested in the asymptotic behavior for ! 0.
For uniform spaces, if r = 2 fx; yg, formula (1) becomes ! % (x; y) = min f! (r; y) + 1; ! (x; r) + g. The Lipschitz inequality can be somewhat strengthened for uniform spaces: if x; y 6 = r then ! % (u; v) ! % (x; y) + 1, and, for any x and y, !(y; x) !(x; y) + 1.
To
Let's now examine ! % (x) in more detail. Suppose rst that x 6 = r. Let % = r and let q be the last request in , q 6 = r. If ! (r; y) + 1 ! (x; r) + then, trivially, ! % (x; y) ! (x; r) = ! % (x; r). If y 6 = q and ! (r; y) + 1 < ! (x; r) + , then ! % (x; y) = ! (r; y) + 1 ! (x; r) = ! % (x; r). Therefore,
If 1= is integer, then ! % (x) is realized by ! % (r; q)+1 but not by ! % (x; r) i ! (x; r) = ! (r; q)+1+ , that is when (x; r) is \coned up" from (r; q) in . Function !( ) satis es the following Lipschitz condition:
because if ! % (y) = ! % (y; z), then ! % (x) ! % (x; z) ! % (y; z) + 1 = ! % (y) + 1.
Lemma 2 Let % = r and let q be the last request in . The Work Function Algorithm (WFA) minimizes the current cost plus the optimal cost of the new con guration. Adapted to our problem, it will work as follows. Let the request sequence be ru, where r is the last served request and u is the new request we are about to serve. Let the current work function be ! = ! r and let the new work function be ! 0 = ! ru .
Algorithm MWFA: If the current con guration is (r; x), move the cheap server from x. If the current con guration is (x; r), we have two subcases: if ! 0 (x) = ! 0 (u) + 1, move the expensive server from x, otherwise move the cheap server from r.
Theorem 4 There is an online 5-competitive algorithm for the weighted 2-server problem in uniform spaces.
Proof: For = 1, WFA is 2-competitive 21, 12], so we can assume that < 1. We show that in this case MWFA is 5-competitive.
We divide the computation into phases, each phase ending when the expensive server moves. We de ne the potential function for con gurations at the beginning of each phase. Then the expensive server is always on the last request point r. Let ! be the current work function. If MWFA moved to r from q then !(q) = !(r) + 1. Thus, by (3), !( ) is minimized at r, that is !(r) = min x !(x).
Let a and b be the next two minima of !, not necessarily strict. That is, a 6 = r and !(a) = min x6 =r !(x), and b = 2 fr; ag and !(b) = min x= 2fr;ag !(x). We de ne the potential as Consider one phase, in which we go from state (!; r) to ( ; s). Thus (r) = (s) + 1. Without loss of generality, we can assume that !(r) = 0 (because we can uniformly decrease ! and by !(r)). Further, without loss of generality, we assume that the adversary does not make any requests on the points occupied by WFAs servers, for otherwise we can simply not change the current work function.
Lemma 2 implies that during the phase the work function on r increases by on each request except the last (Lemma 2.a applies to the rst request in a phase, and Lemma 2.b to all intermediate requests.) Since WFA pays for each such request, cost (r) ? !(r) + 1 = 2 + (s).
Let denote the old potential and 0 the new potential. We need to show that cost + 0 . We consider several cases. Now we prove (4) . Consider the request sequence in the phase from (!; r) to ( ; s). Given any work function in this phase, we claim that
Note that (5) implies (4) Assume that (5) holds at a given step. We will show it holds in the next step. The right-hand side can increase at most by .
We have two cases. Suppose rst that one of s; c; d, say s, is maxed-out after the request, that is (s) = 1+min 
A Lower Bound for Deterministic Algorithms for Uniform Spaces
In this section we prove a lower bound on the competitive ratio for deterministic algorithms in uniform spaces. This lower bound increases to 5 as approaches 0.
We work in the space of three points, fa; b; cg, assuming that the expensive server starts at a and the cheap one at b. Naturally, the adversary always requests the point not occupied by the algorithms server. We divide the request sequence into phases, a phase is ended by the rst request which the online algorithm serves by the expensive server.
Let the position of the expensive server at the beginning of the phase i be u i and let the number of requests served by the fast server in phase i be t i . Note that the phase i consists of t i + 1 alternating requests to two points distinct from u i , ending at u i+1 6 = u i . Let % i be the sequence of all requests in the rst i phases and let ! i (x) = ! % i (x) be the modi ed work function (as de ned above) after i phases. Let X Y mean that Y X Y + .
By the de nition of !, for x; y the two points distinct from u i we have ! i (u i ) min f! i?1 (x) + 1; ! i?1 (y) + 1; ! i?1 (u i ) + t i g;
The algorithm pays t i + 1 in phase i. We prove that ! i approximates the optimal cost.
Lemma 3 The cost of the optimal service of i phases with the expensive server ending at x is at most ! i (x) + i. Proof: By induction on the number of phases we nd a service with at most the cost above. Before the rst phase, the statement holds by the de nition. If x 6 = u i , then ! i (x) ! i?1 (x). We serve i ? 1 phases with the expensive server ending at x, then during the ith phase we keep the expensive server on x and pay at most , the induction step follows. Proof: Let k be the total number of phases, C the cost of the algorithm, and C opt the optimal cost. By summing over all phases, Lemma 4 implies that k C + 6k . Thus, using Lemma 3 and the fact that the algorithm pays at least 1 in each phase, we get C opt k 5 + k C 5 + 3k 1 5 + 3 C; The theorem follows. 2 
The Weighted 2-Point Request Problem
In this section we study the modi cation of the weighted 2-server problem in which each request is speci ed by two points, say fr; sg. In response to this request, the algorithm must move one server to r and the other to s. The decision to be made is which server to move to which point.
This problem can be viewed as a special case of the weighted 2-server problem as follows. Replace the 2-point request fr; sg by a long sequence rsrsrs:::. Any 2-server algorithm must eventually move his servers to r and s. In this way any c-competitive weighted 2-server algorithm yields a c-competitive algorithm for the weighted 2-point request problem. On the other hand, this new problem contains as its special case the cow-path problem. In the special case = 0, we obtain the 2-Point Request Problem with one server studied in 11], which in turn contains the closely related cow-path problem 2, 23] . This yields a lower bound of 9.
Algorithm WFA 3 minimizes the cost of the move plus three times the new work function value of the new con guration. Thus, if the current server con guration is (x; y) (the expensive server at x and the cheap server at y), and if xr+ ys+3! 0 (r; s) xs+ yr+3! 0 (s; r), then move to (r; s), else move to (s; r). In the theorem below we prove that WFA 3 has competitive ratio at most 3(3 ? )=(1 + ) 9, matching the lower bound. 
Suppose now that the current con guration is x; y with d = xy, and let (r; s) be the new request. Let a; b; f; g; e be the following distances: xr = a, xs = b, yr = f, ys = g, rs = e. The weighted 2-server problem is closely related to the CNN problem from 20] . In this problem, we have one server in the plane. Each request is a point (x; y), and to serve this request we need to move the server to some point with x-coordinate x or with y-coordinate y. The special case when the requests are restricted to some line`in the plane is equivalent to a weighted 2-server problem on the real line. Since the proof from 20] uses only the real line, the lower bound of 10.12 applies to the CNN problem as well.
In our paper we focussed on the asymptotic competitive ratios, with ! 0. It would be of some interest to determine the tight competitive ratios for any xed . For example, in the weighted 2-point request problem from Section 3.3, for = 1 we get R = 3, although the best ratio is 1 (since both servers have the same weight, at each step we move according to the minimum matching). We conjecture that the optimal algorithm is WFA for some that converges to 3 with ! 0.
