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The last thing one knows in constructing a work is what to put first. 
- BLAISE PASCAL 
1.1 Fischer-Tropsch Synthesis 
I
N the 1920's two chemists at the Kaiser Wilhelm Institu te for Coal Research in Ger­
many, Franz Fischer and Hans Tropsch, patented a chemical synthesis reaction in 
which hydrocarbons were obtained from a reaction between hydrogen and carbon 
monoxide over a metal catalyst. This reaction, which is now called the Fischer-Tropsch 
(FT) synthesis, has become quite prominent in recent times. This is due to the fact that 
it provides a route to the production of hydrocarbon fuel from a feedstock other than 
crude oil. Its renewed popularity is largely driven by the limited reserves of crude oil 
and the accompanying high oil prices, as well as some environmental demands [1]. 
The possibilities of this technology can be seen in the fact that it can be used to con­
vert the large reserves of coal and natural gas to higher value hydrocarbons. These are 
respectively known as coal-to-liquids (CTL) and gas-to-liquids (GTL) technologies [2]. 
This technology may become quite useful in countries with large coal reserves, like 
China and the USA. 
Currently, the Fischer-Tropsch synthesis reaction industrially applied by SASOL 
and PetroSA in South Africa (CTL and GTL), Shell in Malaysia and the new Oryx GTL 
plant in Qatar. These companies use the Fischer-Tropsch synthesis to obtain a very 
wide spectrum of hydrocarbons through the reaction between hydrogen and carbon 
monoxide (synthesis gas) which is obtained from gasifying coal or reforming natural 
gas [2,3]. This reaction takes place over a metal based Fischer-Tropsch catalyst. Water 











CHAPTER 1. GENERAL INTRODUCTION 
The metal catalysts that are able to perform the Fischer-Tropsch synthesis reaction 
are based on Ni, Ru, Co and Fe. Of these metals, Fe and Co based catalysts are applied 
industrially (and have attracted quite a lot of research attention). 
1.1.1 Fischer-Tropsch Mechanisms 
We can regard the Fischer-Tropsch reaction as a type of polymerization reaction. A 
reaction of this type can be divided into three important sections: 
1. Initiation 
2. Chain growth 
3. Termination 
In the first section of the Fischer-Tropsch reaction (initiation) the adsorption of syn­
thesis gas (hydrogen and carbon monoxide) is responsible for the formation of pre­
cursor surface species. Various precursor surface species, ranging from atomic species 
to elaborate surfaces complexes, have been proposed. These surface species can react 
to form the monomers and chain initiators which are required to start and maintain 
the Fischer-Tropsch polymerization reaction. In the second section (chain growth) the 
specific surface monomers polymerise to form the long hydrocarbon chains. The third 
section (termination) is comprised of the termination of a hydrocarbon chain to form 
an adsorbed product. This product can subsequently desorb from the surface. 
Over the 80 years of its history, the microscopic details of the mechanisms of these 
steps in the Fischer-Tropsch synthesis has been an issue of some controversy. A num­
ber of possible mechanisms has been proposed for this reaction. The 'alkyl', the 'alkenyl', 
the 'CO-insertion' and the'enol' mechanisms are the four most prominent proposed 
mechanisms. 
1.1.1.1 The'Alkyl' mechanism 
The 'alkyl' mechanism has its roots in the 'carbide' mechanism which was the first 
proposed Fischer-Tropsch mechanism [4,5]. The'alkyl' mechanism found favour after 
experimental work done by Van Barneveld and Ponec [6,7], and Brady and Petit [8,9], 
and at present it is a widely accepted mechanism [10]. In this mechanism, illustrated 
in Figure 1.1, the surface carbon and hydrogen species are generated via dissociative 
adsorption of CO and H 2 . The oxygen atoms are somehow removed by hydrogen to 
form water. This water formation process is obviously a multi-step reaction involving 
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1.1. FISCHER-TROPSCH SYNTHESIS 
to form surface-CH, -CH2 and -CH3 species. The surface-CH3 is regarded as the chain 
growth initiator. Taking surface-CH2 as the monomer, a polymerization reaction takes 
place in which the -CH2 species are inserted into the hydrocarbon chain. The forma­
tion of a hydrocarbon product from a polymer chain takes place either via ,8-hydrogen 
abstraction to yield an a-olefin or via hydrogenation that would produce an-paraffin. 
It has also been postulated that the cleaving of the surface-chain bond by a surface­
OH species could lead to the formation of alcohols [10]. This mechanism assumes 
the scission of the CO bond. It is not mentioned if this would take place via a direct 
dissociation of the CO bond or if the scission of the CO bond takes place after an ini­
tial hydrogenation of the adsorbed CO. Another factor which is relatively unclear, is 
where the hydrogen, which is responsible for the hydrogenation steps, are located. It 
seems as if this mechanism assumes that hydrogen atoms are freely available on the 
surface. 
1.1.1.2 The'Alkenyl' mechanism 
The 'alkenyl' mechanism (Figure 1.2) [11, 12] is similar to the 'alkyl' mechanism in the 
initiation step, since CH and CH2 species are formed. The difference is that, according 
to this mechanism, the chain initiator is a vinyl species (-CH=CH2). The chain growth 
in this reaction proceeds by the insertion o  a methylene (CH2) and the subsequent 
isomerisation to give rise to a longer alkenyl species. The termination takes place 
through the addition of a hydrogen atom to result in an a-olefin. This mechanism 
lacks the ability to fully describe the Fischer-Tropsch products, since it does not explain 
paraffin and alcohol formation. Similar to the 'alkyl' mechanism the initiation steps 
include the scission of the CO bond and water formation. The origin and availability 
of the hydrogen is once again not clearly defined. 
1.1.1.3 The 'CO-insertion' mechanism 
The 'CO-insertion' mechanism [13-15] is in some steps very similar to the well known 
CO-insertion (alkyl migration) step found in homogeneous organometallic catalysis 
mechanisms [16]. This mechanism can be seen in Figure 1.3. In this mechanism the 
monomer is molecularly adsorbed CO. The chain initiator is obtained by the hydro­
genation of a CO molecule to form a methyl (CH3) species. Chain growth proceeds 
via insertion of a CO molecule into the alkyl chain. The subsequent elimination of the 
o atom by hydrogen results in a longer surface alkyl chain. The termination of the 
chain growth can follow various pathways resulting in either olefins and paraffins, or 
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Figure 1.1: Representation of the 'alkyl' mechanism. Adapted from ref. [10] 
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1.1. FISCHER-TROPSCH SYNTHESIS 
CO. In this mechanism it is assumed that scission of the CO bond does not take place 
until the adsorbed CO molecule is partially hydrogenated. As with the previous two 
mechanisms the origin and availability of the hydrogen is not clearly defined. 
1.1.1.4 The 'Enol' mechanism 
The 'enol' mechanism can be seen in Figure 1.4. This mechanism is proposed to in­
volve a relatively large 'enol' surface species [17]. Adsorbed CO is partially hydro­
genated to form an 'enol' species which is the supposed chain initiator and monomer. 
The chain grows via an enol-condensation reaction and the subsequent hydrogena­
tion to form a surface species in the form of -CHROH. Termination can once again 
proceed along various pathways to yield oxygenate products, as well as a-olefins. In 
this mechanism the CO bond stays intact until the chain growth step. The formation of 
these large 'enol' surface species requires a number of hydrogenation steps which are 
once again lumped together. Once again the origin and availability of the hydrogen 
atoms that are involved in these steps are not clearly defined. 
1.1.2 Mechanistic considerations 
When we consider all of the above mechanisms it is clear that they have a number 
of aspects in common. Firstly, it is clear that in these mechanisms the chain growth 
takes place by a step-wise procedure and the termination largely seems to determine 
the chemical nature of the final product. Another important similarity can be seen 
when we compare the initiation steps. If we consider the initiation reaction in these 
four mechanisms (Figures 1.1 - 1.4), it is clear that these cannot simply be one or two 
step reactions. These initiation steps will contain a number of fundamental surface 
and gas-surface reactions, which directly involve hydrogen. These fundamental steps 
include the adsorption of CO and hydrogen gases, hydrogen dissociation, as well as 
the possibility of reactions like CO dissociation or hydrogen assisted CO dissociation, 
water formation and multi-step partial CO hydrogenation. In the initiation steps a 
certain level of initial hydrogenation of either the surface carbon or the adsorbed CO 
molecule can be seen. The exact mechanism of these steps are not explicitly mentioned 
in these mechanisms. The first two mechanisms require that the CO bond be split. It is 
not stated if this happens by a direct dissociation of CO or by a step which includes a 
partially hydrogenated CO. The following two mechanisms assume that the CO bond 
stays intact. To be able to discern between the intact CO type and the split CO type 
mechanisms, it is necessary to understand the interactions between the adsorbed hy­











CHAPTER 1. GENERAL INTRODUCTION 
distinct surface effects are neglected. These include the effects of the surface geometry, 
structured adsorbate overlayers, as well as coadsorption effects. 
In the general representation of these mechanisms the surface hydrogen is assumed 
to be freely available and independent of the other adsorbed species. The hydrogen 
atoms cannot be completely independent and the initial interaction of these hydrogen 
atoms with the other adsorbed species, such as CO, are therefore very important. This 
is particularly the case in the initiation steps of all of these proposed reaction mech­
anisms. These initiation steps include the coadsorption of CO and hydrogen gases. 
Furthermore, the possibility of reactions like hydrogen assisted CO dissociation, wa­
ter formation and multi-step partial CO hydrogenation also involve the interactions 
between adsorbed CO and hydrogen. It is these initial fundamental reaction steps, 
involving hydrogen, that draws our particular interest in this thesis. 
These fundamental surface reaction mechanisms can be studied in two general 
ways. The first is by surface science experiments. For this one usually needs high 
quality single crystals and ultra high vacuum conditions. The second method is to 
study the fundamental surface reactions by first principle theoretical methods (calcu­
lational chemistry). By utilizing these theoretical calculations we can develop models 
that describe catalyst surfaces. These model cat lyst surfaces can be used to directly 
study the Fischer-Tropsch mechanism at a molecular level by calculating the surface 
reaction intermediates and the subsequent transition states for the fundamental reac­
tions. 
1.1.3 Iron Surfaces and Catalysis 
In this thesis we are particularly interested in iron Fischer-Tropsch catalysts and there­
fore there will be numerous references to iron surfaces. This term (Fe surfaces) would 
be considered as the collective for the three low index bcc Fe surfaces Fe(100), Fe(llO) 
and Fe(lll). The geometries of these three surface configurations are illustrated in 
Figure 1.5. Fe(llO) is the most dense Fe surface configuration, while Fe(lll) is the 
least dense of the three surfaces. Both the Fe(110) and Fe(lOO) surfaces are available 
in relative abundance on small Fe nanocrystals [18]. The Fe(100) is a slightly more 
open surface than the Fe(110), which is generally regarded as being more reactive for 
certain types of reactions. This has been shown to be the case for the direct CO disso­
ciation reaction (which is an important step in the 'alkyl' and 'alkenyl' mechanisms). 
The Fe(100) surface has the lowest calculated CO dissociation transition state energy 
barrier of these three low miller index Fe surfaces (see Table 1.1). Therefore the Fe(lOO) 











1.1. FISCHER-TROPSCH SYNTHESIS 
4-Fold Hollow On Top 
long Bridge 
Fe(100) Fe(110) Fe(111) 
Figure 1.5: The configurafons of the three low index iron surfaces. The dark circles represent the top 
layer of iron atoms and the lighter circles the first subsurface layers. 
Table 1.1: Comparison of the calculated CO dissociation energies (Efodiss) in eV for the three low 





































CO in the Fischer-Tropsch synthesis. We will use this Fe(100) surface as our model cat­
alyst surface to study some particular aspects of the role of hydrogen in the initiation 
steps of the Fischer-Tropsch reaction. 
On this model surface we can now study various catalytic reaction steps. Cat­
alytic surface reactions mostly take place via the Langmuir-Hinshelwood mechanism 
in which the surface species have energetically equilibrated with the surface. These 
equilibrated surface species can interact and react with each other whilst on the cat­
alyst surface. Another class of surface reactions are the Eley-Rideal type reactions. 
These reactions involve the formation of an adsorbed product molecule on the surface 
by a reactant species from the gas phase. This might produce new surface species that 
can desorb or react further [19,20] . In this work the reactions of hydrogen, via both of 












CHAPTER 1. GENERAL INTRODUCTION 
1.2 Aim of this study 
avayxY] rrpoc;; 1~V tmCY]1oufl€vY]v tma1~fly]v tm:A{krv ~flac;; rrpGnov 
m:pl WV arrop~acxl 13E;T rrpGnov 
-	 ARISTOTLE - METAPHYSICS B, i 1 
The literature on the Fischer-Tropsch synthesis is quite vast [26]. The selected intro­
ductory review presented here shows that there are still some areas in which the fun­
damental understanding of these processes are lacking. This is particularly clear from 
the initiation steps of the mentioned mechanisms in which freely available adsorbed 
hydrogen atoms are assumed. 
Thus, the basic fundamental question we want to address is: What is the specific 
role of hydrogen in Fischer-Tropsch initiation? The goal of this work is therefore to 
proceed towards deepening our understanding of the specific role that hydrogen plays 
in the initial Fischer-Tropsch reaction steps. To shed some light on this broad question 
we proposed a number of key questions that will form the basis of this thesis: 
• 	How does hydrogen and CO adsorb on this model surface? 
For any surface reaction to start, we first need to get the relevant surface species on to 
the surface. The very first step of any catalytic reaction is usually the adsorption of the 
reagents. It is therefore a necessity to study the adsorption of CO and hydrogen on 
the model Fe(lOO) surface. If we want to gain understanding of the initiating reactions 
of the Fischer-Tropsch reaction the particular way each of these two gases adsorbs on 
their own is therefore of great importance. 
• 	 Will the hydrogen adsorption process be affected by preadsorbed reactant species 
like CO? 
In the above mentioned mechanisms the assumption exists that atomic hydrogen is 
almost freely available. This implies that the process of dissociation of hydrogen on 
the surface must proceed with a very low activation barrier. This may be the case on 
a clean surface, but since CO is also present in the synthesis gas we expect adsorbed 
CO (and its dissociation products) to have an influence on the dissociation of H2 on 
the Fe(lOO) surface. If the influence of these preadsorbed species are large then the 
mechanistic assumption of the freely available surface hydrogen cannot hold. 
1A possible translation (by Hugh Tredennick): "It is necessary, with a view to the science which we 











1.3. OUTLINE OF THESIS 
• 	 Will adsorbed hydrogen and CO be able to mix on the Pe(lOO) surface? 
Since CO and H2 are both components of the Fischer-Tropsch synthesis gas we expect 
them to somehow be simultaneously present on the catalyst surface. This is an abso­
lute necessity for the 'CO-insertion' and 'enol' mechanisms. It is therefore important 
to understand the coadsorption of hydrogen and CO on the Fe(lOO) surface. We expect 
hydrogen and CO to be able to coadsorb on this relatively open surface and we will 
therefore consider the coadsorption effects of these two species. 
• 	 What influence does adsorbed hydrogen have on the dissociation of CO on this 
model surface? 
One of the main aims of this project is to postulate CO dissociation pathways under the 
influence of adsorbed hydrogen. As we have shown, certain surface species need to 
be present to be able to start the Fischer-Tropsch catalysis reaction. It is expected that 
the dissociation of CO by assistance of hydrogen could provide an alternative path­
way to the formation of initiator and monomer species typical of a Fischer-Tropsch 
mechanisms such as the 'alkyl' mechanism [27] . 
• 	 What is the influence of the CO surface coverage on these hydrogen processes? 
The modes of CO adsorption usually differ with regard to the metal surface used. This 
is mainly due to the fact that the available CO adsorption modes on a surface are usu­
ally coverage dependent and that CO molecules can have strong lateral interactions. 
In this regard we expect that the surface coverage of the various species can influence 
the particular processes that we would like to consider. It is therefore of importance to 
include the effects of coverage in this study. We aim to consider both a high and a low 
CO coverage throughout the study. By considering all the relevant processes at vari­
ous coverages of CO, we will be able to explore the effects that arise due to changes in 
the surface coverage. 
1.3 Outline of thesis 
This thesis is a theoretical view of aspects of the role that hydrogen plays in the initi­
ation steps of the Fischer-Tropsch mechanism on Fe(lOO). It is divided into a number 
of chapters in which the relevant background will be discussed and the key questions 
will be addressed. 












In the following chapter we will discuss the general theoretical method, as well as 
some details on the model verification and specific analytical methods that was used . 
In Chapter 3 a general discussion on the separate adsorption of hydrogen and CO 
is presented. We will show how the calculated adsorption energies can be used to cal­
culate the adsorption equilibrium conditions of these two gases on the Fe(100) surface 
under realistic Fischer-Tropsch conditions. 
Chapter 4 consists of the description and discussion of the calculated mechanisms 
of H2 dissociation on a clean Fe(100) surface. This includes the effects that preadsorbed 
CO and C has on the H 2 adsorption mechanism, as well as a discussion on the origins 
thereof. 
The next chapter deals with the equilibrium geometries and stabilities of H and CO 
when they are coadsorbed on the Fe(lOO) surface. This chapter includes a discussion 
on some of the coadsorption effects that can be expected between these two adsorbates 
on the surface. We will show that CO and H will be in a mixed coadsorption state, even 
at high CO coverages. 
Since the arrival of H and CO on the surface was described in the previous chapters, 
Chapter 6 describes the effect adsorbed hydrogen atoms have on the CO dissociation 
process. In this chapter we describe the possibility of a direct hydrogenation of the CO 
and the subsequent mechanism of hydrogen assisted CO dissociation. 
We conclude with a general discussion on the role hydrogen plays in the initial steps 
of the Fischer-Tropsch reaction based on the model Fe(lOO) surface (Chapter 7) . 
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CHAPTER 2. METHOD AND MODEL VERIFICATION 
describing geometrical structures, intermolecular interactions and energy trends, and 
can be used to calculate systems with many atoms. The force field approach does not 
attempt to solve the Schrodinger equation and is therefore usually not used to study 
chemical bond changes. 
The second group of computational methods do not employ empirical methods. 
These first principle methods are designed to calculate the electronic structure of the 
considered system. By using quantum mechanics, the electronic structure of vari­
ous chemical systems can be approximated. Since the energies and properties of cat­
alytic systems are highly dependent on their electronic structure, quantum mechanical 
methods play an important role describing catalysis chemistry. There are various ap­
proaches in this group, including Hartree Fock (HF), recent post-HF ab initio methods 
and Density Functional Theory (OFT). Density functional theory (DFT) is one of the 
most useful methods to study catalysis theoretically, since it is a widely used theory 
which can describe systems with a high concentration of electrons, such as metals [9]. 
In this thesis we mainly aim to describe the chemical bonding and reactivity on an iron 
surface. The DFT method is therefore a very useful theoretical approach to study this 
system and can be used to decipher the complexities of such systems. 
2.2.1 Density functional theory 
The main aim in first principle methods, like DFT, is to solve the time-independent 
Schrodinger equation [10] for the system under consideration. First principle calcula­
tion methods are derived from the full Hamiltonian operator (if) in the Schrbdinger 
equation: 
ifiII = EiII (2.1) 
with 
if = ~~\72 + V (2.2) 
where E represents the energy of the particle or system, iII is the wavefunction of the 
particle or system, V describes the potential, \72 is the second derivative operator and 
11 is Planck's constant divided by 2n [9]. The Hamiltonian operator contains kinetic 
and potential energy operators that act on the wavefunction of the system. Since this 
equation can only be exactly solved for a limited number of systems, approximations 
are needed to calculate the remaining systems. 
There are two main approximations which are generally applied to chemical sys­
tems. The first is the Born-Oppenheimer approximation [11] in which we assume that 
the electronic and nuclear wavefunctions are independent due to the large mass mis­
match. This decouples the nuclear and electronic movements and in most chemical 
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2.2. COMPUTATIONAL CHEMISTRY METHODS 
such a way that the pseudopotential and the resulting charge density matches the re­
spective all-electron potential and charge density beyond a certain cutoff radius (rc). 
When the norms of the resulting pseudo-wavefunction and the original wavefunc­
tion are the same up to this cutoff radius, the pseudopotential is referred to as norm­
conserving [27,28]. Pseudopotentials are usually smoother than the original potential 
and result in simpler wavefunctions, which in turn requires a smaller planewave basis 
set to solve. The smaller the basis set that can be used, the "softer" the pseudopotential 
is considered to be. The use of pseudopotentials offers the advantage that relativistic 
effects of the core electrons can be included, allowing the system to be solved non­
rela tivis tical y. 
For many first-row and transition metals the basis sets that are required still re­
main quite large within this approach. Vanderbilt [29] showed that when the norm­
conservation requirement is relaxed an even smaller basis set can be used to obtain 
the same accuracy. These are referred to as ultrasoft pseudopotentials because the 
plane wave basis set cutoff energies required for these potentials are much lower than 
those required by norm conserving pseudopotentials. These ultrasoft pseudopoten­
tials have been shown to be quite accurate and transferable for transition metals such 
as iron [1]. 
Although DFT has been used since the 1970's, there are still some difficulties in­
herent to the current applications of DFT. Some weak intermolecular interactions, like 
Van der Waal's forces are not described correctly (e.g. noble gas atoms interacting 
with a surface) [30]. Another weakness is strongly correlated systems. These sys­
tems include insulators and semi-conductors in which the calculation of the band gap 
is incorrectly calculated (for an example see ref. [31]). It has also been shown that 
on some metal surfaces the slightly incorrect energy of the antibonding orbital of the 
CO molecule can lead to incorrect site preferences [32]. Electronically excited states 
are also not accurately described, because the current electron desity mapping used in 
DFT is only valid for the electronic ground state [33]. Some developments to overcome 
these problems are presently under investigation. These include corrections done by 
altered functionals or by including additive correction terms. 
In DFT calculations the Schrodinger equation is solved in terms of the electron den­
sity by an iterative procedure. This procedure starts from initial "guess" wavefunctions 
which is usually created by the basic linear combination of typical atomic orbitals. 
From this a new wavefunction is constructed by calculating each electron's wavefunc­
tion (using a numerical basis set). This step is iterated to produce a self-consistent 
field (SCF) within a specified energy tolerance. The electron density calculated by this 



















Figure 2.1: Flow charts of the SCF cycle (left) and the geometrical optimization cycle (right) used to 
calculate energies and structures with DFT. 
seen in Figure 2.1. To calculate the equilibrium geometry of a system the positions of 
the nuclei are optimised by minimising the forces on the ions (Figure 2.1). The forces 
are calculated by taking the first derivative of the energy (calculated with the SCF cycle 
for each geometry) with regard to the ionic positions. 
2.2.2 Surface modelling approaches 
Different surface molecular modelling approaches exist which employ DFT. The most 
preferred methods are cluster, embedded cluster and periodic slab calculations [34]. 
Finite size cluster calculations are done by explicitly calculating all the atoms of a 
small cluster of atoms. The geometry of such a cluster is usually chosen to represent 
the geometry of a certain surface or surface site. A cluster model has limitations in 
that it only has an artificial surface plane effect. An energy gap between HOMO and 
LUMO is always present when using clusters. A real metal surface has a continuous 
band at the Fermi level. Magnetic moments of a finite cluster may also differ con­
siderably from that of a slab or the real surface. Upon optimisation of these clusters, 
structures might be produced which are unrelated to an extended surface [35]. An­
other limitation of this model is that the calculation time scales with the increase in 
the basis set size to the order of N: l (where N is the number of atoms), limiting the 
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• Vibrational frequencies (these can be used to calculate the zero-point vibrational 
energy corrections and estimate the thermodynamic properties (see Appendix C) 
2.3 General computational method 
The DFT quantum chemical calculations1 in this study were done using the Cam­
bridge Sequential Total Energy Package (CASTEP) [39] as applied in the Materials 
Studio software package [40]. The program solves the Kohn-Sham equations self­
consistently within periodic boundary conditions and the pseudopotential approxi­
mation using a plane wave basis set. The general gradient approximation (GGA), 
using the PW91 [18], PBE [19] and RPBE [21] functionals was used to calculate the elec­
tron exchange-correlation contribution. A Gaussian smearing method was applied to 
the electron distribution at the Fermi level to improve the SCF convergence. The ion­
electron interactions were described by ultrasoft pseudopotentials as included in the 
CASTEP suite [40]. The Monkhorst-Pack scheme [41] was used to perform the Bril­
louin zone sampling. 
Geometry optimisations were performed by using the BFGS [42] method as imple­
mented in CASTEP. 
2.4 Bulk iron model verification 
In applying this calculational approach we are faced with conflicting demands: The 
calculation must be set up in a way that describes the surface and adsorbate's interac­
tion with the surface, as accurately as possible. However, it must be considered that 
computational time is strongly dependent on the number of atoms present and the 
calculational setup parameters [34]. The optimisation of the calculational parameters 
is therefore very important in establishing a model that can be used to study a broad 
range of possible systems. Although this model should have a very good accuracy 
compared to experiments, it must also be able to finish the calculations within a rea­
sonable amount of time. Since the structural and electronic properties of the surfaces 
and the surface reactions depend on the chosen bulk model, it is of the utmost impor­
tance to obtain a very accurate bulk model, which is fully converged with regard to 
the modelling parameters. 
1All calculations were performed on a 64-bit x86 computer cluster using the Rocks V cluster oper­












2.4. BULK IRON MODEL VERIFICATION 
2.4.1 Verification method 
There are a number of optimisation parameters that need consideration when build­
ing a bulk and surface DFT model. These are the exchange-correlation functional, the 
pseudopotentials used to represent the electron-ion interaction, the special k-points for 
Brillouin zone integration, the plane-wave cutoff energy, the applied electron smear­
ing, the vacuum spacing and slab thickness [43]. In optimizing these parameters, the 
accuracy of the model of bulk iron can be evaluated by comparing calculated values 
like the bulk modulus, the magnetic moment and the lattice parameters, to the exper­
imental values. For surface models (strongly dependent on the chosen bulk structure) 
surface energies can be used to verify the model. 
The bulk modulus (B) and equilibrium lattice parameters (a) were calculated by 
fitting the calculated energies and lattice parameters to the Birch-Murnaghan equa­
tion [44,45]. 
By calculating the surface energy we can estimate the accuracy of the representa­
tion of the surface, since it can be compared to experim ntal values. Surface energies 
(EsurJ) per atom for the p(l x 1) iron surfaces were calculated by 
(Es1ab - N . Ebulk ) 
(2.7)EsurJ = 2 
and the surface energy normalised to the surface area bs) by 
(2.8) 

where Eslab and Ebulk are the total energies of the slab and the bulk respectively, N 
represents the number of iron atoms in the slab and A represents the surface area of 
the slab unit cell. 
The models that will be discussed in the following sections are the bulk and the 
surface slab models, as well as the optimised gas phase molecules. 
2.4.2 Bulk Calculations 
In this section we describe the verification of various model parameters of the bulk 
Fe system. The param eters we consider are the cutoff energy, k-points, smearing, 
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Figure 2.2: Potential energy surface indicating the effect of k-point meshes and cutoff energies. The k­
mesh axis notes the mesh size e.g. 15 = 15 x 15 x 15. Contours indicated in steps of 0.5 mev' 
All energies are relative to the lowest energy bulk unit cell in the selection. 
2.4.2.1 Cutoff energy and k-points 
Two of the most important parameters are the plane wave basis set cutoff energy and 
the k-point set. The wavefunction components of the system is calculated at each k­
point by using a combination of plane waves with kinetic energies lower than the 
cutoff energy. A change in the number of k-points will therefore be accompanied 
by a change in the minimum number of plane waves that is needed to describe the 
wavefunction at a specific k-point. The two parameters are therefore interdependent. 
Various combinations of the two parameters have to be evaluated to find a converge 
set of these parameters. The parameter values to be used for further calculations must 
be optimised to converge within a range of 1 meV to limit their effect on the bulk en­
ergy. To analyse this, a potential energy surface (PES) was constructed for bulk iron, 
while varying the k-points meshes from 7x7x7 to 15x15x15 using only the odd number 
steps. At each k-mesh the cutoff was varied from 380 eV to 550 ev' The resulting PES 
can be seen in Figure 2.2. The system energy will vary and go down as the k-points 
are changed to 15x15x15. At 15x15x15 the energy will start to converge within 1 meV 
at a cutoff energy of 500 ev' It can therefore be assumed that working at a 500 eV cut­
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2.4.2.2 Smearing 
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the occupation at level is allowed to be 
at the Fermi partial band occupancies 
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Table 2.1: Chronological summary of the calculated properties of bulk <x-Fe. 
Author Year Package Functional a a (A) B (GPa) M (/.L a ) 
Exp . [46, 47) 2.866 168 2.22 
Ref.(15) 1991 PW91 2.880 182 2.18 
Ref.(48) 1992 PW91 2.835 176 2.24 
Ref.[49) 1996 PW91 2.858 169 2.32 
Ref.[l) 1997 PW91 2.860 155 2.32 
Ref.[50) 1999 FLAPW 2.253 172 2.17 
Ref.[51) 1999 PAW 2.850 151 2.32 
2.830 174 2.20 
Ref.[52) 2002 VASP PW91 2.869 140 2.37 
Ref.[4) 2002 VASP US-PW91 2.865 160 2.33 
Ref.[53) 2002 VASP PAW-PW91 2.830 
Ref.[54) 2003 VASP PAW-PW91 2.834 174 2.21 
Ref.[55) 2003 VASP FLAPW 2.840 174 2.17 
Ref.[56) 2004 CASTEP US-PBE 2.826 2.24 
Ref. [57) 2004 VASP PBE 2.830 174 2.20 
Ref.[58) 2004 VASP PAW-PW91 2.834 174 2.20 
Ref.[3) 2005 VASP US-PW91 2.831 
Ref.[5) 2005 VASP PAW-PW91 2.834 170 2.20 
Ref.[59) 2005 CASTEP US-PBE 2.826 2.24 
Ref. [60) 2006 CASTEP US-PW91 2.850 2.24 
Ref.[6) 2006 VASP US-PW91 2.865 159 2.31 
2006 VASP PAW-PW91 2.831 173 2.25 
2006 VASP PAW-PW91 2.833 171 2.25 
Ref.[7) 2007 VASP US-PW91 2.855 156 2.30 
Ref.[61) 2007 VASP PAW-PW91 2.844 179 2.20 
Present work CASTEP US-PW91 2.824 193 2.20 
US-PBE 2.820 205 2.24 
US-RPBE 2.852 176 2.31 
a) US: ultra-soft pseudopotential. PAW: Projector Augmented Wave potential 
sen adsorbate. It would therefore be useful to consider both the CASTEP RPBE and 
PW91 functionals to study the changing of the exchange-correlation functional in the 
subsequent surface model verifications. 
2.4.2.4 Pseudopotentials 
When comparing the same functional in the CASTEP and VASP packages (see Table 
2.1) it can seen that the results differ somewhat, although both were obtained with 
US-PW91. This is mostly due to the slightly different pseudopotentials that the two 
packages use to represent the ion-electron interactions. 
This is also a parameter that can have an immense effect on the accuracy of the mod­
elled system. Included in the CASTEP package are a range of five different pseudopo­
tential representations for iron. The PW91 functional (16x16x16 k-points and SOOeV 
cutoff) was used to compare the available CASTEP pseudopotentials, as shown in Ta­
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Table 2.2: Variation of the calculated lattice parameter a, bulk modulus (B) and magnetic moments 
(M) with different pseudopotentials. Values in brackets are the %-error compared to the 
experimental values. Calculations were performed with the PW91 functional. 
Pseudopotntial a (,.\) B (GPa) M (/-La) 
Fe.usp 2.954 (3.3) 131 (22) 3.26 (47.7) 
Fe.recpot 3.089 (8.0) 82 (51) 2.98 (34.9) 
Fe.PBE 3.020 (5 .6) 117 (30) 3.35 (51.9) 
Fe.PBEcc 2.811 (1.7) 211 (26) 2.16 (1.9) 
Fe.uspcc 2.824 (1.5) 193 (15) 2.20 (0.9) 
The first three iron pseudopotentials in Table 2.2 are the normal iron pseudopoten­
tial ("Fe.usp"), the reciprocal potential ("Fe.recpot") and the PBE functional optimised 
potential ("Fe.PBE"). These three potentials are non-core corrected, while the last two 
pseudopotential calculations in the table includes non-linear core corrections. These 
core corrections are important since the core-valence exchange-correlation interactions 
are strong and non-linear in magnetic systems. This effect can be corrected for when 
generating a pseudopotential [62]. As can be seen from the bulk lattice parameter val­
ues in Table 2.2, the non-core corrected pseudopotentials give values which are larger 
than the experimental value by between 3 and 8%. The big difference lies in the mag­
netic moments which are all at least 34% larger than the experimental value. The use 
of core corrected pseudopotential for iron is therefore a neccecity. 
The last two considered pseudopotential calculations in Table 2.2 include core cor­
rections . It is clear that these potentials give much better values for the bulk lattice pa­
rameters. The "Fe.uspcc" (ultrasoft pseudopotential with core correction) was chosen 
as the pseudopotential to be used during further calculations, since it is transferable 
to the exchange-correlation functionals like RPBE. Although the "Fe.PBEcc" pseudopo­
tential did perform welt we cannot be sure about its transferability to other functionals 
since it is optimised for use with the PBE functional. The "Fe.uspcc" will therefore be 
used in all other calculations. 
2.4.3 Surface Calculations 
When the iron bulk model has been fully optimized, the next step is to calculate the 
surfaces. In this section the surface energies of the Fe(110), Fe(100) and Fe(lll) surfaces 
are considered. Since the initial bond lengths of a surface model is directly dependent 
on the bulk structure used, some parameters do not need to be optimised again. The 
exchange correlation-functional and the pseudopotentials used for the surface and the 
corresponding bulk calculations needs to be the same to ensure correct calculation of 
surface energies. Parameters that need optimisation are the inter-slab vacuum spacing, 
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Vacuum 
An extensive of vacuum spacing the iron was performed to 
find the optimum spacing at the two not 
more. inter-slab vacuum 
for a slab relaxing 
was increased to create a surface. was 
The the 10) surface with PW91 functional can be seen in Fig­
ure As the vacuum from 2 A (Fe(110) 
energy per atom increases converges to within 1 mJ/m2 at 
moment atom was monitored in creation of a It 
increases to a maximum near Aand subsequently to at 10MH,ON',O 
maximum magnetic moment can be to the slabs only 
start to separate at Between 2.012 A and the orbital at the 
between the becomes large enough to simulate a 
bulk-like structure that is slightly in one dimension. 
electronic than tJ-filled 
will iron. At a further 3.5 A two 
will yield more a-filled 
the 
slabs start to separate yielding a new stable electronic state of the 10) surface. A 
the functional. vacuum Fe(100) 
started to at 8 k but to be sure that interaction are not 
cant we will use a vacuum A in 
2.4.3.2 	 Cutoff energy k-points 
cutoffWe k-meshes 
The 	
the Fe(100), and 11) 
parameters to calculate surface are summarised 
in 2.3. 
2.4.3.3 	 Surface energy comparison 
calculated energy can as a measure to estimate accuracy 
the representation of surface. shows the calcula ted '-~J-,.-~ for 
Fe(110), Fe(100) Fe(l11) as the PW91 The 
coordinates of the atoms in 
energies (to within 1% 
area (rs) is at than that 
for PW91, although for RPBE 
the Fe(110) Fe(100) are of stability. If surface is 
















also The Fe(111) surface is less stable than the other two surfaces by about 0.27 J.m-2 . 
The stability orders of these surfaces correspond well to other calculations [61]. 
Our RPBE calculated surface energy values seem to agree reasonably well with the 
experimental estimates for the polycrystalline surface based on the liquid metal sur­
face tension data extrapolated to 0 K (2.41 J.m-2 [63] and 2.55 J.m-2 [64]. 
2.4.4 Gas phase molecules 
The energies and properties of the gas phase molecules of H2 and CO (which will be 
used throughout all of this work) was calculated with RPBE by placing each of these 
molecules in a cubic unit cell with 10 Asides. For H2 we obtained an equilibrium bond 
distance of re = 0.749 A, a vibrational frequency of 1/ = 4421 cm- 1 and a dissociation 
energy of De = 4.564 eY. These values are in good agreement with the experimental 
values (re = 0.741 A, 1/ = 4401 cm-1 and De = 4.560 eV) [65]. For the CO we calculated 
the equilibrium bond distance as re =1.147 Aand the vibrational frequency as 1/ =2170 
cm -I, which are both in good agreement with the experimental values (re = 1.128 A 
and 1/ = 2170 cm- 1) [65]. These values are also in good agreement with other similar 
calcula tions [4, 5, 54, 57]. 
2.5 Conclusions 
We presented the background of the DFT calculations that will be the basis of our the­
oretical work, as well as the verification of the bulk, surface and gas models. The op­
timisation of the pseudopotential, the k-points and cutoff energies were investigated. 
The RPBE exchange-correlation functional has proved to represent a-Fe bulk and Fe 
surfaces very well. The calcula ted gas molecule models using this functional are also 
in good agreement with experimental values. In the following chapter we will discuss 
the adsorption of hydrogen and CO studied with the RPBE optimised surface slabs. 
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Hydrogen and CO adsorption models 
on the Fe(lOO) surface 
Someone told me that each equation I included in the book would 
halve the sales. 
- STEPHEN HAWKING 
3.1 Introduction 
T
HE study of the separate adsorption of hydrogen and CO is an important first 
step to understand the initial steps of the Fischer-Tropsch surface reactions. In 
this chapter the separate adsorption of hydrogen and CO on the model Fe(100) 
surface will be discussed. We will also present an estimate of the adsorption equilib­
rium conditions. 
3.1.1 Background 
3.1.1.1 Hydrogen adsorption 
Hydrogen adsorption studies on iron surfaces have been motivated by the importance 
of this process in the field of heterogeneous catalysis. This is the case since hydrogen 
adsorption is one of the first reactions in various catalytic cycles. This can be seen in 
its particular application in the ammonia synthesis [1] and Fischer-Tropsch synthesis 
reactions [2]. 
Hydrogen chemisorption on iron surfaces has been the focus of a number of stud­
ies [3-8]. Hydrogen is known to dissociatively adsorb on iron surfaces yielding atomic 
hydrogen on the iron surface [3,4]. In general the Fe-H bond is mainly due to the over­
31 










CHAPTER 3. HYDROGEN AND CO ADSORPTION MODELS 
lap of the Fe 4s and the H Is orbitals, with a small contribution by the Fe 4p and 3d or­
bitals [5]. Fe-H bonding generally causes a Fe-Fe bond weakening, which contributes 
to the problem of steel embrittlement [9, 10]. Contrary to this, hydrogen adsorption 
on Fe(1lO) pushes Fe atoms into the surface creating an even denser surface [6]. 
Two adsorption sites (31 and (32 have been identified on the Fe(100) surface. It was 
proposed that the Fe-H binding energy has a lower limit of 59 kcal/mol [7] . From 
theoretical work it has been established that the four-fold hollow site and the bridge 
site is available hydrogen adsorption sites [8]. Of these two the four-fold hollow site 
is the favoured adsorption site on this surface. 
3.1.1.2 CO adsorption 
In 1964 Blyholder proposed the first molecular orbital view of the bonding of CO to 
a Ni metal surface [11] . The occupied 50" orbital of CO can readily overlap with the 
unoccupied d z 2 and s type orbitals of the transition metal atoms. This is accompanied 
by an electron donation from the CO to the iron surface. The empty 21f* orbitals of 
the CO are also capable of overlapping with occupied d x z and d yz type orbitals of the 
metal atoms resulting in electron back-donation [12]. This is similar to the interactions 
in discrete metal carbonyls. Activation of the CO bond can therefore take place if the 
resulting 21f* orbital band shifts to lower than the Fermi level [13]. A depiction of this 
can be seen in the density of states (DOS) diagram in Figure 3.1. This model's validity 
was recently confirmed [14, 15] and it was shown that the 21f* frontier orbitals are 
not the solely involved 1f contributor and that 17r has some influence [15]. Sung and 
Hoffmann [16] showed that there is a strong interaction between closely adsorbed CO 
molecules due to the 1f character of the CO bond. 
A number of theoretical studies of CO adsorption on the low Miller index iron 
surfaces have been done [13, 18-22]. CO adsorbs very strongly to the Fe(110) sur­
face [18, 19]. It has been shown that the on top sites and on the long bridge sites are 
favourable adsorption sites at coverages up to Beo =0.5 ML. The dissociation of CO on 
this surface has an activation energy barrier of 1.52 eY. Quite a number of adsorption 
sites are available on the Fe(111) surface [13]. Since the Fe(l11) surface unit cell repre­
sents a less dense surface than both the Fe(110) and Fe(100), it allows CO adsorption 
up to Beo = 2 ML. The most likely adsorption configuration is the model with a tilted 
on top CO and a CO in the bridge-like position simultaneously. 
By LEED and HREELS analysis four associative and one dissociative adsorption 
state of CO on Fe(100) has been found [23]. Moon et al. [24] found that the CO(0'3) 
(1210 cm-1), CO(0'2) (2020 cm- 1) and CO(O'l) (2070 cm-1) states are filled and desorbed 
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Figure 3.1: Bonding of CO to typical iron atom orbitals and the accompanying change in the DOS of CO 
during adsorption. The arrows indicate the donation of electrons. a) The DOS of free CO. 
b) The DOS for CO bonded to an iron carbide. surface [17] . 
very low CO stretch frequency indicating a highly activated CO bond. 
Nayak et al. [20] used a Fe22 cluster to calculate CO adsorption on Fe(100) and de­
fined three sites for adsorption: the four-fold site, the on top site and the bridge site. 
By using different DFT functionals (PW91, PBE, RPBE) Sorescu et al. [21] investigated 
the effect of surface coverage on CO adsorption. At OeD = 0.25 ML they found five 
possible sites for adsorption: The on top site, the bridge site, a tilted configuration at 
the bridge site, a four-fold site and a tilted four-fold configuration (50.2° off-normal). 
The tilted adsorption mode at the four-fold site was the most preferred adsorption 
site and it activated the CO bond most at of all the adsorption sites. At 0 = 0.5 ML 
they found that again the tilted four-fold site was the preferred adsorption site and it 
activated the CO the most. They found that after dissociation the carbon atoms em­
bed into the iron lattice while the oxygen atoms remain well above the surface (1.241 
A). The calculated activation energy of dissociation by stretching of the CO bond was 
1.06 eV (24.5 kcal/mol). 
Bromfield et al. [22] did a similar study, but went a step further to include a vibra­
tional analysis to validate the proposed models. They found that at OeD = 0.25 ML the 
four-fold hollow is the only true minimurn and by far preferred adsorption site (Eads 
= -2.56 eV). At eeo :: 0.5 ML the on top site is shown to be a local minimum. The 
four-fold tilted configuration is also a local minimum and the preferred adsorption 
site with Eads at -2.41 eY. At eeo :: 1 ML the tilted bridge site was not observed. The 
on top, bridge and hollow sites were local minima with the four-fold configuration 
(not tilted) as the preferred adsorption site at -1.47 eY. At a coverage of eeo = 1 ML the 
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They found that CO dissociation is the favoured at low coverages with an activation 
energy barrier of 1.14 eY. The adsorption energies that was calculated by Bromfield 
et al. [22] is an obvious overestimate compared to an experimental estimate, since the 
adsorption energy of the CO in the tilted four-fold hollow site is proposed to be 1.14 
eV [25]. On a polycrystalline surface this adsorption energy is 1.604 eV [26]. 
3.2 Computational method 
Using the surface models for Fe(100) from the previous chapter, we optimised the 
hydrogen and CO adsorption geometries at various coverages using the CASTEP [27] 
code. In the calculations we employed the generalized gradient approximation (GGA) 
with the Revised Perdew Burke Enzerhof (RPBE) functional [28]. A Gaussian smearing 
method was applied to the electron distribution at the Fermi level with (J = 0.1 eV. The 
ion-electron interactions were described by core corrected ultrasoft pseudopotentials 
as included in the CASTEP suite [29]. 
A seven-layer slab was used with an optimised 10 A vacuum layer between the 
surfaces. To study the lower coverages, the surface was represented by using a p(2 x 2) 
periodic supercell. Adsorption was performed on both sides of the slab to facilitate the 
use of symmetry. The k-point sampling was generated by following the Monkhorst­
Pack [30] procedure with a 5 x5 x 1 mesh. The plane wave basis set cutoff energy was 
set at 400 eY. The coordinates of all atoms were fully optimized. All of the calculational 
set-up parameters (the k-points mesh, the number of slab layers, the vacuum spacing, 
etc.) were tested and optimised. 
To study the adsorption of hydrogen we optimised the hydrogen adsorption ge­
ometries at a range of coverages from BH = 0.25 ML up to BH = 2.00 ML at various 
sites. We calculated the adsorption energies of these structures with molecular hydro­
gen gas as our zero energy reference by 
E - E(Fe+n H ) - E s1ab _ 1 / 2E (3.1)ads ,H - 2n H2 
where E ads, H is the heat of adsorption of H , E (Fe+nH ) is the calculated energy of the 
specific adsorbed species, E s1ab is the calculated energy of the clean Fe(100) slab, EH2 is 
the calculated energies of the gas phase H2 and n is the number of hydrogen atoms per 
p(2 x 2) surface supercell. These energies do not include the zero-point vibrational en­
ergy corrections. Similarly we calculated the Fe-H binding energies of these structures 
by: 
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where Ebind,H is the binding energy of hydrogen, EH is the calculated energies of the 
isolated hydrogen atom and n is the number of hydrogen atoms per p(2 x 2) surface 
supercell. 
For the CO adsorption calculations we optimised the CO adsorption geometries 
at a range of coverages from Bc o = 0.25 ML up to ()c o = 1.00 ML corresponding to 
the CO adsorption geometries calculated by Bromfield et al. [22]. We calculated the 
adsorption energies (and binding energies) of these structures with molecular CO gas 
as our zero energy reference by 
E - E (Fe+2nCO) - E s/ab - E c o (3.3)ads,CO - 2n 
where Eads,co is the heat of adsorption of CO, E (Fe+nCO) is the calculated energy of the 
specific adsorbed species, E slab is the calculated energy of the clean Fe(100) slab, Eco 
is the calculated energies of the gas phase CO and n is the number of CO molecules 
per p(2 x 2) surface supercell. 
3.3 Results and discussion 
3.3.1 Hydrogen adsorption on Fe(100) 
The hydrogen adsorption energies at various surface coverages has been considered 
by adding several hydrogen atoms to the p(2 x 2) surface supercell. Each supercell 
contains four on top and four four-fold hollow sites, and eight bridge sites. For the 
optimized adsorption configurations, we report the corresponding adsorption ener­
gies in Table 3.1. Although subsurface hydrogen may playa role on some surfaces, 
we consider here only surface hydrogen adsorption since the dissolution of hydrogen 
atoms into the bulk is less favourable [31]. 
For hydrogen adsorption (Table 3.1) it is clear that at all coverages the four-fold hol­
low and the bridge sites are stable with regard to H2 gas, while the on top adsorption 
site is unfavoured at all the considered coverages. This is in agreement with the calcu­
lations by Sorescu [8] and the heat of adsorption proposed by Burke and Madix [7] of 
0.34 eV According to these results it is clear that H atoms would possibly be bonded 
at the bridge and four-fold hollow sites up to ()H = 1.00 ML. We also considered the 
adsorption energies for hydrogen adsorption with coverages larger than ()H =1.00 ML. 
At ()H = 1.50 ML the adsorption energy is -0.17 eV This is almost half of the adsorp­
tion energy at ()H = 0.25 ML indicating a large destabilisation at this coverage. At ()H 
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gas molecule. 
Sorescu [8] points out that in his calculations the asymmetric three-fold hollow ad­
sorption site, as proposed by Merrill and Madix [32] could not be found. Upon a vibra­
tional analysis of the four-fold site adsorption geometry it was found that in our model 
the hydrogen atom in symmetric four-fold hollow site at e=0.25 ML was at a second 
order saddle-point on the potential energy surface. Following the eigen-vectors of the 
imaginary frequencies we found the local minimum where the hydrogen atom is only 
slightly shifted to one side of the hollow. This is a very small shift of 0.018 Aaway from 
the centre of the four-fold hollow toward the bridge site. The hydrogen atom in this 
slightly off-centre geometry can still be regarded as asymmetrical adsorption in the 
four-fold hollow site. We could not find an asymmetric three-fold hollow adsorption 
site either. 
3.3.2 CO adsorption on Fe(lOO) 
The CO adsorption energies at various surface coverages has been considered by 
adding several CO molecules to the p(2 x 2) surface supercell. For the optimized ad­
sorption configurations, we report the corresponding adsorption energies in Table 3.2. 
The calculated CO geometries correspond to the geometries reported by Bromfield 
et al. [22]. Similarly we found that the CO molecule is the most stable in the four-fold 
hollow site with the CO molecular axis tilted away from the normal. We calculated this 
tilt angle as 47.72° at eeo =0.5 ML and 47.84° at eeo =0.25 ML. This tilt angle is slightly 
smaller than the angle calculated by Bromfield et al. [22] and the experimental value 
of 55±2° [33]. A direct comparison of our values with those calculated by Bromfield 
et al. [22] can be seen in Figure 3.2. The trend in our values for the CO adsorption 
energies is similar to the trend in their calculated values. The main difference is that 
they used the PW91 functional where we used the RPBE functional. The difference 
between these trends can be clearly seen in the nearly constant shift in the trend of 
about 0.5 eV If we compare these two sets of values to the experimental estimates of 
the adsorption energy of CO (1.14 eV [25] and 1.604 eV [26]), it is clear that our values 
are more in line with these values. Hammer et al. [28] showed that the RPBE usually 
improves agreement of calculated energies of chemisorption on transition metals with 
the experimental data . The values in Table 3.2 also show some correspondence to the 
other calculated values [21]. As a further confirmation of our calculated adsorption 
geometries we calculated the vibrational frequencies of the tilted CO in the four-fold 
hollow at eeo = 0.25 ML. The CO-stretch normal mode had a frequency of 1/ =1174 
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Table 3.1: Calculated adsorption energies of H on Fe(100) in eV per H atom. 
Adsorption site 

On top Bridge Hollowa 

0.25 0.26 -0.28 -0.31 
0.50 0.32 -0.21 -0.31 





a At OJ{ > 1.00 ML the H is on both bridge and hollow sites. 
Table 3.2: Calculated adsorption energies of CO on Fe(100) in eV per co. 
Coverage eco 
Site 0.25 ML 0.50 ML 1.00 ML 
On top -1.31 -1.29 -0.93 
Bridge -1.18 -1.24 -0.92 
Hollow -1.44 -1.46 -1.18 


















Top Bridge Hollow Tilted hollow 
Figure 3.2: A comparison of the calculated RPBE CO adsorption energies (black) with the PW91 litera­
ture values (white) [22]. (0 - Beo = 0.25 ML; a - Beo = 0.50 ML; 0 - Beo = 1.00 ML) Dashed 
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The vibrational analysis also confirmed that tilted CO in the four-fold hollow site is 
a local minimum at eco = 0.25 ML as was shown by Bromfield et al. [22]. The bond 
length of the adsorbed CO is stretched (1.308 A) with regard to the gas phase CO 
(re = 1.147 A). This indicates a weakening of the CO bond, which is in line with the 
low CO-stretch frequency. From the CO adsorption energy trend in Table 3.2 it is 
clear that all these CO adsorption geometries are stable with regard to gas phase CO, 
although according to Bromfield et al. [22] only some geometries are local minima on 
the potential energy surface. 
3.4 Equilibrium surface coverage 
To consider the separate adsorption of hydrogen and CO at Fischer-Tropsch condi­
tions it i.s necessary to cross the temperature and pressure gaps to look at coverage 
of hydrogen and CO at temperatures of between 500 K and 650 K, and pressures of 
at least 1 bar. This can be done by using statistical thermodynamics. These methods 
were applied by Faglioni and Goddard [34] whereby they derived a general model to 
estimate the equilibrium surface coverage of hydrogen on a metal surface. 
3.4.1 H2 equilibrium surface coverage 
There are a few assumptions inherent to the Faglioni and Goddard [34] model. The 
first assumption is included in the three models they propose for the behaviour of hy­
drogen on the metal surface. The second is in the way that the metal-hydrogen binding 
energies are estimated. It is also assumed that the adsorption energy is independent 
of the temperature. Furthermore we can assume that hydrogen gas is an ideal gas for 
this analysis. 
With regard to the way that the metal-hydrogen binding energies are estimated, 
we can use the adsorption energies we calculated to find a function which describes 
the trend of hydrogen adsorption on the Fe(lOO) surface. We can least squares fit this 
function to the calculated data for hydrogen adsorption. This function will then be 
used to describe the adsorption energy of hydrogen as a function of surface coverage. 
We considered three possible fitting functions: a tangens hyperbolicus function (tanh), 
an inverse tangent function (arctan) and an adapted hyperbola function (hyperbolic). A 
summary of the considered possible fitting functions and their fitted parameters are 
given in Table 3.3. The quality of the various fits can be seen in Figure 3.3. 
In the case of the second assumption, the behaviour of hydrogen on the surface 











3.4. EQUILIBRIUM SURFACE COVERAGE 
Table 3.3: Summary of function fitting parameters for the interpolation of H adsorption energies. Re­
sulting binding energies (IEbind,H I) from these functions are in kcal/mol. 
tanh fit arctan fit hyperbolic fit 
A + Btanh( C -+- DO) A + Barctan(C + DO) ~[AO + B + CO + D 
-.J(AO + B - CO - D)2 + 4,B] 
A 54.493 54.667 -0.432 
B 5.593 -4.247 60.033 
C 2.823 -3.917 -7.167 
D -1.523 2.133 67.756 
n­ 0.005 
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Figure 3.3: Interpolation of the calculated atomic binding energies of hydrogen (IEbind,H I) on Fe(lOO) 
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mensionally delocalised quantum surface gas. Faglioni and Goddard presented three 
models to describe this system. 
In the ideal surface gas model the hydrogen is regarded as a two-dimensional ideal 
surface gas. This approach should be correct when the temperature is very high and 
the coverage is low. In the hard-disk surface gas model exclusion interactions between 
the surface hydrogen atoms are included. This is done by considering the surface 
phase as a mixture of 'disks' of specific radii. This should help in the description 
of saturation effects. Faglioni and Goddard expect this model to correctly describe 
the surface hydrogen's behaviour at high temperatures and high coverage. The third 
model they propose is the anchored model. The individual hydrogen atoms are con­
sidered to be anchored to their surface sites. The low temperature limit should be 
described by this model. The full derivation of these models can be found in the orig­
inal paper [34], while the following equations represent the summary of these three 
models: 






A = (h2/21fmHkBT)1 /2 (3.6) 
F(e) = E(e) + edE(e) (3.7)
de 




panch = pideal ( 1 ) (3.9)
H2 H2 (1- eIOM)2 
where Pff
2 
eal is the equilibrium gas pressure, kB is the Boltzmann constant, h the Planck 
constant, mH is the mass of hydrogen, R the ideal gas constant, T the temperature, Ns 
is the number of surface metal per unit area, qg the full hydrogen gas partition function, 
q,., is the adsorbed atom vibrational partition function, 0 is the surface coverage, eM is 
the maximum possible value of e; E( e) is the adsorption energy function relative to 











3.4. EQUILIBRIUM SURFACE COVERAGE 
From these we can obtain the predicted surface coverage as a function of 
by the the equilibrium 
Hons (equations 3.9). 
value of 2 ML was used (hvl which would be enough to ensure that 
curvature the fitted energy function would determine the cov-
The resulting predicted equilibrium the various 
can seen in are represented by plots of the hydrogen sur­
coverage as a function of the temperature, with line representing a different 
value. 
If we first consider the hyperbolic fit models Figure (a c), we see they 
are quite similar. first similarity is that models all predict 100 K satura­
well to valuetion to approximately 1. ML 
proposed from experiments (1 ± 0.1 ML) (7]. It can also be seen that all of the 
hyperbolic fit have a very The only difference on 
at temperatures higher than 650 K where hydrogen coverage in (b) 
(a) and (c). In (b) hard-disk 
the high temperature and high coverage 
limit. 
which is supposed to best 
Considering the tanh fit and the atan fit results we find that two 
fits the same for hydrogen. We therefore discuss only the tanh fit (d 
- f in Figure 3.4). All three these are once again quite similar, although they 
quite a bit from that of the hyperbolic The first similarity between the tanh 
is a slightly 100 K 1.0 
and 1.25 ML depending on the pressure). This is still in range with the experimental 
value most feature models is the dependence of 
the on temperature in higher pressure the main 
between models lie at temperatures higher than the 
hydrogen a than of models (d) and 
(f). 
By comparing two model that the applied fit a 
see a 
very large role. This can that by changing the interpolation we 
change shape of the equilibrium functions than the 
model limits. The interpolation fit seems to largely the 
low temperature saturation coverage value, as as the nature of the high 
dependence. A very interesting feature of all the models is that predict 
the same BH 0.3 ML 
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3.4. EQUILIBRIUM SURFACE COVERAGE 
results, the derivatives of these model plots could be considered to relate to the hydro­
gen TPD peaks produced with an infinitely slow heating rate. The problem with such 
a view is the fact that the TPD peak produced in such a fashion does not include the 
effects of the specific adsorption/ desorption pathway barriers (which will increase the 
peak temperature), specific coverage dependent ordered overlayer structures and site 
differences . Another consideration is that the peak temperature in TPD increases with 
an increase in the heating rate. Even with these considerations kept in mind it can be 
remarked that the lower left-most line in each plot should roughly correspond to the 
UHV conditions in a TPD experiment. The resulting pseudo-TPD peak temperature 
we obtain from the derivatives of our models are at approximately 200 K. This is much 
lower than the first expected TPD peak on Fe(100) of 280 K [7J . Although this is only 
a rough indication, it shows that our pseudo-TPD peak temperatures are somewhat 
on the low side. We found that these pseudo-TPD peak temperatures are extremely 
sensitive to the calculated low coverage binding energies. This discrepancy might in­
dicate that our calculated model hydrogen binding energies might be slightly lower 
than those of hydrogen in the real system. We can therefore expect that the represen­
tations of the equilibrium surface coverage of hydrogen in the real system might be 
shifted to slightly higher temperatures. 
The above mentioned slight mismatch is actually only of great importance at low 
pressures and low temperatures. If we now consider the relevant Fischer-Tropsch tem­
peratures and pressures (500 K < T < 650 K and P > 1 bar) we can see that eH is at least 
1 ML in all cases. This will stay the same even if there is a shift to slightly higher tem­
peratures. This indicates that at realistic Fischer-Tropsch conditions the hydrogen ad­
sorption equilibrium is strongly shifted toward saturation coverage on this surface. At 
these conditions there is therefore a strong driving force towards covering the whole 
surface with hydrogen. 
3.4.2 CO equilibrium surface coverage 
Since the critical temperature and pressure of CO are 133 K and 35 bar respectively [35], 
we can also consider CO to behave like an ideal gas under in Fischer-Tropsch condi­
tions . This allows us to draw up an equilibrium coverage model for CO in a similar 
fashion as Faglioni and Goddard [34J did for hydrogen (vide supra). The full derivation 
is given in Appendix B. We used the same assumptions as those for hydrogen. The 
resulting equations for the CO equilibrium coverage is: 

















A = (h2/27fmeokBT) 1/ 2 (3.12) 
F(O) = E(O) + Od~~O) (3.13) 
Hard-disk surface gas: 
()/(()M-()))
phard _ pideal _e_----,--,---,­ (3.14)
co - co ( (1- a/OM) 
Anchored: 
panch _ pideal ( 1 ) (3.15)
co - co (1 - a/OM) 
where Pl-f!5al is the equilibrium gas pressure, kB is the Boltzmann constant, h the Planck 
constant, meo is the mass of CO, R the ideal gas constant, T the temperature, N.s is the 
number of surface metal atoms per unit area, qg the full hydrogen gas partition func­
tion, qv is the adsorbed atom vibrational partition function, ais the surface coverage, 
OM is the maximum possible value of a, E(O) is the adsorption energy function relative 
to the gas phase CO molecule and A is the De Broglie wavelength for CO. 
We used the same three functions to fit the interpolation of the CO adsorption en­
ergies as we used for the hydrogen model. A summary of the fitting parameters can 
be seen in Table 3.4. The quality of the correspondence of these respective fitting func­
tions to the data can be seen in Figure 3.5. From these models we can obtain the 
predicted CO surface coverage as a function of temperature and pressure by solving 
the coverage in the equilibrium condition equations. 
For the hard-disk and anchored models we used a value of OM = 1 ML. This would 
be large enough to ensure that the curvature of the fitted adsorption energy function 
would determine the saturation coverage. The resulting predicted equilibrium surface 
coverages for the various models and fits can be seen in Figure 3.6, with the CO surface 
coverage as a function of the temperature. Within these models the various surface 
adsorbate models (ideal, hard-disk and anchored) essentially gave the same results. The 
only noticeable difference is due to the applied adsorption energy interpolation fit and 
therefore we only compare the results of the three applied interpolation fits. 
In the hyperbolic fit results ((a) in Figure 3.6) it is clear that the saturation coverage 













3.4. EQUILIBRIUM SURFACE COVERAGE 
Table 3.4: Summary of function fitting parameters for the interpolation of CO adsorption energies. Re­
sulting binding energies (IEbind,col) from these functions are in kcal/mol. 
tanh fil: arctan fit hyperbolic fit 
A + Btanh(C + DO) A + Barctan(C + DO) ![AO + B + CO + D 
- J(AO + B - CO - D)2 + 4;3] 
A 33.531 33.516 0.133 
B 10.320 8.202 43.281 
C 2.679 3.762 -29.586 
D -3.584 -5.028 55.689 
0: 0.005 
;3 0: J(l + A2)(1 + C2) 
45.0 
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Figure 3.5: Interpolation of the calculated molecular binding energies of CO (IEbind,c ol) on Fe(100) by 
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Figure 3.6: The predicted equilibrium CO surface (Oco) as a function of the 
the proposed interpolation fits: a) b) tanh-fit and c) atan-fit. Each isobar 
to one of the following pressures: 10 14 (lower, leftmost line), 
4, 10-2, 1O- 1,1,and lObar line). 
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3.4. EQUILIBRIUM SURFACE COVERAGE 
the The lowest value corresponds to the 
0.58 ML from [36]. all we 
see a nearly linear decrease of temperature down to ML. 
After we a CO What is clear is 
that the relevant Fischer-Tropsch range (500 K < T < 650 K and P> 1 bar) the surface 
to note that the CO coverage never0.5 
If we the tanh at K still 
a lot, but not as much as in (a). The 300 K coverage ranges between 
ML on is also roughly within of 
experimental At all the pressure values we see a nearly linear in the 
CO but not nearly as steep as in (a). Below 0.4 ML we see a CO 
on temperature as in 
If we consider atan we see that saturation coverage at K does not vary 
as much as in or (b). The K coverage values between and 
experimental values.0.7 ML depending on pressure. is well in 
again we see that at the we a nearly 
in the CO at high pressures. Below ML we see a similar 
(a) and 
calculating peak value from the of these figures 
at lowest value, we find a broad a maximum at a 
ature of 450 K. corresponds well to the 003 TPD peak observed by Burke and 
Madix at K view cannot account specific overlayer struc­
tures which Burke and Madix at lower temperatures. broadness 
of our pseudo-TPD is probably accounting for average energy 
of states. that a more interpolation function would 
needed to these states. 
Another factor which must considered in range 
is that the on Fe(lOO) can readily upon heating to above 
400 K [37, dissociation will result in C o on the We 
must therefore be careful when conclusions from these molecular adsorption 
equilibrium 
From these equilibrium plots it is that at realistic 
conditions adsorption equilibrium is shifted towards sat-
on is 
having at saturation on surface at conditions. At 
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available nAI-U"'ArI0.65 ML. shows that there some "empty 
molecules to the CO lateral interaction. 
3.5 Conclusions 
calculated the adsorbedWe 
the 




being stable to the We found at hydrogen 
coverages higher than (JH == 1.00 ML the hydrogen 
adsorption 
energy 
monotonously an increase At (JH == 2.00 




to experimen tal 
able to the separa te 
P > 1 bar), we 
of hydrogen at relevant Fischer­
conditions a statistical < T < 650 
modynamic model 
used the resulting to 
our calculated 
range of 




hydrogen at a 
these models we can conclude 
will be a force to fill 
Fe(lOO) surface with hydrogen. This would correspond to a hydrogen coverage 
(JH =1 
We derived a sta tistical model equilibrium 
coverage of CO. the resulting we conclude that at con-
the CO equilibrium is towards 
saturation value lies between and 0.65 ML at larger than 1 
of CO that is than that of can be to 
the large interactions that at coverages than (Jeo = 0.5 ML. 
Fischer-Tropsch we almost half of hollow sites will 
The therefore small atoms might to 
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Hydrogen dissociation on CO and C 
precovered surfaces 
Alle Ding sind Gift, und nichts ahn Gift; allein die Oasis macht, 




TUDIES of the process of hydrogen adsorption on iron surfaces have been moti­
vated by the importance of this process in the field of heterogeneous catalysis. 
This is the case since hydrogen adsorption is one of the first reactions in the 
representation of various catalytic cycles. This can further be seen in its particular 
application in the ammonia synthesis [1] and Fischer-Tropsch synthesis reactions [2]. 
Although the hydrogen dissociation reaction seems to be a simple reaction, it has 
quite a lot of intricacies. In the first step in the process of hydrogen chemisorption on 
a metal surface, the H2 molecule approaches the surface. As this happens the elec­
trons in the filled 10'9 orbital start to overlap with that of the metal surface. This re­
sults in a Pauli repulsion with the accompanying increase in energy. As the H2 comes 
even closer, the empty anti-bonding 10': orbital becomes partially occupied, weaken­
ing the H-H bond slightly. As all of this happens, new strong chemical bonds start to 
form with the surface which also counteracts the Pauli repulsion. The specific point 
at which this counteraction takes place determines the position of the barrier on the 
hydrogen adsorption potential energy surface (PES) [3]. This interaction of attractive 
and repulsive potentials will differ at different sites on the metal surface. It will also 
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ergy barrier height can therefore differ at various sites. These different values can 
dynamically "steer" the approaching hydrogen molecule to a more favourable site for 
dissociation [4]. Other effects that has been noted to playa role in certain cases are 
quantum tunnelling and zero-point effects [5]. 
The study of hydrogen chemisorption on a clean Fe(100) surface has been the focus 
of a number of studies [6-10]. On the Fe(110), Fe(100) and Fe(111) surfaces hydrogen 
undergoes dissociative chemisorption [6] . On the clean Fe(100) two adsorption sites 
/31 and /3'1 have been identified. It was by TPD shown that the /32 activation energy 
of desorption is 23 kcal/mol (1.00 eV) [7]. The desorption activation energy of /31 site 
has been established as 14.1 kcal/mol (0.74 eV) [8]. It was also proposed that the Fe-H 
bond energy has a lower limit of 59 kcal/mol [7]. From theoretical work it has been 
established that the four-fold hollow and the bridge sites are available hydrogen ad­
sorption sites with the four-fold hollow site as the slightly more favourable adsorption 
site [9]. By use of the PW91 functional the classical adsorption barrier on the on top 
site was calculated at 3.6 kcal/mol (0.16 eV) and over the bridge site at 3.48 kcal/mol 
(0.15 eV) [9]. From molecular beam experiments the value for H2 dissociation barrier 
was estimated at 0.45 eV [10]. In contrast to this Burke and Madix have proposed an 
upper limit to the adsorption activation barrier of about 2 kcal/mol (0.01 eV) which 
corresponds to a sticking probability of So =0.05 [7] . 
This picture might change significantly once other adsorbates are present on the 
surface. In this regard Ko and Madix [11] showed that the presence of either carbon or 
oxygen hindered the dissociative adsorption of hydrogen on Mo(100). When a clean 
surface is therefore modified with a preadsorbed species it can have an effect on the 
dissociation of hydrogen. Various explanations has been put forward for this type 
of "poisoning". Feibelman and Hamann [12, 13] proposed that this effect is due to 
an adsorbate induced change of the Fermi level density of states (DOS). N0rskov et 
al. [14] proposed a slightly different model for the poisoning. They proposed that the 
change in reactivity by an adlayer is due to the interaction of the hydrogen molecule 
with the electrostatic field that is induced by the adlayer. For dissociative hydrogen 
adsorption they predict that electronegative adlayers are usually poisons for hydrogen 
dissociation and that electropositive adlayers are promoters for hydrogen dissociation. 
These models show that C and CO adsorbates can be poisons, but they do not give 
a detailed microscopic description of the hydrogen dissociation process in their pres­
ence. Local effects can occur by increased dissociation barriers along specific dissoci­
ation pathways of the hydrogen molecule or simply by the blocking adsorption sites 
for atomic hydrogen. 

















4.2. METHODS AND MODELS 
of on a sulphur Pd(100) Sulphur 
can increase Pd electronic 
when 
dissociation barrier at a low S by changing 
the hydrogen A away from S, the 
main contribution is the blockage the site due to a strong repulsion. 
In we use functional theory (DFT) to calculate potential en­
ergy surface (PES) the dissociation on Fe(100) We consider 
,.","c,,;:c on in 
In 
unit 
on a clean surface. Since two 
symmetry 
that will be 
are CO and C, we also precovered"","DCC 
surfaces at coverages. We discuss the most important profiles and discuss 
the playa role the hydrogen on 
Fe(lOO) 
Methods and models 
4.2.1 Calculational setup 
All this study were performed the [16] code. 
employs periodic DFT calculations with a plane wave set and pseudopo­
tentials. We the approximation (GGA) with 
Perdew Burke functional [17J. distribution at the Fermi 
level was modelled 
by core corrected ultrasoft pseudopotentials as included 
with a = eY. 
interactions were 
[18]. 
A an optimised A vacuum between 
ensures that when the hydrogen molecule is 
it will have no significant with 
by a p x2) su­
percell. sampling was generated by following the Monkhorst-Pack 
procedure with a 4x4xl The wave basis set cutoff energy was set at 
eY. coordinates the slab (as as preadsorbed CO and C) were fully op­
molecule was into cell. 
setup (the k-points 
etc.) were 
the number of slab layers, vacuum spacing, 
calculated the equilibrium lattice constant for bulk iron at 2.852 with a bulk 
176 Birch-Murnaghan equation of state [20, 21}. A 
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ment with the experimental values of 2.86 A, 168 CPa and 2.24 /-LB [22,23]. The calcu­
lated surface energy of the seven-layer slab was 2.36 J.m-2which is in good agreement 
with the experimental value of 2.41 J.m-2 [24]. 
The energy and properties of the gas phase hydrogen molecule was calculated by 
placing the molecule in a cubic unit cell with 10 Asides. For H2 we obtained a equi­
librium bond distance of Te = 0.749 A, a vibrational frequency of v =4421cm- 1 and 
a dissociation energy of De = 4.564 eY. These values are in good agreement with the 
experimental values (Te =0.741 A, v =4401 cm- 1 and De =4.560 eV) [25]. 
4.2.2 Dissociation model 
The full description of a H2 molecule approaching the surface has six dimensions (X, 
Y and Z coordinates of the centre of mass, the H2 interatomic distance and the polar 
(B) and azimuthal (c/J) angles of the molecular axis). To fully calculate this large cal­
culational space will be immensely time consuming and therefore we had to simplify 
our approach. We only considered specific 2D cuts through this 6D surface. The two 
dimensions under consideration are the H2 interatomic distance and the height of the 
centre of mass above the surface (Z) . On various Cu [26-29], Pd [4, 30-32], Ag [32] 
and Rh [32,33] surfaces H2 dissociation is enhanced by having the H2 molecular axis 
parallel to the surface. The proposed mechanism that underlies this H2 rotational ori­
entation effect is the enhanced metal-H2 interaction when both the H atoms are bound 
to the metal surface atoms at the same time. Therefore, as a first approach we assume 
that, although Fe is in many respects different to these metals, in a similar fashion the 
interaction of the H2 with the molecular axis parallel to the surface will be of the most 
significance in the H2 dissociation process on the Fe(100) surface. 
The surface slab geometry was kept fixed for all of the studied H2 adsorption path­
ways. This approximation can be used since the mass mismatch of H with the Fe 
atoms is quite large (the mass mismatch between H2 and COIC is not that prominent 
and therefore their movements cannot necessarily be so cleanly decoupled. However, 
to simplify the calculational space it is assumed that we can decouple the COIC and 
H2 movements). The reference energy zero is taken as the energy of the geometry 
where the hydrogen molecule is 4.00 A away from the surface. Single point ener­
gies were calculated for a large range of possible combinations of the height of the H2 
above the surface and the H2 bond length. An interpolation of the energy values were 
done, resulting in a classical "elbow plot" graphs. Each plot is constructed from a set 
of approximately 240 single point calculations with an average grid spacing of 0.1 A. 











on the height, 
that it is one of the dissociation of 
particle can follow the minimum-energy path exactly. 
4.3. RESULTS 
included PES, will be 
4.2.3 Zero-Point Corrections 





From this fit 
we the (vo) and the well 
A is and cannot follow bottom of 
PES. It perpendicular to the minim urn 
the potential at various points to a Morse potential . 
With h as the constant, the zero-point (Eo) estimate is calculated by: 
(4.1) 

DOS and Charge analysis 
local density states (LDOS) was by a projection of 
wavefunctions onto to obtain the s, p and d character of 
trons. The is given to the Fermi-level of system. All DOS-plots 
are shown as spin-polarised with the o:-spin profile at the and at 
bottom. We estimated the charge of preadsorbed C on the 




molecule approaches the surface the surface with an equilibrium 
the 2D cuts (PES) for a 
clean Fe(lOO) surface, as well as 
hal will pathway. The 
We 
is given in length of 0.794 A of 
4.3.1 H2 dissociation on the clean Fe(100) surface 
The resulting H2 dissociation profiles on a Fe(lOO) can be seen Fig­
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with H atoms ending up on the bridge sites. The H2 approaches to 2.2 Awhere it goes 
over a small barrier of 0.08 eV to enter a molecular adsorbed state at 1.8 A above the 
surface. The H-H bond length is slightly stretched at 0.82 A. The depth of the energy 
well of this molecularly adsorbed state is 0.03 eV This is much smaller than the energy 
well calculated by Sorescu with PW91 [9] . The simultaneous H-H bond stretch and 
surface-H bond shortening results in an energy increase up to the dissociation activa­
tion energy barrier at 1.42 Aabove the surface, with the H atoms separated at 1.25 A 
and with an energy value of about 0.24 eV This is much larger than the barrier cal­
culated by Sorescu [9] for the same site. After inclusion of the ZPE correction for this 
profile the height of the dissociation barrier (0.16 eV) compares slightly better with 
Sorescu's values. After the barrier the H-H distance increases until the H atoms are 
bonded at the bridge site (2.85 A separation) at a height of 0.95 A above the surface. 
The adsorption energy of the 2 H atoms on the bridge site is -0.41 eV (Eads =-0.205 eV 
per H atom). 
The centre profile of Figure 4.1 shows the dissociation profile of H2 on the on top 
site with the H-H bond rotated by 45° in the plane parallel to the surface. In this case 
the H atoms end up in the hollow sites. The H2 approaches to 2.2 A where it goes 
over a small barrier of 0.08 eV to enter a molecular adsorbed state at 1.8 A above the 
surface with a slightly stretched H-H bond length at 0.81 A. The depth of the energy 
well of this molecularly adsorbed state is also 0.03 eV The dissociation barrier has an 
energy value of about 0.33 eV The separation of the H atoms increases until they are 
bonded in hollow sites separated at 4.02 A with a height of 0.30 A above the surface. 
The adsorption energy of the 2 H atoms in these hollow sites is -0.59 eV (Eads = -0.30 
eV per H atom). 
The right profile in Figure 4.1 shows the dissociation profile of H2 on the bridge site 
with the H atoms ending up in the hollow sites. The H2 approaches to 1.4 Awhere it 
reaches a barrier of 0.34 eV with a slightly stretched H-H bond length at 0.85 A. Only 
after this barrier the H-H bond starts to stretch significantly until they are both bonded 
in hollow sites at a height of 0.30 Aabove the surface. The adsorption energy of the 2 
H atoms in these hollow sites is -0.62 eV (Eads =-0.31 eV per H atom). 
We also considered the dissociation profile of H2 over the hollow site with H atoms 
ending up on the bridge sites. As the H2 approaches the surface it experiences a very 
strong repulsion. The barrier of 0.86 eV is reached at 1.25 A above the surface with a 












4.3.2 H2 dissociation on the CO-covered Fe(100) surface 
Besides hydrogen, the other component in synthesis gas is CO. We considered the 
effect of adsorbed CO on the process of hydrogen adsorption by having CO perpen­
dicularly adsorbed in the hollow site at coverages of eGO =0.25 ML and eGO =0.5 ML. 
We considered the same pathways as those described on the clean surface. 
4.3.2.1 eGO =0.25 ML 
The profiles for H2 dissociation on a eGO =0.25 ML precovered surface can be seen in 
Figures 4.2 and 4.3. The left profile of Figure 4.2 shows the dissociation profile of H2 on 
the on top site with H atoms ending up on the bridge sites. As the H2 approaches the 
surface it experiences a much stronger repulsion than was seen for the corresponding 
pathway on a clean surface. This is due to the fact that the CO molecule orbitals 
are sticking out further into the vacuum. These CO orbitals contribute to a strong 
Pauli repulsion interaction with the H2 at a very earlier stage in the H2 approach. No 
molecular adsorbed state can be observed in this profile . The H-H bond stretches and 
the surface-H bond shortens with a corresponding increase of the energy to 1.46 eV at 
the dissociation barrier. After the barrier the H atoms are bonded at the bridge sites. 
The energy of the 2 H atoms is 0.94 eV at this point. This is much less stable than the 
gas phase. It is important to keep in mind that in this case the two H atoms are not 
equivalent. The one that is the closest to the CO molecule would probably experience 
severe forces that will move it down to the hollow site right next to it. This would 
result in a more favourable energetic configuration. At this CO coverage this seems to 
be a very unlikely dissociation pathway. 
In contrast to the on top site, the dissociation barrier is slightly lower for the on top 
site with the H-H bond rotated by 45° parallel to the surface plane (right of Figure 4.2). 
In this case both the H atoms end up in hollow sites. As the H2 approaches the surface 
it once again experiences a strong repulsion. No distinct molecular adsorbed state can 
be observed. The energy value of this activation barrier is 0.90 eV This barrier is much 
higher than on a clean surface, but it is significantly lower than that of the previously 
considered on top site. The H atoms end up in hollow sites with and adsorption energy 
of the 2 H atoms of -0.72 eV (Eads = -0.36 eV per H atom) . 
From the previous two profiles it is clear that there is a strong repulsion between 
the CO and the approaching H2 molecule. We therefore also considered an adsorption 
profile similar to the on top site with the H-H bond rotated by 45°, but with the H2 
centre of mass shifted away from the CO by 0.5 A. We call this the rotated off-symmetry 
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significantly smaller here. The initial repulsion is almost down to the level of the clean 
surface, with a dissociation barrier of 0.35 eY. This is in line with that of the clean 
surface. 
We also considered the dissociation of H2 on the bridge site which is not directly 
next to a co. The H atoms end up in hollow sites. The H2 reaches a barrier of 0.33 eV 
with a profile which looks exactly like that of the clean surface bridge site. Upon calcu­
lation the dissociation profile over the possible hollow sites, an even larger repulsion 
was experienced than that which was observed on the clean surface indicating that the 
barriers will be even higher than that of the clean surface hollow site. 
4.3.2.2 eco =0.50 ML 
At this coverage all of the bridge sites will have a co molecule in the hollow sites next 
to it. The strong repulsion between co and H2 will effectively block these bridge sites 
for adsorption. The dissociation barrier for a H2 molecule on the on top site (with the 
H atoms ending up on the bridge sites) has an extremely high energy value of 2.67 eY. 
Similarly dissociation over the hollow sites and bridge sites cannot take place, since 
these bridge sites are blocked by the adsorbed co molecules in the hollow sites. 
Figure 4.4 shows the dissociation profile of H2 on the on top site, with the H-H bond 
rotated by 45° parallel to the surface plane. In this case the H atoms end up in the 
two remaining hollow sites. The initial repulsion H2 experiences as it approaches the 
surface is similar to that at Bco =0.25 ML. The dissociation barrier has an energy value 
of 1.33 eY. This barrier is significantly higher than the barriers for the corresponding 
geometries on the clean surface and at Bco =0.25 ML. 
The most stable co adsorption geometry on Fe(lOO) is the hollow site with the co 
bond tilted towards the surface [37]. We have therefore also calculated the H2 dissocia­
tion profile for this tilted co geometry at Bco =0.5 ML on the on top site with the H-H 
bond rotated by 45° parallel to the surface plane. We found that the H2 experiences 
an extremely large repulsion as it approaches the surface. The dissociation barrier in 
this case has an energy value of 2.46 eY. This barrier is a lot higher than that of the 
corresponding geometry with the co molecular axis perpendicular to the surface. It 
is clear that when the co is tilted on the surface at Bco = 0.50 ML, dissociation would 
probably only take place if the co molecules move to the perpendicular positions. 
4.3.3 H2 dissociation on the C-covered Fe(100) surface 
It has been shown that the tilted co molecules on Fe(lOO) can readily dissociate upon 
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Figure 4.1: PES for H2 dissociation on a clean Fe(IOO) surface with H2 on top (left), on top rotated by 
45° (centre) and on the bridge site (right). 
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Figure 4.2: PES for H2 dissociation on a (jeo = 0.25 ML precovered Fe(IOO) surface with H2 adsorption 
on top (left) and on top rotated by 45° (right). 
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Figure 4.3: PES for H2 dissociation on a (jeo = 0.25 ML precovered Fe(IOO) surface with H2 rotated by 
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Figure 4.4: PES for H2 dissociation on a (Jeo =0.5 ML precovered Fe( l OO) surface with H2 on top and 
on top rotated by 45° . 
therefore also need to consider the effect of a C precovered surface on H2 dissociation. 
4.3.3.1 Be = 0.25 ML 
The resulting H2 dissociation profiles on Fe(100) surface with Be =0.25 ML can be seen 
in Figures 4.5 and 4.6. The left profile of Figure 4.5 shows the dissociation profile of 
H2 on the top site with H atoms ending up on the bridge sites. As the H 2 approaches 
the surface it experiences a slightly stronger repulsion than that of the corresponding 
pathway on a clean surface, but not as strong as at Beo = 0.25 ML. No molecular ad­
sorbed state can be observed. The dissociation barrier has an energy value of 0.55 eY. 
This barrier is almost twice as high as on the clean surface, but much lower than at 
Beo = 0.25 ML. Once again the two H atoms are not equivalent and the one that is the 
closest to the C atom will probably move down into the hollow site right next to it. 
This would result in a more favourable adsorption energy. 
The profile in the right of Figure 4.5 shows the H2 dissociation profile on the Fe(100) 
surface with Be = 0.25 ML on the on top site with the H-H bond rotated by 45° parallel 
to the surface. In this case the H atoms end up in the unoccupied hollow sites. The 
H2 approaches to 2.05 A where it goes over a barrier of 0.16 eV to enter a molecular 
adsorbed state at 1.78 A above the surface with a slightly stretched H-H bond length. 
The depth of the energy well of this molecularly adsorbed state is once again very 
shallow. The energy will increase up to the dissociation barrier with an energy value 
of 0.49 eY. Although this barrier is lower than that for the CO precovered surfaces, this 
value is still about twice as large as the lowest barrier on a clean Fe(100) surface (0.24 
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Figure 4.5: PES for H2 dissociation on a Be =0.25 ML precovered Fe(lOO) surface with H2 on top and 
rota ted by 45° . 
-0.33 eV per H atom). 
From the previous profiles it is clear that there is also a repulsion between the C and 
the approaching H2 molecule. We therefore also considered an off-symmetry adsorption 
profile similar to the one we calculated at eco = 0.25 ML with the H2 centre of mass 
shifted away from the C by 0.5 A. This profile can be seen in Figure 4.6. It is clear 
that the C-H2 repulsion is significantly smaller here. The initial repulsion is very small 
in this case and the corresponding dissociation barrier is 0.25 eV. This is smaller than 
most of the barriers we calculated on the clean surface. It is quite clear that the off­
symmetry sites become very important when there is another adsorbate covering the 
surface. 
We also considered the dissociation of H2 on the bridge site which is not directly 
next to the C. The H2 reaches a dissociation barrier of 0.31 eV with a profile that looks 
exactly like that of the clean surface bridge site. Over the two possible hollow sites 
much larger repulsions were observed than that which was observed on the clean 
surface indicating that the barriers will be higher than that of the clean surface hollow 
site. 
We also considered the dissociation profile of H2 directly on the pre-adsorbed car­
bon on the surface. This would directly form CH2. In this case the H2 experiences an 
extremely strong repulsion as it approaches the C atom. The H2 reaches a barrier of 
2.20 eV in this process. This high barrier for direct CH2 formation indicates that CH2 
would not likely be formed by direct addition of H2 to the C atom and that the H2 
needs to be dissociated by the iron atoms. This strong repulsion would likely redirect 
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Figure 4.6: PES for H2 dissociation on a ee = 0.25 ML precovered Fe(lOO) surface with H2 rota ted by 
45°. The H2 centre of mass is slightly moved away from the high symmetry on top site. 
4.3.3.2 Be =0.50 ML 
Figure 4.7 shows the dissociation profile of H2 on the on top site at Be = 0.50 ML. The 
left of Figure 4.7 shows the on top dissociation pathway. Once again all the bridge 
sites will have a C atom in the hollow next to it. As the H2 approaches the surface 
it experiences a slightly stronger repulsion than what was seen for the corresponding 
pathway at Be =0.25 ML and the clean surface. No distinct molecular adsorbed state 
was observed . The resulting dissociation barrier has an energy value of 0.95 eV The 
adsorption energy of the 2 H atoms on the bridge site is 1.78 eV (Eads = 0.89 eV per H 
atom). This adsorption energy is very unfavourable and the H atoms would probably 
be pushed into the empty hollow sites right next to them. Once again we see the C-H 
repulsion in effect. 
The right profile in Figure 4.7 shows the dissociation profile of H2 on the on top 
site with the H-H bond rotated by 45° parallel to the surface plane. In this case the H 
atoms end up in the two remaining hollow sites. The initial repulsion H2 experiences 
as it approaches the surface is similar to that at Be = 0.25 ML. No distinct molecular 
adsorbed state can be observed. The dissociation barrier has an energy value of 0.71 
eV This barrier is higher than at Be =0.25 ML. The adsorption energy of the dissociated 
H atoms in the hollow sites is -0.78 eV (Eads = -0.39 eV per H atom). 
Dissociation over the hollow sites and bridge sites cannot take place, since the 
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Figure 4.7: PES for H2 dissociation on a (Jeo =0.5 ML precovered Fe(lOO) surface with H2 on top and 
on top rota ted by 45 0 • 
4.3.4 Zero-point corrections 
The above description considers H2 as a classical particle. If we also want to consider it 
as a quantum particle we have to take the zero-point vibrations into account. We have 
calculated the estimated minimum zero-point energy perpendicular to the minimum 
energy pathway for selected profiles. The zero-point corrected overall barrier values 
are summarised in Table 4.1. It is interesting to note that after the zero-point correc­
tions have been applied all the dissociation barriers have values that are on average 
0.1 eV lower than in the classical approach. 
4.3.5 Electronic analysis 
We have calculated the Mulliken charges of the clean and precovered surfaces before 
the reaction with H 2. These estimated charges are summarised in Table 4.2. The clean 
surface has a very small projected charge per surface atom. This changes as C and CO 
is introduced. The C atoms have large negative charges of -0.75 e- at both coverages, 
while the CO molecules have cumulative charges of -0.82 e- and -0.79 e- at (jeD = 0.25 
ML and (jeD = 0.50 ML respectively. 
We also calculated the LDOS for the same systems. Plots of the d-electron LDOS 
of the surface Fe atoms of these systems can be seen in Figure 4.8. These plots are all 
relative to the Fermi level (EJ) . It is clear that although these d-bands are different in 
internal shape, their centres of gravity are at the same position relative to the Fermi 
level. The Fermi level, on the other hand, becomes lower as we introduce more C and 
CO to the surface (see Table 4.2). Since the d-band position does not change relative to 
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Table 4.1: Summary of the calculated barriers for H2 dissociation on clean and pre-covered Fe(lOO). 

Profile Site Ea (eV) Ea,zpe (eV)a Barrier positionb 

Clean Fe(100) On top 0.24 0.16 late 
On top 45° 0.33 0.22 late 
Bridge 0.34 0.26 early 
Hollow 0.86 0.73 early 
Beo =0.25 ML On top 1.46 1.34 late 
On top 45° 0.90 0.80 late 
Bridge 0.33 0.24 early 
Off-symm. top 45° 0.35 0.26 late 
Beo =0.50 ML On top 2.67 2.49 late 
On top 45° 1.33 1.24 late 
BeO,tilted =0.50 ML On top 45° 2.46 2.23 centre 
Be =0.25 ML On top 0.55 0.46 late 
On top 45° 0.49 0.40 late 
Bridge 0.31 0.23 early 
Off-symm. top 45° 0.25 0.08 late 
Top C 2.20 2.07 centre 
Be =0.50 ML On top 0.95 0.84 late 
On top 45° 0.71 0.60 late 
a Ea ,z PC indicates the zero-point corrected barrier estimates. 












of the absolute energy of the d-bands. 
The first of these electronic effects is the negative charges on the CO and C adsor­
bates. According to N0rskov et al. [14] the change in reactivity towards H2 is due to 
the interaction of the hydrogen molecule with the electrostatic field that is induced 
by the adlayer. A negative field is regarded as a "poison" for the dissociation reac­
tion. This seems to fit very well with our calculated charges and the accompanying 
increases in the barriers. The charge transfer that created the charged surface species 
is usually associated with a change in the Fermi level. As the Fermi level decreases, 
the difference in energy between the 10"g orbital of H2 and the d-band decreases. Since 
the 10"g is a fully filled closed shell orbitaC the Pauli repulsion will increase with the 
lowering of the Fermi level. The attractive interaction between the Fermi level and the 
LUMO (10"~) of H2 is responsible for the weakening of the H2 bond. Since a lowering 
in the Fermi level will increase the difference between these two electronic levels, this 
interaction becomes weaker. We can therefore expect an increase in the dissociation 
barrier of H2 if the Fermi level and d-band shift to lower energies. To illustrate this 
relation we plotted the on top 45° site dissociation barriers as a function of a change in 
the Fermi level energy (Figure 4.9). In this view the H2 position is kept constant and 
the CO and C occupies a similar surface area. This obviously does not include local ef­
fects that may result in a decrease of the barrier energy (as can be seen in the resulting 
off-symmetry dissociation pathways). From Figure 4.9 it is clear that the barrier height 
increases as the Fermi level becomes smaller. A linear regression of these values gave 
an empirical function of Ea = -0.755Ej + 0.28. By using this we predict that if the 
Fermi level Fe(100) surface can be increased by at least 0.45 eV (by alloying or adding 
a electropositive promoting adsorbate) the dissociation barrier can be decreased to 0 
eV 
4.4 Discussion 
A summary of all the barriers that we have calculated is given in Table 4.1. If we 
consider the values in Table 4.1 it is clear that most of the barriers for dissociation of 
H2 change due to the pre-adsorbed C and CO on the surface. On the clean surface 
the lowest calculated zero-point corrected barrier for H2 dissociation is on the on top 
site (0.16 eV). When we consider pre-adsorbed CO at Bco = 0.25 ML we see that the 
barriers for the both the on top and the rotated on top type adsorption sites have 
increased significantly. An off-symmetry site has taken over the role as the lowest 
"late" adsorption barrier (after the "elbow-curve") for both CO and C. It is interesting 
to note that in both cases the bridge site adsorption barrier ("early" barrier) has not 
65 
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Figure 4.8: Spin resolved DOS plots of the d-bands of the surface Fe atoms for clean and precovered 
Fe(lOO) surfaces. a) Clean surface. b) Be =0.25 ML. c) Be = 0.5 ML. d) Beo = 0.25 ML. e) Beo 
= 0.5 ML. 
Table 4.2: Calculated charges (q) and Fermi level energies (EJ) for the clean and precovered Fe(lOO) 
surfaces. All charges are in e- per atom. 
System qFe qe qO Ef (eV) 
Clean surface 0.04 -3.69 
(Je = 0.25 ML 0.25 -0.75 -3.98 
(Je = 0.50 ML 0.40 -0.75 -4.38 
(Jeo = 0.25 ML 0.25 -0.42 -0.40 -4.51 
(Jeo = 0.50 ML 0.45 -0.42 -0.37 -5.02 
1.40 
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Figure 4.9: The H2 dissociation barriers (Ea) on the on top rotated by 45 0 site as a function of the change 
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4.4. DISCUSSION 
changed significantly. 
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cantly. has the cor­
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2. physical blocking of 
If we consider the rate of hydrogen an type equation, the 
rate constant (k) of the dissociation n ....('\,.."',o" written as the product of the barrier 
height in the exponent (e~Ea/RT) 
increase in the activation ",n."yo-u 
rate constant (effect 1). 
dissociative adsorption (order 
f f 1 013o sur ace processes 
considered to be a fast reaction. 
also have an 
of dissociation 
H atoms (effect 
These two effects 
tion on highly 
(A). It is clear an 
lower 
pre-exponential factors 
significantly lower than 
adsorption process cannot 
value of the pre-exponential 
rate constant. The decrease of the number 
blocking of the adsorption 
A value. 
lowering of the rate constant of 
and Niemantsverdriet that 
low pre-exponential adsorption processes may already rate 
limiting step in many 
dissociation over a 
large increases in blocking of 
may become the case 
surface due to the 
sites. 
The implication of this synthesis is that is 
not necessarily freely hydrogen availability will on 
of the other (like and C in this case) on the H2 dissociation 
4.5 Conclusions 
We the dissociation process of on 
Fe(100) it is clear that the presence of C will block 
several as well as increasing the dissociation 
barriers. At of up to 0.25 ML to the barrier 
increase is repulsion. In these cases will play an 
important approaching hydrogen 
COandCweAt 
increased to more times larger values Since 
the barrier is expressed exponentially, a 
the rate constant for the dissociative Another 













blocked, as well as the fact that the number 	 pathways also 
This will an low pre-exponential factor. Overall the rate 
of dissociative hydrogen adsorption will the a 
highly CO or C 
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Coadsorption of CO and H on Fe(lOO) 

Where there is matter, there is geometry. 
- JOHANNES KEPLER 
5.1 Introduction 
T
HE adsorption of carbon monoxide and the co-adsorption with hydrogen on 
the Fe(100) surface is particularly interesting because of its relevance to the 
Fischer-Tropsch synthesis. This reaction is used to obtain a wide spectrum of 
hydrocarbons by the reaction between hydrogen and carbon monoxide on Fe or Co 
catalyst surfaces [1]. Whereas separate CO and H adsorption on Fe surfaces has been 
studied quite extensively, very little information is available for the hydrogen-carbon 
monoxide coadsorption system. 
In considering surface reactions between CO and H, knowledge of the conditions in 
which they can coexist on the metal surface is necessary. However, a limited number 
of studies on the coadsorption of these species exist and even less theoretical work ex­
ists [2-8]. The strong dependence of coadsorbate structure on the type of gas exposure 
(sequential vs. mixture), the adsorption temperature and the surface structure makes 
the predictions of coadsorbate structures very difficult [3]. Most studies were carried 
out by sequential dosing of H2 and CO, however, under reaction conditions a mixture 
of reactant molecules interact with the catalyst surface. In the process of coadsorption 
some coadsorption effects have been observed such as blocking of H adsorption by 
CO (and vice versa) [3], formation of subsurface H [6,9] and island formation [5] . 
Only a few studies on the coadsorption of H and CO on Fe surfaces are known. 
Wedler et a1. [10] showed that CO induced changes in the adsorption state of H on 
Fe surfaces. It was postulated that pre-adsorbed H inhibits the dissociation of CO 
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CHAPTER 5. COADSORPTION OF CO AND H 
on Fe [11]. Burke and Madix [12] did a systematic TPD study of the coadsorbed CO 
and H. They showed that the higher the CO coverage, the weaker the H is bound to 
the surface. They proposed that CO and H would be coadsorbed in a mixed adlayer 
with a repulsive interaction between the CO and H via electrostatic repulsion while 
'through-surface' interactions might also playa role. By analysing H presaturated 
Fe(100) with EELS at both 100 K and 343 K, Merrill and Madix [13] found a quite 
different binding for CO with the blocking of the four-fold hollow site by H . They 
found that the frequency of the CO stretch vibration shifts to a higher value than for 
pure adsorbed CO. Contrary to the results with other transition metals they found no 
H and CO segregation on Fe(100). 
Blyholder and Lawless [14, 15] attempted theoretical studies of coadsorption on 
Fe(100) by using semi-empirical calculations on a Fe12 cluster. However, this cluster is 
too small to give reliable results for an extended surface, because edge effects playa 
significant role. Despite this they found that H destabilised CO adsorption at on top 
sites, while at four-fold hollow sites both CO and H adsorption strengths decreased. 
To gain further insight into the coadsorption of H and CO on the Fe(100) surface we 
consider the results of calculations done within the pseudopotential approximation of 
first principles DFT. In this chapter we will analyse the different available coadsorp­
tion geometries on the Fe(100) surface. We also include a discussion on the electronic 
effects, the zero-point vibrational energy effects and the vibrational entropy of the ad­
sorbates. 
5.2 Method and models 
5.2.1 Calculatio al setup 
The quantum chemical calculations in this work were performed using the CASTEP [16] 
code using the RPBE functional [17]. A Gaussian smearing method was applied to 
the electron distribution at the Fermi level with a = 0.1 eY. The ion-electron interac­
tions were described by core corrected ultrasoft pseudopotentials as included in the 
CASTEP suite [18] . 
A seven-layer slab was used with an optimised 10 Avacuum layer between the sur­
faces. The surface was represented by using a p(2 x 2) periodic supercell . Adsorption 
was performed on both sides of the slab to facilitate the use of symmetry. The k­
point sampling was generated by following the Monkhorst-Pack [19] procedure with 
a 5x5x1 mesh. The plane wave basis set cutoff energy was set at 400 eY. The coordi­














5.2. METHOD AND MODELS 
k-points mesh, the number of slab vacuum spacing, were optimised. 
Coadsorption method 
adsorption geometries. 
study CO and we have to look at H 
were in 3. 
CO adsorption geometries 
We to of CO H on Fe(lOO) 
superimposing 
onto Only corresponding to local minima 
et al. as the starting geometries at 
(Jco :::: 1 ML, eco :::: 0.5 :::: 0.25 ML. Although 
tion is a possibility on some coadsorption of with hydrogen 
was not considered, 
to stay on of going into 
Carter showed that hydrogen atoms 
or into the Fe bulk. 
The coadsorption energy is calculated by: 
Eslab 
with is energy formation of the species relative to the and 
E(CO+nH) is the calculated of specific coadsorbed geometry, is the 
energy of clean Fe(lOO) slab, and IS 
the gas-phase 
under 
and CO, and n is the number of 
not include zero-
point vibrational energy corrections. 
atoms 
5.2.3 Analysis of island formation 
the possibility that the coadsorption state (mixed would be the 
of adsorbates to form separately 
adsorbed areas on 
to island formation (the can·..a",." 
be 
This will give an initial indication (from the 
the to most 
arate adsorption 
the or whether 
This can regarded as a surface 
state 
















CHAPTER 5. COADSORPTION OF CO AND H 
to byTo analyse island we follow a method 
et al. [5]: 
dx = a- b c-n­
2 
(5.4)(e + f - 2b - c 
where: 
It a: energy 
b: energy Fe(lOO) slabIt 
It c: energy the gas phase 
It d: the gas phase 
It e: adsorbed on Fe(lOO) 
n adsorbed on Fe(lOO)• f: 
• X: coadsorption energy CO on 
It Y: sum adsorption energies CO and on Fe(lOO) 
Island is favoured if IXI < when IXI > 
favours a coadsorbed state. The aurereni:e between X and Y 
heat = (X - Y) /2) for 
current uses a conservation of 
mixing reaction in 
This implies that both 
Our 
state will be at surface coverages in the 
5.2.4 Vibrational analysis 
A '-'-'-'..,,,..... vibrational 
geometries. 
was performed on the 
can be used 
some 
atoms are 
much than adsorbate atoms Appendix C). The 
perturbations of the Cartesian anal-
we obtained the vibrational the considered atoms. harmonic 





of the vibrational 















5.3, RESULTS AND DISCUSSION 
applied Jensen [21]. Gibbs of mixing can be 




We not included contribution because our case 
it should amount to than 6 meV / A2 at all temperatures than 1000 K 
analysis 
The effects coadsorption was also investigated by the density 
of states (DOS) some The local (LDOS) was by a projection 
d character ofof wavefunctions onto 
electrons. The DOS is also 
harmonics to obtain 
to each <0"<0 t£>,rn All 
at top thethe DOS-plots are shown as spin-polarised with the 
profile at the bottom. 
5.2.6 Graphical Representation 
In the structures will 
to a p(2x2) 
following are to identify 
by a 
All 
To avoid confusion 
atoms: == purple, C == o red 
and white. 
normal (unless indicated). 
Results and discussion 
5.3.1 Coadsorption at Oeo =1.00 ML 
for at 1 can seen 
Figure and Table 5.1. With in 
destabilises four-fold hollow CO coadsorption 
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CHAPTER 5. COADSORPTJON OF CO AND H 
hollow. This CO is then pushed away from the surface into the vacuum leaving only 
H behind. Therefore 1-C indicates only the starting geometry. 
Having CO on the bridge sites at (Jeo = 1 ML gives rise to three coadsorption ge­
ometries (1-0 to 1-F). Putting the H on the bridge site (1-0) gives rise to the lowest 
energy state of the three (0 .03 eV lower than the corresponding pure CO adsorption 
geometry), while having H on top gives rise to an unstable geometry (l-E). If the H is 
in the four-fold hollow the geometry (l-F) is stable with regard to the gas molecules, 
but still less stable than the corresponding pure CO adsorption state. 
When we consider the CO on the on top site there are four possible coadsorption 
geometries (l-G to 1-J). The first geometry (l-G) has H in the four-fold hollow and CO 
on top with a coadsorption energy of -1 .22 eY. This is more stable than on top CO alone. 
This geometry is the most stable geometry of the high CO and H coverage geometries. 
This geometry is destabilised if the position of the H atoms are changed to the bridge 
site (l-H). By adding more H atoms to the geometry even further destabilisation takes 
place (1-I). By having three H atoms for every on top CO (l-J) the interatomic forces 
become very large. After relaxing the structure the H atoms in the four-fold sites were 
forced below the level of the surface Fe atoms. 
Although these geometries at a CO coverage of (Jeo = 1 ML are quite unrealistic 
(since the saturation coverage of CO is considered to be around (Jeo = 0.5 ML [12,23]) 
it clearly shows a lateral repulsion if the H and CO are too close together. It can also be 
seen that the coadsorption geometry becomes destabilised when H atoms are on the 
on top site. This is similar to the relative instability of the H atoms on the on top sites 
in pure H adsorption. 
5.3.2 Coadsorption at eco = 0.5 ML 
The results for the coadsorption geometries for a CO coverage of (Jeo = 0.5 ML can 
be seen in Figure 5.2 and Table 5.1. Bromfield et al. [20] noted that at (Jeo =0.5 ML 
CO has two local minima: The on top and the four-fold tilted geometries. Thus, the 
coadsorption geometries imposing H-adsorption on to these two local minima were 
investigated. Only a few coadsorption geometries are possible when CO is in the on 
top position. This corresponds to 2-A to 2-D in Figure 2. From the results it can clearly 
be seen that H in the four-fold hollow is the preferred position if CO is on the on top 
site. Although these geometries were created by the superposition of the local minima 
of H and on top CO, the resulting geometries 2-A to 2-D are not local minima on the 
PES. This is evident from the vibrational analysis in which all these geometries have 











5.3. RESULTS AND DISCUSSION 
1-A 1-8 1-C· 

0.42 0.73 
1-0 1-E 1-F 

-0.95 0.11 -0.56 
1-G 1-H 1-1 1-J 

-1.22 -0.86 -0.53 0.80 
Figure 5.1: Top view of the coadsorption geometries on Fe(lOO) with Bco =1 ML (coadsorption energy 
(Ecoads) in eV indicated to the right of each geometry; l-C* indicates the starting geometry 
only). 
When considering the coadsorption geometries for the tilted CO at BC~ = 0.5 ML it 
must be noted that there are three effects visible. The first can be seen in both 3-A and 
3-B in Figure 5.2. The H atom is initially positioned in the centre of the four-fold hol­
low. H migration was observed upon optimisation of these coadsorption geometries 
where after it was located on the carbon's side of the hollow. These two coadsorp­
tion geometries are of similar energy values indicating that the additional H does not 
stabilise the geometry any further. 
The second effect can be seen in 3-C and 3-D in Figure 5.2. The H was initially 
positioned on the bridge site next to the C atom, but upon optimising the geometry 
the H formed a bond with the C atom. The CO bond length is stretched to 1.363 A 
in both cases. This lengthening of the bond indicates a weakening of the CO bond 
upon bonding of the H atom to the C atom of the CO. Although 3-D is less stable 
than 3-C, both geometries are less stable compared to pure CO in the tilted four-fold 
hollow state. These geometries are similar to the geometry Blyholder and Lawless [14] 
proposed for H assisted CO dissociation. 
The third effect is seen when H is initially positioned on the bridge site which is 
parallel to the CO tilt direction. From here it migrates down into the four-fold hollow 
upon optimisation. Therefore, by putting one and two H atoms next to a titled CO 
adsorbate, the geometry optimised to 3-A and 3-B respectively. By putting two H 
atoms next to the same CO adsorbate both the H atoms moved into a hollow, giving 











CHAPTER 5. COADSORPT/ON OF CO AND H 
effect is visible at higher H coverage on these bridge sites (3-F). 
A radically different geometry was formed when two H atoms were placed on top 
next to the same C atom (3-G). The two H atoms moved toward the C atom and 
bonded to it. The C atom of the CO was pulled out of the hollow giving rise to a 
CO bond that is nearly parallel to the surface. The CO bond length is stretched to 
1.42 Awhile the other CO adsorbate's bond length is unchanged. 
In all cases except those where the H was directly bonded to the C atom of the CO, 
the CO bond length decreased indicating that the coadsorbed H strengthens the CO 
bond. 
An analysis of island formation (Table 5.1) showed that all of the considered ge­
ometries favour the mixed state, except 3-D. For the geometries where the H atoms 
are alone in the hollow sites (3-A and 3-B) the heat of mixing is quite large at -0.66 eV 
and -0.58 eV, respectively. It should be noted that the CO coverage in the segregated 
state (i.e. the CO island) has a coverage of eco =1.00 ML, which is very unfavourable 
compared to pure CO adsorption at 0.50 ML (a difference of 0.70 eV). This large en­
ergy difference in compressing the adsorbed CO to a higher coverage when forming 
the segregated H and CO is the driving force behind the large energy of mixing. 
2-A 2-8 2-C 2-D 
-1.55 
3-A 3-8 3-C 3-D 

-2.07 -1.73 -1.31-2.00 
3-E 3-F 3-G 
-1.65 -1.25 -1.69 
Figure 5.2: Top view of the coadsorption geometries on Fe(lOO) with Oeo = 0.5 ML (coadsorption energy 
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Coadsorption at Bco 0.25 ML 
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Note that if a H is positioned on the to the axis 
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of three geometries 
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coadsorption energies for 
that there is an 
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to a adsorbed 
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ing the surface. system 
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5.3. RESULTS AND DISCUSSION 
4-A 4-8 4-C 4-0 

-2.34 -2.17 -2.22 -2.54 
4-E 4-F 4-G 

-2.61 -2.65 -2.95 
Figure 5.3: Top view of the coadsorption geometries on Fe(lOO) with Bc o = 0.25 ML with H in four-fold 
hollow sites (coadsorption energy (Ecoads ) in eV indicated to the right of each geometry). 
4-1 4-J 4-Q 
-2.13 -1.51 -2.14 
4-K 4-L 4-M 

-2.13 -1.13 -2.24 
4-N 4-0 4-P 

-2.29 -1.97 -2.44 
Figure 5.4: Top view of the coadsorption geometries on Fe(lOO) with Bc o = 0.25 ML with H on other 











CHAPTER 5. COADSORPTION OF CO AND H 
Table 5.1: Calculated coadsorption energies, heats of mixing, CO bond lengths and angles for the con­
sidered coadsorption geometries on the Fe(100) surface at different initial CO coverages. 
Label CO sitea H sitea eH H:CO E~d,. leV] 6.E~ix leV] deo [A]d ¢[o]e 
eeo = 1.00 ML 
I-A 4F IF 1.00 1 0.42 1.217 
1-B 4F 2F 1.00 1 0.73 1.204 
1-0 2F 2F 1.00 1 -0.95 1.171 
1-E 2F IF 1.00 1 0.11 1.209 
1-F 2F 4F 1.00 1 -0.56 1.168 
1-G IF 4F 1.00 1 -1.22 1.158 
1-H IF 2F 1.00 1 -0.86 1.161 
I-I IF 2F 2.00 2 -0.53 1.160 
1-J IF 2F,4F 4.00 4 0.80 1.165 
eeo = 0.50 ML 
2-A IF 4F 0.50 1 -1.55 1.167 
2-B IF 4F 1.00 2 -1.91 1.166 
2-C IF 2F 1.00 2 -1.23 1.165 
2-D IF 2F 0.50 1 -1.55 1.175 
3-A 4FT 4F 0.50 1 -2.00 -0.66 1.296 47.3 
3-B 4FT 4F 1.00 2 -2.07 -0.58 1.285 44.2 
3-C 4FT 0.50 1 -1.73 -0.39 1.363 57.5 
3-0 4FT 1.00 2 -1.31 0.17 1.363 57.3 
3-E 4FT 0.50 1 -1.65 -0.16 1.288 50.3 
3-F 4FT 1.00 2 -1.25 -0.02 1.267 44.6 
3-G 4FT 0.50 1 -1.69 -0.21 1.417 99.6 
eeo = 0.25ML 
4-A 4FT 4F 0.25 1 -2.34 -0.15 1.309 47.3 
4-B 4FT 4F 0.25 1 -2.17 0.02 1.293 43.2 
4-C 4FT 4F 0.25 1 -2.22 -0.03 1.303 47.3 
4-0 4FT 4F 0.50 2 -2.54 -0.05 1.292 43.2 
4-E 4FT 4F 0.50 2 -2.61 -0.12 1.295 43.3 
4-F 4FT 4F 0.50 2 -2.65 -0.16 1.302 46.5 
4-G 4FT 4F 0.75 3 -2.95 -0.56 1.294 43.8 
4-I 4FT 2F 0.25 1 -2.13 0.06 1.304 46.6 
4-J 4FT 0.25 1 -1.51 0.68 1.368 57.9 (111.4)1 
4-K 4FT 2F 0.25 1 -2.13 0.06 1.295 44.4 
4-L 4FT 0.25 1 -1.13 1.06 1.420 5.3 (110.5)9 
4-M 4FT 2F 0.25 1 -2.24 0.25 1.298 46.8 
4-N 4FT 2F 0.50 2 -2.29 0.20 1.300 45.2 
4-0 4FT 0.50 2 -1.97 0.00 1.289 46.2 
4-P 4FT 2F 1.00 4 -2.44 -0.46 1.287 42.0 
4-Q 4FT 2F 1.00 4 -2.14 0.05 1.315 51.6 
[aJ Sites are defined by: IF =on top; 2F =bridge; 4F =hollow; 4Ff =tilted hollow. If there is no value, a special or undefined 
position is indicated, [bJ6.Ea ds is the coadsorption energy. [CJ6.Emix is the heat of mixing as defined in the text. [d) deo is the 
CO bond length. [e) </> is the angle between the surface normal and the CO molecular axis. If] Value in brackets for the H-C-O 
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transfer from the surface to become Except 
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charge on the 0 atom is slightly 
coadsorbed 
5.3. RESULTS AND DISCUSSION 
Table 5.2: Mulliken indicated inat Beo :::: 0.25 ML. 
4-8 -0.26 -0.41 -0.45 -0.86 
4-C -0.28 -0.40 -0.46 -0.86 
4-0 -0.29 -0.39 -0.45 -0.84 
4-E -0.28 -0.41 -0.45 -0.86 
4-F -0.28 -0.41 -0.46 -0.87 
4-G -0.28 -0.40 -0.45 -0.85 
4-1 -0.29 -0.41 -0.45 -0.86 
4-J 0.03 -0.58 -0.50 -1.08 
4-K -0.29 -0.41 -0.44 -0.85 
4-L 0.42 -0.49 -0.61 -1.10 
4-M -0.28 -0.40 -0.44 -0.84 
4-N -0.28 -0.42 -0.44 -0.86 
4-0 -0.26 -0.35 -0.43 -0.78 
4-P -0.24 -0.41 -0.41 -0.82 
-0.28 -0.40 -0.46 -0.86 
5.3.4 Charge analysis Beo = 0.25 ML 
Burke and Madix [12] ..rH"\f'\C,ari tha t coadsorbed CO and might have electro­
on C, and H atoms 
:::: 0.25 ML were calculated (Table 5.2). projected 
-0.24 e~ -0.29 e- for 4-J 
is bonded to the C atom and 
atoms in all the 
4-L the 
The charges on and are to the positive charges on the 
H atoms are bonded to CO in both geometries. The on 0 atom 
between -0.41 e- and -0.46 c for geometries (except 4-J 4-L). In all cases the 
than that of the C atom. The total charge on the 
-0.78 e-' -0.89 e- all cases 4-J 
and 
on 
H underwent a 
Although Mulliken is a 
it indicates that both H CO are negatively charged coadsorbed (ex­
when they are directly bonded as 4-J 4-L). This implies that there will be a 
between H on as 











CHAPTER 5. COADSORPTION OF CO AND H 
5.3.5 Electronic analysis at (Jeo ::= 0.25 ML 

Although there are repulsions and the CO, 

tries would still mixed coadsorbed state the segregated state on 
the surface. that the electrostatic is not the only 
tween the and H. Burke and [12] proposed a 
effect', H both bond strongly to Fe atoms. aBy 
localised states (LDOS) the <:>1"\ ,'ho""i CO and H, the 
electronic considered. 
As an interactions, the 
stable geometries were 
orbitals of CO can be the 
CO 
to pure adsorbed 
orbitals. 	 occurs at about while the 4a peak occurs at about ­
10.7 eV The peaks occur at -6.8 eV, respectively. 
spread out e V to higher than level due to the with the 
d-band Only the 27'1 significant spin 
The 3a, 4a and to the Fermi not change 
at all of H in 27'1 slightly 
changed. A change happens to orbital where the spread 
out to a between -7.9 eV and a slight 
the 0: components for This shift of about 1.1 to a lower 
an electronic effect and an upshift of the 
0.4 e V indicating a weaker destabilising man 
of the state. This is similar to of orbitals 
upon 	 the classical orbital view. This could origin of the 
for of mixing for 
A shift of the in the In this case it 
narrow bands component at 
eV(j3). Again the downshift of the lower of the are about 1.1 
largest upshift is 0.9 eV It seems like and 
is relatively in this case. The fact that and H are much 
in this in 4-A will enhance electrostatic repulsion 
the slight that might occur to the electronic interac­
are not contributing 
atoms to the coadsorbed state 
to stabilise this as a mixed state. 
in the preference 
addition of more results not only in 
eV, 
of the Sa an effect on Once 
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Figure 5.5: LDOS of the orbitals of CO in purely adsorbed CO and in the coadsorption geometries of 
4-A, 4-8 and 4-G. 
The resulting LOOS plots for the pure adsorbed H and the same three coadsorption 
geometries are shown in Figure 5.6. In the top profile we can see the slightly spin 
polarised s-type orbitals of H adsorbed in the four-fold hollow. Although four peaks 
are visible, the first peak would dominate any interaction. This main peak lies at ­
7.4 eV and -7.1 eV for the a and f3 spin c mponents, respectively. This is only 0.6 eV 
and 0.3 eV away from the 50" peak in the LOOS of pure adsorbed co. According to 
the molecular orbital theory, the closer the interacting orbitals are in energy the larger 
the splitting of the new bonding and anti-bonding orbital will be. Since the levels of 
the 50" of co and s-type orbitals of H are close in energy, this splitting effect due to 
bonding can surely be seen from these LOOS plots of the coadsorbed H and co. The 
orbitals of the coadsorbed H (4-A, 4-8 and 4-G) are spread out to the same levels as 
seen in the LOOS of coadsorbed co (Figure 5.6). 
A similar analysis was performed on a coadsorption geometry where the H atom 
is on a bridge site. The LOOS plots for the co orbitals of pure adsorbed CO, 4-1 and 
the orbitals of H of 4-1 can be seen in Figure 5.7. If we compare the co LOOS of pure 
adsorbed co and 4-1 we see no significant changes in any of the peak positions. The 
main peaks for the orbitals of H lie at -5.4 eV (a) and -5.0 eV (f3). This is more than 
1.4 eV away from the 50" peak of co. The orbital interaction between H and co would 
thus be minimal. Hence, no further stabilisation due to electronic interactions with 
the H on the bridge site was observed. The only interaction in these coadsorption 
geometries is the electrostatic repulsions. Thus, coadsorption geometries with one H 
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Figure 5.6: LDOS of the orbitals of H in purely adsorbed H and in the coadsorption geometries of 4-A, 
4-B and 4-G. 
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Figure 5.7: LDOS of the orbitals of CO and H (enlarged 8 times) in purely adsorbed CO and in coad­
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CHAPTER 5. COADSORPTION OF CO AND H 
Table 5.3: Vibrational frequencies and zero-point vibrational energies (ZPVE) of a selected number of 
geometries. Emphasized values correspond to the CO stretching frequencies. 
Label Frequencies [em I] E ZPVE leV] llE!,ix(corr) [eVj 
1.00 MLCO 1753,322,307,307,172,172 0.19 
0.50 ML CO 1408,1406,689,682,570,540,518,501, 
491,453,430,395 0.25 
0.25 MLCO 1174,396,317,295,218,96 0.15 
0.25 ML H 1407,695,675 0.17 
0.50 ML H 1257,1257,503,503,442,442 0.19 
0.75 ML H 1173,1155,1107,667,527,518,414,367,228 0.13 
1.00 ML H 1316,787,400 0.16 
1.50 ML H 1214,1208,1200,1199,1193,1179,1176,950, 
948,926,896,858,852,820,800,765,729,617 0.18 
2.00 ML H 1238,1119,804,799,318,223 0.14 
4-A 1579,1261,1223,1161,456,364,353,260,211 0.43 -0.11 
4-B 1467,1336,1129,917,452,405,376,310,268 0.41 0.04 
4-C 1654,1290,1144,1079,414,389,361,250,243 0.42 om 
4-0 1674,1540,1306,1207,1202,1187,919,475,402, 
319, 187, 157 0.66 0.05 
4-E 1449,1436,1304,1086,926,790,734,431,351, 
334, 184,73 0.56 -0.12 
4-F 1630,1576,1297,1251,1221,1161,1157,513, 
465,370,220,208 0.69 -0.04 
4-G 1415,1393,1351,1301,1126,978,911,906,853, 
811,423,391,328,180,159 0.78 -0.57 
4-1 1852,1760,1370,1194,624,559,463,428,406 0.54 0.20 
4-J 2601,1348,1052,850,439,416,372,294,285 0.47 0.77 
la] ZPVE - Zero-point vibrational energy. For pure H-geometries the value is given per H atom. For the rest it is given per co. 
[b] Emix(con') is heat of mixing including the necessary ZPVE corrections. 
are shown in Figure 5.8. To the left of Figure 5.8 the t::.C:nix values for coadsorbed 
geometries at eco = 0.5 ML is plotted, while the corresponding values at eco = 0.25 
ML is plotted on the right graph of Figure 5.8. 
In all cases t::.C:nix is the same as t::.E:nix at 0 K because there is no vibrational en­
tropy contribution. As the temperature increases, the vibrational entropy contribution 
(Tt::.S~ix ) becomes more pronounced. The t::.C:nix values (at eco =0.5 ML) shows a sig­
nificant increase with increasing temperature for all the considered geometries. Thus, 
mixing becomes less favourable with increasing temperature due to the vibrational 
entropy contribution. 
For 3-A, 3-B and 3-C, t::.C:nix is negative across the whole considered temperature 
range (0 K - 800 K), although t::.C:nix for 3-C increases to nearly 0 eV as it approaches 
800 K. The other considered geometries at eco =0.5 ML are not favoured at tempera­
tures larger than 0 K. These geometries would therefore favour island formation at all 
tempera tures. 











5.3. RESULTS AND DISCUSSION 
ature for all the considered geometries. The trend for geometry 4-G has been omitted 
since it has a similar downwards trend as the other geometries at eeo =0.25 ML, with 
the exception that it starts at l:lG:nix = -0.57 ev' This shows that because of the vibra­
tional entropy the surface mixing reaction in eq. 5.2 becomes more favourable at this 
CO coverage. For 4-A, 4-E and 4-F the l:lG:nix values are negative across the whole 
considered temperature range, and thus the mixed state is favoured. At 0 K geometry 
4-C favours island formation, although at approximately 220 K the value for l:lG:nix 
becomes negative, indicating that the equilibrium would shift toward the mixed state. 
Similarly, 4-D starts out favouring island formation up to 600 K. At higher tempera­
tures the mixed coadsorbed state would be preferred. From these results it is clear that 
4-B is the least favoured coadsorption geometry at (Jeo = 0.25 ML because its l:lG:nix 
values are positive over the whole considered temperature range. 
Fe(100) surfaces with CO at both eeo = 0.5 ML and eeo = 0.25 ML will yield a 
mixed coadsorbed state of coadsorbed CO and H at all considered temperatures (0 ­
800 K), because at both of these coverages there are geometric arrangements in which 
the mixed coadsorbed state is preferred over the most stable island arrangements. 
These results concur with the experimental work by Burke and Madix [12]. At Fischer­
Tropsch conditions (500 - 650 K) these results show that CO and H will still be in a 
mixed coadsorbed state. At (Jeo = 0.5 ML and eeo = 0.25 ML, the optimal saturation of 
the surface results in H :CO ratios of 1 and at 3 respectively. 
It should be noted that under those conditions the effect of temperature on CO 
dissociation must be considered [26-28], because then the surface state of CO changes 
to atomic C and 0 on the surface and we cannot regard it as coadsorbed molecular CO 
and H any more. Other surface reactions, like the formation of 'HCO' adsorbates (like 
structures 3-C, 3-D and 4-A) will also become more likely at higher temperatures. 
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Figure 5.8: Trends in the free energy of the surface mixing process for coadsorption at Bco = 0.5 ML 
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Hydrogen assisted CO dissociation 
All things are in a process of change. 
- MARCUS AURELIUS - MEDITATIONS, IX, 19 
6.1 Introduction 
T
HE topic of CO dissociation mechanisms is always of great interest in discus­
sions on the reactions of synthesis gas over catalysts. This is typically the case 
for the Fischer-Tropsch reaction where Dry [1] has stated that there is still the 
question of whether the chemisorbed CO needs to dissociate or if it can be directly 
hydrogenated to 'CHO' and 'HCOH' species. On Fe the direct CO dissociation mech­
anism is usually considered to be the main mechanism of producing the surface car­
bide [2,3]. In the past, other pathways for the scission of CO by metal surfaces have 
been proposed, including hydrogen assisted CO dissociation [4-11]. Wang et al. [4] 
proposed that on Pd the carbon species which forms CH4 is originated in a hydrogen 
assisted step. By the use of theoretical methods this was shown to be the case on Pd 
and Pt [5-8]. On Ru it was shown that the rate constant for CO consumption signifi­
cantly increased due to the assistance of hydrogen [9]. Various studies on Ni indicated 
that, although direct CO dissociation is favoured on the flat surfaces, the CO dissoci­
ation is assisted by hydrogen via a 'COH' species on various types of step$ [5,6, 10]. 
On Co the assistance of hydrogen in the CO dissociation process has also been noted 
to be more favourable [11]. 
On a clean Fe(100) surface CO can molecularly adsorb in a tilted state in the hollow 
site at both (Jeo =0.25 ML and (Jeo =0.5 ML [2]. These tilted CO molecules can read­
ily dissociate upon heating to above 400 K [12, 13]. It is proposed that the saturation 











CHAPTER 6. HYDROGEN ASSISTED CO DISSOCIATION 
CO.d• TS cis trans 
Figure 6.1: Direct CO dissociation pathway on Fe(100) at Oeo = 0.25 ML including the cis and trans 
product structures. 
At (Jeo = 0.25 ML the CO bond stretches as the 0 atom of CO moves away from the 
C. Dissociation proceeds through a transition state to the cis position and can subse­
quently dissociate to the trans position (See Figure 6.1). The reaction was calculated 
to be exothermic with an activation energy for dissociation of 1.14 eV [2]. At (Jeo = 
0.5 ML dissociation proceeds in a similar fashion, except that the 0 cannot dissociate 
away to the trans position since it is occupied by another CO molecule. At this cover­
age the reaction is calculated to be slightly endothermic with an activation energy of 
dissociation of 1.18 eY. 
The first attempt to consider the hydrogen assisted CO dissociation pathway on iron 
was done by Blyholder and Lawless [15] . Using a semi-empirical theoretical approach, 
they compared CO dissociation to a hydrogen assisted pathway on a constrained 12 
atom iron cluster, representing the Fe(100) surface. They showed that there are two 
points where a surface hydrogen atom can attach to the chemisorbed CO. Attaching 
the H atom to the C of CO results in an 'HCO' species and attaching the H atom to 
the 0 in CO results in a 'COH' species. Accordingly, both of these dissociate to form 
adsorbed 'CH + 0' and 'C + OH' respectively. The direct CO dissociation barrier they 
calculated is an overestimate (53 kcal/mol) compared to the experimental value (26.2 
kcal/mol [12]) . Despite the overestimation of the values, they showed that the 'COH'­
pathway did not decrease the overall dissociation barrier and that the 'HCO'-pathway 
had a dissociation activation energy which was about 40% lower (1.39 eV). 
The aim of this chapter is to compare the direct CO dissociation to hydrogen as­
sisted CO dissociation on the Fe(100) surface. We consider this by density functional 
theory (DFT) calculations performed within the pseudopotential approximation. We 
compared these two mechanisms by initially considering the CO dissociation mecha­
nism on this surface, where after we consider the hydrogen assisted CO dissociation 











6.2. COMPUTATIONAL METHOD 
6.2 Computational method 
In this study we used the CASTEP [16] DFT code to perform the quantum chemical 
calculations within the generalized gradient approximation (GGA) with the Revised 
Perdew Burke Enzerhof (RPBE) functional [17] . The smearing of the electron distri­
bution at the Fermi level was calculated with a Gaussian smearing scheme with a = 
0.1 eV The ion-electron interactions were described by core corrected ultrasoft pseu­
do potentials as included in the CASTEP suite [18]. 
To represent the Fe(100) surface we used a iron slab with a seven layers and a 10 A 
vacuum spacing between the surfaces. The considered surface sites were represented 
by using a p(2x2) periodic supercell. To be able to use symmetry effectively we ad­
sorbed the species of interest on both sides of the slab . The k-point sampling was gen­
erated by following the Monkhorst-Pack [19] procedure with a 5 x 5 x 1 mesh. We used 
a plane wave basis set cutoff energy which was optimised to 400 eV Full geometrical 
optimisation was allowed of all the atoms. The linear synchronous transit/ quadratic 
synchronous transit (LST /QST) method was used to locate the transition states stuc­
tures [20-24]. 
We also performed partial Hessian vibrational analysis [25] on selected geometries. 
The vibrational analysis was performed using perturbations of 0.005 Ain the Cartesian 
space. From these calculations we obtain the vibrational frequencies (v) from which 
we can obtain the vibrational zero-point energy: 
EZPVE = :2
1 L hVi (6.1) 
t 
In this chapter the adsorbate structures will be represented graphically by a p(2x2) 
Fe(100) surface unit cell viewed along the surface normal. The following colours are 
used to identify various atoms: Fe = purple, C = grey, 0 = red and H = white. 
6.3 Results 
In chapters 3 and 5 we discussed the adsorption and coadsorption structures and en­
ergies of the various reactant species discussed below. In chapter 5 we showed that H 
and CO will be in a mixed coadsorbed state on the Fe(100) surface, allowing surface 
reactions between the two species to take place. The results for the CO dissociation 












6. HYDROGEN ASSISTED CO DISSOCIATION 
6.3.1 CO dissociation 
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Figure 6.2: Structures of the 'COH' and 'HCO' species at e=0.25 ML. 
C or the 0 atoms, resulting in a 'HCO' or a 'COH' species on the surface (see Figure 
6.2). In chapter 5 we showed that both these species are stable on the Fe(100) surface 
relative to the gas phase. The position of the CO bond in the 'HCO' is similar to that 
of the originally adsorbed co. The 'COH' differs significantly since the OH group in 
the 'COH' is tilted away from the surface. 
At eeo = 0.25 ML the adsorption energies of 'HCO' and 'COH' relative to the co 
and H2 molecules were calculated to be -1.51 eV and -1.13 eV respectively. This results 
in a reaction energy for the formation step of these species of 0.66 eV and 1.04 eY. 
Both these reactions are endothermic with the formation of 'HCO' being energetically 
far more preferable. Since the minimum barrier for 'COH' formation should be at 
least higher than 1.04 eV, we will only consider the hydrogen assisted CO dissociation 
pathway from the 'HCO' species. 
We calculated the activation energy of the formation of 'HCO' at both eeo =0.5 ML 
and 0.25 ML according to the following equations: 
(6.4)Oeo = 0.25M L : 
eeo = 0.50M L: Hads + 2GOads ~ HGOads + GOads (6.5) 
At eeo =0.25 ML the energy of the formation reaction is 0.66 eY. When we include 
the zero-point correction this becomes 0.72 eY. The activation energy for 'HCO' forma­
tion at eeo =0.25 ML is 0.83 eY. The subsequent backwards reaction activation energy 
is 0.17 eY. Upon inclusion of the zero-point energy corrections, the barrier for the for­
ward reaction becomes 0.64 eY. This is smaller than the corrected energy of formation. 
It is therefore clear that the effective barrier for the forward reaction is the same as the 
zero-point corrected formation energy of 0.72 eY. Thus the effective backwards barrier 
becomes 0 e Y. 
At eeo =0.5 ML the heat of formation is 0.54 eV, which is slightly smaller than the 
same value at eeo =0.25 ML. We calculated the activation energy for 'HCO' formation 
at 0.55 eV and the backwards reaction at 0.01 eY. By including the zero-point energy 
corrections the barrier for the forward reaction increases slightly to 0.64 eY. It is clear 











CHAPTER 6. HYDROGEN ASSISTED CO DISSOCIATION 
be considered to be the same value as their respective heats of formation. 
6.3.3 Hydrogen assisted CO dissociation 
To be able to compare the H assisted CO dissociation barriers to those of CO dissocia­
tion, we calculated the activation energy for the dissociation of 'HCO' at eeo =0.25 ML 
and eeo = 0.5 ML according to: 
eeo = 0.25M L : HGOads ~ GHads + Oads (6.6) 
eeo = 0.50M L: HGOads + GOads ~ G Hads + Oads + GOads (6.7) 
It is clear from the above equations that the products of 'HCO' dissociation differ 
from those of the pure CO dissociation. In the case of pure CO dissociation adsorbed 
C and 0 are the products, where in 'HCO' dissociation the products are coadsorbed 
CH and O. 
At eeo = 0.25 ML there are also two possible coadsorption configurations of CH 
and O. This will once again be referred to as the cis and trans positions (see Figure 6.3). 
We calculated these reaction products with the trans configuration being 0.69 eV more 
stable than the cis configuration. Similar to the CO dissociation, the 'HCO' dissociation 
process will initially result in the cis configuration with the subsequent diffusion of the 
o to give the trans configuration. The activation energy for the diffusion of 0 from the 
cis(CH+O) to the trans(CH+O) configuration is 0.43 eY. This gives an overall energy of 
reaction of -1.74 eV for equation 6.6. The activation energy of the 'HCO' dissociation 
reaction is 0.71 eY. Thus, the backwards reaction has an overall activation barrier of 
2.25 eY. Upon inclusion of zero-point energy corrections the barrier of dissociation 
decreases slightly to 0.66 eY. 
At eeo = 0.5 ML the resulting product of the dissociation reaction has been cal­
culated with an effective reaction energy of -0.67 eY. This change in energy is much 
smaller than at eeo =0.25 ML. At this initial CO coverage the activation energy barrier 
of 'HCO' dissociation is 0.69 eY. Upon inclusion of zero-point energy corrections the 
barrier of dissocia tion decreases to 0.52 e Y. 
6.4 Discussion 
We can now compare the process of 'HCO' dissociation to that of pure CO dissociation. 
To do this, we compare the dissociation potential energy surface (PES) profiles of the 
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Figure 6.3: H assisted CO dissociation pathway on Fe(lOO) at ()eo = 0.25 ML, including the cis and trans 
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Figure 6.4: Comparison of PES of the zero-point corrected direct CO dissociation (left) and the 'HCO' 
dissociation (right) pathways at ()eo = 0.25 ML. 
From Figure 6.4 it is clear that the overall ZPE corrected barrier for CO dissociation 
from the initial adsorbed Oco = 0.25 ML state is 1.28 ev' If we compare this to that of 
the 'HCO' dissociation with the most stable coadsorbed state (1.54 eV) we find that 
the CO dissociation barrier is much smaller. It is quite easy to jump to the conclusion 
of discarding the HCO dissociation as non-competitive, but we have to keep in mind 
that the H surface coverage can have an effect on this analysis. Firstly we see this in 
the fact that when the H coverage increases, the hollow site corresponding to the cis 
(CO+H)ads configuration would be occupied. The energy difference in diffusion (going 
from trans (CO+H)ads to cis (CO+H)ads) can be excluded in this case. The resulting 
overall barrier for 'HCO' dissociation now becomes 1.38 eV, which is only 0.1 eV larger 
than that of the CO dissociation. 
We can now create a kinetic comparison of the initial rates of these two mechanism 











CHAPTER 6. HYDROGEN ASSISTED CO DISSOCIATION 
equations if we consider both the 'CO' and 'HCO' dissociation mechanisms to be irre­
versible. For CO dissociation in the presence of H on the surface we can propose the 





where kco is the rate constant for CO dissociation, Bco , BH and B* is the respective CO, 
H and open hollow site coverages, kB is the Boltzman constant, T is the temperature, h 
is the Planck constant, Ea,co is the CO dissociation activation barrier and R is the ideal 
gas constant. The temperature dependent partition function values for the reactant 
state and the transition state is given by preact and pfTS. hese can be approximated 
by the adsorbate vibrational partition function given by: 
(6.11) 

with Vi as the vibrational frequencies. 
In a similar way we can express the initial rate of HCO dissociation (rHco) as: 
(6.12) 
with 
k ~ kBT pfTS e-Ea,HCO/RT (6.13)HCO ~ h pfreact 
where kHCO is the rate constant for 'HCO' dissociation and Ea,HCO is the overall 'HCO' 
dissociation activation barrier. In this equation lies the assumption that an open hol­
low site is not needed for 'HCO' dissociation, since in the first step of H addition an 
open site is created for the HCO to dissociate to. 
We consider these two mechanisms as both being able to contribute to the total 
rate of the CO bond scission. This being the case, we need to know how much the 
hydrogen assisted pathway contributes to the total CO scission rate. The fractional 
contribution of the rate of the 'HCO' dissociation mechanism ( r!co ) as a function rco rHCO 
of BH at a constant initial CO coverage of Bco = 0.25 ML was calculated. The result of 












consider the cases where H diffusion is excluded and where it plays an explicit role. 
This results in the two respective barriers of Ea = 1.38 and 1.54 eV mentioned above. 
In both of these cases we showed that the hydrogen assisted barrier is larger than 
that of the direct CO dissociation mechanism. However, the H assisted pathway can 
still contribute to the scission of co. In the case of Ea = 1.54 eV the hydrogen assisted 
mechanism only starts to playa significant role when the hydrogen coverage (eH ) 
approaches 0.75 ML. If we consider the case where the thermodynamic effect of H 
diffusion is excluded (Eo = 1.38 eV) the contribution of the 'Heo' mechanism is at 
least 30% at eH =0.5 ML coverage. We expect the real case to lie somewhere in between 
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Figure 6.5: Percentage contribution of the 'HCO' dissociation mechanism to the total CO scission rate 
at 300°C with an initial Bco =0.25 ML. 
We performed a similar analysis at an initial co coverage of eeo =0.5 ML. The result 
of this comparison at a temperature of 300°C can be seen in Figure 6.6. In this case 
the effective H assisted barrier and the direct co dissociation barrier is quite similar 
in height. It is clear that the H assisted dissociation pathway contribution increases 
monotonously with the initial H coverage eH . This shows that if the co on the Fe(lOO) 
surface is near saturation coverage the co bond scission can take place either by a 
direct CO dissociation or by H assisted mechanism, depending on the H coverage. 
From these analysis it is clear that when both H and co are present on this surface, 
H assisted co scission is possible. The direct co dissociation mechanism be the ma­
jority contribution at low H coverage, but as the empty hollow sites are filled by H 
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Figure 6.6: Percentage contribution of the 'HCO' dissociation mechanism to the total CO scission rate 
at 300°C with an initial Beo = 0.5 ML. 
6.5 Conclusions 
We have calculated the structures and energies of the dissociation pathway of CO at 
initial CO coverages of eeo = 0.25 ML and eeo = 0.5 ML. This mechanism results in 
coadsorbed e and 0 dissociation products. Furthermore we presented the structures 
and energies of H addition to CO to form 'Heo' and 'eOH' species. From the 'HeO' 
species we considered an H assisted CO dissociation pathway which results in coad­
sorbed eH and 0 products. 
By comparing the initial rates of the CO and 'Heo' dissociation pathways we found 
that when both H and CO are adsorbed on the surface the direct CO dissociation mech­
anism will be the majority contributor to the effective CO scission rate at low initial 
H and CO coverages. As the empty hollow sites are filled by H atoms the H assisted 
mechanism will become more prominent and it will start to dominate when the hollow 
sites are almost fully filled. At eeo = 0.5 ML both these mechanisms will contribute 
significantly to the CO scission rate. At this CO coverage the dominating mechanism 
will depend on the initial H coverage. 
We propose that when both H and CO are present on the Fe(lOO) surface, hydrogen 
assisted CO dissociation is a possible CO scission pathway. The big difference between 
the two mechanisms lies in the respective dissociation products. At Fischer-Tropsch 
temperatures the scission of CO on the Fe(lOO) surface will probably take place via a 












producing a combination of C, CH and 0 surface species. 
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CHAPTER 7. GENERAL CONCLUSIONS 
contributors to the barrier increases are the CO-H and C-H repulsions. These repul­
sions ensure that the proposed off-symmetry sites will play the dominant role in the H2 
dissociation. At the higher coverages of CO and C (around 0.5 ML) we showed that the 
dissociation barriers increased to at least three times larger barrier values than that of 
the clean surface. At these coverages adsorption site blocking also occurs. The increase 
of the dissociation barriers is mainly due to the change in the local electronic environ­
ment the H2 molecule experiences as it approaches the surface. This can be seen in the 
relation between the change in the system's Fermi level and the increase in the disso­
ciation barriers. Following this relation, we predict that adsorbates or promoters that 
increase the Fermi level of the catalyst surface could decrease the dissociation barrier. 
A significant decrease in the rate constant of the dissociative adsorption process 
would result from the blocking of adsorption sites and the very large increases in the 
dissociation barriers on a highly covered C or CO surface. With a  already low pre­
exponential factor this process may become a very slow reaction step and can, in the 
case of a very highly CO or C covered Fe(lOO) surface, be rate limiting. This will surely 
affect the availability of the hydrogen atoms that are necessary for the rest of the steps 
in the Fischer-Tropsch reaction. 
Despite the increase of these H2 dissociation barriers we showed that the dissoci­
ated hydrogen can coadsorb with the molecular CO on this surface. We showed that 
electrostatic repulsive interactions exist between the adsorbed CO and H, since both 
are negatively charged on the surface. An electronic interaction between the adsorbed 
CO and H orbitals also playa role when these species are coadsorbed. This electronic 
interaction is essentially a 'through-surface' effect and it can be a stabilising effect for 
certain coadsorption geometries. A number of these coadsorption geometries at both 
Beo = 0.25 ML and Beo = 0.5 ML are stable in a mixed coadsorbed state and will not 
likely form islands at Fischer-Tropsch temperatures. This mixing of H and CO on 
Fe(lOO) has its origins in the relative instability of the corresponding compressed CO 
and H islands. For these mixed states the optimal surface H:CO ratios for Beo = 0.5 
ML was shown to be L while the at Beo = 0.25 ML it is 3. This mixed coadsorption is 
necessary if reactions between H and CO can take place. 
One of these reactions is the hydrogenation of molecular CO. We showed that the 
addition of H to CO to form 'HCO' and 'COH' species is possible, although both are 
endothermal reactions. The 'HCO' species is the most stable of the two and we showed 
that this species can dissociate to form coadsorbed CH and 0 products. 
Comparing this H assisted CO dissociation to normal direct CO dissociation we 
showed that when both H and CO are adsorbed on this surface H assisted CO dis­











be the majority contributor to the effective CO scission rate at low initial H and CO 
coverages. If the H coverage increases the H assisted mechanism will become more 
prominent. At Beo = 0.5 ML both these mechanisms will contribute significantly to 
the CO scission rate. The dominant CO scission mechanism depends strongly on the 
initial H coverage. We therefore proposed that H assisted CO dissociation is a possi­
ble CO scission pathway on Fe(100). At Fischer-Tropsch temperatures the scission of 
CO on the Fe(100) surface will probably take place via a combination of the direct CO 
dissociation and the H assisted CO dissociation mechanisms. Together they produce 
a mix of C, CH and 0 surface species. 
Considering these results it is clear that the initial steps that involve hydrogen are 
much more intricate than supposed by the simple mechanistical representations dis­
cussed in sections 1.1.1.1 - 1.1.1.4. It is clear that on this surface the CO and H can 
be mixed, but that the same CO (or C from CO dissociation) can inhibit the H2 dis­
sociation that provides the surface H atoms. This is essential since the feasibility of 
mechanisms such as the H assisted CO dissociation depends on the surface H cover­
age. It is therefore quite clear that the H surface coverage is of high importance to the 
Fischer-Tropsch reaction. 
If we consider the fact that the prescence of hydrogen on the Fe(100) surface does 
not exclude CO dissociation, but can offer an alternative pathway, it is clear that CO 
dissociation will take place on the Fe(100) surface under Fischer-Tropsch conditions, 
irrespective of the H concentration. Furthermore we showed that the formation of 
both the 'HCO' and 'COH' species are endothermic and that the dissociation prod­
ucts for CO and 'HCO' are mostly exothermic. We therefore do not expect 'HCO' (or 
'COH') to be present in large enough surface concentrations to undergo further sig­
nificant hydrogenation. This seems to favour the 'alkyl' (section 1.1.1.1) and 'alkenyl' 
(section 1.1.1.2) mechanisms in which CO first needs to dissociate to to be able to form 
the chain growth initiators and monomers. 
We must always be careful when projecting the results obtained on a model sur­
face to the real Fischer-Tropsch catalysts. One obvious way to overcome this is to 
apply an approach similar to the one in this thesis to other relevant Fe surfaces, like 
the Fe(llO) surface. The Fe(llO) surface is denser that the Fe(100) and has a different 
geometry. These will obviously alter the chemistry of the processes corresponding to 
those described in this thesis. Processes such as coadsorption and H assisted dissocia­
tion, will therfore be slightly different. Another point to keep in mind is the fact that 
we make these conclusions for a ideal surface of an a-Fe bulk structure. The industri­
ally applied Fischer-Tropsch catalysts usually has a range of structural and chemical 











CHAPTER 7. GENERAL CONCLUSIONS 
layers on the surface. This will effectively change the electronics of the metal surface, 
which will, in turn, change the adsorption behaviour of the hydrogen and CO gases, 
their dissociation rates and the H and CO surface interactions. We showed that the 
electronic character of the surface can affect steps such as the H2 dissociation process. 
Bulk phase changes, such as carbiding, can have similar effects. 
Despite these limitations, we have used the model Fe(lOO) surface to lift the veil 
on the mysterious hydrogen in the Fischer-Tropsch reaction. Much more fundamental 
research is necessary if we would like to understand this problem to the full extent. 
These include areas such as the role of H in the formation of OH and H20, the role 
it plays in the Fischer-Tropsch methane selectivity and, obviously, the effect that pro­













To be conscious that you are ignorant is a great step to knowledge. 
- BENJAMIN DISRAELI (1804 - 1881), SYBIL, 1845 









Density of states (DOS) 
EELS 
Literal meaning: From the beginning. This is usually used to 

describe theoretical methods using no experimental inputs. 

Refers to the movement of electrons from an orbital or a band 

on one species to a 11" anti-bonding orbital of another species. 

A condensed state materials theory where the available elec­

tronic energy levels are spread into groups of energy levels 

called "energy bands." 

The first Brillouin zone is the simplest representative cell in the 

reciprocal space of a periodic medium in which the wavefunc­

tion solutions can be completely described . 

Cambridge Sequential Total Energy Package. 





A model with a finite number of atoms representing either a 

very small crystal or part of a larger crystal surface. 

Simultaneous adsorption of two species. 

The numerical basis sets that are used to calculate the wave­

functions can be truncated to include only plane waves that 





DOS is a property of a system that quantifies how closely the 

electronic energy levels are packed. 













APPENDIX A. GLOSSARY 
Embedded cluster 
Exchange-correia tion 














A cluster that represents a specific site on a crystal. The rest of 
the crystal is approximated by an applied potential. 
The exchange-correlation functional is a functional that de­
scribes the exchange and correlation interactions of electrons 
in a high density of electrons. The first used set of these func­
tionals is called the local density approximation (LDA), but to 
include non-local effects the generalised gradient approxima­
tion (GGA) was developed. 
A system's Fermi energy is the smallest possible increase in the 
ground state energy when exactly one electron is added to the 
system. The Fermi level is an electron energy level with energy 
equal to the Fermi energy. 
Highest Occupied Molecular Orbital. 
High Resolution Electron Energy Loss Spectroscopy. 
Selected special points in the Brillouin zone where the periodic 
wave functions are evaluated. 
Low Energy Electron Diffraction. 
Lowest Unoccupied Molecular Orbital. 
Modified Intermediate Neglect of Differential Overlap. 
A software package that applies code that calculate proper­
ties of materials. These include quantum mechanical, semi­
empirical and molecular mechanics codes. 
Partial Density of States (See Density of States) . 
A model that represents a crystal surface by a periodic repeti­
tion of a surface representing unit cell. 
A plot of the relative potential energy of a system with regard 
to the geometry. This may be a surface in a multi-dimensional 
space. Abbreviated to PES. 
The pseudopotential is an effective potential that is used to re­
place the complicated motion effects of the core electrons of an 
atom and its nucleus. Using this, the Schrbdinger equation will 
contain a modified potential term. 
In the iterative procedure to calculate the ground state elec­
tronic configuration. The procedure is ended when the change 
in total electronic energy between two iterations is negligible 
and the electronic field therefore self-consistent. 
A quantum mechanical method which uses experimental pa­



















Spin refers to the angular momentum intrinsic to an electron, 

resulting in a magnetic field. In spin polarized calculations, up 

and down spin electrons are not degenerate and are calculated 

separately and could result in a magnetised system. 

The change in geometric position of the surface atoms in order 

to minimise the total energy of the system. Surface reconstruc­

tion refers to the movement in the surface plane and surface 

relaxation refers to movement perpendicular to the surface. 

Temperature Programmed Desorption. 

The separation between surface slabs in a unit cell. 

Vienna Ab initio Simulation Package. 

The process of finding the vibrational frequencies of a system. 





A wavefunction is a function that describes the properties of a 

wave according to quantum mechanics. They arise as solutions 

to the Schrbdinger equation. 





























Derivation of CO adsorption 
equilibrium conditions 
Since the critical temperature (Tc) and pressure(Pc) of CO is 132.85 K and 34.987 bar 
respectively [1], we can also consider CO to behave like an ideal gas above 2Tc and 
up to 5Pc' Typical Fischer-Tropsch conditions fall within this range. In this derivation 
we consider CO to behave like an ideal gas. We can now construct an equilibrium 
coverage model for CO in a similar way Faglioni and Goddard [2] did for hydrogen 
(see Chapter 3). In their work there is a detailed description of their derivation. We 
apply the same assumptions as those used for hydrogen. In the next sections we will 
highlight certain steps in the derivation of the CO adsorption equilibrium conditions. 
B.l Gas phase description 
For an ideal CO gas the molecular partition function is given by: 
_v(27rmeakBT)3/2 1 87r2IkBT (B.l)qg - h3 1 - e-hll/kBT h2 
where lJ is the vibrational frequency of molecular CO, I is the moment of inertia of 
CO, mea is the CO molecular mass, T is the absolute temperature, kB is the Boltzmann 
constant and h is the Planck constant. The resulting gas phase chemical potential (f-Lg) 
is given by: 
f-Lg = - RTln(qg/N g) (B.2) 











APPENDIX B. DERIVATION OF CO ADSORPTION EQUILIBRIUM CONDITIONS 
B.2 Adsorbed phase description 
To describe the adsorbed CO we adopt a formalism which is similar to that proposed 
by Faglioni and Goddard [2] . Na is the number of adsorbed CO molecules; A is the 
surface area; p = (Nal A) is the surface density; qa is the molecule partition function 
for one adsorbed CO molecule; [Nal equals the moles of adsorbed atoms per unit area; 
Ns is the number of surface metal atoms; [Nsl is the moles of surface metal atoms per 
unit area; V s is the surface vibrational frequency; eis the surface CO coverage; eM is 
the maximum possible value of e; E(e) is the absolute value of 1 mol of the adsorption 
energy relative to gas phase CO, /-La is the chemical potential of the adsorbed state and 
F(e) = E(e) + ed~~e) (B.3) 
We also have the adsorbed molecule vibrational partition function (qv) and the De 




A = hl(27rmcok8T)1/2 (B.5) 
For the statistical surface description t  be meaningful a quantum correction needs 
to be included. This is done by considering surface gas limits. 
Similar to the work by Faglioni and Goddard, the classical limit chemical potential 





/-La = RTln( ePJ\2 - 1) - E (B.7) 
2 
resulting in a quantum correction of /-La - /-L~ = RTln( ep;J\:; l). 
B.2.1 Ideal surface gas model 
If we assume a small barrier for surface diffusion, we can consider the adsorbed CO 
as a 20 ideal surface gas. This model will only be valid in the low CO coverages and 













B.2. ADSORBED PHASE DESCRIPTION 
The classical chemical potential of this 2D ideal surface gas is accordingly 
(B.9) 
After the quantum correction we find the chemical potential to be 
pI\2 1)
/-La = RTln 
( 
e qv- - F(8) (B.10) 
For equilibrium we have /-Lg = /-La and after rearrangement we have 
(B.11 ) 

Since we assumed that CO is an ideal gas we can write the equilibrium CO pressure 
as 
k TN () ( INs IBI\2 -1)pc~al = aV 9 = kaT ~ e qv e - F(B)/RT (B.12) 
As can be seen from equation B.12 there is no upper limit to 8 in this model. Another 
restriction is the fact that 8 is only valid within the fitting range of 8. 
B.2.2 Hard-disk surface gas model 
Faglioni and Goddard notes that the ideal surface gas model is not valid near satura­
tion coverage. Since we need to be able to consider highly covered surfaces, we need 
to take into account saturation coverage effects. The big difference between the model 
under consideration and the previous model, is that we define a certain fixed area to 
each adsorbed CO molecule. This results in an adsorbed molecular partition function 
of 
(A - bNa)qv 
(B.13)qa = A2 
with b = A/(Ns 8M ). We can also consider it as bp = 8/8M 
In a similar manner as for the ideal surface gas model we calculate the classical limit 
chemical potential as 
cl ( P
A2) ( ( 8/8M )/-La = RTln --q: - F(8) - RTln 1 - 8/8M ) + RT 1 _ 8/8 (B.14) 
M 
which, after the quantum correction, is 
- 1 8 !vieP 
1\2 ) ( /8 )
/-La = RTln ( qv - F(8) - RTln(l - 8/8M ) + RT 1 _ 8/8 ! (B.15) rll 
ll5 
-










APPENDIX B. DERIVATION OF CO ADSORPTION EQUILIBRIUM CONDITIONS 
Applying the equilibrium condition (J-lg = J-la), we obtained the equilibrium CO gas 
pressure as 
2 
k TN)g (e[Ns IBq/\u - 1) ( B/(BM -0) )P30d = ~BV 9 = kBT (qv e e-F(B) / RT (B.16)
1 - ejeM 
This equates to the simpler form of 
B/(B"rB) ) 
phard _ pideal _e___ (B.l7)co - co ( 1 - BjBM 
B.2.3 Anchored model 
Another limiting case for CO adsorption is when CO can be considered to be anchored 
to a specific site. On the Fe(IOO) surface there is one possible hollow site for adsorption 
per metal atom with an area of AjNsBM . This limit is valid when temperatures are low. 
The obtained adsorbed partition function is 
(B.IS) 

giving a c1assicallimit chemical potential of 
c1 ( PA2)J-la = RTln q: - F(B) - RTln(l - BjeM) (B.19) 
and after the quantum correction this is 
(B.20) 
Applying the equilibrium condition (J-lg = J-la) we obtain the equilibrium CO gas 
pressure as 
panch = kBTNg = k -F(B)/RT T (qg) (e[Ns[ B/\2 -1) ( 1 ) (B.21)co V B V qu 1 _ BjBM e 
The simpler form of this is 














(1] D. R., H. V., Eds. CRC Handbook of and Thermochemical 
Data; CRC Press: Boca Raton, 1994. 

























In appendix we will of We will 
show that by using vibrational analysis (PHVA) we can estimate 
the 
Vibrational and entropy contributions to reaction energy are some of 
the most of free The 
computational is incurred by the calculation of matrix of second 
derivatives (harmonic constant matrix/Hessian 
of this matrix the square roots the harmonically 
approximated vibrational computation the a 
of6N+l and N is the number atoms). 
computation of the can nprnrn computationally intractable if the system 
too many a toms. 
problem can be overcome if there is only an the chemical reactivity 
in a localised area the can be and 
agonalising the appropriate subblock of Hessian matrix. approach is 
to as et a1. demonstrated the use of this method the study of 
PHVA can be modelling to 
the type of stable point an adsorbate on 
of only a of a chemical ad­
is calculated. They that by using the entropy and 
enthalpy corrections to reaction energies can be This assumption is valid 
that the is and that there is no 
vibrational coupling between considered and non-considered full 
matrix. In coadsorption the sur­
6), the are usually of 











APPENDIX C. LOCALISED THERMODYNAMICS 
place. Ciobica et al. [6] shows an example of the fact that adsorbate induce surface 
reconstruction can take place in certain cases. When adsorbate induced surface recon­
struction or other possible surface altering effects are not applicable, the geometrical 
changes of the metal surface are usually small compared to those of the adsorbates. 
Applying statistical thermodynamics to the resulting subset of frequencies from a 
PHVA can give an estimate of the changes in entropy and enthalpy of the reacting 
system as a function of temperature. An advantage of applying this method is the fact 
that it provides a way of bridging the 0 K to finite temperature gap that is usually a 
problem in DFT calculations. This provides us with the ability to predict whether a 
fundamental surface reaction would take place at the reaction temperature. 
Li and Jensen [7] have shown that by using PHVA and the subsequent application 
of the thermodynamic corrections on a deprotonation reaction they could reproduce 
the full Hessian values to within 0.4 - 1.6 kJ /mol. 
Hirano [8] proposed the following temperature dependent vibrational corrections: 
(C.l) 
and 
jkT) (-hv/kT) 1S . = ~ [( h Vi e ' -In(l _ e(-hv,/kT)) (C.2)
vlb ~ 1 _ e(-hVi/kT ) 
1 
where h is Planck's constant, v is the vibrational frequency, k is the Boltzmann con­
stant, and T is the temperature. The first term in HVib is the contribution of the zero­
point vibrational energy and the second part is the change of HVib with temperature. 
In an ideal gas system the Gibbs free energy is give by: 
G = Eads + (Hvib + Htrans + Hrat ) - T(Svib + Strans + Srat - kTln (~)) (C.3) 
When one considers the surface species, the change in rotation and translation par­
tition functions become very small. This differs from the ideal gas where these are the 
main entropic contributions. With a very small influence on the entropy and enthalpy 
corrections, the effect of Htrans, Hrat , Strans and Srat terms become negligible. Since we 
are only considering the reaction on the surface and not that of the equilibrium with 
the gas phase, the last term also falls away. The Gibbs free energy for a surface reaction 
is now simplified to : 
G ~ Eads + HVib - TSvib (C.4) 
By calculating this value for the species involved in a surface reaction, the 6Gr 













There are two sources error in this approximation. is an inherent numer­
ical error that is related to convergence with the calculational 
A well converged k-point set and a sufficient of the plane wave set will min­
error. The error is of functionaL This extent 
this error is much harder to estimate. [9] showed that changing the 
tional from PW91 to RPBE can show significant the 
species on gold and platinum. 
model is the is 
neglected. contribution can be estimated [10]. a surface such as Fe(100) this 
contribution should amount to than 6 meV / A2 at all lower than 
[9] a as [8], in explicitly 
contribution to and S directly calculates the reduced change in entropy 
the 
reduced to calculate 1 mol directly 






QVib is the partition function, R is is the 
in energy from the results and ~EZPE is the change in zero-point vibra­
tional energies. 

the results it is easy to calculate the equilibrium constant K by: 

(C8) 
PHVA and statistical thermodynamic can be to sur­
for the 
face example of this can be seen in our calculation of the heats of mixing 
on Fe(100) 5). 
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Intermediates for CO hydrogenation on 
Fe(lOO) 
D.l Introduction 
A number of studies, both experimental and theoretical, have been conducted to un­
derstand the mechanism of the methanation reaction on a variety of Fischer-Tropsch 
catalyst surfaces [1-6]. Although methane formation is undesirable during the Fischer­
Tropsch synthesis, it is useful to study methane formation pathways to understand the 
Fischer-Tropsch mechanism. 
In this appendix we investigate the intermediates in the formation of methane and 
methanol from CO and H2 on the Fe(100) surface by using a spin polarized, periodic 
DFT approach. We consider the stability of various reaction intermediates which are 
formed upon the sequential addition of H atoms to the adsorbed co. This gives rise 
to partially hydrogenated molecular fragments on the surface. The energetics of these 
intermediate species are used to construct various H-addition pathway profiles. 
D.2 Method and models 
D.2.1 Computational method 
The quantum chemical calculations were performed using the CASTEP [7] DFT code, 
utilising a plane wave basis set and the pseudopotentials included in the CASTEP 
suite [8]. The RPBE functional [9) was used to calculate the electron-electron interac­
tions. A Gaussian smearing method was applied to the electron distribution at the 
Fermi level with a =0.1 eV 
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10 Avacuum spacing was used and adsorption was performed on both sides of the 
slab. The k-point sampling was generated by following the Monkhorst-Pack [10] pro­
cedure with a 5x5x1 mesh. The cutoff energy was set at 400.0 eY. The coordinates of 
all atoms were fully optimized. All of the setup parameters were optimised. 
D.2.2 Method of sequential H addition 
Generally a pathway similar to the initiation section of the'alkyl'-mechanism of the 
Fischer-Tropsch synthesis (see section 1.1.1.1) is considered when the formation of 
methane is studied . In this mechanism the CO dissociates to form coadsorbed C and 
O. Both of these can be subsequently hydrogenated via a Langmuir-Hinshelwood type 
mechanism: 0 to form H 20 and C to form the CHx species necessary for the forma­
tion of methane or higher hydrocarbons. We expand this mechanism by assuming that 
the CO does not necessarily dissociate, but that the adsorbed CO can also be directly 
hydrogenated. 
We calculated the adsorption structures of the surface species that result from the 
sequential addition of H to both the C and the 0 atoms of the adsorbed CO. To sim­
plify the model we only considered the addition of H to the tilted CO in the four-fold 
hollow site. This can be done since this geometry is the only local minimum at ()eo = 
0.25 ML [3]. The titled CO is also the most stable geometry at both eeo =0.25 ML and 
eeo = 0.5 ML. To include the effect of coverage, the addition of H to CO was consid­
ered on one CO per unit cell surface at initial CO coverages of eeo = 0.25 ML and ()eo 
=0.5 ML. The reported adsorption and formation energies are relative to H2 and CO 
in the gas phase. For ()eo = 0.25 ML the formation energy is calculated by: 
- E(eo+nH) - Eslab - 1/2 E - EE form - 2 n H2 eo (0.1) 
and for eeo =0.5 ML the formation energy is calculated by: 
E(eo+nH) - Es1ab / EE-< form = 2 - 1 2n H2 - Eeo - Eads,eo (0.2) 
where Eform is the energy of formation of the species relative to the gas molecules, 
E(eo+nH) is the calculated energy of the specific adsorbed species, Eslab is the calcu­
lated energy of the clean Fe(100) slab, EH2 and Eeo is the calculated energies of the 
gas phase species H2 and CO, and n is the number of H atoms in the specific adsor­
bate under consideration. Eads,eo is the heat of adsorption of a CO molecule at ()eo = 
0.5 ML. This term is subtracted ateeo = 0.5 ML, because the addition of H to CO is 












formation values presented in here do not include zero-point energy corrections. 
D.2.3 Graphical Representation 
In this appendix adsorbate structures will be represented graphically by a space-filling 
model viewed along the surface normal (unless otherwise indicated). To avoid confu­
sion the following colours are used to identify various atoms: Fe = purple, C = grey, 
0= red and H = white. 
D.3 Results 
The separate adsorption energies of H and CO at various surface coverages have been 
considered in Chapter 3. 
D.3.1 Sequential addition of H to CO 
We have calculated the optimised geometries and energies of formation for the various 
products resulting from the sequential addition of H to the adsorbed CO. The results 
can be seen in Figure 0.1. The reference value used for comparison of the various 
species is CO and H2 in the gas phase. At (Je D = 0.5 ML the sequential addition of H 
proceeds only on one of the CO molecules per surface per unit cell. 
If we consider the whole of Figure 0.1 at a first glance, it is clear that all the con­
sidered optimised structures are stable with regard to the gas phase. There are also 
multiple possible pathways to arrive at CH4 by the addition of H to the adsorbed CO. 
A possible pathway toward the formation of CH30H is also visible. It is clear that, 
for most of the structures, there are no real significant difference in stability of the ad­
sorbed species at (JeD = 0.5 ML and (Je D = 0.25 ML. The small differences that occur can 
be ascribed to the sizes of the adsorbed species. For the smaller adsorbates, like -C (J) 
and -CH (K), the (JeD = 0.5 ML structures are the most stable. The larger adsorbates, 
like -CH3 (M) and -OCH3 (D), are more favoured at (JeD = 0.25 ML, because the surface 
is less crowded, having only one adsorbate for every four hollow sites. 
Structure G is an exception, since the structures at (JeD = 0.5 and 0.25 ML differ 
significantly. At (Je D = 0.5 ML structure G is still intact, but during optimisation of 
the structure at (J = 0.25 ML the OH group detached and moved to a bridge position 
leaving a -CH2 group behind (shown in Figure 0.1 G). This dissociation of this struc­
ture after addition of H is not observed at (JeD = 0.5 ML due to the fact that there is 
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Figure 0.1: Formation energies (in eV) for species formed by sequential addition of H. Most structures 
have two energy values: Upper - ()eo = 0.5 ML. Lower - ()eo = 0.25 ML. Arrows indicate an 
addition of H: Right - Addition to C; Down - Addition to 0 (Graphical representation is of 
the structures at ()eo =0.25 ML). 
Figure 0.2: Comparison of structure Gat ()eo = 0.25 ML (left) and ()eo = 0.5 ML (right). 
Figure 0.3: Top view (left) and side view (right) of the structure of C at ()eo = 0.5 ML. Ball and stick 












Figure 0.4: The structure of the adsorbed methoxy group at an initial (Jeo = 0.5 ML. (Point of view 
tilted away from the surface normal.) 
OH fragment. This dissociation of the OH group at eeo = 0.25 ML gives rise to a sta­
bility difference of 1.4 eV with regard to eeo =0.5 ML. At eeo =0.5 ML the CO bond 
is highly activated with a bond length of 1.490 A (0.182 A longer than pure adsorbed 
CO). The two structures for G at eeo =0.5 and 0.25 ML can be seen in Figure D.2. 
After addition of an H atom to the adsorbed CO (A), two structures (B and E) can 
be obtained. Structure B corresponds to the structure that Blyholder and Lawless [11] 
proposed for hydrogen assisted CO dissociation (see Chapter 6). Structure E resulted 
in a structure where there is a -OH group dangling from the surface carbon. The 
addition of the H atom to the C of the CO adsorbate results in a more favourable 
intermediate than the addition of H to the 0 atom by 0.38 eV and 0.33 eV for the eeo = 
0.25 ML and 0.5 ML coverages respectively. The addition of an H atom to the C of the 
CO would be the preferred path. By having the OH group in E tilted away from the 
surface, the 0 atom could only have a limited interaction with additional H atoms on 
the surface. 
The addition of another H to the C atom in B gives rise to structure C. In this 
structure the C atom is pulled out of the hollow site and the CO bond is now almost 
parallel to the surface p lane (Figure D.3). There is a difference of 0.31 eV in the energies 
of structure C at eeo =0.5 and 0.25 ML. This could be due to the large size of the CH20 
group. The H atoms on the C atom are not in line with the CO bond any more and the 
C atom is nearly fully exposed above the surface and not hidden away in the hollow 
site any more. The most stable species would be at eeo = 0.25 ML where this bulky 
adsorbate experiences less sterical hindrance. 
After a further addition of an H atom on the C atom of structure C an interesting 
structure is found (D) which can be seen in Figure DA. It is a methoxy group adsorbed 
on a bridge site. The -CH3 end of the methoxy group tilts away from the surface and 
the C atom has no interaction with the surface any more. This methoxy adsorbate is 
quite stable compared to the adsorbed pure CO (A). If another H should attach to the 
o atom in structure D, CH30H (H) can be formed and dissociated from the surface. 
This addition and desorption is in total a highly endothermic reaction. 
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of F at both (JeD = 0.25 ML and (JeD = 0.5 ML are the least stable of all the considered 
adsorbed geometries compared to the gas phase molecules. When going from B to F 
at BeD = 0.25 and 0.5 ML the changes in energy are 0.80 eV and 0.65 eV respectively. 
Although F is still more stable than gas phase CO and H2 at both the considered 
coverages, it is highly unlikely that these structures would form due to their relative 
instability compared to the other adsorbed species. This seems to disfavour the 'enol' 
mechanism on Fe(100) (see section 1.1.1.4), since in this mechanism F corresponds to 
one of the proposed active chain growth intermediates. 
When an H atom is added to the 0 atom in structure E the resulting system spon­
taneously dissociates a water molecule upon optimisation, giving rise to a C atom 
adsorbed on the surface (structure J). As expected, structure J is quite stable at both 
(JeD = 0.5 and 0.25 ML coverages. Following the pathway A --t E --t J it can be seen 
that the 0 atom has been removed from the CO, forming a water molecule and a sur­
face carbon. If the 0 in structure J can be hydrogenated, this pathway can be viewed 
as another alternative to the generally regarded CO dissociation pathway. 
In a similar manner water is spontaneously removed upon optimisation after the 
addition of an H atom to structures F and C. The resulting structures are K and L 
respectively. At a (Je D = 0.25 ML coverage the step from C to L might be quite easy 
since the OH group has already dissociated, needing only another H atom to form the 
adsorbed water molecule. 
D.4 Pathways for CO hydrogenation 
Considering the profile in Figure D.l, we see a diverse range of possible reaction inter­
mediates. Using these energy values, along with the adsorption energies of H (four­
fold hollow site), we can construct H-balanced thermodynamic reaction profiles for 
the intermediates in various catalytic reaction pathways. This is done by adding the 
calculated heat of adsorption per H atom to the various steps under consideration to 
give the correct molar balance for the considered reaction pathway. This addition cor­
responds to an idealised, infinitely seperated coadsorption and therefore coadsorption 
effects are not included. Following this procedure we constructed a number of energy 
profiles for the formation of CH4 and CH30H. 
D.4.1 'Alkyl-type' methanation mechanism 
The sequential addition of H atoms to form methane by following the path J --t K --t 
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Figure 0.5: Comparison of the energy values of intermediates in the 'alkyl' mechanism for CH4 forma­
tion at an initial (jeo = 0.25 ML in the present work to literature values (*Sorescu [5]). In all 
cases 0 remains on the surface. 
(see section 1.1.1.1). The comparison of the energies of the intermediates at Bco = 
0.25 ML in this 'alkyl-type' mechanism to the values calculated by Sorescu [5] can 
be seen in Figure D.5. Here we included the energies we calculated at an initial Bco 
= 0.25 ML for the products of CO dissociation (see Chapter 6), which is similar to 
those described by Bromfield et al. [3]. In the calculations by Sorescu [5], the 0 atom 
was not removed from the surface as a water molecule. We adapted our profile to 
be able to draw a comparison to it. In Figure D.5 the sum of the energies for the 
isolated slab and of that of CO and 2H2 molecules in gas phase were taken as the ref­
erence. It is clear that the trends for the pathways in Figure D.5 are similar. The main 
differences are introduced by the use of different exchange-correlation functionals to 
describe the electron-electron interactions (which can significantly change on the ad­
sorption energy of adsorbates [12, 13]). In this study the RPBE functional is used, while 
Sorescu [5] used the PW91 functional. In both cases it is clear that the adsorption of CO 
and H, as well as the dissociation of CO are exo-energetic processes. In both energy 
profiles C(a)+O(a)+4H(a) correspond to the most stable configuration in the pathway. 
Although the rest of the profiles are mostly similar, the energy change we calculated 
for the second hydrogenation step (CH(a)+H(a) -+ CH2(a)) is much larger than the cor­
responding step in Sorescu's work. In general it can be concluded that our calculations 
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D.4.2 Pathway for CH30H formation 
sequential of atoms to form methanol can by 
following the 
pathway at both eco 
both co atomic 
point 
The following hydrogenation step is 
is limited. In the following endother­to . Up to 
(H2CO(a)+2H) the the at == 0.5 ML 
somewhat compared to 
mic in the 
1 eV exothermic. When 
The hydrogenation and 
subsequent desorption of the 
favoured at 	 = The large endothermic step in CH;10H 
is thermodynamically 
D.4.3 Lowest energy pathway for direct hydrogenation to 
lowest sequential addition of atoms, 
without the 
pathway to form methane by 
can be by following 
A ---t B ---t C ---t ---t L The resulting 
this pathway to that 
can be seen 
dissociation pathway at 
---t M ---t Figure 
while a comparison 





pathways in at 
intermediate differs significantly. If this 
it is (H2CO(a)+2H) 
































Oi Oi m m Oi Oi Oi~ '£ f f :r: 0' q: q:'£ <.0 l() '<t
(") «) + + + :f :r: :r:.:t.. + m m + + .:t..m ~ E! m0 0' 0' ~ E!0 0' () () () :r: f() () i:r: N + ():f + m ~ 
:£'£ () 
() 
Figure D.7: Comparison of the lowest energy direct hydrogenation pathways at an initial Bco 0.25 ML 
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CO dissociation mechanism is favoured at this coverage and that the 
methane via this eeo =0.25 ML the corresponding 
mediate is quite stable, 
the 
, alkyl-type' 
coadsorption of CH2 and OH. 
of the OH as the pathway corresponds to the 
pathway to that of the pureIf we consider 
pathway at ML we see pathways differ 
coincide at structure 
compared to the 
pathway to be followed 
the endothermic 
CO. For the 
as the CH30H formation pathway), 
both 
mediate has to be 
ate was shown to be able to 
It to be kept in mind that the 
with a barrier of 0.71 
CH + 0, which more favourable than the further 
Considering the fact that adsorbed CO and 'HCO' can 
stable products, hydrogenation of the 'HCO' 
more 
energetic structure we the further hydrogenation to able to 
We of H balanced 
From above it is clear that 
not pathway in the methanation 
atoms may lead to an alternative 
for chain growth according to 
dition of 
are 
our opinion these results (although no transition state bar-
initiation steps of the 'CO-insertion' 
initial CO coverage plays a 
== 0.25 ML this is 
and 
pathway could be considered as 
described in section 1 
large role in these pathways. 
at intermediates that are 
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CO coverage at the relevant 
ML (see Chapter 3). 
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eV larger than the calculated 
the pathways at the two 
The at Beo = 
endothermic. The 
CO and H. This value is at 
0.5 ML 
barrier (see Chapter 6, indicating 
significantly to methanation reaction on Fe(100). 
D.S Conclusions 
We have structures and 
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