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Abstract—We analyze performance of a class of time-delay first-order
consensus networks from a graph topological perspective and present
methods to improve it. The performance is measured by network’s square
of H2-norm and it is shown that it is a convex function of Laplacian
eigenvalues and the coupling weights of the underlying graph of the
network. First, we propose a tight convex, but simple, approximation of
the performance measure in order to achieve lower complexity in our
design problems by eliminating the need for eigen-decomposition. The
effect of time-delay reincarnates itself in the form of non-monotonicity,
which results in nonintuitive behaviors of the performance as a function
of graph topology. Next, we present three methods to improve the
performance by growing, re-weighting, or sparsifying the underlying
graph of the network. It is shown that our suggested algorithms provide
near-optimal solutions with lower complexity with respect to existing
methods in literature.
I. INTRODUCTION
Our objective is to characterize H2-norm performance of a noisy
time-delay linear consensus network using the spectrum of the
Laplacian matrix, quantify inherent fundamental limits on its best
achievable performance, and eventually develop low time-complexity
and efficient algorithms to improve the performance.
Literature Review: Measures for performance of consensus net-
works and the problem of designing such networks to achieve optimal
performance have been extensively studied in the past decades.
Performance of consensus networks in the absence of time-delay were
studied in [1]–[4]. Optimal design of averaging networks was studied
in [5]. Minimizing the total effective resistance of the graph was
investigated in [6]. By using the fact that the total effective resistance
of underlying graph is proportional to the H2-norm squared of a
first-order consensus networks, papers [7]–[9] consider improving
the performance measure by growing the underlying graph. Authors
in [10] establish the relation between algebraic connectivity of the
coupling graph of the network and performance of linear consensus
networks in absence of time-delay. NP-hardness of the problem of
adding a prespecified number of edges to a network via maximizing
its algebraic connectivity is proven in [11], while [6] suggested a
heuristic using the Fiedler vector of the graph to address the problem.
Despite extensive study of networks’ performance in the absence of
time-delay, limited attention has been given to performance analysis
of linear consensus networks in presence of time-delay.
Stability analysis of first-order linear consensus networks with ho-
mogeneous time-delay and undirected couplings was studied in [10].
Necessary and sufficient conditions for stability of linear undirected
network with non-uniform delay were reported in [12]. Scalable
condition for robust stability of networks with heterogeneous stable
dynamics using s-hulls was considered in [13]–[15]. The authors of
This research is supported by NSF CAREER ECCS-1454022 and ONR YIP
N00014-16-1-2645.
† Y. Ghaedsharaf, C. Somarakis, and N. Motee are with the Department of
Mechanical Engineering and Mechanics, Lehigh University, Bethlehem, PA
18015, USA {ghaedsharaf, csomarak, motee}@lehigh.edu
‡M. Siami is with the Institute for Data, Systems, and Society, Mas-
sachusetts Institute of Technology (MIT), Cambridge, MA 02139, USA.
siami@mit.edu
[16] propose a low complexity stability criterion for a class of large-
scale systems and a scalable robust stability criterion for intercon-
nected systems with heterogeneous linear time-invariant subsystems
is reported in [17]. Stability analysis of consensus and oscillatory
nonlinear networks as well as switching networks with heterogeneous
time-delays were tackled in [18]. The convex hull notion was utilized
in [16], [17], [19] to study robust stability of networked systems with
normal interconnection matrices. Moreover, a unifying framework to
analyze network synchronization using integral quadratic constraints
is proposed in [20]. In [21], authors study convergence rate of
averaging networks subject to time-delay. The authors of [22] aim at
designing a robustly stable network with respect to time-delay, and in
[23], the authors maximize algebraic connectivity of underlying graph
of a time-delay linear consensus network; nonetheless, importance
and relevance of algebraic connectivity in performance evaluation of
time-delay networks remains disputable. Lastly, [24]–[26] analyze
synchronization efficiency in a first-order consensus network with
uniform or multiple delays. Although most of their work are limited to
numerical results, some of them coincide with our work in derivation
of the performance measure in a special case, i.e., when the output
matrix is a centering matrix.
The purpose of this manuscript is to analyze performance of time-
delay linear consensus networks and propose design algorithms to
achieve best attainable performance for such networks. We assume
that all time-delays are identical and coupling (communication)
graphs of networks are undirected (bidirectional). These assumptions
allow us to quantify performance explicitly using closed-form formu-
lae. Relaxing these assumptions to include networks with nonuniform
time delays and/or directed coupling graphs are challenging and
require separate investigations, which may not lend themselves to
analytic performance evaluation and prevent us from devising low
time-complexity algorithms [27], [28]. Since time-delay is intrinsic
to all networked control systems, devising efficient and scalable
algorithms for analysis and design of networked systems with higher-
order dynamics and time-delay will remain an active research area,
for many years to come.
The current manuscript extends results of [29]–[31] and presents
a consistent story on how to analyze and improve the performance
of noisy linear consensus networks subject to time-delay. In [29], we
studied properties of the first-order consensus network’s H2-norm in
the presence of time-delay, and in [30], [31], we offered growing and
sparsification algorithms to enhance the H2-norm of the network.
This manuscript extends results of [29]–[31] to the general output
matrix and provides detailed proofs and explanation for all theorems
and lemmas. Furthermore, Theorems 4.2, 4.3, 4.4, which relate the
performance measure to known graph topologies are new additions
to this manuscripts. Algorithm 2, which is superior to Algorithm 1, is
also our new contribution. This superiority is shown through Example
9.5. In addition, materials in section VIII are new, which provided a
theoretical guideline on which design methods (reweighing, growing,
or sparsification) should be utilized to enhance the performance.
Our main contributions include (i) investigation of functional prop-
erties of the performance measure and characterization of fundamental
limits on its best achievable values, (ii) efficient approximation of the
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performance measure for network synthesis, (iii) low time complexity
algorithms to design state feedback controllers for performance en-
hancement of time-delay linear consensus networks. In section III, we
express the H2-norm performance of a time-delay linear consensus
network in terms of its Laplacian spectrum. Furthermore, we prove
that this performance measure is convex with respect to coupling
weights and Laplacian spectrum, and in addition, it is an increasing
function of time-delay. In section IV, we discuss topologies with
optimal performance. Furthermore, we quantify a sharp lower bound
on the best achievable performance for a network with a fixed time-
delay. In presence of time-delay, the H2-norm performance of first-
order consensus network is not monotone decreasing with respect
to connectivity, which impose challenges in design of the optimal
network as increasing connectivity may deteriorate the performance.
Then, we present methods to improve the performance measure. We
categorize these procedures as growing, reweighting, and sparsifica-
tion. Although the H2-norm performance is a convex function of
Laplacian eigenvalues, direct use of this spectral function in our
network design problems requires eigen-decomposition, which adds
to time complexity of our design procedures. To overcome this, our
key idea is to calculate an approximation function of the performance
measure that spares us eigen-decomposition of the Laplacian matrix.
In section V, we tackle the combinatorial problem of improving the
non-monotone performance measure of the time-delay network by
adding new interconnection links. Our time-complexity analysis of
our proposed algorithm to grow a time-delay network shows that it
can be done in O(n3 + mn2 + kn2) arithmetic operations, where
n is number of nodes, m is number of rows of the output matrix
C and k is maximum number of new interconnections. Section VI
discusses reweighting of the coupling weights as an approach to
improve the performance measure. This design problem can be cast
as a semidefinite programming (SDP) problem, which inherits time-
complexity of existing SDP solvers. In the absence of time-delay,
removing interconnections will deteriorate the H2-norm performance
due to monotonicity property of the performance measure. In section
VII, we explain how one can sparsify the coupling graph of the time-
delay network to improve the performance measure. In section IX,
we discuss sensitivity of the performance measure with respect to
weight of couplings, where it helps us in knowing whether we should
improve the performance by increasing connectivity through growing
the network or we should sparsify the network without knowing the
spectrum of the Laplacian matrix. We use several simulation case
studies to show effectiveness of our proposed design algorithms.
II. PRELIMINARIES AND DEFINITIONS
A. Basic Definitions
Throughout the paper the following notations will be used. We
denote transpose and conjugate transpose of matrix A by AT and
AH, respectively. Also, set of non-negative (positive) real numbers is
indicated by R+ (R++). An undirected weighted graph G is denoted
by the triple G = (V, E ,w), where V = {v1, v2, . . . , vn} is set of
nodes (vertices) of the graph, E is set of links (edges) of the graph,
and w : E → R++ is the weight function that maps each link to a
positive scalar. We let L to be the Laplacian of the graph, defined by
L = ∆ − A, where ∆ is diagonal matrix of node degrees and A is
the adjacency matrix of the graph. The n× 1 vector of all zeros and
ones are denoted by 0n and 1n, respectively, while Jn = 1n1Tn is the
n× n matrix of all ones. Furthermore, the n× n centering matrix is
denoted by Mn = In− 1nJn. For an undirected graph with n nodes,
Laplacian eigenvalues are real and shown in an order sequence as
0 = λ1 < λ2 ≤ · · · ≤ λn. We denote the complete unweighted
graph by Kn. We indicate Moore-Penrose pseudo-inverse of a matrix
P by P † = [p†ij ] and we define
re(P ) := p
†
ii + p
†
jj − 2p†ij (1)
for every given link e = {i, j}. Accordingly, in a graph with
Laplacian matrix L, the effective resistance between two ends of a
given link e = {i, j} is denoted by re(L). For a given n-tuple y,
operator diag(y) maps y to an n × n diagonal matrix whose main
diagonal elements are elements of y. For a matrix P ∈ Rn×m, the
vectorization of P , denoted by Vec(P ) ∈ Rnm, is a vector obtained
by stacking up columns of matrix P on top of one another. For a
square matrix X , matrix functions cos(X) and sin(X) are defined
as
cos(X) =
∞∑
k=0
(−1)kX2k
(2k)!
, sin(X) =
∞∑
k=0
(−1)kX2k+1
(2k + 1)!
. (2)
Definition 2.1: A function g : Rn → R is Schur-convex if for
every doubly stochastic matrix D ∈ Rn×n and all x ∈ Rn, we have
g(Dx) ≤ g(x).
B. Noisy Consensus Networks with Time-Delay
We consider the class of linear dynamical networks that consist of
multiple agents with scalar state variables xi and control inputs ui
whose dynamics evolve in time according to
x˙i(t) = ui(t) + ξi(t)
for all i = 1, . . . , n, where initial condition xi(0) = x0i is given. It is
assumed that xi(t) = 0 for all t ∈ [−τ, 0). The impact of an uncertain
environment on each agent’s dynamics is modeled by the exogenous
noise input ξi(t). We assume that every agent experiences a time-
delay in accessing, computing, or sharing its own state information
with itself and other neighboring agents. It is assumed that all time-
delays for all agents are identical and equal to a nonnegative number
τ . We apply the following feedback control law
ui(t) =
n∑
j=1
kij
(
xj(t− τ)− xi(t− τ)
)
, (3)
to every agent of this network. The resulting closed-loop network
will be a first-order linear consensus network, whose dynamics can
be written in the following compact form
x˙(t) = −Lx(t− τ) + ξ(t) (4a)
y(t) = C x(t) (4b)
with x(t) = 0 for all t ∈ [−τ, 0) and x(0) = x0, where
x0 = [x01, . . . , x
0
n]
T is the initial condition, x = [x1, . . . , xn]T is
the state, y = [y1, . . . , ym]T is the output, and ξ = [ξ1, . . . , ξn]T
is the exogenous noise input of the network. It is assumed that ξ(t)
is a vector of independent Gaussian white noise processes with zero
mean and identity covariance, i.e.,
E
[
ξ(t1)ξ
T(t2)
]
= Inδ(t1 − t2),
where δ(t) is the delta function. The state matrix of the network is a
graph Laplacian that is defined by L = [lij ], where
lij :=
 −kij if i 6= jki1 + . . .+ kin if i = j .
Assumption 2.2: The vector of all ones is in the null space of the
output matrix, i.e., C1n = 0.
The underlying coupling graph of the consensus network (4a)-(4b)
is a graph G = (V, E , w) with node set V = {1, . . . , n}, edge set
E =
{
{i, j} ∣∣ ∀ i, j ∈ V, kij 6= 0},
and weight function
w(e) = kij
for all e = {i, j} ∈ E , and w(e) = 0 if e /∈ E . The Laplacian matrix
of graph G is equal to L.
Assumption 2.3: All feedback gains satisfy the following proper-
ties for all i, j ∈ V: (i) non-negativity: kij ≥ 0, (ii) symmetry:
kij = kji, (iii) simpleness: kii = 0.
Property (ii) implies that the underlying graph G is undirected and
property (iii) means that there is no self-loop in the network.
Assumption 2.4: The coupling graph G of the consensus network
(4a)-(4b) is connected and time-invariant.
This assumption implies that only the smallest Laplacian eigen-
values is equal to zero, i.e., λ1 = 0 and all other ones are strictly
positive, i.e., λi > 0 for i = 2, ..., n.
C. Network Performance Measures
When there is no input noise, i.e., ξ(t) ≡ 0n, it is already known
[10] that under the condition
λn <
pi
2τ
(5)
as well as graph connectivity, states of all agents converge to average
of all initial states; whereas in presence of input noise, the agents’
states fluctuate around their average.
In order to quantify the quality of noise propagation in dynamical
network (4), we adopt the following performance measure
ρss(L; τ) = lim
t→∞
E
[
yT(t)y(t)
]
. (6)
It can be verified that transfer function of consensus network (4)
is equal to the transfer function of the following system{
˙ˆx(t) = −(L+ 1
τ n
Jn
)
xˆ(t− τ) +Mnξ(t)
y(t) = Cxˆ(t)
, (7)
where xˆ(t) = Mnx(t) is projection of network’s states on to the
disagreement subspace, i.e., xˆi(t) = xi(t)− x¯(t) in which
x¯(t) =
1
n
(
x1(t) + . . .+ xn(t)
)
.
Since for τ < pi
2λn
the system (7) is exponentially stable and transfer
function of system (7) is identical to transfer function of system (4),
we infer that the single marginally stable mode of the consensus
network (4) (which corresponds to λ1 = 0) is not observable
in the output y(t) according to Assumption 2.2, which results in
boundedness and well-definedness of the performance measure (6).
This method has been widely exploited in the literature [3], [4], [32],
[33].
We now list three different and meaningful coherency measures
that has been lately used in the context of linear consensus network
[2]–[4].
(i) Pairwise deviation.
1
2n
n∑
i,j=1
(xi − xj)2 =xT (t)BTKn diag
(
1
n
, . . . ,
1
n
)
BKnx(t)
=xT (t)Mnx(t)
where BKn is the signed edge-to-vertex incidence matrix of the
complete graph Kn.
(ii) Deviation from average.
‖x(t)− x¯(t)1n‖22 =
n∑
i=1
(xi(t)− x¯(t))2 = xT (t)Mnx(t)
(iii) Norm of projection onto the stable subspace. When there is no
noise, network 4a is marginally stable and we only consider the
dynamics on the stable subspace of Rn that is orthogonal to the
subspace spanned by 1n. For a given Q ∈ R(n−1)×n whose rows
form an orthonormal basis of the disagreement subspace, the norm
of the projection of x(t) onto the stable subspace is a coherency
measure [3] that is given by
‖Qx(t)‖22 = xT (t)QTQx(t)
where Q1n = 0 and QTQ = Mn.
It can be proven that our utilized measure of performance (6) is
equal to the square of H2-norm of the network from ξ to y. Thus,
we utilize the interpretation of energy of impulse response in order
to calculate performance measure of the network [34], i.e., we have
ρss(L; τ) =
1
2pi
Tr
[ ∫ +∞
−∞
GH(jω)G(jω) dω
]
, (8)
where G(s) is the transfer function of (4) from ξ to y.
D. Problem Statement
Our main objective is to explore all possible ways to improve
performance of the time-delay first-order consensus networks (4) with
respect to performance measure (6). In order to tackle this problem,
first we need to quantify performance measure (6) in terms of the
spectrum of the underlying coupling graph of the network. Next,
we need to characterize inherent fundamental limits on the best
achievable performance and classify those networks that can actually
achieve this hard limit. There are only four possible ways to improve
performance of network (4) by manipulating its underlying coupling
graph: growing, sparsification, and reweighting. Therefore, we need
to investigate under what conditions, performance can be improved
in each of these three possible scenarios. Improving performance
in presence of time-delay is a challenging task due to the counter-
intuitive effects of connectivity on the performance.
III. PROPERTIES OF THE PERFORMANCE IN PRESENCE OF
TIME-DELAY
In the following Theorem, we derive an exact expression for the
performance measure of the consensus network.
Theorem 3.1: For dynamical network (4), the performance mea-
sure (6) can be specified by
ρss(L; τ) =
1
2
Tr
[
LoL
† cos(τL)
(
Mn − sin(τL)
)†]
, (9)
where Lo = CTC. In addition, when the output matrix is equal
to the centering matrix, i.e., C = Mn, the performance measure
can be quantified as an additively separable function of Laplacian
eigenvalues; in other words, we have the following formula
ρss(L; τ) =
n∑
i=2
fτ (λi), (10)
where
fτ (λi) =
1
2λi
cos(λiτ)
1− sin(λiτ) . (11)
Proof: In order to find the performance of network (4), we utilize
equation (8)
ρss(L; τ) =
1
2pi
Tr
[ ∫ +∞
−∞
GH(jω)G(jω) dω
]
,
where G(s) transfer function of both (4) and (7), i.e.,
G(s) = C
(
sIn + e
−τs
(
L+
1
τ n
Jn
))−1
Mn. (12)
We consider spectral decomposition of Laplacian matrix L, which is,
L = QΛQT,
where Q = [q1, q2, . . . , qn] ∈ Rn×n is the orthonormal matrix of
eigenvectors and Λ = diag(λ1, . . . , λn) is the diagonal matrix of
eigenvalues. We recall that λ1 = 0 for the reason that the graph is
undirected and it has no self-loops. Therefore,
Mn = In −Qdiag(1, 0, . . . , 0)QT
= Q diag(0, 1, . . . , 1)QT, (13)
and
L = Q diag(0, λ2, . . . , λn)Q
T. (14)
Thus,
L+
1
τ n
Jn = Q diag(
1
τ
, λ2, . . . , λn)Q
T, (15)
and substituting (13) and (15) into (12),
G(s) = CQ diag
(
0,
1
s+ λ2e−τs
, . . . ,
1
s+ λne−τs
)
QT.
Hence, we have
Tr
[
GH(jω)G(jω)
]
= Tr
[
CTCQ diag
(
0,
1
−jω + λ2ejτω , . . . ,
1
−jω + λnejτω
)
diag
(
0,
dω
jω + λ2e−jτω
, . . . ,
1
jω + λne−jτω
)
QT
]
(16)
and by substituting (16) in the following definition of ρss(L; τ),
ρss(L; τ) =
1
2pi
Tr
[ ∫ +∞
−∞
GH(jω)G(jω) dω
]
=
1
2pi
n∑
i=2
∫ +∞
−∞
∆i dω(
jω + λie−jτω
)(− jω + λiejτω) , (17)
where ∆i is the ith diagonal element of the matrix QTLoQ. By
applying Lemma 10.7 to (17), we get
ρss(L; τ) =
n∑
i=2
∆i
2λi
cos(λiτ)
1− sin(λiτ) . (18)
From eigenvalue decomposition (14), definition (2), simultaneous
diagonalizability of L, cos(τL) and
(
Mn − sin(τL)
)
, and notation
(11), we define the function of Laplacian matrix
fτ (L) = Qdiag(0, fτ (λ2), . . . , fτ (λn))Q
T
=
1
2
L† cos(τL)
(
Mn − sin(τL)
)†
Now, we can rewrite equality (18) in the following compact matrix
operator form:
ρss(L; τ) =
1
2
Tr
[
LoL
† cos(τL)
(
Mn − sin(τL)
)†]
.
In addition, when C = Mn, we have
ρss(L; τ) =
1
2
Tr
[
L† cos(τL)
(
Mn − sin(τL)
)†]
q w e r
x
a
s
d
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Fig. 1: This plot illustrates convexity property of ρss(L; τ) by
depicting fτ (λi) as a function of Laplacian eigenvalues.
and ∆i = 1 for i ≥ 2, from which one can deduct (10).
Remark 3.2: This result for the case that C = Mn was derived
in [24], [35] using complex analysis techniques. We obtained this
independently with a state-space point view for a general output
matrix C that is orthogonal to vector of all ones.
Remark 3.3: Simultaneous diagonalizability of cos(τL), sin(τL)
and L follows from definition of matrix sine and cosine through
powers of (τL) and the fact that L is diagonalizable. Also, as we
showed in the proof of the theorem above, Mn and L share same set
of eigenvectors and thus they are simultaneous diagonalizable. Hence,
Mn − sin(τL) and L are simultaneous diagonalizable, as well.
When there is no time-delay in the network, i.e., τ = 0, our result
reduces to those of [1], [3], [36], in which
ρss(L; 0) =
1
2
n∑
i=2
λ−1i .
Theorem 3.4: The performance measure (6) for the consensus
network (4) with a fixed underlying graph is an increasing function
of the time-delay, i.e., the following inequality holds
ρss(L; τ1) < ρss(L; τ2)
for every 0 ≤ τ1 < τ2 < pi2λn .
Proof: As a means to demonstrate that ρss(L; τ) is increasing in
τ , we show that in the stability region, first derivative of performance
measure with respect to τ is positive. Following this idea, we get
d
dτ
ρss(L; τ) =
1
2
Tr
[
− Lo sin(τL)
(
Mn − sin(τL)
)†
+Lo cos
2(τL)
((
Mn − sin(τL)
)†)2]
,
for all τ ∈ (0, pi
2λn
). Due to simultaneous diagonalizability of
L, sin(τL), cos(τL) and
(
Mn − sin(τL)
)
their product is commu-
tative, and therefore, we have
d
dτ
ρss(L; τ) =
1
2
Tr
[
Lo
(
Mn − sin(τL)
)†]
=
1
2
Tr
[
C
(
In − sin(τL)
)−1
CT
]
,
where the last equality follows from spectral properties of L and
orthogonality of rows of matrix C with respect to 1n. Since matrix(
In−sin(τL)
)−1 is positive definite and C has nonzero components,
we have
d
dτ
ρss(L; τ) > 0.
Theorem 3.5: For a fixed time-delay, if C ∈ R(n−1)×n such
that rows of C span the disagreement subspace or C = BKn , i.e.
the signed edge-to-vertex incidence matrix of a complete graph, the
performance measure (6) for dynamical network (4) is a convex and
Schur-convex function of Laplacian eigenvalues of its underlying
graph. In addition, the performance measure is a convex function
of weight of links of the underlying graph G.
Proof: For all λ ∈ (0, pi
2τ
), the following inequality holds
sin(τλ+
pi
4
) >
√
2
2
.
By expanding the left hand side of the inequality above, we get
sin(τλ) + cos(τλ)− 1 > 0. (19)
Moreover, by multiplying both sides of (19) by τλ, we have
τλ sin(τλ)− τλ+ τλ cos(τλ) > 0.
Since τλ < 2, it follows that
τλ sin(τλ)− τλ+ 2 cos(τλ) > 0.
Subsequently, we get the following inequality by multiplying both
side by (sin(τλ)− 1) and sec3(τλ), which are respectively negative
and positive
(sin(τλ)− 1) sec3(τλ)(τλ(sin(τλ)− 1) + 2 cos(τλ)) < 0.
The left hand side of the above inequality equals to
d2
dλ2
(
λ
(
sec(τλ) + tan(τλ)
))
; thus, we deduce that
d2
dλ2
(
1
fτ (λ)
)
< 0. (20)
Moreover, from inequality (20) it follows that
fτ (λ)
d2
dλ2
fτ (λ) > 0.
Consequently, positiveness of fτ (λ), results in strict convexity of
fτ (λ). Since the performance function ρss(L; τ) equals to sum of
convex functions; it is a convex function of Laplacian eigenvalues.
The Schur-convexity property of ρss(L; τ) follows from its symmetry
and Theorem 10.6.
Applying Davis’s Theorem [37], [38], since the network performance
is a symmetric convex function of eigenvalues, it is also a convex
function of Laplacian matrix. Therefore, performance measure is a
convex function of weight of links of the coupling graph.
Convexity and Schur-convexity properties of the performance func-
tion helps us to find fundamental limits on the best achievable
performance as well as upper bounds on the performance measure
of the network without knowing the spectrum of Laplacian matrix of
the underlying graph [39].
IV. OPTIMAL AND ROBUST TOPOLOGIES W.R.T. TIME-DELAY
The following result characterizes the optimal interconnection
topology for a consensus network in presence of time-delay.
Theorem 4.1: For the first-order linear consensus network (4) with
n nodes that is affected by time-delay τ , the limit on the best
achievable performance is given by
ρss(L; τ) ≥ τ‖C‖
2
F
2
(
1− sin(z∗)) , (21)
where z∗ > 0 is the unique positive solution of cos(z) = z.
Furthermore, the optimal topology in terms of the performance
measure is a complete graph with identical weight
w∗(e) =
z∗
nτ
(22)
for every coupling link e.
Proof: For a fixed time-delay, performance measure will be
minimized if fτ (λi) is minimized for all λi, where i ∈
{
2, . . . , n
}
.
By strict convexity and twice differentiability of fτ (λi), minimum of
performance measure is attained if and only if
λi = arg min
λi
fτ (λi)
=
{
λi
∣∣∣ d
dλi
fτ (λi) = 0
}
for i ∈ {2, . . . , n}.
Solving d
dλi
fτ (λi) = 0 results in the following equation
cos(λiτ) = λiτ.
Since z∗ is solution of the equation cos(z) = z, we have
λi =
z∗
τ
(23)
for all i ∈ {2, . . . , n}. In addition, substituting λi from the previous
equation in (18), we obtain
ρss(L; τ) ≥ τ‖C‖
2
F
2
(
1− sin(z∗))
n∑
i=2
∆i.
Consequently, since
∑n
i=2 ∆i = Tr[Q
TCTCQ], the fundamental
limit given by inequality (21) can be deduced. Moreover, considering
equality of all eigenvalues of L, the underlying graph of the network
with the optimal performance is a complete graph with equal link
weights. Besides, since non-zero eigenvalues of a complete graph
with uniform link weights w∗(e), for all links e, are
λi = nw
∗(e) (24)
for all i ∈ {2, . . . , n}, substituting λi from equation (24) into the
equation (23) yields identity (22).
The lower bound of the coherency for the case that C = Mn
was found using numerical analysis in [24], [25]. We found the
fundamental limit for general output matrix C and studied uniqueness
of the limit using convex analysis.
When τ = 0, it is known that the best achievable performance
for linear consensus networks with weighted underlying graphs can
be made arbitrarily small [1]. This is consistent with the result
of Theorem 4.1, since the best achievable performance over all
possible network topologies approaches zero as time-delay goes
to zero. It is noteworthy that for the first-order linear consensus
networks (4), the best attainable performance grows linearly with
time-delay. Also, under assumption of fixed delay, best achievable
performance increases linearly with network size, i.e., its in the order
of O(n). Furthermore, weight of the links in the network with optimal
performance is inversely proportional to network size. In the following
theorems, we classify graph topologies of robust consensus networks
with respect to time-delay increments. We also note that if rows of
the output matrix C span the disagreement subspace, then the optimal
topology would be unique.
Theorem 4.2: Suppose that L1 and L2 are Laplacian matrices
of coupling graphs of two consensus networks governed by (4).
If λn(L1) > λn(L2) and rows of output matrix C span the
disagreement subspace, then there exists a threshold τ∗ > 0 such
that for all τ > τ∗ the following ordering holds
ρss(L2; τ) < ρss(L1; τ).
Moreover, the value of τ∗ depends on L1 and L2 and the ouput
matrix.
Proof: As τ approaches pi
2λn(L1)
from left, ρss(L1; τ) increases
unboundedly. A proof follows from boundedness of ρss(L2; τ) for
τ ∈ [0, pi
2λn(L1)
)
and unboundedness of pi
2λn(L1)
in the same interval.
The smallest τ∗ is solution of a nonlinear equation, although in the
following we show that any
τ ∈
[
pipˆ
2pˆλn(L1) + 1
,
pi
2λn(L1)
)
(25)
can serve as a τ∗, where pˆ = ρss(L2; pi2λn(L1) ). Based on definition
of ρss, we have
ρss(L1; τ) ≥ ∆n
2λn(L1)
cos
(
τλn(L1)
)
1− sin (τλn(L1))
for all τ ∈ [0, pi
2λn(L1)
)
. Furthermore, since 1
2λn(L1)
> τ
pi
, we have
ρss(L1; τ) ≥ ∆nτ
pi
pi/2
pi/2− τλn(L1) .
Using inequality above, if condition (25) hold, then,
ρss(L1; τ) ≥ ρss
(
L2;
pi
2λn(L1)
)
.
Thus, our desired result follows from the result of Theorem 3.4.
Theorem 4.3: Suppose that two linear consensus networks with
dynamics (4) and unweighted underlying graphs are given: the graph
topology of one of them is path, denoted by P , and the other one
has an arbitrary non-path graph topology, shown by G. If rows of
output matrix C span the disagreement subspace, then there exists a
τ∗G > 0 such that for all τ > τ
∗
G the following ordering holds
ρss(LG ; τ) > ρss(LP ; τ).
Proof: For a path graph on n nodes, we have
λn(LP) = 2− 2 cos
(
n− 1
n
pi
)
< 4. (26)
Whereas, for any non-path topology G and n > 3, we have
dmax(G) ≥ 3.
Thus, for any non-path G with more than 3 nodes, by Lemma 10.8
and (26) we get
λn(LP) < 4 < λn(LG).
For graphs with more than 3 nodes a proof follows from Theorem
4.2. We note that for n = 3 there exists only two topologies, namely
path graph and complete graph. Even though, the largest eigenvalue of
both of these graphs are equal to 3, the multiplicity of this eigenvalue
for the complete graph is 2, and the required result follows.
Theorem 4.4: Suppose that two linear consensus networks with
dynamics (4) and unweighted underlying graphs are given: one with
ring topologyR and the other one with an arbitrary non-ring topology
G that has at least one loop. If C = Mn, then there exists a τ∗G > 0
such that for all τ > τ∗G the following inequality holds
ρss(LG ; τ) > ρss(LR; τ).
Proof: For ring graphs with n > 4 nodes, we have
λn(LR) ≤ 2− 2 cos(pi) = 4.
Whereas, for other non-ring, non-tree graph topologies G with more
than 4 nodes, Lemma 10.8 yields
λn(LR) ≤ 4 < λn(LG).
For n > 4, the proof follows from Theorem 4.2. For n = 4, our
claim holds true since for all non-tree topologies, we have λn = 4,
but the second largest eigenvalue for a ring graph is 2 and for the
rest of non-tree topologies, it is greater than or equal to 3. From this
the desired result follows.
The results of Theorems 4.2 and 4.4 are in contrast with the
common intuition of performance in non-delayed first-order linear
consensus networks, where enhancing connectivity in the sense
of L1  L2 always results in performance improvement, i.e.,
ρss(L2; 0) ≤ ρss(L1; 0) and path graph has the worst performance
among all unweighted graphs. In conclusion, in time-delay linear
consensus networks, higher connectivity does not necessarily imply
better H2-norm performance [29].
In the subsequent sections, we exploit properties of the performance
measure, such as convexity, to formulate algorithms to enhance the
performance. Furthermore, we discuss efficacy of these algorithms
by comparing them with fundamental limits that we derived in this
section.
V. IMPROVING PERFORMANCE BY ADDING NEW FEEDBACK
LOOPS
In the following three sections, we consider the problem of
performance improvement in a time-delay linear consensus network.
There are only four possible ways to achieve this objective via
manipulating the underlying graph of the network: (i) adding new
interconnection links or growing, (ii) adjusting weight of existing
links, and (iii) eliminating existing links or sparsification. Other
design objectives, such as rewiring, can be equivalently executed in
several consecutive design steps involving reweighing, growing, and
sparsification. Therefore, we focus our attention on these three core
design schemes.
In this section, we consider the problem of growing consensus
network (4), where it is allowed to establish new interconnections
links in the network. It is assumed that some of the Laplacian
eigenvalues are located on the left side of the dashed line in Figure
1, i.e., λi < z
∗
τ
for some i ∈ {2, . . . , n}. In this case, enhancing the
connectivity can improve H2-norm performance of the network.
Suppose that a set of candidate links Ec and a corresponding weight
function $ : Ec → R+ are given. Adding a new link between two
agents is equivalent to closing a new feedback loop around these two
agents according to our earlier interpretation (3). Therefore, weight
of a candidate link plays role of a feedback gain in the overall closed-
loop system and it cannot be chosen arbitrary; its value is opted by
considering all existing constraints. Based on this elucidation, it is
reasonable to consider the following modified form of network (4)
for our design purpose
x˙(t) = −Lx(t− τ) + u(t) + ξ(t)
u(t) = −LF x(t− τ)
y(t) = C x(t)
that can be rewritten in the following closed-loop form
x˙(t) = −(L+ LF )x(t− τ) + ξ(t) (27a)
y(t) = C x(t) (27b)
where LF is the Laplacian matrix of the feedback gain and can be
represented by
LF =
∑
e∈Es
$(e)beb
T
e,
in which be is the corresponding column to edge e in the node-to-
edge incidence matrix of the underlying graph of the network. Our
design objective is to improve performance of the noisy network in
presence of time-delay by designing a sparse Laplacian feedback gain
LF with at most k links having predetermined weight, i.e., our goal
is to solve the following optimization problem
Minimize
Es
ρss(L+ LF ; τ) (28)
subject to: LF =
∑
e∈Es
$(e)beb
T
e, (29)
0  L+ LF ≺ pi2τ In, (30)
|Es| ≤ k for all Es⊆Ec, (31)
Condition (30) ensures stability of the closed-loop network (27). Since
the problem given by (28)-(31) is combinatorial, the exact solution
must be found by an exhaustive search and appraising ρss(L+LF ; τ)
for all possible
∑k
i=1
(|Ec|
i
)
cases. In real-world problems, when the
size of candidate set is prohibitively large, we need efficient methods
to tackle the problem. Furthermore, when there is no time-delay, the
H2-norm performance of the network will improve no matter how we
choose and add the new candidate links [7]. However, in presence of
time-delay, adding new links may deteriorate performance or even
destabilize the closed-loop network, which is why growing a time-
delayed network is a more delicate task.
A. Cost Function Approximation and SDP Relaxation
We can derive a convex relaxation of our problem by letting
constants $(e) to become decision variables, shown by w(e), and
replacing the constraint (31) by∑
e∈Ec
w(e) ≤ Wk (32)
where
Wk = max|Es|=k
Es⊆Ec
∑
e∈Es
$(e). (33)
Thus, our design optimization problem is to solve
Minimize
{w(e) | ∀e∈Ec}
ρss(L+ LF ; τ) (34)
subject to: (29), (30), (32), (33)
In spite of smoothness of the cost function in (34), the structure
of the cost function is not appealing since we cannot cast it as an
SDP with linear objective function and constraints or solve it using
existing and standard solvers or toolboxes. Moreover, if we want to
write a solver for the problem using the conventional methods, e.g.,
interior-point or subgradient methods, we have to find eigenvalues and
eigenvectors of L+LF for each step of minimizing the performance
function; which significantly increases complexity in terms of both
time and details of solver. Therefore, we need an alternative way to
remove eigen-decomposition from our solution. We overcome this
obstacle by introducing a tight approximation of (9) that has a small
relative error with respect to our performance measure.
Lemma 5.1: For a stable linear consensus network (27) with output
matrix C with property C1n = 0n, the spectral function
ρ˜ss(L; τ) =
1
2
Tr
[
LoL
† +
4τ
pi
Lo
(pi
2
Mn − τL
)†
+ c1τ
2LoL+
c0
2
τLo
]
,
approximates (9) with guaranteed error bound
0 ≤ ρss(L; τ)− ρ˜ss(L; τ)
ρss(L; τ)
≤ 2× 10−4,
where c0 = 0.18733 and c1 = −0.01 are constants to minimize mean
the squared error numerically.
0 0.5 1 1.5
a
0
1
2
b
10 -4
Fig. 2: The relative error of f˜ with respect to f1.
Proof: We recall that
ρss(L; τ) =
n∑
i=2
∆i
2λi
cos(τλi)
1− sin(τλi) ,
by multiplying the nominator and denominator by τ we get
ρss(L; τ) = τ
n∑
i=2
∆i
2τλi
cos(τλi)
1− sin(τλi)
= τ
n∑
i=2
∆if1(τλi), (35)
where f1(x) = 12x
cos(x)
1−sin(x) with domain x ∈ (0, pi/2) based on
definition of fτ in (11). As a means to find a proper approximate
performance function, we look for an approximation of f1 and we
denote it by f˜ . Since f1 has two vertical asymptotes inside its effective
domain, we want to have bounded ‖f˜ − f1‖∞ over effective domain
of these functions. To that end, we utilize
f˜(x) =
1
2
( 1
x
+
4
pi
1
pi/2− x + c0 + c1x
)
, (36)
as approximation of f1 where c0 = 0.18733 and c1 = −0.01 are
constants to minimize mean squared error numerically. We define our
performance approximate function by substituting f˜ for f1 in (35).
Thus, from relative error of f˜ with respect to f1 given in Figure 2, it
yields the desired approximation bound. Consequently, we can write
the approximation function in the following form
ρ˜ss(L; τ) = τ
n∑
i=2
∆if˜(τλi)
= τ
n∑
i=2
∆i
2
( 1
τλi
+
4
pi
1
pi/2− τλi + c0 + c1τλi
)
=
1
2
Tr
[
LoL
† +
4τ
pi
Lo
(pi
2
Mn − τL
)†
+ c1τ
2LoL+
c0
2
τLo
]
.
Remark 5.2: Performance of first-order consensus network with
C = Mn was previously approximated in [25], [40] by using
heuristic methods. We have utilized a systematic method to provide
an approximate function (36) and we refer to [41] for more details.
It is straightforward to show that ρ˜ss is convex function of eigen-
values and weights of the links for any C such that C1n = 0n.
Replacing ρss by ρ˜ss and combinatorial constraint (31) by its relaxed
form (32), we can relax (34) to the following optimization problem
Minimize
{w(e) | ∀e∈Ec}
ρ˜ss(L+ LF ; τ) (37)
subject to: (29), (30), (32), (33).
In addition, neglecting the constant term in ρ˜ss, the optimization
problem (37) is equivalent to the following SDP
Minimize
{w(e) | ∀e∈Ec}
Tr
[
LoX1 +
4
pi
LoX2 + c1τLoLF
]
(38)
subject to: LF =
∑
e∈Ec
w(e)beb
T
e (39)∑
e∈Ec
w(e) ≤Wk (40)X1 I
I τ(L+ LF ) +
1
n
J
  0 (41)
X2 I
I pi
2
In − τ(L+ LF )
  0. (42)
The following Theorem investigates the efficacy of using ρ˜ss as in
optimization problem (38)-(42).
Theorem 5.3: Let L∗F be the solution of the optimization problem
(34) and LˆF be the solution of the minimization problem (37) where
C = Mn or C is an orthonormal matrix Q such that Q1n = 0n.
Then, we have
ρss(L+ L
∗
F ; τ) ≤ ρss(L+ LˆF ; τ) ≤ (1 + )ρss(L+ L∗F ; τ),
where  = 2× 10−4.
Proof: First, we look at relative error of f1 with f˜ . For
1 = 2× 10−4 we have
0 ≤ f1(λi)− f˜(λi)
f1(λi)
≤ 1.
In addition, rearranging and doing summation over all λi’s yields
ρss(L; τ) ≤ ρ˜ss(L; τ) ≤ (1 + 1)ρss(L; τ). (43)
Moreover, since L+ LˆF and L+ L∗F are minimizers of ρ˜ss and ρss,
repectively, we observe that
ρ˜ss(L+ LˆF ; τ) ≤ ρ˜ss(L+ L∗F ; τ), (44)
ρss(L+ L
∗
F ; τ) ≤ ρss(L+ LˆF ; τ). (45)
Inequalities (43) and (44) yield that
ρss(L+ LˆF ; τ) ≤ (1 + 1)ρss(L+ L∗F ; τ). (46)
Lastly, from (45) and (46) we obtain
ρss(L+ L
∗
F ; τ) ≤ ρss(L+ LˆF ; τ) ≤ (1 + 1)ρss(L+ L∗F ; τ),
for 1 = 2× 10−4.
B. Greedy Algorithms
In spite of the fact that the SDP relaxation of our problem can
be solved using conventional SDP solvers, it cannot be utilized to
improve performance of a moderately sized network (more than
20000 candidate edges) as it would require a large amount of memory,
which is not practically plausible. To address this issue, and in
light of Theorem 5.3, we propose greedy algorithms to tackle the
optimal control problem given in (28)-(31) for moderately sized
networks. An undesirable naive procedure for one step of greedy
algorithm is to choose the optimal link by evaluating the performance
measure after adding the candidate links to the network one at a
time, which involves computing the pseudo-inverse of the Laplacian
matrix for each candidate link. A positive aspect of using ρ˜ss as
performance function is that it spares us the complexity of using
eigen-decompsition for Laplacian matrix. The following Theorem
highlights an additional positive aspect of utilizing ρ˜ss instead of ρss
that enables us to calculate a useful explicit rank-one update rule.
Theorem 5.4: Let Le be the rank one weighted Laplacian matrix
of a graph with only a single edge e between nodes i and j nodes
with a given weight $(e). Then,
ρ˜ss(L+ Le; τ) = ρ˜ss(L; τ) + c(e), (47)
where
c(e) := − re(LL
†
oL)
2$(e)−1 + 2re(L)
+ c1τ
2$(e)
−2τ
pi
re
(
(pi
2
Mn − τL)L†o(pi2Mn − τL)
)
−($(e)τ)−1 + re(pi2Mn − τL)
. (48)
Proof: Rearranging (47) yields
c(e) = ρ˜ss(L+ Le; τ)− ρ˜ss(L; τ)
=
1
2
Tr[Lo(L+ Le)† − LoL†] + τ
2
Tr[c1τLo(L+ Le)− c1τLoL]
+
2τ
pi
Tr[Lo(
pi
2
Mn − τ(L+ Le))†
]− Tr[Lo(pi
2
Mn − τL)†].
(49)
Since Le is a rank-one Laplacian matrix of a graph with a single
edge between node i and j with weight $(e), we have
Le = $(e)(χi − χj)(χi − χj)T,
and further utilizing the Sherman-Morrison formula [42] for rank-one
update we have
Tr
[
Lo(L+ Le)
† − LoL†
]
= Tr
[
LoL
†
− $(e)LoL
†(χi − χj)(χi − χj)TL†
1 +$(e)(χi − χj)TL†(χi − χj) − LoL
†
]
In addition, using the cyclic permutation property of the trace oper-
ator, it yields that
Tr
[
Lo(L+ Le)
† − LoL†
]
=−$(e)(χi − χj)
TL†LoL†(χi − χj)
1 +$(e)(χi − χj)TL†(χi − χj)
= − re(LL
†
oL)
$(e)−1 + re(L)
.
Similarly, applying the Sherman-Morrison formula and the cyclic
permutation for the trace to other terms of (49), equation (48) can be
obtained.
If we let τ = 0 and Lo = Mn in (47), we obtain
ρ˜ss(L+ Le; 0) = ρ˜ss(L; 0)− re(L
2)
2$(e)−1 + 2re(L)
,
which is the contribution of a new edge on the H2 performance when
there is no time-delay [8], [7].
Although H2-performance measure of a consensus network (4) is
not monotone in general with respect to adding new interconnection
links to the coupling graph of the network [29], we can guarantee
monotonicity of the H2-norm by imposing an upper bound on time-
delay. More precisely, let us denote by ∆d the maximum possible
node degree among all the graphs over the set of all candidate
augmented graphs; these are graphs that are obtained by adding k
edges from candidate set Ec to the original graph for all possible
choices.
Lemma 5.5: In linear consensus network (4), if time-delay satisfies
τ <
z∗
2∆d
,
then performance measures ρss and ρ˜ss given in Theorem 3.1 and
Lemma 5.1, respectively, will be monotone functions of Laplacian
Algorithm 1 Network Growing via Simple Greedy
1: Initialize:
2: Es = ∅
3: LF = 0
4: for i = 1 to k do:
5: ei = arg max
e∈Ec\Es
$(e)<ws(L+LF ;e)
he(Es)
6: if hei(Es) ≤ 0:
7: break
8: Es ← Es ∪ {ei}
9: LF = LF +$(ei)beib
T
ei
10: return Es
matrix of the network, where z∗ is the positive solution of cos(z) = z.
If the performance measure is not monotone, one needs to verify
whether adding new interconnection links destabilizes the network.
Theorem 5.6: Adding a new link e with weight $(e) to network
(27) will retain stability of the network if and only if
$(e) < ws(L; e), (50)
where ws(L; e) =
(
τ re
(
pi
2
Mn − τL
))−1.
Proof: We first show that if condition (50) does not hold, the
network becomes unstable. When $(e) approaches
(
τ re
(
pi
2
Mn −
τL
))−1 from left, the denominator of the last term in the con-
tribution of new edge to the performance (48) approaches infinity.
Consequently, due to boundedness of the approximation function’s
error with respect to the performance function, as w(e) approaches(
τ re
(
pi
2
Mn − τL
))−1 from left, the performance function goes to
infinity and therefore the network goes to the verge of instability. On
the other hand, if condition (50) hold, the contribution of a new edge
to the performance will be bounded and therefore the performance
will stay bounded and thus the system will remain stable.
According to Theorem 5.4, the process of calculating the update
rule (47) also provides us with the value of quantity re
(
pi
2
Mn− τL
)
in each step. Therefore, the computational cost of verifying condition
(50) is negligible.
In order to set up our Simple Greedy algorithm, we quantify
contribution of adding a new edge ei ∈ Ec \ Es to the performance
of the network by
hei(Es) :=ρ˜ss
(
L+
∑
e∈Es
$(e)beb
T
e; τ
)
−ρ˜ss
(
L+
∑
e∈Es∪{ei}
$(e)beb
T
e; τ
)
. (51)
In each step of the algorithm, the edge with maximum contribution
to the performance is chosen and added to the coupling graph of
the network. All steps of our method are summarized in Algorithm
1. According to Theorem 5.6, the augmented time-delay linear
consensus network from Algorithm 1 is stable and has at most k
new links.
Remark 5.7: Except some special cases where value of he(Es) is
identical for couple of links, where we should pick them randomly,
the rest if the algorithm is deterministic.
Theorem 5.8: For linear consensus network (27) with a given
candidate link e ∈ Ec \ Es, the performance improvement by adding
e to the network regardless of weight of e, is upper-bounded by
he(Es) ≤ re(LsL
†
oLs)
2re(Ls)
− c1τ
re
(
pi
2
Mn − τLs
) ,
where c1 = −0.01 is a constant defined in Lemma 5.1 and
Algorithm 2 Network Growing via Random Greedy
1: Initialize:
2: Es = ∅
3: LF = 0
4: add 2k − 1 dummy members? to Ec
5: for i = 1 to k do:
6: Mi = arg max
Mi⊂Ec\Es,|Mi|=k
$(e)<ws(L+LF ;e), ∀e∈Mi
∑
e∈Mi
he(Es)
7: repeat choose ei randomly and uniformly from Mi
8: Es ← Es ∪ {ei}
9: LF = LF +$(ei)beib
T
ei
10: return Es
?These members are edges with zero weight.
Ls = L+
∑
e∈Es∪{ei}$(e)beb
T
e.
Proof: From definition of he in (51) we have
he(Es) = re(LsL
†
oLs)
2$(e)−1 + 2re(Ls)
− c1τ2$(e)
+
2τ
pi
re
(
(pi
2
Mn − τLs)L†o(pi2Mn − τLs)
)
−($(e)τ)−1 + re(pi2Mn − τLs)
. (52)
In addition, Theorem 5.6 states that $(e) <
(
τ re
(
pi
2
Mn − τLs
))−1,
and therefore, by multiplying both sides of the previous inequality by
the non-negative constant −c1τ2 we obtain
−c1τ2$(e) ≤ −c1τ
(
re
(pi
2
Mn − τLs
))−1
. (53)
Furthermore, stability of the network ensures pi
2
Mn − τLs  0
from which we infer that
(
pi
2
Mn − τLs
)2  0 and consequently,
re
(
(pi
2
Mn−τLs)2
)
> 0 for every e ∈ Ec. Moreover, using Theorem
5.6, we can argue that
2τ
pi
re
(
(pi
2
Mn − τLs)L†o(pi2Mn − τLs)
)
−($(e)τ)−1 + re(pi2Mn − τLs)
≤ 0 (54)
A proof follows from combining inequalities (53) and (54) with
identity (52).
In literature, other variants of greedy algorithms such as Random
Greedy are used to maximize a submodular non-monotone problems.
Even though our performance measure is not a supermodular set
function, our simulations show that Random Greedy works well and
in some cases slightly outperform the Simple Greedy. Furthermore,
their consistent outcome can be interpreted as a positive sign that
both algorithms work fine. Based on Theorem 5.6, the augmented
time-delay linear consensus network from Algorithm 2 is stable and
has at most k new links.
C. Time Complexity Analysis
We provide a time complexity analysis based on the fastest state-of-
the-art algorithms in the literature. First, we need to find the pseudo-
inverse for L and
(
pi
2
Mn − τL
)
which has complexity of O(n3)
and then, we calculate L†LoL† and (pi2Mn− τL)†Lo(pi2Mn− τL)†
which needs O(n3) + O(n3 + mn2). For all other steps, us-
ing the Sherman-Morrison formula [42] for rank-one update, we
can find the update for re(L), re(LL†oL), re
(
pi
2
Mn − τL
)
and
re
(
(pi
2
Mn − τL)L†o(pi2Mn − τL)
)
for all e ∈ Ec in O(n2). Then,
finding the contribution for each link takes constant time for each
link. In conclusion, the first step needs O(n3) and the rest of the
steps take O(n2) which is less time comparing to the method of
[8] which considers network design in absence of time-delay and the
essence of their algorithms are similar to ours. The algorithm in [8]
despite using the Sherman-Morrison formula, eventually needs O(n)
to find the contribution of each link in each step and since we have
O(n2) candidate links, their algorithm has time complexity of O(n3)
in all steps. The Random Greedy algorithm needsO(|Ec| log2 k) more
arithmetic operations than the Simple Greedy in each step, since we
have to find the top k contributing links.
VI. IMPROVING COHERENCY BY ADJUSTING FEEDBACK GAINS
The second possible way to improve the performance of network
(4) is by adjusting link weights in the underlying graph of the network.
This option is domain specific and depends on the underlying dynam-
ics of the network and practical relevance of the problem. In absence
of time-delay, the optimal re-weighting problem can be equivalently
cast as the effective resistance minimization problem [6].
As it can be inferred from the previous section, although the prob-
lem of re-weighting the coupling weights is a convex optimization
problem, using the approximate performance measure greatly speeds
up the rate of finding the optimal solution. Let denote the total weight
of the links in the initial network by Wtotal. Then, the following
semidefinite programming finds the Laplacian matrix for the optimal
network in terms of the approximate performance measure:
minimize Tr
[
LoX1 +
4
pi
LoX2 + c1τLoLˆ
]
subject to: Lˆ =
∑
e∈E
wˆ(e)beb
T
e∑
e∈E
wˆ(e) ≤Wtotal
wˆ(e) ≥ 0 for all e ∈ E (55)X1 I
I τLˆ+ 1
n
J
0,
X2 I
I pi
2
In − τLˆ
0,
where the optimization variables are matrices X1, X2 ∈ Rn×n and
nonnegative continuous variable wˆ(e) as coupling weights for all
e ∈ E .
Remark 6.1: For the consensus network (4), the resulting network
from solving the network reweighing problem (55) always have the
same or better performance (with respect to ρ˜ss) than the original
network.
It is also possible to improve the performance measure of the
network (4) by reweighting the links while keeping ratio of weight
of every two link unchanged. The following theorem elaborates more
on this approach.
Theorem 6.2: Suppose that for the consensus network (4), rows
of the output matrix C span the disagreement space. Our objective
is to improve performance of the network by scaling weights of all
links by a constant κ ∈ (0, pi
2λnτ
). Then, there exists a unique κ∗ > 0
such that
ρss(κ
∗L; τ) ≤ ρss(κL; τ),
for all κ ∈ (0, pi
2λnτ
). Moreover, the optimal κ∗ belongs to the
interval [ z
∗
λn
, z
∗
λ2
], where λ2 and λn are the second smallest and the
largest eigenvalues of L.
Proof: For a fixed underlying graph, let h : (0, pi
2λnτ
)→ R be a
function where
g(κ) = ρss(κL; τ).
From Theorem 3.5, it follows that g(κ) is a strictly convex function
of κ. In addition, since g(κ) is not a monotonic function of κ and
is continuous on its domain, it must have an attainable minimum.
Furthermore, by strict convexity of g(κ), a unique positive κ∗ exists
where g(κ) attains its minimum. In addition, if we scale the weights
by any κ < z
∗
λn
, all the new eigenvalues will be on the left hand side
of the dashed line in Figure 1 and therefore κ = z
∗
λn
is better than
any κ ∈ (0, z∗
λn
). Similarly, if we scale the weights by any κ > z
∗
λ2
,
all the new eigenvalues will be on the right hand side of the dashed
line in Figure 1 and thus κ > z
∗
λ2
will not be better than κ = z
∗
λ2
.
Finally, by convexity of g(κ), we conclude that κ∗ ∈ [ z∗
λn
, z
∗
λ2
].
Since in the scaling method, we are not using rank-one update
of the Laplacian matrix and we need to compute the spectrum of
the underlying graph only once, we may use the ρss for finding
the κ∗. Thus, this method is the only approach in this paper that
needs spectrum of the underlying graph, which can be computed
in O(n3). Knowing the Laplacian eigenvalues, κ∗ can be found by
exploiting simple techniques such as golden search method, using
which, reaching any σ-neighborhood of κ∗ (i.e., finding κˆ such that
|κˆ− κ∗| < σ) has computational complexity of order O(n log 1
τσ
).
VII. IMPROVING COHERENCY BY FEEDBACK SPARSIFICATION
Suppose that we are required to remove some of the existing
interconnection links in linear consensus network (4). Sparsification
can potentially happen in practice for several legitimate reasons,
including, when there is a budget constraint on communication cost
or an enforced security and/or privacy protocol [43] among the
agents that limit each agent to communicate with certain number
of neighbors. We assume that some of the Laplacian eigenvalues of
the underlying graph are on the right hand side of the dashed line in
Figure 1, i.e., λi > z
∗
τ
for some i ≥ 2, where under this condition,
eliminating some of the existing links can improve performance of
the network. Edge elimination as a method to improve convergence
speed of time-delay consensus networks was previously presented in
[44], where authors measure the convergence rate through simulations
in time domain.
The challenges of this approach are twofold. First, dropping links
may break connectivity of the network. By the min-max theorem
[45], dropping links from the underlying graph of the network (4)
does not increase Laplacian eigenvalues, and therefore, if largest
eigenvalue of the Laplacian is less than pi
2τ
, after dropping links it
will remain less than pi
2τ
. Therefore, a failure in connectivity increases
number of connected components of the underlying graph. As a result
in the disconnected network we will have connected components
whose dynamics are decoupled and eigenvalues of each component
will remain less than pi
2τ
as they are a subset of eigenvalues of
the whole network. Therefore, each connected component will have
its own consensus point. This implies that a failure in connectivity
will result in boundlessness of the performance measure. Second, the
sparsification problem is inherently combinatorial as we have to find a
subset of the current interconnection links in the network and remove
them. In the following, we propose remedies to these challenges.
To tackle the connectivity problem, we must ensure that the link
that is being removed is not one of the cut-edges; in other words,
removing that specific link would not increase number of connected
components of the underlying graph. There exist bridge finding
algorithms in an undirected graph, such as Tarjan’s Bridge-finding
algorithm, which runs in linear time [46]. However, since in each
step of our greedy algorithm we have the effective resistance between
every two nodes, we can effectively use this existing information to
ensure that a selected candidate edge is not a cut-edge. In order to
avoid removing cut-edges, we must ensure that for a candidate edge
e = {i, j} the following condition holds
ω(e) 6= 1
re(L)
,
where re is the effective resistance between node i and j [47].
Algorithm 3 Network Sparsification via Simple Greedy
1: Initialize:
2: Es = ∅
3: LF = 0
4: for i = 1 to k do:
5: Eb =
{
e
∣∣ w(e) = r−1e (L− LF )}
6: ei = arg max
e∈E\(Es∪Eb)
hˆe(Es)
7: if hˆei(Es) ≤ 0:
8: break
9: Es ← Es ∪ {ei}
10: LF = LF − w(ei)beibTei
11: return Es
(a) (b) (c)
Fig. 3: (a) Graph 1, (b) Graph 2, and (c) Graph 3 are unweighted
graphs. (b) and (c) are constructed by adding a link to (a).
In order to tackle combinatorial difficulty of sparsification, we
utilize the following tailored greedy algorithm to sparsify the coupling
graph of a given consensus network. In the algorithm below, Es is
the set of the coupling links that are chosen to be removed. For an
edge ei ∈ Ec \ Es, we denote contribution of removing that edge to
performance of the network by the following quantity
hˆei(Es) := ρ˜ss
(
L−
∑
e∈Es
w(e)beb
T
e; τ
)
− ρ˜ss
(
L−
∑
e∈Es∪{ei}
w(e)beb
T
e; τ
)
,
and in each step of our greedy, we choose an edge that is not a cut-
edge and its removal has maximum contribution to the performance.
Algorithm 3 summarizes all steps of our greedy method.
We use ρ˜ss in Algorithm 3 in order to take advan-
tage of Sherman-Morrison formula and avoid costly eigen-
decomposition. Therefore, the process of adding the first link
requires computation of re(L), re(LL†oL), re
(
pi
2
Mn − τL
)
and
re
(
(pi
2
Mn − τL)L†o(pi2Mn − τL)
)
, which can be accomplished with
O(n3+mn2) arithmetic operations. Knowing the effective resistance
between all nodes, by utilizing the aforementioned theorem, it takes
O(1) operations to ensure that an edge is not a cut-edge. As a result,
cut-edge verification takes O(n2) operation. For every other step of
Algorithm 3, our method needs O(n2) operations to update effective
resistance matrices and ensure connectivity by not eliminating a cut-
edge.
Remark 7.1: Our notion of sparsification is basically different from
spectral sparsification of [48]. In our approach, we only eliminate
some of the coupling links without re-weighting the remaining links.
In addition, our goal is not to create a sparse network with similar
performance, but it is to achieve better performance by reshaping the
spectrum of the underlying graph of the network.
VIII. SENSITIVITY ANALYSIS OF THE FEEDBACK STRUCTURE
As we discussed earlier, there are three ways to improve perfor-
mance. For a given network, our remaining task is to determine
which one of the proposed methods should be employed to improve
performance of the network. Our reweighing procedure in Section VI
a
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Fig. 4: Comparing performance of three different topologies shown
in Figure 3 as a function of time-delay.
never deteriorates network’s performance, i.e., either it improves it or
does not change the weights.
Theorem 8.1: Suppose that e is the edge between node i and mode
j in the coupling graph of network (4). Then, sensitivity of ρ˜ss with
respect to weight of link e is equal to
dρ˜ss(L; τ)
dw(e)
=
c1τ
2
2
re(L
†
o)− 1
2
re(LL
†
oL)
+
2τ2
pi
re
(
(
pi
2
Mn − τL)L†o(pi
2
Mn − τL)
)
, (56)
where c1 = −0.01 is a constant defined in Lemma 5.1.
Proof: Taking partial derivative of ρ˜ss with respect to weight of
edge e, we have
dρ˜ss(L; τ)
dw(e)
=
d
dw(e)
(1
2
Tr
[
LoL
† +
4τ
pi
Lo
(pi
2
Mn − τL
)†
+c1τ
2LoL
])
. (57)
Then, we find derivative of all terms in the right hand side of the
equation above as follows
dTr[LoL†]
dw(e)
= −Tr[LoL†(χi − χj)(χi − χj)TL†] = −re(LL†oL),
dTr[Lo(pi2Mn − τL)†]
dw(e)
= τ Tr[Lo(
pi
2
Mn − τL)†(χi − χj)
(χi − χj)T(pi
2
Mn − τL)†] = τre
(
(
pi
2
Mn − τL)L†o(pi
2
Mn − τL)
)
.
Substituting identities above in (57) we obtain
dρ˜ss(L; τ)
dw(e)
=
c1τ
2
2
re(L
†
o)− 1
2
re(LL
†
oL)
+
2τ2
pi
re
(
(
pi
2
Mn − τL)L†o(pi
2
Mn − τL)
)
.
Equality (56) turns out to be useful in distinguishing whether spar-
sification or growing the underlying graph can be effective methods
to improve the performance measure. Although, it is also possible to
figure out whether removing or adding interconnection can improve
the performance by finding the spectrum of the Laplacian matrix in
each step, (56) is important since it does not need eigendecomposition
and can be updated in each iteration in O(n2). Therefore, if adding
and removing connections was an option, adding interconnections will
improve the performance only if dρ˜ss(L;τ)
dw(e)
< 0 for some edge e ∈ Ec.
Similarly, sparsifying the network can be useful only if dρ˜ss(L;τ)
dw(e)
> 0
for some edge e ∈ E . Besides, we can use this approach as a heuristic
for the rewiring problem.
When we are given a set of weightless candidate links, the
contribution of each link to the performance cannot be evaluated.
If size of the problem (i.e. number of nodes and size of candidate
set) is small and we are not concerned about sparsity of the solution,
we can use SDP given by (38)-(42) to find optimal link weights.
However, if sparsity is an issue and our objective is to add at most k
new links, we can use identity (56) for adding new links. For the first
link, the procedure includes finding e1 = arg mine∈Ec
dρ˜ss(L;τ)
dw(e)
; this
is the link for which the performance measure has the most sensitivity
with respect to its weight. As it was discussed earlier, we must have
dρ˜ss(L;τ)
dw(e)
< 0. Otherwise, the procedure will be terminated as adding
new edges cannot improve ρ˜ss. In addition, we can find the best weight
for the selected edge e1 by minimizing (48) over $(e1) subject to
0 ≤ $(e1) < ws(L; e1), which can be done in constant time. Then,
we initialize Es = {e1}. In order to identify the ith link, we set
ei = arg min
e∈Ec\Es
dρ˜ss
(
L+
∑
e∈Es $(e)beb
T
e; τ
)
dw(e)
and maximize hei(Es) over $(ei). Subsequently, we add ei to Es
and procedure continues until we have added k edges or
dρ˜ss
(
L+
∑
e∈Es $(e)beb
T
e; τ
)
dw(e)
≥ 0
for all e ∈ Ec \ Es.
IX. NUMERICAL EXAMPLES
In this section, we consider the following numerical examples to
demonstrate utility and veracity of our theoretical results, where the
data for graph Laplacians of all examples can be downloaded from
the following link:
http://www.lehigh.edu/∼yag313/TimeDelayGraphs.zip
Example 9.1: As a means to compare performance of a network
in presence and absence of time-delay, we show that in presence
of delay, adding a link in two different locations in the network
has contrasting effect on performance of the network. Unweighted
graphs in Figure 3c and Figure 3b are constructed by adding one
link to distinct locations of the graph shown in Figure 3a. When
τ = 0.235, performance measure of network with underlying graph
of Figure 3b is better than the original network and both are better
than the network with underlying graph of Figure 3c. Nevertheless,
without the delay, networks with underlying graph Figure 3b and
Figure 3c both perform better than the original network in terms of
noise propagation quantified by H2-norm. In order to further clarify
effect of connectivity in presence or absence of time-delay, in Figure
4 we drew performance of the three aforementioned network as a
function of time-delay. It is noteworthy that when τ < 0.2 consensus
network with the coupling graph given in Figure 3c has a better
performance than a network with coupling graph given in Figure 3a.
Whereas, as the time-delay increases, network with underlying graph
in Figure 3a starts to outperform network with graph given in 3c.
Example 9.2: Consider the arbitrary network (4) with 125 nodes
and initially 250 unweighted links given by Figure 5 in presence of
τ = 0.017 delay. We design an optimal topology for the network
using SDP relaxation, Simple Greedy, and Random Greedy. Then we
compare them with the hard limit to check how close each method can
get to the theoretical lower bound of the solution. We add 7,500 new
links using SDP method and 2439 new links using Simple Greedy
Fig. 5: Arbitrary unweighted graph with 125 nodes and 250 edges
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Fig. 6: Improving performance of the network given in Figure 5 by
adding new interconnections through SDP and Greedy algorithms
algorithm. We see that network’s square of H2-norm performance
is improved by 88.8%, from 29.28 to 3.27 using Simple Greedy.
From the result of Theorem 4.1, the value of the hard limit for the
performance of the network is 3.237 and we know that the global
optimal for the problem is greater than the hard limit. It should be
further noted that there exists only 1.2% difference between hard limit
and the new performance of the network generated by our Simple
Greedy algorithm and even smaller gap for SDP. We observe that
the result of Random Greedy can be different in each run of the
algorithm. It is noteworthy that in the case of this example, although
the final network generated by Random Greedy and Simple Greedy
are very different, eventually the difference between performance of
the network generated by them, is not very different, as it can be
seen in Figure 6. Our simulations confirm that our proposed Simple
Greedy performs near-optimal for generic time-delay linear consensus
networks. In example 9.5, we construct a specific network that by
which it is argued that Random Greedy may outperform Simple
Greedy by a considerable margin.
Example 9.3: Here we want to evaluate the strength of establishing
new interconnections using our greedy algorithm. To that end, we
use our greedy algorithm to add edges to a randomly generated
graph given in Figure 9 which has 10 nodes and 15 edges initially.
Here we deal with τ = 0.05 homogeneous time-delay. Moreover,
Fig. 7: Arbitrary unweighted graph with 800 nodes and 20,000 edges
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Fig. 8: Improving performance of the network given in Figure 7 by
removing interconnections through sparsification
we suppose that set of candidate edges are complement of the set
of initial edges. In this example we intend to establish up to 16
new interconnections. As it is depicted in Figure 10, the algorithm
yields extremely good results. Our simulations results assert that our
suggested Simple Greedy provide near-optimal solution to time-delay
linear consensus networks with generic graph topologies.
Example 9.4: Let us consider linear consensus network (4) with
800 nodes and initially 2× 104 unweighted links given by Figure 7
in presence of τ = 0.019 delay. Our goal is to remove links from the
coupling graph of the network using our sparsification Algorithm 3
in order to improve the performance. We compare the best achieved
performance with the hard limit, to see how close we can get to
the lower bound of the solution. We removed 6 × 103 links by
executing Algorithm 3. We observe that the best performance is
achieved by removing 4461 links and the network’s square of H2-
norm performance is improved by 12%, reaching 23.7, which was
initially 27. Using inequality (21), the hard limit for the performance
of the network is 23.2 and we know that the optimal solution for the
problem is greater than or equal to the hard limit. It is noteworthy
that there exists only 2.2% difference between hard limit and the best
achieved performance.
Example 9.5: Suppose that linear consensus network (4) with
underlying graph in Figure 11 and time-delay τ = 1.852 × 10−2
is given. Our aim is to show that growing the network by Random
Greedy sometimes outperforms the Simple Greedy algorithm. The
set of candidate links is Ec = EKn \ E , where EKn is the set of all
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Fig. 9: Arbitrary unweighted graph with 10 nodes and 15 edges
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Fig. 10: Improving performance of the network given in Figure 9 by
adding new interconnections
edges in complete graph on n nodes Kn. Let us set $(e1) = 40 for
e1 = {1, 40} and $(e) = 1 for all other edges e ∈ Ec \ {e1}. The
performance measure of the initial network is 2.0686. The value of
the performance measure for the resulting network from Algorithm 1
is reduced to 1.5195, while by applying Algorithm 2, the performance
measure can be reduced up to 1.1038 with high probability. In this
specific example, we observe that the Simple Greedy improves the
performance 47% less than the Random Greedy. We would like to
mention that if we set $(e1) = 1, the Simple Greedy provides us
with the optimal solution.
X. DISCUSSION AND CONCLUSION
We studied H2-norm performance of noisy first-order time-delay
linear consensus networks from a spectral graph theoretical point
of view. It is shown that this measure is convex with respect to
weights and increasing with respect to time-delay. We propose low-
complexity methods to improve the performance of such networks,
where the fastest of which has cubic time algorithm capable of
generating sparse solutions. The design problems discussed in this
paper can also be formulated as SDP problems, where solving such
convex problem requires costly O(n3 + |E|3) operations for each
iteration. This is why we have favored greedy algorithms to design
time-delay linear consensus networks that offer significantly lower
time-complexities.
The focus of this paper has been on time-delay linear consensus
networks with state-space matrices (−L, I, C, 0), where C is an
arbitrary output matrix that are orthogonal to the vector of all ones.
Our methodology can also handle time-delay networks with state-
space matrices (−L,B,Mn, 0). Using duality of controllability and
observability. It is straightforward to show that H2-norm of the
following three networks with state-space matrices (−L,B,Mn, 0),
(−L,Mn, BT, 0), and (−L, I,BT, 0) are equal and they are bounded
Fig. 11: An arbitrary graph with 40 nodes with uniform weight 1.
Every subset of nodes {2, . . . , 39} forms a clique, i.e., the subgraph
induced by them is a complete graph.
if vector of all ones is in the left nullspace of matrix B and the time-
delay is less than the time-delay margin.
In this paper, we assumed that time-delay is uniform across the
network. Performance of consensus networks with non-uniform delay
is a possible direction to generalize our results.
APPENDIX
The following definitions and results are used in our proofs in this
appendix.
Definition 10.1: For a linear delayed system Gˆ with state-space
representation:
Gˆ :
{
ψ˙(t) = Aψ(t− τ) +Bu(t),
φ(t) = Cψ(t),
where u(t) is control input of the system. Let Ψ(t) : R+ → Rn×n
be the fundamental matrix of the system with Ψ(0) = In, then,
U(t) :=
∫ +∞
s=0
ΨT(s)CTCΨ(s+ t) ds
is called the delay Lyapunov matrix. Although there are a few
definitions for delay Lyapunov matrix U(t); here we have put energy
functional definition into use.
Theorem 10.2 ( [49]): Suppose the time-delay system Gˆ is expo-
nentially stable, then H2-norm is
‖Gˆ‖2H2 = Tr
[
BTU(0)B
]
(58)
= Tr
[
CV (0)CT
]
, (59)
where U(t), V (t) are the unique solution to the delay Lyapunov
equation:
U˙(t) = U(t− τ)A for t ∈ [0, h], (60a)
U(t) = UT(−t), (60b)
−CTC = U(−τ)A+ATUT(−τ), (60c)
and its dual equation:
V˙ (t) = V (t− τ)AT for t ∈ [0, h],
V (t) = V T(−t),
−BBT = V (−τ)AT +AV T(−τ).
Proof: The idea of proof is by substituting y(t) = CΨ(t)B into
Definition (6). Further, by substituting U(t) from Definition (10.1)
into (60), (60) can be verified. See [49], [50] for more details.
Lemma 10.3: Let Uˆ , Vˆ : [0, τ ] → Rn×n be solution of the
following problem:
d
dt
Vec(Uˆ(t))
Vec(Vˆ (t))
 = Aˆ
Vec(Uˆ(t))
Vec(Vˆ (t))
 (62)
and satisfy boundary condition
M
Vec(Uˆ(0))
Vec(Vˆ (0))
+N
Vec(Uˆ(τ))
Vec(Vˆ (τ))
 =
−Vec(CTC)
0n2
 , (63)
where
M =
0n2×n2 AT ⊗ In
In2 0n2×n2
 , N =
In ⊗AT 0n2×n2
0n2×n2 −In2
 ,
Aˆ =
 0n2×n2 AT ⊗ In
−In ⊗AT 0n2×n2
 .
Then,
U(t) =
1
2
{
Uˆ(t) + Vˆ (τ − t) for t ∈ [0, τ ],
UˆT(−t) + Vˆ (τ + t) for t ∈ [−τ, 0),
solves (60).
Proof: Problem (62) under condition (63) is a vectorization of
the problem given in ( [50, Problem 8]) which solves (60). See [50],
[51, 6.45 & 6.40] for more details.
Definition 10.4: A function h on the set of n×n Hermitian
matrices is called unitary invariant, provided
h(U−1Y U) = h(Y ),
for any unitary matrix U ∈ Rn×n.
Definition 10.5: A function f : Rn → R is symmetric if for all
permutation matrices P ∈ Rn×n,
f(Pz) = f(z).
Theorem 10.6 ( [52]): A convex function f is Schur-convex if it
is symmetric.
Proof: Since f is convex, there is a permutation matrix P ∗ such
that,
f(Dz) ≤ f(P ∗z).
for all doubly stochastic matrices D [53, Corollary 8.7.4]. Further,
by considering that f is symmetric,
f(Dz) ≤ f(z),
implying Schur-convexity of f . For more details see [52].
Lemma 10.7: For 0 ≤ τ < pi
2λn
, the integral∫ +∞
−∞
1(
jω + λe−jτω
)(−jω + λejτω) dω, (64)
is well defined and equals
pi cos(λτ)
λ− λ sin(λτ) .
Proof: Integral (64), is square of H2-norm of a system with the
following transfer function
Gˆ(s) =
√
2pi
s+ λe−τs
,
for which we have the following state space representation{
ψ˙(t) = −λψ(t− τ) +√2piu(t),
φ(t) = ψ(t).
(65)
To find value of delay Lyapunov matrix, we apply Lemma 10.3 to
the system (65), and we get
U(0) =
cos(λτ)
2
(
λ− λ sin(λτ)) . (66)
Moreover, by substituting U(0) from equality (66) into equation (58),
we conclude that
‖Gˆ‖2H2 =
pi cos(λτ)
λ− λ sin(λτ) . (67)
Lemma 10.8: [54, 2.3] For an unweighted graph G with n nodes
and at least one edge, we have
λn(G) ≥ dmax + 1,
furthermore, if G is connected equality holds if and only if
dmax = n−1.
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