Abstract. In property testing, the goal is to distinguish between structures that have some desired property and those that are far from having the property, after examining only a small, random sample of the structure. We focus on the classification of first-order sentences based on their quantifier prefixes and vocabulary into testable and untestable classes. This classification was initiated by Alon et al.
Introduction
In property testing, we take a small, random sample of a large structure and wish to determine if the structure has some desired property or if it is far from having the property. The hope is that we can gain efficiency in return for not deciding the problem exactly. We focus on the classification problem for testability, where the goal is to determine exactly which prefix vocabulary classes of first-order logic are testable and which are not.
Property testing was first introduced in the context of program verification (cf. Rubinfeld and Sudan [11] and Blum et al. [4] ). The study of combinatorial property testing was initiated by Goldreich et al. [8] , who focused on graphs. Alon et al. [1] first considered the classification problem for testability, although they restricted their attention to undirected, loop-free graphs. They showed that all such first-order sentences 1 with quantifier prefixes of the form ∃ * ∀ * express testable properties. They also showed that there exists an untestable property expressible with the prefix ∀ * ∃ * . The example they give is (essentially) an encoding of graph isomorphism that can be expressed with a quantifier prefix of the form ∀ 12 ∃ 5 . In studying the classification problem, it is necessary to determine the minimum number of quantifiers needed to express untestable properties. Additionally, the first-order theory of graphs is not restricted to undirected, loop-free graphs. Here, we show that there exists an untestable property of directed graphs that is expressible in first-order sentences with prefixes ∀∃∀∃, ∀∃∀ 2 , ∀ 2 ∃∀, and ∀ 3 ∃, when equality (=) is allowed (see Theorem 2 for a more formal statement). That is, with prefixes of these patterns and when equality is allowed, four firstorder quantifiers suffice to express an untestable graph property. The proof is a modification of the proof by Alon et al. [1] , which is made possible by the presence of directed edges and loops.
The results in Jordan and Zeugmann [10] show that one universal quantifier is not sufficient to express an untestable property (regardless of the vocabulary), and so it would be interesting to determine the status of the remaining prefixes with two universal quantifiers.
A class of first-order logic has the finite model property if every satisfiable formula in the class has a finite model. Classes without the finite model property contain infinity axioms, i.e. satisfiable formulas without finite models. The current classification for testability closely resembles the classification for the finite model property. It would be particularly interesting to determine the testability of the "minimal" classes with infinity axioms [∀ 3 ∃, (0, 1)] and [∀∃∀, (0, 1)] 2 .
Preliminaries
In property testing, the goal is always to distinguish structures that have some property from those that are far from having the property. We are particularly interested in properties that are first-order definable, and so we begin by defining our logic. Enderton [7] provides a more detailed introduction. The atomic terms are the (countable) variable symbols x i . There are no function or constant symbols, and so the terms are exactly the atomic terms. The atomic formulas are E(x i , x j ) and x i = x j , for any two variable symbols x i and x j . The formulas are built from the atomic formulas using the usual Boolean connectives (i.e., ∧, ∨, →, ↔), negation (¬) and first-order quantifiers (∀, ∃) in the canonical way. The well-formed formulas or sentences are the formulas which contain no free variables. We have no further use for formulas that are not wellformed, and so we will refer to the well-formed formulas simply as formulas.
Our logic contains a special equality predicate symbol (=) which is always interpreted as true equality (i.e., x i = x j is true iff the two symbols x i and x j refer to the same object). It also contains a single binary predicate symbol, which we have given the name E. Of course, the name of this symbol is not important; any fixed, unique name could have been chosen.
A structure is an object that allows us to interpret a sentence in our logic. It consists of a finite universe U over which the variable symbols are allowed to range, and a binary relation E corresponding to the symbol E in our logic. Any such object can be considered as a (directed) graph, so from now on we refer to these structures as graphs. See Diestel [6] for an introduction to graph theory.
is a pair consisting of a finite set of vertices U
A and a binary edge relation
The natural numbers are denoted by N := {0, 1, . . .}. For any set U we write |U | to denote the cardinality of U and generally identify U with the set {0, . . . , |U | − 1}. We denote the set of graphs on exactly n vertices by G n and the set of all graphs by G := ∪ n∈N G n . The size of the universe of a graph A = (U A , E A ) is denoted by #(A) and defined as #(A) := |U A |. A property P is any subset of G. Sentences are interpreted in the usual way, and so we can decide A |= ϕ for any fixed graph A and first-order sentence ϕ. Each sentence ϕ therefore defines a property, namely the set of its models,
The properties that we use in the proof of Theorem 2 involve encodings of isomorphisms.
We say that a property P is closed under isomorphisms if for all isomorphic A, B ∈ G, it is true that A ∈ P iff B ∈ P . All properties expressible in our logic are closed under isomorphisms.
The goal in property testing is to distinguish between structures that have properties and structures that are far from having them. This requires a distance measure, which we define next. In the following, ⊕ denotes exclusive-or and E A and E B are the edge relations of A and B, respectively.
Definition 2.
Let n ∈ N and let U be any universe such that |U | = n. Furthermore, let A = (U, E A ) and B = (U, E B ) be any two graphs with universe U . The distance between A and B is
Note that by definition, #(A) = #(B) = n. The dist distance is the fraction of edges on which the two graphs disagree. This is the dense graph model introduced by Goldreich et al. [8] and is essentially based on the adjacency matrix representation. The dist distance generalizes to properties in the following way.
Definition 3. Let P ⊆ G be a property of graphs and let A ∈ G n be a graph with n vertices. Then,
We are now able to define property testing itself. The following definitions are typical, but we will also mention several variations.
Definition 4. An ε-tester for property P is a randomized algorithm given an oracle which answers queries for the universe size and queries for the existence of edges connecting given nodes in a graph A. The tester must accept with probability at least 2/3 if A has P and must reject with probability at least 2/3 if dist(A, P ) ≥ ε.
Definition 5. A property P is testable if for every ε > 0 there is an ε-tester for P making a number of queries which is bounded from above by a function depending only on ε.
We allow different ε-testers for each ε > 0 and our definitions are therefore non-uniform. The uniform case is strictly more difficult (see, e.g., Alon and Shapira [3] ). We are interested in proving untestability, and our results hold even in the non-uniform case. In oblivious testing (see Alon and Shapira [2] ), the testers are not given access to the size of the universe. Again, our results hold in the more general case where the testers may make decisions based on the size of the universe. In a similar way, the number of loops in a graph is asymptotically insignificant compared to the number of possible non-loops. Modifying the definition of distance to account for this makes testing strictly more difficult (see Jordan and Zeugmann [10] ) and so we use the more general definition above.
However, the (possible) loops seem to affect the notion of indistinguishability defined by Alon et al. [1] . We use the following modification of Definition 2.
Definition 6. Let n ∈ N and let U be any universe such that |U | = n. Furthermore, let A = (U, E A ) and B = (U, E B ) be any two graphs with universe U . For notational convenience, let
The mr-distance between A and B is
Again, note that #(A) = #(B) = n. Although the number of loops is asymptotically insignificant, a tester can easily restrict its queries to the form (x, x) and distinguish between graphs that differ only in loops. Definition 6 is a special case of a definition from Jordan and Zeugmann [10] , and mrdist abbreviates "maximum relational distance." We use the following simple variation of indistinguishability for graphs that may contain loops.
Definition 7. Two properties P and Q of graphs are indistinguishable if they are closed under isomorphisms and for every ε > 0 there exists an N ε such that for any graph A with universe of size n ≥ N ε , if A has P then mrdist(A, Q) ≤ ε and if A has Q then mrdist(A, P ) ≤ ε.
The important fact to note is that indistinguishability preserves testability. The proof of the following theorem is analogous to that given in Alon et al. [1] . Theorem 1. If P and Q are indistinguishable, then P is testable if and only if Q is testable.
Our classification definitions are from Börger et al. [5] except that we omit function symbols. We omit a detailed discussion, but the following is for completeness. Let Π be a string over the four-character alphabet {∃, ∃ * , ∀, ∀ * }. Then [Π, (0, 1)] = is the set of sentences in prenex normal form which satisfy the following conditions:
1. The quantifier prefix is contained in the language specified by the regular expression Π. 2. There are zero (0) monadic predicate symbols. 3. In addition to the equality predicate (=), there is at most one (1) binary predicate symbol. 4. There are no other predicate symbols.
That is, [Π, (0, 1)] = is the set of sentences in the logic that we have defined above whose quantifier prefixes in prenex normal form match Π.
An Untestable Property
We will begin by defining property P , which is essentially the graph isomorphism problem for undirected loop-free graphs encoded in directed graphs that may contain loops. We will begin by showing in Lemma 1 that P is indistinguishable from property P f (cf. Definition 9) which is expressible in any of the prefix vocabulary classes mentioned in Theorem 2. We will then show that P is not testable. Indistinguishability preserves testability and so this implies that P f is also untestable, which will suffice to show the following theorem.
Theorem 2. The following prefix classes are not testable:
1.
[∀∃∀∃, (0, 1)] = 2.
[∀∃∀
We define property P as follows. First, a graph that has property P must consist of an even number of vertices, of which exactly half have loops. The subgraph induced by the vertices with loops must be isomorphic to that induced by the vertices without loops, ignoring all loops, and there must be no edges connecting the vertices with loops to those without loops. Finally, all edges must be undirected (i.e., an edge from x to y implies an edge from y to x). We refer to such undirected edges as paired edges.
Definition 8. A graph G ∈ G
n has P iff the following conditions are satisfied:
1. For some s, n = 2s.
2. There are exactly s vertices x satisfying E(x, x). We will refer to the set of such vertices as H 1 and to the remaining s vertices as H 2 . 3. The substructure induced by H 1 is isomorphic to that induced by H 2 when all loops are removed. That is, there is a bijection f from H 1 to H 2 such that for distinct x, y ∈ H 1 , it is true that G |= E(x, y) iff G |= E(f (x), f (y)). 4. There are no edges between H 1 and H 2 . 5. All edges are paired.
Graph isomorphism is not directly expressible in first-order logic, and so we use the following encoding where the bijection f is made explicit by adding n edges between H 1 and H 2 .
Definition 9. A graph G ∈ G n has P f iff the following conditions are satisfied:
1. For every vertex x, if E(x, x) then there is an edge from x to exactly one y such that ¬E(y, y). 2. For every vertex x, if ¬E(x, x) then there is an edge from x to exactly one y such that E(y, y).
For all vertices x and y, E(x, y) iff E(y, x).

For all pairwise distinct vertices
Expressing Conditions 1 and 2 as "there is at most one such y" and "there is at least one such y," P f can be expressed in each of the classes [∀∃∀∃, (0, 
To express P f with prefixes ∀ 2 ∃∀ and ∀∃∀ 2 , it suffices to reorder the quantifiers (keeping x 2 existential and x 1 first). The prefix ∀∃∀∃ requires a few additional modifications.
The two properties P and P f differ only in the edges which make the isomorphism explicit in P f but are forbidden in P . There are at most n such edges, none of which are loops. This suffices to prove the following. Lemma 1. Properties P and P f are indistinguishable.
Proof. Let ε > 0 be arbitrary and let N ε = ε −1 . Assume that G is a structure that has property P and that #(G) > N ε . We will show that mrdist(G, P f ) < ε.
Structure G has P and so there is a bijection f satisfying Condition 3 of Definition 8. For all x ∈ H 1 , we add the edges E(x, f (x)) and E(f (x), x) and call the result G . Property P f differs from P only in that the isomorphism is made explicit by the edges connecting loops and non-loops, and so G has P f . Indeed, it satisfies Conditions 1 and 2 of Definition 9 because G had no edges between loops and non-loops and we have connected each to exactly one of the other, following the bijection f . Next, G satisfies Condition 3 of Definition 9 because G satisfied Condition 5 of Definition 8 and we added only paired edges. Finally, G satisfies Condition 4 of Definition 9 because the edges between loops and non-loops follow the isomorphism f from Condition 3 of Definition 8.
We have added exactly n (directed) edges, none of which are loops and so mrdist(G, P ) ≤ mrdist(G, G ) = 0 + n/n 2 < ε, where the inequality holds for n > N ε . The converse is analogous; given a G that has property P f , we simply remove the n edges between loops and non-loops after using them to construct the isomorphism f .
Properties P and P f are indistinguishable. Testability is preserved by indistinguishability (cf. Theorem 1) and thus showing that P is not testable suffices to prove that P f is not testable (and therefore Theorem 2). The proof closely follows that of Alon et al. [1] . The crucial lemma is the following, a combination of Lemmata 7.3 and 7.4 from Alon et al. [1] . We use count H (T ) to refer to the number of times that a graph T occurs as an induced subgraph in H. A bipartite graph is a graph where we can partition the vertices into two sets H 1 and H 2 such that there are no edges "internal" to the partitions. That is, for all x 1 , y 1 ∈ H 1 and x 2 , y 2 ∈ H 2 , ¬E(x 1 , y 1 ) and ¬E(x 2 , y 2 ). See Jordan and Zeugmann [9] for an explicit proof of Lemma 2, which is technical and long.
Lemma 2 (Alon et al. [1] ). There exists a constant ε > 0 such that for every D ∈ N, there exist two undirected bipartite graphs H = H(D) and H = H (D) satisfying the following conditions. 1. Both H and H have a bipartition into classes U 1 and U 2 , each of size t. 2. In both H and H , for all subgraphs X with size t/3 ≤ #(X) ≤ t, there are more than t 2 /18 undirected edges between X and the remaining part of the graph. 3. The minimum degree of both H and H is at least t/3.
It is worth noting that the above is for undirected, loop-free graphs. However, bipartite graphs never have loops and "undirected" in our setting results in paired edges. It is easy to show that if two structures agree on the counts for all size D induced subgraphs, they agree on the counts for all induced subgraphs of size at most D. This is done by applying Lemma 3 inductively. Lemma 4. Property P is not testable.
Proof. Assume that P is testable. Then, there exists an ε-tester for
where ε is the constant from Lemma 2. We can assume without loss of generality that the tester queries all edges in a random sample of D := D(ε) vertices.
Consider the graph G which contains two copies of the H = H(D) from Lemma 2, where one of the copies is marked by loops on each vertex and there are no edges between the copies. This graph has property P , and so the tester must accept it with probability at least 2/3. Next, consider the graph G which contains one copy of H marked by loops and one copy of H , again where there are no edges between the two (induced) subgraphs. Graph G is such that dist(G , P ) ≥ ε (cf. Lemma 5) and so it must be rejected with probability at least 2/3. Both G and G consist of two bipartite graphs, each of which has a bipartition into two classes of size t, and so #(G) = #(G ) = 4t.
However, G and G both contain exactly the same number of each induced subgraph with D vertices. This is because both have loops on exactly half of the vertices and the two halves are not connected by any edges. Some of the D vertices must be in the first copy of H and the others in the second H (resp. H ). By Lemma 3, H and H contain the same number of each induced subgraph with size at most D. The tester therefore obtains any fixed sample with the same probability in G and G and is unable to distinguish between them. Hence, it is unable to accept G with probability 2/3 and also reject G with probability 2/3. This completes the proof, taking into account Lemma 5 below.
Recall that testing is easiest under the dist definition, and so Lemma 4 also implies P is not testable under other definitions.
Proof. Suppose that dist(G , P ) < ε. Then, there is an M ∈ P such that dist(G , M ) < ε. Let M 1 be the set of vertices with loops in M and let M 2 be the set of vertices without loops. We will refer to the subgraph induced by the vertices with loops in G as H and to that induced by those without loops as H . would require less than ε (2t) 2 modifications, which would violate Lemma 2. Therefore,
If both α 1 and α 2 are complete graphs then they cannot be far apart. Given that all vertices in α 1 (α 2 is analogous) have degree at least t/3, then there must be at least |α 1 |(t/3 − |α 1 | + 1) + 2r edges connecting α 1 to H \α 1 , where r is the number of edges internal to α 1 that must be omitted to satisfy (1) . The simple lower bound on r, the number of edges needed for two graphs with at most r edges to be dist(α 1 , α 2 )-far, that follows from dist(α 1 , α 2 ) ≤ 2r/|α 1 | 2 is sufficient. Finally, combining this with Inequality (1) yields
The number of edges connecting α 1 to H \α 1 is therefore, by (2), at least |α 1 |(t/3 − |α 1 | + 1) + 16(ε /4 − ε)t 2 ≥ 16(ε /4 − ε)t 2 .
All of these edges must be removed to move α 1 (resp. α 2 ), and so
We have defined ε ≤ ε /8 and so dist(G , M ) ≥ ε, a contradiction. The cases are exhausted and so dist(G , P ) ≥ ε as desired.
Conclusion
Property testing is an application of induction (in the philosophy of science sense), in which we obtain a small, random sample of a structure and seek to determine whether the structure has a desired property or is far from having the property. We have considered the classification problem for testability, wherein we classify the prefix vocabulary classes of first-order logic according to their testability. In particular, we simplified the untestable property, expressible with quantifier prefix ∀ 12 ∃ 5 , from Alon et al. [1] for the case of directed graphs which may contain loops. This implies that there exists an untestable property expressible with quantifier prefixes ∀∃∀∃, ∀∃∀ 2 , ∀ 2 ∃∀ and ∀ 3 ∃. In the classification problem for testability, it is necessary to determine the minimal untestable classes. Informally, we seek the untestable properties that are easiest to express. Jordan and Zeugmann [10] showed that classes with (at most) one universal quantifier are testable, and so there are at least two minimal untestable classes which have either two or three universal quantifiers.
The current classification for testability closely resembles the classification for the finite model property (see, e.g., Section 6.5 of Börger et al. [5] ). The "minimal" classes without this property (i.e., those with infinity axioms) are 
