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1.1 Position du problème
En dermatologie, une étape importante de validation d'un traitement est de le
tester sur une population de patients aﬁn d'évaluer son eﬃcacité. Généralement, l'ef-
ﬁcacité d'un traitement n'est pas mesuré seule, mais comparativement à un placébo
voir à un traitement standard pour la pathologie traitée. Ce placébo ou traitement
standard est alors appelé comparateur. De nos jours, pour réaliser une telle étude,
au moins deux groupes de patients sont utilisés. Le premier groupe reçoit le traite-
ment à l'étude alors que le second groupe reçoit un comparateur. Puis, tout au long
du traitement, les patients sont examinés par un ou plusieurs dermatologues aﬁn
que ces derniers cotent la sévérité de la pathologie. La série de mesures temporelles
de sévérité ainsi obtenue peut alors être analysée aﬁn de déterminer si le traitement
à l'étude a un eﬀet signiﬁcativement meilleur que le comparateur. Classiquement,
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un test d'hypothèses comme le test de Student [Mood 1974] ou le test de Wilcoxon
[Mood 1974] est alors utilisé. Un tel procédé est long. En eﬀet, l'étude clinique doit
se dérouler sur plusieurs mois aﬁn que le dermatologue puisse distinguer un change-
ment. De plus, une mesure clinique est sujette à la sensibilité du clinicien, ce qui rend
la mesure ﬁnale subjective. Aﬁn de rendre ce protocole clinique plus objectif, et de
détecter l'eﬀet d'un traitement le plus tôt possible, les laboratoires travaillant dans
le domaine se sont intéressés aux techniques de mesures physiques. La dermoscopie
[Al Abbadi 2010] est la technique la plus utilisée par les dermatologues. Elle permet
d'obtenir une image couleur polarisée haute résolution d'une petite zone de peau aﬁn
d'analyser les petites structures de la peau. Vient ensuite la spectro-colorimétrie (cf.
1.4.1). Cette technique est très utilisée pour mesurer de manière précise la couleur
d'une zone de peau. La spectro-colorimétrie a pour inconvénient de ne pas prendre
en compte l'aspect spatial de la pathologie et peut avoir des variations de mesure à
cause du contact entre l'appareil et la peau. Or, l'information spatial est très impor-
tante pour quantiﬁer la sévérité d'une pathologie (cf. 1.6.1). L'imagerie couleur (cf.
1.4.2) quant à elle permet de mesurer des critères spatiaux, mais avec une faible
information colorimétrique. D'autres types d'imagerie peuvent permettre l'analyse
de la peau. La spectroscopie Raman [Ly 2008] permet de réaliser une analyse locale
de la composition moléculaire. L'imagerie ultra-sonore permet de cartographier les
couches de la peau aﬁn d'estimer des régularités ou densités [Shubert 2005]. L'ima-
gerie 3D, [Jacobi 2004] peut être utilisée pour mesurer la profondeur des rides par
exemple. Dans ce manuscrit, le but est d'évaluer, par le développement de métho-
dologies dédiées, l'intérêt de l'imagerie multi et hyper-spectrale pour caractériser les
lésions d'hyper-pigmentation cutanée. Le but de l'imagerie spectrale est de combi-
ner une information spectrale et une information spatiale sur une grande zone de
peau. Le travail présenté dans ce manuscrit se focalise sur l'imagerie spectrale en
comparaison avec la spectro-colorimétrie et l'imagerie couleur. Le sujet apport de
l'imagerie spectrale pour l'analyse de la pigmentation cutanée est donc analysé sous
trois angles :
 l'imagerie spectrale permet-elle une mesure spectrale de la pathologie aussi
performante voire plus performante que la spectro-colorimétrie ?
 l'imagerie spectrale permet-elle une analyse spatiale de la pathologie aussi
performante voire plus performante qu'une image couleur ?
 l'imagerie spectrale permet-elle de combiner l'information spatiale et spec-
trale pour obtenir un critère de sévérité d'une pathologie de manière plus
ﬁne qu'avec des technologies telles que l'imagerie couleur ou la spectro-
colorimétrie ?
Le but ﬁnal de l'analyse de ces trois points est de pouvoir mettre en place un critère
de sévérité incluant analyse spectrale et spatiale pour analyser l'évolution de l'hyper-
pigmentation dans le temps. Les résultats obtenus sont alors comparés au résultats
obtenus lors d'évaluations cliniques. Aﬁn de poser le problème, la suite de ce chapitre
est organisée de la façon suivante : la partie 1.2 introduit le contexte industriel dans
lequel se place le travail présenté dans ce manuscrit. La partie 1.3 décrit la peau et
l'hyper-pigmentation. La partie 1.4 présente les technologies qui seront comparées.
1.2. Contexte 3
La partie 1.5 expose les techniques standards d'analyse des spectres et/ou des images
en dermatologie. Enﬁn, la partie 1.6 présente la stratégie proposée pour analyser le
problème considéré ainsi que les données qui sont utilisées pour valider les méthodes.
1.2 Contexte
Le travail de thèse présenté dans ce manuscrit s'inscrit dans un cadre industriel.
La problématique a été posée par Galderma R&D dans le cadre de l'évaluation cli-
nique précoce. Le but est d'utiliser des techniques, entre autres d'imagerie, aﬁn de
quantiﬁer la sévérité et l'évolution de traitements. En eﬀet, lors de la mise au point
d'un nouveau produit, des tests intermédiaires sont eﬀectués sur des populations de
patients. Ces tests ont pour objectif de quantiﬁer l'eﬀet du produit aﬁn d'orienter la
suite des recherches sur ce produit. La réalisation de ces tests cliniques est longue.
Ainsi, une étude doit durer plusieurs mois pour pouvoir permettre d'évaluer le pro-
duit à l'étude. Par exemple, les études cliniques que l'on utilise dans ce manuscrit
durent 3 mois. L'évaluation clinique précoce vise à estimer au bout d'un temps le
plus court possible si un traitement à un eﬀet ou pas. Une inspection à l'÷il nu
est alors insuﬃsante pour une analyse précoce. L'utilisation de techniques telles que
l'imagerie ou la spectro-colorimétrie est alors indispensable. Dans le cadre de cette
thèse, on se focalise sur l'imagerie multi-spectrale que l'on compare avec des ana-
lyses par spectro-colorimétrie et imagerie couleur à partir de données fournies par
Galderma R&D.
1.3 La structure de la peau
La peau ou tégument (du latin tegumentum, couverture) [Mélissopoulos 1998]
est l'organe le plus étendu et le plus lourd du corps humain. Pour un adulte, la peau
représente une superﬁcie d'environ 2 m2 pour un poids de 4 kg. Son épaisseur varie
de 1 mm à 4 mm suivant les parties du corps. La peau la plus ﬁne se trouve au
niveau des paupières et la peau la plus épaisse au niveau des paumes et des plantes.
La peau, étant une enveloppe recouvrant l'ensemble du corps, a pour fonction prin-
cipale de protéger l'organisme de l'environnement extérieur. Ainsi, elle protège des
chocs, des rayonnements, des liquides ou microbes. Cependant, son rôle ne se limite
pas à cela. En eﬀet, la peau joue également un rôle dans, par exemple, la régulation
de la température corporelle ou dans le système sensoriel. Les fonctions exercées par
la peau varient d'un individu à un autre ou d'une population à une autre. De plus,
ces processus sont les fruits d'interactions complexes entre entités telles que méla-
nine, ﬁbres, veines, capillaires... Dans ce manuscrit, l'intérêt est porté uniquement
à la pigmentation. Cependant, aﬁn d'aborder le mécanisme de pigmentation, il est
nécessaire de comprendre la structure générale de la peau.
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1.3.1 La structure générale
La peau est constituée de trois couches tissulaires (cf. ﬁgure 1.1) : l'épiderme
(du grec epi, dessus et derma, peau) qui est la couche en surface, le derme qui est
la couche intermédiaire et l'hypoderme (du grec hypo, en dessous) qui est la couche
la plus profonde.
1.3.1.1 L'épiderme
L'épiderme est la couche superﬁcielle de la peau. C'est la plus ﬁne des trois
couches. Son rôle principal est de protéger l'organisme contre les agressions ex-
térieures. L'épiderme est dit stratiﬁé car constitué de plusieurs assises cellulaires.
L'épiderme peut être décomposé en cinq couches dans lesquelles se trouvent quatre
types de cellules :
 Les kératinocytes (du grec kéras, corne) forment 80% de l'épiderme. Ces
cellules fabriquent de la kératine. La kératine est une protéine ﬁbreuse qui
donne à l'épiderme sa fonction de protection. Les kératinocytes naissent au
niveau de la couche la plus profonde de l'épiderme et se diﬀérencient tout en
migrant vers la surface.
 Les mélanocytes (du grec melas, noir) sont les cellules qui fabriquent la
mélanine. La mélanine, qui se présente sous forme de pigments, est responsable
de la pigmentation. Elle a pour but d'absorber les rayons Ultra-violets (UVs)
du soleil protégeant ainsi l'acide désoxyribonucléique (ADN) des cellules.
 Les cellules de Langerhans sont les cellules du système immunitaire.
 Les cellules de Merkel sont les cellules nerveuses à l'origine du toucher.
La couche la plus profonde de l'épiderme est la couche basale ou couche germinative
(cf. ﬁgure 1.2). Les kératinocytes naissent dans cette couche et ont une forme cylin-
drique. Ils sont orientés perpendiculairement au derme. Les kératinocytes sont reliés
entre eux par des jonctions inter-cellulaires appelées desmosomes et s'ancrent au
derme par des hémidesmosomes. Les mélanocytes, cellules fabriquant la mélanine,
sont présents dans cette couche. Lorsque les kératinocytes ont fabriqué de la kéra-
tine, ils migrent vers la couche du corps muqueux de Malpighi ou couche épineuse
(cf. ﬁgure 1.2). Les kératinocytes s'aplatissent pour obtenir une forme cubique. La
synthèse de kératine et l'aplatissement des kératinocytes continuent tout au long de
la migration des kératinocytes vers la surface. Ce processus est appelé kératinisation.
La couche granuleuse est formée de 3 couches de kératinocytes aplatis (cf. ﬁgure 1.2).
Le noyau de ces cellules devient ovale. Deux sortes de granulations, les granulations
de kératohyaline et les kératinosomes (ou corps lamellaires d'Odland) migrent vers la
périphérie des kératinocytes puis déversent leur contenu dans l'espace extracellulaire.
Ce sont des lipides qui vont agir comme un ciment intercellulaire pour consolider
les adhésions cellulaire, en plus des desmosomes [Mélissopoulos 1998]. La couche
claire, située au-dessus de la couche granuleuse est constituée de plusieurs assises
cellulaires plates. Cette couche ne s'observe que pour la peau très épaisse. Enﬁn, la
couche cornée (cf. ﬁgure 1.2) est constituée de cellules complètement kératinisées et
dépourvues de noyau. Ce sont des cellules mortes appelées cornéocytes. La couche
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Figure 1.1  Structure de la peau : (a) coupe histologique ( c© Galderma), (b)
schéma de la structure de la peau (source : [Mélissopoulos 1998])
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Figure 1.2  Structure de l'épiderme (source : [Mélissopoulos 1998])
cornée est formée de deux sous-couches : la couche compacte formée de cellules kéra-
tinisées étroitement soudées et la couche desquamante qui se trouve en surface et au
niveau de laquelle se fait la desquamation c'est-à-dire la perte de cellules sous forme
de petites pellicules appelées squames. La couche cornée joue le rôle important du
contrôle de l'hydratation de la peau, soit en empêchant l'évaporation de l'eau, soit
en absorbant de l'eau.
1.3.1.2 Le derme
Le derme est le support solide de la peau. C'est un tissu conjonctif qui renferme le
système vasculaire de la peau et joue un rôle important dans la régulation thermique.
Il contient également des récepteurs sensoriels, des ﬁbres nerveuses ainsi que des
cellules de défense contre les micro-organismes pathogènes. Le derme est constitué
de deux couches :
 le derme papillaire est à l'interface avec l'épiderme et forme des papilles avec
les prolongements épidermiques. Il est très vascularisé et riche en ﬁbroblastes,
cellules responsables de la synthèse des ﬁbres de collagène et d'élastine. Les
ﬁbres de collagène assurent la résistance mécanique de la peau et les ﬁbres
d'élastine assurent sont élasticité. La structure ﬁbreuse du derme est ordonnée
et orientée perpendiculairement à l'épiderme.
 la couche réticulaire forme la majeure partie du derme. Son nom est dû à
l'agencement entrelacé et désordonné de ses ﬁbres de collagène. En eﬀet, les
ﬁbres de collagène sont disposées en faisceaux épais et irréguliers formant des
vagues horizontales. Le derme réticulaire est plus élastique et contient moins
de ﬁbroblastes que le derme papillaire. Enﬁn, le derme réticulaire contient
des vaisseaux sanguins reliant le plexus sous-papillaire au plexus cutané à la
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Figure 1.3  Schéma d'un mélanocyte dans l'épiderme (source :
[Mélissopoulos 1998])
jonction entre le derme et l'hypoderme.
Les vaisseaux sanguins (veines et artères) du derme contiennent deux types d'hé-
moglobine : la déoxyhémoglobine (Hb) et l' oxyhémoglobine (HbO2). La quantité
d'Hb et d'HbO2 présente dans le derme est responsable de la rougeur de la peau,
et peut être mesuré par des techniques non invasives notamment pour quantiﬁer les
lésions d'inﬂammation (cf. 1.5).
1.3.1.3 L'hypoderme
L'hypoderme est la couche la plus profonde de la peau. Son épaisseur varie en
fonction des régions du corps. Par exemple, son épaisseur est nulle sur les paupières
et peut atteindre 3 cm sur l'abdomen. L'hypoderme est un tissu adipeux blanc
rattaché à la partie inférieure du derme par des expansions de ﬁbres de collagène
et d'élastine. Constitué essentiellement de graisse, son rôle d'interface est d'assurer
l'isolation thermique et de protéger les structures internes du corps.
1.3.2 La pigmentation
Une grande partie des structures de la peau contribuent à sa couleur. Les
composantes participant à la colorisation de la peau sont appelées chromo-
phores [Mélissopoulos 1998]. La vascularisation et la pigmentation sont les deux
principales origines de la couleur de la peau. La composante sur laquelle se foca-
lise ce manuscrit est la pigmentation. La pigmentation est due à des grains (ou
pigments) de mélanine situés dans l'épiderme. Ils sont fabriqués lors de la mélano-
génèse. Il existe deux types de pigments ou mélanines :
 les eumélanines, brunes ou noires, sont des molécules très polymérisées conte-
nant peu de soufre.
 les phaeomélanines, jaune orangé, sont moins polymérisées et contiennent
beaucoup de soufre.
Les mélanines sont synthétisées à partir d'un acide aminé, la tyrosine grâce à une
enzyme, la tyrosinase. Ce sont les mélanocytes, cellules se trouvant à l'assise ger-
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Figure 1.4  Illustration des 4 étapes de la mélanogénèse (source :
[Mélissopoulos 1998])
minative de l'épiderme qui sont à l'origine de la mélanogénèse (cf. ﬁgure 1.3). On
trouve également des mélanocytes dans le follicule pileux et dans l'÷il (chroïde, iris).
Dans la peau, les mélanocytes sont de grandes cellules dont les dendrites peuvent
atteindre la troisième couche de kératinocytes. Dans les mélanocytes, se trouvent
les mélanosomes qui migrent le long des dendrites (cf. ﬁgure 1.3). La synthèse de la
mélanine se fait par les mélanosomes. Elle se déroule en quatre stades (cf. ﬁgure 1.4) :
 stade I : le mélanosome est une vésicule ronde et incolore. Une activité tyro-
sinase forme des ﬁlaments protéiques hélicoïdaux.
 stade II : le mélanosome commence à prendre une forme ovale. Les ﬁlaments
protéiques, en nombre croissant, s'organisent et s'entrecroisent. Cela confère
une apparence fortement striée au mélanosome.
 stade III : La synthèse de la mélanine débute et la tyrosinase diminue. Le
mélanosome s'opaciﬁe.
 stade IV : L'activité tyrosinase est quasi-nulle et le mélanosome entièrement
mélanisé devient complètement opaque.
Tout au long des 4 étapes de synthèse de la mélanine, les mélanosomes migrent vers
l'extrémité des dendrites des mélanocytes. En bout de dendrites, ils sont transférés
aux kératinocytes. Les peaux peuvent être classées selon leur réaction au soleil. Six
phototypes sont alors déﬁnis [Magnain 2009]. Les phototypes I et II sont les peaux
blanches bronzant pas ou peu et souvent sujettes aux brûlures. Les phototypes III
et IV sont les peaux blanches mates qui bronzent bien et sont moins sujettes aux
brûlures. Enﬁn, les phototypes V et VI sont les peaux brunes à noires. Elles bronzent
facilement et brûlent très rarement.
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Figure 1.5  Acné ( c© Galderma)
1.3.3 Les maladies de la peau et l'hyper-pigmentation
La peau peut être soumise à diﬀérentes pathologies, qui pour beaucoup d'entre
elles, révèlent des lésions inﬂammatoires ou pigmentaires.
Une des pathologies les plus connues est l'acné (cf. ﬁgure 1.5). Cette maladie
est caractérisée par des rougeurs et des inﬂammations, dues à une saturation des
pores de la peau par une combinaison de cellules mortes et de sécrétion de sébum.
Il y a deux stades qui sont la rétention et l'inﬂammation. La rétention provoque des
macules qui, pour l'acné, se présentent sous forme de taches rougeâtres. Puis, suit
l'inﬂammation qui provoque des papules, qui sont des surélévations de la peau conte-
nant de l'÷dème. La recherche d'hémoglobine pourra être intéressante pour quanti-
ﬁer cette réaction cutanée, ainsi que l'eau présente dans les papules. L'intérêt de faire
de l'imagerie pour cette maladie est de pouvoir identiﬁer les diﬀérentes composantes
de la maladie, à diﬀérents stades d'un traitement, aﬁn de quantiﬁer de manière la
plus précise possible l'eﬃcacité de ce dernier. De plus, lors de traitement de l'acné,
des zones d'hyper-pigmentation peuvent apparaitre en lieu et place des boutons.
L'étude de l'acné est alors plus large et intègre l'analyse pigmentaire [Garg 2009].
Une autre pathologie mettant en cause des lésions inﬂammatoires est la rosacée
(cf. ﬁgure 1.6). C'est une maladie caractérisée par des érythèmes (rougeurs) chro-
niques et des picotements au niveau du visage. Il existe plusieurs degrés de cette
maladie. Parfois, des petits vaisseaux sanguins peuvent être visibles dans les zones
pathologiques. Les érythèmes provoqués par cette maladie ressemblent à des éry-
thèmes très communs, comme par exemple le coup de soleil. La molécule de la peau
permettant de quantiﬁer cette maladie sera donc principalement l'hémoglobine. La
diﬃculté d'analyse d'une telle pathologie est la grande variabilité des lésions suivant
les patients et les degrés de sévérité.
Enﬁn, certaines maladies font intervenir majoritairement la pigmentation
comme, par exemple, le vitiligo ou le mélasma. Le vitiligo est un désordre hypo-
pigmentaire alors que le mélasma est un désordre hyper-pigmentaire. Ce manuscrit
se focalise sur l'analyse de l'hyper-pigmentation due au mélasma. En dermatologie,
10 Chapitre 1. Introduction
(a) (b)
Figure 1.6  Rosacée ( c© Galderma)
Figure 1.7  Mélasma ( c© Galderma)
l'hyper-pigmentation est l'assombrissement d'une zone de peau dû à un excès de
production de mélanine. Elle peut être diﬀuse ou localisée, touchant des zones telles
que le visage et le dos des mains. L'hyper-pigmentation peut être causée par le so-
leil, de l'inﬂammation, ou d'autres lésions cutanées telles que celles liées à l'acné.
Les peaux sombres (asiatiques, méditerranéennes ou africaines) sont plus sujettes
à l'hyper-pigmentation, surtout si elles ont une exposition excessive au soleil. Le
mélasma (du grec melas, noir) est une aﬀection bénigne inesthétique de la peau
qui atteint essentiellement le visage (cf. Figure 1.7). Les causes du mélasma sont
essentiellement des facteurs de prédisposition génétique, l'exposition au soleil et aux
÷strogènes (lors de la grossesse ou au cours d'une contraception). Le surplus de méla-
nine peut se situer dans l'épiderme ; un traitement est alors envisageable en inhibant
les mélanocytes. La mélanine peut aussi migrer vers le derme, où normalement, il
n'y a pas de mélanine ; le traitement est alors plus diﬃcile. Les traitements utilisés
pour le mélasma sont des produits locaux dépigmentants (dérivés phénoliques, sou-
frés et non phénoliques) et des méthodes physiques comme les peelings chimiques
ou le laser [Gupta 2006, Javaheri 2001]. Le travail présenté dans ce manuscrit est
réalisé sur des données clinique de mélasma.
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1.3.4 Critères de sévérité de l'hyper-pigmentation
Aﬁn de quantiﬁer la sévérité de l'hyper-pigmentation due au mélasma, diﬀérents
critères cliniques ont été proposés. On peut citer par exemple, le Melasma Severity
Scale (MSS) [Pandya 2011]. Le critère qui est le plus répandu pour le mélasma est
le Melasma Area and Severity Index (MASI) [Balkrishnan 2003, Manaloto 1999,
Hurley 2002]. Il a été initialement proposé par C.K. Kimbrough-Green et al. dans
[Kimbrough-Green 1994]. Ce critère suggère d'analyser une lésion de mélasma grâce
à trois critères : la surface, le contraste et l'homogénéïté :
 Surface : Représente la surface de la zone touchée par la maladie. Elle est
estimée sur une échelle allant de 0 à 6 telle que : 0 = 0%, 1 ≤ 10%, 2 =
10− 29%, 3 = 30− 49%, 4 = 50− 69%, 5 = 70− 89% et 6 = 90− 100%.
 Contraste : Représente le contraste avec la peau saine. Il est évalué sur une
échelle allant de 0 à 4 telle que : 0 = peau normale, 1 = hyper-pigmentation
peu visible, 2 = hyper-pigmentation légère, 3 = hyper-pigmentation modérée
et 4 = hyper-pigmentation sévère.
 Homogénéïté : Représente la répartition spatiale des taches de mélasma sur
la zone atteinte. Elle est évaluée sur une échelle allant de 0 à 4 telle que : 0
= peau normale sans hyper-pigmentation apparente, 1 = quelque taches, 2 =
zones irrégulières de moins de 1,5 cm de diamètre, 3 = taches de plus de 2 cm
de diamètre, 4 = région uniformément touchée sans taches apparentes.
Aﬁn d'intégrer ces trois critère, le MASI considère les zones du visage séparément.
Ainsi quatre zones sont déﬁnies : front, joue droite, joue gauche et menton. Puis, le
score MASI sur ces quatre zones est sommé pour obtenir le MASI ﬁnal par l'équa-
tion :
MASI = 0.3(CF +HF )SF + 0.3(CJD +HJD)SJD (1.1)
+0.3(CJG +HJG)SJG + 0.1(CM +HM )SM (1.2)
avec CF , CJD, CJG, CM le contraste mesuré respectivement sur le front, la joue
droite, la joue gauche et le menton, HF , HJD, HJG, HM l'homogénéïté mesurée
respectivement sur le front, la joue droite, la joue gauche et le menton et SF , SJD,
SJG, SM la surface mesurée respectivement sur le front, la joue droite, la joue gauche
et le menton. La ﬁgure 1.8 montre le découpage en régions du visage pour calculer
le score MASI. Il a été montré dans [Pandya 2011] à partir d'études cliniques que
le critère MASI est ﬁable pour mesurer la sévérité du mélasma en terme de surface
et de contraste. Le critère d'homogénéité est quant à lui décrit comme sujet à des
variations signiﬁcatives en fonction des dermatologues.
1.4 Les techniques d'imagerie de la peau
Dans cette partie, les techniques d'imagerie de la peau sont présentées. L'intérêt
est porté sur l'imagerie couleur et la spectro-colorimétrie qui sont les deux techno-
logies utilisées pour comparer les résultats, et enﬁn, l'imagerie spectrale qui est le
c÷ur de ce manuscrit.
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Figure 1.8  Schéma du découpage du visage en quatre régions pour calculer le
score MASI. Source : [Pandya 2011]
1.4.1 Spectrocolorimétrie
La spectrocolorimétrie consiste à mesurer le spectre de l'énergie lumineuse d'un
objet en réﬂexion ou en transmission, souvent dans le domaine du visible (de 380
nm à 780 nm). Un spectrocolorimètre peut alors estimer de manière précise les com-
posantes couleur de l'objet observé comme par exemple les composantes CIE L∗a∗b
(cf. 1.5). Dans son principe de fonctionnement, un spectrocolorimètre possède un
système dispersif et sélectif de la lumière, que l'on appelle monochromateur. Ainsi,
la lumière blanche après réﬂexion sur l'objet à analyser est décomposée spectrale-
ment avec un pas d'échantillonnage de l'ordre de la dizaine de nanomètres. Aﬁn
d'évaluer l'apport de l'imagerie spectrale vis-à-vis de la spectro-colorimétrie, nous
comparons les résultats obtenus avec un spectro-colorimètre contenant 31 mesures
spectrales s'étalant de 400 nm à 700 nm avec un pas de 10 nm. La ﬁgure 1.9 montre
les spectres mesurés sur une zone hyper-pigmentée de plusieurs patients.
1.4.2 Imagerie couleur
Une image couleur Rouge Vert Bleu (RVB) est constituée d'un ensemble de
trois images en niveaux de gris. Chacune de ces trois images correspond à une cou-
leur : le rouge, le vert, et le bleu. Dans le cadre de cette étude nous utiliserons deux
types d'images couleur. Les premières sont des images acquises par un appareil nu-
mérique haute résolution qui prend les trois couleurs rouge, vert et bleu par ﬁltrage
simultané de ces trois couleurs sur une grille de capteurs type CCD. Aﬁn de compa-
rer l'imagerie couleur et l'imagerie multi-spectrale sur une zone de peau identique,
nous utiliserons également des images couleur obtenues par intégration spectrale
d'une image multi-spectrale. L'algorithme d'intégration est décrit en annexe A. La
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Figure 1.9  Illustration de spectres mesurés par un spectro-colorimètre sur 12
patients de la première étude clinique. (a) spectres pris sur une zone pathologique
de 12 patients diﬀérents. (b) 3 mesures consécutives sur la même zone pathologique
d'un même patient. On observe que la mesure est robuste. Lors de tests cliniques,
c'est la moyenne de ces trois mesures qui est prise en compte. Abscisse : longueur
d'onde en nanomètres, ordonnée : absorbance.
ﬁgure 1.10, montre une image couleur obtenue par l'appareil photo couleur, et par
intégration spectrale d'une image multi-spectrale.
1.4.3 Imagerie multi et hyper-spectrale
Une image multi ou hyper-spectrale est constituée d'un ensemble d'images en
niveaux de gris, photographiant la même scène à des longueurs d'onde diﬀérentes
(cf. Figure 1.11). Chacune de ces images en niveaux de gris est appelée bande spec-
trale. La distinction entre image multi-spectrale et image hyper-spectrale peut se
faire de deux manières diﬀérentes. Souvent, une image multi-spectrale est déﬁnie
comme contenant une, voire quelques dizaines de bandes spectrales alors qu'une
image hyper-spectrale contient de l'ordre quelques centaines de bandes spectrales.
Une autre distinction entre les deux types d'images est qu'une image hyper-spectrale
à une résolution spectrale très ﬁne (de l'ordre du nanomètre) alors qu'une image
multi-spectrale à une résolution spectrale de l'ordre de la dizaine de nanomètres.
Pour faire l'acquisition d'images hyper-spectrales, on peut distinguer cinq méthodes
[Garini 2006] :
 L'éclairage sélectif : Cette technique vise à éclairer la cible grâce à une diode
ou un laser qui émet une fréquence bien précise. Un capteur CCD collecte
une image en niveaux de gris. L'utilisation de diodes ou lasers successifs à des
longueurs d'onde diﬀérentes permet d'obtenir une image spectrale. Cette tech-
nique est adaptée à l'acquisition d'images multi-spectrales, mais ne permet pas
une résolution suﬃsamment ﬁne pour l'acquisition d'images hyper-spectrales.
 Le scan spectral : Cette méthode consiste à utiliser un capteur de type CCD,
pour réaliser des images spatiales en appliquant des ﬁltres diﬀérents devant
le capteur aﬁn de sélectionner une longueur d'onde pour chaque image. Diﬀé-
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Figure 1.10  Exemple d'images couleur (patient 9005 de la première étude cli-
nique). (a) Image couleur obtenue avec un capteur RVB en lumière polarisée.
(b) Image couleur obtenue par intégration spectrale d'une image multi-spectrale.
c©Galderma.
Figure 1.11  Image multi-spectrale contenant 18 bandes spectrales allant de 405
à 970 nm. La zone spatiale est ici restreinte à 400*400 pixels. c©Galderma.
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rentes technologies de ﬁltres permettent de répondre aux besoins de tels ima-
geurs. On peut, par exemple, citer les ﬁltres à cristaux liquides qui isolent une
longueur d'onde par stimulation électrique des cristaux, ou les ﬁltres acousto-
optique qui sélectionnent une longueur d'onde en déformant un prisme grâce
à une diﬀérence de potentiel électrique (eﬀet de piézo-électricité).
 Le scan spatial : Cette méthode vise à imager simultanément toutes les lon-
gueurs d'ondes du spectre sur un capteur de type CCD. Pour réaliser la dé-
composition du spectre, un prisme est placé devant le capteur. Ensuite, pour
constituer le cube hyper-spectral complet, on réalise un balayage spatial ligne
par ligne.
 Le scan temporel : Une quatrième méthode consiste à réaliser une mesure
d'interférence, puis de reconstituer le spectre en faisant une FFT sur la mesure
d'interférence [Garini 2006]. L'interférence est réalisée grâce à un système de
type Michelson [Maurel 2003], qui fait interférer un rayon avec lui-même décalé
temporellement.
 La dernière méthode vise à combiner le scan spectral et spatial. Ainsi, le cap-
teur CCD est partitionné sous forme de blocs. Chaque bloc image représente
la même région de l'espace, mais avec des longueurs d'ondes diﬀérentes. Puis,
un balayage spectral et spatial permet de constituer une image hyper-spectrale
complète.
Dans ce manuscrit, nous utilisons principalement des images multi-spectrales conte-
nant 18 bandes. En eﬀet, nous disposons d'images multi-spectrales de ce type qui
ont été acquises par Galderma tout au long de deux études cliniques présentées au
paragraphe 1.6.2. Chacune de ces images à une taille spatiale de 960*1280 pixels
et leur spectre s'étale de 406 nm à 970 nm (cf. Figure 1.11 et 1.12 ). Ces images
sont focalisées sur un hémi-visage. La résolution spatiale est alors de l'ordre de 0.12
mm par pixel. Le mode d'acquisition est de type éclairage sélectif. Des exemples
d'images multi-spectrales sont en Annexe B. La motivation d'utiliser des images
spectrales est que le spectre permet d'apporter une information pertinente sur la
peau. Par exemple, l'algorithme proposé dans [Stamatas 2008] montre que l'on peut
obtenir des concentrations de mélanine et d'hémoglobine à partir d'un spectre. Dans
la suite de ce chapitre, on introduit les méthodes existante d'imagerie de la peau
et le schéma d'analyse que l'on propose. Aﬁn d'évaluer l'apport d'un spectre plus
ﬁn, nous disposons d'images hyper-spectrales. Ces images ont une taille spatiale de
l'ordre de 600*600 pixels et un spectre contenant 600 bandes s'étalant de 274 nm à
1139 nm avec un pas de de l'ordre de 1.5 nm (cf. Figure 1.13). Le mode d'acquisition
est de type scan spectral.
1.5 Les techniques d'analyse de signal en dermatologie
Plusieurs techniques ont été développées pour quantiﬁer les lésions cutanées par
imagerie ou spectro-colorimétrie. Dans ce paragraphe, les plus utilisées en dermato-
logie sont présentées. Tout d'abord nous décrivons brièvement une méthode sur des
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(a) (b)
(c) (d)
Figure 1.12  Exemple d'image multi-spectrale. (a) Bande à 590 nm c©Gladerma
(patient 012 right t1 étude multi/hyper), (b) spectres moyens sains (en rouge) et
pathologique (en bleu) pour le patient de la ﬁgure (a), (c) spectres sains de 12
patients diﬀérents, (d) spectres pathologiques de 12 patients diﬀérents (patients
de l'étude multi/hyper). Abscisse : longueur d'onde en nanomètres, ordonnée :
niveau de gris dans l'image (0-255).
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(a) (b)
(c) (d)
Figure 1.13  Exemple d'image hyper-spectrale. (a) Bande à 590 nm c©Gladerma
(patient 012 right t1 étude multi/hyper), (b) spectres moyens sains (en rouge) et
pathologique (en bleu) pour le patient de la ﬁgure (a), (c) spectres sains de 12
patients diﬀérents, (d) spectres pathologiques de 12 patients diﬀérents. Les patients
utilisés sont les mêmes que ceux de la ﬁgure 1.12. Abscisse : longueur d'onde en
nanomètres, ordonnée : niveau de gris dans l'image (0-255).
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(a) RGB (b) L∗
(c) a∗ (d) b
Figure 1.14  Exemple de décomposition CIE L∗a∗b sur un patient atteint de
mélasma c©Gladerma. (a) image couleur reconstruite, (b) composante L∗, (c) com-
posante a∗, (d) composante b. (patient 023 right t1 étude multi/hyper)
images couleurs ou mesures spectrales par le système de représentation CIE L∗a∗b,
puis deux méthodes d'analyse spectrale, une fondée sur la mesure de réﬂectance, et
l'autre sur l'analyse du spectre d'absorption.
1.5.1 CIE L∗a∗b
Cette première méthode [Weatherall 1992], est l'une des méthodes actuellement
utilisées par les dermatologues pour quantiﬁer les lésions cutanées. Cette technique
vise à projeter une image couleur RVB dans l'espace de représentation CIE L∗a∗b,
ou d'intégrer un spectre vers les composantes L∗a∗b (cf. Annexe A). La représenta-
tion CIE L∗a∗b est donc un changement de base de l'espace RVB [Wandell 1995].
La composante L∗ est la clarté, a∗ représente l'axe allant du rouge au vert, et b∗
représente l'axe allant du jaune au bleu. Ainsi, les composantes de la peau causant
les érythèmes (c'est-à-dire principalement l'hémoglobine Hb et HbO2) vont se re-
trouver essentiellement dans la composante a∗, alors que la mélanine se retrouve
principalement dans la composante L∗. La ﬁgure 1.14 illustre une transformation
CIE L∗a∗b sur un patient atteint de mélasma. Aﬁn d'exploiter au mieux la décom-
position CIE L∗a∗b, divers indices ou coeﬃcients obtenus à partir de combinaisons
des composantes L∗, a∗ et b ont été proposés. Par exemple, l'indice ITA (Indivi-
dual typology Angle) [Chardon 1991] se concentre sur les composantes L∗ et b pour
mettre la pigmentation en évidence :
ITA =
[
arctan
(
L− 50
b
)]
× 180
pi
(1.3)
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(a) RGB (b) ITA
Figure 1.15  Exemple de composante ITA sur un patient atteint de mélasma
c©Gladerma. (a) image couleur reconstruite, (b) composante ITA. (patient 023 right
t1 étude multi/hyper)
Figure 1.16  Spectre d'absorption de la mélanine et de l'hémoglobine, en fonction
de la longueur d'onde (en nanomètres). Il est à noter que le spectre de l'hémoglobine
présente des pics d'absorption alors que la mélanine a une absorption relativement
linéaire.
La ﬁgure 1.15 montre la composante ITA obtenue sur un patient atteint de mélasma.
1.5.2 Mesure de réﬂectance
La ﬁgure 1.16 montre le spectre d'absorption de trois des composantes de la
peau, que sont la mélanine, l'oxyhémoglobine et la deoxyhémoglobine, en fonction
de la longueur d'onde d'observation. Une première méthode d'analyse du spectre,
décrite dans [Stamatas 2008, Descombes 1998] consiste à détecter une molécule en
sélectionnant des longueurs d'onde d'intérêt, puis à les normaliser. Par exemple,
si l'on cherche à détecter une lésion caractérisée par l'hémoglobine, on sélectionne
une bande dont l'absorption de l'hémoglobine est importante (Soret band ou q-
band). Puis, en normalisant cette bande par une autre bande judicieusement choisie,
l'inﬂuence des autres composantes est atténuée [Stamatas 2004]. Ainsi pour l'hémo-
globine, on va normaliser la bande choisie par une bande où l'hémoglobine réagit
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(a) RGB (b) 570 nm (c) 700 nm
Figure 1.17  Exemple de composantes spectrales normalisées sur un patient atteint
de mélasma. (a) Image couleur reconstruite, (b) Composante à 570 nm normalisée
par la composante à 850 nm, (c) Composante à 700 nm normalisée par la composante
à 850 nm. (patient 023 right t1 étude multi/hyper)
peu comparativement à la mélanine. La bande à 850 nm répond à ce critère :
Sn(λ) = − log10
(
S(λ)
S(850nm)
)
(1.4)
L'image Sn(λ) résultante contient donc principalement l'absorption de l'hémoglo-
bine. Pour la mélanine, une bande dans le voisinage de 700 nm sera choisie. la
ﬁgure 1.17 montre les résultats obtenus pour un patient atteint de mélasma.
D'autres rapports de bandes spectrales ont été proposés et utilisés sur des appa-
reils commerciaux pour estimer le quantité de mélanine et d'hémoglobine. On peut
par exemple citer l'indice EI (erythema index) :
EI = log10
(
R632
R546
)
× 1000 (1.5)
et l'indice MI (pigmentation index) :
EI = log10
(
R905
R632
)
× 1000 (1.6)
où Rx est la réﬂectance à la longueur d'onde x exprimée en nanomètres.
Dans [Stamatas 2004], les auteurs critiquent ces méthodes car elles ne prennent
pas en compte les eﬀets de diﬀusion sur la mesure de réﬂectance. Les mêmes auteurs
ont alors proposé l'algorithme décrit en section 1.5.3.
1.5.3 Spectre d'absorption
L'analyse du spectre d'absorption, décrite ici, est, en quelque sorte, une amé-
lioration de la méthode vue au paragraphe 1.5.2. La méthode proposée dans
[Stamatas 2004, Stamatas 2008] consiste à sélectionner quelques bandes, à les nor-
maliser, puis à les utiliser pour quantiﬁer la pathologie. Dans un premier temps, on
déﬁnit une mesure de la réﬂectance normalisée à partir de données d'étalonnage :
 Sdark(λ) : Étalonnage noir, 0% de réﬂectance
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 Sref (λ) : Étalonnage blanc, 100% de réﬂectance
A partir de la réﬂectance S(λ) mesurée, une réﬂectance R(λ) est déﬁnie comme
suit :
R(λ) =
S(λ)− Sdark(λ)
Sref (λ)− Sdark(λ) (1.7)
De manière à améliorer la ﬁdélité de la réﬂectance R, un terme de réﬂexion spéculaire
peut être soustrait. Ce terme représente la quantité de lumière reﬂétée directement
à la surface de la peau. La réﬂexion en surface est donc fonction de la source de
lumière ainsi que des conditions d'acquisition des données. Par exemple, si le capteur
est en contact avec la peau, ce terme Rsurf (λ), est nul. En pratique, l'image est prise
le plus possible à la verticale de la peau :
Rdiff (λ) = R(λ)−Rsurf (λ). (1.8)
Le terme résultant est donc une estimation du spectre diﬀus par les chromophores
de la peau, observé par le capteur. Le passage en échelle logarithmique donne ainsi
le spectre d'absorption :
A(λ) = −log10 (Rdiff (λ)) . (1.9)
Ensuite, d'après la ﬁgure 1.16, le spectre d'absorption de la mélanine entre 600 et
700 nm peut être modélisé par une droite :
Amelanine(λ) = aλ+ b (1.10)
où a et b représentent les coeﬃcients de proportionnalité estimés par régression
linéaire. Pour obtenir le spectre de l'hémoglobine seul, il faut soustraire l'inﬂuence
de la mélanine :
Ac(λ) = A(λ)−Amelanine(λ) (1.11)
De cette manière, à partir d'images prises à des longueurs d'onde choisies dans
les bandes q (où l'absorption de l'hémoglobine présente un pic) (cf. ﬁgure 1.16),
le calcul de Ac permet d'obtenir une image composée essentiellement d'hémoglo-
bine. De plus, avec des images prises à deux longueurs d'onde diﬀérentes, la loi de
Beer-Lambert permet d'extraire les concentrations d'HbO2 et d'Hb, en résolvant le
système suivant :{
Ac(λ1) = [HbO2] ∗ εHbO2(λ1) + [Hb] ∗ εHb(λ1) (1.12)
Ac(λ2) = [HbO2] ∗ εHbO2(λ2) + [Hb] ∗ εHb(λ2) (1.13)
Où εHbO2 et εHb sont les coeﬃcients d'extinction deHbO2 etHb qui sont des données
tabulées. Il a été montré dans [Kollias 1985] que la concentration de mélanine est
proportionnelle au coeﬃcient a de l'équation (1.10) :
[Melanin] ∝ a (1.14)
Dans [Stamatas 2008], les auteurs proposent de réaliser une itération aﬁn d'aﬃner
l'estimation de la concentration de mélanine :
[Melanin]c = [Melanin]− ([Hb] ∗ a[εHb] + b[εHb]) (1.15)
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(a) RGB (b) Hb
(c) HbO2 (d) Mélanine
Figure 1.18  Exemple de composantes obtenues par l'algorithme de Stamatas et al.
(a) Image couleur reconstruite, (b) composante déoxy-hémoglobine, (c) composante
oxy-hémoglobine, (d) composante mélanine. (patient 023 right t1 étude multi/hyper)
La ﬁgure 1.18 montre les cartographies de concentrations de mélanine d'oxyhémo-
globine et de déoxyhémoglobine obtenues sur un patient atteint de mélasma.
D'autres méthode d analyse physique du spectre ont été proposées aﬁn de
quantiﬁer la quantité de mélanine ou d'hémoglobine. On peut par exemple citer
[Jacques 1998] qui propose des coeﬃcients d'absorption estimés expérimentalement
dans un modèle physique.
1.5.4 Comparaison des méthodes
Le but de cette section n'est pas de faire une comparaison quantitative précise
des méthodes présentées ci-dessus, mais d'appréhender leur capacité à évaluer la pig-
mentation à partir d'une image spectrale. La ﬁgure 1.19, regroupe les cartographies
de pigmentation obtenues avec les quatre méthodes présentés ci-dessus. Comme on
peut le voir, les méthodes donnent des résultats avec des dynamiques diﬀérentes.
Les méthodes L∗ et Stamatas et al. semblent avoir des contrastes plus faibles que
l'ITA et la méthode fondée sur la bande à 570 nm. Si l'on regarde la répartition
spatiale de la pigmentation, les méthodes L∗ et Stamatas et al. et la bande à 570 nm
semblent êtres les plus ﬁdèles à la répartition que l'on observe sur l'image couleur
reconstruite.
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(a) RGB
(b) L∗ (c) ITA
(d) 570 nm (e) Stamatas et al.
Figure 1.19  Exemple de cartographies de pigmentation obtenues par quatre mé-
thodes diﬀérentes. (patient 023 right t1 étude multi/hyper)
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1.6 Analyse proposée
1.6.1 Stratégie d'exploration
Dans le cadre de l'imagerie multi et hyper-spectrale, deux types d'information
se complètent : l'information spatiale et l'information spectrale. Au-delà de cher-
cher à optimiser les techniques existantes, l'étude proposée ici se voit naturellement
orientée vers l'analyse conjointe de l'information spectrale et de l'information spa-
tiale aﬁn d'exploiter au mieux l'ensemble de l'information présente dans les images
multi et hyper-spectrales. Aﬁn de guider cette recherche, nous proposons de partir
d'un critère clinique spéciﬁque à la pathologie étudiée, le mélasma. Ceci de ma-
nière à cerner les informations utiles recherchées. Ainsi, à partir du critère MASI,
la stratégie d'exploration du problème d'analyse de l'apport de l'imagerie multi et
hyper-spectrale pour l'analyse de l'hyper-pigmentation cutanée se découpe naturel-
lement en trois parties : la recherche d'un critère spectral sur l'image pour mesurer
le contraste, un critère d'analyse spatiale de l'image pour obtenir un équivalent du
critère de surface du MASI, et enﬁn un critère d'homogénéïté. La suite de ce ma-
nuscrit est donc naturellement organisée en quatre chapitres. Le chapitre 2 propose
une méthode d'analyse du spectre de l'image de manière à mettre en évidence une
combinaison de bandes spectrales faisant ressortir au mieux la pathologie à l'étude.
Le chapitre 3 explore les méthodes de classiﬁcation dédiées à l'imagerie spectrale et
propose l'adaptation de l'une d'entre elles au problème de la pigmentation cutanée.
Le critère d'homogénéïté est un critère subjectif. En eﬀet, dans [Pandya 2011], les
auteurs montrent que le critère d'homogénéïté est celui qui présente la plus forte
variation dans les mesures intra-patients. Les auteurs proposent alors un score MASI
dépourvu de mesure d'homogénéïté. Aﬁn d'objectiver le critère d'homogénéïté, le
chapitre 4 propose d'évaluer l'homogénéïté de la zone pathologique d'intérêt sous
forme de détection de changements entre deux acquisitions temporelles. Enﬁn, le
chapitre 5 fait le bilan des méthodes proposées dans les chapitres 2 à 4, aﬁn de
combiner les critères de contraste, de surface et d'homogénéïté en un critère global
calculé par ordinateur sur les images, et propose un schéma d'analyse pour l'utiliser
sur une étude clinique.
1.6.2 Méthode de validation
Aﬁn de valider les critères d'évaluation de sévérité étudiés et proposés, nous
disposons de deux études cliniques. Chacune de ces deux études compare l'évolution
de la pathologie de patients atteints de mélasma sous diﬀérents traitements. Le
mélasma étant une pathologie symétrique, chacun des patients reçoit un traitement à
l'étude sur une joue et un comparateur sur l'autre joue. Souvent, le véhicule, solution
sans produit testé, est utilisé comme comparateur. La première étude compare trois
traitements que nous nommerons St, Ad2 et Ad3 tels que :
 St Produit standard pour le mélasma
 Ad2 Produit à l'étude avec une dose d2
 Ad3 Produit à l'étude avec une dose d3
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Test Traitement t1 − t0 t2 − t0 t3 − t0
L∗ spectro-colorimétrie
St 2.552 10
−1 6.416 10−1 9.176 10−1
Ad2 6.416 10
−1 1.337 10−1 4.942 10−2
Ad3 6.267 10
−2 1.609 10−3 9.725 10−3
Table 1.1  P-valeurs du test de Wilcoxon eﬀectué sur les mesures de luminance
obtenues par spectro-colorimétrie pour chaque temps et chaque traitements de la
première étude clinique.
Test Traitement t1 − t0 t2 − t0 t3 − t0
L∗ spectro-colorimétrie
A 9.482 10−1 4.169 10−1 8.582 10−1
T 1.831 10−1 2.508 10−2 8.755 10−4
Table 1.2  P-valeurs du test de Wilcoxon eﬀectué sur les mesures de luminance
obtenues par spectro-colorimétrie pour chaque temps et chaque traitements de la
seconde étude clinique.
tels que d2 < d3. Le comparateur est noté Ad1 et correspond au produit à l'étude
avec une dose d1 6= 0 telle que d1 < d2. Cette étude permet donc d'évaluer à la fois
l'eﬀet dose du produit A et l'eﬃcacité du produit A par rapport au traitement St.
Pour chacun des trois traitements, un groupe de 16 patients est à l'étude. L'essai
clinique dure trois mois et une mesure par spectro-colorimétrie, imagerie couleur
et imagerie multi-spectrale est prise à la première visite, puis une fois par mois.
L'analyse clinique de cette étude a montré que le traitement A a plus d'eﬀet que le
traitement St et que le dosage d3 a plus d'eﬀet que le dosage d2.
La seconde étude compare deux traitements que nous nommerons A et T . Pour
chacun des deux traitements, un groupe de 22 patients est à l'étude. La phase de
traitement dure également trois mois avec une mesure à la première visite, puis une
mesure chaque mois. L'analyse clinique de cette étude montre qu'en moyenne, les
patients ayant reçu le traitement T ont vu la sévérité de leur mélasma diminué,
contrairement à ceux ayant reçu le traitement A.
Dans le travail présenté dans ce manuscrit, une méthodologie sera validée si
elle permet d'obtenir les mêmes conclusions que l'analyse clinique. Pour comparer
les résultats obtenus à l'analyse clinique, on utilise pour référence des mesures de
luminance par spectro-colorimétrie qui ont été validées comme conformes à l'analyse
clinique. Les tables 1.1 et 1.2 montrent, pour les deux études cliniques, les résultats
du test de Wilcoxon apparié calculé entre les temps de mesure, pour chacun des
traitements à l'étude, sur les mesures de spectro-colorimétrie. La méthode utilisée
pour appliquer le test de Wilcoxon est détaillée au chapitre 2.

Chapitre 2
Critère spectral
Sommaire
2.1 Mise en place du test statistique . . . . . . . . . . . . . . . . 28
2.1.1 Normalisation des données . . . . . . . . . . . . . . . . . . . . 29
2.1.2 Choix d'un test statistique . . . . . . . . . . . . . . . . . . . 31
2.2 Estimation d'un critère spectral . . . . . . . . . . . . . . . . . 35
2.2.1 Les méthodes d'analyse du spectre . . . . . . . . . . . . . . . 35
2.2.2 Les méthodologies sélectionnées . . . . . . . . . . . . . . . . . 41
2.3 Résultats obtenus . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.3.1 Application des critères spectraux sur la première étude . . . 51
2.3.2 Application des critères spectraux sur la seconde étude . . . . 53
2.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.4 Apport de l'imagerie multi-spectrale . . . . . . . . . . . . . . 57
2.4.1 Comparaison entre multi-spectral et spectro-colorimètre . . . 57
2.4.2 Comparaison entre imagerie multi-spectrale et couleur . . . . 58
2.4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Dans ce chapitre, nous nous intéressons à trouver une signature spectrale qui
mette en évidence, de manière optimale, le contraste de la pathologie étudiée par
rapport à une zone saine. Une telle signature spectrale doit alors être caractéristique
de la pathologie de manière à évaluer l'évolution d'une lésion. Le problème posé
est donc d'observer, grâce à une signature spectrale, une population de patients
sous traitement au cours du temps. Le traitement peut être un produit actif ou
un comparateur. Une signature spectrale sera adaptée à un type de lésion si elle
permet de mettre en évidence de manière ﬁne l'évolution de cette lésion au cours
du temps sur une population de patients. Aﬁn d'étalonner les mesures, deux images
multis-pectrales par patient et par temps de mesure, sont utilisées : une sur le côté
traité par le produit à l'étude que l'on note IE et une autre sur le côté traité
par le comparateur que l'on note IC . Dans ce chapitre, nous supposons avoir un
masque de classiﬁcation sur chacune des images permettant d'isoler une zone saine
et une zone pathologique. Quatre zones résultent donc pour chaque patient : une
zone saine et une zone pathologique sur chacune des deux images. Chacune de ces
zones est constituée d'un ensemble de pixels contenant chacun un spectre. Notons
IES (respectivement I
E
P ) la zone saine (respectivement pathologique) de l'image I
E
correspondant au côté ayant reçu le traitement à l'étude et ICS (respectivement I
C
P )
la zone saine (respectivement pathologique) de l'image IC correspondant au côté
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ayant reçu le comparateur. Aﬁn de quantiﬁer la sévérité de la pathologie, nous
allons transformer ces quatre ensembles de pixels en des mesures scalaires. Cette
transformation en mesure scalaire présente deux intérêts : cela permet d'obtenir un
critère comparable à un critère clinique et donc compréhensible pour un praticien,
et ces mesures scalaires sont directement utilisables pour évaluer l'eﬀet d'un produit
par un test statistique. Pour intégrer ces quatre zones aﬁn d'obtenir des mesures de
contraste, une moyenne spatiale est réalisée. On obtient alors quatre spectres :
HES =
1
card(SE)
∑
p∈SE
IES (p) (2.1)
HEP =
1
card(PE)
∑
p∈PE
IEP (p) (2.2)
HCS =
1
card(SC)
∑
p∈SC
ICS (p) (2.3)
HCP =
1
card(PC)
∑
p∈PC
ICP (p) (2.4)
où HES , H
E
P , H
C
S et H
C
P sont les spectres (i.e. vecteurs) de chacune des quatre zone
d'intérêt. SE , PE , SC et PC représentent les ensembles des sites des pixels de chacune
des quatre zones. card(x) est le nombre d'éléments de x. p représente un pixel dans
site SE , PE , SC ou PC . Pour transformer les quatre masures spectrales HES , H
E
P ,
HCS et H
C
P en mesure de contraste, une signature spectrale est introduite. Nous
déﬁnissons cette signature spectrale comme une combinaison linéaire des bandes
spectrales, déﬁnie par le vecteurM contenant les poids associés a chacune des bandes
spectrales :
M = [m1, ...,mNb ] (2.5)
où mi représente le poids donné à la ieme bande spectrale λi. Le chapitre 2 est
organisé comme suit. La première partie propose un protocole d'analyse statistique
ainsi que les normalisations nécessaires à réaliser sur les données aﬁn de faire un test
statistique conforme au protocole clinique. Une justiﬁcation du choix d'un test sta-
tistique est également réalisée dans cette partie. La seconde partie présente l'état de
l'art des méthodes classiquement utilisées en imagerie hyper-spectrale pour réduire
la dimensionalité et extraire des signatures spectrales. La troisième partie décrit les
deux méthodes choisies que sont la sélection de bandes spectrales optimales et l'ana-
lyse en composantes indépendantes. Enﬁn, les deux dernières parties présentent les
résultats obtenus ainsi qu'une comparaison avec les techniques d'imagerie classique-
ment utilisées en dermatologie : la spectro-colorimétrie et l'imagerie couleur.
2.1 Mise en place du test statistique
Aﬁn de mettre en place un test statistique sur une population de patients, deux
choix doivent être faits. Tout d'abord, dans les études cliniques utilisées, chaque
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patient reçoit deux traitements : un produit à l'étude et un comparateur. Un pro-
tocole de normalisation des mesures eﬀectuées sur la zone traitée par le produit
actif et sur la zone traitée par le comparateur doit être introduit. Ainsi, dans le pa-
ragraphe 2.1.1 les diﬀérentes possibilités de normalisation sont étudiées. Le second
choix concerne celui du test statistique à réaliser sur une population de patients entre
deux temps de mesure aﬁn de mettre en évidence l'eﬀet du traitement à l'étude. Ce
test statistique doit quantiﬁer l'écart entre les mesures de sévérité eﬀectuées sur les
patients entre deux temps de mesure. Le choix d'un tel test statistique est discuté
au paragraphe 2.1.2.
2.1.1 Normalisation des données
La normalisation proposée ici consiste à combiner les quatre mesures pour un pa-
tient à un instant donné. Cette normalisation peut être vue comme une combinaison
de deux normalisations : Une première normalisation consiste à combiner les zones
saines et pathologiques par image. Étant donné un critère spectral M , la sévérité det
sur le patient e à l'instant t peut être calculée de trois manières diﬀérentes :
det = µMp , (2.6)
det = µMs − µMp , (2.7)
det =
µMs − µMp
µMs
, (2.8)
avec µMs et µMp les moyennes spatiales de la mesure spectraleM respectivement de
la zone saine et de la zone pathologique. La seconde normalisation vise à référencer
la mesure obtenue par le traitement actif par rapport au traitement comparateur.
Cette normalisation fait l'hypothèse de symétrie de la pathologie étudiée (i.e. le
mélasma) entre joue droite et joue gauche. Pour ce faire, la mesure obtenue sur la
joue traitée est normalisée par la mesure sur la joue recevant le comparateur. Trois
normalisations sont alors possibles :
Det = d
e,E
t , (2.9)
Det = d
e,E
t − de,Ct , (2.10)
Det =
de,Et − de,Ct
de,Ct
, (2.11)
avec Det la sévérité mesurée sur le patient e à l'instant t. d
e,E
t et d
e,C
t représentent
respectivement la sévérité mesurée sur le patient e à l'instant t sur la joue ayant reçue
le traitement à l'étude (E) et le comparateur (C). Finalement, si l'on choisit une des
trois méthodes pour chacune des deux normalisations, on obtient neuf normalisations
possibles pour la mesure de sévérité sur un patient donné à un instant t :
Det = (µMp)
E , (2.12)
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Det = (µMp)
E − (µMp)C , (2.13)
Det =
(µMp)
E − (µMp)C
(µMp)
C
, (2.14)
Det = (µMs − µMp)E , (2.15)
Det = (µMs − µMp)E − (µMs − µMp)C , (2.16)
Det =
(µMs − µMp)E − (µMs − µMp)C
(µMs − µMp)C
, (2.17)
Det = (
µMs − µMp
µMs
)E , (2.18)
Det = (
µMs − µMp
µMs
)E − (µMs − µMp
µMs
)C , (2.19)
Det =
(
µMs−µMp
µMs
)E − (µMs−µMpµMs )
C
(
µMs−µMp
µMs
)C
. (2.20)
Les normalisations des équations (2.12),(2.15) et (2.18) ne prennent pas en compte
le comparateur. Étant donné que les études cliniques dont nous disposons utilisent
systématiquement un comparateur, nous ne considérons pas ces normalisations dans
notre travail de recherche. Cependant, dans le cas d'une étude clinique n'utilisant
pas de comparateur, on peut penser que la normalisation de l'équation (2.15) se-
rait intéressante. Les normalisations incluant un rapport permettent de calculer un
pourcentage d'écart entre zone saine et zone pathologique, et traitement à l'étude
et comparateur. Cependant ce type de mesures sont plus sensibles au bruit que
les normalisations par diﬀérence. On préfère donc éviter d'utiliser les normalisation
utilisant une division. Parmi les 9 méthodes de normalisation il ne reste donc que
les normalisations des équations (2.13) et (2.16). Pour la normalisation de l'équa-
tion (2.13), la zone saine n'est pas prise en compte alors que la normalisation de
l'équation (2.16) utilise la zone saine comme référence. Les deux types de norma-
lisation semblent pertinents. La normalisation de l'équation (2.13) nécessite que
l'ensemble des images soit très bien calibré. En eﬀet, si les images sont parfaitement
calibrées et que la zone saine n'évolue pas, alors les deux normalisations sont équiva-
lentes. Si les images ne sont pas suﬃsamment calibrées alors la normalisation (2.16)
peut corriger cet écart. En revanche, si la zone saine évolue, alors la normalisa-
tion (2.16) peut introduire des artefacts, car les variations de la peau saine inﬂuent
sur la mesure de la pathologie. Dans la partie expérimentale, nous utilisons les deux
méthodes de normalisation pour évaluer lequel des deux eﬀets de calibration ou
d'évolution de la peau saine est le plus gênant. Ces observations permettront de
choisir parmi ces deux méthodes.
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2.1.2 Choix d'un test statistique
Aﬁn de caractériser l'eﬀet d'un traitement à l'étude (E) relativement à un trai-
tement comparateur (C), nous disposons d'études cliniques où des images multi-
spectrales ont été acquises pour chaque patient à des temps diﬀérents. Supposons
que nous disposons d'un critère de contraste D déﬁni dans le paragraphe 2.1.1. Par-
tant de cette mesure D par patient, le but de ce paragraphe est d'exposer la stratégie
qui permet de déployer un test statistique quantiﬁant l'eﬀet du traitement entre deux
temps de mesure. Tout d'abord, nous choisissons deux tests statistiques qui nous
semblent adaptées au problème. Puis, nous justiﬁons les hypothèses nécessaires à
l'utilisation de ces deux tests.
2.1.2.1 Le t-test et le test de Wilcoxon
Pour chaque instant de mesure t, nous disposons d'une population de patients.
Chaque patient e à l'instant t est représenté par Det déﬁnie au paragraphe 2.1.1.
Conformément au protocole clinique, l'analyse statistique à réaliser se résume à
comparer deux distributions mono-variées dont l'une est la référence au début de
l'essai clinique. Ainsi, la première distribution est Dt0 , la mesure de sévérité de
référence à t0 sur l'ensemble des patients. La seconde distribution est Dt, la mesure
de sévérité à t sur l'ensemble des patients. La grandeur que l'on cherche à quantiﬁer
est la déviation entre Dt0 et Dt. Ainsi, si la pathologie évolue entre t0 et t alors la
distribution Dt sera décalée par rapport à la distribution Dt0 . Nous proposons
d'utiliser deux tests d'hypothèses pour quantiﬁer cette déviation. L'hypothèse H0
consiste à dire que la déviation de Dt par rapport à Dt0 n'est pas signiﬁcative. Cela
revient à faire l'hypothèse que le traitement (E) n'a pas d'eﬀet. Les deux tests que
nous utilisons sont le t-test dit également test de Student [Mood 1974], et le test de
Wilcoxon [Mood 1974] (ces deux tests sont très classiques en statistique) :
t-test :
Le t-test est un test d'hypothèse qui vise à tester statistiquement l'égalité de deux
moyennes. Ce test est a priori adapté au problème car le décalage entre Dt et
Dt0 que l'on cherche à mesurer peut être modélisé comme un écart de moyennes.
Diﬀérentes déﬁnitions du t-test existent en fonction des moyennes que l'on souhaite
tester [Mood 1974]. Dans notre application, nous souhaitons tester les moyennes de
deux distributions appariées. En eﬀet, les deux distributions sont constituées de
mesures sur les mêmes patients à deux temps diﬀérents. Nous nous intéressons donc
au t-test apparié. Ce test nécessite deux hypothèses importantes : 1- Les échan-
tillons de chacune des distributions doivent êtres indépendants et identiquement
distribuées (iid) ; 2- Les distributions étudiées doivent êtres gaussiennes. Le respect
de ces conditions pour nos données est discuté au paragraphe 2.1.2.2. L'hypothèse
H0 de ce test est alors les distributions Dt0 et Dt sont de même moyenne. La
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statistique appariée est :
Z(t0, t) =
Dt0 −Dt√
σDt0−Dt
Ne
, (2.21)
avec Dt0 −Dt et σDt0−Dt respectivement la moyenne et l'écart type de la diﬀérence
entre les deux distributions Dt0 et Dt. Cette statistique Z(t0, t) est alors comparée
à la densité de probabilité de la statistique de Student aﬁn d'extraire la p-valeur
du test. Une p-valeur inférieure à un seuil α, choisi a-priori, permet alors de rejeter
l'hypothèse H0 avec une probabilité d'erreur de α. α est classiquement choisi à
0.05, soit 5% [Mood 1974].
Test de Wilcoxon :
Le test de Wilcoxon est un test de rang qui, dans le cas de distributions appariées,
vise à mesurer la déviation entre ces deux distributions. Ce test est souvent assimilé
au un test sur la médiane. En réalité, ce n'est pas exactement la médiane qui est
testée mais le décalage entre deux distributions car le rang est calculé sur la valeur
absolue des échantillons. Ce test nécessite l'hypothèse importante que les deux
distributions soient iid. Le respect de ces conditions par nos données est exposé au
paragraphe 2.1.2.2. L'hypothèse H0 de ce tests est alors Les distribution Dt0 et
Dt ne sont pas décalées. La statistique de Wilcoxon est :
W+Ne =
∣∣∣∣∣∣∣∣
Ne∑
e=1
Det0
−Det>0
[sgn(Det0 −Det ).Re]
∣∣∣∣∣∣∣∣ (2.22)
où sgn(x) représente le signe de x et Re représente le rang de l'échantillon |Det0−Det |
dans la distribution |Dt0 −Dt|. La p-valeur du test est alors obtenue en comparant
W+Ne avec la densité de probabilité d'une distribution exacte de la statistique de
Wilcoxon. Une p-valeur inférieur à un seuil α, choisi a-priori, permet alors de rejeter
l'hypothèse H0 avec une probabilité d'erreur de α. α est classiquement choisi à 0.05
soit 5% [Mood 1974].
2.1.2.2 Applicabilité des tests sur les données
Les deux tests d'hypothèses nécessitent de fortes hypothèses sur les distributions
analysées. Cependant, le test de Wilcoxon émet des hypothèses plus faibles que le
test de Student.
En eﬀet, pour le test de Wilcoxon les deux hypothèses sont : Les deux dis-
tributions doivent être identiquement distribuées et les échantillons doivent être
indépendants. Les mesures de sévérités Dt étant issues de patients ayant la
même pathologie et étant acquises avec la même technologie, nous pouvons faire
l'hypothèse que les échantillons de Dt sont identiquement distribués. Chacun des
échantillons de Dt provenant d'un patient diﬀérent, nous pouvons faire l'hypothèse
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d'indépendance entre les échantillons. Le test de Wilcoxon semble donc applicable
à notre problème.
Le test de Student fait l'hypothèse supplémentaire que les échantillons de Dt
sont issus d'une distribution gaussienne. Supposons que nous ayons un capteur qui
ne prend qu'une mesure scalaire. Cela revient à ne considérer qu'un seul pixel par
image multi-spectrale et une seule image par patient à chaque instant t. Considé-
rons la distribution Dt. Les patients étant sélectionnés sous les mêmes critères et
subissant le même traitement, nous pouvons supposer que les échantillons de la
distribution Dt sont identiquement distribués. De plus, étant donné que chaque
échantillon correspond à un patient diﬀérent, il est clair que les échantillons sont
indépendants. Chaque distribution Dt est donc iid. La distribution Xt/t0 = Dt0−Dt
est donc iid. Pour pouvoir appliquer un t-test sur cette dernière distribution, nous
devons vériﬁer que Xt/t0 suit une loi normale. Cela revient à vériﬁer que Dt suit
une loi normale. Or nous n'avons aucun élément qui nous permet d'aﬃrmer que
le capteur fournit une variable aléatoire normale sur l'ensemble des données de
l'étude. A ce stade, il semblerait donc incorrect de faire un t-test à partir de mesures
ponctuelles sur une étude.
Considérons maintenant le cas où l'on a une image en niveau de gris par patient.
Cela revient à sélectionner une seule bande, si l'on a une image multi-spectrale par
patient. Notons B cette image ou bande. Pour ne garder que l'information utile de
cette bande, nous sélectionnons une zone d'intérêt sur la pathologie. Nous avons
donc, pour un patient donné et pour chaque instant t, un ensemble de Ns (avec Ns le
nombre de pixels de la zone d'intérêt) variables aléatoires identiquement distribuées
et dépendantes entre elles. Une combinaison linéaire de ces variables aléatoires
permet d'obtenir une unique variable aléatoire par temps t, pour un patient donné.
Aﬁn d'appliquer un t-test sur l'ensemble des patients, nous devons nous assurer
que la variable aléatoire issue de la combinaison linéaire des Ns variables aléatoires
est normale. Pour cela, écrivons la combinaison qui nous intéresse : la moyenne. La
moyenne appliquée à une bande Bet concernant le patient e à l'instant t, donne une
mesure de contraste que l'on note det :
det =
1
Ns
Ns∑
s=1
Bet (S(s)); (2.23)
où Ns est le nombre de pixels dans la zone d'intérêt, et S un vecteur dont le sie`me
élément correspond aux coordonnées du sie`me pixel de la zone d'intérêt. Pour véri-
ﬁer que det est une variable aléatoire gaussienne, nous appliquons le théorème central
limite. Pour cela, les échantillons Bet (S(s)) doivent êtres iid. Ils sont identiquement
distribués car issus de la même classe de l'image (si la classe est homogène et non
texturée). Cependant, ils sont dépendants car issus du même voisinage spatial. Pour
obtenir l'indépendance, nous devons sous-échantillonner ces pixels et ne garder que
ceux suﬃsamment éloignés entre eux de telle sorte que leur corrélation soit suﬃ-
samment faible. Pour cela, dans la zone d'intérêt, nous sélectionnons les pixels dont
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la distance spatiale relative est supérieure au seuil θ obtenu tel que :
0 ≤ R(θ) = E[(B
e
t (S(s))− µ)((Bet (S(s) + θ)− µ)]
σ2
≤ Θ (2.24)
où µ et σ représentent respectivement la moyenne et la variance des pixels de la zone
d'intérêt de la bande Bet , et Θ le seuil que l'on se ﬁxe pour considérer la corrélation
faible. Après un tel sous-échantillonnage, nous pouvons aﬃrmer que la distribution
Xt = {det , ..., det}, et donc la distribution Xt/t0 est constituée de variables aléatoires
gaussiennes indépendantes. Nous pouvons donc appliquer un t-test sur la distribu-
tion Xt/t0 pour quantiﬁer l'eﬀet du traitement E relativement à C.
Considérons maintenant une image mutli-spectrale à Nb bandes. Nous partons à
nouveau d'une zone spatiale d'intérêt. Pour un patient e, nous avons donc Ns pixels
qui sont chacun un vecteur de taille Nb. Nous avons donc, pour chaque temps de
mesure t, Ns ∗Nb variables aléatoires par patient. Pour intégrer ces variables aléa-
toires en une unique variable aléatoire, nous pouvons faire une combinaison linéaire
des Ns ∗Nb variables aléatoires. Nous utilisons le critère M déﬁni auparavant :
det =
1
Ne
Ns∑
s=1
Nb∑
b=1
mbI
e
t (S(s), b) (2.25)
où les mb sont les paramètres du critère M . Nous devons maintenant justiﬁer la
gaussianité de la variable aléatoire det . Les variables aléatoires dans la somme sur
s sont les pixels d'une zone spatiale d'intérêt pour la bande b. Ces pixels étant
dépendants nous devons réaliser un sous-échantillonnage, comme précédemment, de
ces pixels pour chaque bande b. Le théorème central limite appliqué aux échantillons
restants qui sont alors iid (car issus de la même classe), permet de conclure que
la variable aléatoire
∑Ns
s=1 I
e
t (S(s), b) est gaussienne après sous-échantillonnage
spatial. Par conséquent, det est gaussienne comme combinaison linéaire de variable
aléatoires gaussiennes. Xt = {deti , ..., deti} après sous-échantillonnage, est donc iid
gaussienne. La distribution Xt/t0 sous-échantillonnée est par conséquent aussi iid
gaussienne. Nous pouvons donc, a priori, appliquer un t-test sur la distribution Xt/t0
sous-échantillonnée pour quantiﬁer l'eﬀet du traitement. En conclusion, l'utilisation
du t-test dans le problème posé ici est très délicate. Il faut, en eﬀet, s'assurer que
les pixels combinés soient indépendants. Un sous-échantillonnage spatial et spectral
est alors nécessaire. Or, pour le problème posé (i.e. détection et quantiﬁcation de la
sévérité du mélasma), il n'est pas concevable de sous-échantillonner l'information
spatiale et spectrale. Cela revient à ignorer arbitrairement une information poten-
tiellement importante.
L'analyse faite des tests d'hypothèse de Student et de Wilcoxon mènent à
penser que le test de Wilcoxon est le plus adapté à notre problème. Le test de
Student utilisé sans sous-échantillonnage spatial et spectral risque d'être biaisé.
Dans l'analyse statistique d'une étude clinique, nous nous concentrerons donc sur
le test de Wilcoxon. Néanmoins, nous calculerons la statistique de Student à titre
indicatif dans le résultats statistiques présentés en annexe.
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2.2 Estimation d'un critère spectral
Aﬁn de pouvoir appliquer le test d'hypothèse choisi sur l'ensemble d'une étude,
nous devons proposer un critère spectral M . Ce critère spectral peut être vu de
deux manières diﬀérentes. Soit l'on recherche une signature spectrale représentative
de la pathologie. La couleur mesurée est alors la couleur caractéristique de la lésion
étudiée. On notera cette approche la méthode CM1 . La seconde méthode consiste à
rechercher une signature spectrale qui vise à maximiser conjointement la caractéris-
tique de la lésion et l'eﬀet du traitement. On notera cette approche la méthode CM2 .
Cette partie est organisée comme suit : le paragraphe 2.2.1 présente les méthodes
d'extraction de signatures spectrales et de réduction de dimension en imagerie multi
et hyper-spectrale. Le paragraphe 2.2.2 présente les méthodes sélectionnées pour
résoudre le problème posé.
2.2.1 Les méthodes d'analyse du spectre
De nombreuses méthodes de réduction de dimension ou d'extraction de signa-
tures spectrales ont été proposées pour l'imagerie spectrale. Les auteurs se sont tout
d'abord focalisés sur des méthodes d'analyse de critères statistiques tels que la va-
riance ou des mesures de redondance ou d'entropie entre les bandes spectrales. Ainsi
de nouvelles bandes spectrales sont obtenues par combinaison linéaire des bandes
initiales de façon à minimiser de tels critères. Ce modèle de projection peut s'écrire
sous la forme :
X = A ∗ S (2.26)
où X est une matrice de taille (Nb, Nl ∗ Nc) représente l'image hyper-spectrale, A
la matrice de projection, ou de mélange, de taille maximale (Nb, Nb) et S de taille
(Nb, Nl ∗Nc) l'image spectrale projetée dans le nouvel espace. S est alors la matrice
d'abondance des spectres purs ou sources. Une modélisation de bruit additif B qui
correspond au résidu de la factorisation matriciel permet d'étendre la formulation
de l'équation 2.26 :
X = A ∗ S +B (2.27)
La réduction de dimension consiste alors à ne conserver que les bandes les plus per-
tinentes de S. De telles méthodes de projections ont été critiquées [Lennon 2002,
Rellier 2002, Goretta 2009] car elles ne prennent pas toujours en compte la pro-
blématique d'analyse ou de classiﬁcation qui suit cette réduction de dimension. Des
méthodes de sélection de bandes spectrales, d'analyse géométrique du spectre, ou de
projection suivant un indice lié à l'application visée ont été proposées. Dans la suite
de ce paragraphe, nous présentons les méthodes de réduction de dimension les plus
utilisées dans la littérature. Pour ce faire, nous classons les méthodes suivant leur
caractère de type factorisation, de types sélection de bandes ou de type analyse
géométrique.
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2.2.1.1 Les méthodes par factorisation
L'analyse en composantes principales :
La méthode de réduction de dimension la plus utilisée est l' analyse en composantes
principales (ACP). Pour une image spectrale, l'ACP vise à projeter les bandes spec-
trales dans un nouvel espace où la covariance inter-bandes est minimisée. Les vec-
teurs propres E de la matrice de corrélation KNb×Nb =
1
Nl∗Nc (X − µX) ∗ (X − µX)t
(avec µX vecteur des moyennes des lignes de X) donnent alors les vecteurs de pro-
jections dans le nouvel espace. Ainsi,
EtKNb×NbE = Id, (2.28)
tel que Id soit la matrice identité. On a alors, S = Et(X − µX). Aﬁn de procéder
à la réduction de dimension, seules les premières bandes de S sont conservées. Ce
choix peut être réalisé en fonction de la variance expliquée ou du point d'inﬂexion
de la courbe de décroissance des valeurs propres de KNb×Nb . On peut remarquer
que l'ACP est un cas particulier de la décomposition en valeurs singulières (SVD).
Ainsi, la SVD peut être utilisée pour estimer A [Herries 1996, Ball 2007]. La variance
n'étant pas optimale pour décrire un signal, le rapport signal sur bruit peut lui être
préféré. Une variante de l'ACP, l' analyse en composantes principales ajustée au
bruit (NAPCA) a été proposée en ce sens [Green 1988]. Cette approche consiste
à blanchir le bruit avant d'appliquer l'ACP. Ainsi, si l'on note Kn la matrice de
covariance du bruit alors F , la matrice de blanchiment du bruit, est telle que :
F tKnF = Id (2.29)
avec Id la matrice identité. La matrice de covariance des données après blanchiment
Σnadj est alors obtenue par transformation de KNb×Nb par F :
F tKNb×NbF = Σnadj . (2.30)
Une ACP à partir de Σnadj permet alors d'obtenir la projection des données dans le
nouvel espace :
SNAPCA = G
tF t(X − µX) (2.31)
avec
GtΣnadjG = Id, (2.32)
La diﬃculté de cette méthode est d'estimer la matrice de covariance du bruit Kn.
Une méthode proposée dans [Roger 1996] estime Kn à partir de mesures de variance
intra-bandes et de mesures de corrélation inter-bandes. Une autre méthode permet-
tant d'utiliser l'ACP, grâce à un critère autre que la variance, est d'introduire un
noyau. L'analyse en composantes principale à noyau (KPCA) est alors une ACP
non linéaire. Pour ce faire, la matrice de noyau K centrée, obtenue à partir de la
matrice de Gram [Fauvel 2007] est calculée :
K =

k(X1, X1) k(X1, X2) · · · k(X1, XNb)
k(X2, X1) k(X2, X2) · · · k(X2, XNb)
...
...
. . .
...
k(XNb , X1) k(XNb , X1) · · · k(XNb , XNb)
 (2.33)
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tel que k soit la fonction noyau. La fonction k est une fonction symétrique déﬁnie
positive. K doit ensuite être centrée pour calculer l'ACP [Schölkopf 1998] :
Kc = K − 1NbK −K1Nb + 1NbK1Nb (2.34)
avec 1Nb matrice carrée telle que (1Nb)i,j =
1
Nb
.
L'analyse en composantes indépendantes :
L' analyse en composantes indépendantes (ACI) permet de déterminer la matrice
A par minimisation de statistiques d'ordre supérieur à 2. Suivant les formulations,
cette statistique est assimilée au cumulant d'ordre 4 [Cardoso 1999b], à la distance
de Kullback-Leibler [Cardoso 1999a] ou à l'entropie [Hyvarinen 1999]. Pour la
majorité de ces méthodes, une étape de blanchiment des données réalisée par
ACP, permet de sphériser les données. Puis, un algorithme d'optimisation permet
d'obtenir la matrice de mélange A. Les méthodes de calcul d'ACI étudiées sont
présentées au paragraphe 2.2.2.2.
La factorisation en matrices non-négatives :
La factorisation en matrices non-négatives (NMF) consiste à factoriser une matrice
X en un produit de deux matrices non négatives W et H :
X = W ∗H + U (2.35)
où U est une matrice résidu qui peut être positive ou négative [Paatero 1994]. Il
existe diﬀérents types de factorisation en matrices non-négatives suivant la fonction
de coût utilisée pour estimer la divergence entre X et W ∗ H. Des fonctions de
coût utilisées peuvent par exemple être l'erreur quadratique ou la divergence de
KullBack-Leibler [Dhillon 2005, Lee 1999]. De nombreuses façons de calculer W
et H ont été proposées. La méthode proposée dans [Lee 2001], par mise à jour
multiplicative, est une méthode populaire, de par sa simplicité de mise en ÷uvre.
D'autres méthodes fondées sur la descente de gradient [Lin 2007b, Lin 2007a], ou
par Active Set [Kim 2008, Kim 2011] ont été proposées. Pour l'analyse d'images
spectrales, la NMF vise à décomposer l'image X tel que W corresponde à la
pseudo-inverse de la matrice A, et H corresponde aux sources S. Aﬁn d'adapter
la NMF pour l'analyse de mélange en imagerie hyper-spectrale, des contraintes
ont été proposées [Jia 2009, Huck 2010]. Des méthodes intégrant information
spectrale et spatiale ont alors été proposées [Miao 2007]. Ces méthodes visent à
ajouter des contraintes dans la procédure d'optimisation. De telles contraintes
correspondent généralement à minimiser le volume formé par le simplexe englobant
l'ensemble des données et dont les sommets sont les spectres purs. Ces méthodes
s'apparentent alors à l'analyse géométrique décrite au paragraphe 2.2.1.2. Une
contrainte de sparcité peut également être ajoutée. Elle consiste à supposer que
chacun des pixels des données initiales n'est composé que d'une partie des spectres
purs [Iordache 2010, Thompson 2009]. La matrice d'abondance S contient alors
beaucoup de zéros. Il est à noter que les méthodes présentées ci-dessus sont liées.
38 Chapitre 2. Critère spectral
Par exemple, l'ACP et la NMF sont équivalentes pour le bruit blanc ; la SVD et
l'ACP sont équivalentes pour des données centrées.
Méthodes supervisées :
Des méthodes supervisées ont également été proposées aﬁn d'extraire des signatures
spectrales. Ces algorithmes utilisent une base d'apprentissage contenant des
échantillons représentatifs de chacune des classes d'intérêt. Puis, un critère dessiné
pour l'application visée est optimisé pour déterminer des signatures spectrales. Des
exemples d'algorithmes de ce type sont : Discriminant Analysis Feature Extraction
(DAFE) [Landgrebe 2003], Decision Boundary Feature Extraction (DBFE) et Non-
parametric Weighted Feature Extraction (NWFE) [Lee 1993, Lee 1997], ou encore la
sélection de signatures spectrales par maximum de vraisemblance [Riedmann 2003].
2.2.1.2 Les méthodes géométriques
Une alternative à la projection par un indice lié à une grandeur statistique
est d'analyser le nuage de points de dimension Nb, formé par l'ensemble des
pixels. Les spectres purs sont alors modélisés comme les sommets d'un simplexe
englobant l'ensemble du nuage de points. Le problème est alors de déterminer
le simplexe optimal qui est déﬁni comme celui de plus grand volume englobant
le nuage de points. De nombreux algorithmes ont été proposés pour résoudre ce
problème [Boardman 1995, Winter 1999b, Neville 1999, Plaza 2002a, Craig 1994,
Boardman 1994, Ifarraguerri 1999, Nascimento 2005]. L'un des algorithmes les
plus populaires pour rechercher un tel simplexe est N-FINDR [Winter 1999a,
Dobigeon 2009, Chang 2011]. L'idée principale de l'algorithme N-FINDR est de sup-
poser qu'un volume de dimension (p − 1) formé par un simplexe à p sommets, que
sont les composantes pures, est toujours plus grand que celui formé par d'autres
combinaisons de p pixels. Ainsi, en partant de p sommets e1, e2, ..., ep, le volume du
simplexe est déﬁni par :
V (e1, e2, ..., ep) =
∣∣∣∣det( 1 1 · · · 1e1 e2 · · · ep
)∣∣∣∣
(p− 1)! (2.36)
Une recherche de p nouveaux sommets du simplexe est alors eﬀectuée aﬁn de maxi-
miser le volume du simplexe :
{e∗1, e∗2, ..., e∗p} = Argmax
e1,e2,...,ep
{V (e1, e2, ..., ep)} (2.37)
Cette recherche est exhaustive puisque elle se fait parmi N !p!(N−p)! simplexes à p som-
mets, N étant le nombre de pixels dans l'image. Diﬀérents algorithmes ont alors
été proposés pour résoudre cette recherche de simplexe le plus eﬃcacement pos-
sible [Xiong 2011]. En plus de sa complexité algorithmique, N-FINDR nécessite de
connaître le nombre de sommets p et est dépendant du simplexe d'initialisation uti-
lisé. Un autre algorithme répandu pour l'imagerie spectrale est le pixel purity index
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(PPI) [Boardman 1995, Chang 2006]. L'initialisation consiste à réaliser une NMF
aﬁn de diminuer la dimension des données et de générer aléatoirement k vecteurs
souvent nommés skewer. Chacun des pixels est alors projeté sur la base déﬁnie
par les skewers. Les pixels aux positions extrêmes de chaque skewer (skewerj
avec j ∈ [1, k]) sont notés Sextremaskewerj . Un seul pixel peut alors apparaître dans
plusieurs ensembles d'extrema. L'indicateur IS(r) est alors déﬁni tel que :
IS(r) =
{
1 si r ∈ S
0 sinon
(2.38)
et le score PPI est déﬁni par :
NPPI(r) =
∑
j
ISextrema(skewer
(k)
j )(r) (2.39)
Les pixels choisis comme pixels purs sont alors les pixels r tels que NPPI(r) > t où
t est un seuil ﬁxé. L'algorithme PPI n'étant pas itératif et fondé sur une base de
vecteurs générée aléatoirement, il ne garantit pas que les pixels extraits soient des
spectres purs optimaux car ils dépendent de l'initialisation. Par construction, l'algo-
rithme PPI est sensible au bruit. L'initialisation par NMF est alors très importante
pour débruiter les données. Le nombre de spectres k et le seuil t sont deux para-
mètres que doit ﬁxer l'opérateur. Un troisième algorithme de recherche de spectres
purs est le vertex component analysis (VCA) [Nascimento 2005]. Comme les deux
précédents algorithmes, VCA fait l'hypothèse qu'au moins un pixel de chacun des
spectres purs recherchés existe dans le nuage de points étudié. L'algorithme VCA
exploite deux propriétés qui sont 1) les spectres purs sont les sommets d'un simplexe
et 2) une transformation aﬃne d'un simplexe est aussi un simplexe. L'algorithme
VCA est initialisé en projetant le cône des données initiales X vers un simplexe
Sp = {y ∈ RNb : y = X/Xtu} qui est la projection des données initiales dans le plan
Xtu = 1. Le choix de u permet d'assurer qu'il n'y ait pas de pixel orthogonal à ce
plan. u est ainsi estimé par ACP ou SVD en fonction du rapport signal sur bruit
des données initiales. L'algorithme VCA estime alors les spectres purs successive-
ment en projetant les données dans une direction orthogonale aux spectres purs déjà
calculés. Le nouveau spectre pur correspond alors au pixel ayant la valeur extrême
après projection. Les algorithmes décrits ci-dessus contiennent tous une contrainte
d'indépendance entre les spectres purs recherchés. L'algorithme dependent com-
ponent analysis (DECA) [Nascimento 2007] propose de lever cette hypothèse en
modélisant les pixels comme des mélanges de distributions de Dirichlet. Un tel al-
gorithme présente l'avantage de ne pas nécessiter de faire l'hypothèse qu'au moins
un pixel de chacun des spectres purs recherchés existe dans le nuage de points étu-
dié. Les paramètres de chacune des distributions de Dirichlet sont alors obtenus en
maximisant la vraisemblance de la matrice inverse de la matrice de mélange A par
la méthode d'Estimation Maximisation (EM) [Dempster 1977].
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2.2.1.3 Les méthodes par sélection de bande
La majorité des méthodes d'analyse du spectre d'images multi ou hyper-
spectrales s'est concentrée sur l'utilisation d'un vecteur spectral global, notamment
par les modèles d'analyse de modèles linéaires présentés au paragraphe 2.2.1.1. De ce
fait, les méthodes visant à sélectionner une zone spectrale d'intérêt ont été beaucoup
moins étudiées. Ce type de méthodes vise à sélectionner une ou plusieurs bandes
spectrales qui répondent à un critère conçu pour répondre à une application précise.
Par exemple dans [Keshava 2001], les auteurs proposent d'utiliser le Spectral Angle
Mapper (MAP) pour déterminer un groupe de bandes spectrales consécutives op-
timal pour discriminer deux mesures spectrales. Le MAP mesure l'angle entre deux
spectres x et y :
θ(x, y) = arccos
(
< x, y >
||x||||y||
)
(2.40)
où < ., . > représente le produit scalaire et ||.|| représente la norme L2. Le critère
MAP ne décrivant que peu d'information présente dans un spectre, les auteurs
de [Keshava 2001] proposent alors d'utiliser le Generalized Likelihood Ratio Test
(GLRT) pour réaliser cette recherche de région spectrale. Un autre exemple de
sélection de bandes spectrales d'intérêt est décrit dans [Du 2007] pour la détection
de tumeurs sur la peau de carcasses de poulets. Une méthode de sélection de bandes
spectrales est alors mise en place en maximisant la séparabilité des classes peau saine
et tumeur. La séparabilité des classes est mesurée par la divergence de Kullback-
Leibler symétrisée. LesN bandes qui, ensemble, présentent la plus grande divergence
entre les classes sont alors sélectionnées. Le problème d'estimation de ce groupe
de bandes étant combinatoirement proportionnel au nombre de bandes de l'image
initiale et à N , les auteurs proposent un algorithme pour trouver cet ensemble de
bandes sans calculer tous les cas possibles.
2.2.1.4 Les autres méthodes
De nombreux autres types de méthodes proposées dans la littérature permettent
d'analyser ou de réduire le spectre en changeant d'espace de représentation. En ce
qui concerne la réduction de dimension, nous pouvons citer les méthodes de regrou-
pement de bandes spectrales et de poursuite de projection que nous considérons
au chapitre suivant aﬁn de réaliser une classiﬁcation des zones pathologiques. En
ce qui concerne les méthodes visant à changer d'espace de représentation, nous ne
les considérons pas ici car elles ne permettent pas une analyse par combinaison
linéaire de bandes spectrales, rendant ainsi diﬃcile l'interprétation du résultat ob-
tenu et la comparaison avec l'analyse physique de la pathologie. Pour ce type de
méthodes, nous pouvons citer les plus connues, comme par exemple les cartes de
diﬀusion [Lafon 2006] ou la représentation en ondelettes [Bruce 2002, Mallat 1989].
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2.2.2 Les méthodologies sélectionnées
Aﬁn de réaliser la recherche d'un critère spectralM , nous proposons de comparer
deux approches. En eﬀet, d'après l'état de l'art présenté au paragraphe 2.2.1, les
deux approches qui semblent les plus adéquates sont la sélection d'une bande ou la
combinaison de bandes spectrales maximisant un critère relatif à l'application traité
et l'analyse statistique des données minimisant l'information commune aux bandes
spectrales. Nous proposons donc une fonction à maximiser aﬁn de sélectionner la
ou les bandes spectrales d'intérêt. Puis, nous utilisons l'ACI qui est la méthode
de factorisation la plus utilisée pour l'analyse spectrale de la peau [Tsumura 1999,
Tsumura 2003].
2.2.2.1 Maximisation d'un critère de contraste
Nous proposons, dans cette partie, de décrire une fonction objectif permettant
de déduire une bande spectrale d'intérêt en maximisant ce que l'on cherche à
observer.
Cas CM1 : Le cas CM1 , consiste à rechercher la couleur représentative de la
pathologie. Pour ce faire, nous prenons l'ensemble des images d'une étude à
t0 comme échantillons à traiter. Puis, à partir de ces images, nous cherchons
la combinaison spectrale de bandes qui, avec la normalisation choisie en 2.1.1,
maximise l'écart entre une zone saine et une zone pathologique. Si l'on calcule la
sévérité de la pathologie Det , le critère f à maximiser sur l'ensemble des patients
est alors :
f =
Ne∑
e=1
Det . (2.41)
En détaillant Det , on obtient dans le cas de l'équation 2.16 :
Det =
Nb∑
b=1
mbJ
e
t (b), (2.42)
avec
Jet (b) =
1
N t,esA
Nt,esA∑
j=1
Ie,At (sA
t,e(j), b)− 1
N t,epA
Nt,epA∑
j=1
Ie,At (pA
t,e(j), b)
− 1
N t,esC
Nt,esC∑
j=1
Ie,Ct (sC
t,e(j), b) +
1
N t,epC
Nt,epC∑
j=1
Ie,Ct (pC
t,e(j), b) (2.43)
avec NsA, NpA, NsC , NpC les nombres de pixels dans les zones pathologiques et
saines pour l'image Ie,At concernant le traitement A et l'image I
e,C
t concernant le
comparateur C. sAt,e, pAt,e, sCt,e et pCt,e représentent respectivement les positions
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des pixels de l'image initiale sélectionnés pour former chacune des quatre zones
segmentées. on obtient alors la fonction à maximiser :
f(M) =
Ne∑
e=1
Nb∑
b=1
mbJ
e
t0(b). (2.44)
Cette fonction est linéaire par rapport aux variables mb( b ∈ [1, Nb]) à estimer. Si
l'on exclut les solutions où au moins un des coeﬃcients mb vaut l'inﬁni, la solution
est alors évidente et correspond à sélectionner une seule bande. Cette bande est la
bande b qui a le coeﬃcient
∑Ne
e=1 J
e
t (b) le plus élevé. Si l'on autorise les coeﬃcients
mb négatifs, alors cela permet de sélectionner deux bandes spectrales. On a alors
une diﬀérence entre deux bandes à des longueurs d'ondes diﬀérentes.
Cas CM2 : Dans le cas CM2 , nous cherchons, pour un traitement donné, à
maximiser conjointement l'eﬀet du traitement et la caractéristique de la pathologie
vis-à-vis de la peau saine. Cette fonction objectif à maximiser peut alors s'écrire :
f(M) =
Nb∑
b=1
mb
{
tn∑
t=t1
Ne∑
e=1
[
Jet0(b)− Jet (b)
]}
. (2.45)
comme pour le cas CM1 , la fonction objectif est linéaire. Elle permet
donc de sélectionner la bande optimale qui est celle dont le coeﬃcient∑tn
t=t1
∑Ne
e=1
[
Jet0(b)− Jet (b)
]
est le plus grand.
Les fonctions objectif f présentées ci-dessus ont été calculées avec la norma-
lisation de l'équation (2.16). On peut obtenir d'autres fonctions objectif en utilisant
la normalisation de l'équation (2.13). Cependant, cela n'a de sens que dans le
cas CM2 . En eﬀet, dans le cas CM1 , il n'y aurait pas de maximisation. Dans le
cas CM2 , si l'on choisit la normalisation de l'équation (2.13) on ne maximise plus
conjointement l'écart sain pathologique et l'écart temporel mais uniquement l'écart
temporel. En conclusion, les trois fonctions objectif possibles sont :
f1 =
Ne∑
e=1
Nb∑
b=1
mb
 1N t,esA
Nt,esA∑
j=1
Ie,At (sA
t,e(j), b)− 1
N t,epA
Nt,epA∑
j=1
Ie,At (pA
t,e(j), b)
− 1
N t,esC
Nt,esC∑
j=1
Ie,Ct (sC
t,e(j), b) +
1
N t,epC
Nt,epC∑
j=1
Ie,Ct (pC
t,e(j), b)
 (2.46)
2.2. Estimation d'un critère spectral 43
qui correspond au cas CM1 avec la normalisation de l'équation (2.16),
f2 =
Nb∑
b=1
mb

tn∑
t=t1
Ne∑
e=1
 1
N t0,esA
N
t0,e
sA∑
j=1
Ie,At (sA
t0,e(j), b)− 1
N t0,epA
N
t0,e
pA∑
j=1
Ie,At (pA
t0,e(j), b)
− 1
N t0,esC
N
t0,e
sC∑
j=1
Ie,Ct (sC
t0,e(j), b) +
1
N t0,epC
N
t0,e
pC∑
j=1
Ie,Ct (pC
t0,e(j), b)
− 1
N t,esA
Nt,esA∑
j=1
Ie,At (sA
t,e(j), b) +
1
N t,epA
Nt,epA∑
j=1
Ie,At (pA
t,e(j), b)
+
1
N t,esC
Nt,esC∑
j=1
Ie,Ct (sC
t,e(j), b)− 1
N t,epC
Nt,epC∑
j=1
Ie,Ct (pC
t,e(j), b)

 (2.47)
qui correspond au cas CM2 avec la normalisation de l'équation (2.16), et
f3 =
Nb∑
b=1
mb

tn∑
t=t1
Ne∑
e=1
+ 1
N t0,epA
N
t0,e
pA∑
j=1
Ie,At (pA
t0,e(j), b)
− 1
N t0,epC
N
t0,e
pC∑
j=1
Ie,Ct (pC
t0,e(j), b)
− 1
N t,epA
Nt,epA∑
j=1
Ie,At (pA
t,e(j), b)
+
1
N t,epC
Nt,epC∑
j=1
Ie,Ct (pC
t,e(j), b)

 (2.48)
qui correspond au cas CM2 avec la normalisation de l'équation (2.13). Les équations
des trois fonctions objectif proposées prennent en compte la normalisation utilisée
pour réaliser le test d'hypothèse ﬁnal. L'optimisation de ces fonctions est triviale,
et la solution consiste à ne sélectionner qu'une seule ou deux bande(s) spectrale(s)
suivant que l'on considère ou non les coeﬃcients négatifs. Cela montre que si l'on
recherche une combinaison de bandes spectrales qui maximise la mesure de l'eﬀet du
traitement de manière globale sur une population de traitement, le meilleur critère
correspond au choix de ces bandes. Une combinaison de bandes spectrales contenant
plus de deux bandes donnera un résultat du test statistique moins signiﬁcatif. Bien
que optimal du point de vu du test statistique sur une population de patients, le
fait de ne garder qu'une seule ou deux bandes spectrale est restrictif. Utiliser une
telle méthode peut occulter une information comme par exemple un eﬀet secondaire
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visible dans une autre région du spectre pour certains patients. Il semble alors im-
portant de comparer la méthode proposé d'optimisation de fonction objectif avec
une méthode d'extraction de signature spectrale. Pour ce faire, on choisi d'utiliser
l'analyse en composantes indépendantes.
2.2.2.2 Analyse en composantes indépendantes
L'ACI est utilisée ici comme une méthode de séparation de sources. En eﬀet,
l'ACI vise à décomposer un signal multi-capteur en, au maximum, autant de com-
posantes que de capteurs, de telle sorte que ces composantes soient statistique-
ment indépendantes les unes des autres. Dans notre application, un capteur corres-
pond à une bande spectrale. L'intérêt d'utiliser l'ACI est de décomposer le signal
hyper-spectral en composantes indépendantes ou pures en espérant que certaines
de ces composantes pures correspondent à des molécules présentes dans les tis-
sus cutanés telles que la mélanine ou l'hémoglobine, ou à une caractéristique de
la pathologie observée. Mathématiquement, la séparation de source linéaire se pré-
sente comme suit [Cardoso 1999b, Comon 1994, Hyvarinen 1999, Le Borgne 2004,
Moussaoui 2008, Rellier 2002] :
Xi,j = ASi,j +Bi,j (2.49)
Dans ce modèle, l'analyse est réalisée sur chaque vecteur pixel individuellement car
l'on s'intéresse uniquement à l'information spectrale. Xi,j est le vecteur du spectre
du pixel à la position (i, j) dans l'image. A est la matrice de mélange. Chaque co-
lonne de A représente un spectre pur ou indépendant. Ainsi, la kieme colonne de
A contient les pondérations des bandes spectrales de l'image initiale permettant
d'obtenir la kieme composante indépendante. Si,j est un vecteur qui contient les
proportions de chacune des composantes indépendantes dans le pixel à la position
(i, j). Enﬁn, Bi,j est un vecteur modélisant un bruit additif sur le vecteur Xi,j (ﬁ-
gure 2.1). Faire une analyse en composantes indépendantes d'une image spectrale
revient donc à déterminer la matrice de mélange A, après avoir débruité l'image.
Le modèle linéaire de séparation de sources sans contraintes présente deux indé-
terminations [Le Borgne 2004]. En eﬀet, la permutation des colonnes de A, modiﬁe
l'ordre des sources. Le modèle est donc déﬁni à une permutation près. De plus, si l'on
multiplie les colonnes de A par des constantes non nulles, cela induit une seconde
indétermination du modèle, concernant cette fois-ci l'amplitude des sources. Cette
seconde indétermination pour le cas particulier où la constante multiplicative est
égale à -1, fait apparaître le négatif d'une source. L'élément crucial quant à la réus-
site d'une décomposition en composantes indépendantes réside dans l'estimation de
la matrice de mélange A. Pour faire cette estimation, deux principales familles d'al-
gorithmes peuvent être distinguées. La première [Cardoso 1999b, Hyvarinen 1999]
consiste à estimer A itérativement, par des méthodes apparentées à la descente de
gradient, en optimisant un critère d'indépendance entre les composantes. Ce type
de méthodes est donc très proche de la poursuite de projection (voir chapitre 3).
La seconde famille d'algorithmes [Cardoso 1999b, Comon 1994] permet d'estimer A,
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Figure 2.1  Illustration de la décomposition du signal Xi,j en composantes pures.
Si l'image considérée contient N bandes spectrales et que l'on recherche M compo-
santes pures telles que M ≤ N , alors A est une matrice N ∗M .
en déﬁnissant l'indépendance entre les composantes grâce aux matrices des cumu-
lants. Ainsi, A est construite par diagonalisation des matrices des cumulants. Dans
[Cardoso 1999b], l'auteur montre que le fait de choisir les cumulants d'ordre deux et
quatre permet d'avoir une méthode mathématiquement équivalente à une analyse
en composantes indépendantes par minimisation de l'indice de Kullback-Leibler.
ACI par poursuite de projection
La méthode présentée et utilisée ici est la méthode dite FastICA, proposée par
Hyvarinen dans [Hyvarinen 1999]. Cette méthode itérative, consiste à construire la
matrice A, ou plus exactement la matrice (pseudo)inverse de A, en maximisant un
critère de néguentropie. L'algorithme FastICA, peut être décomposé en trois étapes :
 Calcul du sous-espace bruit
 Construction de la matrice A
 Projection des données dans la base des composantes pures
Calcul du sous-espace bruit : La méthode FastICA nécessite une étape de
prétraitement des données, appelée blanchiment ou sphérisation. Cette étape étant
réalisée par analyse en composante principale, on va donc utiliser cette ACP pour
diminuer le bruit. L'étape de réduction du bruit revient ainsi à réduire les données
par ACP.
Construction de la matrice A : Pour construire la matrice de mélange A, la mé-
thode proposée par Hyvarinen [Hyvarinen 1999] vise à maximiser la non-gaussianité
du signal Xi,j en maximisant un indice de néguentropie. Cet indice de néguentro-
pie mesure la diﬀérence entre l'entropie du signal Xi,j étudié et l'entropie d'une
gaussienne qui a la même matrice de corrélation que le signal initial Xi,j . Ainsi, Hy-
varinen propose une méthode itérative pour estimer A. Dans cet algorithme, chaque
composante pure (chaque colonne de A) est estimée séparément tout en respectant
un critère d'orthogonalité entre les diﬀérentes sources, de manière à ce qu'elles soient
bien séparées. Il est à noter que cette technique ne s'applique pas directement sur
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les données, mais sur les données blanchies (ou sphérisées). Le blanchiment d'une
variable aléatoire x consiste à la transformer en une variable aléatoire xb telle que
la matrice de covariance de xb soit la matrice identité Id.
E{xbxtb} = Id (2.50)
où E est l'espérance mathématique. L'intérêt du blanchiment des données est de
faciliter le calcul de la néguentropie qui introduit une variable aléatoire gaussienne
de même matrice de corrélation que le signal étudié. La méthode d'estimation des
sources par un algorithme de point ﬁxe est décrite plus en détail dans l'Annexe C.
Représentation des données dans la base des composantes pures Lorsque le
bruit est retiré et que la matrice A est estimée, le problème de séparation de sources
peut s'écrire Yi,j = ASi,j avec Yi,j le signal initial débruité (Yi,j = Xi,j − Bi,j).
Représenter les données dans la base des composantes pures revient à faire la pro-
jection Yi,j = ASi,j . On peut donc projeter Yi,j dans l'espace entier engendré par A,
en faisant le produit matriciel Si,j = WYi,j avec W la matrice (pseudo)inverse de
A. Cependant, la contrainte sur Si,j ( ∀k ∈ [1, Nb], Si,j(k) ≥ 0 et
∑Nb
k=1 Si,j(k) = 1)
introduit une contrainte sur Yi,j . En eﬀet, pour que la projection garde un sens
physique, elle ne se fait pas sur l'espace engendré par A tout entier, mais sur un
sous-espace qui satisfait les contraintes de positivité et de somme unitaire sur Si,j .
En pratique, pour trouver les coordonnées des données dans le sous-espace des com-
posantes pures, la projection est réalisée sur l'espace tout entier, puis l'on réduit
l'ensemble des données projetées au sous-ensemble qui satisfait les conditions sur
Si,j . Ainsi, une solution proposée dans [Rellier 2002] est de considérer chaque point
de données projetées comme étant le barycentre des vecteurs de la base engendrée
par A. La somme des coeﬃcients de projection de chaque pixel est donc égale à un.
De plus, si un coeﬃcient est négatif, il est remis à zéro. Un pseudo-algorithme de
FastICA est détaillé en Annexe C.
ACI par calcul des cumulants
En ce qui concerne les méthodes de résolution de séparation de sources en uti-
lisant les cumulants, on se propose ici d'utiliser l'algorithme Joint Approximate
Diagonalisation of Eigenmatrices (JADE). Cet algorithme, décrit par Cardoso dans
[Cardoso 1999b], vise à rechercher les composantes indépendantes dans le signal étu-
dié en diagonalisant successivement la matrice des cumulants d'ordre 2, c'est-à-dire
la matrice de corrélation, puis en diagonalisant les matrices de cumulants d'ordre 4.
Les matrices de vecteurs propres issues de ces diagonalisations constituent alors la
matrice A de mélange. Dans [Cardoso 1999a], l'auteur modélise la décomposition en
composantes indépendantes, comme une rotation des données. Pour rechercher les
composantes indépendantes, il est nécessaire, au préalable, de décorréler les données.
Comme pour FastICA, on procède donc au blanchiment des données. Après blanchi-
ment, le problème de séparation de sources s'écrit donc sous la forme : Zi,j = WtASi,j
avec Wt la matrice de blanchiment et Zi,j le pixel Xi,j blanchi (Zi,j = WtXi,j). La
nouvelle matrice de mélangeWtA est donc une matrice de rotation car elle relie deux
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vecteurs blancs. Rechercher les composantes indépendantes revient donc maintenant
à rechercher une rotation. Pour déterminer cette matrice de rotation, l'algorithme
JADE optimise le critère [Cardoso 1999b] :
φ(Z) =
∑
ijkl 6=iikl
(
QZijkl
)2
(2.51)
avec QZijkl le cumulant d'ordre 4 de Z
QZijkl = E{ZiZjZkZl}+E{Zi}E{Zj}E{Zk}E{Zl}
+E{ZiZk}E{ZjZl}+E{ZiZl}E{ZjZk} (2.52)
L'algorithme JADE peut être décomposé en trois étapes :
 Blanchiment des données
 Construction de la matrice A
 Projection des données dans la base des composantes pures
Blanchiment des données : Le blanchiment des données est une étape réalisée
par diagonalisation de la matrice de corrélation du signal étudié :
Z =
(√
D
)−1
EtX, (2.53)
avec D la matrice de corrélation diagonalisée et E la matrice des vecteurs propres
associés aux valeurs propres de D. Comme pour FastICA, lors de cette étape
de blanchiment des données, une réduction de données peut être eﬀectuée pour
diminuer le bruit.
Construction de la matrice A : La matrice de projection A est ensuite calculée
en diagonalisant conjointement l'ensemble des matrices des cumulants d'ordre 4.
Pour réaliser cette diagonalisation conjointe, Cardoso propose dans [Cardoso 1999b]
une méthode qui dérive de la méthode de diagonalisation de Jacobi pour diagonaliser
les matrices symétriques.
Projection des données dans la base des composantes pures : La projection
des données dans le sous-espace des composantes pures se fait identiquement à la
méthode présentée au paragraphe 2.2.2.2. Un pseudo algorithme de JADE est
détaillé en Annexe D.
Comparaison des deux méthodes d'ACI
En pratique, les deux méthodes de séparation de sources donnent des résultats très
proches. Cependant, lors de l'exécution des programmes, on remarque une plus
grande stabilité de l'algorithme JADE par rapport à FastICA. En eﬀet, l'indé-
termination du modèle présenté précédemment vis-à-vis d'un coeﬃcient multiplica-
teur est visible lors de l'utilisation de FastICA. Ainsi, si on lance plusieurs fois
FastICA sur le même cube de données, il n'est pas rare de voir apparaître soit
une source, soit le négatif de cette même source. JADE ne présente pas cet in-
convénient. De plus, FastICA est un algorithme d'optimisation par descente de
gradient, ainsi, la convergence n'est pas assurée et le temps de calcul est variable
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d'une image à une autre. JADE étant un algorithme de diagonalisation de ma-
trices symétriques, son temps de calcul est plus stable. Ainsi, pour déterminer cinq
sources dans un cube de mélasma contenant 18 bandes spectrales et 960*1280 pixels,
JADE nécessite en moyenne 8 secondes en utilisant un seul c÷ur à 2.2Ghz alors
que FastICA peut mettre entre 8 secondes et plusieurs minutes suivant le nombre
d'itérations nécessaire à la convergence pour la recherche de chacune des sources.
Par la suite, pour présenter les résultats de séparation de source, nous utiliserons
donc l'algorithme JADE. Pour l'étude du mélasma, les résultats obtenus montrent
que la séparation de source fait ressortir une image qui contient principalement la
composante mélanine (voir ﬁgure 2.2). Nous proposons alors d'utiliser la combinai-
son linéaire de bandes spectrales de cette composante comme critèreM . Cependant,
lorsque l'on utilise l'ACI sur des images spectrales diﬀérentes, on obtient une signa-
ture spectrale du mélasma diﬀérente. La ﬁgure 2.3 montre les signatures spectrales
obtenues sur l'ensemble des images d'une étude clinique à t0. On remarque que, mis
à part quelques images atypiques, l'ensemble des signatures spectrales suivent un
même proﬁl. Sur la ﬁgure 2.3, on observe deux types de courbes qui correspondent
à une signature spectrale et son négatif. Cette inversion de signe est due a l'indé-
termination du modèle de l'ACI. Nous choisissons donc pour critère M la moyenne
en valeur absolue des signatures spectrales des images de l'étude. Cette moyenne
est représentée par un ligne rouge sur la ﬁgure 2.4. Un signe est en suite aﬀecté a
chacun des coeﬃcients de manière a conserver le proﬁl initiale. Le proﬁl obtenu est
représenté en ﬁgure 2.6.
2.3 Résultats obtenus
Dans cette partie, les résultats obtenus par les deux méthodes proposées sont
présentés et comparés avec la méthode de référence utilisée en dermatologie. Cette
méthode de référence vise à utiliser comme spectre d'analyse la mesure de luminance.
La mesure de luminance est obtenue par l'intégration spectrale décrite en Annexe A.
Aﬁn de réaliser les mesures de sévérité, les quatre zones d'intérêt (IES , I
E
P , I
C
S et
ICP ) par patient sont nécessaires. Pour n'évaluer que la méthode d'analyse spectrale
indépendamment d'un algorithme de classiﬁcation, nous spéciﬁons ces quatre zones
à la main. De plus, pour que ces zones soient comparables à une mesure de spectro-
colorimétrie (technologie avec laquelle nous comparerons les résultats en partie 2.4)
nous limitons chacune de ces zones à un disque de 1,5 cm de diamètre environ au
centre de la zone pathologique. Aﬁn de faire correspondre les quatre zones d'intérêt
sur les séries temporelles d'image, un recalage géométrique des images entre les
diﬀérents temps de mesure est nécessaire. Pour que l'analyse ne soit pas dépendante
d'un algorithme de recalage, qui pourrait altérer les radiométries locales des images,
nous repositionnons manuellement les quatre zones (IES , I
E
P , I
C
S et I
C
P ) sur chacune
des images de la série temporelle. La ﬁgure 2.5 illustre sur un exemple les zones
d'intérêt sélectionnées.
Lorsque les zones d'intérêt sont isolées par patient et sur la série temporelle,
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(a) (b) Composante ACI
(c) Composante ACI
Figure 2.2  Illustration d'une composante obtenue par ACI représentative de la
pathologie (patient 9001 de la première étude clinique). (a) Image couleur recons-
truite, (b) source obtenue par ACI calculée sur l'image, (c) source obtenue par le
proﬁl moyen obtenu sur la première étude clinique et illustré en ﬁgure 2.6.
Figure 2.3  Signatures spectrales obtenues par ACI sur des images de mélasma. En
bleu est représenté l'ensemble des signatures spectrales obtenues sur l'ensemble des
images d'une étude clinique. Abscisse : indice de la bande spectrale dans l'image,
ordonnée : coeﬃcient assigné à chaque bande spectrale.
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Figure 2.4  Signatures spectrales en valeur absolue obtenues par ACI sur des
images de mélasma. En bleu est représenté l'ensemble des signatures spectrales ob-
tenues sur l'ensemble des images d'une étude clinique. En rouge est représentée la
moyenne des signatures spectrales en bleu. Abscisse : indice de la bande spectrale
dans l'image, ordonnée : coeﬃcient assigné à chaque bande spectrale.
(a) t0 (b) t1
(c) t2 (d) t3
Figure 2.5  Illustration de la méthode de sélection des zones d'intérêt sur les quatre
temps de mesure pour un patient (patient 9004 de la première étude clinique). La
zone saine d'intérêt est détourée en bleu et la zone pathologique d'intérêt est détourée
en rouge.
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Figure 2.6  Ensemble des signatures spectrales estimées sur la première étude
clinique.Abscisse : longueurs d'onde en nanomètres, ordonnée : poidsmb attribué
au bandes spectrales
nous pouvons appliquer le critère spectral M choisi et réaliser un test d'hypothèse
pour évaluer l'eﬀet d'un traitement. Aﬁn d'évaluer les méthodes proposées, nous
les testons sur la première étude clinique (détaillée dans la partie 1.6.2), puis les
appliquons sur la seconde étude clinique (détaillée dans la partie 1.6.2). Les résul-
tats obtenus sont alors comparés à la mesure de luminance que l'on utilise comme
référence. La table 1.1 présente les résultats des tests statistiques obtenus sur la
première étude avec le critère de luminance mesurée par spectro-colorimétrie. On
observe que cette mesure met en évidence les eﬀets des traitements Ad2 et Ad3 vis-
à-vis du comparateur à partir du temps t2, et que le traitement St n'a pas d'eﬀet.
2.3.1 Application des critères spectraux sur la première étude
Dans les sections précédentes, nous avons mis en place des techniques permettant
d'évaluer un critère M permettant de faire une combinaison linéaire de bandes
spectrales. Dans cette section, nous estimons tout d'abord ce critère M avec les
diﬀérentes méthodes proposées. Nous réalisons cette estimation sur la première étude
clinique. Puis nous appliquons les critères obtenus sur la première étude clinique pour
évaluer l'intérêt des méthodes. Enﬁn, nous appliquons les critères M estimés par la
première étude clinique sur la seconde étude clinique de manière à les valider.
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Figure 2.7  Représentation des coeﬃcients de la fonction f2 pour les trois trai-
tements de la première étude clinique. Courbe noire pour le traitement St, courbe
rouge pour le traitement Ad2 et courbe bleue pour le traitement Ad3. Abscisse :
longueurs d'ondes en nanomètres, ordonnée : coeﬃcients de la fonction f2 pour
chaque longueur d'onde.
2.3.1.1 Estimation de M par sélection de bandes
La première méthode d'analyse du spectre appliquée à la première étude est la
sélection de bandes. Aﬁn d'estimer M par cette méthode, nous proposons d'utiliser
la fonction objective f2. Cette fonction est la plus appropriée à notre problème
puisqu'elle permet d'intégrer à la fois l'écart entre zone saine et zone pathologique
et l'écart entre les temps de mesure. Les fonctions f2 calculées pour chacun des trois
traitements de la première étude clinique sont tracées en ﬁgure 2.7. Les coeﬃcients
les plus forts apparaissent pour les bandes entre 600 et 700 nm. Si l'on observe un
cube initiale (voir Annexe B), on remarque bien que les bandes autour de 600 nm
sont celles qui montrent le plus de contraste entre la pathologie et la peau saine. Lors
des expérimentations eﬀectués, il s'est avéré que les bandes en proche infrarouge ont
tendance à perturber la mesure. On ne considère donc pas ces bandes spectrales. Le
domaine spectrale à l'étude se limite alors à 12 bandes spectrales. Si l'on ne considère
que les coeﬃcients mb positifs pour déﬁnir M , on obtient deux critères M diﬀérents
suivant le traitement étudié. Ainsi pour le traitement St et le traitement Ad3, c'est
la bande à 590nm qui est déterminée comme optimale au sens du critère f2. Pour le
traitement Ad2, c'est la bande à 645nm. Si l'on considère également des coeﬃcients
mb négatifs on obtient alors la combinaison b590 − b405 pour les traitements St et
Ad3 et la combinaison b645 − b405 pour le traitement Ad2. Les diﬀérents critères M
obtenus sont représentés en ﬁgure 2.6.
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2.3.1.2 Estimation de M par ACI
La combinaison de bandes spectrales obtenue par ACI est montrée en ﬁgure 2.6.
La combinaison à la particularité d'avoir des coeﬃcients négatifs pour les bandes
en proche infrarouge. Les bandes du spectre visible ont quant à elles des coeﬃcients
positifs dont les plus élevés se trouvent proche des bandes à 600nm qui correspondent
au bandes précédemment identiﬁées comme celles de plus fort contraste entre la
pathologie étudiée et la peau saine. Comme pour le cas de l'estimation de M par
maximisation de f2, les expérimentations ont montré que les bandes infrarouges
perturbe la mesure. Les coeﬃcients des bandes infrarouges sont alors mis à zero
pour obtenir la combinaison spectrale nommée Moyenne ACI sans IR dans la
ﬁgure 2.6.
2.3.1.3 Application des critères spectraux sur la première étude
La table 2.1 résume l'ensemble des résultats obtenus par les tests de Wilcoxon
sur la première étude clinique avec les diﬀérents critères M proposés. Les résultats
détaillés de cette analyse statistique sont en Annexe E. Les p-valeurs signiﬁcatives
(c'est à dire < 0.05) sont grisées de manière à mettre en évidence les temps pour
lesquels un changement signiﬁcatif est détecté. Sur les résultats de la ﬁgure 2.1,
on observe que tout les critères M donnent des résultats concordants avec l'analyse
clinique. Tout d'abord, le critère de luminance (L∗) obtenu par intégration spectrale
grâce aux coeﬃcients Y illustrés en ﬁgure 2.6 permet d'obtenir les mêmes résultats
qu'avec la luminance de référence calculée par spectro-colorimétrie. Ce critère L∗
met en évidence les eﬀets des traitements à partir du temps t2. Les critères b590
et ACI sans IR donnent les mêmes résultats statistiques que la luminance. Ces
critères n'apportent donc pas en terme de précocité de la détection de l'eﬀet d'un
traitement. Enﬁn, les critères b645, b590 − b405 et b645 − b405 permettent de détecter
un changement dans la pathologie dès le temps t1. Ces critères permettent donc
d'apporter une analyse nouvelle d'une étude clinique en détectant plus précocement
une évolution de la pathologie. Les critères b590 − b405 et b645 − b405 donnent des
résultats comparables. On préfèrera utiliser le critère b590 − b405 car il est ressorti
pour deux des trois traitements de la première étude clinique. .
Aﬁn de mesurer l'impacte de la normalisation par rapport à la zone saine, on
réalise de nouveau les tests statistique pour les critères L∗, b590 − b405 et ACI sans
IR mais avec la normalisation de l'équation (2.13) qui normalise uniquement par
rapport au traitement comparateur par soustraction. Un résumé des résultats est
présenté en ﬁgure 2.2 et les résultats complets sont en annexe E. Les résultats
obtenus sont alors comparables à ceux obtenus précédemment avec la normalisation
de l'équation (2.16).
2.3.2 Application des critères spectraux sur la seconde étude
Aﬁn de s'assurer de la robustesse de la méthode de recherche de signatures spec-
trales proposée, nous appliquons les signatures spectrales obtenues pour la première
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M Traitement t1 − t0 t2 − t0 t3 − t0
L∗
St 7.959 10
−1 5.014 10−1 7.173 10−1
Ad2 3.793 10
−1 1.128 10−2 8.793 10−2
Ad3 9.798 10
−2 3.204 10−3 5.312 10−4
b590
St 9.9 10
−1 4.379 10−1 5.694 10−1
Ad2 3.010 10
−1 4.373 10−2 8.793 10−2
Ad3 7.873 10
−2 2.282 10−3 5.312 10−4
b645
St 3.793 10
−1 7.563 10−1 6.791 10−1
Ad2 2.343 10
−1 2.618 10−2 4.373 10−2
Ad3 4.373 10
−2 3.783 10−3 9.350 10−4
b590 − b405
St 1.476 10
−1 1.089 10−1 7.563 10−1
Ad2 5.571 10
−2 3.400 10−2 4.373 10−2
Ad3 8.360 10
−3 3.204 10−3 9.350 10−4
b645 − b405
St 9.176 10
−1 9.176 10−1 5.349 10−1
Ad2 1.128 10
−2 1.737 10−2 7.169 10−3
Ad3 1.306 10
−2 2.707 10−3 1.918 10−3
ACI sans IR
St 5.694 10
−1 8.767 10−1 9.587 10−1
Ad2 4.080 10
−1 2.289 10−2 8.793 10−2
Ad3 7.873 10
−2 5.233 10−3 9.350 10−4
Table 2.1  Ensemble des résultats des tests de Wilcoxon eﬀectués sur la première
étude clinique en fonction du critère M utilisé. Pour appliquer le critère M , c'est la
normalisation de l'équation (2.16) (qui normalise par rapport à la zone saine et au
traitement comparateur par soustraction) qui est utilisée.
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M Traitement t1 − t0 t2 − t0 t3 − t0
L∗
St 7.959 10
−1 6.791 10−1 6.416 10−1
Ad2 1.306 10
−2 2.289 10−2 9.798 10−2
Ad3 1.788 10
−1 7.169 10−3 1.918 10−3
b590 − b405
St 7.173 10
−1 5.349 10−1 5.014 10−1
Ad2 2.289 10
−2 1.737 10−2 3.400 10−2
Ad3 1.997 10
−2 1.609 10−3 9.725 10−3
ACI sans IR
St 6.416 10
−1 5.694 10−1 5.014 10−1
Ad2 1.997 10
−2 3.400 10−2 8.793 10−2
Ad3 1.476 10
−1 7.169 10−3 1.123 10−3
Table 2.2  Ensemble des résultats des tests de Wilcoxon eﬀectués sur la première
étude clinique en fonction du critère M utilisé. Pour appliquer le critère M , c'est
la normalisation de l'équation (2.13) (qui normalise uniquement par rapport au
traitement comparateur par soustraction) qui est utilisée.
étude sur la seconde étude dont nous disposons. Ainsi, pour le critère de sélection de
bandes spectrales, nous avons choisi de garder le critère b590−b405. Pour la méthode
par ACI, nous avons choisi d'utiliser la combinaison de bandes dont les coeﬃcients
des bandes infrarouges sont mis à zéro. La table 2.3 résument les p-valeurs des tests
de Wilcoxon réalisés sur la seconde étude clinique. On observe que les résultats ob-
tenus sont contraires à l'analyse clinique. En eﬀet les tests statistiques montrent un
eﬀet du traitement A et aucun eﬀet du traitement T alors que l'analyse clinique
stipule le contraire (voir section 1.6.2).
L'analyse des données obtenues en ﬁgure 2.3 a montré que cette erreur provient
de la normalisation par rapport à la zone saine. En eﬀet, la mesure de sévérité sur
un patient est la diﬀérence entre zone saine et zone pathologique conformément à
l'équation 2.16. Si la zone saine évolue pour une raison quelconque (exposition au
soleil...), alors la normalisation par cette zone saine peut biaiser la mesure. Pour
pallier ce problème, la normalisation par la zone saine est retirée. la normalisation
pour un patient est alors celle de l'équation (2.13). L'hypothèse est alors faite que
les images sont suﬃsamment calibrées entre les diﬀérents temps de mesure. Les
tableaux de la ﬁgure 2.4 montrent les résultats des tests de Wilcoxon obtenus sur
l'ensemble de l'étude avec la normalisation de l'équation (2.13). On observe que
les p-valeurs obtenues sont maintenant conformes à l'analyse clinique. De plus, la
comparaison des mesures spectrales eﬀectuée pour la première étude est conﬁrmée
par ces résultats sur la seconde étude.
2.3.3 Conclusion
Les critères spectraux proposés que ce soit par ACI ou par recherche d'une
bande optimale permettent de sélectionner des bandes spectrales dans des longueurs
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Test Traitement t1 − t0 t2 − t0 t3 − t0
L
A 8.966 10−1 2.054 10−1 2.508 10−2
T 7.701 10−1 2.696 10−1 5.373 10−1
b590 − b405
A 8.966 10−1 2.305 10−2 7.416 10−2
T 4.355 10−1 9.777 10−2 1.831 10−1
ICA sans IR
A 9.741 10−1 2.229 10−1 1.489 10−2
T 8.455 10−1 3.986 10−1 8.710 10−1
Table 2.3  Résultats des tests statistiques sur la seconde étude en utilisant les
critères L∗, b590 − b405 et ICA sans IR. Pour appliquer le critère M , c'est la nor-
malisation de l'équation (2.16) (qui normalise par rapport à la zone saine et au
traitement comparateur par soustraction) qui est utilisée.
Test Traitement t1 − t0 t2 − t0 t3 − t0
L
A 8.455 10−1 7.210 10−1 1.270 10−1
T 9.741 10−1 9.397 10−3 1.637 10−3
b590 − b405
A 1.116 10−1 5.373 10−1 9.777 10−2
T 4.750 10−1 3.859 10−3 9.337 10−3
ICA sans IR
A 7.210 10−1 5.589 10−1 1.627 10−1
T 8.966 10−1 6.389 10−3 3.478 10−3
Table 2.4  Résultats des tests statistiques sur la seconde étude en utilisant les
critères L∗, b590 − b405 et ICA sans IR. Pour appliquer le critère M , c'est la norma-
lisation de l'équation (2.13) (qui normalise uniquement par rapport au traitement
comparateur par soustraction) qui est utilisée.
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d'ondes optimum pour l'analyse de la pathologie et du traitement à l'étude. De plus,
lors du calcul de ces signatures spectrales aucun modèle spéciﬁque à une pathologie
n'est ajouté. On peut donc penser que la méthodologie proposée est adaptable à
d'autres types de pathologies que le mélasma. Du point de vue des résultats expé-
rimentaux, seule la méthode de sélection de bandes optimales permet de rendre la
détection des eﬀets des traitements plus précoce.
2.4 Apport de l'imagerie multi-spectrale
Dans cette partie nous nous intéressons à comparer l'apport de l'imagerie multi-
spectrale vis-à-vis de deux des technologies les plus utilisées en dermatologie. La
première comparaison consiste à comparer la sensibilité des mesures spectrales du
capteur multi-spectral avec un spectro-colorimètre. Pour cette comparaison nous
utilisons les trois critères que sont L∗, b590 − b405 et ACI sans infrarouge. Les deux
derniers critères ne pouvant être estimés directement sur les données du spectro-
colorimètre, nous utilisons les poidsmb des bandes spectrales estimés avec le capteur
multi-spectral. La seconde comparaison est celle entre le capteur multi-spectral et
l'imagerie couleur. Pour cette comparaison, seuls deux des critères sont utilisables :
L et ACI sans infrarouge. Pour réaliser cette comparaison de technologies, nous nous
concentrons sur la première étude. Étant donné que dans les expérimentations de la
partie 2.3 nous avons écarté la normalisation par la zone saine, les résultats résumés
dans la ﬁgure 2.5 donnent les résultats obtenus sans normalisation par la zone saine.
2.4.1 Comparaison entre multi-spectral et spectro-colorimètre
La mesure de luminance est une valeur de sortie d'un spectro-colorimètre. On
peut donc directement comparer cette valeur avec celle obtenue par intégration spec-
trale sur les images multi-spectrales. La table 2.5 contient les résultats statistiques
obtenus avec la mesure de luminance sur les données du spectro-colorimètre. On
observe que les résultats obtenue par spectro-colorimétrie et par imagerie multi-
spectrale aboutissent au mêmes conclusions. On propose maintenant d'utiliser la
combinaison de bandes spectrales b590 − b405 estimée avec les données de l'imageur
muti-spectral sur les données spectro-colorimétriques. Les résultats obtenus sont pré-
sentés en table 2.5. On observe que les résultats sont moins bons qu'avec l'imagerie
multi-spectrale puisque les eﬀets du traitement Ad2 ne sont pas visibles avec ce test.
La dernière comparaison vise à utiliser la combinaison de bandes spectrales obtenue
par ACI sur les données multi-spectrales et à la transposer aux données spectro-
colorimétriques. On intègre donc les mesures spectrales du spectro-colorimètre en
accordant aux longueurs d'onde les poids obtenus par ACI. Le spectro-colorimètre
ne contenant pas de mesure infrarouge, les coeﬃcients infrarouges sont automatique-
ment nuls. Les résultats des tests statistiques eﬀectués sont présentés en ﬁgure 2.5.
Les résultats obtenus sont, pour ce critère spectral, comparables à ceux obtenus
avec l'imagerie multi-spectrale. Les trois comparaisons eﬀectuées entre imagerie
multi-spectrale et spectro-colorimétrie tendent à montrer que ces deux technolo-
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gies ont une précision spectrale équivalente. La seule diﬀérence est que l'imagerie
multi-spectrale oﬀre une information spatiale qui, vue comme une distribution, peut
permettre d'estimer des combinaisons de bandes spectrales comme on l'a fait ici par
ACI par exemple.
2.4.2 Comparaison entre imagerie multi-spectrale et couleur
La comparaison entre imagerie couleur et imagerie multi-spectrale du point de
vue de la couleur peut de faire à partir de la mesure de luminance et de la mesure
fondée sur l'ACI. La mesure de luminance est directe pour l'imagerie couleur. La
transformation de l'espace RVB vers l'espace CIE L∗a∗b, décrite en Annexe A, est
appliquée sur les images couleurs aﬁn d'obtenir la composante L∗. Une mini-zone
d'intérêt, sur laquelle une couleur moyenne est mesurée, est manuellement sélection-
née sur chacune des images couleur de la même manière que cela a été fait pour
les images multi-spectrales (voir section 2.3). Les résultats des statistiques obtenues
avec les images couleur sont résumés dans la ﬁgure 2.5. On observe que les eﬀets du
traitement Ad3 sont détectés dès le temps t1, ce qui est plus précoce que ce que l'on
obtient avec l'imagerie multi-spectrale. En ce qui concerne le traitement Ad2, aucun
eﬀet n'est détecté alors que l'analyse clinique indique un eﬀet. Une ACI peut être
utilisée sur l'imagerie couleur [Tsumura 1999] pour obtenir une représentation des
composantes de la peau. Comme pour l'imagerie multi-spectrale, nous réalisons une
ACI sur chacune des images couleur de l'étude et moyennons les combinaisons de
bandes de chacune des images pour obtenir un critère spectral unique à l'ensemble
de l'étude. Les résultats des tests statistiques réalisés avec ce critère sont résumés
en ﬁgure 2.5. Comme pour la mesure de luminance, les eﬀets du traitement Ad3
sont mis en évidence plus précocement qu'avec l'imagerie multi-spectrale alors que
les eﬀets du traitement Ad2 ne sont pas détectés. En conclusion des résultats ex-
périmentaux obtenus avec l'imagerie couleur, on peut penser que cette technologie
est moins robuste que l'imagerie multi-spectrale pour mesurer l'aspect couleur de la
pathologie étudiée.
2.4.3 Conclusion
L'ensemble des tests eﬀectués aﬁn de comparer imagerie multi-spectrale, cou-
leur et spectro-colorimétrie sur leurs capacités à discriminer la couleur de la pa-
thologie étudiée, tendent à montrer que l'imagerie couleur est insuﬃsante car non
robuste, alors que l'imagerie multi-spectrale et la spectro-colorimétrie sont équiva-
lentes. Étant donné que l'imagerie multi-spectrale comporte une information spatiale
supplémentaire que ne contient pas un spectro-colorimètre, nous pouvons dire que
pour notre application, un imageur multi-spectral équivaut à un spectro-colorimètre
2D.
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M Traitement t1 − t0 t2 − t0 t3 − t0
L∗ spectro-colorimétrie
St 2.552 10
−1 6.416 10−1 9.176 10−1
Ad2 6.416 10
−1 1.337 10−1 4.942 10−2
Ad3 6.267 10
−2 1.609 10−3 9.725 10−3
b590 − b405 spectro-colorimétrie
St 1.476 10
−1 4.691 10−1 4.379 10−1
Ad2 5.694 10
−1 1.961 10−1 8.793 10−2
Ad3 1.089 10
−1 4.455 10−3 1.508 10−2
ACI sans IR spectro-colorimétrie
St 7.959 10
−1 9.587 10−1 8.793 10−2
Ad2 5.014 10
−1 1.788 10−1 3.400 10−2
Ad3 2.289 10
−2 1.609 10−3 4.455 10−3
L∗ imagerie couleur
St 4.942 10
−2 9.798 10−2 3.519 10−1
Ad2 9.587 10
−1 2.775 10−1 6.050 10−1
Ad3 1.123 10
−3 6.430 10−4 6.430 10−4
ACI sans IR imagerie couleur
St 6.267 10
−2 2.775 10−1 5.349 10−1
Ad2 8.361 10
−1 4.379 10−1 3.793 10−1
Ad3 2.707 10
−3 1.123 10−3 9.350 10−4
L∗ imagerie multi-spectrale
St 7.959 10
−1 6.791 10−1 6.416 10−1
Ad2 1.306 10
−2 2.289 10−2 9.798 10−2
Ad3 1.788 10
−1 7.169 10−3 1.918 10−3
b590 − b405 imagerie multi-spectrale
St 7.173 10
−1 5.349 10−1 5.014 10−1
Ad2 2.289 10
−2 1.737 10−2 3.400 10−2
Ad3 1.997 10
−2 1.609 10−3 9.725 10−3
ACI sans IR imagerie multi-spectrale
St 6.416 10
−1 5.694 10−1 5.014 10−1
Ad2 1.997 10
−2 3.400 10−2 8.793 10−2
Ad3 1.476 10
−1 7.169 10−3 1.123 10−3
Table 2.5  Ensemble des résultats des tests de Wilcoxon eﬀectués sur la première
étude clinique en fonction du critère M et de la technologie utilisée. Pour appliquer
le critère M , c'est la normalisation de l'équation (2.13) (qui normalise uniquement
par rapport au traitement comparateur par soustraction) qui est utilisée.

Chapitre 3
Critère spatial
Sommaire
3.1 Les méthodes de classiﬁcation en multi et hyper-spectral . 62
3.1.1 Les méthodes de réduction de dimension . . . . . . . . . . . . 64
3.1.2 Les méthodes de classiﬁcation . . . . . . . . . . . . . . . . . . 64
3.2 Méthodologies sélectionnées . . . . . . . . . . . . . . . . . . . 76
3.2.1 Réduction de dimension par poursuite de projection . . . . . 76
3.2.2 Analyse en composantes indépendantes . . . . . . . . . . . . 82
3.2.3 Séparateurs à vaste marge . . . . . . . . . . . . . . . . . . . . 83
3.2.4 Compensation des eﬀets de volume et d'éclairage . . . . . . . 89
3.2.5 Résultats obtenus . . . . . . . . . . . . . . . . . . . . . . . . 94
3.3 Généralisation à une étude complète . . . . . . . . . . . . . . 98
3.3.1 Entrainement global . . . . . . . . . . . . . . . . . . . . . . . 98
3.3.2 Outil de classiﬁcation interactif . . . . . . . . . . . . . . . . . 101
3.3.3 Résultats obtenus . . . . . . . . . . . . . . . . . . . . . . . . 102
3.4 Apport du multi-spectral . . . . . . . . . . . . . . . . . . . . . 104
3.4.1 Comparaison avec des classiﬁcations sur des images (ou re-
constructions) couleur . . . . . . . . . . . . . . . . . . . . . . 105
3.4.2 Comparaison des méthodes de réduction de dimension entre
multi et hyper-spectral . . . . . . . . . . . . . . . . . . . . . . 107
Le but de ce chapitre est de proposer une méthode de classiﬁcation aﬁn d'isoler
les zones d'intérêt dans l'image. Un algorithme de classiﬁcation supervisé adapté à
l'application est ainsi mis en place pour analyser les images des études cliniques au
temps t0. Une telle classiﬁcation donne indirectement le critère de surface recherché.
En eﬀet, la classiﬁcation donne la surface de la pathologie à t0. Une mesure de
surface dynamique est ensuite étudiée au chapitre 4 dans le cadre de la détection de
changements spatiaux. Le chapitre est organisé de la façon suivante : la partie 3.1
fait un état de l'art des méthodes de classiﬁcation en imagerie hyper-spectrale. La
partie 3.2 détaille les algorithmes proposés ainsi que les modiﬁcations apportées aﬁn
de répondre à l'application visée. La partie 3.3 met en place un outil de classiﬁcation
interactive de manière à traiter le plus eﬃcacement possible toutes les images d'une
étude clinique à t0. Enﬁn, la partie 3.4 justiﬁe l'intérêt de l'imagerie multi-spectrale
comparativement à l'imagerie couleur et à l'imagerie hyper-spectrale.
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3.1 Les méthodes de classiﬁcation en multi et hyper-
spectral
La classiﬁcation en imagerie multi et hyper-spectrale s'inscrit dans le cadre de la
classiﬁcation dans des espaces de grande dimension. Un tel espace est soumis à un
phénomène souvent désigné par ﬂéau de la dimension ou malédiction de la dimension.
Ce terme à été introduit par Richard Bellman [Bellman 1961]. Prenons l'exemple
d'une image multi-spectrale d'environ 1000 × 1000 pixels et ayant 18 bandes spec-
trales. Chacune des bandes est quantiﬁée sur 256 niveaux de gris. Pour une image à
une seule bande, il est possible de dresser un histogramme à partir des 1000× 1000
soit 106 pixels. En revanche si l'on rajoute n dimensions, l'espace des valeurs pos-
sibles passe de 256 à 256n. Dans l'exemple de l'image à 18 bandes spectrales, il y
a 106 pixels ou réalisations dans un espace de 25618 = 2.2 1043 réalisations pos-
sibles. Le problème de classiﬁcation se fait alors dans un espace quasiment vide.
L'analyse de données dans un espace de grande dimension, dans un espace creux,
conduit au phénomène décrit par Hughes dans [Hughes 1968]. L'augmentation de la
dimension s'accompagne d'un accroissement du nombre de paramètres du modèle
utilisé pour l'analyse des données. Cela induit inévitablement une baisse de pré-
cision de l'estimation de ces paramètres entraînant une dégradation de la qualité
de la segmentation. En eﬀet, dans [Hughes 1968], l'auteur montre que lorsque l'on
ajoute des dimensions, la qualité de l'analyse s'accroit dans un premier temps grâce
à l'information supplémentaire introduite, mais au-delà d'une certaine dimension,
dépendant du problème, la qualité de l'analyse s'amoindrit en raison de la perte
de précision due à la faible quantité de données vis-à-vis de la taille de l'espace.
Pour pallier ce problème, une majorité des méthodes de classiﬁcation en imagerie
spectrale est composée de deux étapes. Tout d'abord une étape de réduction de di-
mension permet de projeter l'information utile des données dans un espace réduit où
le phénomène de Hughes est amoindri. Puis, un algorithme de classiﬁcation adapté
à l'application permet de traiter l'image spectrale réduite. La ﬁgure 3.1 propose
une classiﬁcation des méthodes d'analyse d'images hyper-spectrales. Tout d'abord,
l'étape de réduction de dimension, qui est facultative, est représentée par le premier
encadré. Les méthodes de classiﬁcations sont rangées suivant leur caractéristique
principale. On distingue ainsi les méthodes de classiﬁcation fondées sur un critère
spectral, les méthodes fondées sur un critère spatial et enﬁn les méthodes fondées
sur une analyse conjointe de l information spectrale et de l'information spatiale.
Les frontières entre ces trois catégories étant ﬂoues, les appellations spatiales éten-
dues et spectrales étendues permettent de regrouper les méthodes issues d'une
extension de méthodes initialement fondées sur un critère spatial au cadre spectral
et inversement. La suite de ce paragraphe présente les méthodes de classiﬁcation
répertoriées dans la ﬁgure 3.1. Puis, dans le paragraphe suivant, on détaille les al-
gorithmes des méthodes sélectionnées pour répondre au problème de classiﬁcation
de l'hyper-pigmentation cutanée par imagerie spectrale.
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3.1.1 Les méthodes de réduction de dimension
Un état de l'art des méthodes de réduction de dimension est présenté au cha-
pitre 2.
3.1.2 Les méthodes de classiﬁcation
Cette partie fait un état de l'art des méthodes de classiﬁcation, organisé suivant
la ﬁgure 3.1. L'intérêt de cette partie est de décrire les méthodes les plus représen-
tées dans la littérature du domaine de l'imagerie spectrale. La liste des méthodes
présentées n'est donc volontairement pas exhaustive et vise à présenter pour chaque
type de méthode l'algorithme le plus utilisé.
3.1.2.1 Les méthodes spectrales
Les algorithmes de classiﬁcation ne tenant compte que de l'information spec-
trale peuvent être catégorisées en méthodes non supervisées et méthodes supervisées.
Les méthodes non supervisées :
L'algorithme des k-moyennes :
L'algorithme de classiﬁcation le plus simple est l'algorithme des K-moyennes
[Schowengerdt 1997, Jain 1999]. Il consiste à séparer les données en K classes. K
est alors un paramètre ﬁxé par l'opérateur. Le centroïde de chacune des classes
est initialement ﬁxé arbitrairement. Puis, une des K classes est assignée à chacun
des pixels de l'image. Pour faire cette assignation, une distance est nécessaire.
La distance euclidienne est souvent utilisée. Les centroïdes des classes sont alors
actualisés comme étant le centre de gravité de chacune des K classes. Les procédures
d'assignation des classes et d'actualisation des centroïdes sont itérées jusqu'à ce
que les centroïdes soient stables. Cet algorithme possède deux inconvénients. Le
premier est de devoir connaître a priori le nombre de classes. Le second est que le
résultat dépend de l'initialisation. Pour estimer le nombre de classes K, diﬀérentes
méthodes ont été proposées dans la littérature. Par exemple, une modiﬁcation de
l'algorithme des K-moyennes a été proposée dans [Palubinskas 1998]. Pour ce faire,
l'entropie E est déﬁnie par :
E = −
K∑
i=1
pilog(pi) où pi =
Card(Ci)
N
(3.1)
tel que pi représente la probabilité d'un pixel de l'image de taille N d'appartenir à
la classe Ci. Le terme global à minimiser devient alors :
U = α
K∑
i=1
∑
~xj∈Ci
|| ~xj − ~µi||2 − (1− α)
K∑
i=1
pilog(pi) (3.2)
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où le premier terme
∑K
i=1
∑
~xj inCi
|| ~xj− ~µi||2 représente le terme global à minimiser
dans le cas des K-moyennes standard avec la distance Euclidienne. ~µi est le centroïde
i et ~xj le jeme pixel de l'image. α ∈ [0, 1] est un terme de pondération aﬁn de régler
le compromis entre les deux termes. L'algorithme des K-moyennes modiﬁé est alors
le suivant. On initialise avec un nombre de classes K grand, et un choix arbitraire
des K centroïdes des classes. A chaque itération, chaque pixel est associé à la classe
qui présente la distance d(~x− ~µi) = α||~x− ~µi||2− (1−α)Nlog(pi) la plus faible. Les
classes n'ayant pas de pixels attribués sont supprimées, et les centroïdes des autres
classes sont mis à jour. Cette procédure est alors itérée jusqu'à la convergence des
centroïdes des classes. Le terme α peut être augmenté au ﬁl des itérations car le
nombre de classes optimal est atteint lors des premières itérations [Lorette 1999].
L'algorithme ISODATA :
Tout comme l'algorithme des K-moyennes, l'algorithme ISODATA introduit dans
[Ball 1965] vise à minimiser l'erreur quadratique globale de classiﬁcation :
e2 =
C∑
c=1
N∑
j=1
|| ~xj − ~µc||2 (3.3)
où C est le nombre de classes. La procédure, itérative, nécessite comme paramètre
d'entrée un seuil ﬁxant la distance inter-classe maximum. La procédure de classiﬁ-
cation est alors la suivante :
 Les centroïdes des classes sont placés aléatoirement et les pixels sont aﬀectés
à une classe sur la base de la distance la plus courte au centroïde.
 L'écart-type au sein de chaque classe, et la distance entre les centres des classes
sont calculés.
 Une classe est divisée si sa variance est supérieure au seuil déﬁnie par l'uti-
lisateur.
 Deux classes sont fusionnées si la distance entre elles est inférieure au seuil
déﬁni par l'utilisateur.
 Une seconde itération est exécutée avec les nouveaux centres de classes.
 On itère le processus tant que :
 la distance moyenne entre les centres des classes est inférieure au seuil déﬁni
par l'utilisateur.
 Les centroïdes des classes sont stables entre les itérations, ou le nombre
maximal d'itérations est atteint.
L'algorithme des K-moyennes ﬂoues :
L'approche des K-moyennes ﬂoues [Bezdek 1981, Lorette 1999] est une approche qui
permet de réaliser une classiﬁcation en associant à chaque pixel un coeﬃcient d'ap-
partenance à chacune des classes. Pour une image contenant N pixels à partitionner
en K classes, le but de l'algorithme des K-moyennes ﬂoues est d'estimer la matrice
U dont le coeﬃcient uik représente le degré d'appartenance du pixel i à la classe k,
et la matrice V des centroïdes des classes. Pour ce faire, la fonction objectif J est
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déﬁnie par :
J =
N∑
i=1
K∑
k=1
umikd
2(~xi, ~vk) (3.4)
où la distance d est déﬁnie par :
d2(~xi, ~vk) = (~xi − ~vk)A(~xi − ~vk)T (3.5)
A étant une matrice symétrique déﬁnie positive. Les contraintes imposées lors de la
minimisation de la fonction objectif sont :
uik ∈ [0, 1],
K∑
k=1
uik = 1, ∀i, 0 <
N∑
i=1
uik < N ∀k (3.6)
m étant un paramètre qui permet de régler le degré de ﬂou. Il est souvent réglé
à 2. Aﬁn de réaliser l'optimisation de J , une solution est d'utiliser une procédure
itérative mettant à jour uik et ~vk par :
uik =
1∑K
j=1
(
di,k
dj,k
) 2
m−1
(3.7)
~vk =
∑N
i=1 u
m
i,kxi∑N
i=1 u
m
ik
(3.8)
L'analyse de mélange :
L'algorithme d'analyse de mélange propose de classer les données grâce à un modèle
statistique. Un algorithme de type EM (Expectation Maximisation) [Dempster 1977]
permet alors d'estimer les paramètres du modèle et de réaliser la classiﬁcation.
Dans le cas d'un modèle gaussien, chaque pixel de l'image peut être modélisé par
la probabilité suivante :
p(x) =
C∑
c=1
wcΦc(x;µc,Σc) (3.9)
où wc ∈ [0, 1] est le coeﬃcient de proportion de la classe c dans le pixel x, tel que∑C
c=1wc = 1. Φ(µ,Σ) est la densité de probabilité d'une distribution gaussienne
multivariée de moyenne µ et de matrice de covariance Σ. Ainsi :
Φc(x;µc,Σc) =
1
(2pi)Nb/2
1
|Σc|1/2
exp(−1
2
(x− µc)TΣ−1c (x− µc)) (3.10)
Une procédure de type EM [Celeux 1992] décrite dans l'algorithme 1 permet d'ob-
tenir les paramètres Ψ(C) = {C,wc, µc,Σc; c = 1, ..., C}.
Mean Shift :
L'algorithme de mean shift [Comaniciu 2002] permet d'obtenir une segmentation
d'une image par ﬁltrages successifs de chaque pixel dans un voisinage donné. Ainsi,
pour une distance donnée l'algorithme du mean shift peut être résumé de la ma-
nière suivante :
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Algorithme 1 Classiﬁcation par analyse de mélange
 Fixer Cmax le nombre maximum de classes souhaité
 Initialisation :
 Choisir arbitrairement C pixels pour déﬁnir les centres des classes.
 Assigner tous les autres pixels de l'image à une classe en choisissant la plus
proche suivant la distance euclidienne.
 Pour chaque itération i > 0 :
 estimer les paramètres pour chacune des classes c :
µic =
1
mi−1c
mi−1c∑
j=1
xi−1j,c
Σic =
1
mi−1c
mi−1c∑
j=1
(xi−1j,c − µic)(xi−1j,c − µic)T
wic =
mi−1c
n
 Assigner chacun des pixels à une classe en fonction de la probabilité a posteriori :
∀i ∈ [1, N ], P r(c|xj) = argmax
l in[1,C]
Pr(l|xj)
avec
Pr(l|xj) = w
i
lΦl(xj ;µ
i
l,Σ
i
l)∑C
c=1w
i
cΦc(xj ;µ
i
c,Σ
i
c)
 Éliminer les classes qui ont moins de pixels que la dimension de l'image (i.e
Nb)
 Si le critère de convergence (stabilité des classes) n'est pas atteint, refaire une
itération i = i+ 1.
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 1. Fixer une fenêtre autour de chaque pixel dans l'espace des couleurs.
 2. Calculer la moyenne des pixels dans cette fenêtre.
 3. Décaler la fenêtre vers la moyenne et répéter jusqu'à convergence.
L'avantage de l'algorithme de mean Shift sur l'algorithme des k-moyennes est de
ne pas faire l'hypothèse de modes sphériques.
Les méthodes supervisées :
La classiﬁcation supervisée est fondée sur un ensemble de pixels dont la classe d'ap-
partenance est connue. Cet ensemble est alors appelé ensemble d'apprentissage ou
base d'apprentissage. En fonction de l'analyse de cet ensemble d'apprentissage,
une règle de décision est édictée aﬁn de pouvoir classer tous les pixels de l'image.
Dans ce paragraphe, nous décrivons succinctement les méthodes les plus utilisées en
classiﬁcation supervisée ne prenant en compte que l'information spectrale des pixels.
K plus proches voisins :
L'algorithme des K plus proches voisins aﬀecte un pixels à la classe la plus représen-
tée parmi les K plus proches pixels de la base d'apprentissage [Schowengerdt 1997].
Cet algorithme nécessite une distance pour évaluer les plus proches voisins et
le paramètre K. Généralement, c'est la distance euclidienne qui est utilisée. Le
réglage du paramètre K permet de jouer sur l'homogénéïté de la classiﬁcation.
Ainsi, pour K petit, la classiﬁcation sera bruitée, alors que pour K très grand, la
classiﬁcation ne comportera que les classes les plus représentées dans l'ensemble
d'apprentissage. Le temps de calcul de cet algorithme est proportionnel au nombre
de pixels constituant la base d'apprentissage. Pour améliorer les performances
des K plus proches voisins, des stratégies ont été proposées aﬁn de nettoyer et
condenser la base d'apprentissage pour ne garder que les pixels les plus pertinents
[Cornuéjols 2009].
Maximum de vraisemblance :
La classiﬁcation par maximum de vraisemblance [Mather 2004] est une méthode
statistique qui à partir de l'analyse statistique de la base d'apprentissage déﬁnie des
probabilités d'appartenance à chaque classe. Un nouveau pixel se voit alors associé
à la classe pour laquelle la probabilité d'appartenance est la plus forte. Pour mettre
en oeuvre cette méthode, il faut faire une hypothèse sur le type de distribution des
classes. Dans le cas d'une distribution gaussienne, pour chaque nouveau pixel ~x, on
cherche à maximiser la probabilité d'appartenance à la classe ci :
argmax
ci
P (~x|ci) = argmax
ci
1√
2pim|Qi|
exp
(
−1
2
(~x− ~µi)TΣ−1i (~x− ~µi)
)
(3.11)
où ~µi et Σi sont respectivement la moyenne et la matrice de covariance de la classe ci.
Les séparateurs à vastes marges :
La classiﬁcation par séparateur à vaste marge (SVM) est sans doute
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la méthode la plus populaire pour la classiﬁcation supervisée. En ima-
gerie spectrale, les SVMs ont notamment été utilisés en télédétection
[Zammit 2008, Tarabalka 2009, Camps-Valls 2005, Plaza 2009]. En imagerie
médicale, les SVMs ont permis de donner de bonnes classiﬁcations sur diﬀérents
types de données [El-Naqa 2002, Padilla 2012, Rojo-Álvarez 2006]. Ils ont été
également utiliser pour analyser les tumeurs de la peau [Tenenhaus 2006]. La
classiﬁcation par SVM, introduite dans [Vapnik 1998], est une méthode qui consiste
à séparer un nuage de points en deux classes. Pour ce faire, on recherche un
hyperplan qui sépare l'espace du nuage de points en deux. Les points se trouvant
d'un côté de l'hyperplan sont associés à une classe et ceux se trouvant de l'autre
côté sont associés à l'autre classe. L'algorithme de SVM se décompose donc en deux
étapes :
 La première étape, l'apprentissage, consiste à déterminer l'équation de l'hy-
perplan séparateur.
 La seconde étape est l'association de chaque pixel de l'image à une classe
suivant sa position par rapport à l'hyperplan calculé lors de la première étape.
La condition pour une bonne classiﬁcation est donc de trouver l'hyperplan optimal,
de manière à séparer au mieux les deux nuages de points. Pour ce faire, on cherche
à optimiser la marge entre l'hyperplan séparateur et les points des deux nuages de
points d'apprentissage. Lorsque la frontière entre les deux classes n'est pas linéaire,
l'introduction d'un noyau permet de projeter les données initiales dans un espace
de dimension supérieure où la frontière est linéaire. La classiﬁcation par SVM est
détaillée dans la partie 3.2.3.
3.1.2.2 Les méthodes spatiales étendues
Les méthodes d'analyse d'images hyper-spectrales classées ici dans les méthodes
spatiales étendues concernent les algorithmes de classiﬁcation courants en images
scalaire ou couleur qui sont généralisés aux images spectrales. Les principaux types
de méthodes sont alors la classiﬁcation par champs de Markov, les algorithmes de
division et fusion de régions, et enﬁn la morphologie mathématique.
Champs de Markov
Le principe des champs de Markov est de prendre des décisions localement à
partir de données disponibles dans toute l'image. Les notations utilisées en analyse
d'image par champ de Markov sont les suivantes [Coquerez 1995] : on considère
une image bidimensionnelle de taille m ∗ n = N contenant un ensemble de sites
notés S = si ∀i ∈ [1, N ]. A chaque site, un descripteur est associé. Dans le cadre
d'images spectrales ce descripteur est un vecteur contenant le spectre. On note E
l'espace des descripteurs. L'image est alors modélisée comme une réalisation d'un
champ aléatoire. Ainsi, une variable aléatoire Xs prenant ses valeurs dans E est
associée à chaque site s. On note Vs le voisinage de s. Un système de voisinage est
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Figure 3.2  Ensemble des cliques pour un voisinage 4-connexe et un voisinage
8-connexe
déﬁni par :
∀s, t Vs = {t} tels que
{
s 6∈ Vs
t ∈ Vs ⇒ s ∈ Vt
(3.12)
Deux types de voisinages couramment utilisés sont alors le voisinage 4-connexe et
le voisinage 8-connexe. Un champ de Markov X est un champ aléatoire vériﬁant :
P (Xs = xs|Xt = xt, t ∈ S) = P (Xs = xs|xt, t ∈ Vs). (3.13)
Ainsi, la probabilité en un site s conditionnellement au reste du champ est égale à la
probabilité au site s connaissant uniquement ses voisins. Si on introduit la condition
de positivité P (X = x) > 0, ∀x, le théorème de Hammershley-Cliﬀord permet
d'assimiler le champ de Markov à une distribution de Gibbs [Coquerez 1995] :
P (X = x) =
1
Z
exp[−U(x)] = 1
Z
exp[−
∑
c∈C
Vc(x)] (3.14)
où Z est une constante permettant de normaliser la distribution P (X). U(x) est
appelée fonction d'énergie et C l'ensemble des cliques associées au voisinage V .
une clique est soit un singleton de s, soit un ensemble de sites tous voisins les uns
des autres. Les ensembles des cliques associés au voisinage 4-connexe et 8-connexe
sont représentés en ﬁgure 3.2. Pour une conﬁguration donnée, U(x) peut s'exprimer
pour des cliques d'ordre 1 sous la forme U(x) =
∑
c=i∈C Uc(xi), et pour des cliques
d'ordre 2 sous la forme U(x) =
∑
c=(i,j)∈C Uc(xi, xj). C'est la déﬁnition de Uc qui
détermine le comportement probabiliste adapté à l'application visée. Les modèles
les plus connus pour la classiﬁcation sont les modèles de Potts et d'Ising.
Pour le traitement d'images spectrales, les champs de Markov ont été utilisés
dans [Pony 2000] pour régulariser une classiﬁcation obtenue par maximisation de
vraisemblance en télédétection. Toujours en télédétection, Rellier et al. [Rellier 2004]
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utilisent un voisinage en 3 dimensions (2 dimensions spatiales et une dimension
spectrale) pour réaliser une classiﬁcation de zones urbaines texturées. De tels
champs sont alors appelés champs markoviens multivariés et ont été introduits par
Hazel et al. dans [Hazel 2000]. Un tel champ nécessite que le nombre de bandes
spectrales ne soit pas trop élevé aﬁn de pouvoir estimer les paramètres. Une
méthode de réduction de dimension est alors nécessaire. Dans [Rellier 2002] une
poursuite de projection permet de diminuer les nombre de bandes spectrales avec
un indice adapté à la méthode de classiﬁcation.
Division et fusion de régions
Les méthodes de segmentation par division et fusion de région utilisent des phases
de division et de regroupement de pixels connexes grâce à des mesures de similarité.
Ces méthodes sont aussi appelées méthodes hiérarchiques et peuvent faire inter-
venir un arbre. Une des premières approches proposée pour l'imagerie spectrale
est l'algorithme ECHO [Kettig 1977, Landgrebe 1980] signiﬁant Extraction and
Classiﬁcation of Homogeneous Objects. Cet algorithme supervisé divise l'image
par une grille rectangulaire en petites régions. Puis, une procédure itérative teste la
similarité entre régions voisines. Si le test de similarité est positif, ces régions sont
fusionnées pour former une nouvelle région qui sera évaluée à l'itération suivante.
Si le test est négatif, la région est classée par maximum de vraisemblance. Cette
procédure a été étendue au cas non supervisé dans [Jimenez 2005]. L'approche
ECHO a également été reprise dans [Zhang 2010]. L'algorithme consiste alors à créer
une carte de segmentation qui est ensuite utilisée pour réaliser une classiﬁcation
des objets de l'image. Un autre algorithme proche de ECHO a été proposé dans
[Jong 2001]. Cette méthode est nommée the Spatial and Spectral Classiﬁcation
method (SSC). L'algorithme se consiste en trois étapes : 1- extraction de régions
homogènes grâce à une mesure de similarité entre chaque pixel et ses voisins dans
un voisinage 4-connexe, 2- classiﬁcation de chacune des régions homogènes par
une méthode supervisée, 3- classiﬁcation des régions hétérogènes en introduisant
une distance spatiale. Cette distance introduit alors une information des pixels
classés dans le voisinage de la région. Un autre algorithme hiérarchique fortement
utilisé en imagerie spectrale, proposé dans [Tilton 1998], est fondé sur Optimal
Hierarchical step-Wise Segmentation (HSWO) [Beaulieu 1989]. Cet algorithme est
nommé Hierarchical segmentation (HSEG). Il se déroule en trois étapes :
 Aﬀecter un label à chaque pixel de l'image (soit par une étape de pré-
segmentation, soit un label unique pour chaque pixel)
 Calculer un critère de dissimilarité entre les paires de régions adjacentes et
fusion des régions qui présentent une dissimilarité inférieure à un seuil donné.
 Arrêter l'algorithme s'il n'y a plus de fusions possibles, sinon retourner à
l'étape précédente.
Pour la seconde étape, la Spectral Information Divergence (SID), le Spectral
Angle Mapper (SAM) ou la Normalised Vector Distance (NVD) peuvent être
utilisés. Algorithmiquement, l'approche a été améliorée dans [Tilton 2005] et
nommé Recursive Hierarchical Segmentation (RHSEG) en introduisant une
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approximation par un algorithme récursif qui vise à diminuer le coût de calcul.
Dans [Valero 2010], les auteurs proposent de représenter une image hyperspectrale
sous forme d'un arbre binaire. L'arbre est construit par fusion de régions. Ainsi les
régions initiales sont les feuilles de l'arbre et sont des pixels individuels. Les régions
sont ensuite fusionnées suivant un critère d'homogénéïté jusqu'à l'obtention d'une
unique région contenant toute l'image. L'arbre contient alors toutes les régions
possibles dans l'image. L'algorithme utilisé pour faire la fusion est alors primordial
quant à la pertinence de l'arbre. Les auteurs proposent un algorithme fondé sur un
modèle de région et un critère de fusion. Une fois l'arbre construit, un élagage peut
être réalisé aﬁn d'obtenir une classiﬁcation de l'image.
Morphologie mathématique
Les opérateurs de morphologie mathématique sont très populaires en traitement
d'image aﬁn de réaliser du ﬁltrage, du lissage ou de la segmentation. Diﬀérents
travaux ont été menés pour généraliser ces outils à l'imagerie spectrale. Cependant,
un ensemble d'opérateurs morphologiques spectraux n'est pas déﬁni mathématique-
ment. Ainsi diﬀérents types d'opérateurs assimilés aux opérateurs morphologiques
ont été proposés. La morphologie mathématique repose essentiellement sur deux
opérateurs fondamentaux que sont l'érosion et la dilatation. Pour des images
scalaires, ces opérateurs sont déﬁnis comme suit : si l'on considère une image
scalaire f déﬁnie sur Z2 et un élément structurant noté B tel que B ⊂ Z2 alors
l'opérateur d'érosion est déﬁni par [Serra 1982] :
(f ⊕B)(x, y) = ∧(s,t)∈Z2(B)f(x+ s, y + t), avec (x, y) ∈ Z2 (3.15)
où Z2(B) désigne les pixels appartenant au voisinage déﬁni par B, et ∧ l'opérateur
minimum. L'opérateur de dilatation est déﬁni par :
(f 	B)(x, y) = ∨(s,t)∈Z2(B)f(x− s, y − t), avec (x, y) ∈ Z2 (3.16)
où ∨ est l'opérateur maximum. Une érosion a pour eﬀet de diminuer les zones
claires par rapport aux zones sombres alors que la dilatation a pour eﬀet d'élargir
les zones claires par rapport aux zones sombres. Les opérateurs déﬁnis ci-dessus
sont fondés sur des mesures de maximum et de minimum. Dans le cas de données
multidimensionnelles, comme l'imagerie hyper-spectrale, une relation d'ordre entre
les pixels n'est pas immédiate. L'analyse des bandes spectrales individuellement n'est
pas envisageable. En eﬀet, cela ferait apparaître des spectres inexistant dans l'image
initiale comme cela a été montré dans le cas des images couleur [Kotropoulos 1994].
Une des première propositions pour étendre les opérateurs de dilatation et d'érosion
aux images hyperspectrales [Plaza 2002b] introduit deux approches. La première, la
D-order consiste à déterminer une relation d'ordre entre les pixels en calculant une
distance cumulative DB[f(x, y)] entre un pixel f(x, y) et l'ensemble de ses voisins
déﬁnis par l'élément structurant B :
DB[f(x, y)] =
∑
s
∑
t
Dist[f(x, y), f(s, t)],∀(s, t) ∈ Z2(B) (3.17)
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avec Dist une distance entre deux vecteurs. Le maximum et le minimum de
DB[f(x, y)] est alors utilisé pour calculer les opérateurs morphologiques. La se-
conde, R-order, propose d'utiliser une distance de similarité entre chaque pixel
dans le voisinage déﬁni par l'élément structurant et le centroïde (spectre moyen)
de ces pixels. Une relation d'ordre découle de ces calculs de distance. Le spec-
tral angle mapper peut alors être utilisé comme mesure de similarité. D'autre
types de mesures ont également été proposées dans [Plaza 2002c]. Il a été mon-
tré dans [Velasco-Forero 2010] que les opérateurs déﬁnis ci-dessus ne peuvent être
considérés comme des ﬁltres morphologiques car ils ne respectent pas toutes les
conditions mathématiques. Les auteurs proposent alors une alternative avec une ap-
proche supervisée de h-ordering où h est construit avec un noyau déﬁni positif.
Dans [Velasco-Forero 2011], les mêmes auteurs étudient diﬀérentes fonctions h par
cette méthodologie et aboutissent à la déﬁnition spectrale d'opérateurs tels que le
top-hat. Toujours en morphologie mathématique, des auteurs se sont intéressés
aux proﬁls morphologiques dans le cadre des images hyper-spectrales. Les proﬁls
morphologiques sont une succession d'ouvertures et de fermetures morphologiques.
Pour un élément structurant donné, l'eﬀet de ces opérateurs est lié à la taille ou la
forme des objets présents dans l'image. Ainsi, les objets plus petits que l'élément
structurant sont supprimés, alors que ceux qui sont plus grands sont conservés. Ces
ﬁltres morphologiques possèdent l'avantage de ne pas altérer les contours princi-
paux de l'image. Ainsi, dans [Pesaresi 2001, Dell'Acqua 2004] les auteurs utilisent
les proﬁls morphologiques pour caractériser les objets de l'image avant de les clas-
ser. Une réduction de dimension par ACP est alors utilisée en pré-traitement aﬁn de
pouvoir construire les proﬁls morphologiques classiques. Pour utiliser d'avantage de
bandes spectrales, les proﬁls morphologiques étendus ont alors été introduits dans
[Benediktsson 2005]. Les proﬁls morphologiques présentent l'inconvénient de ne re-
présenter qu'une partie de l'information d'une image. En eﬀet ils sont fondés sur des
mesures de minimum et de maximum. Pour pallier ce problème, les ﬁltres d'attributs
morphologiques ont été introduits. Puis, à partir de ces ﬁltres, une extension aux
données vectorielles a été proposée : les ﬁltres d'attributs morphologiques étendus
[Della Murra 2011]. Ces ﬁltres consistent à appliquer les proﬁls morphologiques sur
des attributs tels que la forme, la texture ou l'homogénéïté.
Pour terminer sur les méthodes fondées sur les ﬁltres morphologiques, on peut
citer la segmentation par ligne de partage des eaux. Cette approche a été initia-
lement proposée dans [Beucher 1979]. La segmentation par ligne de partage des
eaux modélise l'image comme un relief topographique. La carte de segmentation où
chaque région correspond à un bassin versant est estimée par un procédé de mon-
tée des eaux. Une proposition d'extension aux images spectrales a alors été réalisé
dans [Li 2007] en utilisant les opérateurs de dilatation et d'érosion introduits dans
[Plaza 2002b]. La ligne de partage des eaux est souvent appliquée sur le gradient
de l'image pour que les lignes de partage des eaux correspondent aux gradients de
l'image. L'extension de cet algorithme de segmentation consiste alors à estimer une
image de gradient sur une image hyper-spectrale. Parmi les travaux les plus ré-
cents, on peut citer [Noyel 2008]. Partant du constat que l'image spectrale contient
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une forte redondance, l'auteur propose une méthode de réduction de dimension
par analyse factorielle des correspondances et une approche dite modèle. Des gra-
dients, comme par exemple le gradient morphologique, peuvent alors être calculés
sur l'image réduite pour ensuite réaliser la segmentation par ligne de partage des
eaux. D'autres méthodes ont été proposées pour estimer une image de gradient à
partir d'images spectrales. Dans [Tarabalka 2010] les auteurs proposent de calculer
un gradient morphologique multidimensionnel scalaire fondé sur le gradient mor-
phologique couleur proposé dans [Evans 2006]. Pour éviter une sur-segmentation,
l'image gradient est ﬁltrée grâce à des ﬁltres d'aires ou des ﬁltres morphologiques.
3.1.2.3 Les méthodes spectrales / spatiales
Les méthodes de classiﬁcation spectrales / spatiales regroupent deux types
de méthodes : les méthodes qui visent à étendre les classiﬁcations spectrales en
introduisant une contrainte spatiale et les méthodes qui réalisent une classiﬁcation
en associant information spectrale et spatiale conjointement.
Classiﬁcation spectrale étendue
Les méthodes spectrales étendues peuvent être de trois types : l'ajout d'un post-
traitement, l'ajout de contraintes dans l'algorithme et l'utilisation de noyaux. La
méthode la plus directe aﬁn d'ajouter une contrainte spatiale dans une classiﬁcation
spectrale est de réaliser un post-traitement qui lisse la carte de classiﬁcation
obtenue. Ce post-traitement peut alors être réalisé par des opérations morpholo-
giques ou par un champ de Markov [Zammit 2008]. L'ajout de contraintes spatiales
dans le modèle est une technique qui est spéciﬁque à chaque algorithme. Prenons
l'exemple de l'algorithme des k-moyennes ﬂoues. Dans la littérature de nombreuses
méthodes visent à le modiﬁer pour introduire une contrainte spatiale ou spectrale
[Pedrycz 1996, Noordam 2002, Bandyopadhyay 2005, Chuang 2006, Wang 2008].
Une modiﬁcation de la fonction objectif des k-moyennes ﬂoues modiﬁée peut être
exprimée sous la forme :
J =
N∑
i=1
K∑
k=1
umikd
2(~xi, ~vk) + α
N∑
i=1
K∑
k=1
(uik − fikbi)md2(~xi, ~vk) (3.18)
où le premier terme est le terme standard de la classiﬁcation par k-moyennes ﬂoues.
La variable bi est un booléen indiquant la connaissance ou non d'une information a
priori pour le pixel i. fik représente l'information a priori pour le pixel i vis-à-vis de
la classe k. Enﬁn, α est un coeﬃcient de pondération de l'information a priori. La
procédure d'optimisation est alors modiﬁée en conséquence. Dans [Noordam 2002]
les auteurs estiment les fonctions fik à chaque itération en prenant en compte le
voisinage spatial du pixel ~xi courant.
La technique la plus répandue pour ajouter une contrainte spatiale dans un
classiﬁeur spectral tel que le SVM est d'utiliser un noyau composite. Classiquement,
un noyau composite est constitué de deux termes. Le premier terme contient une
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contrainte spectrale alors que le second terme impose une contrainte spatiale :
K( ~x1, ~x2) = αK1( ~x1, ~x2) + (1− α)K2( ~x1, ~x2). (3.19)
où K1 représente le noyau spectral, K2 le noyau spatial et α ∈ [0, 1] un coeﬃcient
de pondération modulant l'inﬂuence mutuelle des deux noyaux. La plupart des
auteurs choisissent un noyau gaussien pour K2 et un noyau polynomial ou gaussien
pour K1. Pour calculer la valeur du noyau spatial en un pixel donnée, une
fenêtre carrée de taille ﬁxée est alors utilisée [Mercier 2003, Camps-Valls 2006]. Ce
type d'approches utilisant une fenêtre de forme arbitraire a tendance à ajouter
des artefacts à la carte de classiﬁcation. Ainsi, si une fenêtre se trouve sur un
gradient de l'image, cela fait apparaître une erreur de classiﬁcation. Pour pallier ce
problème, dans [Fauvel 2007] l'auteur propose d'utiliser des ﬁltres morphologiques
pour déterminer les voisinages dans lesquelles le noyau spatial est calculé. Ces ﬁltres
déﬁnissent des régions homogènes permettant ainsi d'éviter les régions à cheval sur
un gradient. Il a été montré dans [Moser 2010] que l'algorithme SVM utilisant un
noyau combinant information spectrale et spatiale s'apparente alors à une classiﬁ-
cation par champs de Markov. Une autre famille de noyaux intégrant l'information
spatiale est celle des noyaux dépendant du contexte (Context-Dependent Kernel
en anglais). Dans [Sahbi 2008] les auteurs utilisent ces noyaux dans un SVM, sur
des images couleur, pour réaliser de la reconnaissance d'objets. Ainsi, un noyau
est estimé pour chaque zone de l'image en minimisant une énergie qui combine
1- un terme d'attache au données, 2- un terme spatial qui, par un critère géomé-
trique, décrit la distribution spatiale de l'objet et 3- un terme de régularisation.
Les auteurs montrent qu'un tel noyau répond aux conditions de Mercer [Sahbi 2008].
Classiﬁcation spectrale / spatiale conjointe
La classiﬁcation spectrale / spatiale conjointe a suscité un fort intérêt cette
dernière décennie. Les approches alors proposées s'apparentent à des stra-
tégies de classiﬁcation combinant des algorithmes privilégiant l'information
spectrale avec des algorithmes privilégiant l'information spatiale. Les algo-
rithmes utilisés sont alors ceux présentés dans les parties précédentes (divi-
sion/fusion, MRF, SVM...). Ces approches conjointes sont très nombreuses
[Pony 2000, Jackson 2002, Tsai F. 2006, Collet 2009, Aksoy 2006, Farag 2005,
Huang 2009, Fauvel 2007, Linden 2007, Dell'Acqua 2004, Benediktsson 2005]. Des
exemples récents dont la méthode de classiﬁcation reste relativement générale sont :
 Dans [Goretta 2009] l'auteur propose une stratégie itérative alternant ana-
lyse spectrale et analyse spatiale sous forme de division/fusion. Tout d'abord
l'image est sur-segmentée en réalisant une division itérative de l'image. Pour
réaliser cette division, une ACI permet d'obtenir l'information spectrale prin-
cipale, puis chaque région est spatialement divisée en 2 suivant un critère
d'homogénéïté spatiale. Enﬁn, l'étape de fusion permet d'obtenir la classiﬁ-
cation ﬁnale par fusion des régions homogènes suivant un critère de variance.
Un critère d'arrêt de la fusion peut, par exemple, être le nombre de classes
souhaitées.
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 Dans [Tarabalka 2009], les auteurs proposent de réaliser une classiﬁcation
spectrale/spatiale d'images satellitaires en associant un algorithme de seg-
mentation avec un classiﬁeur par SVM. Ainsi, une première étape de seg-
mentation est réalisée par un algorithme d'analyse de mélange de gaussiennes
multivariées associé à une analyse en composantes connexes. Parallèlement,
une classiﬁcation spectrale par SVM est réalisée. Enﬁn, les deux classiﬁca-
tions obtenues sont fusionnées par une procédure de vote majoritaire. Une
étape de post-traitement peut être ajoutée pour régulariser la classiﬁcation.
3.2 Méthodologies sélectionnées
Aﬁn de traiter le problème de la classiﬁcation d'images spectrales d'hyper-
pigmentation cutanée, le schéma réduction de dimension et SVM a été privilégié.
En eﬀet, la pathologie étudiée ne présente pas de structure ou texture particulière,
et la répartition spatiale de la pathologie est diﬀérente d'un patient à l'autre. Parmi
les méthodes présentées dans l'état de l'art de la partie 3.1, la SVM semble être le
classiﬁeur le plus adapté au problème posé. Pour réaliser la réduction de dimension,
deux approches sont comparées. La poursuite de projection permet d'associer des
bandes spectrales consécutives et crée un espace respectant la physique du spectre.
L'ACI permet quant à elle de recombiner l'ensemble des données de l'image de
manière à rendre chacune des nouvelles bandes indépendante des autres au sens
statistique. La partie 3.2 est organisée de la façon suivante : la partie 3.2.1 présente
la poursuite de projection et son adaptation aux images d'hyper-pigmentation cu-
tanée. La partie 3.2.2 présente l'ACI, et la partie 3.2.3 présente le classiﬁeur SVM.
Les images étudiées étant des images d'hémi-visage, une étape de compensation des
eﬀets d'ombre induits par les volumes du visage est étudiée dans la partie 3.2.4.
Enﬁn, les résultats obtenus sont présentés dans la partie 3.2.5.
3.2.1 Réduction de dimension par poursuite de projection
La poursuite de projection, initialement proposée dans [Friedman 1974], est une
méthode itérative qui permet de trouver une base optimale de projection, au sens
d'un certain indice de projection, à partir d'un partitionnement des données. Pour
des images hyper-spectrales, cela consiste, à partir d'un découpage du spectre en
groupes de bandes spectrales, à trouver pour chaque groupe un vecteur qui soit
à la fois le plus représentatif du groupe de manière à y projeter les données, et
suﬃsamment éloigné des vecteurs des autres groupes (voir ﬁgure 3.3). Ainsi, il sera
possible de représenter chaque groupe sur un unique vecteur, tout en assurant la
séparabilité des groupes entre eux. Le calcul des vecteurs de projection est réalisé
en maximisant un indice I de distance entre les groupes de bandes. C'est le choix
de cet indice I qui conditionne la qualité de la projection, et donc la qualité de la
classiﬁcation qui en résulte. L'algorithme de poursuite de projection, dans le cas
d'images spectrales, se déroule en trois étapes :
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 Le choix de l'indice I qui est primordiale de manière à conserver, et projeter
au mieux, l'information recherchée dans l'image.
 Le partitionnement du spectre permet de ﬁxer les frontières des groupes Z =
[Z0, ..., ZK ]. Un partitionnement adéquat permet d'améliorer la performance
de la classiﬁcation sous-jacente ainsi qu'une analyse des résultats par rapport
à la physique du spectre.
 La recherche des vecteurs de projection consiste à rechercher l'ensemble des
vecteurs v = [v1, ..., vK ] tel que vk représente le vecteur de projection du keme
groupe.
Figure 3.3  Illustration du principe de la poursuite de projection. L'image hyper-
spectrale est découpée en K groupes. L'indice des images aux bornes de chaque
groupe est noté Zk. Puis, chaque groupe est projeté sur un unique vecteur Vk
3.2.1.1 Recherche des vecteurs de projection
Dans cette partie, on suppose connu un partitionnement du spectre Z =
[Z0, ..., ZK ]. La manière de découper l'espace est présentée au paragraphe suivant.
Un indice de projection I est également supposé choisi. La problématique est alors
de déterminer les vecteurs [v1, ..., vK ] optimaux aﬁn de projeter les bandes spec-
trales dans les K groupes. Il n'existe pas d'algorithme de résolution exact pour la
poursuite de projection. Cependant, des algorithmes approchés permettent à la fois
l'obtention de bons résultats et des temps de calcul raisonnables. L'algorithme de
poursuite de projection a été adapté aux images spectrales dans [Jimenez 1999].
La ﬁgure 3.4 illustre le calcul itératif des vecteurs de projection. Initialement, un
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ensemble de vecteurs de projection [v01, ..., v
0
K ] est choisi. Puis, à chaque itération i,
chacun des vecteur [vi1, ..., v
i
K ] est mis à jour séquentiellement de sorte à optimiser
la distance entre chacun des K groupes sur les données projetées. Ainsi, vi+11 est
obtenu par optimisation vis-à-vis des [vi2, ..., v
i
K ] et ainsi de suite. L'algorithme de
poursuite de projection peut se résumer par l'algorithme 2 :
Algorithme 2 Pseudo-algorithme de poursuite de projection
a) Initialisation arbitraire des vecteurs de projection V 0k
b) Calcul du vecteur V 11 qui maximise un indice de projection I en maintenant les
autres vecteurs constants. Ainsi V 11 est calculé en maximisant sa distance aux autres
vecteurs V 0k au sens de I.
c) Faire de même pour les K − 1 autres vecteurs. Il en résulte donc un ensemble de
vecteurs V 1k avec 0 < k < K.
d) Réitérer le processus décrit précédemment, jusqu'à ce que les nouveaux vecteurs
calculés n'évoluent plus au-delà d'un seuil préalablement ﬁxé.
Figure 3.4  Illustration des étapes successives de l'algorithme de poursuite de
projection.
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3.2.1.2 Choix de l'indice I
Dans l'algorithme de poursuite de projection décrit dans [Mallat 1993,
Jimenez 1999], on maximise les indices de projection qui mesurent la distance entre
les bandes du cube réduit, deux à deux. Étant donné que l'on cherche à faire une
classiﬁcation suite à la réduction de données, on ne va pas calculer I entre les
groupes de bandes, mais entre les classes d'apprentissage de manière à optimiser la
projection vis-à-vis de la classiﬁcation future [Jimenez 1999, Rellier 2002]. Dans les
équations ci-dessous, on désigne par 1 et 2, deux classes entre lesquelles on calcule
la distance. On présente, dans ce paragraphe un certain nombre de distances qui
ont été testées aﬁn de sélectionner la distance la plus appropriée pour le problème
traité. Étant donné que l'on travaille sur des pixels d'apprentissage par classe et
par bande, on peut faire l'approximation que chacune des distributions traitées ici
est mono-modale et gaussienne. On utilisera donc les formes adaptées aux données
gaussiennes des distances étudiées.
- Indice de Bhattacharyya pour des distributions normales [Basseville 1989,
Rellier 2002] :
DB =
1
8
(µ1 − µ2)tΣ−11,2(µ1 − µ2) +
1
2
ln
(
|Σ1,2|√|Σ1||Σ2|
)
(3.20)
Avec µ1 et µ2 les moyennes des deux distributions, Σ1 et Σ2 les matrices de
covariance des deux distributions et Σ1,2 =
Σ1+Σ2
2 ; une distribution étant ici
l'ensemble des pixels d'apprentissage pour une classe donnée.
- Indice de Kullback-Leibler pour des distributions normales [Basseville 1989,
Rellier 2002] :
DKL =
1
2
(µ1 − µ2)t
(
Σ−11 + Σ
−1
2
)
(µ1 − µ2) + tr
(
Σ−11 Σ2 + Σ
−1
2 Σ1 − 2Id
)
(3.21)
Avec µ1 et µ2 les moyennes des deux distributions, Σ1 et Σ2 les matrices de cova-
riance des deux distributions ; une distribution étant ici l'ensemble des pixels d'ap-
prentissage pour une classe donnée. Id représente la matrice identité et tr l'opérateur
trace.
- Indice de Mahalanobis pour des distributions normales [Basseville 1989] : L'indice
de Mahalanobis correspond au premier terme de la distance de Bhattacharyya.
DM = (µ1 − µ2)tΣ−11,2(µ1 − µ2) (3.22)
- Indice induit par Kullback-Leibler pour des distributions normales
[Basseville 1989] : Par analogie avec la distance de Mahalanobis qui corres-
pond au premier terme de la distance de Bhattacharyya, on peut déﬁnir un indice
correspondant au premier terme de l'indice de Kullback-Leibler.
DDKL = (µ1 − µ2)t
(
Σ−11 + Σ
−1
2
)
(µ1 − µ2) (3.23)
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- Indice relatif à l'histogramme : Cet indice, proposé par Gomez et al. dans
[Gomez 2007], permet de réaliser la poursuite de projection, non pas sur les statis-
tiques (variance, moyenne) entre les classes d'apprentissage, mais sur l'histogramme
d'une image créée à partir des pixels d'apprentissage sur deux bandes dont on veut
évaluer la distance. Ainsi, si l'on recherche n objets dans un cube de données, on va
chercher à faire apparaître n gaussiennes dans l'histogramme. Gomez et al. proposent
comme indice Ih, l'aire située entre les deux plus petits maxima de l'histogramme
(cf. ﬁgure 3.5). De plus, pour forcer l'algorithme à ne considérer que les indices où
l'histogramme contient n modes, dans le cas où il n'y en a pas n, Ih est mis à zéro.
la mise en ÷uvre du calcul de Ih est détaillé dans l'algorithme 3. Lors des tests
Figure 3.5  Illustration du calcul de Ih (Indice de Gomez, relatif à l'histogramme).
Algorithme 3 Mise en ÷uvre du calcul de Ih :
On note n le nombre de classes présentes dans l'image.
1- Lisser l'histogramme pour éliminer les maxima insigniﬁants.
2- Rechercher des maxima locaux de l'histogramme. On note nmax le nombre de
maxima trouvés.
3- Calcul de l'indice :
si nmax = n alors
- rechercher le plus petit maximum local noté Mmin
- Ih =
∑y
i=xmin(H(i),Mmin)−Mmin∗|x−y| avecH(i) valeur de l'histogramme
au point I, et x et y positions des deux plus petits maxima.
sinon
- I = 0
eﬀectués avec cet indice, il s'est révélé qu'il permet de détecter le mélasma, et donne
parfois des résultats légèrement plus intéressants que les autres indices. Cependant,
cet indice nécessite un paramètre de réglage qui est le nombre de classes recher-
chées. Ainsi, pour chaque image, il faut régler ce paramètre de manière à ce que, en
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fonction du lissage de l'histogramme, il y ait autant de maxima dans l'histogramme
que de classes recherchées. Sinon, la projection est nulle partout. Dans la suite de
ce manuscrit, les résultats présentés sont calculés avec l'indice de Kullback-Leibler.
En eﬀet, les indices présentés ci-dessus ont été testés sur des images classées en trois
catégories : en catégorie 1, des images ne présentant quasiment aucun eﬀet d'ombre
dû aux volumes, en catégorie 2, des images contenant des eﬀets d'ombre ; dû aux
volumes, mais pas de pathologie dans les zones avec des eﬀets d'ombre, et en ca-
tégorie 3, des images contenant des zones pathologiques au sein de zones de relief.
Des tests eﬀectués, il est ressortie que l'indice de Kullback-Leibler donne le meilleur
compromis, quant à la qualité du résultat, sur l'ensemble des trois catégories.
3.2.1.3 Partitionnement du spectre
Initialement, lorsque l'on utilise la poursuite de projection, le partitionnement
des données est réalisé à pas constant. Ainsi, pour un cube hyper-spectral, on choisit
la taille du sous-espace dans lequel on souhaite projeter les données spectrales puis,
on découpe le cube de telle sorte qu'il y ait le même nombre de bandes dans chaque
groupe. Cette technique présente l'inconvénient de réaliser un découpage arbitraire,
qui ne suit donc pas les propriétés physiques du spectre. Dans [Rellier 2002], l'auteur
propose un découpage à pas variable. Ainsi, on choisit toujours le nombre de groupes
de bandes K, mais cette fois-ci, les bornes des groupes (notées zk) sont choisies à
pas variables de manière à minimiser la variance interne à chaque groupe :
σ2I (k) =
1
K
K−1∑
k=0
I2(zk, zk+1)−
(
1
K
K−1∑
k=0
I(zk, zk+1)
)2
(3.24)
Ainsi un algorithme itératif, à partir d'un découpage à pas constant, minimise
la fonction σI pour chacun des groupes. Cette méthode [Rellier 2002], permet de
réaliser un partitionnement suivant les propriétés physiques du spectre, mais reste
le choix du nombre de groupes, ﬁxé par l'utilisateur.
Pour l'application a la peau, on souhaite s'aﬀranchir du choix du nombre de
groupe de bandes spectrales. On propose donc une technique de découpage auto-
matique du spectre, grâce à une fonction FI qui mesure la distance I entre bandes
consécutives. Par analyse de cette fonction FI , on va rechercher les discontinuités
du spectre au sens de l'indice de projection I, et ainsi, choisir ces points de
discontinuité comme frontières des diﬀérents groupes.
- Déﬁnition de la fonction FI : La fonction FI est une fonction discrète,
qui, pour chaque indice k allant de 1 à Nb − 1, avec Nb le nombre de bandes
du spectre, prend la valeur de la distance entre deux bandes consécutives. Les
discontinuités du spectre vont donc apparaître comme étant les maxima locaux de
cette fonction FI .
∀k ∈ [2, Nb], FI(k) = I(k − 1, k) (3.25)
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Le choix d'un indice I particulier permet d'obtenir un partitionnement adapté à
l'information recherchée dans l'image. L'utilisation de la fonction FI nécessite alors
une heuristique l'analyser et ainsi déterminer un partitionnement z = [z1, zK ].
- Découpage du spectre par analyse de la fonction FI : L'analyse de
la fonction FI consiste à rechercher ses maxima locaux qui sont interprétés comme
des discontinuités dans le spectre. Le problème est alors de proposer une heuristique
qui permet de sélectionner uniquement les maxima locaux signiﬁcatifs. L'heuristique
proposée ici se fait en deux étapes et s'apparente à une analyse multi-échelle :
 Premier découpage : Une première étape du découpage du spectre est de re-
chercher les maxima locaux signiﬁcatifs, c'est-à-dire ceux supérieurs à un cer-
tain seuil T1. Ce premier découpage permet, ainsi, de créer un nouveau groupe
à chaque discontinuité du spectre.
 Second découpage : Il est évident que l'analyse des maxima locaux est insuﬃ-
sante pour faire un découpage du spectre à la fois ﬁn et ﬁable. Par exemple, si
les propriétés physiques du spectre évoluent lentement, la fonction FI va avoir
tendance à être inférieure au seuil du premier découpage sur un grand nombre
de bandes consécutives. Des bandes contenant des propriétés physiques diﬀé-
rentes risquent donc de se retrouver dans un même groupe. Le but de cette
seconde étape est donc d'analyser les groupes issus du premier découpage.
On va donc s'intéresser aux groupes contenant un nombre de bandes anor-
malement élevé de manière à : soit les découper en plusieurs groupes, soit les
garder tels qu'ils sont. Un second seuil T2 est alors introduit pour discriminer
les maxima locaux des sous-groupes de bandes analysés. Ces groupes sont ceux
dont le nombre de bandes est signiﬁcativement supérieur au nombre moyen de
bandes par groupe. Faire le choix de redécouper ou non un groupe a plusieurs
intérêts. Le but initial est de récupérer de l'information non sélectionnée par le
premier découpage, en ajoutant une dimension à l'espace de projection chaque
fois que l'on scinde un groupe en deux. Cependant, on peut faire le choix de
ne pas découper certains groupes en deux, de manière à ne pas privilégier
de l'information d'une zone par rapport à une autre, et de ne pas avoir un
découpage qui contient trop de groupes.
Pour faire cette analyse, il faut ﬁxer deux seuils T1 et T2. Étant donné la méthode
d'analyse choisie, ces seuils sont clairement liés à la moyenne et à la variance de
la fonction FI . Aﬁn de minimiser le nombre de paramètres de réglage, les valeurs
proposées pour les seuils T1 et T2 sont :
T1 = µFI + tσFI et T2 = µFI − tσFI (3.26)
avec t typiquement choisi de l'ordre de 12 .
3.2.2 Analyse en composantes indépendantes
L'analyse en composantes indépendantes utilisée ici est la même que celle dé-
crite au chapitre 2. L'ACI permet d'obtenir une source représentative de la mélanine.
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Figure 3.6  Schéma de principe d'un séparateur à vaste marge
Cette source unique est alors utilisée pour réaliser la classiﬁcation des zones patho-
logiques.
3.2.3 Séparateurs à vaste marge
Le but d'un SVM est de prédire la classe d'un pixel en fonction d'observa-
tions contenues dans la base d'apprentissage. La base d'apprentissage est notée
{(~xi, yi)}i∈{1,N} où ~xi est un vecteur contenant les attributs décrivant le pixel i,
yi = ±1 est la classe du pixel i et N le nombre de pixels d'apprentissage. La clas-
siﬁcation d'un nouveau pixel ~x est réalisée par une fonction f qui assigne la classe
+1 si f(~x) ≥ 0 et −1 si f(~x) < 0. Le séparateur correspond alors aux points x tels
que f(~x) = 0.
3.2.3.1 Cas linéairement séparable
Les séparateurs à vaste marge ont été initialement décrits pour les problèmes de
classiﬁcation linéaire. L'hyperplan séparant les deux classes d'apprentissage est alors
une droite (cf. ﬁgure 3.6). Cet hyperplan peut alors être représenté par l'équation
f(~x) = ~w.~x + b = 0, où ~w est un vecteur normal à l'hyperplan et b le biais. Un
classiﬁeur f classant correctement l'ensemble des pixels d'apprentissage vériﬁe la
contrainte suivante :
∀i ∈ [1, N ],
{
~ω.~xi + b ≥ +1 if yi = +1
~ω.~xi + b ≤ −1 if yi = −1
(3.27)
Ainsi, le séparateur se trouve au centre de la marge située entre les deux classes. La
valeur de cette marge est alors la distance entre ~ω.~xi + b ≥ +1 et ~ω.~xi + b ≤ −1
qui vaut 2‖ω‖ . Une optimisation quadratique est utilisée pour estimer l'équation de
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l'hyperplan. Ainsi, les paramètres optimaux ~ω∗ et b∗ sont obtenus par :
min
(~ω,b)
‖~ω‖2
2
tels que : ∀i ∈ [1, N ], yi(~ω.~xi + b) ≥ 1 (3.28)
Le problème d'optimisation de l'hyperplan tel que présenté par l'équation (3.28)
n'est pas implantable en tant que tel. Le problème dual est obtenu en introduisant les
multiplicateurs de Lagrange {λi}i∈[1,N ] aﬁn de passer d'un problème sous-contraint
au problème dual :
L(~ω, b, ~λ) =
‖~ω‖2
2
−
N∑
i=1
λi.[yi(~ω.~xi + b)− 1] (3.29)
Le point d'inﬂexion du Lagrangien L est obtenu lorsque :
∂L
∂~ω
= 0⇔ ~ω −
N∑
i=1
λiyi ~xi = 0 (3.30)
et
∂L
∂~b
= 0⇔ −
N∑
i=1
λiyi = 0. (3.31)
En introduisant les équations (3.30) et (3.31) dans (3.29), on obtient le problème
dual :
max
λ
W (λ) = −1
2
Np∑
i=1
λiλjyiyj ~xi. ~xj +
Np∑
i=1
λi (3.32)
tel que :
N∑
i=1
λiyi = 0, ∀i ∈ [1, N ], λi ≥ 0. (3.33)
~ω∗ est obtenu à partir de l'équation (3.30) et des multiplicateurs de Lagrange ~λ∗
solutions au problème. Ainsi :
~ω∗ =
N∑
i=1
λ∗i yi ~xi (3.34)
Enﬁn, b∗ est obtenu pour les pixels d'apprentissage dont les contraintes sont
nulles (3.28). Cela correspond au conditions de Karusk-Kuhn-Tucker (KKT)
[Zammit 2006] :
λ∗i [yi( ~ω∗.~xi + b
∗)− 1] = 0 (3.35)
Si λi 6= 0, alors yi(~ω.~xi + b) = 1. Le pixel d'apprentissage ~xi est situé à une distance
de 1‖ω‖ de l'hyperplan séparateur. Un tel pixel est appelé vecteur support. Il peut
alors être utilisé pour estimer b∗ par yi( ~ω∗.~xi + b∗) = 1. Lorsque λ∗i = 0, cela
correspond à un pixel d'apprentissage placé du bon coté du séparateur. L'équation
(3.34) montre que seuls les vecteurs supports (i.e. les pixels tels que λi 6= 0) sont
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pris en compte pour calculer l'hyperplan séparateur. La classiﬁcation d'un nouveau
pixel ~x est alors eﬀectué par la fonction de décision f :
f(~x) = ~ω∗.~x+ b∗ =
N∑
i=1
λ∗i yi ~xi.~x+ b
∗. (3.36)
Encore une fois, on observe que seuls les vecteurs supports sont pris en compte pour
calculer la classe d'appartenance d'un pixel. Les vecteurs non-supports ne jouent
aucun rôle dans la base d'apprentissage.
3.2.3.2 Relaxation de la marge
La méthode de calcul des SVMs proposée au paragraphe 3.2.3.1 a l'inconvénient
de ne pas tenir compte d'éventuelles erreurs dans la base d'apprentissage. En eﬀet,
le séparateur est calculé de façon à ce que tous les pixels d'apprentissages ~xi soient
correctement classés conformément à yi. Une telle approche risque de générer une
fonction f trop restrictive qui classera mal les nouveaux pixels ~x. Pour pallier ce pro-
blème, des variables souples {ξi}i∈[1,N ] sont introduites. Ces variables permettent
de quantiﬁer l'erreur commise pour chaque pixel d'apprentissage ~xi. Ainsi, si ~xi est
du bon côté du séparateur déﬁni par f alors ξi = 0, sinon ξi représente la distance
entre ~xi et le séparateur :
ξi =
{
0 si yi(~ωi.~xi + b) ≥ 1
1− yi(~ωi.~xi + b) si yi(~ωi.~xi + b) ≤ 1
(3.37)
Le problème de maximisation de l'équation (3.28) devient un problème d'optimisa-
tion conjoint aﬁn de maximiser la marge et de minimiser l'erreur d'apprentissage :
min
(~ω,b)
‖~ω‖2
2
+ C
N∑
i=1
ξi (3.38)
tels que :
∀i ∈ [1, N ], yi(~ω.~xi + b) ≥ 1− ξi, ξi ≥ 0 (3.39)
C est un paramètre positif appelé paramètre de régularisation. Lorsque C tend vers
l'inﬁni, les erreurs d'apprentissage sont pénalisées alors que lorsque C tend vers 0
une marge large avec des erreurs d'apprentissage est autorisée. C'est ce paramètre C
qui permet de régler le SVM pour obtenir un compromis entre largeur de la marge
et erreur ou généralisation par rapport à la base d'apprentissage. Pour résoudre
le problème d'optimisation de l'équation (3.38), deux types de multiplicateurs de
Lagrange sont introduits : {λi}i∈[1,N ] associés à la contrainte yi(~ω.~xi + b) ≥ 1 − ξi
et {µi}i∈[1,N ] associés à la contrainte ξi ≥ 0. Le Lagrangien s'écrit alors :
L(~ω, b, ~ξ, ~λ, ~µ) =
‖~ω‖2
2
+ C
N∑
i=1
ξi −
N∑
i=1
λi.[yi(~ω.~xi + b)− 1 + ξi]−
N∑
i=1
µi.ξi (3.40)
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Le point d'inﬂexion du Lagrangien L est obtenu lorsque :
∂L
∂~ω
= 0⇔ ~ω −
N∑
i=1
λiyi ~xi = 0 (3.41)
∂L
∂~b
= 0⇔ −
N∑
i=1
λiyi = 0. (3.42)
et
∂L
∂ξi
= 0⇔ C − λi − µi = 0. (3.43)
En introduisant les équations (3.41), (3.42) et (3.43) dans (3.40), on obtient le
problème dual :
max
λ
W (λ) = −1
2
Np∑
i=1
λiλjyiyj ~xi. ~xj +
Np∑
i=1
λi (3.44)
tel que :
N∑
i=1
λiyi = 0, et ∀i ∈ [1, N ], 0 ≤ λi ≤ C. (3.45)
La minimisation est identique à celle du cas non relaxé avec la contrainte supplé-
mentaire que λ doit être borné par C. ~ω∗ est calculé de façon identique au cas non
relaxé par l'équation (3.34). Pour le calcul de b∗, les conditions de KKT sont :
λ∗i [yi( ~ω∗.~xi + b
∗)− 1 + ξ∗i ] = 0, C − λi − µi = 0, λ∗i .ξ∗i = 0 (3.46)
Trois cas sont alors possibles :
 si λ∗i = 0, alors µ
∗
i = C, ξ
∗
i = 0 et yi( ~ω
∗.~xi + b∗) − 1 > 0. Cela signiﬁe que le
pixel ~xi est placé du bon côté du séparateur vis-à-vis de yi.
 si 0 < λ∗i < C, alors 0 < µ
∗
i < C, ξ
∗
i = 0 et yi( ~ω
∗.~xi+ b∗)−1 = 0. Cela signiﬁe
que le pixel ~xi est placé à une distance 1‖ω‖ de l'hyperplan séparateur. Il est
donc vecteur support.
 si λ∗i = C, alors µ
∗
i = 0, ξ
∗
i > 0 et yi( ~ω
∗.~xi + b∗) − 1 = 0. Cela signiﬁe que le
pixel ~xi est placé à une distance inférieure à 1‖ω‖ de l'hyperplan séparateur. Il
peut être soit du bon, soit du mauvais côté, du séparateur vis-à-vis de λi. Un
tel pixel est un vecteur support qui intervient dans la déﬁnition de ~ω∗ dans
l'équation (3.34).
Diﬀérentes implantations des SVMs ont été proposées. La grande majorité d'entre
elles décompose le problème en sous-problèmes d'optimisation. Chacun de ces sous-
problèmes correspond à un sous-ensemble de pixels d'apprentissage. En eﬀet, si l'on
cherche à résoudre le problème quadratique de l'équation (3.44), on doit manipu-
ler une matrice dont le nombre d'éléments est égal au carré du nombre de pixels
d'apprentissage. Une méthode fut introduite dans [Vapnik 1982]. Cette méthode
nommée chunking utilise le fait que si l'on retire les pixels non supports, c'est-
à-dire les pixels pour lesquels les multiplicateurs de Lagrange sont nuls, cela ne
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modiﬁe pas le problème d'optimisation quadratique. Ainsi l'algorithme chunking
découpe le problème quadratique en sous-problèmes tels qu'à chaque itération, le
sous-problème est constitué des pixels dont les multiplicateurs de Lagrange sont non
nuls plus lesM exemples les moins bons violant les conditions de KKT.M apparaît
alors comme un paramètre de réglage. Chaque sous-problème est initialisé à partir
de l'itération précédente. À la dernière itération, tous les pixels non supports ont été
retirés et donc un seul problème quadratique est résolu avec l'ensemble des pixels
supports. Cet algorithme, bien que réduisant la taille des sous-problèmes quadra-
tiques, travaille sur des matrices toujours relativement grandes pouvant poser des
problèmes de dépassement de mémoire. Dans [Osuna 1997], Osuna et al. ont dé-
montré un théorème qui permet de décomposer le problème quadratique global en
sous-problèmes quadratiques de la façon suivante. A chaque itération, tant qu'au
moins un exemple ou pixel d'apprentissage ne respecte pas les conditions KKT, il
est ajouté au sous-problème quadratique qui est alors résolu. Chaque itération per-
met ainsi, par ajout d'un exemple, de diminuer la fonction objectif globale vers un
point de convergence satisfaisant les contraintes. Dans [Osuna 1997] les auteurs pro-
posent alors d'utiliser une taille constante pour chaque sous-problème quadratique
en ajoutant et enlevant le même nombre de pixels d'apprentissage à chaque itération.
Les deux méthodes proposées ci-dessus nécessitent l'utilisation d'un algorithme de
résolution de problème quadratique qui peut introduire des erreurs de calcul et né-
cessite de l'espace mémoire. l'algorithme Sequential Minimal Optimisation (SMO)
[Platt 1999] propose d'utiliser le théorème d'Osuna et al. pour décomposer le pro-
blème quadratique global en sous-problèmes quadratiques contenant seulement deux
pixels d'apprentissage. Dans ce cas, à chaque itération une résolution analytique est
possible. L'algorithme SMO résout plus de problèmes quadratiques que l'algorithme
proposé par Osuna et al., mais chacun de ces problèmes quadratique est très ra-
pide à résoudre et sans problème de précision numérique. De manière à construire
les sous-problèmes quadratiques, dans [Platt 1999] l'auteur propose une heuristique
pour sélectionner les deux pixels d'apprentissage pour chaque itération. Il est à no-
ter que des propositions d'optimisation de l'algorithme SMO ont été faites dans
la littérature [Hernandez 2009, Peng 2009, Sentelle 2007, Zhou 2007]. Les classiﬁca-
tions par SVM présentées dans ce manuscrit ont été obtenus avec l'algorithme SMO
[Platt 1999].
3.2.3.3 Cas non linéairement séparable
La classiﬁcation par un séparateur linéaire est un cas idéal. En pratique, un sé-
parateur non linéaire est nécessaire pour bien classer un ensemble de données. Aussi,
les SVMs ont-ils été généralisés. Le principe est de transformer l'espace vectoriel de
départ de dimension d tel que Ed en un nouvel espace F dans lequel les données
sont linéairement séparables. Une fonction Φ permet de faire cette transformation
(voir ﬁgure 3.7) :
Φ : Ed → F
~x 7→ Φ(~x)
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Figure 3.7  Introduction d'une fonction Φ, qui plonge le nuage de point dans un
espace de dimension supérieure, rendant ainsi les données linéairement séparables
Si l'on reprend l'équation à optimiser (3.44) en introduisant la fonction Φ, on obtient
le problème d'optimisation suivant :
max
λ
W (λ) = −1
2
Np∑
i=1
λiλjyiyjΦ(~xi).Φ( ~xj) +
Np∑
i=1
λi (3.47)
tel que :
N∑
i=1
λiyi = 0, et ∀i ∈ [1, N ], 0 ≤ λi ≤ C. (3.48)
La fonction de décision devient alors :
f(~x) =
N∑
i=1
λ∗i yiΦ(~xi).Φ(~x) + b
∗. (3.49)
Dans les équations (3.47) et (3.49), on remarque qu'intervient le produit scalaire
entre deux éléments de l'espace d'arrivé F et non pas Φ(~x) seul. La fonction Φ étant
a priori très complexe à estimer, on évite de la calculer en introduisant un noyau K
tel que :
K( ~x1, ~x2) = Φ( ~x1).Φ( ~x2). (3.50)
Ainsi, si l'on introduit un noyau K qui est une fonction qui peut s'écrire sous forme
d'un produit scalaire, alors on peut calculer un séparateur non linéaire entre deux
classes d'apprentissage. Ce noyau est une mesure de similarité entre deux pixels.
Il aura une valeur élevée si les deux pixels se ressemblent et une valeur d'autant
plus faible que deux pixels diﬀèrent. Formellement, une fonction K est un noyau si
elle satisfait le théorème de Mercer [Mercier 2003] qui est le suivant : une fonction
symétrique K est un noyau si et seulement si, quelle que soit la famille de vecteurs
~xii∈[1,N ], K(~xi, ~xj) est une matrice déﬁnie positive. De nombreux noyaux ont été
proposés. Les noyaux les plus classiques sont les noyaux linéaires, polynomiaux, 
Radial Basis Function (RBF) et gaussien [Zammit 2006]. Si l'on note ~x1 et ~x2 deux
pixels, ces noyaux s'expriment sous la forme suivante :
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 linéaire : K( ~x1, ~x2) = ~x1. ~x2
 polynomiale : K( ~x1, ~x2) = ( ~x1. ~x2 + 1)q. q est le degré du polynôme. Plus ce
degré est élevé, plus l'hyperplan séparateur peut prendre une forme complexe
dans l'espace initial.
 RBF : K( ~x1, ~x2) = exp
(
− || ~x1− ~x2||σ
)
 gaussien : K( ~x1, ~x2) = exp
(
− || ~x1− ~x2||2
2σ2
)
Pour les noyaux RBF et gaussien, plus le paramètre σ est proche de zéro et plus
l'hyperplan séparateur peut prendre une forme complexe dans l'espace initiale. Des
noyaux plus spéciﬁques à l'imagerie spectrale ont été proposés comme par exemple
le Spectral Angle Mapper (SAM) [Fauvel 2007]. Ce noyau s'écrit sous la forme
suivante [Mercier 2003] :
K( ~x1, ~x2) = exp
(
−γarccos
(
~x1. ~x2
|| ~x1||.|| ~x2||
))
(3.51)
Ce noyau permet de mesurer l'angle entre deux vecteurs en étant invariant par
changement d'échelle et sans dépendre de l'erreur quadratique. Un tel noyau est
donc, en théorie, robuste à des changements d'illumination par exemple. Enﬁn, une
combinaison linéaire de noyaux respecte toujours les conditions de Mercer si chacun
des noyaux de cette combinaison respecte les conditions de Mercer :
K( ~x1, ~x2) = αK1( ~x1, ~x2) + (1− α)K2( ~x1, ~x2). (3.52)
Ainsi, de nombreux noyaux ont été proposés pour répondre à des applications par-
ticulières. Comme il a été vu lors de l'état de l'art, en imagerie, la combinaison de
noyaux est couramment utilisée pour combiner l'information spectrale et l'informa-
tion spatiale de l'image [Gu 2007, Fauvel 2008, Tan 2010, Moser 2010]. Par exemple
le noyau K1 mesure l'écart de couleur entre ~x1 et ~x2 et le noyau K2 mesure la
dépendance spatiale entre ~x1 et ~x2.
3.2.4 Compensation des eﬀets de volume et d'éclairage
Sur chacune des images du cube hyper-spectral, on observe que le signal reçu est
une combinaison de variations dues à l'absorption de la peau et de variations dues
aux volumes du visage. Pour éviter de devoir faire un apprentissage trop exhaus-
tif sur chaque image, une méthode pour extraire les variations dues aux volumes
du visage et aux ombres induites est nécessaire. En eﬀet, si l'on n'eﬀectue aucune
compensation, la classiﬁcation sera correcte sur les zones planes, mais de mauvaises
classiﬁcations apparaitront dans les zones d'ombre et de volume. La ﬁgure 3.11
montre des résultats des classiﬁcations obtenues par SVM et ACI avec seuillage. La
ﬁgure 3.10(f) montre une classiﬁcation manuelle de référence. On observe que, dans
le cas du SVM, il y a une classiﬁcation correcte sur les zones planes alors qu'il y a une
non-détection de la pathologie sur les zones d'ombre et de volume. Il est interessant
de ne pas avoir de détection dans les zones de forts volumes car ces zones ne sont pas
des zones d'intérêt. Cependant, une non-détection dans les zones de faibles volumes
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peut être problématique car cela fait perdre une partie de la zone d'intérêt. Pour
l'ACI-Seuillage, la bande la plus représentative de la pathologie est sélectionnée et
un seuillage est estimé manuellement. On observe alors une sur-détection dans les
zones d'ombre et de volume. Le but de cette partie est de proposer une méthode qui
permet de compenser ces eﬀets de volume et d'ombre, aﬁn d'améliorer la classiﬁca-
tion sans avoir à étendre l'apprentissage. Le problème à résoudre est donc d'estimer
la part d'intensité due aux volumes pour pouvoir ensuite la retirer et analyser la
pathologie. A ces ﬁns, on propose de comparer trois types d'approches diﬀérentes.
La première approche consiste, à estimer les volumes et ombres par des mesures
statistiques. La seconde approche vise à utiliser les méthodes issues de la métho-
dologie du shape from shading. Enﬁn, La troisième approche modélise le signal
capté par chaque longueur d'onde comme une interaction d'ondes. Dans la suite de
cette partie, chacun des trois types d'approche est détaillé et les résultats obtenus
sont discutés et évalués sur une image de référence, grâce à une classiﬁcation par
k-moyennes.
3.2.4.1 Compensation par calculs statistiques
On s'intéresse ici à calculer un proﬁl des volumes du visage à partir des sta-
tistiques des images du cube. Une fois ce proﬁl estimé, il peut alors être soustrait
aux données initiales aﬁn d'obtenir l'information sur la peau seule. Pour estimer
ce proﬁl, deux alternatives sont proposées. La première méthode consiste à faire
l'hypothèse que les volumes et les ombres sont invariants tout au long du spectre.
Il est alors aisé de retirer cette information en soustrayant sa moyenne spectrale à
chacun des pixels. La ﬁgure 3.8(b) montre la bande de la ﬁgure 3.8(a) compensé par
cette méthode. On observe que la compensation n'est pas eﬃcace. Si l'on réalise une
classiﬁcation par k-moyennes à 3 classes sur cette bande compensée, on obtient des
résultats similaires au cas où l'on n'utilise pas la compensation (voir ﬁgure 3.9(b)).
Cette méthode n'est donc pas adaptée. En fait, lorsque l'on observe les bandes suc-
cessives d'une image multi-spectrale de la peau (voir Annexe B) on se rend compte
que les eﬀets de volume et d'ombre ne sont pas invariants tout au long du spectre.
La seconde méthode vise à utiliser l'ACI. En eﬀet, lorsque l'on réalise une ACI sur
une image multi-spectrale, on observe que la première source obtenue est visuelle-
ment représentative des eﬀets de volume et d'ombre. Les eﬀets d'ombre et de volume
sont des phénomènes majoritairement basses fréquences dans l'image et la première
source ACI contient les composantes basses fréquences. Pour compenser les volumes
et ombres, on peut alors soustraite la première source ACI à chacune des bandes
spectrales avec un poids correspondant à l'abondance de cette source :
∀k ∈ [1, Nb] ICk = Ik − αkS1 (3.53)
Où Ik représente la bande k de l'image initiale, ICk la bande k du cube initial
après soustraction de la première source S1 obtenue par ACI. αk est le coeﬃcient
d'abondance de la source S1 dans chacune des bandes Ik de la décomposition par
ACI. Cette méthode présente l'avantage de ne plus faire l'hypothèse que les volumes
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et ombres sont constants tout au long du spectre. La ﬁgure 3.8(c) montre la bande de
la ﬁgure 3.8(a) compensée par cette méthode. On observe que les volumes semblent
visuellement bien compensés. Cependant, comme la source ACI utilisée contient
aussi une partie de la pathologie, on atténue également la pathologie. Ainsi, lorsque
l'on calcule une classiﬁcation par k-moyennes en 3 classes sur cette bande (voir
ﬁgure 3.9(c)) cela ne permet pas d'isoler la pathologie.
3.2.4.2 Compensation par modèle shape from shading
De nombreux algorithmes ont été proposés dans la littérature aﬁn de résoudre le
problème inverse du shape from shading [Zheng 1991, Bichsel 1992, Crouzil 2003]
qui a été introduit par Horn dans [Horn 1970]. La majorité de ces méthodes pro-
posent de résoudre l'équation de l'eikonale. En traitement d'image, si l'on fait l'hy-
pothèse que la surface imagée est lambertienne, alors l'équation de l'eikonale pour
un pixel à la position (x, y) s'écrit :
I(x, y) =
I0(x, y)√
p2(x, y) + q2(x, y) + 1
(3.54)
où p2 et q2 sont les dérivées de la surface lambertienne dans les directions x et y.
I0 est l'albedo et I l'intensité de l'image observée. Pour notre application, l'idée est
alors d'analyser le spectre aﬁn de trouver quelle zone spectrale est la mieux adaptée
pour estimer les variations d'ombrage. La ﬁgure 3.10 montre les cinq bandes obtenues
après réduction en 5 bandes d'une image de 18 bandes spectrales. Comme on peut le
voir la dernière bande représentée en 3.10(e) contient principalement les variations
d'ombrage. Cela est cohérent vis-à-vis du spectre théorique illustré en ﬁgure 1.16.
Pour les longueurs d'onde en proche infrarouge (900nm), l'absorption de la mélanine
et de l'hémoglobine sont très faibles. Ainsi, les principales composantes de la peau
ne réagissent que très peu à cette longueur d'onde. Si l'on suppose que la peau
réagit comme une surface lambertienne, l'équation (3.54) stipule que nous pouvons
compenser l'ombrage sur chaque bande spectrale par division de la bande proche
infrarouge. La ﬁgure 3.8(d) montre le résultat obtenu en divisant la bande à 590nm
d'une image multi-spectrale par la bande proche infrarouge. Comme on peut le voir,
l'ombrage sur les bords de l'image est bien compensé. Il est devenu blanc dans
l'image compensée et est maintenant dissocié du gris foncé des zones pathologiques.
Cependant la compensation n'est pas eﬃcace dans les zones de volume du visage. Si
nous eﬀectuons une classiﬁcation par k-moyennes en trois classes (voir ﬁgure 3.9(d)),
nous observons que les zones de volume sont confondues avec les zones pathologiques.
Nous en concluons que l'hypothèse lambertienne n'est pas correcte.
3.2.4.3 Compensation par modèle d'interférences
Puisque la surface de la peau ne peut être modélisée comme lambertienne, consi-
dérons la lumière incidente sur la peau comme partiellement réﬂéchie à la surface et
partiellement réﬂéchie après avoir pénétré dans la peau. Le signal capté par l'ima-
geur est alors composé de deux signaux. Le premier signal correspond aux volumes
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et aux ombres alors que le second contient également l'information que l'on cherche
à étudier. La théorie des interférences d'ondes stipule que les deux signaux réﬂéchis
suivent la relation suivante :
A20 = A
2
01 +A
2
02 + 2A01A02cos(φ1 − φ2), (3.55)
où A0 est l'amplitude du signal observé, A01 est l'amplitude du signal réﬂéchi en
surface et A02 l'amplitude du signal ayant pénétré la peau. φ = φ1 − φ2 représente
le déphasage entre les deux signaux. Le premier signal ne contient que les volumes
et ombres. Pour un pixel à la position (x, y), si l'on fait l'hypothèse que la réﬂexion
de surface est lambertienne alors :
A01 =
A√
p2(x, y) + q2(x, y) + 1
(3.56)
où A est l'intensité du signal émis. Le second signal contient en plus des variations
dues aux volumes et ombres, des variations dues à l'absorption de la couche de peau
traversée. on a donc :
A02 =
U(x, y)√
p2(x, y) + q2(x, y) + 1
(3.57)
où U(x, y) représente les variations d'intensité dues à l'absorption de la couche de
peau traversée. Les équations (3.56) et (3.57) dans l'équation (3.55) donnent :
U(x, y) =
√
A2 (1 + cos2(φ))−A20
√
p2(x, y) + q2(x, y) + 1
2 −Acos(φ) (3.58)
Si l'on fait l'approximation que dans le terme d'interférence, la partie volume et
ombre est prédominante sur le contenu d'absorption de la peau alors :
cos2(φ) =
A√
p2(x, y) + q2(x, y) + 1
(3.59)
Il reste maintenant à estimer les composantes p et q. En fait, estimer√
p2(x, y) + q2(x, y) + 1 suﬃt. Pour ce faire, prenons le cas particulier de la bande
infrarouge où l'absorption de la peau est négligeable. On a alors :
AIR0 = A
IR
01 (3.60)
d'où :
AIR0 =
AIR√
p2(x, y) + q2(x, y) + 1
(3.61)
La compensation par l'image infrarouge avec le modèle d'interférence s'écrit alors :
∀k ∈ [1, Nb], Uk(x, y) =
√
A2k
(
1 +
AkA
IR
0
AIR
)
−A20k
AIR0
AIR
−A
√
AkA
IR
0
AIR
(3.62)
les coeﬃcients Ak et AIR ne sont pas accessibles directement sur les données. Ce-
pendant, le rapport Ak
AIR
peut être estimé comme le rapport entre les dynamiques
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globales de la bande k et de la bande infrarouge. En eﬀet, si l'on observe une image
multi-spectrale de peau (voir Annexe B), on observe que la dynamique de chaque
bande spectrale est proportionnelle à l'énergie du signal éclairant la peau. Ak
AIR
est
ainsi alors estimé comme le rapport des dynamiques des bandes k et IR. Un exemple
de compensation par cette méthode est illustré en ﬁgure 3.8(e). On observe que les
ombres et les volumes sont bien compensés. Si l'on réalise une classiﬁcation par
k-moyennes (voir ﬁgure 3.9(e)) sur cette bande compensée, on observe que même
si la classiﬁcation est de qualité modérée, on arrive a distinguer les zones patholo-
giques des zones de volume. Cette compensation pourrait donc être utilisée avant
la classiﬁcation par SVM ou pour corriger la composante ACI représentative de la
pathologie. Un inconvénient de la méthode de compensation par interférences est
que l'on réalise une division entre bandes spectrales qui a tendance à induire de
fortes intensités dans les zones d'ombres. C'est pour cela que la bande aﬃchée en
ﬁgure 3.8(e) semble visuellement peu contrastée. Pour pallier ce problème, on re-
marque dans l'équation (3.62) que le terme de soustraction de l'image infrarouge
est prédominant. Une version simpliﬁée de la méthode de compensation de volume
et ombre par le modèle d'interférence est alors de soustraire la bande infrarouge à
la bande spectrale que l'on souhaite corriger avec un facteur de normalisation de la
dynamique :
∀k ∈ [1, Nb], Uk(x, y) = Ak0 −
Ak
AIR
AIR0 . (3.63)
Le facteur Ak
AIR
est alors calculé de la même façon que dans le cas de l'équation 3.62.
Le résultat de cette méthode de compensation sur une bande spectrale est illustré
en ﬁgure 3.8(f). On observe que la compensation est eﬃcace et que l'on n'a plus
de problème de dynamique comme dans le cas de la ﬁgure 3.8(e). Une classiﬁcation
par k-moyenne à 3 classes sur cette bande compensée (voir ﬁgure 3.9(f)) permet de
distinguer les zones pathologiques des zones de volumes et ombres. Dans la suite,
nous utiliserons donc cette méthode de compensation de volumes et d'ombres pour
corriger chacune des bandes spectrales avant de réaliser la classiﬁcation par SVM
ou pour corriger une cartographie obtenue par ACI. En eﬀet, les ﬁgures 3.11 et 3.12
montrent des classiﬁcations par SVM et ACI réalisées avec et sans cette méthode
de compensation. On observe que les résultats sont signiﬁcativement meilleurs que
lorsque l'on n'utilise pas de compensation. Les deux méthodes de classiﬁcation pro-
posées sont alors les suivantes :
 PP-SVM : consiste en une réduction de données par poursuite de projection
(PP), suivi d'une compensation des eﬀets de volumes par la soustraction de
l'information infrarouge, puis une classiﬁcation par SVM.
 ACI-seuillage : consiste en l'extraction d'une source représentative de la patho-
logie par ACI, de la compensation des eﬀets de volume sur cette source par la
soustraction de l'information infrarouge, puis une classiﬁcation par seuillage.
Dans les deux cas, la soustraction de l'image infrarouge est réalisée après la réduction
du spectre. Cela permet de minimiser l'erreur commise. En eﬀet, dans les images
l'on observe que la bande infrarouge compense très bien les eﬀets de volume sur
les bandes spectrales qui lui sont proches (i.e. rouges) et compense moins bien les
94 Chapitre 3. Critère spatial
(a) (b) (c)
(d) (e) (f)
Figure 3.8  Compensation des volumes sur la bande spectrale à 590nm (patient
9001, première étude clinique). (a) Bande initiale, (b) bande compensée par retrait
de la moyenne spectrale de chaque pixels, (c) bande compensée par la première
composante ACI, (d) bande compensée par division de la bande infrarouge, (e) bande
compensée par le modèle d'interférence, (f) bande compensée par soustraction de la
bande infrarouge.
bandes spectrales les plus éloignés (i.e. bleues). Cela est dû au fait que les eﬀets
d'ombre et de volume varient tout au long du spectre (voir Annexe B). Réduire le
spectre avant de faire la compensation réduit donc cette erreur.
3.2.5 Résultats obtenus
Les méthodes de classiﬁcation proposées ont été testées sur 96 images fournies
par Galderma. Ces 96 images correspondent aux images prisent au temps t0 sur
la première étude clinique. Ce sont des images multi-spectrales qui contiennent 18
bandes spectrales de 960 * 1280 pixels. Sur cet ensemble de données, la méthode
PP-SVM et la méthode ACI-seuillage sont compétitives et donnent des résultats
de qualité équivalente. La principale diﬀérence entre ces deux méthodes est la dé-
pendance de l'opérateur. En eﬀet, un SVM demande à l'opérateur de sélectionner
des pixels d'apprentissage. Pour chaque image, un opérateur clique sur des régions
saines et pathologiques qui lui semblent représentatives et suﬃsamment proches de
la frontière entre zone saine et zone pathologique. La méthode ACI-seuillage de-
mande à l'opérateur de choisir la source et la valeur du seuil. La seconde méthode
est plus facile à utiliser pour un opérateur, mais est plus sujette a la subjectivité.
Pour évaluer la classiﬁcation sur ces 96 images, nous les partitionnons en 3 groupes.
Le premier contient 27 images qui sont qualiﬁées de faciles dans le sens où ces
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(a) (b) (c)
(d) (e) (f)
Figure 3.9  Résultats d'une classiﬁcation par k-moyennes à 3 classes sur la bande
spectrale à 590nm (patient 9001, première étude clinique) suivant la méthode de
compensation de volumes et ombres utilisée. (a) Bande initiale, (b) bande compen-
sée par retrait de la moyenne spectrale de chaque pixel, (c) bande compensée par
la première composante ACI, (d) bande compensée par division de la bande infra-
rouge, (e) bande compensée par le modèle d'interférence, (f) bande compensée par
soustraction de la bande infrarouge.
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(a) Bande 1 (b) Bande 2 (c) Bande 3
(d) Bande 4 (e) Bande 5 (f) Classiﬁcation manuelle
Figure 3.10  Bandes d'un cube réduit par poursuite de projection (a-e), une
classiﬁcation manuelle (f). (Patient 9001, première étude clinique)
images contiennent principalement de la peau dans la zone plane de la joue. Le
deuxième groupe qualiﬁé d'intermédiaire contient des images avec plus d'artefacts
comme les yeux, les cheveux ou le nez. Ce groupe représente 37 des 96 images.
Le troisième groupe contient 31 images avec beaucoup d'artefacts. L'algorithme de
Stamatas et al. [Stamatas 2008] et la méthode ACI-seuillage sont équivalentes d'un
point de vue de l'entrée opérateur. Nous proposons de les comparer tout d'abord.
Pour chacune des deux méthodes, nous estimons le seuil qui maximise la correspon-
dance avec l'analyse du dermatologue en termes de surface pathologique. La ﬁgure
3.13 représente les courbes de corrélation entre l'estimation de surface pathologique
du dermatologue et le calcul de l'algorithme sur les 27 images du premier groupe.
(a) Image couleur recons-
truite
(b) Classiﬁcation par PP
et SVM
(c) Classiﬁcation par PP et
SVM avec la compensation
par soustraction
Figure 3.11  Résultats de classiﬁcations obtenues par poursuite de projection et
SVM en fonction de la méthode de compensation de volume (patient 9001, première
étude clinique).
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(a) Image couleur recons-
truite
(b) Classiﬁcation fondée
sur l'ACI
(c) Classiﬁcation fondée
sur ACI et compensation
par soustraction
Figure 3.12  Résultats de classiﬁcations obtenues avec l'ACI en fonction de la
méthode de compensation de volume (patient 9001, première étude clinique).
Table 3.1  Correspondance de mesure de surface entre le dermatologue et les
algorithmes
ICA PP-SVM
Groupe 1 81.5% 63%
Groupe 2 75.7% 62.2%
Groupe 3 62.5% 52%
Total 73% 58.7%
L'échelle du dermatologue est discrète de 0 (aucune pathologie) à 6 (100% de la
zone est pathologique). La courbe rouge représente la correspondance entre l'éva-
luation clinique et la mesure de surface en pourcentage. La ﬁgure 3.13 montre que
la méthode fondée sur l'ACI se corrèle davantage avec l'analyse du dermatologue
que celle fondée sur l'algorithme de Stamatas et al.. Il est à noter que la corré-
lation mesurée dans cette expérimentation est artiﬁciellement haute, étant donné
que l'analyse du dermatologue est prise en compte pour mesurer la surface avec les
algorithmes ACI et Stamatas et al.. Maintenant, nous comparons l'évaluation de
surface par l'ACI-seuillage et la méthode PP-SVM sur l'ensemble des 96 images. La
table 3.1 montre le pourcentage de correspondance entre l'estimation du dermato-
logue sur l'échelle de 0 à 6 et l'estimation de surface en pourcentage obtenue par
l'ACI-seuillage et PP-SVM. Il est naturel, dans le tableau 3.1, que les pourcentages
pour l'ACI-seuillage soient meilleurs puisque cette méthode utilise l'analyse du der-
matologue pour estimer le seuil. Bien que la correspondance entre les classiﬁcations
obtenues et la mesure du dermatologue soit satisfaisante, une surestimation de la
zone pathologique apparaît principalement pour les groupes 2 et 3, où le pourcentage
de correspondance diminue. Finalement, les expériences réalisées ci-dessus montrent
que l'ACI-seuillage et PP-SVM sont bien adaptées à notre problème. Cependant,
ces techniques ne sont pas assez robustes vis-à-vis de la variabilité des données au
sein d'une même étude clinique et doivent être améliorées en ce sens.
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Figure 3.13  Corrélation de l'ACI-seuillage (à gauche) et l'algorithme de Stama-
tas et al. (à droite), avec la mesure du dermatologue sur les images du Groupe
1. Abscisse : surface pathologique estimée par l'algorithme, ordonnée : surface
pathologique estimée par le dermatologue.
3.3 Généralisation à une étude complète
Le schéma de classiﬁcation proposé dans la partie précédente n'est pas utilisable
sur une étude complète. Tout d'abord, les algorithmes ne sont pas suﬃsamment
robustes à la variabilité au sein d'une série d'images (intensité de la pathologie,
diﬀérents eﬀets d'ombre et de volume). De plus, pour l'ACI-seuillage, l'opérateur
doit sélectionner une source et un seuil pour cette source. Pour la PP-SVM, l'opé-
rateur doit sélectionner des pixels d'apprentissage sur chaque image. Ce n'est pas
compatible avec une utilisation pratique sur toute une étude contenant environ 100
images à analyser. Dans cette partie, nous proposons un protocole qui permet à la
fois d'automatiser les algorithmes autant que possible et améliore la robustesse de
la classiﬁcation.
Nous nous concentrons alors sur la méthode PP-SVM car c'est celle qui semble être
le plus facile à automatiser. À cette ﬁn, nous proposons un schéma pour entrainer
le SVM une seule fois pour toutes les images. Puis, nous ajoutons une étape de
classiﬁcation interactive pour éviter tout risque de sur ou sous-classiﬁcation.
3.3.1 Entrainement global
Pour faire un apprentissage global à toutes les images, nous avons d'abord besoin
de les normaliser. En eﬀet, la couleur de la peau saine est diﬀérente d'un patient à
un autre. En outre, malgré l'utilisation de la procédure de compensation des eﬀets
de volume par soustraction de l'information infrarouge, les images présentent des
phénomènes d'ombre plus ou moins importants et des éléments autres que la peau
(cheveux, yeux, ...) qui peuvent altérer la classiﬁcation. Nous proposons donc deux
étapes supplémentaires aﬁn de pourvoir réaliser un apprentissage global : une étape
de ﬁltrage fréquentiel et une étape de normalisation d'histogramme.
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3.3.1.1 Filtrage supplémentaire
Aﬁn d'enlever le plus d'artefacts possible dans toutes les images, nous propo-
sons d'ajouter une étape de ﬁltrage de Fourier entre la poursuite de projection et la
compensation de volume. En eﬀet, dans nos images, nous observons que les parties
indésirables sont principalement situées dans les basses fréquences. En eﬀet, les yeux,
le nez, les lèvres sont à l'intérieur du volume du visage (en opposition à la surface
plane de la joue), et le volume du visage est constitué, dans nos images, de variations
de basse fréquence. Un autre artefact qui n'est pas corrigé par l'étape de compen-
sation de volume est la non-homogénéïté de l'éclairage induite par les volumes du
visage. les eﬀets d'éclairage sont également contenus dans les basses fréquences des
images. Pour réaliser le ﬁltrage de Fourier, considérerons IR une image réduite par
poursuite de projection. Nous appliquons d'abord une fenêtre de Hamming 2D à
chaque bande IR(b) de IR aﬁn d'éviter les oscillations [Gonzalez 2008] :
∀b ∈ [0, nb], HIR(b) = IR(b).HW, (3.64)
avec nb le nombre de bandes spectrales de IR, et
HW (i, j) = 0.54− 0.46 ∗ cos
pi ∗
√(
i− nl2
nl
)2
+
(
i− nc2
nc
)2 (3.65)
où nl et nc sont respectivement le nombre de lignes et de colonnes de IR.
Puis, nous appliquons une transformée de Fourier 2D à chaque bande b de HIR
[Gonzalez 2008] :
F (HIR)(u, v, b) =
1
nl ∗ nc
nl∑
x=1
nc∑
y=1
HIR(x, y, b)e
−2ipi(uxnl + vync) (3.66)
Enﬁn, nous appliquons le masque M dans l'espace de Fourier et calculons la trans-
formée de Fourier inverse pour obtenir IRF [Gonzalez 2008] :
∀b ∈ [0, nb], IRF (b) = F−1 (F (HIR)(b).M) , (3.67)
avec
F−1(I)(x, y) =
1
nl ∗ nc
nl∑
u=1
nc∑
v=1
FI(u, v)e
2ipi(uxnl +
vy
nc) (3.68)
Où I représente une image monochrome et FI sa transformée de Fourier. Un exemple
d'image ﬁltrée est montrée en ﬁgure 3.14(c). Le contour des yeux et le nez sont mieux
ﬁltrés que lorsque l'on utilise la compensation de volume seule (voir ﬁgure 3.14(b)).
Le ﬁltrage ainsi introduit atténue volontairement les bords de l'image. L'hypothèse
est faite que la zone d'intérêt est localisée dans le centre de l'image.
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3.3.1.2 Entrainement global
Dans cette partie, nous proposons d'utiliser la PP-SVM avec une base d'appren-
tissage unique pour l'ensemble d'une étude clinique. Le SVM est appliqué sur les
images ﬁltrées obtenus avec la méthode décrite dans la partie 3.3.1.1. Pour cela,
chaque bande doit être normalisée radiométriquement. En eﬀet, le SVM va déﬁnir
un séparateur unique pour l'ensemble des données. Pour eﬀectuer cette normali-
sation, nous utilisons une spéciﬁcation d'histogramme [Gonzalez 2008] qui fait que
chaque bande de IRF a un histogramme plat. Un exemple d'une bande ﬁltrée et
normalisée est illustré sur la ﬁgure 3.14(e). L'image 3.14(d) montre l'importance du
ﬁltrage de Fourier. Sans un tel ﬁltrage, la spéciﬁcation d'histogramme n'élimine pas
l'ombrage. Lorsque les images sont ﬁltrées et normalisées, nous entrainons le SVM
sur les images d'apprentissage sélectionnées. Ces images doivent être choisies de telle
sorte à ne pas être trop atypiques sinon le SVM ne sera pas en mesure de généraliser
à l'ensemble de l'étude. Puis, sur chaque image choisie, un opérateur spéciﬁe les
zones saines et pathologiques qui vont être utilisées. Enﬁn, tous les pixels marqués
sont concaténés et utilisés pour entrainer un SVM. Toutes les images peuvent, en-
suite, être classées avec ce même séparateur. Un exemple d'apprentissage est donné
dans la partie 3.3.3.
(a) Bande initiale (b) Bande avec compensa-
tion infrarouge par sous-
traction
(c) Bande avec compensa-
tion infrarouge par sous-
traction et ﬁltrage de Fou-
rier
(d) Bande avec compensa-
tion infrarouge par sous-
traction et spéciﬁcation
d'histogramme
(e) Bande avec compensa-
tion infrarouge par sous-
traction, ﬁltrage de Fou-
rier et spéciﬁcation d'histo-
gramme
Figure 3.14  Inﬂuence du ﬁltrage de Fourier sur une bande spectrale. La bande
utilisée est la bande à 590 nm. (Patient 9001 de la seconde étude clinique)
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3.3.2 Outil de classiﬁcation interactif
La classiﬁcation proposée dans la partie précédente peut encore échouer pour des
images atypiques. S'il y a trop d'artefacts dans l'image ou si le contraste entre les
zones saine et pathologique est trop faible, le séparateur global ne sera pas adapté
pour classer correctement cette image. En outre, le SVM a un taux de sur ou sous-
classiﬁcation non nul. Dans notre application, nous avons besoin d'être certain que
les zones classées sont pathologiques pour évaluer correctement un traitement. C'est
pourquoi nous proposons un protocole que nous appelons classiﬁcation interacti-
ve qui permet à un opérateur de faire facilement des corrections par rapport à la
classiﬁcation automatique. Il y a deux types de corrections qui peuvent être choisies
par l'opérateur : retirer une sur-classiﬁcation et ajouter une sous-classiﬁcation. Pour
permettre à l'opérateur de retirer une sur-segmentation, nous eﬀectuons une ana-
lyse en composantes connexes [Gonzalez 2008] sur la carte de classiﬁcation SVM.
Ensuite, l'opérateur peut cliquer sur une composante, et l'ajouter ou la retirer de
la classiﬁcation ﬁnale. Si le SVM ne détecte pas une zone pathologique, une carte
de segmentation est nécessaire pour permettre à l'opérateur d'ajouter cette zone à
la classiﬁcation. Pour ce faire, nous eﬀectuons une segmentation sur l'image IRF .
Dans la littérature, un grand nombre d'algorithmes de segmentation pour l'imagerie
multi-spectrale ont été proposés. Les deux principales approches sont la segmenta-
tion par division/fusion et la segmentation par classiﬁcation automatique associée
à l'analyse en composantes connexes [Gonzalez 2008]. Aﬁn de réduire le temps de
calcul autant que possible, nous utilisons la deuxième approche. Nous utilisons l'al-
gorithme de classiﬁcation par mélange de gaussiennes associé à l'analyse en compo-
santes connexes tel que décrit dans [Tarabalka 2009]. Nous eﬀectuons une classiﬁca-
tion sur l'image IRF avec un modèle de mélange de gaussiennes. Chaque composante
obtenue est partitionnée avec l'analyse en composantes connexes. La carte de seg-
mentation ﬁnale est obtenue par concaténation des segments de chaque composante
gaussienne sur une seule carte. Le schéma ﬁnal de classiﬁcation proposé est illustré
par la ﬁgure 3.15. Les ﬁgures 3.16 et 3.17 montrent des captures d'écran de l'in-
terface graphique de classiﬁcation que nous avons développé. Pour maximiser les
chances de segmenter la zone d'intérêt, nous eﬀectuons deux fois la segmentation :
une première fois avec un ﬁltre de Fourier passe-haut qui coupe 20% des basses fré-
quences et une seconde fois avec un ﬁltre de Fourier passe-haut qui coupe 40% des
basses fréquences. L'inﬂuence de ces deux ﬁltres est illustré sur la ﬁgure 3.18 pour
les patients utilisés pour l'apprentissage. L'opérateur peut cliquer sur les segments
de ces deux cartes pour l'ajouter à la classiﬁcation ﬁnale. L'opérateur peut aussi
choisir des segments sur la classiﬁcation SVM. Sur la ﬁgure 3.16, c'est la classiﬁca-
tion SVM qui a été choisie et est aﬃchée dans le quadrant inférieur droit. Sur la
ﬁgure 3.17, des segments ont été sélectionnés sur cartes de segmentation aﬃchées
dans les deux quadrants du haut. Ils apparaissent en blanc sur les cartes de segmen-
tation. Le classement ﬁnal est montré dans le quadrant inférieur droit. Dans le pire
cas, lorsque la classiﬁcation SVM et les segmentations ne parviennent pas à détecter
la zone d'intérêt, l'opérateur peut sélectionner la zone d'intérêt à la main en traçant
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un polygone autour de la région d'intérêt.
Figure 3.15  Schéma de classiﬁcation ﬁnal utilisé pour analyser un étude clinique
complète .
3.3.3 Résultats obtenus
Nous avons utilisé la méthode de classiﬁcation proposée (cf. ﬁgure 3.15)sur deux
études cliniques à l'instant t0. La première contient 48 patients, avec deux images par
patient. La seconde contient 44 patients, avec deux images par patient. Nous avons
entrainé le SVM une seule fois pour les deux études avec trois patients sélectionnés
dans la seconde étude. Ces trois patients (voir la ﬁgure 3.18) ont été sélectionnés
comme suit : le premier patient 3.18(a) est un cas facile dans le sens où l'image a
peu d'eﬀets d'ombrage et le contraste de la zone pathologique est intermédiaire. Les
deux autres patients sont sélectionnés parce qu'ils contiennent deux types diﬀérents
d'eﬀets d'ombrage. Le patient 3.18(b) a une zone pathologique bien contrastée et
localisée. Une importante zone d'ombrage se situe autour de l'÷il. Le patient 3.18(c)
a une zone pathologique plus diﬀuse avec des zones d'ombrage autour du nez et du
menton. Les bandes ﬁltrées et les zones d'apprentissage de ces trois images sont
montrées aux ﬁgures 3.18(j), 3.18(k) et 3.18(l) Nous avons lancé la classiﬁcation
SVM et la segmentation des deux études en gardant les mêmes paramètres. Puis,
un opérateur fait une classiﬁcation interactive. Lors de la classiﬁcation interactive,
91% des images ont été classées avec le SVM ou la segmentation. Les 9% d'images
restantes ont été classées à la main par l'opérateur. Sur les 91% d'images classées
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Figure 3.16  Capture d'écran du logiciel qui permet de faire la classiﬁcation inter-
active, premier exemple. En haut à gauche : segmentation obtenue avec un ﬁltre de
Fourier qui coupe 20% des basses fréquences, en haut à droite : la segmentation ob-
tenue avec un ﬁltre de Fourier qui coupe 40% des basses fréquences, en bas à gauche
une bande de l'image initiale, en bas à droite la composante de la classiﬁcation SVM
choisie par l'opérateur. (Patient 9036 de la seconde étude clinique)
par la méthode proposée, l'opérateur a utilisé la carte de segmentation dans environ
40% des images, et dans environ 30% des cas, le fait d'utiliser soit la classiﬁcation
SVM, soit la carte de segmentation donne des résultats comparables. La classiﬁ-
cation interactive a pris une heure à l'opérateur pour classer environ 100 images.
Si l'opérateur doit classer les images manuellement, cela requière plus de temps et
résulte en une classiﬁcation moins précise. Aﬁn de quantiﬁer la précision de la classi-
ﬁcation, nous comparons la surface de la zone pathologique classée à une mesure de
surface pathologique clinique obtenue par un dermatologue. On rappelle que la me-
sure du dermatologue se fait sur une échelle allant de 0 à 6. Comme le dermatologue
ne considère pas les trous à l'intérieur des zones pathologiques, nous remplissons
les trous dans les masques binaires de classiﬁcation. Les courbes de correspondance
entre l'évaluation du dermatologue et l'algorithme sont présentées dans la ﬁgure 3.19.
Pour la première étude la corrélation entre les classiﬁcations et la mesure clinique
est de 76,3% et de 71,3% pour la seconde étude. Les corrélations obtenues sont bien
meilleures que celles obtenues avec l'algorithme SVM sans la procédure d'appren-
tissage global et l'outil de sélection interactif. En eﬀet, pour la première étude nous
avons obtenu 58,7% de corrélation entre l'algorithme SVM (voir la table 3.1) et
l'analyse clinique. Pour la deuxième étude (voir la ﬁgure 3.20) nous avons eu seule-
ment 45,1% de corrélation entre l'algorithme SVM et l'analyse clinique. Ajoutons
deux remarques sur les résultats présentés. Un point important est que l'outil inter-
actif de classiﬁcation introduit l'opérateur à la sortie de l'algorithme. En eﬀet, ce
n'est pas l'introduction d'un apprentissage global qui améliore signiﬁcativement les
résultats du SVM. C'est l'outil interactif et les ﬁltrages de Fourier qui assurent une
minimisation des taux de sur et sous-détection. Le fait d'introduire l'opérateur en
bout de chaine rend la méthodologie performante en terme de temps. En eﬀet, si l'on
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Figure 3.17  Capture d'écran du logiciel qui permet de faire la classiﬁcation inter-
active, second exemple. En haut à gauche : segmentation obtenue avec un ﬁltre de
Fourier qui coupe 20% des basses fréquences, en haut à droite : la segmentation ob-
tenue avec un ﬁltre de Fourier qui coupe 40% des basses fréquences, en bas à gauche
une bande de l'image initiale, en bas à droite : classiﬁcation ﬁnale. La classiﬁcation
ﬁnale a été ici obtenue en cliquant sur deux régions dans les cartes de segmentation
(régions en blanc sur les quadrants du haut). (Patient 9039 de la seconde étude
clinique)
demandait à l'opérateur de cliquer sur une région d'intérêt aﬁn d'appliquer un al-
gorithme de croissance de région ou un contour actif par exemple, cela demanderait
à l'opérateur d'attendre le résultat et éventuellement de réinitialiser l'algorithme en
cas de mauvais résultats. Une telle procédure serait fastidieuse. Une deuxième re-
marque est que, même si les courbes de corrélation de la ﬁgure 3.13 semble meilleure
que celle de la ﬁgure 3.19, la classiﬁcation dans le second cas correspond mieux à la
pathologie. Cette diﬀérence vient du fait que pour la méthode fondée sur l'ACI (voir
ﬁgure 3.13), le seuil à été estimé de manière à minimiser l'écart entre la mesure de
surface du dermatologue et celle de l'algorithme, sans prendre en compte les taux
de fausse alarme et de non-détection. Dans la ﬁgure 3.19, Il y a un décalage entre
les mesures du dermatologue et la surface évaluée par l'algorithme. Il peut être ex-
pliqué par la nature des données. En eﬀet, les images contiennent un hémi-visage.
La surface calculée est donc relative (normalisée) à un hémi-visage. Dans l'analyse
clinique, le dermatologue normalise la mesure de la zone pathologique par rapport
à la taille d'une joue. Là est l'origine de la translation observée entre l'échelle du
dermatologue et l'échelle de mesure de l'algorithme.
3.4 Apport du multi-spectral
Le but de cette section est d'étudier l'apport de l'imagerie multi-spectrale pour
la classiﬁcation de lésions d'hyper-pigmentation. Ainsi, dans un premier temps, nous
comparons la qualité d'une cartographie de classiﬁcation obtenue avec une image
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couleur et une image multi-spectrale. Dans un second temps nous étudions l'intérêt
d'utiliser des images hyper-spectrales plutôt que des images multi-spectrales.
3.4.1 Comparaison avec des classiﬁcations sur des images (ou re-
constructions) couleur
Le but de cette partie est d'évaluer l'intérêt de l'imagerie multi-spectrale rela-
tivement à l'imagerie couleur. Aﬁn de comparer les deux types d'images, nous pro-
posons d'utiliser des images couleur reconstruites par intégration spectrale d'images
multi-spectrales. Ainsi, nous disposons exactement de la même zone spatiale pour
chacune des deux technologies. Pour réaliser la classiﬁcation des zones pathologiques
sur des images multi-spectrales, nous avons réalisé une réduction de dimension qui
nous a ramené à utiliser uniquement quatre bandes de couleur et une bande infra-
rouge. Une image couleur comportant trois bandes couleur, il est donc raisonnable
de penser que cette résolution colorimétrique est suﬃsante pour réaliser une clas-
siﬁcation précise de la pathologie. Ainsi, lorsque l'on observe les images couleur
reconstruites (voir ﬁgures 3.21 et 3.22), les zones pathologiques sont relativement
distinctes des zones saines. Cependant, lors du processus de classiﬁcation d'images
multi-spectrales proposé ci-dessus, nous avons vu que la diﬃculté majeur est d'élimi-
ner les eﬀets de volume et d'éclairage. Pour cela, nous avons mis en place un ﬁltrage
utilisant la bande infrarouge qui n'est pas disponible avec une image couleur. Il est
donc évident que l'algorithme développé pour les images multi-spectrales n'est pas
applicable directement sur des images couleur. Pour réaliser une classiﬁcation satis-
faisante avec des images couleurs, il faut donc mettre en place un système de ﬁltrage
plus complexe que celui fondé sur une simple soustraction de bande infrarouge pro-
posé pour l'imagerie spectrale. L'utilisation d'images multi-spectrales est de ce fait
avantageuse par rapport à l'imagerie couleur. Aﬁn d'évaluer la diﬃculté de la mise
en place d'un algorithme de classiﬁcation sur des images couleur nous proposons
d'étudier succinctement des algorithmes susceptibles de ﬁltrer les eﬀets de volumes
du visage. Une méthode utilisée pour estimer les ombres dans les images couleur
consiste à utiliser un modèle issu des lois de la physique. Cet algorithme est décrit
dans [Finlayson 2002, Finlayson 2006] et utilisé par Tsumura et al. [Tsumura 2003]
pour analyser la peau sur des images de visage. Cette méthode part du modèle
physique d'acquisition des couleurs pour un appareil photo :
ρk(x, y) = σ(x, y)
∫
E(λ, x, y)S(λ, x, y)Qk(λ)dλ, (3.69)
où Qk(λ) est la sensibilité de l'appareil à la keme couleur, k=1,2,3 (rouge, vert, bleu).
σ(x, y) est un coeﬃcient de réﬂexion lambertienne pour un pixel à la position (x, y).
S(λ, x, y) est la réﬂexion de surface et E(λ, x, y) l'absorption du matériau au pixel à
la position (x, y). Le but est alors d'éliminer la composante S(λ, x, y) aﬁn d'analyser
E(λ, x, y). Pour une caméra à trois couleurs, nous avons donc trois réponses :
ρ(x, y) = [ρr(x, y), ρv(x, y), ρb(x, y)] (3.70)
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Si l'on fait l'hypothèse que la réponse de l'appareil photographique à chacune des
trois couleur est un Dirac alors Qk(λ) = δ(λ, λk). L'équation (3.69) devient alors :
ρk(x, y) = σ(x, y)E(λk, x, y)S(λk, x, y) (3.71)
Introduisons maintenant la loi de Planck :
E(λk) = Ic1λ
−5
(
e
c2
λT − 1
)−1
(3.72)
où T est la température, I l'intensité de la lumière incidente et c1 et c2 deux
constantes. Cette équation peut être simpliﬁée en introduisant l'approximation de
Wien : c2 >> λT . On obtient alors :
E(λk) = Ic1λ
−5e−
c2
λT (3.73)
L'équation (3.70) devient alors :
ρk(x, y) = S(λk, x, y)σ(x, y)Ic1λ
−5e−
c2
λT (3.74)
en passant au logarithme, on obtient :
ln(ρk(x, y)) = ln(I) + ln(S(λk, x, y)σ(x, y)c1λ
−5)− c2
λT
. (3.75)
Le terme K = ln(I) est une constante indépendante du capteur, le terme α =
ln(S(λk, x, y)σ(x, y)c1λ
−5) est une variable dépendante de la réﬂexion uniquement,
et le terme β = c2λ est dépendant de l'illuminant. Si l'on calcul r
′ = ln(ρr)− ln(ρv)
et b′ = ln(ρb)− ln(ρv), on obtient :
r′ = αr − αv + 1
T
(βr − βv)
b′ = αb − αv + 1
T
(βb − βv)
(3.76)
Dans [Finlayson 2002], l'auteur montre que l'on peut obtenir une relation entre r′
et b′ de la forme suivante :
r′ − βr − βv
βb − βv b
′ = f(αr, αv, αb). (3.77)
Cela montre qu'il existe une diﬀérence pondérée entre r′ et b′ qui ne dépend que de
la réﬂexion de surface. Expérimentalement, ce coeﬃcient vaut −1. On peut donc à
partir d'une image couleur estimer une composante contenant uniquement les eﬀets
d'ombre dans une image. Les ﬁgures 3.21 et 3.22 montrent deux exemples de telles
composantes obtenues à partir d'images couleur reconstruites. On compare alors
ces composantes avec l'image infrarouge d'une image multi-spectrale. On observe
que la composante ombre obtenue à partir de l'image couleur est moins précise
que celle obtenue par l'infrarouge. Ainsi, si l'on soustrait l'image infrarouge à la
bande de couleur rouge, et que l'on fait de même en soustrayant la composante
ombre obtenue à partir de l'image couleur, on observe que la composante obtenue
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sur l'image couleur permet une compensation de moins bonne qualité. En conclusion
de cette comparaison de l'imagerie couleur et de l'imagerie multi-spectrale pour la
classiﬁcation des zones pathologiques, une classiﬁcation de bonne qualité semble
possible avec les deux technologies. Cependant, l'imagerie spectrale contient une
information supplémentaire qui facilite grandement la classiﬁcation sans introduire
de modèle particulier limitant ainsi une éventuelle détérioration des données.
3.4.2 Comparaison des méthodes de réduction de dimension entre
multi et hyper-spectral
Aﬁn de quantiﬁer l'apport de l'imagerie hyper-spectrale comparativement à
l'imagerie multi-spectrale, nous disposons de quelques images correspondant aux
mêmes patients photographiés à la fois par un imageur hyper-spectral et un ima-
geur multi-spectral. Des exemples de ces images sont montrés en ﬁgures 3.23 et 3.24.
Comme on peut le voir, sur ces acquisitions, la résolution spatiale des images hyper-
spectrales est signiﬁcativement plus faible que celle des images multi-spectrales.
L'acquisition d'images hyper-spectrales pour l'analyse de la peau est très délicate.
Pour une image, le temps d'acquisition est de l'ordre de 2 minutes 30. Il est alors
diﬃcile pour un patient de rester immobile durant une telle durée. De plus, la né-
cessité d'une recalibration manuelle de l'appareil entre chaque acquisition rend les
protocoles d'acquisition relativement complexe dans un essai clinique. Ce sont ces
diﬃcultés de mise en ÷uvre de l'imagerie hyper-spectrale dans un contexte industriel
qui font que le travail présenté dans ce manuscrit se focalise sur l'imagerie multi-
spectrale. Cependant, pour appréhender l'apport de l'imagerie hyper-spectrale vis-à-
vis de l'imagerie multi-spectrale, on se propose d'illustrer sur quelques exemples les
informations que l'on peut extraire du spectre d'une image hyper-spectrale. Dans un
premier temps, on compare les spectres des images multi et hyper-spectrales. Puis,
on utilise l'ACP et l'ACI pour extraire des composantes présentes dans l'information
spectrale. Pour réaliser la comparaison des deux technologies nous isolons, sur cha-
cune des images, une zone saine et une zone pathologique (voir ﬁgures 3.23 et 3.24).
Les zones saines et pathologiques sont choisies de manière à se correspondre entre
une image multi-spectrale et l'image hyper-spectrale correspondante. L'ensemble des
calculs eﬀectués dans la suite de cette partie sera eﬀectué sur ces zones d'intérêt.
3.4.2.1 Comparaison des spectres
On propose dans cette partie de tracer pour un patient les spectres sains et
pathologiques obtenus avec l'imagerie multi-spectrale et l'imagerie hyper-spectrale,
puis de comparer les spectres obtenus. La ﬁgure 3.23 montre les spectres sains et
pathologiques obtenus avec une image multi-spectrale. La ﬁgure 3.24 montre les
spectres sains et pathologiques obtenus avec une image hyper-spectrale. Comme on
peut le voir, le spectre hyper-spectral est plus riche que le spectre multi-spectral.
Par exemple, pour les longueurs d'onde entre 500 et 600 nm, on observe claire-
ment la signature spectrale de l'hémoglobine en forme de w sur le spectre hyper-
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spectral. Cette caractéristique n'est pas observable dans le cas de l'imagerie multi-
spectrale. De plus, lorsque l'on observe les spectres sains et pathologiques pour les
deux technologies, on observe de plus grandes diﬀérences dans le cas de l'imagerie
hyper-spectrale. Ainsi dans le cas de l'imagerie multi-spectrale, les spectres sains et
pathologiques ont des variations relativement similaires. Dans le cas de l'imagerie
hyper-spectrale, on observe que les spectres sains et pathologiques ont des variations
légèrement diﬀérentes notamment pour les longueurs d'ondes entre 600 et 700 nm.
3.4.2.2 Comparaison par ACP et ACI
Dans cette partie, nous proposons dans un premier temps de réaliser une ACP sur
12 images de 12 patients avec les deux technologies comparées. Tout d'abord, nous
observons le nombre de composantes qui contiennent la majeure partie de la variance
de l'image. Pour ce faire, nous traçons la courbe de décroissance des valeurs propres.
La ﬁgure 3.25 montre les courbes de décroissance des valeurs propres obtenues avec
l'imagerie multi-spectrale et l'imagerie hyper-spectrale. On observe que pour les
deux technologies, le nombre de valeurs propres signiﬁcatives est de l'ordre de 3.
La variance expliquée est un critère qui peut s'avérer insuﬃsant pour quantiﬁer
toute l'information utile d'une image. En eﬀet, dans les images étudiées, des compo-
santes basses fréquences peu informatives peuvent à elles seules contenir beaucoup
de variance. Certaines composantes de la pathologie se retrouvent alors dans les com-
posantes de plus faible variance. Les ﬁgures 3.26 et 3.27 montrent les 8 premières
composantes obtenues par ACP pour le même patient avec l'imagerie multi-spectrale
et l'imagerie hyper-spectrale. On remarque que l'ACP fait ressortir une information
relativement équivalente sur les deux technologies. Si maintenant on s'intéresse à
l'ACI, on se rend compte de l'information potentiellement utile pour analyser la
pathologie apparait sur de nombreuses sources. Les ﬁgures 3.28 et 3.29 montrent 8
sources obtenues par ICA avec les deux technologies. Bien que ces ﬁgures ne soient
que qualitatives, on se rend compte que l'imagerie hyper-spectrale peut apporter
une information supplémentaire utile. En eﬀet, pour le cas de l'imagerie hyper-
spectrale, on observe que les sources 16 et 47 apportent une information nouvelle
alors que pour l'imagerie multi-spectrale, seules quatre sources semblent porter une
information utile.
3.4.2.3 Conclusion
En conclusion de la comparaison de l'imagerie multi-spectrale avec l'imagerie
hyper-spectrale, nous pouvons dire que, pour l'application donnée, l'imagerie hyper-
spectrale contient une information supplémentaire par rapport à l'imagerie multi-
spectrale. On peut penser que cette information supplémentaire peut faciliter le
processus de classiﬁcation. Cependant l'imagerie hyper-spectrale induit des temps
d'acquisition long (de l'ordre de 2 à 3 minutes par image) qui font que le patient
peut bouger introduisant un ﬂou dans l'image, et une résolution spatiale relativement
faible. Cela nous amènent à conclure que l'imagerie multi-spectrale est, vis-à-vis des
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données dont nous disposons, la plus appropriée au problème d'analyse de lésions
d'hyper-pigmentation cutanée.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 3.18  Images utilisées pour l'apprentissage global pour les deux études
cliniques. La première ligne montre des reconstructions couleur des images initiales.
La seconde ligne montre une bande ﬁltrée avec le ﬁltre de Fourier à 40% et l'em-
placement des zones d'entraînement. Les rectangles rouges montrent les zones d'ap-
prentissage pathologiques, et les rectangles bleus indiquent les zones d'apprentissage
saines. La troisième ligne montre une bande ﬁltrée avec le ﬁltre de Fourier à 20%. La
quatrième ligne montre les classiﬁcations ﬁnales obtenues sur les images d'appren-
tissage. Les patients utilisés (a) le patient 9001 de la seconde étude clinique, (b) le
patient 9015 de la seconde étude clinique et (c) le patient 9024 de la seconde étude
clinique.
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(a) (b)
Figure 3.19  Corrélation entre la mesure du dermatologue et les mesures de la
méthodologie proposée sur (a) la première étude contenant 48 patients et (b) la
deuxième étude contenant 44 patients.
(a)
Figure 3.20  Corrélation entre la mesure du dermatologue et les mesures de surface
obtenues par SVM entrainé indépendamment sur chacune des images de la seconde
étude contenant 44 patients.
(a) (b) (c)
(d) (e) (f)
Figure 3.21  Comparaison des méthodes de compensation de volumes entre ima-
gerie multi-spectrale et imagerie couleur sur un exemple (patient 9011 de la première
étude clinique). (a) Image couleur reconstruite, (b) Bande infrarouge, (c) Compen-
sation par la bande infrarouge, (d) Bande rouge, (e) Estimation des volumes sur
image couleur, (f) Compensation par l'image de volume estimée sur image couleur.
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(a) (b) (c)
(d) (e) (f)
Figure 3.22  Comparaison des méthodes de compensation de volumes entre ima-
gerie multi-spectrale et imagerie couleur sur un exemple. (a) image couleur recons-
truite, (b) bande infrarouge, (c) compensation par la bande infrarouge, (d) bande
rouge, (e) estimation des volumes sur image couleur, (f) compensation par l'image
de volume estimée sur image couleur.
(a) (b)
Figure 3.23  Zones d'intérêt et spectre sain et pathologique moyens sur une image
de mélasma avec de l'imagerie multi-spectrale. (a) Zones d'intérêt délimitées ma-
nuellement. En bleu, la zone saine et en rouge, la zone pathologique. (b) spectre
moyen sain en bleu et spectre moyen pathologique en rouge. Abscisse : longueur
d'onde en nanomètres, ordonnée : intensité dans l'image
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(a) (b)
Figure 3.24  Zones d'intérêt et spectre sain et pathologique moyen sur une image
de mélasma avec de l'imagerie hyper-spectrale. (a) zones d'intérêt délimitées ma-
nuellement. En bleu, la zone saine et en rouge, la zone pathologique. (b) spectre
moyen sain en bleu et spectre moyen pathologique en rouge. Abscisse : longueur
d'onde en nanomètres, ordonnée : intensité dans l'image
(a) (b)
Figure 3.25  Courbes de décroissance des valeurs propres de l'ACP pour les 12
patients étudiées, (a) avec les images multi-spectrales, (b) avec les images hyper-
spectrales.
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(a) Reconstruction
couleur
(b) Composante 1 (c) Composante 2
(d) Composante 3 (e) Composante 4 (f) Composante 5
(g) Composante 6 (h) Composante 7 (i) Composante 8
Figure 3.26  Composantes obtenues par ACP pour une image multi-spectrale,
(a) image couleur reconstruite, (b-j) 8 premières composantes obtenues par ACP.
(Patient 023 t1 de l'étude multi/hyper).
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(a) Reconstruction
couleur
(b) Composante 1 (c) Composante 2
(d) Composante 3 (e) Composante 4 (f) Composante 5
(g) Composante 6 (h) Composante 7 (i) Composante 8
Figure 3.27  Composantes obtenues par ACP pour une image hyper-spectrale ,
(a) image couleur reconstruite, (b-j) 8 premières composantes obtenues par ACP.
(Patient 023 t1 de l'étude multi/hyper).
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(a) Reconstruction
couleur
(b) Source 1 (c) Source 2
(d) Source 3 (e) Source 4 (f) Source 5
(g) Source 6 (h) Source 7 (i) Source 8
Figure 3.28  Sources obtenues par ACI pour une image multi-spectrale, (a) image
couleur reconstruite, (b-j) 8 sources obtenues par ACI. (Patient 023 t1 de l'étude
multi/hyper).
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(a) Reconstruction
couleur
(b) Source 1 (c) Source 2
(d) Source 3 (e) Source 5 (f) Source 7
(g) Source 8 (h) Source 16 (i) Source 47
Figure 3.29  Sources obtenues par ACI pour une image hyper-spectrale , (a)
image couleur reconstruite, (b-j) 8 sources obtenues par ACI.(Patient 023 t1 de
l'étude multi/hyper).
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4.1 Conclusion
Dans ce manuscrit, un protocole d'analyse d'une étude clinique de mélasma à
partir d'images multi-spectrales a été mis en place. Une étude clinique comporte
au moins deux traitements à l'étude. Pour chaque traitement, une population de
patients reçoit sur une joue le traitement à l'étude et sur l'autre joue un traite-
ment comparateur. Ainsi deux images sont prises par patient. Ce couple d'images
est acquit à diﬀérents temps de mesures durant la période de traitement. Le pro-
tocole proposé et mis en place permet de recaler géométriquement les images de
chaque patient de la série temporelle. Puis, la classiﬁcation proposée permet d'isoler
une zone d'intérêt dont on évalue l'évolution sous traitement. Une méthodologie a
été développée aﬁn d'intégrer l'information spectrale des images et de réaliser une
détection de changement spatialement. Cette méthodologie a permis d'obtenir un
critère qui, sur une étude clinique de test, a donné des résultats concordants avec
l'analyse clinique. Enﬁn, une méthodologie de quantiﬁcation de changement par
une méthode multi-échelle fondée sur les inférences statistiques a abouti à un critère
d'homogénéïté qui apporte une information supplémentaire pour les patients dont
la pathologie a évolué. La quantiﬁcation de degré de sévérité et de changement de
la pathologie ainsi obtenue est automatique. Cela permet de rendre l'évaluation de
l'eﬀet d'un traitement plus objective.
La contribution de ce travail de thèse consiste tout d'abord à la mise en place
du schéma d'analyse illustré en ﬁgure ??. Cette méthode d'analyse d'une étude cli-
nique résulte du travail de comparaison et d'étude des méthodes de classiﬁcation
et de détection de changement. Pour chacune des étapes de traitement : classiﬁca-
tion, intégration spectrale et quantiﬁcation des changements, un état de l'art a été
réalisé aﬁn de comparer les méthodes existantes. Puis, une méthodologie adaptée
à l'application visée a été proposée. Aﬁn de mettre en place un critère de sévérité,
un critère clinique a été analysé. Partant de cette analyse, un critère comparable
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utilisant des images multi-spectrales a été proposé et donne des résultats cohérents
comparativement à une analyse clinique.
4.2 Perceptives
Diﬀérentes perspectives ont été identiﬁées. On peut les classer en deux catégories.
On distingue ainsi les perspectives visant à aﬃner les méthodes mises en place, des
perspectives concernant des extensions possibles des méthodes proposées dans ce
manuscrit.
4.2.1 Perspectives d'amélioration
Dans les méthodes proposées pour l'analyse d'une étude clinique par imagerie
spectrale, deux points identiﬁés comme améliorables de la méthodologie sont le
recalage et la sélection d'une zone d'intérêt.
En eﬀet, pour réaliser la détection des changements de la pathologie, les images
d'un même patient doivent être parfaitement recalées. Dans les expérimentations
réalisées, on a pu faire ce recalage. Cependant, pour environ 13% des images, l'opé-
rateur a dû initialiser manuellement le recalage aﬁn d'avoir une qualité de recalage
suﬃsante. Pour une étude contenant de l'ordre de 100 patients et quatre temps de
mesure, cela représente environs 30 images. Ce travail est fastidieux à réaliser. Une
perspective est donc de pouvoir mettre en place un protocole lors de l'acquisition
de sorte à minimiser le décalage entre les images sur une série temporelle de ma-
nière à ce que l'algorithme de recalage puisse prendre en charge automatiquement
la quasi-totalité des images à recaler.
Le second point améliorable de la méthode est la sélection d'une zone d'intérêt
sur deux images par patients. La méthodologie proposée est supervisée et demande
à un opérateur de sélectionner des zones extraites automatiquement. Le coté super-
visé de l'approche est un atout puisque cela permet de s'assurer que les zones sur
lesquelles la pathologie va être quantiﬁée sont adéquates. Cependant, le nombre de
segments proposés par l'algorithme automatique peut être élevé, et l'opérateur doit
être familiarisé avec l'outil pour réaliser la classiﬁcation dans un délai raisonnable
(c'est-à-dire inférieur au temps nécessaire pour faire un déroutage manuel). Une
perspective est donc d'améliorer l'outil de segmentation, en diminuant le nombre de
segments, pour faciliter encore le travail de l'opérateur.
4.2.2 Perspectives d'extension des méthodes
Le schéma d'analyse d'une étude clinique proposé en ﬁgure ?? est relativement
général. On peut donc imaginer, à partir de ce même schéma, analyser des études
cliniques d'autres pathologies que le mélasma comme par exemple la rosacée, le pso-
riasis ou encore l'acné. Pour adapter la méthodologie à de telles pathologies, l'étape
d'analyse spectrale est suﬃsamment générale. L'étape de classiﬁcation doit quant
à elle être modiﬁée aﬁn d'être adaptée aux attributs de la pathologie considérée.
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Toutefois, la classiﬁcation proposée est fondée sur un SVM qui est un classiﬁeur re-
lativement général. En revanche, l'étape de calcul de la sévérité introduit un critère
spéciﬁque à la pathologie. C'est ce critère qui nécessite le plus de modiﬁcations pour
adapter la méthodologie à d'autres pathologies.
Lors de la mise en place des méthodes d'analyse des images, diﬀérents choix ont
été faits. Ainsi, pour la détection de changements, on a limité l'analyse à des images
monochromes. Une perspective serait alors d'étudier les changements de la patho-
logie non pas sur l'image monochrome choisie mais sur une image multi-spectrale
initiale ou réduite [Renza 2012]. Une telle approche nécessite alors l'introduction
d'une métrique pour quantiﬁer les changements dans un espace multi-dimensionnel.
Un autre choix dans l'analyse des changements entre deux temps de mesure a été de
se focaliser sur les changements dans le sens de la diminution de la pathologie. La
sévérité mesurée ne tient alors pas compte d'éventuels eﬀets secondaires ou d'une ag-
gravation de la pathologie. Une perspective est alors d'étudier tous les changements
possibles de la pathologie.

Annexe A
Intégration spectrale et
représentation des espaces couleur
Aﬁn de comparer les techniques d'acquisition de signaux de la peau, une trans-
formation de l'image spectrale vers une image couleur ou une composante de lumi-
nance est nécessaire. La correspondance entre les espaces colorimétriques pour faire
ces transformations est détaillée dans cette annexe. La première étape de transfor-
mation de l'image spectrale est d'intégrer le spectre de l'image pour obtenir une
composition de l'image dans l'espace XY Z. Ensuite, la correspondance entre les
espaces colorimétriques permet d'obtenir soit une image couleur (RVB), soit une
image L∗a∗b.
A.1 Intégration spectrale
Aﬁn de calculer les trois composantes d'intérêt (RVB ou L∗a∗b), on intègre le
spectre de l'image vers un espace intermédiaire XY Z. En eﬀet, la commission inter-
nationale de l'éclairage (CIE) a déﬁni un ensemble de trois couleurs appelées x(λ),
y(λ), et z(λ), qui sont les courbes de sensibilité spectrale de trois détecteurs de
lumière linéaires qui donnent les CIE XY Z trichromatiques X, Y et Z par intégra-
tion [Harris 1990] :
X =
∫ ∞
0
I(λ)x(λ) dλ
Y =
∫ ∞
0
I(λ) y(λ) dλ
Z =
∫ ∞
0
I(λ) z(λ) dλ
les valeurs numériques de ces fonctions x(λ), y(λ), et z(λ) sont tabulées et
sont connues sous le nom d'observateur (colorimétrique) standard CIE. L'ori-
gine de ces fonctions vient de la perception humaine des couleurs. L'÷il hu-
main contient trois types de bâtonnets qui captent l'équivalent de trois longueurs
d'ondes. Ce sont ces capteurs qui déterminent la sensibilité de l'÷il humain aux
couleurs. Étant donné que la perception des couleurs varie en fonction d'un in-
dividu, la CIE a déﬁni un observateur (colorimétrique) standard. Diﬀérents ob-
servateurs standards sont alors déﬁnis en fonction des conditions d'observation
[Stiles 1959, Speranskaya 1959, Schanda 2007]. Dans l'application traitée ici, les co-
eﬃcients utilisés sont ceux de l'observateur (colorimétrique) standard CIE 1931 2-
degré, qui ont été modiﬁés par Judd [Judd 1951]. La ﬁgure A.1 illustre ces coeﬃcients
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Figure A.1  Coeﬃcient de sensibilité aux longueurs d'ondes de l'observateur
(colorimétrique) standard CIE 1931 2-degré
(a) (b) (c)
Figure A.2  Déﬁnitions de trois espaces couleur dans l'espace XY Z (source :
Wikipedia)
d'intégration. Ces coeﬃcients sont naturellement choisis car l'angle d'incidence 2-
degré est celui qui correspond le mieux aux conditions d'acquisition des images
spectrales étudiées.
A.2 Espace RVB
La représentation RVB correspond à un changement de base depuis l'espace
XY Z. Diﬀérents espaces RVB ont été déﬁnis. Chacun de ces espaces diﬀèrent dans
la déﬁnition du rouge, du vert et du bleu depuis l'espace XY Z. La ﬁgure A.2 illustre
quelques-uns de ces espaces. Ici, l'on choisit d'utiliser l'espace couleur sRGB. Ce
changement de base contient deux étapes. Notons Rlinear, Vlinear et Blinear les trois
composante RVB obtenues par transformation linéaire. On a alors [Stokes 1996] :RlinearVlinear
Blinear
 =
 3.2406 −1.5372 −0.4986−0.9689 1.8758 0.0415
0.0557 −0.2040 1.0570
XY
Z
 (A.1)
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Les valeurs RVB sont généralement linéaires avec la couleur blanche représentée par
le triplet (1, 1, 1). La transformation de l'équation A.1 est alors calculée à partir
les valeurs XY Z normalisées par le blanc D65, c'est à dire de luminance d'unité
(X = 0.9505, Y = 1.0000, Z = 1.0890). Puis, pour transformer ces valeurs linéaires
vers l'espace sRGB une transformation non linéaire est appliquée. Notons Clinear
représentant Rlinear, Vlinear, ou Blinear, et Csrgb représentant Rsrgb, Vsrgb ou Bsrgb.
La transformation non linéaire appliquée est alors [Stokes 1996] :
Csrgb =
{
12.92Clinear, Clinear ≤ 0.0031308
(1 + a)C
1/2.4
linear − a, Clinear > 0.0031308
(A.2)
avec a = 0.055.
A.3 Espace CIE L∗a∗b
La transformation de l'espace XY Z vers l'espace L∗a∗b consiste en une trans-
formation non linéaire de manière à obtenir trois composantes :
 La composante L∗ est la clarté, qui va de 0 (noir) à 100 (blanc).
 La composante a∗ représente la gamme de l'axe rouge (valeur positive) au vert
(négative) en passant par le gris (0).
 La composante b∗ représente la gamme de l'axe jaune (valeur positive) au bleu
(négative) en passant par le gris (0).
La conversion XY Z vers L∗a∗b se fait par la transformation suivante
[Schanda 2007] :
L? = 116f(Y/Yn)− 16, (A.3)
a? = 500 [f(X/Xn)− f(Y/Yn)] , (A.4)
b? = 200 [f(Y/Yn)− f(Z/Zn)] , (A.5)
où
f(t) =
{
t1/3 si t > ( 629)
3,
1
3
(
29
6
)2
t+ 429 sinon.
(A.6)
avec Xn, Yn et Zn les composantes du blanc de référence décrit dans l'espace XYZ.
Ici le blanc D65 (X = 0.9505, Y = 1.0000, Z = 1.0890 ) est utilisé.

Annexe B
Exemples d'images
multi-spectrales
Dans cette annexe sont montrées chacune des 18 bandes spectrales de trois pa-
tients dont le mélasma présente des caractéristiques diﬀérentes.
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(a) 435 nm (b) 435 nm
(c) 450 nm (d) 470 nm
(e) 505 nm (f) 525 nm
Figure B.1  Exemple d'image multi-spectrale (patient 9001 de la seconde étude
clinique.
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(b) 570 nm (c) 590 nm
(d) 630 nm (e) 645 nm
(f) 660 nm (g) 700 nm
Figure B.1  Exemple d'image multi-spectrale (patient 9001 de la seconde étude
clinique).
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(b) 780 nm (c) 850 nm
(d) 870 nm (e) 890 nm
(f) 940 nm (g) 970 nm
Figure B.1  Exemple d'image multi-spectrale (patient 9001 de la seconde étude
clinique).
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(a) 435 nm (b) 435 nm
(c) 450 nm (d) 470 nm
(e) 505 nm (f) 525 nm
Figure B.2  Exemple d'image multi-spectrale (patient 9015 de la seconde étude
clinique).
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(b) 570 nm (c) 590 nm
(d) 630 nm (e) 645 nm
(f) 660 nm (g) 700 nm
Figure B.2  Exemple d'image multi-spectrale (patient 9015 de la seconde étude
clinique).
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(b) 780 nm (c) 850 nm
(d) 870 nm (e) 890 nm
(f) 940 nm (g) 970 nm
Figure B.2  Exemple d'image multi-spectrale (patient 9015 de la seconde étude
clinique).
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(a) 435 nm (b) 435 nm
(c) 450 nm (d) 470 nm
(e) 505 nm (f) 525 nm
Figure B.3  Exemple d'image multi-spectrale (patient 9024 de la seconde étude
clinique).
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(b) 570 nm (c) 590 nm
(d) 630 nm (e) 645 nm
(f) 660 nm (g) 700 nm
Figure B.3  Exemple d'image multi-spectrale (patient 9024 de la seconde étude
clinique).
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(b) 780 nm (c) 850 nm
(d) 870 nm (e) 890 nm
(f) 940 nm (g) 970 nm
Figure B.3  Exemple d'image multi-spectrale (patient 9024 de la seconde étude
clinique).
Annexe C
Estimation de la matrice de
mélange par un algorithme de
point ﬁxe
C.1 Description de la méthode
Dans [Hyvarinen 1999], Hyvarinen propose un algorithme pour calculer la ma-
trice A qui contient le mélange des sources. Dans cette méthode, on ne va pas
chercher à déterminer A, mais W qui est la matrice inverse ou pseudo-inverse de A.
On a donc :
Si,j = WXi,j . (C.1)
Pour estimer W, Hyvarinen, propose de déterminer séparément chacune des sources
en utilisant la néguentropie J . On rappelle que l'entropie H d'un vecteur aléatoire
y est déﬁnie par :
H(y) = −
∫
P (y)log (P (y)) dy (C.2)
avec P (y) la densité de probabilité de la variable aléatoire y.
La néguentropie est la diﬀérence entre deux entropies, qui, dans notre problème,
vise à mesurer la diﬀérence entre l'entropie d'une gaussienne et l'entropie du signal
étudié.
J(y) = H(yGauss)−H(y), (C.3)
AvecH(y) l'entropie du signal étudié, etH(yGauss) l'entropie d'une variable aléatoire
gaussienne de même matrice de covariance que y.
Pour réaliser la séparation de sources et ainsi avoir n sources indépendantes,
il faut, grâce à cette néguentropie, minimiser l'information mutuelle I entre les n
sources. Cette information mutuelle s'écrit :
I(y1, y2, ..., yn) = J(Y )−
∑
i
J(yi). (C.4)
Ainsi, la détermination de la matrice W se fait de manière itérative en minimisant
l'information mutuelle entre les composantes pures du signal, ce qui est équivalent à
rechercher les directions dans lesquelles la néguentropie est maximisée. On est donc
ramené à une sorte de poursuite de projection en utilisant la néguentropie J comme
indice de projection.
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Pour pouvoir exploiter J comme un indice de projection, Hyvarinen a introduit
une approximation sur le maximum d'entropie principale [Hyvarinen 1999] :
J(yi) ' c [E{G(yi)} −E{G(ν)}]2 (C.5)
Avec E l'espérance mathématique, G une fonction quelconque non quadratique,
ν une variable gaussienne centrée réduite, et c une constante. yi est le signal étudié,
centré réduit pour une des composantes pures.
Avec yi = wtx l'équation (C.5) devient :
JG(w) = c
[
E{G(wtx)} −E{G(ν)}]2 (C.6)
Cet indice JG permet ainsi de calculer les composantes pures séparément. C'est-
à-dire de calculer une à une les lignes de la matrice W . Pour éviter de calculer
plusieurs fois la même composante, et s'assurer que les sources soient séparées, à
chaque itération, on ajoute une contrainte d'orthogonalité entre les lignes de W .
Finalement, le problème d'optimisation proposé s'écrit de la manière suivante :
max
W
n∑
i=1
JG(wi) (C.7)
Sous la contrainte d'orthogonalité :
E{(wtkx)(wtjx)} = 0 (C.8)
C.1.1 Choix de la fonction G
Dans [Hyvarinen 1999], Hyvarinen énonce le théorème suivant :
La trace de la matrice de covariance asymptotique de l'estimation de w par
optimisation de JG est maximisée lorsque G est de la forme :
Gopt(u) = k1logPi(u) + k2u2 + k3 (C.9)
Avec Pi(.) densité de probabilité du signal s en i et k1, k2, k3 trois constantes.
Ainsi, si l'on modélise le signal s par une densité de probabilité exponentielle,
Pα(s) = k1exp (k2|s|α) (C.10)
pour 0 < α < 2 on a une distribution super-gaussienne, pour α = 2 une distribution
gaussienne, et pour α > 2 une distribution sub-gaussienne.
D'après ce théorème, pour G, on choisira donc une fonction de la forme
Gopt(u) = |u|α. (C.11)
Ainsi, trois indices sont proposés dans [Hyvarinen 1999] :
 Pour des distributions super-gaussiennes :
G1(u) =
1
α1
log (cosh(α1u)) tel que 1 ≤ α1 ≤ 2 (C.12)
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 f) Pour des distributions gaussiennes :
G2(u) =
1
α2
exp
(
−α2u
2
2
)
tel que α2 ' 1 (C.13)
 Pour des distributions sub-gaussiennes :
G3(u) =
1
4
u4 (C.14)
C.1.2 Mise en oeuvre du calcul de W :
L'optimisation de W en utilisant l'indice JG, peut se faire par descente de gra-
dient ou par poursuite de projection. Ici, on utilise un algorithme de point ﬁxe
proposé par [Hyvarinen 1999].
La première étape de cet algorithme consiste à blanchir (ou sphériser) les don-
nées. Ainsi on transforme la variable x en une variable xb telle que la matrice de
corrélation de xb soit la matrice identité :
E{xbxtb} = Id (C.15)
La condition de Kuhn-Tucker dit que l'optimisation de E{wtx} sous la contrainte
E{(wtx)2} = ||w||2 = 1 est obtenue lorsque E{xg(wtx)} − E{wt0xg(wt0x))}w = 0
avec w0 la valeur de w à l'optimum.
En résolvant cette équation par la méthode de Newton, chacune des colonnes de
la matrice W peut être calculée itérativement par :
w+ = E{xg(wTx)} −E{g′(wtx)}w (C.16)
w∗ =
w+
||w+|| (C.17)
Avec w+ la valeur de w calculée à la nouvelle itération, g la dérivée de G et w∗ la
nouvelle valeur de w à la ﬁn de l'itération. On remarque qu'une normalisation est
ajoutée pour stabiliser l'algorithme.
Une deuxième formulation de cet algorithme est proposée dans [Hyvarinen 1999]
pour assurer la convergence. Cette méthode introduit un facteur µ compris entre 0
et 1. Lorsque ce facteur est égal à 1, on est ramené au problème précédent. Ainsi, au
ﬁl des itérations, si la convergence est compromise, µ est diminué aﬁn de satisfaire
la convergence. En fait, cela permet de passer d'une résolution de type Newton à
une descente de gradient :
w+ = w − µE{xg(w
tx)} − βw
E{g′(wtx)} − β (C.18)
w∗ =
w+
||w+|| (C.19)
avec
β = E{wtxg(wtx)} (C.20)
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C.2 Pseudo-algorithme FastICA
On note X le signal à analyser. L'image X 3D de taille [Nl,Nc,Nb] est réorga-
nisée sous la forme d'une matrice 2D contenant une bande spectrale par ligne. X
est donc de taille [Nb,Nl∗Nc]
Algorithme 4 Pseudo-algorithme FastICA
a) Calcul du sous espace bruit :
- M = cov(X)
- D = M diagonalisée
- E = vecteurs propres de M
- Ranger les valeurs propres par ordre décroissant
- Réorganiser E en circonstance
- Tronquer D et E en ne gardant que les valeurs propres signiﬁcatives
b) estimation de la matrice de mélange :
- Blanchir les données : Xb =
(√
D
)
EtX
- Calculer W ∗ :
pour k=1 à Nb faire
tant que |w∗k − wk| > ε faire
- initialiser arbitrairement wk
- projeter le vecteur dans l'espace orthogonal à l'espace engendré par les
vecteurs wk déjà calculés.
- calculer w∗k la nouvelle valeur de wk :
w∗ =
w+
||w+||
avec
w+ = w − µE{xg(w
tx)} − βw
E{g′(wtx)} − β
et
β = E{wtxg(wtx)}
c) Représentation des données dans la base des composantes pures :
- Faire la projection sur l'espace tout entier : Yi,j = ASi,j
- Restreindre la projection de chaque pixel r en résolvant : ~A0Yr =
∑Nb
i=1 αi
~A0Ai
et α0 = 1 −
∑Nb
i=1 αi où Ai représente le i
me point du spectre pur considéré, et Yr
le point issu de la projection du rme pixel sur l'espace des composantes pures tout
entier.
Annexe D
Pseudo-algorithme JADE
On note X le signal à analyser. L'image X 3D de taille [Nl,Nc,Nb] est réorga-
nisée sous la forme d'une matrice 2D contenant une bande spectrale par ligne. X
est donc de taille [Nb,Nl∗Nc]
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Algorithme 5 Pseudo-algorithme JADE
a) Calcul du sous espace bruit :
- M = covariance(X)
- D = M diagonalisée
- E = vecteurs propres de M
- Ranger les valeurs propres par ordre décroissant
- Réorganiser E en circonstance
- Tronquer D et E en ne gardant que les valeurs propres signiﬁcatives
b) estimation de la matrice de mélange :
- Blanchir les données :
Xb =
(√
D
)−1
EtX, on note : W =
(√
D
)−1
Et (D.1)
- Calculer les cumulants d'ordre 4
QX(M) = E{(XtMX)XXt} −RXtr(MRX)−RXMRX −RXM tRX (D.2)
avec RX matrice de correlqtion de X et M matrice quelconque (on choisi alors
M=Id) - Diagonaliser conjointement des matrices de cumulants d'ordre 4 par
l'algorithme de Jacobi, on note V la matrice des vecteurs propres calculée.
- A = V ∗W
c) Représentation des données dans la base des composantes pures :
- Faire la projection sur l'espace tout entier Yi,j = ASi,j
- Restreindre la projection de chaque pixel r en résolvant :
~A0Yr =
M∑
i=1
αi ~A0Ai et α0 = 1−
M∑
i=1
αi (D.3)
Où Ai représente le ième point du spectre pur considéré, et Yr le point issu de la
projection du rème pixel sur l'espace des composantes pures tout entier.
Annexe E
Ensemble des tests statistiques
pour l'analyse du critère de
contraste
Dans cette annexe, l'ensemble des résultats des tests statistiques eﬀectués pour
évaluer les critères de contraste M proposés sont exposés. Pour chaque critère et
pour chaque type de normalisation, on calcule les tests de Wilcoxon et de Student,
et l'on représente les boites à moustache des distributions étudiées.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 7.959 10
−1 5.014 10−1 7.173 10−1
Ad2 3.793 10
−1 1.128 10−2 8.793 10−2
Ad3 9.798 10
−2 3.204 10−3 5.312 10−4
Student
St 9.209 10
−1 5.977 10−1 9.071 10−1
Ad2 2.577 10
−1 1.478 10−2 8.625 10−2
Ad3 1.072 10
−1 4.833 10−3 2.996 10−5
(d) p-valeurs des tests d'hypothèses
Figure E.1  Résultats des tests statistiques sur la première étude en utilisant la
mesure de Luminance comme critère spectral sur l'imagerie multi-spectrale, avec la
normalisation de l'équation 2.16. a-c) abscisse : temps de mesure t0 = 1, t1 = 4,
t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 9.9 10
−1 4.379 10−1 5.694 10−1
Ad2 3.010 10
−1 4.373 10−2 8.793 10−2
Ad3 7.873 10
−2 2.282 10−3 5.312 10−4
Student
St 8.299 10
−1 4.823 10−1 7.859 10−1
Ad2 5.417 10
−1 1.375 10−1 2.505 10−2
Ad3 8.381 10
−2 3.595 10−3 2.414 10−5
(d) p-valeurs des tests d'hypothèses
Figure E.2  Résultats des tests statistiques sur la première étude en utilisant la
mesure sur la bande à 590nm comme critère spectral sur l'imagerie multi-spectrale,
et avec la normalisation de l'équation 2.16. a-c) abscisse : temps de mesure t0 = 1,
t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 3.793 10
−1 7.563 10−1 6.791 10−1
Ad2 2.343 10
−1 2.618 10−2 4.373 10−2
Ad3 4.373 10
−2 3.783 10−3 9.350 10−4
Student
St 5.397 10
−1 8.734 10−1 5.310 10−1
Ad2 1.657 10
−1 1.663 10−2 4.059 10−2
Ad3 6.106 10
−2 4.553 10−3 5.501 10−5
(d) p-valeurs des tests d'hypothèses
Figure E.3  Résultats des tests statistiques sur la première étude en utilisant la
mesure sur la bande à 645nm comme critère spectral sur l'imagerie multi-spectrale,
et avec la normalisation de l'équation 2.16. a-c) abscisse : temps de mesure t0 = 1,
t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 1.476 10
−1 1.089 10−1 7.563 10−1
Ad2 5.571 10
−2 3.400 10−2 4.373 10−2
Ad3 8.360 10
−3 3.204 10−3 9.350 10−4
Student
St 1.685 10
−1 1.340 10−1 4.332 10−1
Ad2 7.858 10
−2 2.742 10−2 3.656 10−2
Ad3 3.770 10
−3 1.512 10−3 1.240 10−4
(d) p-valeurs des tests d'hypothèses
Figure E.4  Résultats des tests statistiques sur la première étude en utilisant la
mesure sur la combinaison b590 − b405 comme critère spectral sur l'imagerie multi-
spectrale, et avec la normalisation de l'équation 2.16. a-c) abscisse : temps de
mesure t0 = 1, t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 9.176 10
−1 9.176 10−1 5.349 10−1
Ad2 1.128 10
−2 1.737 10−2 7.169 10−3
Ad3 1.306 10
−2 2.707 10−3 1.918 10−3
Student
St 9.805 10
−1 6.960 10−1 7.932 10−1
Ad2 1.079 10
−2 6.416 10−3 6.729 10−3
Ad3 8.808 10
−3 1.975 10−3 2.361 10−4
(d) p-valeurs des tests d'hypothèses
Figure E.5  Résultats des tests statistiques sur la première étude en utilisant la
mesure sur la combinaison b645 − b405 comme critère spectral sur l'imagerie multi-
spectrale, et avec la normalisation de l'équation 2.16. a-c) abscisse : temps de
mesure t0 = 1, t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 5.694 10
−1 8.767 10−1 9.587 10−1
Ad2 4.080 10
−1 2.289 10−2 8.793 10−2
Ad3 7.873 10
−2 5.233 10−3 9.350 10−4
Student
St 6.609 10
−1 9.168 10−1 7.639 10−1
Ad2 2.426 10
−1 2.167 10−2 7.865 10−2
Ad3 9.605 10
−2 5.575 10−3 4.430 10−5
(d) p-valeurs des tests d'hypothèses
Figure E.6  Résultats des tests statistiques sur la première étude en utilisant la
mesure d'ACI en moyenne absolue sans utiliser les bandes infrarouges comme critère
spectral sur l'imagerie multi-spectrale, et avec la normalisation de l'équation 2.16.
a-c) abscisse : temps de mesure t0 = 1, t1 = 4, t2 = 8 et t3 = 12, ordonnée :
mesure de contraste.
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contraste
(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 7.959 10
−1 6.791 10−1 6.416 10−1
Ad2 1.306 10
−2 2.289 10−2 9.798 10−2
Ad3 1.788 10
−1 7.169 10−3 1.918 10−3
Student
St 9.209 10
−1 5.672 10−1 5.347 10−1
Ad2 2.043 10
−2 9.580 10−3 7.188 10−2
Ad3 1.084 10
−1 5.454 10−3 4.353 10−4
(d) p-valeurs des tests d'hypothèses
Figure E.7  Résultats des tests statistiques sur la première étude en utilisant la
mesure de Luminance comme critère spectral sur l'imagerie multi-spectrale, et avec
la normalisation de l'équation 2.13. a-c) abscisse : temps de mesure t0 = 1, t1 = 4,
t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 7.173 10
−1 5.349 10−1 5.014 10−1
Ad2 2.289 10
−2 1.737 10−2 3.400 10−2
Ad3 1.997 10
−2 1.609 10−3 9.725 10−3
Student
St 4.897 10
−1 3.298 10−1 3.492 10−1
Ad2 1.560 10
−2 1.242 10−2 2.296 10−2
Ad3 1.400 10
−2 1.020 10−3 7.007 10−3
(d) p-valeurs des tests d'hypothèses
Figure E.8  Résultats des tests statistiques sur la première étude en utilisant la
mesure sur la combinaison b590 − b405 comme critère spectral sur l'imagerie multi-
spectrale, et avec la normalisation de l'équation 2.13. a-c) abscisse : temps de
mesure t0 = 1, t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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Annexe E. Ensemble des tests statistiques pour l'analyse du critère de
contraste
(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 6.416 10
−1 5.694 10−1 5.014 10−1
Ad2 1.997 10
−2 3.400 10−2 8.793 10−2
Ad3 1.476 10
−1 7.169 10−3 1.123 10−3
Student
St 4.259 10
−1 5.253 10−1 4.036 10−1
Ad2 2.528 10
−2 1.774 10−2 5.057 10−2
Ad3 8.742 10
−2 5.643 10−3 1.793 10−4
(d) p-valeurs des tests d'hypothèses
Figure E.9  Résultats des tests statistiques sur la première étude en utilisant la
mesure d'ACI moyenne sans utiliser les bandes infrarouges comme critère spectral
sur l'imagerie multi-spectrale, et avec la normalisation de l'équation 2.13. a-c) abs-
cisse : temps de mesure t0 = 1, t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de
contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 2.552 10
−1 6.416 10−1 9.176 10−1
Ad2 6.416 10
−1 1.337 10−1 4.942 10−2
Ad3 6.267 10
−2 1.609 10−3 9.725 10−3
Student
St 3.777 10
−1 5.161 10−1 9.177 10−1
Ad2 4.371 10
−1 2.040 10−1 4.499 10−2
Ad3 9.408 10
−2 1.008 10−3 7.457 10−3
(d) p-valeurs des tests d'hypothèses
Figure E.10  Résultats des tests statistiques sur la première étude en utilisant la
mesure de Luminance comme critère spectral sur les mesures de spectrocolorimètre,
et avec la normalisation de l'équation 2.13. a-c) abscisse : temps de mesure t0 = 1,
t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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Annexe E. Ensemble des tests statistiques pour l'analyse du critère de
contraste
(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 1.476 10
−1 4.691 10−1 4.379 10−1
Ad2 5.694 10
−1 1.961 10−1 8.793 10−2
Ad3 1.089 10
−1 4.455 10−3 1.508 10−2
Student
St 1.378 10
−1 7.099 10−1 4.271 10−1
Ad2 6.117 10
−1 2.730 10−1 1.585 10−1
Ad3 1.334 10
−1 6.640 10−3 2.503 10−2
(d) p-valeurs des tests d'hypothèses
Figure E.11  Résultats des tests statistiques sur la première étude en utilisant la
combinaison b590−b405 comme critère spectral sur les mesures de spectrocolorimètre,
et avec la normalisation de l'équation 2.13. a-c) abscisse : temps de mesure t0 = 1,
t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 7.959 10
−1 9.587 10−1 8.793 10−2
Ad2 5.014 10
−1 1.788 10−1 3.400 10−2
Ad3 2.289 10
−2 1.609 10−3 4.455 10−3
Student
St 6.535 10
−1 9.859 10−1 1.653 10−1
Ad2 3.879 10
−1 2.208 10−1 3.502 10−2
Ad3 6.479 10
−2 1.279 10−3 1.036 10−2
(d) p-valeurs des tests d'hypothèses
Figure E.12  Résultats des tests statistiques sur la première étude en utilisant la
composante ACI comme critère spectral sur les mesures de spectrocolorimètre, et
avec la normalisation de l'équation 2.13. a-c) abscisse : temps de mesure t0 = 1,
t1 = 4, t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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Annexe E. Ensemble des tests statistiques pour l'analyse du critère de
contraste
(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 4.942 10
−2 9.798 10−2 3.519 10−1
Ad2 9.587 10
−1 2.775 10−1 6.050 10−1
Ad3 1.123 10
−3 6.430 10−4 6.430 10−4
Student
St 5.652 10
−2 2.292 10−1 4.201 10−1
Ad2 8.452 10
−1 2.354 10−1 3.556 10−1
Ad3 1.488 10
−4 7.102 10−6 1.416 10−5
(d) p-valeurs des tests d'hypothèses
Figure E.13  Résultats des tests statistiques sur la première étude en utilisant
la mesure de Luminance comme critère spectral sur l'imagerie couleur, et avec la
normalisation de l'équation 2.13. a-c) abscisse : temps de mesure t0 = 1, t1 = 4,
t2 = 8 et t3 = 12, ordonnée : mesure de contraste.
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(a) St (b) Ad2
(c) Ad3
Test Traitement t1 − t0 t2 − t0 t3 − t0
Wilcoxon
St 6.267 10
−2 2.775 10−1 5.349 10−1
Ad2 8.361 10
−1 4.379 10−1 3.793 10−1
Ad3 2.707 10
−3 1.123 10−3 9.350 10−4
Student
St 1.059 10
−1 3.133 10−1 3.888 10−1
Ad2 9.795 10
−1 2.937 10−1 2.995 10−1
Ad3 1.500 10
−3 1.315 10−4 2.880 10−5
(d) p-valeurs des tests d'hypothèses
Figure E.14  Résultats des tests statistiques sur la première étude en utilisant la
composante ACI comme critère spectral sur l'imagerie couleur, et avec la normali-
sation de l'équation 2.13. a-c) abscisse : temps de mesure t0 = 1, t1 = 4, t2 = 8 et
t3 = 12, ordonnée : mesure de contraste.

Annexe F
Développement d'un outil logiciel
Cette annexe décrit l'outil logiciel, nommé MAD2, développé aﬁn qu'un opé-
rateur puisse réaliser l'analyse d'une étude clinique à partir d'images spectrales.
Pour une étude clinique donnée, le logiciel comprend un panneau de contrôle qui
permet de lancer les outils d'analyses automatiques ainsi que les outils graphiques
qui permettent la correction du recalage des images d'un même patient sur une sé-
rie temporelle ainsi que le détourage interactif des zones d'intérêt. L'analyse d'une
étude clinique se fait en 5 étapes : 1) création d'une nouvelle étude, 2) lancement
du recalage et de la classiﬁcation automatique, 3) classiﬁcation des zones d'inté-
rêt par l'outil de classiﬁcation interactif, 4) correction interactive du recalage et 5)
lancement de la détection de changement de la pathologie et analyse statistique
d'une population de patients sous un même traitement. Chacune de ces 5 étapes est
brièvement décrite dans cette annexe.
F.1 Création d'une étude
Lorsque l'on crée une nouvelle étude, la fenêtre illustrée en ﬁgure F.1 s'aﬃche.
Cette fenêtre contient un formulaire à remplir aﬁn de donner les informations né-
cessaires à l'analyse d'une étude clinique. Ces informations sont :
 Le nom de l'étude.
 Le dossier contenant les images multi-spectrales de l'étude.
 La nomenclature utilisée pour identiﬁer les images.
 L'ensemble des temps de mesure que l'on souhaite analyser.
 Le ﬁchier de type excel contenant le décodage de l'étude clinique.
 La combinaison de bandes spectrales caractéristique de la pathologie étudiée.
 L'adresse du dossier dans lequel tous les résultats seront sauvegardés.
Une fois que toutes ces informations sont spéciﬁées, le logiciel décode l'étude, vériﬁe
que toutes les images sont bien présentes dans le dossier image et ouvre la fenêtre
contenant le panneau de contrôle qui permet d'analyser l'étude. Ce panneau de
contrôle est illustré en ﬁgure F.2. En entête, les informations de l'étude sont écrites :
noms des traitements utilisés, nom du comparateur utilisé, nombre de patients pour
chaque traitement, et liste des temps de mesure.
F.2 Lancement des processus automatiques
Pour lancer la pré-analyses automatique de l'étude, l'opérateur doit lancer les
deux processus Registration et Classiﬁcation (voir ﬁgure F.2). Ces processus
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Figure F.1  Fenêtre permettant de spéciﬁer les données nécessaires à l'analyse
d'une étude clinique.
sont les plus longs. Pour une étude contenant environs 50 patients (avec 2 images
par patient) sur 4 temps de mesure, il faut compter de l'ordre de 20 heures pour le
recalage et 5 heures pour la classiﬁcation. Le logiciel propose également la possibilité
de calculer des reconstructions couleur des images multi-spectrales de l'étude aﬁn
de pouvoir les visualiser.
F.3 Corrections interactives
Lorsque le recalage et la classiﬁcation automatiques sont calculés, l'opérateur
peut corriger les résultats obtenus à l'aide d'outils graphiques interactifs. Pour la
classiﬁcation, l'outil proposé est illustré en ﬁgure F.3. Cet outil contient une barre
(à droite) avec la liste des images prisent au premier temps de mesure. Pour chacune
des images, la bande de plus fort contraste, deux segmentations ainsi qu'une clas-
siﬁcation par SVM sont proposées. L'opérateur doit alors réaliser une classiﬁcation
ﬁnale de la zone d'intérêt en cliquant sur les segments des segmentations ou de la
classiﬁcation SVM. Dans le cas où le SVM et les segmentations ne sont pas satisfai-
sants, un outil accessible depuis le bouton Manual Corrections permet de dessiner
un polygone autour de la zone d'intérêt avec la souris. Pour le recalage, l'outil pro-
posé est illustré en ﬁgure F.4. Cet outil contient une barre (à droite) avec la liste des
images à recaler. Un coeﬃcient qui correspond à l'erreur quadratique entre l'image
référence et l'image recalée sur la zone d'intérêt spéciﬁée lors de l'étape de classi-
ﬁcation permet de quantiﬁer la qualité du recalage. Pour des valeurs de cet indice
inférieures à 10, le recalage est correct. Pour des indices supérieurs à 10 le recalage
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Figure F.2  Fenêtre permettant de lancer les diﬀérents algorithmes et outils né-
cessaires à l'analyse d'une étude clinique.
peut être insuﬃsant. Pour chaque image à recaler, un outil permet de visualiser la
bande la plus contrastée et de basculer entre image référence et image recalée pour
appréhender visuellement la qualité du recalage. Si le recalage est insuﬃsant, l'opé-
rateur peut le relancer en l'initialisant manuellement. Pour cela une rotation et une
translation doivent être spéciﬁées grâce à l'outil disponible en cliquant sur Manual
Registration.
F.4 Calcul des sévérités
Lorsque la classiﬁcation et le recalage sont corrects, l'opérateur peut lancer la
détection de changements avec le bouton Change Detection sur le panneau de
contrôle (voir ﬁgure F.2). Cette étape est complètement automatique. Des ﬁchiers
contenant les valeurs, les cartographies, et la représentation graphique du MASI
diﬀérentiel sont alors générés et sauvegardés dans le dossier de l'étude. Ce calcul
prend environ 2 heures pour une étude contenant 50 patients (2 images par patient)
sur 4 temps de mesure. Une fois le MASI diﬀérentiel calculé, le bouton Generate
Statistics permet de calculer un test de Student et un test de Wilcoxon pour chaque
traitement à l'étude et pour chaque semaine de mesure. Ces tests peuvent être faits
sur la mesure de contraste et de surface du MASI électronique. Le calcul de ces tests
est quasi-instantané, et les résultats sont présentés sous forme d'une table dans la
partie droite de la fenêtre du panneau de contrôle (voir ﬁgure F.5). Les tableaux des
statistiques obtenues pour la seconde étude clinique avec le test de Wilcoxon sont
illustrés en ﬁgure F.1 pour le critère de contraste et en ﬁgure F.2 pour le critère de
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Figure F.3  Fenêtre permettant de réaliser la sélection interactive des zones d'in-
térêt.
Figure F.4  Fenêtre permettant de contrôler et de corriger le recalage.
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Figure F.5  Aﬃchage des résultats statistiques obtenus sur l'étude clinique.
surface.
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Apport de l'imagerie multi et hyperspectrale pour l'évaluation de
la pigmentation de la peau
Résumé : L'objectif principal de ce travail de thèse est de développer un score
mesurant la pigmentation de la peau à partir d'images spectrales. L'objectif ﬁnal est
de construire un outil plus objectif et au moins aussi performant que les outils cli-
niques, dans l'évaluation de l'eﬀet des traitements agissant sur l'hyper-pigmentation
de la peau. Cet outil a pour vocation à être utilisé dans des essais cliniques.
Le travail se focalise sur le mélasma qui est une pathologie pigmentaire symétrique
due principalement à des troubles hormonaux et à l'exposition au soleil. Pour
évaluer la sévérité de cette pathologie et son évolution sous traitements, deux types
de classiﬁcation sont proposés. Le premier concerne une classiﬁcation binaire entre
tissu sain et tissu pathologique. Le second consiste à déﬁnir diﬀérents niveaux de
sévérité pour les tissus pathologiques.
La première classiﬁcation s'inscrit dans le cadre de la classiﬁcation dans des espaces
de grande dimension. Un outil de réduction de dimension associé à un algorithme
de classiﬁcation par séparateurs à vaste marge a été développé. Cet outil est issu
d'une comparaison des techniques de poursuite de projection et de séparation de
sources, ainsi que des méthodes d'automatisation pour estimer la dimension de
l'espace d'arrivée, et l'estimation des diﬀérents groupes de bandes spectrales dans
le cas de la poursuite de projection.
La seconde classiﬁcation vise à mesurer un critère clinique de sévérité de l'hyper-
pigmentation. Ce critère clinique comprend trois composantes : surface, contraste
et homogénéïté. La composante de surface découle de la classiﬁcation entre tissus
sains et tissus pathologiques. Une méthodologie d'estimation de combinaison de
bandes spectrales tenant conjointement compte de la signature spectrale et de la
cinétique de l'eﬀet d'un traitement sur toute une étude clinique est proposée aﬁn
d'obtenir un critère de contraste. Pour obtenir un critère d'homogénéïté spatiale,
une approche fondée sur l'analyse multi-échelles de champs gaussiens et issue de
la méthodologie du statistical parametric mapping est employée entre deux dates
d'acquisition.
Mots clés : Multispectral, hyperspectral, classiﬁcation, réduction de dimension,
séparateurs à vaste marge, inférences statistiques, dermatologie, hyperpigmentation,
mélasma.
Contribution of multi and hyperspectral imaging to skin
pigmentation evaluation
Abstract : The main objective of this PhD thesis is to develop a score that
measures the skin pigmentation using spectral images. The ultimate goal is to
build a more objective and at least as powerful as clinical methods for evaluation
of treatment eﬀects acting on the skin hyper-pigmentation. This tool is intended to
be used in clinical trials.
The work focuses on melasma that is a disease mainly due to hormonal disorders
and sunlight exposure. To assess the severity of this disease and its evolution
under treatment, we proposed two types of classiﬁcation. The ﬁrst one is a binary
classiﬁcation between healthy tissue and pathological tissue. The second one
consists in deﬁning diﬀerent levels of severity for pathological tissues.
The ﬁrst classiﬁcation concerns high dimensional spaces. An algorithm for dimen-
sionality reduction associated with a classiﬁcation by support vector machines has
been developed. This method comes with a comparison of projection pursuit and
source separation, as well as automated methods to estimate the dimension of the
arrival space, and the estimation of diﬀerent groups of spectral bands in the case
of projection pursuit.
The second classiﬁcation criterion aims at qualifying a clinical severity criterion of
hyperpigmentation. This clinical criterion includes three components: area, contrast
and homogeneity. The surface component arises from the classiﬁcation between
healthy and pathological tissues. A methodology for estimating combination of
spectral bands taking into account the spectral information and the kinetics of the
treatment eﬀect on a clinical study is proposed to obtain a contrast criterion. To
get a spatial homogeneity criterion, an approach based on multiscale analysis of
Gaussian ﬁelds adapted from the methodology of statistical parametric mapping is
used between two acquisition dates.
Keywords: Multispectral, hyperspectral, classiﬁcation, data reduction, sup-
port vector machines, statistical inferences, dermatology, hyperpigmentation,
melasma.
