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Abstract
We define an absolutely convergent series for the upper incomplete Gamma function
Γ(s, z) for z ≥ 1 and s ∈ C. We express this series using certain polynomials which we
define using the Stirling numbers of the first kind. We prove that these polynomials
have positive coefficients by defining a three-parameter family of integers and certain
linear operators on vector spaces of polynomials. We then apply this series to obtain
a formula for the Riemann xi function valid at any s ∈ C.
1 Introduction
The Gamma function Γ(s) is a special function important in many fields of mathemat-
ics, from statistics to number theory. L. Euler introduced Γ(s) as a generalization of
the factorial: for integer n ≥ 0,
Γ(n+ 1) = n!.
For s ∈ C, Γ(s) may be defined by the integral
Γ(s) =
∫ ∞
0
e−uus−1 du
with poles at the non-positive integers. See [1] for a history of Γ(s).
The upper incomplete Gamma function Γ(s, z) defined as
Γ(s, z) =
∫ ∞
z
e−uus−1 du
was first investigated by F. E. Prym [4] in 1877. See [3] for more information on Γ(s, z).
For z > 0 and s real, we apply the change of variables u 7→ uz to obtain
Γ(s, z) = zs
∫ ∞
1
e−uzus−1 du. (1)
The integral in (1) appears in the definition of the Riemann xi function [5] in the
following way:
ξ(s) = −
s(1− s)
2
pi−
s
2Γ(
s
2
)ζ(s)
=
1
2
(1− s(1 − s)
∞∑
n=1
∫ ∞
1
e−pin
2u(u
s
2
−1 + u
1−s
2
−1) du). (2)
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In this paper we thus consider the integral∫ ∞
1
e−upus du
for p ≥ 1 and s ∈ C, and prove that it may be expressed as an absolutely convergent
series ∫ ∞
1
e−upus du =
e−p
p
(1 +
∞∑
n=1
gn(s, p)
(n+ 1)!
)
where gn(s, p) is a polynomial in s and p
−1 defined below using the Stirling numbers of
the first kind. For p = 1+x, we prove that the two-variable polynomial (1+x)ngn(s, 1+
x) has positive coefficients in x and s. For the proof we define a three-parameter family
of integers Akm,i and certain linear operators on vector spaces of polynomials. We then
apply this series to obtain a series for ξ(s) absolutely convergent for any s ∈ C.
2 The polynomials gn(s, p)
To the integral ∫ ∞
1
use−up du
we apply the change of variables
t = 1− e−up
to obtain ∫ ∞
1
use−up du =
1
ps+1
∫ 1
1−e−p
(− log(1− t))s dt.
We thus consider the Taylor series of
(− log(1 − t))s
at t = 1 − e−p which we calculate in Lemma 1. We first recall the definition of the
unsigned Stirling numbers of the first kind (see [2]).
Definition 1. For integers 0 ≤ i ≤ n, let[
n
i
]
denote the unsigned Stirling number of the first kind. These integers may be defined by
the relation [
n
i− 1
]
+ n
[
n
i
]
=
[
n+ 1
i
]
and [
0
n
]
=
[
n
0
]
= δn,0.
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Lemma 1. For n ≥ 1,
(
d
dt
)n(− log(1− t))s =
1
(1− t)n
n∑
i=1
[
n
i
]
(s)i(− log(1 − t))
s−i
Proof. We use induction on n. The statement is true for n = 1. Assume it is true for
some n ≥ 1. Then by the induction hypothesis
(
d
dt
)n+1(− log(1− t))s =
1
(1− t)n+1
n+1∑
i=1
(
[
n
i− 1
]
+ n
[
n
i
]
)(s)i(− log(1− t))
s−i.
The induction step now follows from the identity[
n
i− 1
]
+ n
[
n
i
]
=
[
n+ 1
i
]
.
This completes the proof.
We recall the notation for the falling factorial (s)i:
Definition 2. For integer i ≥ 0, let (s)i denote
(s)i =
i∏
j=1
(s− j + 1).
Definition 3. For integer n ≥ 1, define
gn(s, p) =
n∑
i=1
[
n
i
]
(s)i
pi
.
Now we have the standard identity
(s)n =
n∑
i=1
(−1)n−i
[
n
i
]
si with (s)0 = 1.
Let p = (1 + x). Then in (1 + x)ngn(s, 1 + x), the coefficient of x
jsn−m is
[xjsn−m]
(
(1 + x)ngn(s, 1 + x)
)
=
m∑
i=0
(−1)i
(
m− i
j
)[
n
n−m+ i
][
n−m+ i
n−m
]
.
For fixed m and i, we consider the function of integer n for n ≥ m[
n
n−m+ i
][
n−m+ i
n−m
]
.
We consider the Newton series coefficients of this function next.
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2.1 The numbers Akm,i
Definition 4. For integers k ≥ 0 and fixed m ≥ i ≥ 0, we define the numbers Akm,i ∈ Z
as the Newton series coefficients for n ≥ m
[
n
n−m+ i
][
n−m+ i
n−m
]
=
∞∑
k=0
Akm,i
(
n
k
)
.
We prove the following recurrence relation for the Akm,i.
Lemma 2. Let 0 ≤ i ≤ m and m ≥ 1.
Akm,i = (k − 1)(A
k−1
m−1,i +A
k−2
m−1,i +A
k−2
m−1,i−1) + (k + i−m− 1)A
k−1
m−1,i−1
Ak0,0 = δk,0
Akm,−1 = 0
A−1m,i = A
−2
m,i = 0.
Furthermore for m ≥ 1
Akm,i = 0
if k ≤ m or k ≥ 2m+ 1.
Proof. The boundary condition Akm,−1 = 0 follows from[
n−m− 1
n−m
]
= 0
for all n−m ≥ 0, and Ak0,0 = δk,0 follows from[
n
n
]
= 1
for all n ≥ 0. And we set A−1m,i = A
−2
m,i = 0 because the Newton series requires k ≥ 0.
We will use the identities[
n+ 1
n+ 1−m
]
−
[
n
n−m
]
= n
[
n
n+ 1−m
]
(3)
and
n
(
n
k
)
= k
(
n
k
)
+ (k + 1)
(
n
k + 1
)
. (4)
First, we use (
n+ 1
k
)
−
(
n
k
)
=
(
n
k − 1
)
4
and obtain
∞∑
k=0
Akm,i
(
n
k − 1
)
(5)
=
[
n+ 1
n+ 1−m+ i
][
n+ 1−m+ i
n+ 1−m
]
−
[
n
n−m+ i
][
n−m+ i
n−m
]
. (6)
Next we apply identity (3) to line (6) and get
=
[
n
n−m+ i
][
n+ 1−m+ i
n+ 1−m
]
+ n
[
n
n+ 1−m
][
n+ 1−m+ i
n+ 1−m
]
−
[
n
n−m+ i
][
n−m+ i
n−m
]
=
[
n
n−m+ i
]
(
[
n+ 1−m+ i
n+ 1−m
]
−
[
n−m+ i
n−m
]
) + n
[
n
n+ 1−m+ i
][
n+ 1−m+ i
n+ 1−m
]
.
We apply identity (3) again and get
= (n−m+ i)
[
n
n−m+ i
][
n−m+ i
n−m+ 1
]
+ n
[
n
n+ 1−m+ i
][
n+ 1−m+ i
n+ 1−m
]
= (n−m+ i)(
∞∑
k=0
Akm−1,i−1
(
n
k
)
) + n(
∞∑
k=0
Akm−1,i
(
n
k
)
).
Now we apply identity (4) and get
= (−m+ i)(
∞∑
k=0
Akm−1,i−1
(
n
k
)
) +
∞∑
k=0
Akm−1,i−1(k
(
n
k
)
+ (k + 1)
(
n
k + 1
)
)
+
∞∑
k=0
Akm−1,i(k
(
n
k
)
+ (k + 1)
(
n
k + 1
)
)
Thus equating the the coefficients of
(
n
k − 1
)
in the above sum and in line (5), we get
Akm,i = (k − 1)(A
k−1
m−1,i +A
k−2
m−1,i +A
k−2
m−1,i−1) + (k + i −m− 1)A
k−1
m−1,i−1. (7)
We next show for m ≥ 1 that
Akm,i = 0
if k ≤ m or k ≥ 2m+ 1. We use induction on m. It is true for m = 1 because[
n
n− 1
]
=
(
n
2
)
.
Assume it is true for some m ≥ 1. Then the induction step follows from relation (7).
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3 The positivity of gn(s, p)
By definition of Akm,i, we have for n ≥ 1
(
1 + x)ngn(s, 1 + x) = s
n +
n∑
m=1
m∑
j=0
sn−mxj
2m∑
k=m+1
(
n
k
) m∑
i=0
(−1)i
(
m− i
j
)
Akm,i (8)
where the coefficient of sn is A00,0 = 1. We thus show that
m∑
i=0
(−1)i
(
m− i
j
)
Akm,i ≥ 0. (9)
We express the quantity (9) using certain linear operators defined next.
3.1 The operators B1, B2, C1 and C2
Definition 5. For each integer k ≥ 0, let tk be an indeterminate. Define the linear
operators B1, C1 : R[tk−1]→ R[tk] by
B1(t
n
k−1) = (k − 1)t
n
k
C1(t
n
k−1) = −nt
n+1
k .
These operators B1 and C1 correspond to going from the A
k−1
m−1,i and A
k−1
m−1,i−1, respec-
tively, to Akm,i. The exponent n corresponds to k −m+ i− 1.
Define the linear operators B2, C2 : R[tk−2]→ R[tk] by
B2(t
n
k−2) = (k − 1)t
n+1
k
C2(t
n
k−2) = −(k − 1)t
n+2
k .
These operators B2 and C2 correspond to going from the A
k−2
m−1,i and A
k−2
m−1,i−1, respec-
tively, to Akm,i.
For m ≥ 1 and m + 1 ≤ k ≤ 2m, define the polynomial Akm,i(tk) to be the sum of
all terms of the form
Ym..Y1(t
0
0)
where Y1 is either B2 or C2, exactly i of the Yh are either C1 or C2, and exactly k−m
of the Yh are either B2 or C2. Set A
0
0,0(t0) = 1 and A
k
m,i(tk) = 0 otherwise.
Let Akm,i(t) denote this polynomial evaluated at an arbitrary indeterminate t.
Lemma 3. The polynomial Ak−1m−1,i−1(tk−1) is an integer multiple of
tk−m+i−1k−1 .
Proof. Suppose the product of operators
Ym−1..Y1
6
contributes a term to Ak−1m−1,i−1(tk−1) and let #Bl and #Cl for l = 1, 2 denote the
number of times that operator appears in the product. By definition, the operator B1
preserves the exponent of the indeterminate; B2 and C1 increment the exponent by 1;
and C2 increments it by 2. Thus
Ym−1..Y1(t
0
0)
is an integer multiple of
t
#B2+#C1+2#C2
k−1
and we have
#C1 +#C2 = i− 1
#B2 +#C2 = (k − 1)− (m− 1)
by the assumption that the product contributes a term to Ak−1m−1,i−1(tk−1). These
equations imply
#B2 +#C1 + 2#C2 = k −m+ i− 1.
This completes the proof.
Lemma 4.
Akm,i(tk) = (k−1)(A
k−1
m−1,i(tk)−t
2
kA
k−2
m−1,i−1(tk)+tkA
k−2
m−1,i(tk))−(k−m+i−1)tkA
k−1
m−1,i−1(tk).
Proof. By definition
Akm,i(tk) = B1(A
k−1
m−1,i(tk−1))+C2(A
k−2
m−1,i−1(tk−2))+B2(A
k−2
m−1,i(tk−2))+C1(A
k−1
m−1,i−1(tk−1)).
By definition of the operators, we have
B1(A
k−1
m−1,i(tk−1)) = (k − 1)A
k−1
m−1,i(tk)
C2(A
k−2
m−1,i−1(tk−2)) = −(k − 1)t
2
kA
k−2
m−1,i−1(tk)
B2(A
k−2
m−1,i(tk−2)) = (k − 1)tkA
k−2
m−1,i(tk),
and by Lemma 3 we have
C1(A
k−1
m−1,i−1(tk−1)) = −(k −m+ i− 1)tkA
k−1
m−1,i−1(tk).
This completes the proof.
Corollary 1.
(−1)iAkm,i = A
k
m,i(1)
Proof. From Lemma 4 the numbers (−1)iAkm,i(1) satisfy the same recurrence relation
as the Akm,i.
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Definition 6. Define f(k,M,N) ∈ R[tk] to be
f(k,M,N) = tMk (1− tk)
N .
If k,M, and N ≥ 0, and
k −M −N ≥ 0,
then we say that such an f(k,M,N) satisfies the positivity condition.
We say that an operator L preserves the positivity condition if L maps an f(k,M,N)
that satisfies the positivity condition to a positive-coefficient linear combination of terms
f(k′,M ′, N ′) that each satisfy the positivity condition.
Lemma 5. The operators
B1 + C1, B2 + C2, B1, and B2
each preserve the positivity condition.
Proof. We use
C1(t
n
k ) =
(
−t2k
d
dtk
(tnk )
)
|tk 7→tk+1 .
Then we calculate
(B1 + C1)(t
M
k (1− tk)
N ) = (k −M)f(k + 1,M,N) +Mf(k + 1,M,N + 1)
+Nf(k + 1,M + 2, N − 1).
Thus if f(k,MN) satisfies the positivity condition, each of the terms on the right have
non-negative coefficients and also satisfy the positivity condition, except for possibly
Nf(k + 1,M + 2, N − 1)
which may have N − 1 < 0. But if N ≥ 0 and N − 1 < 0, then N = 0 and this term
has 0 coefficient.
We next calculate
(B2 + C2)(t
M
k (1− tk)
N ) = (k + 1)f(k + 2,M + 1, N + 1),
B1(f(k,M,N)) = kf(k + 1,M,N),
and
B2(f(k,M,N)) = (k + 1)f(k + 2,M + 1, N).
This completes the proof.
Lemma 6. For integers (m+1) ≥ 1, (m+1)+1 ≤ k ≤ 2(m+1), and 0 ≤ j ≤ (m+1),
2∑
l=1
(
(Bl + Cl)(
m∑
i=0
(
m− i
j
)
Ak−lm,i (tk−l)) +Bl(
m∑
i=0
(
m− i
j − 1
)
Ak−lm,i (tk−l))
)
=
m+1∑
i=0
(
m+ 1− i
j
)
Akm+1,i(tk).
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Proof. From the definition of the operators and Akm,i(tk), we have
B1(A
k−1
m,0 (tk−1)) +B2(A
k−2
m,0 (tk−2)) = A
k
m+1,0(tk), (10)
B1(A
k−1
m,i (tk−1))+B2(A
k−2
m,i (tk−2))+C1(A
k−1
m,i−1(tk−1))+C2(A
k−2
m,i−1(tk−2)) = A
k
m+1,i(tk),
(11)
and
C1(A
k−1
m,m(tk−1)) + C2(A
k−2
m,m(tk−2)) = A
k
m+1,m+1(tk). (12)
Now (
N
j
)
+
(
N
j − 1
)
=
(
N + 1
j
)
(13)
for all integers N, j ≥ 0.
From equations (10) and (13), it follows that
2∑
l=1
Bl(
(
m
j
)
Ak−lm,0(tk−l)) +Bl(
(
m
j − 1
)
Ak−lm,0(tk−l)) =
(
m+ 1
j
)
Akm+1,0(tk).
This gives the i = 0 term on the right side of the lemma statement.
From equations (11) and (13), for 1 ≤ i ≤ m, it follows that
2∑
l=1
Bl(
(
m− i
j
)
Ak−lm,i (tk−l)) +Bl(
(
m− i
j − 1
)
Ak−lm,i (tk−l))
+
2∑
l=1
Cl(
(
m− (i− 1)
j
)
Ak−lm,i−1(tk−l))
=
(
m+ 1− i
j
)
Akm+1,i(tk).
This gives the i-th term on the right side of the lemma statement for 1 ≤ i ≤ m.
From equations (12), it follows that
2∑
l=1
Cl(
(
m−m
j
)
Ak−lm,m(tk−l)) =
(
m+ 1− (m+ 1)
j
)
Akm+1,m+1(tk).
This gives the i = m+1 term on the right side of the lemma statement. This completes
the proof.
Theorem 1. For m ≥ 1; m+ 1 ≤ k ≤ 2m; and 0 ≤ j ≤ m,
m∑
i=0
(−1)i
(
m− i
j
)
Aki,m ≥ 0.
9
Proof. We prove that the polynomial
m∑
i=0
(
m− i
j
)
Akm,i(tk)
is a linear combination with positive coefficients of terms of the form f(k,M,N) that
satisfy the positivity condition. Then the theorem follows from this fact and
(−1)iAkm,i = A
k
m,i(1)
from Corollary 1.
We use induction on m. The statement for m = 1 follows from Lemma 6; when
j = 0, we have
1∑
i=0
(
1− i
0
)
A21,i(t2) = f(2, 1, 1)
and when j = 1 we have
1∑
i=0
(
1− i
1
)
A21,i(t2) = f(2, 1, 0).
We this assume that the statement is true for some m and all j with 0 ≤ j ≤ m. We
use Lemma 6 to show that the polynomial
m+1∑
i=0
(
m+ 1− i
j
)
Akm+1,i(tk)
is a a positive-coefficient linear combination of f(k,M,N) that satisfy the positivity
condition in the following cases for j.
For j = 0, we have from Lemma 6
2∑
l=1
(Bl + Cl)(
m∑
i=0
(
m− i
0
)
Ak−lm,i (tk−l));
the polynomial
m∑
i=0
(
m− i
0
)
Ak−lm,i (tk−l)
is a positive-coefficient linear combination of terms that satisfy the positivity condition
by the induction hypothesis, and the operators B1 + C1 and B2 + C2 preserve the
positivity condition.
For 1 ≤ j ≤ m, we have from Lemma 6
2∑
l=1
(Bl + Cl)(
m∑
i=0
(
m− i
j
)
Ak−lm,i (tk−l)) +Bl(
m∑
i=0
(
m− i
j − 1
)
Ak−lm,i (tk−l));
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each polynomial
m∑
i=0
(
m− i
j
)
Ak−lm,i (tk−l) and
m∑
i=0
(
m− i
j − 1
)
Ak−lm,i (tk−l)
is a positive-coefficient linear combination of terms that satisfy the positivity condition
by the induction hypothesis, and the operators B1 +C1, B2 +C2, B1 and B2 preserve
the positivity condition.
For j = m+ 1, we have from Lemma 6
2∑
l=1
Bl(
m∑
i=0
(
m− i
m
)
Ak−lm,i (tk−l));
the polynomial
m∑
i=0
(
m− i
m
)
Ak−lm,i (tk−l)
is a positive-coefficient linear combination of terms that satisfy the positivity condition
by the induction hypothesis, and the operators B1 and B2 preserve the positivity
condition. This proves the induction step and completes the proof.
Theorem 2. As a polynomial in s and x,
(1 + x)ngn(s, 1 + x)
has positive coefficients.
Proof. The theorem follows from equation (8) and Theorem 1.
Theorem 3. Let
gn(s, p) =
n∑
i=1
[
n
i
]
(s)i
pi
.
Then for p ≥ 1 and s ∈ C,∫ ∞
1
e−upus du =
e−p
p
(1 +
∞∑
n=1
gn(s, p)
(n+ 1)!
)
and the sum is absolutely convergent.
Proof. By Lemma 1, we have for 1− e−p ≤ t < 1
(− log(1− t))s = ps(1 +
∞∑
n=1
enp
(t− (1 − e−p))n
n!
gn(s, p)).
Now ∫ ∞
1
e−upus du = p−s−1
∫ 1
1−e−p
(− log(1− t)s dt
= p−s−1
∫ 1
1−e−p
ps(1 +
∞∑
n=1
enp
(t− (1− e−p)n
n!
gn(s, p)) dt (14)
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If s is positive and p ≥ 1, then by Theorem 2 each gn(s, p) ≥ 0, and by Tonelli’s
theorem we may interchange the integration and summation at line (14) to obtain∫ ∞
1
e−upus du =
e−p
p
(1 +
∞∑
n=1
gn(s, p)
(n+ 1)!
). (15)
Now suppose s ∈ C. It also follows from Theorem 2 that
|gn(s, p)| ≤ gn(|s|, p).
Then
|
∞∑
n=1
gn(s, p)
(n+ 1)!
| ≤
∞∑
n=1
|gn(s, p)|
(n+ 1)!
≤ 1 +
∞∑
n=1
gn(|s|, p)
(n+ 1)!
≤
∫ ∞
1
e−upu|s| du
Thus
∞∑
n=1
gn(s, p)
(n+ 1)!
is absolutely convergent for any s ∈ C. Now, a series of polynomials with positive
coefficients that is absolutely convergent on C is holomorphic on C by the standard
theorem that a a sequence of holomorphic functions that is uniformly convergent on
compacts subsets of a domain Ω is holomorphic on Ω (see Stieltjes [7] and [6] for more
information). Thus for fixed p ≥ 1
e−p
p
(1 +
∞∑
n=1
gn(s, p)
(n+ 1)!
)
is entire in s and agrees with ∫ ∞
1
e−upus du
when s is positive and real. Therefore these two functions must agree for s on C.
4 Application to the Riemann xi function
From the definition of the Riemann xi function ξ(s) in equation (2), we have
ξ(s) =
1
2
(1 − s(1− s)
∞∑
n=1
(
∫ ∞
1
e−pin
2
u
1−s
2
−1 du+
∫ ∞
1
e−pin
2
u
s
2
−1 du)).
For integer k ≥ 1, let bk denote the constants
bk =
∞∑
n=1
e−pin
2
(pin2)k
.
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We then apply Theorem 3 to obtain
pi−
s
2Γ(
s
2
)ζ(s) = 2b1 +
∞∑
n=1
1
(n+ 1)!
n∑
i=1
bi+1
[
n
i
]( i∏
j=1
1− s
2
− j) + (
i∏
j=1
s
2
− j)


− (
1
1− s
+
1
s
) (16)
where the rearrangement of the sum is justified by the absolute convergence of the
series from Theorem 3. We may re-write this as
−s(1−s)pi−
s
2Γ(
s
2
)ζ(s) = 1−2
∞∑
n=0
1
(n+ 1)!
n∑
i=0
bi+1
[
n
i
]s( i∏
j=0
1− s
2
− j) + (1− s)(
i∏
j=0
s
2
− j)

 .
(17)
5 Further Work
• See if the sum of of all the sn−mxj can be re-arranged by grouping together the
positive terms and indexing them by paths in a graph. Perhaps the constants
∞∑
n=1
e−pin
2
(pin2)k
then become different constants which can be analyzed by Poisson summation or
something else.
• Apply these formulas to ξ(s) using a different integral kernel such the Polya-Schur
kernel.
• See how the proofs for Jensen polynomials for ξ of degree 2 and 3 for having real
zeros can be expressed using these formulas for ak.
• See if these formulas have q-analogues.
• See if series can be obtained using the formula
∫ ∞
1
use−up du =
∞∑
n=0
(2n)s+1e−2
np
∫ 1
0
(1 + u)se−2
nup du.
• See if there are more quantitative bounds to prove absolute convergence of the
series.
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