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Abstract--The increasing role of exhaustive testing techniques in VLSI has prompted a number of 
investigations into methods for achieving locally exhaustive t sting of the components of a large digital 
circuit using a comparatively small number of test signals. This paper examines the possibility of 
introducing linear sums of the test signals into this testing process. It is shown that with the addition of 
a relatively small amount of additional circuitry, significant reductions in the number of required test 
signals (and tests) can often be achieved. In particular, it is shown that for any specific ombinational 
circuit the number of required test signals can be made to be independent of the number of inputs and 
to depend only logarithmically on the number of outputs. The role of these linear sums in the generation 
of universal test sets is also discussed. 
INTRODUCTION 
Among the recent developments in VLSI  testing one of  the most surprising has been a return to 
exhaustive testing. While this technique of  simply checking the performance of  a digital device in 
the presence of  all possible input combinations is conceptually quite attractive, the exponential 
growth of  the number of  required tests has previously precluded its use for even LSI not to mention 
VLSI. Why then have a number of  investigators [1-5] recently decided that perhaps there is a role 
for exhaustive testing after all? The answer is simply the fact that although globally exhaustive 
testing of  a large digital device is completely impractical it is often possible to perform locally 
exhaustive testing on various components within the device to ensure that individually each is 
operating correctly. 
A number of  authors, for example, have observed that even though the number of  inputs to a 
combinational logic circuit may be prohibitively large, the typical output of  such a circuit often 
"depends" (we shall define this term shortly) on only a relatively small number of  these inputs. 
Thus, even though the user may be limited to (say) i test signals (and accordingly 2i tests) he can 
by judiciously "sharing" these test signals among the inputs often achieve locally exhaustive testing 
of  many of  the individual outputs. We shall begin this discussion with some formal definitions and 
a specific example of  this " input-sharing" technique. We shall then show that by also introducing 
linear sums of  the test signals into the testing process the number of  required test signals (and hence 
tests) can often be significantly reduced. Finally, it will be shown that these linear sums can likewise 
be effectively used in the generation of  more generalized test sets. 
DEF IN IT IONS AND STATEMENT OF PROBLEM 
We shall assume that the device to be tested is a combinational logic circuit having n inputs, x~, 
x2 . . . . .  xn, and m outputs, y~, Y2 . . . .  , Ym, where each output depends on some subset of  the inputs. 
Formally, an output, Yk, will be said to depend on input xj if and only if there exists a path in the 
circuit from xj to Yk.t Sk will denote the dependency subset for Yk and Wk will denote the number 
ofxs in the subset. Figure 1, for example, shows an 8-input, 5-output circuit (taken from [1]) having 
S, = (xl, x2, x3, x4), $2 = (x6, x7, xs), etc., and with ws of  4, 3, 4, 4, and 4, respectively. 
In order to test a given circuit, we shall assume that we have available a set of  i test signals, A, 
B . . . . .  /, and that this set of  signals is independent. A set of  i signals will be said to be independent 
tGiven a combinational circuit, it is a relatively simple task to propagate the xs through the network to determine the 
dependency subsets for each y. Note that occasionally an xj may appear in the subset for a Yk even though Yk is not 
functionally dependent on xj. Of course, all xs on which a Yk is functionally dependent will always appear in its subset. 
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x 6 
x 7 
x 8 
i 
Yl (xl '  x2' x3' x4) 
Y2 (x6' x7' x8) 
Y3 (x3' x4' Xs' x6) 
Y4 (x3' x5' x6' x7) 
Y5 (xl' x4' x7' x8) 
Fig. 1. An 8-input, 5-output circuit. 
if and only if they can be set to any of the 2 ~ possible binary input combinations. (Clearly if a given 
set is independent then any smaller subset will likewise be independent.) Typically, these test signals 
would be obtained from a binary counter or a linear feedback shift register although for our 
purposes the only requirement is that they be independent. 
The basic problem which we shall consider is that of introducing these test signals into the inputs 
of the given circuit so that when the test signals are stepped through all 2 i possible input 
combinations each output, y~, will be exhaustively tested; i.e. the xs in each Sk will assume all 2 w~ 
possible input combinations. Moreover, since the above goal can always be achieved by simply 
putting n independent test signals on the n inputs, we shall further require that i, the number of 
test signals, be as small as possible. 
Figure 2, for example, shows how the outputs of the 8-input device of Fig. 1 might be 
exhaustively tested with just five test signals. Obviously, the "trick" that has been employed is to 
observe that for each output it is sufficient that the test signals involved all be different and, hence, 
independent. Thus, if two xs (say x~ and xs) do not appear together in any subset hen they can 
be tied to the same test signal (say A) without violating the above condition. Here three such pairs 
(x~-xs, x2-x6, and xs-x8) have been identified and tied respectively to A, B, and C to reduce the 
number of test signals to five. (We shall return to this circuit in a later section to see how this 
number can be reduced still further.) 
This input-sharing process of identifying pairs (or sets) of inputs which do not appear together 
in any of the dependency subsets can occasionally result in a considerable decrease in the number 
of test inputs required. (In [4], for example, this approach is applied to a 23-input parity generator 
to reduce the number of test signals to 10.) Now, however, let us consider the simple 3-input, 
3-output device shown to the left in Fig. 3. Clearly, no input-sharing is possible since each pair 
of xs appears on one of the outputs. However, we can still reduce the number of required test inputs 
(A, B, C, D) 
(B, O, C) 
(C, D, A, B) 
(c, A, B, E) 
(A, D. E, C) 
A = x I = x 5 
B = x 2 : x 6 
C = x 3 = x 8 
O : x 4 
E = x 7 
Fig. 2. Testing with 5 inputs. 
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x 1 
x 2 
x 3 
Yl (Xl' x2) A 0 1 0 1 
Y2 (Xl' x3) B 0011 
0110 
Y3 (x2' x3) A Q 8 
Fig. 3. Testing with a linear sum. 
(A, B) 
(A, A C) B) 
(B, A ~) B) 
x 1 
x 2 
x 3 
x 4 
x 5 
B(x  1, x 2, x 3) 
~(x  2, x 3, x 4) 
(x 3, x 4, x 5) 
(x 1, x 4, x 5) 
(x2, x S) 
A 01010101 
B 00110011 
C 00001111 
A~C 01011010 
A~B 01100110 
Fig. 4. Testing with two linear sums. 
__(A,B,C) 
--(B,C,A ~ C) 
B(C,A~) C, A® B) 
--(A,A(~) C, A(~) B) 
--(B,A(~) B) 
from 3 to 2. This is done as is shown to the right in Fig. 3. We have tied x~ and x2 to A and B 
and x 3 to their linear sum, A ~ B. (The corresponding bit-streams are also shown.) We leave it to 
the reader to confirm that while these three test inputs are collectively not independent, each of 
the three pairs is independent thus permitting exhaustive testing of each output. Figure 4 shows 
a 5-input, 5-output circuit which can be tested with just three test inputs by introducing the linear 
sums, A ~ B, and A ~) C. (Again, we show the associated bit-streams and leave it to the more 
ambitious readers to confirm that each output is exhaustively tested.) 
These two examples illustrate the approach which will be investigated in the remainder of this 
paper. Specifically, we shall consider the possibility of using as circuit inputs not only the test 
signals themselves but selected linear sums as well (see Fig. 5). 
L INEAR FUNCTIONS AND THEIR INDEPENDENCE 
Given a set of i test signals, a linear function (or sum) results when we add together (rood 2) any 
subset of one or more signals. Clearly, there will be 2 ~-  1 such functions. Table l, for example, 
LINEAR SU~..~I l 
It 
~ n CIRCUIT INPUTS 
COMB. • 
LOGIC • 
~m CIRCUIT OUTPUTS 
Fig. 5. The basic problem. 
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Table  1. The  seven l inear sums o f  three var iables 
l~ 0 I 0 t 0 I 0 1 A 
/ 2 0 0 1 1 0 0 I I B 
/ S 0 1 1 0 0 1 1 0 A ~B 
l 4 0 0 0 0 1 1 1 1 C 
l 5 0 1 0 1 1 0 1 0 A ~C 
16 0 0 1 1 1 1 0 0 BG)  C 
17 0 I 1 0 1 0 0 1 A ~) B ~) C 
shows the seven possible linear sums of three variables.t Again, we have assigned independent 
bit-streams to A, B, and C and then derived the corresponding bit-streams for the other sums. 
A brief glance at this table should reveal the usefulness of these sums for exhaustive testing. It 
is easily seen that any pair is independent and, in fact, most (28 out of 35) sets of three are as well. 
However, since there are sets of three which are not independent (e.g. l,-12-13 and l,-16-17), our first 
task will be to find a simple rule for checking whether or not a given set of linear functions is 
independent. 
The following theorem (which will be immediately familiar to anyone who has been exposed to 
linear algebra) provides a direct answer to this problem: 
THEOREM. A set of linear functions is independent if and only if no subset sums to zero. 
The usefulness of this theorem lies in the fact that it allows us to check the independence of a 
set of linear functions by simply examining the functions themselves--the tedious task of checking 
the corresponding bit-streams to see that all 2 i binary combinations appear is completely avoided. 
Consider, for example, the three functions l~,/6, and lv mentioned above. Here, l~ = A, l 6 = B ~) C, 
and 17 = A 0) B • C so we see immediately that each pair is independent since no pair-sum is zero. 
However, when we form the sum of all three we do obtain zero and thus conclude that this set 
of three is not independent. (Recall that in forming these linear sums, the only rule which need 
be invoked is X @ X = 0.) 
An alternative way of expressing this theorem which will be more useful for our purposes is the 
following: 
A set of linear functions is independent if and only if no one function is equal to the sum of a subset 
of the others. 
This means, for example, that if we already have a set of independent linear functions and we 
wish to add a new function, l, so that the new set is also independent we have only to ensure that 
l is not equal to the sum of any subset of the others. 
Now, using this second theorem, we can state our basic problem more precisely: given an 
n-input, m-output combinational circuit together with a set of independent test signals, we wish 
to replace each input xj by a linear sum, /, of the test signals in such a way that within each of 
the m dependency subsets the resulting ls are independent; i.e. no one I in a set is equal to a sum 
of others in the set. Moreover, as before, we want i, the number of test signals to be as small as 
possible. 
AN EXAMPLE 
To see how we might proceed in a systematic way to accomplish this goal, consider the 7-input, 
5-output device shown in Fig. 6a with the indicated dependency subsets. 
The first observation we can make is that in any circuit, if w* denotes the maximum of the ws, 
then clearly, i, the number of test signals needed must be at least w*. Here w* = 4, so we know 
that at a minimum test signals A, B, C, and D will be required. Also, since the xs in any one set 
of w* must be independent we can, without loss of generality, assign them to A, B, C, and D. Here 
w2= 4 so we let xj =A,  x3 = B, x4= C, and x7 = D. The result is Fig. 6b. 
Now from here on our goal will be to replace the remaining xs by linear sums of A, B, C, and 
D without violating the independence r quirement on the individual outputs; i.e. when a new linear 
sum is introduced into a dependency subset it must not equal the sum of a subset of those already 
tNote the binary correspondence between the subscripts of the ls and the variables involved in the sum; i.e. the ones in 
the binary representation ndicate which of the variables (CBA) appear. 
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5 (C,x5,x 6)
x2=C x s - A®C 
x S 
x 6 
D 
(c) 
] (A,B,C) 
2 (A,B,C,D) 
3 (C'D'x5'x6) 
4 (A,B,xs,x 6)
5 (C,x5,x 6) 
A 
C 
B 
C , 
A~C 
x 6 
D 
(d )  
1 (A,B,C) 
Z (A,B,C,O) 
3 (C,D,A(~)C, x 6) 
4 . (A,B,A(~)C, x 6) 
s (C,AE)C, x 6) 
x 6 - B®o 
A 
C 
B 
C 
A (~) C - -  
B (~) D 
D 
(A,B,C) 
(A,B,C,D) 
(C,O,A(E> C,8 ® O) 
(A,B,A (~:) C,B (~) D) 
(C,A (~) C,B (~) D) 
(e)  
Fig. 6. Generating a linear test set. 
present. Consider input x2 for example. Since it appears with A and B in S~, it can not be set to 
A, B, or A ~ B without violating this condition. Likewise, from $3 we see that x2 cannot be set 
to D. However, since we have now examined all occurrences of x2, it follows that it can be set to 
any linear sum with which it does not appear. 
In particular, since it does not appear with C, we can set x2 = C to obtain the situation shown 
in Fig. 6c. 
Now we turn to x5 and again generate the "forbidden" linear sums. These turn out to be: C, 
D, C ~ D, A, B, and A ~ B. We note that A ~ C is not present, so we set x5 to this sum to obtain 
Fig. 6d. Finally for x6 there turns out to be 11 forbidden sums (we leave it to the reader to find 
them) so from the remaining four we choose the "smallest", B ~ D, to obtain the final test 
configuration of Fig. 6e. I f  during this process (as often happens with larger problems) we had 
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encountered an x which could not be set to any of the 2 i -  1 linear functions, then we would set 
it to a new test signal, E, and continue as before. 
In summary, this procedure is as follows: 
(1) Select any output with w* xs and assign its xs to w* test signals. Set i = w* 
(2) For each output in which unassigned xs remain generate the 2 ~-  1 forbidden linear sums 
of the a assigned test signals in its dependency subset. 
(3) For an unassigned x form the set of forbidden linear sums with which it appears. 
(4) If x does not appear with all 2; - 1 possible linear sums, set it equal to l (a linear sum with 
which it does not appear) and go to 2. 
(5) If all unassigned xs appear with all 2 i -  1 linear sums, set an unassigned x to a new test signal. 
Set i to  i+ l  and go to 2. 
(6) Continue until all xs are assigned. 
Now let us make the following observation which will be of key importance in the discussion 
which follows. 
I f  i is the final number of test signals, then all 2 ~-  1 linear sums must have been generated. 
In other words, for any linear sum, l', of the test signals there must exist an output having a 
subset of its ls summing to l'. To see this, assume a linear sum of the test signals (say, A ~ C ~ G) 
does not appear; this would mean that at the step at which G first appeared (replacing some xi) 
A 0) C was not present with any appearance of xj (otherwise A ~3 C ~) G would have resulted). 
But if this had been the case xj would have been set equal to A G C, not to G. Thus, in the final 
test configuration, every linear sum must be expressible as the sum of the ls in some dependency 
subset.t 
The importance of this observation rests in the fact that it now allows us to prove the following 
theorem: 
Given an n-input, m-output combinational logic circuit with at most w* dependencies oneach output, 
to exhaustively test the m outputs using linear sums of the test signals, at most 
w* + log2 m 
test signals will be required. 
To prove this result, we have only to note that once the linear sums have been derived for each 
output dependency subset, the total number of linear sums which it can form is at most 2 w° - 1. 
Hence, for the above observation to hold we must have 
2 i -  1 ~<m(2 w ' -  1) 
and the indicated bound on i follows. 
Thus, while any m-output circuit requires at least w* test signals, by using linear sums of the 
test signals we can ensure that this value will never exceed w* + log2 m regardless of the number 
of inputs to the circuit. 
SOME GENERAL IZED TEST SETS 
The success of the foregoing procedure rests on the fact that we "custom tailored" the test signals 
to accommodate he particular dependencies involved on the m outputs. However, when m is 
relatively large, an attractive alternative is to forget about the specific dependencies and simply 
focus on w*, the maximum number of dependencies occurring on any output. If we can now derive 
a set of n linear input sums in which any subset of w* (or less) is independent, it will then follow 
that not only the given circuit but any circuit (with at most w* dependencies on each output) will 
be tested by this same set of n linear sums. (For related work on this same problem, see [2-5].) 
We shall call a set of n linear sums in which any subset of w* or less is independent an (n, w*)-set 
and denote by l(n, w*) the number of test signals necessary to generate this set. Figure 7, for 
tAs another example of this observation, consider the set of five test inputs in Fig. 2 which were not derived using the 
above procedure. Here, the sum B ~ D ~ E cannot be generated sowe can set E = B ~ D reducing the number of 
test signals to four, the best possible. 
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A 
B 
C 
D 
A~B~C 
A~B~D 
A~C~D 
B~C~D 
Fig. 7. An (8, 3)-set. 
example, shows an (8, 3)-set having I(8, 3) = 4. (We shall see shortly how this set can be formally 
derived.) Note that m, the number of outputs, is not specified. In fact, with n = 8 and w* = 3, there 
can be as many as 92 outputs with distinct dependency subsets. Nevertheless, all would be 
exhaustively tested by this same "universal" set. 
How then can we derive these (n, w *)-sets? We begin with some simple special cases. It was noted 
earlier that with i test signals there are 2 i -  1 possible linear sums all of which are pairwise 
independent. (The functions in Table 1, for example, are a (7, 2)-set.) Thus, for w* = 2, we have 
only to require that n be less than or equal to 2 i -  1. In other words: 
l(n, 2) = [" log2 (n + 1)-] . 
When w* = 3 we can again consider the set of 2 ~-  1 possible functions but choose only those 
in which an odd number of variables are involved. (There will be 2 ~ t of these.) Again, not only 
will any pair be independent but also any set of three since the sum of three odd numbers will also 
be odd thus precluding all of the variables from summing to zero (see Fig. 7, for i = 4). Thus, 
I(n, 3) = [-log2n ] + I. 
When w* is close to n, we have trivially that I(n, n )= n, and also that 
I (n,n - 1)=n - 1 
(this latter result is obtained by using n - 1 test signals plus an n th circuit input set equal to the 
linear sum of all n - 1.) Finally, if we have generated an (n, w*)-set for an even value of w*, it 
follows that 
I(n + 1, w* + 1) ~< 1 +I (n ,  w*). 
To see this, assume that the I(n, w*) test signals are A, B . . . . .  L To form an I(n + 1, w* + 1)-set, 
we introduce a new test (and circuit) input, J, which is then added to all n of the existing linear 
sums. Thus, we obtain 1+ 1 test inputs and n + 1 circuit inputs. To show that this is an 
l(n + 1, w* + 1) set we have only to note that all subsets of w* or less will have the same non-zero 
sums as before (with perhaps J appearing as well). For sub-sets of w* + 1, since this value is odd, 
it follows that J must appear in each of their sums again ensuring that none will be zero. 
GENERATING AN (n, w*)-SET 
For arbitrary values of n and w*, a relatively simple procedure--similar to the one described 
earlier---can be used to generate an (n, w*)-set of circuit inputs. We shall illustrate this procedure 
for a specific example and leave the programming details to the reader. 
Assume that we wish to generate a (17, 4)-set. Clearly, we need at least four test signals, so we 
begin with A, B, C, and D which we denote (using the notation previously described) as 1~,/2, 14, 
and/8. Now if we are going to add a new l to this set, it follows from the basic theorem that it 
must not equal the sum of any three (i.e. w* - 1) or less of Ii, 12, 14, and 18. Therefore, we begin 
by generating all of these possible sums--which we denote by gjs. Here, the resulting sums are g~, 
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Table 2. Generating a (17,4)-set 
Test signals Smallest No. 
n in linear sum not generated 1 
1 A 1 
2 B 2 
3 C 3 
4 D 15 4 
5 ABCD 16 4 
6 E 32 5 
7 F 51 6 
8 ABEF 64 6 
9 G 85 7 
10 ACEG 106 7 
11 BDFG 128 7 
12 H 150 8 
13 BCEH 171 8 
14 ABDFH 219 8 
15 ABDEGH 237 8 
16 A CDFGH 247 8 
17 ABCEFGH 256 8 
g2 . . . .  , g~4.t (Note that the ls also appear as gs.) Now, for our new l we choose the smallest subscript 
which has yet to be generated and, hence, prohibited. Thus, I15 would be added as a new input. 
At this point we have a (5, 4)-set consisting of A, B, C, D, and A • B ~ C ~ D. Now we simply 
repeat he above process of generating the forbidden gs. (We can, of course, speed up this step 
by only generating s involving ll5 since the old gs will all remain.) In this case we obtain only 
one new g--namely g15, so that our new l now becomes ll6. Since 16 is a power of two this means 
that we have now added a new test signal, E, giving a (6, 4)-set of A, B, C, D, A G B ~ C ~ D, 
and E. 
Table 2 shows how this process continues. Note that new test signals appear at n = 7, 9, and 
12 so that the final (17, 4)-set requires eight test signals. (Since the smallest subscript generated for 
n = 17 is 256, a ninth test signal would be needed for n = 18.) 
Although it is unlikely that an explicit formula can be found for the value of l(n, w*) generated 
by this procedure, it is fairly easy to obtain an upper bound on this value. To do this we observe 
that whenever a new (ith) test signal appears, this means that all numbers (i.e. subscripts) less than 
2 i have been generated. With n linear sums, the number of different subsets of w* - 1 or less is: 
S(n, w*) = 
j=0 
Thus, if 2i< S(n, w*), it follows that 
I(n, w*) < [_log2 S(n, w*)J 
(for I(17, 4), for example, we have S(17, 4) = 1 + 17 + 136 + 680 = 834, so that, at most, nine test 
signals are indicated). 
CONCLUSION 
In this discussion, we have considered how linear sums can be used to enhance xhaustive testing 
techniques. The first application involved exhaustive testing of the outputs of a specific ircuit. Here 
it was shown that by introducing linear sums specifically chosen to accommodate he m sets of 
output dependencies, we can make the number of required test signals independent of the number 
of inputs and dependent only on log2 m. This reduction in the number of required test signals (and 
hence tests) is, of course, achieved only at the expense of extra hardware and, hence, in any given 
situation may or may not constitute a feasible enhancement. However, when such time/hardware 
trade-offs are practical, it can be argued that the introduction of linear sums is especially attractive 
since each sum which is implemented essentially halves the number of required tests. 
tRecall that to form the linear sum l i + lj, we take the bit by bit exclusive-OR sum of their binary representations. Thus, 
for 17 + 19 we have (0111) + (1001) = (11 I0), so that 17 + 19 = ll4. 
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The second area where the use of linear sums was considered was in the generation of (n, w*) 
test sets. As previously noted, other authors have already considered this same problem and, in 
fact, linear techniques have played a prominent role in several of these investigations. In general, 
these studies have concentrated on either (1) minimizing the size of an (n, w*)-set [3, 4], or (2) 
efficiently generating an (n, w*)-set [2, 5]. The technique described here might be said to fall 
somewhere between these two approaches. While the (n, w*)-sets generated will not in general be 
minimal in size (in [4], for example, a (17, 4)-set of 153 tests is described versus the 256 implied 
by Table 2), the relative ease with which the test set can be generated may well justify its use in 
specific applications. 
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