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ABSTRACT
With the growth of computer vision based applications and ser-
vices, an explosive amount of images have been uploaded to cloud
servers which host such computer vision algorithms, usually in
the form of deep learning models. JPEG has been used as the de
facto compression and encapsulation method before one uploads
the images, due to its wide adaptation. However, standard JPEG
configuration does not always performwell for compressing images
that are to be processed by a deep learning model, e.g., the stan-
dard quality level of JPEG leads to 50% of size overhead (compared
with the best quality level selection) on ImageNet under the same
inference accuracy in popular computer vision models including
InceptionNet, ResNet, etc. Knowing this, designing a better JPEG
configuration for online computer vision services is still extremely
challenging: 1) Cloud-based computer vision models are usually a
black box to end-users; thus it is difficult to design JPEG configura-
tion without knowing their model structures. 2) JPEG configuration
has to change when different users use it. In this paper, we propose
a reinforcement learning based JPEG configuration framework. In
particular, we design an agent that adaptively chooses the com-
pression level according to the input image’s features and backend
deep learning models. Then we train the agent in a reinforcement
learning way to adapt it for different deep learning cloud services
that act as the interactive training environment and feeding a reward
with comprehensive consideration of accuracy and data size. In our
real-world evaluation on Amazon Rekognition, Face++ and Baidu
Vision, our approach can reduce the size of images by 1/2 – 1/3
while the overall classification accuracy only decreases slightly.
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1 INTRODUCTION
With the great success of deep learning in computer vision, this
decade has witnessed an explosion of deep learning based computer
vision applications. Because of the huge computational resource
consumption for deep learning applications (e.g., inferring an image
on VGG19 [37] requires 20 GFLOPS GPU resource), in today’s
computer vision applications, users usually have to upload the input
images to the central cloud service providers (e.g., SenseTime, Baidu
Vision and Google Vision, etc.), leading to a significant uploading
traffic burden. For example, a picture taken by a cellphone at the
resolution of 3968 × 2976 when saved as JPEG format at the default
compression level, has a size up to 3MB.
To reduce the upload traffic, it is straightforward that an image
should be compressed before one uploads it. Though JPEG has
been used as the de facto image compression and encapsulation
method, its performance for the deep computer vision models is
not satisfactory, because JPEG was originally designed for human
vision system. Liu et al. [27] showed that by modifying the qual-
ity level in the default JPEG configuration, by retraining it on the
original dataset, one can compress an image to a smaller version
while maintaining the inference accuracy for a fixed deep computer
vision algorithm. We then raise an intuitive question: to make it
practically useful, can we improve the JPEG configuration adap-
tively for different cloud computer vision services, without any
pre-knowledge of the original model and dataset?
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Our answer to this question is a new learning-based compression
methodology for today’s cloud computer vision services. We tackle
the following challenges in our design.
• Lack of information about the cloud computer vision
models. Different from the studies [15, 27, 42], in which the
computer vision models are available so that one can adjust
the JPEG configuration according to the model structure or
retrain the parameters in it, e.g., one can greedily search a
gradient descent to reach an optimal compression level in
JPEG. In our study, however, the details of the online cloud
computer vision model are inaccessible.
• Different cloud computer vision models need differ-
ent JPEG configurations. As an adaptive JPEG configura-
tion solution, we target to provide a solution that is adaptive
to different cloud computer vision services, i.e., it can gen-
erate JPEG configuration for different models. However, to-
day’s cloud computer vision algorithms, based one deep and
convolutional computations, are quite hard to understand.
The same compression level could lead to totally different
accuracy performance. Some examples are shown in Figure
1, picture 1a and 1b, 2a and 2b are visually similar for human
beings, but the deep learning models give different inference
results, only because they are compressed at different quality
levels. And such relationship is not apparent, e.g., picture
3b is highly compressed and looks destroyed comparing to
picture 3a, but the deep learning model can still recognize
it. This phenomenon is also presented in [7] and commonly
seen in adversarial neural network researches [10, 43].
• Lack of well-labeled training data. In our problem, one
is not provided the well-labeled data on which image should
be compressed to which quality level, as in conventional
supervised deep learning tasks. In practice, such an image
compression module is usually utilized in an online manner,
and the solution has to learn from the images it uploads
automatically.
To address the above challenges, we present a deep reinforce-
ment learning (DRL) based solution, AdaCompress, to choose the
proper compression level for an image to a computer vision model
on the cloud, in an online manner. We open-sourced1 our JPEG con-
figuration module that works with today’s cloud computer vision
APIs upon acceptance of this paper. In particular, our contributions
are summarized as follows:
• First, we design an interactive training environment that can
be applied to different computer vision cloud services at dif-
ferent times, then we propose a deep Q neural network agent
to evaluate and predict the performance of a compression
level on an input image. In real-world application scenarios,
this deep Q neural network can be highly efficient to run
on today’s edge infrastructures (e.g., Google edge TPU [14],
Huawei Atlas 500 edge station [21]).
• Second, we build up a reinforcement learning framework
to train the deep Q network in the above environment. By
feeding the agent with carefully designed reward compre-
hensively considering accuracy and data size, the agent can
1https://github.com/hosea1008/AdaCompress
(1a) Q=75
Face++ prediction = ["donut"]
(1b) Q=55
Face++ prediction = []
(2a) Q=75
Baidu prediction = ["chameleon"]
(2b) Q=55
Baidu prediction = ["electric fan"]
(3a) Q=75
Baidu prediction = ["leopard"]
(3b) Q=5
Baidu prediction = ["leopard"]
Figure 1: The prediction of a deep learningmodel is not com-
pletely related to the input image’s quality, making it diffi-
cult to use a fixed compression quality for all images. For
image 1a, 1b and 2a, 2b, minor changes cause different pre-
dictions though they are visually similar; for image 3a and
3b, the cloudmodel still output correct label from a severely
compressed image though they look very different
learn to choose a proper compression level for an input im-
age after iteratively interacting with the environment. To
make the solution adaptive to the changing input images, we
propose an explore-exploit mechanism to adapt the agent
to different “scenery” online. After deploying the deep Q
agent, an inference-estimate-retrain mechanism is designed
to restart the training procedure once the scenery changes,
and the existing running Q agent cannot guarantee stable
accuracy performance.
• Finally, we provide analysis and insights on our design.
We analyze the Q network’s behavior by introducing Grad-
Cam [36], and we explain why the Q network chooses a
specific compression level, and provide some general pat-
terns. Generally speaking, images that contain large smooth
areas are more sensitive to compression, while the images
with complex textures are more robust to compression when
shown to deep learning models. We evaluate our system on
some most popular cloud deep learning services, including
Amazon Rekognition [2], Face++ [11] and Baidu Vision [5],
and show that our design can reduce the uplink traffic load
by up to 1/2 while maintaining comparable overall accuracy.
The rest of this paper is organized as follows. We present our
framework and detailed design in Sec. 2. In Sec. 3 we present our
solution’s performance. We discuss related works in Sec. 4 and
conclude the paper in Sec. 5.
JPEG
fixed
(a) Conventional solution:
fixed user-defined compression level
JPEG
adaptive
reward feedback
(b) AdaCompress solution:
input image and model aware compression
Figure 2: Comparing to the conventional solution, our solu-
tion can update the compression strategy based on the back-
end model feedback
2 DETAILED DESIGN
A brief framework of AdaCompress is shown in Figure 2. Briefly,
it is a DRL (deep reinforcement learning) based system to train
an agent to choose the proper quality level c for one image to be
compressed by JPEG. We will discuss the formulation, agent design,
reinforcement learning framework, reward feedback, and retrain
mechanism separately in the following subsections. We will provide
experimental details of all the hyperparameters in Sec. 3.
2.1 Problem formulation
Without loss of generality, we denote the cloud deep learning ser-
vice as ®yi = M(xi ) that provides a predicted result list ®yi for each
input image xi , and it has a baseline output ®yref = M(xref ) for all
reference input x ∈ Xref . We use this ®yref as the ground truth labels,
and for each image xc compressed at quality c , we have ®yc = M(xc ).
Therefore, we have an accuracy metric Ac by comparing ®yref and
®yc . To be general, we use the top-5 accuracy as the following A,
the same as the classification metric of ILSVRC2012 [29].
A =
∑
k
min
j
d(lj ,дk )
lj ∈ ®yc , j = 1, ..., 5
дk ∈ ®yref , k = 1, ..., length(®yref )
d(x ,y) = 1 if x = y else 0
Where j = 1, ..., 5 indicating the prediction labels at top-5 score,
k = 1, ..., length(®yref ) means that if anyone of the top-5 predicted
labels matches one of the predictions from ®yref , it is regarded as a
correct prediction. To be general, we stipulate that for a cloud deep
learning service, we cannot get the deep model’s in-layer details
(e.g., softmax probabilities) therefore we use a binary hard label
d(x ,y) ∈ {0, 1} to evaluate the accuracy.
We also denote JPEG input images as fic = J (xi , c) that for an
input image xi and a given compression quality c , it outputs a
compressed file fic at the size of sic , for a reference compression
level cref , the compressed file size is sref . Besides, images input from
a specific location usually belong to a particular contextual group.
For example, in an indoor scenery, the user input is less likely to
have the images of the ocean, airplanes, and dolphins but more
likely to have furniture and so on. Therefore, the agent at one place
does not need to know all the contextual features in all places. We
formulated this as contextual group X. This contextual grouping
concept is also discussed in [18].
Initially, the agent tries different compression level cmin < c <
cmax, c ∈ N to obtain compressed image xc from input image x ,
and an image compressed at a reference level cref is also uploaded
to the cloud to obtain ®yref . Comparing the two uploaded instances
{x ,xc } and cloud recognition results {®yref , ®yc }, we can have the
reference file size sref and compressed file size sc and therefore the
file compression ratio ∆s = scsref and accuracy metric Ac .
2.2 DRL agent design
The DRL agent is expected to give a proper compression level c that
minimizing the file size sc while keeping the accuracy A. For the
DRL agent, the input features are continuous numerical vectors, and
the expected output are discrete quality levels c , therefore we can
use DQN (Deep Q Network) [28] as the DRL agent. But naive DQN
can’t work well in this task because of the following challenges:
• The state space of reinforcement learning is too large, and
to preserve enough details, we have to add many layers
and nodes to the neural network, making the DRL agent
extremely difficult to converge.
• It takes a long time to train one step in a large inference neu-
ral network,making the training process too time-consuming.
• DRL starts training from random trials, and starts learning
after it found a better reward feedback. When training from
a randomly initialized neural network, the reward feedback
is very sparse, making it difficult for the agent to learn.
To address these challenges, we use the early layers of a well-
trained neural network to extract the structural information of an
input image. This is a commonly used strategy in training a deep
neural network [12, 30]. Therefore instead of training a DRL agent
directly from the input image, we use a pre-trained small neural
network to extract the features from the input image to reduce
the input dimension and accelerate the training procedure. In this
work, we use the early convolution layers of MobileNetV2 [34]
as the image feature extractor E(·) for its efficiency in image clas-
sification and lightweight. The Q network ϕ is connected to the
feature extractor’s last convolution layer, therefore the output of E
is the input of ϕ. We update the RL agent’s policy by changing the
parameters of Q network ϕ while the feature extractor E remains
fixed.
2.3 Reinforcement learning framework
In a specific scenery where the user input x belongs context group
X, we define the contextual information X, along with the back-
end cloud model M , as the emulator environment {X,M} of the
reinforcement learning problem.
Based on this insight, we formulate the feature extractor’s output
E(J (X, c)) as states, and the compression quality c as discrete actions.
In our system, to accelerate training, we define 10 discrete actions
to indicate 10 quality levels of JPEG ranging from 5, 15, ..., 95. We
denote the action-value function as Q(ϕ(E(ft )), c;θ ), then the op-
timal compression level at time t is ct = argmaxcQ(ϕ(E(ft )), c;θ )
where θ indicates the parameters of Q network ϕ. In such rein-
forcement learning formulation, the training phase is to minimize a
loss function Li (θi ) = Es,c∼ρ(·)
[ (
yi − Q(s, c;θi )
)2] that changes
at each iteration i where s = E(ft ), and yi = Es ′∼{X,M }
[
r +
γ maxc ′ Q(s ′, c ′;θi−1) | s, c
]
is the target for iteration i , r is the
feedback reward and ρ(s, c) is a probability distribution over se-
quences s and quality level c [28]. When minimizing the distance
of the action-value function’s output Q(·) and target yi , the action-
value functionQ(·) outputs a more accurate estimation of an action.
In such formulation, it is similar to DQN problem but not the same.
Different from conventional reinforcement learning, the interac-
tions between the agent and environment are infinite; there is no
signal from the environment telling that an episode has finished.
Therefore, we train the RL agent intermittently at a manual inter-
val of T after the condition t ≥ Tstart guaranteeing that there are
enough transitions in the memory buffer D. In the training phase,
the RL agent firstly takes some random trials to observe the envi-
ronment’s reaction, and we decrease the randomness when training.
All transitions are saved into a memory buffer queue D, the agent
learns to optimize its action by minimizing the loss function L on
a minibatch from D. The training procedure will converge as the
agent’s randomness keeps decaying. Finally, the agent’s action is
based on its historical optimal experiences. The training procedure
is presented in Algorithm 1, we list the parameters in Sec. 3.
Algorithm 1 Training RL agent ϕ in environment {X,M}
1: Initialize replay memory queue D to capacity N
2: Initialize action-value function Q with random weights θ
3: Initialize sequence s1 = E
(
J (x1, c1)
)
,x1 ∈ X and ϕ1 = ϕ(f1)
4: for t = 1, K do
5: With probability ϵ select a random compression level ct
otherwise select ct = argmaxcQ
(
ϕ
(E(ft )), c;θ )
6: Compress image xt at quality ct and upload it to the cloud
to get result (®yref , ®yc ) and calculate reward r = R(∆s,Ac )
7: Set st+1 = st , generate ct ,xt+1 and preprocess ϕt+1 =
ϕ
(E(ft+1))
8: Store transition (ϕt , ct , rt ,ϕt+1) in D
9: if t mod T == 0 and t ≥ Tstart then
10: Sample random minibatch of transitions (ϕ j , c j , r j ,ϕ j+1)
from memory buffer D
11: Set yi = r j + γ maxc ′ Q(ϕ j+1, c ′;θ )
12: Decay exploration rate ϵ =
{
µdec · ϵ if µdec · ϵ > ϵmin
ϵmin if µdec · ϵ ≤ ϵmin
13: Perform a gradient descent step on
(
yj − Q(ϕ j , c j ;θ )
)2
according to [28]
14: end if
15: end for
2.4 Feedback reward design
In our solution, the agent is trained by the reward feedback from
the environment {X,M}. In the above formulation, we defined
compression rate ∆s = scsref and accuracy metricAc in compression
quality c . Basically, we want the agent to choose a proper compres-
sion level that minimizing the file size while remaining acceptable
accuracy, therefore the overall reward r should be in proportion
to the accuracy A while in inverse proportion to the compression
ratio ∆s . We introduce two linear factors α and β to form a linear
combination r = αA − ∆s + β as the reward function R(∆s,A).
2.5 Inference-estimate-retrain mechanism
As a running system,we introduce a running-estimate-retrainmech-
anism to cope with the scenery change in the inference phase,
building a system with different components to inference, cap-
turing scenery change, then retraining the RL agent. The overall
system diagram is illustrated in Figure 3.
client
images
cloud
services
Compress-upload driver
RL kernel
Inference scheduler
JPEG
Memory buffer 𝒟
RESTful
RL Agent
Training framework
Inference driver Estimator
Accuracy monitor
Update 𝑝est
𝑝est
invoke
quality
read
write
train
Existing modules AdaCompress modules
invoke
client edge cloud
Random generator 
𝜉 ∈ (0,1)
Figure 3: Diagram of AdaCompress architecture
The system diagram is shown in Figure 3. We build up the mem-
ory bufferD and RL (reinforcement learning) training kernel based
on the compression and upload driver. When the RL kernel is called,
it will load transitions from the memory buffer D to train the com-
pression level predictor ϕ. When the system is deployed, the pre-
trained RL agent ϕ guides the compression driver to compress the
input image with an adaptive compression quality c according to
the input image, then uploads the compressed image to cloud.
After the AdaCompress is deployed, the input images scenery
context X may change. (e.g., day to night, sunny to rainy), when
the scenery changes, the older RL agent’s compression selection
strategy may not be suitable anymore, causing the overall accuracy
decreases. To cope with this scenery drifting issue, we invoke an
estimator with probability pest. We do this by generating a random
value ξ ∈ (0, 1) and compare it to pest. If ξ ≤ pest the estimator is
invoked, AdaCompress will upload the reference image xref along
with the compressed image xi to fetch ®yref and ®yi and therefore
calculatesAi , and save the transition (ϕi , ci , ri ,Ai ) to the memory
buffer D. The estimator will also compare the recent n steps’ aver-
age accuracy A¯n and the earliest average accuracy A0 in memory
inferencestart
retrain
estimate
ξ > pest
ξ ≤ pest
r¯n > rth
r¯n ≤ rth
ξ ≤ pest
ξ > pest
A¯n < A0
Figure 4: State switching policy
D, once the recent average accuracy is much lower than the initial
average accuracy, the estimator will invoke the RL training ker-
nel to retrain the agent. And once the estimator discover that the
trained reward is higher than a threshold, it will stop the training
kernel, returning to normal inference state.
Basically, AdaCompress will adaptively switch itself between
three states. The switching policy is shown as Figure 4.
2.5.1 Inference: For most times, AdaCompress runs in this state.
In this state, only the compressed images are uploaded to the cloud
to achieve minimum uploading traffic load. To keep a stable ac-
curacy performance even the input scenery changes, the agent
will occasionally switch to estimation state with probability pest,
meanwhile remains inference state with probability 1 − pest.
2.5.2 Estimate: In this state, the reference image xref and com-
pressed image xi are uploaded to the cloud simultaneously to
fetch ®yref and ®yi and therefore Ai . In each epoch i the transition
(ϕi , ci , ri ,Ai ) is logged in a memory buffer D. Once the average
accuracy A¯n of the latest n steps is lower than the average accuracy
A0 of the earliest n steps in the memory buffer D, indicating that
the current agent is no more suitable for the current input scenery,
AdaCompress will switch into retrain state and invoke the RL train-
ing kernel. Otherwise, it remains estimate state with probability
pest or switches back into inference state with probability 1 − pest.
Therefore, the estimating probability pest is vital to the whole
system. On the one hand, the estimator should be invoked occa-
sionally to estimate the current agent’s accuracy, so that to retrain
the agent on time once the scenery changes; on the other hand,
the estimator will upload the reference image xref along with the
compressed image, therefore the upload size is greater than the
conventional benchmark solution, causing higher traffic load.
To trade-off between the risk of scenery changes and the ob-
jective of reducing upload traffic, we design an accuracy-aware
dynamic pest solution, we first define that after running for N steps,
the recent n steps’ average accuracy is:
A¯n =
{
1
n
∑N
i=N−n Ai if N ≥ n
1
n
∑n
i=1 Ai if N < n
With this definition, an intuitive formulation of the changes of
pest is in inverse proportion of the gradient of A, meaning that
when the recent accuracy is going down, we should increase the
estimation probability pest. We formulate that p′est = pest + ω∇A¯
where ω is a scaling factor. With this recursive formula, we have
the general term of pest with an initial estimation probability p0 is
pest = p0 + ω
∑N
i=0 ∇A¯i .
2.5.3 Retrain: This state is to adapt the agent to the current input
image scenery by retraining it with the memory bufferD, which is
similar to the training procedure. The retrain phase finishes upon
the recent n steps’ average reward r¯n higher than a user-defined
threshold rth. And when the retrain procedure finishes, the memory
buffer D will be flushed, preparing to save new transitions for the
retraining of a next scenery drift.
2.6 Insight of RL agent’s behavior
In the inference phase, the pre-trained RL agent predicts a proper
compression level according to the input image’s feature. The ref-
erence image is not uploaded to the cloud anymore; only the com-
pressed image is uploaded, therefore, the upload traffic is reduced.
We noticed that the RL agent’s behavior are various for different
input dataset and backend cloud services, we try to take further
investigations by plotting the RL agent’s "attention map" (i.e., visual
explanations of why the agent chooses a quality level).
2.6.1 Compression level choice variation: In our experiment,
we found that in different cloud application environments, the
agent’s final chosen compression qualities can be quite different. As
shown in Figure 5, for Face++ and Amazon Rekognition, the agent’s
choices are concentrated at around c = 15, but for Baidu Vision, the
agent’s choices are distributed more evenly. Therefore, the optimal
compression strategy should be different for different backend cloud
services. This variation is caused by the interaction between the
agent and the backendmodel in the training phase. Since the agent’s
training procedure is based on a specific backend cloud modelM1,
for another cloud model M2, the interaction between the agent
andM2 is quite different. Therefore the agent’s compression level
choice presents variation for different backend cloud models.
5 15 25 35 45 55 65 75 85 95
Compression level (Q for JPEG)
0.0
0.2
0.4
0.6
Co
un
ts
 (×
10
3 ) Baidu VisionFace++
Amazon Rekognition
Figure 5: Histogram of RL agent’s best compression level se-
lection for different cloud services
Moreover, in our experiment, the agent presents different be-
havior when the input images change from one dataset to another.
Figure 6 shows the agent’s choices for a same backend model (Baidu
Vision) but different image datasets. We prepare two datasets indi-
cating two contextual scenery. We randomly sample images from
ImageNet [33] whose images are mostly taken in the daytime, to
act as a daytime scenery, and we randomly select nighttime im-
ages from DNIM [44] to form another dataset to act as a nighttime
scenery. The histogram shown in Figure 6 points out that, for the Im-
ageNet images, the agent prefers a lower compression level, but its
5 15 25 35 45 55 65 75 85 95
Compression level (Q for JPEG)
0.0
0.2
0.4
Co
un
ts
 (×
10
3 ) ImageNet imagesDNIM images
Figure 6: Histogram of RL agent’s best compression level se-
lection for different scenery image inputs
choices are distributed more evenly. For DNIM images, the agent’s
choices are more accumulated in some relatively high compression
qualities. We can see that, to maintain high accuracy, when the
input image’s contextual groupX changes, the agent’s compression
level selection changes as well. This phenomenon presents that the
agent can adaptively choose a proper compression level based on
the input image’s features.
2.6.2 Attention map variation: To take insight investigation,
we plot the importance map of a chosen compression quality. We
do so by introducing a conventional visualize algorithm, Grad-Cam,
to observe the Q prediction network’s interest when choosing com-
pression levels. Grad-Cam is a widely used solution to present the
importance map of a deep neural network, it is done by calculating
the gradients of each target concept and backtracking to the final
convolution layer. In this work, we plot the RL agent’s attention
map by Grad-Cam in Figure 7.
In our investigation, we found that in different environment
{X,M}, the Q agent picks up compression qualities based on the
visual textures of different regions in the image. As shown in Figure
7, picture 1a – 1d are some pictures that the agent chooses to
compress highly, the agent selects lower compression qualities
based on the complex texture of the images. On the contrary, for
pictures 2a – 2d, the agent chooses higher compression qualities
to preserve more details, and the agent’s interest falls on some
smooth regions. Especially for 1a and 2a, in picture 1a, the agent
chooses a low compression level based on the rough central region
though there are smooth regions around it, and in picture 2a, the
agent chooses a relatively higher compression level based on the
surrounding smooth region rather than the central region.
3 EVALUATION
In this section, we present AdaCompress’s behavior and effective-
ness by some real-world experiments.
3.1 Experiment setup
We carry out real-world experiments to verify our solution’s perfor-
mance. We used a desktop PC with an NVIDIA 1080ti graphic card
as the edge infrastructure. For the cloud deep learning services, we
choose Baidu Vision, Face++ object detection service, and Amazon
Rekognition. In the experiments, we use two datasets mentioned
before in Sec.2.6, ImageNet dataset indicating daytime scenery and
DNIM dataset indicating nighttime scenery. Some important hy-
perparameters in our experiments are given in Table 1.
notation value notation value
cref 75 K 1000
ϵmin 0.02 p0 0.2
γ 0.95 ω -3
µdec 0.99 T 5
rth 0.45 n 10
Table 1: Experiment parameter settings
3.2 Metrics
In industry, the default compression quality for JPEG is usually
75 [26, 31], we regard this as a typical value cref = 75 of the con-
ventional industry benchmark.
In our experiments, we measure the compressed and original
image’s file size to obtain the compression rate ∆s . Since we don’t
have the real ground truth label of an image, we use the output
from a reference image ®yref as the ground truth label, and calculate
the relative top-5 accuracy A as the accuracy metric, the formula
of A is presented in Sec. 2.1.
3.3 Upload size overhead
Figure 8 presents the upload traffic load of the training and inference
phase, to be more intuitionistic, we plot the size overhead ssref as
the y-axis where s is the real upload size of AdaCompress, sref
is the benchmark upload size, therefore y ≥ 1 means that our
solution uploads more data then benchmark, and y < 1 means the
compression rate of AdaCompress. From Figure 8 we can see that as
the training procedure runs, the uploaded size is decreasing because
the DRL agent is learning to choose better quality levels to upload
less data. In the training phase, to train the agent while remaining a
convincing recognition result, we have to upload the original image
to the cloud to get the real result, along with the compressed image
to obtain reward feedback, therefore the upload traffic load is even
higher than the conventional solution. But once the training phase
finished, the upload traffic is much lower than the benchmark. As
shown in Figure 9, in the inference phase, AdaCompress’s upload
size is only 1/2 of the benchmark’s.
3.4 Size reduction and accuracy performance
Figure 9 presents the compression performance in the inference
phase for each cloud service. We tested AdaCompress on Face++,
Baidu Vision and Amazon Rekognition, comparing to the conven-
tional compression level, for all tested cloud services, our solution
can reduce the upload size by more than 1/2, meanwhile, the rela-
tive accuracy, indicated by brown bars, only decrease about 7% on
average, proving the efficiency of our design.
3.5 Adaptive retrain upon scenery change
To evaluate the efficiency of the inference-estimate-retrain mecha-
nism, we feed AdaCompress with a combined dataset whose first
720 images from DNIM night images, the later 2376 images ran-
domly sampled from ImageNet. We adapt AdaCompress’s current
DRL agent to DNIM night scenery by training it on DNIM dataset,
then we run AdaCompress on the combine dataset, observing Ada-
Compress’s behavior upon the scenery change at step 720.
(1a) Q=5 (1b) Q=15 (1c) Q=15 (1d) Q=15
(2a) Q=85 (2b) Q=85 (2c) Q=75 (2d) Q=75
Figure 7: Visualization of the importance map for the RL agent to choose a compression quality
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cloud services
We illustrate AdaCompress’s behavior in Figure 10, the x-axis
indicates steps, the vertical red line with a ∆ mark on x-axis means
the dataset change(i.e. scenery change). We plot AdaCompress’s
overall accuracy as the green line and the estimating probability
pest as the gray line. At the bottom of Figure 10, we also plot the
scaled uploading data size of AdaCompress and benchmark solution
to illustrate the upload data size overhead in the inference phase.
From Figure 10 we can see that AdaCompress can adaptively
update the estimation probability pest, usually, when the overall
accuracy decreases, AdaCompress will increase the estimation prob-
ability, trying to catch the scenery change. When the overall ac-
curacy is stable and high enough, the estimation probability pest
decreases to reduce transmission.
Upon the data scenery change shown as the vertical red line in
Figure 10, comparing to the earlier steps, the accuracy decreases
dramatically and therefore pest raises to determine whether scenery
changes, the accuracy keeps dropping in the following estimations.
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Figure 10: AdaCompress’s reaction upon scenery change
Therefore, AdaCompress starts to retrain, to adapt the RL agent
into the current scenery. The retrain steps are shown as the light-
blue region in Figure 10. In the retrain phase, AdaCompress always
uses the reference image’s prediction label ®yref as the output result,
therefore the accuracy A and pest is locked to 1. After finishing
retraining the agent in the new scenery, in the following iterations,
sometimes the accuracy decrease accidentally, the estimation prob-
ability pest also raises to get more samples, but the accuracy is not
lower than the initial average accuracyA0 of this scenery, therefore
the retrain phase will not be triggered again.
From Figure 10 we can also observe the uploading file size over-
head in different phases, we can see that in retrain phase, AdaCom-
press uploads more data than the conventional benchmark, but in
inference phase, AdaCompress’s upload data size is only half of the
benchmark’s.
3.6 End-to-end latency simulation
Comparing to the conventional solution that uploads the image
directly, in our solution, the image is passed to the DRL agent first
to estimate the compression level. Running this DRL agent brings
extra latency to the whole system. In this subsection, we evaluate
this latency overhead.
We tested the DRL agent’s inference time and compressed file
size for batches of images, and simulate the latency of uploading
such compressed images. We test the average inference latency
from 1000 ImageNet images and simulate the network bandwidth
as 27.64 Mbps according to the global average fixed broadband
upload speed [38] in Feb. 2019 to verify the end-to-end latency
performance. The latency comparison is listed in Table 2.
Benchmark AdaCompress
Average upload size 42.68 KB 18.46 KB
Inference latency 0 s 2.09 ms
Transmission latency 12.35 ms 5.34 ms
Overall latency 12.35 ms 7.43 ms
Table 2: Latency between image upload and inference result
feedback
Our solution brings in inference latency to the end-to-end la-
tency, but the transmission latency is much lower by shrinking
the upload file size. In today’s network architecture where the
edge infrastructure’s computational power is increasing signifi-
cantly [20, 35], we can use the computing power of the edge in-
frastructure in exchange for the reduction of upload traffic and
transmission latency.
4 RELATEDWORKS
As cloud-based computer vision services have become the norm
for today’s applications [1, 22], many studies have been devoted
to improving the cloud-based model execution, including model
compression and data compression.
4.1 Model compression
Though the accurate term is still for the community to debate, we
use “model compression” to represent the studies on compressing
and moving the deep learning models close to users. A number
of studies tried to compress the deep learning models and deploy
them locally [3, 4, 13, 16, 17, 23], i.e., running an alternative “smaller
version” of a computer vision model at the user end, to avoid the
image upload, so that to improve the inference efficiency. Other
studies proposed to run part of a deep learning model locally [9,
19, 24, 25], by decoupling the deep learning model into different
parts, e.g., based on the layers in the deep learning model, so that a
part of the inference is done locally to save some execution time.
However, these solutions usually need to re-train the model, using
the original dataset of the model, which is not practical for today’s
cloud computer vision services that are merely a black box to end-
users, e.g., in the form of a RESTful API.
4.2 Data compression
Data compression solutions study how to compress the original data
(e.g., a video or image) to be inferred by the cloud deep learning
model, so that less traffic is used to upload the data to improve
inference speed. Conventional data compression solutions (e.g.,
JPEG, WebP, JPEG2000 etc.) and some recent neural network based
compression solutions [32, 39–41] are initially designed for human
vision systems. In recent years, researchers start to found that
the human visually optimized data compression solutions are not
usually applicable to deep learning vision systems. Delac et al. [7]
observed that, in some cases, higher compression level does not
always deteriorate the model inference accuracy, and in some cases,
even improves it slightly. Dodge et al. [8] further discovered that
besides the JPEG compression, four types of quality distortions:
blur, noise, contrast, and JPEG2000 compression can also affect the
performance in deep learning inference.
Based on these insights, Robert et al. [42] tried to train the neural
network from the compressed representations of an auto-encoder.
Liu et al. [27] proposed DeepN-JPEG that provides a JPEG quanti-
zation table learned from the dataset so that the compressed image
size is reduced for deep learning models. Recently, Lionel et al. [15]
present a new type of neural network that inference directly from
the discrete cosine-transform (DCT) coefficients in the middle of
the JPEG codec. Baluja et al. [6] proposed task-specific compression
that compresses images based on the end-use of the image.
However, such proposals all need one to understand the char-
acteristics of the cloud-end deep learning model and have access
to the original training dataset, to generate the appropriate color
space and/or compression schemes. To the best of our knowledge,
we are the first to propose an adaptive compression configuration
solution that learns the deep learning model by itself.
5 CONCLUSION AND FUTUREWORK
To reduce the upload traffic load of deep learning application, most
researchers focus on modifying the deep learning model, but this
does not apply to the industry because the backend deep model is
usually inaccessible for users. We present a heuristic solution using
a deep learning agent to decide the proper compression quality for
each image, according to the input image and backend service. Our
experiments show that for different backend deep learning cloud
services and different input image scenery, using different quality
selection strategy can significantly reduce the upload file size while
keeping comparable accuracy. Based on this work, some possible
future orientations can focus on the following: 1) In some regularly
change scenery (e.g., daytime and nighttime, etc.), one can design
an agent caching strategy, to cache an agent for a specific scenery
and use it again when a similar scenery arrives rather than retrain
from scratch. 2) By introducing transfer learning and knowledge
distillation, an agent could learn from another nearby agent to
accelerate its training.
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