Link prediction is a fundamental problem in network analysis. In a complex network, links can be unreported and/or under detection limits due to heterogeneous noises and technical challenges during data collection.
Introduction
Network data has become increasingly important to study complex problems, for example, to understand the role of contact patterns in epidemics through social network analysis (Stattner and Vidot, 2011) and interactions between neuron populations in the human brain (Simpson et al., 2011 , Simpson et al., 2019 . A network can be represented by a graph, where a node denotes a study unit and an edge or link indicates interactions between a pair of nodes (Zhao et al., 2017) . In practice, network data are often incomplete because some links are unreported/undetectable due to various noises and technical limitations during data collection. For example, the self-reported data collection procedure for social networks is subject to the "recall bias" and the chance of a subject recollecting all his/her contacts is very small. In addition, the number of contacts that a subject can report may be restricted to a fixed number that is less than his/her total contacts. Therefore, the social network estimated from the survey data is partially observed where many links are latent (false negatives). Similarly, brain connectome network data may miss true links due to noise and weak signal levels (Simpson and Laurienti, 2015) . It has been well documented that inferences based on incomplete network data can be inaccurate (Zhao et al., 2017) . To mitigate this challenge, we focus on developing link prediction models for incomplete network data.
The statistical analysis of network data (mainly social network analysis) has been an active area for decades (Goldenberg et al., 2010) . Markov random graphs by Frank and Strauss (1986) firstly relaxed the dyadic independence of p 1 model in Holland and Leinhardt (1981) . Strauss and Ikeda (1990) 's discussion made the Markov model and its general form p * model to be computationally available by an approximation based on the logistic regression model via a pseudo-likelihood method (Wasserman and Pattison, 1996) . The likelihood-based social network model with the assumption of conditional independence has been well accepted because it is flexible to adjust the multivariate features of each node and connections between correct the estimation bias when validation data sets are provided (Magder and Hughes, 1997 , Neuhaus, 1999 , Carroll et al., 2006 . However, the major challenge to model incomplete network data with misclassified outcome models is caused by the lack of validation data, and then neither sensitivity and specificity can be estimated without using the validation data set. In that, the likelihood function can not be correctly specified for parameter estimation (Neuhaus, 1999) . In addition, the misclassification mechanism of incomplete network data is different from existing binary misclassification models in logistic regression. The commonly used assumption for a partially observed network is that the reported links are true links and not false positive, while some unreported links may be latent (Clauset et al. 2008 , Rhodes and Jones, 2009 , Zhao et al., 2017 . Besides, the goal in the current research is to build a predictive model with high accuracy of latent link prediction, which is different from the goal of estimating effects regression coefficients in the parametric model. To address these needs, we propose a new statistical network model that integrates misclassified outcome variables into ERGM and provide efficient algorithms for accurate link prediction.
The paper is organized as follows: in section 2, we describe the proposed method and optimization algorithms, and provide theoretical results for the conclusion that the performance of our link prediction is robust and accurate given the validation data set is not available. The numerical results of both simulations and two data examples in sections 3 and 4 demonstrate that the proposed approach outperforms existing methods in various settings.
Methods
To begin, we denote a true link/contact between a pair of nodes in a network i, j ∈ {1, ..., n}, i = j by a binary variable y ij and let y ij = 1 indicate a positive connection and y ij = 0 otherwise. The corresponding observed link in incomplete network data is w ij . In the context of latent links (e.g. epidemiological contacts in a social network), it seems sound to assume that all observed connected links are truly connected whereas some unobserved connections are latent true links (Zhao et al., 2017) . Specifically, we let a proportion of true links are misclassified as latent links that Pr(y ij = 1|w ij = 0) > 0 whereas all reported links are considered true contacts Pr(y ij = 1|w ij = 1) = 1. Note that this outcome misclassification mechanism is different from conventional outcome misclassification models which is reflected by our model specification in section 2.2. Our goal is to predict/recover the latent contacts from observed incomplete network data:ŷ ij |(w, x ij ) where w is the partially observed contacts and other auxiliary information such as spatial distance and co-working relationship between subjects are available in x ij .
Background
2.1.1 ERGM. Let Y be a random matrix for the true contact network, y is a realization of the adjacency matrix and Y is the support of Y . The ERGM has the form (Hunter et al., 2008) :
where c(β, Y) = y∈Y exp(g(y) T β g ) is a normalizing term with summation over all possible networks, and g(y) is a vector of network statistics based on the adjacency matrix y.
If y + ij is an adjacency matrix with contact y ij = 1 and all other contacts being the same as y ij , and y − ij with y ij = 0. We denote the change statistics ∆g(y) ij = g(y + ij ) − g(y − ij ) being the change of statistics from a network with y ij = 0 to y ij = 1. Then, by conditioning on the rest of network,
The right-hand side of (1) can be extended to x T ij β, where x ij is a p × 1 vector including the change statistics ∆g(y) ij , node pair characteristics, and the auxiliary information of interactions, and β is the corresponding p × 1 vector of parameters. In dyadic independent models, the pseudo-likelihood is equivalent to the true likelihood and provides exact estimates of parameters. In dyadic dependent ERGMs, the pseudo-likelihood may not provide valid estimates of parameters, yet, it's still valid for link predictions because only regulative rank of links is necessary for link prediction and there is no need for calculating the normalizing terms (Shojaie, 2013) . The pseudo-likelihood model is commonly used to provide a reliable and fast initial estimate of parameters in ERGM as a starting point of the MCMC algorithm (it requires to start with parameters 'close' to the target) (Wasserman and Pattison, 1996 , Snijders and Van Duijn, 2002 , Robins et al., 2007 , Miller et al., 2009 . Therefore, the pseudo-likelihood/likelihood function is the centerpiece of network models and to address the misclassified links.
y ij is not directly available for our incomplete network data because many links are unreported and thus latent. Clearly, simply substituting y ij with w ij in the pseudo-likelihood is invalid because w ij is subject to the misclassification errors and the equation of conditional probability on the rest of networks does not hold anymore. Therefore, we propose a new approach to incorporate outcome misclassification into ERGM.
2.1.2 Misclassification model for incomplete networks. We assume the self-reported contacts w ij in the questionnaire data are observed with the non-differential single directional misclassification errors such that
Besides, the observed nodes set are considered to be the true nodes set, such that the nodes with no corresponding edges are singletons in observed network.
We note that our outcome misclassification specification in (2) is different from the existing methods for outcome misclassification in logistic regression using the likelihood function (θ; Y, X) = (θ; W, X, sensitivity, specificity) where sensitivity and specificity are estimated from the validation data (Carroll et al., 2006 , Lyles et al., 2011 . However, the incomplete network data often lacks validation dataset which poses difficulty to properly specify sensitivity and specificity. Thus, the likelihood function can not be optimized using the existing misclassification models. As shown by follows, our misclassification model in 2 is well suited for the misclassification mechanism of incomplete network data, and more importantly, can efficiently optimize the likelihood function for parameter estimation.
Expected likelihood for incomplete networks
In binary outcome misclassification models, the likelihood function can be specified based on the observed (misclassified) outcome variables (e.g. via logistic regression in Lyles and Lin, 2010) . However, the distribution of misclassified outcome can be invalid for network models (e.g. ERGM). Thus, we calculate the expected value of the likelihood of y in ERGM (Reilly and Pepe, 1995) : E θ ( (β, y, X)|w) based on the misclassification model (2) since (β, w, X) can not be directly specified. Note that the normalizing term is omitted since we focus on link prediction (Shojaie, 2013) . From (1), y ij only depends on the rest of network y c ij via the change statistics. We assume that the change statistics for the true network can be approximated by the observed network. The expected log likelihood function for y conditional on observed network w is:
It appears that the expectation-maximization (EM) algorithm can be applied to estimate θ and β from (3). However, when the validation data is not available, the misclassification parameters are hard to estimate (Copas, 1988) . In other words, these parameters are weakly identifiable and the EM may not converge or provide accurate estimation (Neuhaus, 1999 and Lyles et al., 2011) . To address this issue, we propose a two-step procedure that estimate θ and β iteratively to maximize latent contact prediction accuracy.
Step 1 : We first perform maximum likelihood estimation (MLE) of the expected log likelihood based on a given value of θ, which is ∂ ∂β E θ [ (β; y)|w] = 0. Under regularity conditions,
The first derivative of the expected log-likelihood is similar to the mean score function for a log-likelihood. It has been known that the MLE based on observed data can be solved by the mean score function (Reilly and Pepe, 1995) .
To implement the Newton-Raphson algorithm for the estimation of β given a known value of θ, the first and second derivatives of the expected log-likelihood are calculated as follows:
The associated matrix form for first and second order derivatives are
The estimated parameters will be updated iteratively until convergence is reached. We denote the above estimated parameters asβ(θ) and we can accordingly calculateŷ ij (θ) based on these parameters.
When the validation data is available and θ can be pre-specified by transforming sensitivity and specificity, the parameters estimated by 3 are unbiased and consistent (Carroll et al., 2006) . We provide numerical validation of the unbiased and consistent estimation in section 3.3. The estimated parameters with pre-specified θ can be further refined by including the normalizing factor via the MCMC algorithm of ERGM (Hunter et al., 2008) .
Step 2 : With the absence of validation data, we argue that link prediction is robust although the estimate of parameter θ may be biased. It has been known that the estimate of θ is challenging without the validation data due to the issue of identifiability (Neuhaus, 1999) . In step 2, we resort to an alternative pathway to optimize θ as a tuning parameter using the following objective function,
whereŷ ij (θ) is thresholdedπ ij (β) withβ being estimated from 3 given θ =θ. This objective function is close to the F 1 score which is a balanced metric between precision and recall and is commonly used to evaluate the performance of predictive models for uneven class distributions (e.g., a large proportion of links are truly absent in a social network). The Newton-Ralphson algorithm in step one yieldsβ(θ) andŷ ij (θ) with a given θ. Since the range of θ is constrained between 0 and 1, we perform grid search to optimizeθ with a small incremental step (e.g. 0.001) from 0 to 1. During the grid search, we compute the value of optimization function in (4) using each value of θ. The optimalθ is selected when maximum of the objective function (4) is achieved. Similarly, the optimal threshold r 0 that y ij = I(π ij (θ) > r 0 ) can be determined by (4).
Optimizing (4) generally yields an good estimateθ that is located within the neighborhood of true θ 0 where θ 0 ranges from 0 to 1. However,θ may be biased without the use of validation data which can lead to biased estimatesβ(θ) (Neuhaus, 1999) . Here, we argue that the biased estimatesβ(θ) have little impact on the performance of link prediction. For example, the area of the curve (AUC) of the ROC is a commonly used metric to evaluate the performance of latent link prediction, which is approximately equal to the c statistic using logistic regression (Austin and Steyerberg, 2014, Harrell Jr, 2015) . The c statistic is determined by (i,j) =(i ,j ) I(π ij (θ) >π i j (θ), y ij > y i j ), where I is a indicator function.
We provide both theoretical proof as follows and numerical validations in the Appendix and sections 3 and 4 to support this claim.
R ij is the rank of π ij (β), and R ij for π ij (β).
Proof. From the definition,
.
Since the logistic link function in our method is monotonically increasing, we have
Hence,
and the claim is true.
Theorem 1. In a network, assume true contacts given the rest of network y ij |y c ij are generated independently with Bernoulli(π ij (β)), and π ij (β) =
x ij follows some distribution with (x ij , y ij ) being exchangeable, and the conditional expection E(bx ij |βx ij ) exists and is linear in βx ij for all b ∈ R d . The observed network with contacts w ij are generated from model 2. θ 0 andθ represent the true and our estimated missing rate and in general θ 0 =θ. Then, as n → ∞,
withR ij and R ij being ranks of π ij (β) and π ij (β), respectively.β =β(θ) are the maximizer of 3 given missing rateθ.
Proof. Since the contacts in observed network are exchangeable, from the strong law of large numbers for exchangeable random variables (Kingman et al., 1978) ,
and both terms are convex in θ.
Therefore, following the results by Neuhaus (1999) and Li et al. (1989) , the mis-specifcied outcome missclassification parameters (θ) can be considered as mis-specified link function, andβ s (θ) = cβ s as n → ∞ forβ = (β 0 (θ),β s (θ)) being the maximizer of the left term.
Hence, from lemma 1, the results are proved.
Therefore, the deviation ofθ from θ 0 has little impact on the proportion of the concordant pairs (i.e. (i,j) =(i ,j ) I(π ij (θ) >π i j (θ), y ij > y i j )), and thus does not affect the c statistic of the logistic regression and the AUC of ROC. The performance of our link prediction is not impacted by the variability of θ estimation due to the lack of validation data set, though the estimates of regression coefficients may be biased. This conclusion may partially explain that the likelihood-based social network model (with outcome misclassification adjustment)
can outperform the popular models of nonparametric and machine learning techniques.
In summary, the iterative two-step procedure above provides a viable solution of link/outcome prediction for the binary regression model with the misclassified outcome but no validation data set. The proposed computational strategy is efficient and scalable to very large social networks. The complexity of the proposed method is bounded by O((p + 1)M ), where p is the number of covariates and M is determined by the resolution of search grids for θ and dichotomization thresholds.
Simulation Studies

Synthetic data
We simulate the social network data sets by using the following models:
x ij1 ∼F and x ij2 ∼G w ij |y ij = 1 ind ∼ Bernoulli(φ) and y ij = 0 ⇒ w ij = 0, where i, j ∈ n denote a pair of subjects in the cohort of n subjects. A link y ij follows a
Bernoulli distribution with the parameter of π ij . π ij is determined by the characteristics of nodes (x ij1 ) and network topological parameters (x ij2 ). A proportion of links are latent and not reported due to recall bias and thus the partially observed network is composed of {w ij }. The single-directional misclassification mechanism is described by (2) which can be straightforwardly transformed to the sensitivity φ and specificity.
We simulate the networks using n = 150 nodes and three topological structures: T 1 'random graph', T 2 'community/stochastic block' structure with a single major community, and T 3 'rich club' (Zhou and Mondragón, 2004) . Specifically, we let x ij1
Exponential (2), and β = (2, 1) for the random graph structure T 1 . For the community structure T 2 , we assume x ij1 = 1 for within community links and 0 otherwise with β = (2.53, −2.94). In the 'rich club' social network data, x ij1 is also used to denote the topological structure and x ij1 = 1 for links between all 'rich' nodes and between 'rich' nodes and their 'periphery' nodes and with β = (2.94, −2.94).
We repeat each setting for 100 times with different levels of recall bias (by tuning φ levels).
For the random graph structure T 1 , we used the covariates x ij1 , x ij2 in model fitting, while for community structure T 2 and 'rich club' T 3 , only summarized statistics for observed network are considered, including vertex degree, number of common neighbors between vertices, shorest path between vertices, the transitivity, and so on. Via implementing model selection techniques for structure T 2 and T 3 , the variables for vertex degree and number of common Note that SBM is developed for the completely observed social network data instead of partially observed data. We include this method as a reference to emphasize the importance of models addressing the latent links (misclassified outcomes) for the purpose outcome prediction. Specifically, we denote predicted edges asŷ ij , and the True Positive Rate (TPR) and False Positive Rate (FPR) were defined as:
Results
We summarize the performance using the averaged metric of the AUC of ROC in Table   1 and Figure 1 across the 100 repetitions. We note the largest difference comes from the network data with a random graph structure, where most information is included by the characteristics of nodes and links instead of similarity of nodes and links. Therefore, our method outperforms the other machine learning and nonparametric methods because our parametric model can better leverage auxiliary covariates. For social networks with highly structured topological patterns (i.e. community and rich-club), all methods have similar AUCs when a small proportion of links are latent. SNOW seems to be more robust to a higher proportion of misreported links. The prediction SBM method is less accurate because it is developed for a fully observed network and does not account for the misclassified outcomes.
Therefore, the social network models without outcome misclassification adjustment may not be applicable for partially observed social network data (Zhang et al., 2017) . In summary, the simulation results demonstrate that the proposed likelihood-based social network model with outcome misclassification adjustment can provide robust and accurate predictions of latent links for various social network data.
[ Table 1 about here.]
[ Figure 1 about here.]
Parameter estimation with validation data and pre-specified θ
In this section, we demonstrate the proposed method can provide an accurate estimation of β when θ can be pre-specified using the validation data. We let covariates X 1 ∼ exp (1) and X 2 ∼ N (0, 1) and β 0 = 0.5, β 1 = 1, β 2 = 1.5. The results in Table 2 show that both point and interval estimates are accurate and reliable when θ is correctly pre-specified. The results also indicate that our method with novel misclassified outcome specification (2) and expected likelihood (3) can provide an accurate estimation of the effects of exposure when validation data is provided. Therefore, the model can be readily applied when validation data is available and the parameter estimation procedure requires step one alone.
[ Table 2 about here.]
Data Example
Example 1: Partially Observed Social Network
We apply the proposed method to a partially observed social network from a student cohort study for influenza research at the University of Maryland. One goal of this study is to investigate how environmental factors and biomarkers impact disease transmission between subjects with close contacts. The first phase of this study (year 2017) includes 75 undergraduate students age between 18 to 19 and 55 females and 18 males. The social network survey was conducted at the baseline, each study subject was asked to provide their four close contacts and 189 edges were recorded (reported case-contact connections).
Clearly, many potential links are unreported which may misguide the results and yield biased estimates. Therefore, we are motivated to predict latent links and provide guidance to recover the latent links to better understand the disease transmission process.
We perform the link prediction using various methods and compare the performance based on the hold-out links (we artificially hide a proportion of edges beside the latent links from the observed data). The graph statistics used our method are determined by a variable selection procedure. For each link-hiding proportion, we repeat the analysis and prediction for 100 times and demonstrate the performance of each predictive model using the AUCs of averaged ROC curves in Table 3 and Figure 2 .
Our method outperforms the competing methods when link hiding proportions are 0.1 and 0.2. Both the sensitivity and specificity of the predicted outcomes based on our methods are superior to the competing methods. In practice, the proportion of all non-connected links are latent links (i.e. the false negative rate) is around 0.1 and 0.2. Therefore, the proposed approach can be useful for many partially observed network data in epidemiological studies.
When the unreported link rate increases to 0.5, the performance of our method is comparable to NS and superior to the other two methods. Last, all models fail when the rate of unreported links is 0.8 because the remaining information would not support proper predictive modeling.
The results of this data example are well aligned with the results in the simulation section.
The difference between our methods and competing methods of the data example is smaller than the social network with random graph structure (T 1 ) but greater than the social network with a very organized topological structure (T 2 and (T 3 )). This may be explained by the fact that the real-world social network is composed of both organized topological patterns and randomness.
[ Table 3 about here.]
[ Figure 2 about here.]
In addition, we apply our link prediction model to all observed links in the data example. In Figure 3 , interestingly we note that our method predicts many latent links to be positive in the communities although the community structure is unknown prior to model estimation.
It can be explained by that the ERGM can capture the network topological structures.
The prediction seems to be reasonable because a group of students in college tends to take courses, eat, and relax in shared space although the validation data is not available and the ground truth can not be assessed. The predicted links will be used for further epidemiological investigation, for example, whether the dorm environmental factors can impact the transmission of infectious disease between contacted subjects.
[ Figure 3 about here.]
Example 2: Incomplete Brain Connectivity Network
It has been documented that the graph properties and structures of brain networks largely resemble social networks (De Vico Fallani et al., 2014) . In a brain network, each node represents a brain area and an edge/link represents the interactive relationship between a pair of brain areas (Rubinov and Sporns, 2010) . The brain network is often thresholded to turn negative and weakly-connected edges into unconnected links (Van Wijk et al., 2010 ,Simpson et al., 2019 . Although thresholding can remove false positive edges, it inevitably introduces false negative findings by setting links under detection limit as unconnected edges. Therefore, the thresholded brain network is considered a incomplete network. Our goal is recover the 'true' network based on the incomplete brain network data by identifying the false negative edges using our method. The brain network is built based on resting state fMRI data from 44 healthy subjects (age 36 ± 11, 17 females and 27 males) from a previous study (Millman et al., 2019) . The brain network includes 246 nodes defined by brain regions (Fan et al., 2016) .
The strengths of edges are measured by the temporal coherence between averaged time series from all brain regions/nodes , Chen et al., 2020 . The group level (average) brain network characterizes the brain circuitry of healthy subjects at rest. Since the brain network is thresholded and many edges can be latent links due to detection limit, we apply the proposed method to the incomplete brain network and perform latent link prediction. We evaluate the performance of varied link prediction methods based on the artificially hold-out links. We generate 20 sets of hold-out links for each link-hiding proportion, and predict latent links based on the rest of edges in the observed brain network. The results of each predictive model using the AUCs of averaged ROC curves are displayed in Table 4 and Figure 4 .
Similarly to the social network example, our method SNOM outperforms the competing methods under low hiding rate (0.1 and 0.2). NS shows better performance than SBM and FS methods. For a higher hiding proportion 0.5,our method and NS method have similar performance and outperform the other two methods. When the hold-out rate increases to 0.8, no method can provide accurate prediction though NS method and our method outperform the other two methods. We note that the link prediction performance based on incomplete brain network (average AUC=97%) is generally better than the incomplete social network (average AUC=78%). This may be explained by the fact that social network data is collected based on subjective survey/questionnaire data which may include more noise than objectively observed neurophysiological signals of brain connectome network data.
[ Table 4 about here.]
[ Figure 4 about here.]
Discussion
We develop a link prediction method for partially network data in the context of outcome misclassification and ERGM. Our emphasis is on "outcome/link prediction" which distinguishes our work from the prior work of binary outcome misclassification in aiming at "estimating effects of exposures" (Lyles et al., 2011) . The predicted latent links provide a more accurate recovery of the full network data using only observed incomplete network data.
Our method complements the parametric existing social network model by allowing misclassified outcome data and unreported/latent links. We extend the basis of existing social network models from the likelihood to expected likelihood to account for the misclassified outcome variables. This framework is flexible to incorporate node and edge characteristics with the parametric model specification.
We also make several methodological contributions for the models of outcome misclassification for network analysis. The previous research has shown that validation data set is critical for parameter estimation for binary outcome misclassification adjustment. When validation data is available, the proposed method provides a new statistical model to account for the new (single-directional) misclassification mechanism (latent links) which yields both accurate outcome prediction and parameter estimation. However, the validation data for a partially observed network data is rarely available. Our theoretical proof and numerical results demonstrate that the lack of validation data has little impact on latent link prediction in partially observed social network data by leveraging the new optimization procedure.
This conclusion of outcome prediction without validation data may be extended to the general binary outcome regression models beyond statistical network models with further investigations and experiments. The novel outcome misclassification specification for the single-directional misclassification is well suited for the efficient computation of expected likelihood.
We evaluate the proposed method using three network topological structures in the simulation study and two data examples from the undergraduate student cohort and a brain connectome study. Our method demonstrates improved and/or comparable performance with the existing machine learning and nonparametric methods in all scenarios. In practice, the complex network data including both social network and brain connectome network, presents combined patterns of organized topological structures and randomness. Our model provide accurate prediction of the latent links. In addition, our method is flexible and can incorporate information link-related multivariate covariates and latent network topological structures into network models. In summary, the proposed link prediction model can integrate information from the observed network and other covariates and effectively recover the full network based on incomplete network data.
Software
Software in the form of Matlab code, together with a sample input data set and complete documentation is available in https://github.com/qwu1221/LinkPred.
Appendix
A1. Numerical evaluation of the impact of θ estimation on link prediction by Thereom 1
To further validate theory 1, we perform numerical experiments to examine the impact of biased θ estimation on link prediction. We generate a social network with 50 nodes and sample edges (y ij , i, j = 1, ..., 50) from a Bernoulli(π ij ) distribution, where π ij is linear combination of X 1 ∼ exp(1) and X 2 ∼ N (0, 1). We let observed edges w ij are sampled from edges y ij = 1 using another Bernoulli distribution with probability φ ij (θ). θ 0 = 0.1 was used to generate the data.
We evaluate the impact of biasedθ on c statistic by lettingθ = 0.05, 0.08, 0.12 and 0.15. I{π ij (θ 0 ) >π i j (θ 0 )} ≡ I{π ij (θ) >π i j (θ)}, the proportion of concordant pairs is unchanged and the c statistic (AUC ROC) is not impacted by the estimation bias. Therefore, we can evaluate the impact of biased estimation of θ on the performance of link prediction by comparing the signs ofπ ij (θ 0 ) >π i j (θ 0 ) andπ ij (θ) >π i j (θ). The simulation results in Table 1 indicate that less than 0.1% concordant and discordant pairs are affected by the biasedθ. Therefore, we conclude that moderately biasedθ due to the lack of validation data set has little impact on the prediction of latent links for our method.
[ Table 5 about here.] 
