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L'algoritmo presentato in questa tesi permette di stimare in modo comple-
tamente automatico i parametri clinici che consentono al medico di stabilire
lo stato di salute della cornea del paziente e di formulare una diagnosi. Tale
algoritmo, pensato per le immagini acquisite tramite microscopio confocale,
µ e stato adattato alle immagini acquisite invece mediante microscopio spec-
ulare.
Per stimare i parametri clinici, densitµ a cellulare, pleomor¯smo e polimegatismo,
il primo passo eseguito dall'algoritmo µ e il pre-processing dell'immagine da
analizzare, per uniformare l'illuminazione ed aumentarne il contrasto. Viene
poi eseguita l'estrazione automatica della regione di interesse, ROI, ovvero
della porzione dell'immagine che viene considerata per l'analisi successiva.
Soprattutto nelle regioni vicine al bordo, infatti, le immagini sono spesso
sfuocate e scure, di conseguenza non ha senso considerare le cellule presen-
ti in queste aree poichµ e i loro contorni non sono ben distinguibili e quindi
non forniscono informazioni utili per la stima dei parametri clinici. La ROI
viene selezionata mediante una procedura che si basa sulla somma pesata
di entropia e densitµ a spettrale di potenza. L'algoritmo sviluppato per le
immagini confocali non µ e in grado di selezionare le ROI in modo soddisfa-
ciente anche nelle immagini acquisite tramite microscopio speculare. Si µ e
provato quindi a modi¯care i pesi di entropia e densitµ a spettrale di potenza
e si sono identi¯cati quelli ottimali per le immagini speculari. Tuttavia in
alcune immagini, anche dopo aver ottimizzato i pesi, l'algoritmo commet-
teva degli errori nel selezionare la ROI, ovvero selezionava piccole aree in
zone sfuocate dell'immagine o viceversa non considerava come ROI aree a
fuoco nell'immagine e contenute nella regione di interesse stessa. Si µ e quindi
deciso di e®ettuare delle operazioni morfolgiche per eliminare queste regioni,
rendendole uniformi alla zona circostante. Ulterirori operazioni morfologiche
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sono state introdotte a±nchµ e l'algoritmo elimini eventuali protuberanze sot-
tili presenti sul bordo della ROI, in modo tale da conferirle una forma piµ u
regolare.
Per identi¯care i contorni delle cellule l'algoritmo utilizza una rete neurale
arti¯ciale con un input, un output e due strati nascosti. Tale rete neurale
µ e stata addestrata utilizzando un training set costituito da cinque regioni
selezionate da cinque diverse immagini del dataset. Ciascuna immagine del
training set µ e stata data in input alla rete neurale mentre come esempi delle
corrispondenti uscite, ovvero come immagini target, sono state utilizzate le
stesse cinque regioni classi¯cate manulamente pixel per pixel. Dopo aver
addestrato la rete neurale, essa µ e stata applicata a ciascuna delle trenta im-
magini a disposizione.
A causa della mancanza di una netta di®erenza tra i liveli di grigio del corpo
cellulare e quelli del bordo cellulare l'algoritmo puµ o commettere degli errori
di segmentazione. Viene quindi e®ettuata una procedura di post-processing
sull'immagine fornita in uscita dalla rete neurale. In particolare, l'algorit-
mo tenta di risolvere il problema dei contorni \persi", ovvero quelli che non
vengono identi¯cati dalla rete nonostante siano presenti nell'immagine orig-
inale. Inoltre l'algoritmo tenta di fondere cellule troppo piccole con quelle
ad esse adiacenti e di suddividere cellule troppo grandi.
In¯ne l'algoritmo stima in modo automatico i parametri clinici di interesse.
I risultati ottenuti sono stati validati confrontandoli con quelli ottenuti dalle
immagini segmentate manualmente.Capitolo 1
Analisi dell'endotelio
corneale
L'endotelio corneale µ e lo strato piµ u interno della cornea. Esso µ e costituito
da cellule principalmente esagonali e di grandezza omogenea. Questo pat-
tern regolare viene perµ o modi¯cato da diversi fattori. Tra questi vi sono
le patologie e distro¯e che possono colpire la cornea, come ad esempio la
distro¯a corneale di Fuchs, la distro¯a corneale posteriore polimorfa, la sin-
drome iridocorneale endoteliale, il cheratocono. Inoltre anche l'invecchia-
mento, l'uso prolungato di lenti a contatto, interventi chirurgici (ad esem-
pio estrazione extracapsulare della cataratta (ECCE)) e trapianti di cornea
possono causare variazioni morfologiche del pattern endoteliale. Si osser-
vano, in particolare, la diminuzione della densitµ a cellulare, la riduzione della
percentuale di cellule di forma esagonale e l'aumento del coe±ciente di vari-
azione dell'area delle cellule.
Tali modi¯che morfologiche sono dovute al fatto che le cellule endoteliali
non si possono riprodurre. Per questo motivo, infatti, quando alcune cel-
lule muoiono esse vengono rimpiazzate da quelle adiacenti, che migrano e si
allargano, facendo perdere al pattern endoteliale la sua conformazione orig-
inale.
La morfologia delle cellule endoteliali µ e usata per stabilire lo stato di salute
della cornea valutando i seguenti tre parametri clinici: densitµ a cellulare,
pleomor¯smo, de¯nito come il rapporto tra il numero di cellule esagonali e il
numero totale di cellule e polimegatismo, coe±ciente di variazione dell'area
delle cellule.
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La stima di tutti questi parametri puµ o avvenire analizzando un'immagine
dell'endotelio corneale del paziente, acquisita tramite microscopio (speculare
o confocale) in vivo, in modo rapido e non invasivo. Il passo fondamentale
per la determinazione dei tre indici di interesse clinico, µ e l'identi¯cazione
dei contorni delle cellule nell'immagine. Attualmente il contorno viene de-
terminato in modo manuale o semi-automatico. Nonostante in alcuni casi
l'operatore sia in grado di riconoscere abbastanza facilmente le cellule sfrut-
tando anche l'informazione a priori disponibile sulla loro forma e dimensione,
queste tecniche, tuttavia, diventano impraticabili quando il numero di cellule
µ e elevato e quando si hanno molte immagini da analizzare poichµ e µ e richiesto
un notevole dispendio di tempo. I metodi manuali e semi-automatici, inoltre,
essendo operatore-dipendenti, forniscono risultati soggettivi e non sempre af-
¯dabili.
Lo scopo di questa tesi µ e sviluppare un algoritmo in grado di identi¯care
i contorni delle cellule e stimare i parametri d'interesse in modo completa-
mente automatico, per limitare gli errori umani, ridurre il tempo necessario
alla diagnosi ed aumentare l'a±dabilitµ a di quest'ultima.
1.1 Anatomia dell'occhio
L'occhio µ e l'organo di senso principale del sistema visivo ed µ e costituito dal
bulbo oculare e da organi accessori, gli annessi e l'apparato muscolare estrin-
seco. Gli annessi comprendono l' orbita, le palpebre, l'apparato lacrimale e il
sopracciglio, mostrate in Figura 1.1. Questi hanno la funzione di proteggere
l'occhio da agenti esterni. L'apparato muscolare estrinseco µ e costituito da
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muscoli striati che hanno il compito di coordinare i movimenti dei due bulbi
oculari che devono muoversi in modo sincrono. Un'ulteriore componente
dell'occhio che svolge attivitµ a meccaniche e di protezione µ e rappresentato
dall'apparato lacrimale. Grazie alle sue capacitµ a di secernere piccole quan-
titµ a di liquido esso µ e in grado di mantenere costantemente lubri¯cato il bulbo
oculare e, nel caso della presenza di un corpo estraeneo, di espellerlo grazie
ad una secrezione piµ u abbondante del comune.
L'occhio ha forma pressochµ e sferica con il diametro antero-posteriore che
supera generalmente quello trasversale e quello verticale. Il primo infatti
misura circa 24mm, mentre gli altri due, di dimensione analoga, misurano
circa 23mm. Al suo interno l'occhio possiede uno strato di recettori, un
sistema di lenti che mette a fuoco la luce sui recettori, ed un sistema di
neuroni che conduce gli impulsi dai recettori al cervello [1]. Queste diverse
componenti operano insieme per formare le immagini visive. Le principali
strutture dell'occhio sono riportate in Figura 1.2.
La parete del globo oculare µ e formata da tre membrane. L'involucro piµ u
Figura 1.2: Sezione orizzontale dell'occhio destro
esterno, anche chiamato tunica esterna, µ e formato dalla sclera nei 5/6 pos-
teriori e dalla cornea nella parte anteriore. La sclera, di colore biancastro,6 CAPITOLO 1. ANALISI DELL'ENDOTELIO CORNEALE
µ e costituita in prevalenza da tessuto connettivo ¯broso. Sulla sua super¯cie
esterna si inseriscono i muscoli oculari estrinseci e la sua parete µ e perforata
posteriormente per dar passaggio al nervo ottico, mentre altri fori minori
sono attraversati dai vasi sanguigni. Essa ha il compito di proteggere il
globo oculare e di conferirgli la sua forma semi-sferica. La cornea µ e, invece,
trasparente, a forma di calotta sferica e normalmente appare perfettamente
lucida, essa deve, infatti, permettere il passaggio dei raggi luminosi all'inter-
no dell'occhio. Nella sclera, si trova la coroide, lo strato contenente molti dei
vasi sanguigni che nutrono le strutture del globo oculare. I due terzi posteri-
ori della coroide sono rivestiti dalla retina, sottile tessuto nervoso contenente
i recettori che convertono la luce ricevuta dal cristallino in segnale nervoso
che raggiunge il cervello attraverso i nervi ottici. La retina µ e costituita da
numerosi strati di neuroni interconnessi tramite sinapsi, struttura che con-
sente la comunicazione tra le cellule del sistema nervoso. I recettori della
retina sono di due tipi: coni e bastoncelli. I primi sono responsabili della
percezione dei colori, ma sono sensibili solo a luci piuttosto intense, vicever-
sa i secondi consentono la visione in condizioni di scarsa luminositµ a ma non
percepiscono i colori. La macula µ e la zona centrale della retina, in cui sono
concentrati i coni. Nella periferia retinica sono invece predominanti i baston-
celli. All'interno della macula si riconoscono altre due regioni concentriche,
la fovea e la foveola, caratterizzate da un aumento della concentrazione di
coni, che assumono un'inclinazione orizzontale per avere una migliore espo-
sizione ai raggi luminosi, garantendo la massima acuitµ a visiva possibile.
Il cristallino µ e una lente trasparente che, assieme alla cornea, permette di
mettere a fuoco i raggi luminosi sulla retina. Esso puµ o cambiare la propria
forma e quindi modi¯care il suo potere ottico in modo tale da mettere a fuo-
co oggetti a diverse distanze. Davanti a tale lente si trova l'iride, struttura
opaca e pigmentata che delimita la pupilla. L'iride contiene ¯bre muscolari
circolari che restringono la pupilla e ¯bre muscolari radiali che la dilatano.
Le variazioni del diametro della pupilla sono in grado di far variare ¯no a
cinque volte la quantitµ a di luce che raggiunge la retina.
Lo spazio compreso tra il cristallino e la retina µ e riempito da una sostanza
gelatinosa, detta umor vitreo, che aiuta a mantenere la forma dell'occhio.
L'umore acqueo µ e, invece, un liquido trasparente che si trova tra l'iride e la
cornea e nutre quest'ultima ed il cristallino. Esso inoltre mantiene la pres-
sione costante all'interno dell'occhio.1.2. ANATOMIA DELLA CORNEA 7
Il nervo ottico in¯ne trasmette le informazioni visive dalla retina al cervello.
La zona del nervo ottico visibile dalla retina µ e detta disco ottico.
1.2 Anatomia della cornea
La cornea, mostrata in Figura 1.3, µ e una membrana ¯brosa trasparente che,
con la sclera, forma la tunica esterna dell'occhio; essa µ e di forma semi-sferica,
presenta uno spessore di 0.5-0.6 mm al centro, di 0.6-0.8 mm alla periferia
ed un diametro di circa 11.5 mm. Ha un raggio di curvatura piµ u breve di
quello sclerale e quindi sporge in avanti rispetto alla sclera.
La cornea µ e una barriera ¯sica che protegge l'interno dell'occhio da agenti
Figura 1.3: Cornea
esterni, quali la povere ed altre sostanze dannose. Essa, inoltre, assieme al
cristallino, rifrange i raggi luminosi, aiutando l'occhio a mettere a fuoco e
costituisce circa due terzi del potere ottico totale. La cornea, oltre a ¯ltrare
i raggi ultravioletti della luce solare piµ u dannosi che altrimenti danneggereb-
bero il cristallino e la retina, µ e essenziale per una buona visione. Nel caso in
cui fossero presenti delle irregolaritµ a o imperfezioni, la luce verrebbe rifrat-
ta in modo diseguale, causando una distorsione dell'immagine visualizzata.
La cornea possiede un gran numero di terminazioni nervose e risulta quindi
molto sensibile al tatto, alla temperatura e agli agenti chimici. Essa µ e, in-
vece, sprovvista di vasi sanguigni, in quanto deve rimanere trasparente per8 CAPITOLO 1. ANALISI DELL'ENDOTELIO CORNEALE
poter rifrangere la luce. La mancanza di vasi sanguigni obbliga la cornea
a riceve il suo nutrimento per di®usione dalle anse vascolari del limbus e
tramite le super¯ci di contatto con l'umore acqueo e le lacrime; l'ossigeno
viene, invece, reperito direttamente dall'aria.
La cornea µ e costituita da tre strati e da due membrane che li separano [2].
Queste cinque componenti della cornea, mostrate in Figura 1.4 ed in Figura
1.5, dall'esterno verso l'interno dell'occhio sono:
² Epitelio
² Membrana di Bowman
² Stroma
² Membrana di Descemet
² Endotelio
Figura 1.4: I cinque strati della cornea
L'epitelio copre la super¯cie anteriore della cornea. Il suo spessore medio
µ e di circa 50¹m, che costituisce il 10% dello spessore totale della cornea.1.2. ANATOMIA DELLA CORNEA 9
La sua funzione µ e di impedire il passaggio all'interno dell'occhio di sostanze
provenienti dall'esterno, come, ad esempio, la polvere o l'acqua. Inoltre esso
assorbe l'ossigeno presente nell'aria e i nutrienti provenienti dalle lacrime.
Esso µ e composto da diversi strati di cellule, o cinque o sei, che si rigenerano
velocemente quando la cornea viene danneggiata. Le cellule dell'epitelio su-
per¯ciale hanno forma poligonale, contorni ben de¯niti, nuclei ben visibili,
e sono omogenee in termini di densitµ a.
Quelle dell'epitelio basale, invece, hanno dimensione piµ u piccola, i loro nuclei
non sono distinguibili, ed i contorni sono ben de¯niti e luminosi.
Le cellule dell'epitelio intermedio, in¯ne, presentano caratteristiche inter-
medie tra quelle degli altri due strati. Questo strato possiede centinaia di
terminazioni nervose che rendono la cornea estremamente sensibile al dolore.
La membrana di Bowman µ e uno strato spesso circa 8 ¡ 14¹m che si trova
appena sotto all'epitelio. Essa µ e costituita da ¯bre di collagene disposte in
maniera irregolare, ed ha la funzione di proteggere lo stroma.
Quest'ultimo costituisce circa il 90% del volume della cornea. All'interno
della sua struttura sono presenti componenti cellulari, acellulari e neurosen-
soriali. I componenti cellulari sono costituiti prevalentemente da cheratociti.
La parte acellulare include strutture lamellari di collagene e liquido inter-
stiziale. L'ultima componente µ e costituita dai nervi e dalle ¯bre nervose
dello stroma.
La membrana di Descemet µ e un sottile strato acellulare che si trova tra lo
stroma e l'endotelio, lo strato piµ u interno della cornea. La cornea puµ o essere
a®etta da numerose patologie e distro¯e, che vengono classi¯cate in base
alla localizzazione anatomica delle anomalie. Alcune colpiscono prevalen-
temente l'epitelio, altre la membrana di Bowman, altre lo stroma, altre la
membrana di Descemet ed altre ancora l'endotelio. Caratteristica principale
di una cornea danneggiata µ e la comparsa di opacitµ a che causa un de¯cit vi-
sivo che varia a seconda della sua entitµ a. La gestione delle distro¯e corneali
varia da caso a caso. In alcune circostanze si interviene farmacologicamente
o chirurgicamente, rimuovendo la parte anomala del tessuto corneale. Per
altre distro¯e, meno debilitanti o asintomatiche, la terapia non µ e necessaria.
La prognosi puµ o variare da e®etti minimi sulla capacitµ a visiva ¯no alla cecitµ a.10 CAPITOLO 1. ANALISI DELL'ENDOTELIO CORNEALE
Figura 1.5: Sezione trasversale dei cinque strati della cornea
1.2.1 L'endotelio corneale
L'endotelio corneale µ e costituito da un solo strato di cellule caratterizzate
da un diametro di circa 22¹m e da un'area di circa 250¹m2. Esso, come
la membrana di Descemet, non possiede terminazioni nervose. Le cellule
endoteliali hanno forma poligonale con un numero di lati che va da quattro
a otto, ma in una cornea sana ci si aspetta che almeno il 60% di esse abbia
forma esagonale [3]. Durante l'infanzia tutte le cellule dell'endotelio hanno
forma esagonale e dimensione omogenea, ma a causa dell'invecchiamento e
di eventuali patologie, questa con¯gurazione regolare viene persa [10], [11].
Le cellule dell'endotelio, infatti, non si possono riprodurre e di conseguenza
quando alcune muoiono il loro posto viene occupato dalle cellule adiacenti
che si spostano e si allargano. Questo comporta, quindi, una variazione della
loro forma e dimensione ed una riduzione della densitµ a cellulare.
Le variazioni morfologiche delle cellule endoteliali corneali forniscono quindi
delle informazioni sullo stato di salute e qualitµ a della cornea. Per analiz-
zarla quantitavamente si possono considerare i seguenti parametri: densitµ a
cellulare, polimegatismo (distribuzione della dimensione delle cellule) e pleo-1.2. ANATOMIA DELLA CORNEA 11
mor¯smo (distribuzione del numero di lati delle cellule).
Con l'invecchiamento l'endotelio va incontro a molteplici fenomeni regres-
sivi, che comportano modi¯cazioni chiico-¯siche e strutturali che ne altera-
no le proprietµ a ¯siologiche di trasparenza, specularitµ a, permeabilitµ a, sensi-
bilitµ a e metabolismo. Tra le modi¯cazioni ¯siologiche dipendenti dall'etµ a ci
sono l'assottigliamento dello strato endoteliale, la diminuzione di specular-
itµ a e trasparenza, la diminuzione della densitµ a cellulare, il rallentamento del
metabolismo corneale (compromissione del trasporto di alcune molecole).
Il glaucoma, che consiste in un aumento della pressione all'interno dell'occhio
ed altre distro¯e dell'endotelio corneale possono causare l'edema corneale, il
quale consiste in un aumento del contenuto di acqua normalmente presente
nello stroma. Il contenuto liquido della cornea, che µ e responsabile della sua
trasparenza, µ e ¯nemente regolato dalle cellule endoteliali che si comportano
come pompe naturali. L'endotelio µ e costituito da un insieme di trasportatori
e canali ionici che promuovono un °usso netto di ioni dallo stroma all'umore
acqueo (soprattutto Na+ e HCO3¡) seguito da uno spostamento di acqua.
Nella specie umana sono presenti circa due milioni di siti con funzione di
pompa per ogni cellula endoteliale. Se l'endotelio non riesce piµ u a svolgere
questa sua funzione di regolazione del contenuto liquido della cornea, si ha
una diminuzione della trasparenza della stessa e quindi un'alterazione della
visione che va dall'appannamento della vista ¯no alla completa perditµ a di
quest'ultima.
Un'altra patologia che puµ o colpire l'endotelio corneale µ e la distro¯a corneale
di Fuchs. Quest'ultima si manifesta prevalentemente nelle donne, in etµ a
adulta e generalmente coinvolge entrambi gli occhi. Essa consiste in un pro-
gressivo deterioramento delle cellule endoteliali, che implica, anche in questo
caso, un edema corneale. L'edema puµ o indurre un sollevamento microbol-
loso dell'epitelio corneale provocando una riduzione della vista e l'inizio di
una cheratopatia bollosa. A seconda dello stadio della patologia la terapia
puµ o essere eseguita con colliri a base di cloruro di sodio, lenti a contatto
terapeutiche per appiattire le bolle, cheratoplastica perforante, ricoprimen-
to congiuntivale e innesto di membrana amniotica. Un'altra patologia che
puµ o colpire l'endotelio µ e la distro¯a corneale posteriore polimorfa (PPCD)
[21], che µ e una distro¯a rara, di solito asintomatica ma in alcuni casi ha reso
necessario il trapianto della cornea. L'endotelio corneale puµ o essere a®etto
anche dalla sindrome iridocorneale endoteliale (ICE), che di solito colpisce12 CAPITOLO 1. ANALISI DELL'ENDOTELIO CORNEALE
donne giovani o di mezza etµ a. Le cellule endoteliali in questo caso mostra-
no un comportamento simile a quello delle cellule epiteliali, con capacitµ a di
proliferare e migrare verso la super¯cie iridea [22]. La ICE puµ o degenerare
in glaucoma e/o in scompenso corneale. Le manifestazioni di ICE e PPCD
sono simili e questo puo' rendere complicata la diagnosi. Tuttavia esse sono
ben distinguibili nelle immagini ottenute con microscopio speculare. Anche
la cornea a®etta da cheratocono presenta delle anomalie delle cellule en-
doteliali. In particolare si riscontra un aumento del pleomor¯smo. Inoltre
un blunt trauma alla cornea, causato da impatti o lesioni, puo' comportare
l'allargamento delle cellule endoteliali e la diminuzione della densita' cellu-
lare.
L'endotelio corneale puµ o presentare delle anomalie anche in seguito all'u-
so prolungato di lenti a contatto. Le alterazioni del mosaico endoteliale
possono essere transitorie o durature. Le prime, note come blebs, sono ede-
mi localizzati, che interessano una o piµ u cellule, che rigon¯andosi sporgono
nell'umore acqueo. L'entitµ a delle blebs µ e inversamente proporzionale alla
trasmissibilitµ a di ossigeno della lente a contatto. Dopo la rimozione delle
lenti a contatto il fenomeno scompare in pochi minuti. L'utilizzo delle lenti
a contatto puµ o causare alterazioni nel polimegatismo e pleomor¯smo. Tali
variazioni morfologiche non sono reversibili con la sospensione dell'uso delle
lenti [4], [5], [6], [20]. La cornea di pazienti diabetici presenta un aumento del
polimegatismo e una riduzione del pleomor¯smo [7], [8]. Nei pazienti a®etti
da diabete di tipo I si µ e riscontrata una maggiore riduzione della densitµ a
cellulare endoteliale con l'etµ a, rispetto a quella che normalmente si osser-
va con l'invecchiamento[23]. Inoltre si sono riscontrati danni all'endotelio
corneale anche in seguito ad interventi chirurgici (estrazione extracapsulare
della cataratta) [3] o a trapianti della cornea (cheratoplastica) [9].
1.3 Acquisizione delle immagini
1.3.1 Microscopia endoteliale speculare
La microscopia speculare µ e stata introdotta in oftalmologia nel 1968 da
David Maurice che, modi¯cando un microscopio in ri°essione per metal-
logra¯a riuscµ ³ ad ottenere immagini dell'endotelio corneale di coniglio. Tale
microscopio necessitava del contatto tra obiettivo ed epitelio corneale, provo-
cando, quindi, un disagio al paziente a causa della sua invasivitµ a. Successi-1.3. ACQUISIZIONE DELLE IMMAGINI 13
vamente µ e stato realizzato il microscopio in grado di fotografare l'endotelio
senza contatto, derivato da normali lampade a fessura fotogra¯che, che per-
metteva, perµ o, di realizzare foto a basso ingrandimento e di qualitµ a limitata.
Successive modi¯che, che hanno aumentato ingrandimento e qualitµ a delle
immagini, hanno reso possibile l'impiego del microscopio speculare nella
pratica clinica.
La caratteristica principale dei microscopi speculari µ e che la visualizzazione
di una determinata struttura avviene in relazione alla sua capacitµ a di ri°et-
tere un raggio di luce incidente utilizzato per la sua illuminazione. Quando
un raggio di luce incide su una super¯cie si veri¯cano tre fenomeni: ri°es-
sione, rifrazione ed assorbimento.
Sia la ri°essione che la rifrazione dipendono dalle caratteristiche delle su-
per¯ci di separazione ottica (interfacce). Se la super¯cie all'interfaccia dei
due mezzi µ e irregolare si avrµ a una ri°essione non speculare bensµ ³ di®usa,
ovvero non in un'unica direzione ma secondo una direzione preferenziale co-
incidente con l'angolo di ri°essione teorico. Lo stesso avviene per il raggio
rifratto (Figura 1.6 a).
Figura 1.6: a) Super¯cie irregolare. Ri°essione e rifrazione di®use; b) Su-
per¯cie regolare. Ri°essione speculare(®1: angolo di incidenza; ®0
1: angolo
di ri°essione; ®2: angolo di rifrazione)
Se l'interfaccia µ e una super¯cie liscia e regolare la ri°essione avverrµ a in
modo speculare. In tali condizioni un raggio di luce incidente sarµ a ri°esso
con un angolo pari all'angolo di incidenza (®1 = ®0
1) e sarµ a rifratto in modo
che l'angolo di rifrazione (®2) sia funzione dell'angolo di incidenza e del
rapporto tra i diversi indici di rifrazione dei mezzi a contatto (Figura 1.6 b).
L'intensitµ a di luce ri°essa si calcola in base alla seguente formula:
R =
(n1 ¡ n2)2
(n1 + n2)2 (1.1)14 CAPITOLO 1. ANALISI DELL'ENDOTELIO CORNEALE
Dove n1 µ e l'indice di rifrazione del primo mezzo e n2 l'indice di rifrazione
del secondo mezzo.
L'indice di rifrazione µ e diverso nei vari strati di cui µ e costituito l'occhio. Gli
indici sono riportati in Figura 1.7. Le interfacce maggiormente ri°ettenti
Figura 1.7: I quattro indici di rifrazione e le tre interfacce implicate nella
ri°essione speculare
sono quelle caratterizzate da variazioni signi¯cative dell'indice di rifrazione,
ovvero interfaccia aria-¯lm lacrimale, ¯lm lacrimale-epitelio corneale, en-
dotelio corneale-umore acqueo. L'aria ha indice di rifrazione pari a 1, il ¯lm
lacrimale pari a 1.333, l'epitelio e l'endotelio pari a 1.376 e in¯ne l'umor
acqueo pari a 1.336. La percentuale di luce ri°essa da ciascuna delle tre in-
terfacce puµ o essere quindi calcolata e risulta essere 0:02%, 0:025% e 0:022%
[24].
La luce che raggiunge la terza interfaccia µ e data dalla luce trasmessa dalla
cornea trasparente, circa il 98% della luce incidente a cui devono essere sot-
tratte le componenti ri°esse dalle prime due interfacce.
I segnali rilevati dal microscopio sono due, quello proveniente dalle prime
due interfacce, essendo molto vicine la luce ri°essa da esse viene considerata
come un unico segnale, e quello proveniente dalla terza e cioµ e dall'endotelio
(Figura 1.8). La luce ri°essa da tali tre interfacce µ e utile per misurare lo
spessore corneale, calcolato come la distanza tra i due massimi di intensitµ a
ri°essa (Figura 1.9). La microscopia speculare non a contatto permette di
esplorare aree limitate di endotelio ma il campo di osservazione puµ o essere
esteso mediante la scansione manuale di aree adiacenti. La tecnica di ripresa
comunemente impiegata prevede un angolo di ripresa di 45±; il microscopio
viene posizionato in modo che la bisettrice all'angolo di ripresa sia perpendi-1.3. ACQUISIZIONE DELLE IMMAGINI 15
Figura 1.8: Illustrazione schematica del sistema di illuminazione e osser-
vazione. Nell'immagine si puo' osservare il fascio di luce incidente sulla
cornea, selezionato da una fessura rettangolare
colare alla super¯cie endoteliale da fotografare. In pratica questo puµ o essere
e®ettuato ponendo una luce incidente esattamente a metµ a tra fessura ed ob-
biettivo (Figura 1.10). Tale posizione viene regolata dall'operatore tramite
un joystick presente sul corpo dello strumento. La microscopia speculare
no-contact µ e indicata in tutti quei casi in cui µ e preferibile evitare il contatto
con la cornea, quindi sia nell'immediato periodo post-operatorio di interven-
ti chirurgici sulla porzione corneale anteriore (ad esempio estrazione della
cataratta), sia in situazioni di fragilitµ a strutturale della cornea, ad esempio
nel caso sia a®etta da patologie o distro¯e. In ogni caso il microscopio non a
contatto crea un disagio minore al paziente ed µ e piµ u facile da utilizzare per il
clinico rispetto a quello a contatto. L'endotelio corneale normale appare alla
microscopia speculare come un monostrato di cellule per lo piµ u esagonali.
Il corpo cellulare appare chiaro, mentre le giunzioni intercellulari piµ u scure
come mostrato in Figura 1.12. Questo µ e dovuto al fatto che la membrana
plasmatica µ e situata su un piano di®erente rispetto alle giunzioni intercellu-
lari che si comportano come aree non ri°ettenti.16 CAPITOLO 1. ANALISI DELL'ENDOTELIO CORNEALE
Figura 1.9: Tecnica di misurazione dello spessore corneale, L, ottenuto come
distanza tra il il massimo d'intensitµ a dei due segnali rilevati dal microscopio
speculare
Cellule in degenerazione idropica, ovvero cellule che per un difetto delle
pompe Na/K presentano un elevato contenuto di acqua, cellule e depositi
in¯ammatori appaiono alla microscopia anch'esse come aree non ri°etten-
ti. In realtµ a tali strutture ri°ettono la luce ma in modo non speculare. Si
possono anche osservare aree piµ u brillanti rispetto al ri°esso endoteliale, che
vengono de¯nite aree iperi°ettenti e sono dovute a cellule o materiale che
non possiedono una forma determinata [12].
1.4 Analisi automatica
Le immagini dell'endotelio corneale, analizzate per stimare i parametri mor-
fologici, sono spesso di cattiva qualita' a causa del rumore e del basso con-
trasto, di conseguenza risulta di±cile implementare un algoritmo che stimi
i parametri in modo automatico. Da oltre trent'anni, infatti, la ricerca si
sta impegnando allo scopo di creare un programma informatico in grado
di svolgere questo compito automaticamente [14]. Tuttavia questi algorit-
mi spesso non forniscono risultati attendibili. Attualmente, quindi, i clinici
utilizzano metodi manuali o semi-automatici per analizzare l'endotelio [15]1.4. ANALISI AUTOMATICA 17
Figura 1.10: La microscopia speculare utilizza un angolo di ripresa di 45±
Figura 1.11: Esame al microscopio speculare non a contatto
[16] [17] [18]. Tali metodi pero' richiedono un notevole dispendio di tempo
e sono inclini all'errore, in quanto operatore-dipendenti.
L'analisi quantitativa dell'endotelio puµ o essere e®ettuata mediante diversi
metodi semi-automatici. Un primo metodo, detto metodo di confronto [3],
µ e basato sul confronto del pattern dell'endotelio del paziente con un insieme
noto di pattern di esagoni a densitµ a diverse (Figura 1.13)a. Un altro meto-
do, metodo del frame, µ e basato sul conteggio del numero di cellule contenute
in un frame di forma ed area note (Figura 1.13)b. Si conta quante cellule
sono contenute all'interno del reticolo sovrapposto al pattern endoteliale. Il
numero di cellule contate nel frame µ e poi convertito in numero di cellule per18 CAPITOLO 1. ANALISI DELL'ENDOTELIO CORNEALE
Figura 1.12: Immagine dell'endotelio corneale normale acquisita mediante
microscopio speculare Topcon SP-3000P. Le cellule sono di uguali dimensioni
e per lo piµ u di forma esagonale
millimetro quadro. Un terzo metodo, detto metodo del centro, che consiste
nel posizionare un punto in corrispondenza del centro di ogni cellula (Figura
1.13)c, i contorni delle cellule e i parametri morfologici vengono poi stimati
da un programma informatico. Esiste inoltre il metodo del vertice basato
sulla localizzazione dei vertici delle cellule su una piattaforma digitale dai
quali poi si determinano i contorni delle cellule (Figura 1.13)d. Anche in
questo caso viene usato un programma informatico per calcolare i parametri
morfologici.
Applicare queste tecniche in maniera accurata richiede molto tempo, questo
spesso porta l'operatore a ridurre il numero di cellule di cui identi¯care i
contorni, riducendo cosµ ³ l'a±dabilitµ a dei parametri stimati [3], [25].
In questa tesi µ e stato ottimizzato un algoritmo realizzato allo scopo di iden-
ti¯care i contorni delle cellule e stimare i parametri clinici in modo auto-
matico. Tale algoritmo era stato pensato per le immagini acquisite mediante
microscopio confocale [3] ed µ e quindi stato adattato alle immagini acquisite1.4. ANALISI AUTOMATICA 19
Figura 1.13: a)Metodo di confronto b) Metodo del frame c) Metodo del
centro d) Metodo del vertice
tramite microscopio speculare. Il programma procede nel seguente modo:
² Selezione automatica della regione di interesse (ROI)
² Identi¯cazione dei contorni delle cellule contenute nella ROI tramite
una rete neurale arti¯ciale
² Stima dei parametri morfologici di interesse clinico
L'algoritmo µ e stato implementato utilizzando Matlab.20 CAPITOLO 1. ANALISI DELL'ENDOTELIO CORNEALECapitolo 2
Selezione automatica della
ROI
2.1 Materiali
In questa tesi sono state utilizzate trenta immagini dell'endotelio corneale,
rese disponibili da Topcon USA. Tali immagini sono state acquisite in vivo,
in modo non invasivo su pazienti sia sani che patologici tramite microsco-
pio endoteliale speculare Topcon(SP-3000P), mostrato in Figura 2.1. L'in-
grandimento di tale microscopio µ e 150x. La luce utilizzata per l'osservazione
µ e vicino all'infrarosso e la luce per la ripresa fotogra¯ca µ e nel campo del vis-
ibile. L'area fotogra¯ca del microscopio SP-3000P µ e pari a 250x500 ¹m. Le
immagini acquisite sono state digitalizzate come immagini in livelli di grigio
a otto bit di dimensioni pari a 240x480 pixel. Il microscopio SP-3000P µ e del
tipo senza contatto e la sua distanza di lavoro µ e di 25mm.
2.2 Identi¯cazione della ROI
Le immagini dell'endotelio corneale acquisite mediante microscopio spec-
ulare sono spesso di bassa qualitµ a e presentano regioni sfuocate o scure,
situate soprattutto vicino al bordo. In queste aree, anche migliorando la
messa a fuoco, µ e impossibile identi¯care i contorni delle cellule ed µ e per-
ciµ o inutile considerarle per l'analisi successiva. Per questo motivo, in ogni
immagine, per prima cosa, viene individuata la Region of Interest (ROI),
ovvero la regione in cui le cellule sono a fuoco ed hanno contorni facilmente
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Figura 2.1: Microscopio speculare non a contatto Topcon SP-3000P
individuabili.
Attualmente la ROI viene selezionata manualmente in ogni immagine richie-
dendo quindi un notevole dispendio di tempo ed attenzione da parte dell'op-
eratore. L'algoritmo presentato in questa tesi, al contrario, seleziona la ROI
in modo automatico usando una procedura basata su una combinazione di
entropia e densitµ a spettrale di potenza.
2.2.1 Entropia e densitµ a spettrale di potenza
L'entropia, secondo la teoria dell'informazione, µ e una misura dell'informazione
contenuta in un segnale aleatorio [19]. Il contenuto di informazione di un
segnale aleatorio µ e massimo se tutte le intensitµ a hanno la stessa probabilitµ a,
minimo se un'intensitµ a ha probabilitµ a pari a 1.
Consideriamo l'immagine come una variabile aleatoria X, le cui realizzazioni
sono i valori che i suoi pixel possono assumere fx1,...,xNg, e fp(x1),...,p(xN)g
sono le probabilitµ a di ciascuna delle N realizzazioni. L'entropia H(X) del-
l'immagine µ e de¯nita come un'aspettazione dell'informazione:
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Dove E µ e il valore atteso di I(X), informazione contenuta in X. I(xi) µ e
la self-information di xi, ovvero descrive quanta informazione contiene una
particolare realizzazione ed µ e de¯nita come:
I(xi) = ¡log(p(xi)) (2.2)
L'entropia puµ o essere quindi de¯nita nel seguente modo:
H(X) = E[I(X)] =
N X
i=1
p(xi)I(xi) = ¡
N X
i=1
p(xi)log(p(xi)) (2.3)
La densitµ a spettrale di potenza (PSD) di un'immagine µ e de¯nita, invece,
come il quadrato del modulo della trasformata di Fourier dell'immagine.
Essa viene stimata campionando l'immagine e facendo la media dei quadrati
dei moduli della traformata di Fourier discreta (DFT) degli M campioni:
PSD =
1
M
M X
m=1
jDFT(xm)j
2 (2.4)
2.2.2 Algoritmo di identi¯cazione della ROI
L'entropia e la densitµ a spettrale di potenza sono combinate linearmente nel-
l'immagine Img come segue:
Img = w1H + w2PSD (2.5)
dove H µ e l'entropia, PSD µ e la densitµ a spettrale di potenza, w1 e w2 sono i
pesi dei due termini.
I valori dei due pesi sono stati determinati per le immagini confocali usando
il metodo di Fisher, ovvero massimizzando la funzione:
J(w) =
(m2 ¡ m1)2
s2
1 + s2
2
(2.6)
in quest'ultima equazione i pedici 1 e 2 denotano due classi, le quali rappre-
sentano, rispettivamente, la regione a fuoco e quella non a fuoco dell'immag-
ine. m1 ed m2 sono i valori medi dei livelli di grigio delle due regioni, mentre
s1 ed s2 rappresentano le varianze dei livelli di grigio delle due regioni de-24 CAPITOLO 2. SELEZIONE AUTOMATICA DELLA ROI
terminate manualmente su cinque immagini di training. Viene considerata
come ROI, da utilizzare per l'analisi successiva, solo la regione dell'immagine
originale dell'endotelio corneale che corrisponde alla porzione di Img mag-
giore di una data soglia. Tale soglia µ e stata determinata empiricamente sulle
immagini del training set e poi validata sulle immagini del test set.
2.3 Ottimizzazione
Le immagini dell'endotelio corneale acquisite mediante microscopio specu-
lare di solito presentano illuminazione non uniforme e sono a basso contrasto
come si puµ o osservare in Figura 2.2a. Prima di procedere con la selezione
Figura 2.2: a) immagine originale dell'endotelio corneale acquisita con mi-
croscopio speculare b) immagine dopo la normalizzazione e la correzione
parabolica: presenta illuminazione uniforme e maggiore contrasto rispetto
all'immagine a
della ROI l'algoritmo prevede quindi il pre-processing dell'immagine da anal-2.3. OTTIMIZZAZIONE 25
izzare. Per prima cosa viene applicata la normalizzazione delle intensitµ a
dell'immagine per aumentare il contrasto. Inoltre l'algoritmo e®ettua una
correzione di tipo parabolico per aumentare maggiormente la luminositµ a
ai bordi e meno nella zona centrale dell'immagine in modo tale da rendere
uniforme l'illuminazione. In Figura 2.2 si possono osservare l'immagine orig-
inale (a sinistra) e la stessa immagine in seguito al pre-processing (a destra).
Le ROI determinate dall'algoritmo, tuttavia, anche in seguito al miglio-
ramento delle immagini, possono non risultare ottimali comprendendo un
numero molto esiguo di cellule rispetto a quelle a fuoco nell'immagine. In
questo caso molta informazione potenzialmente utile per stimare i parametri
clinici viene persa e quindi questi risulteranno meno a±dabili. Puµ o accadere,
inoltre, che l'algoritmo selezioni ROI che comprendono regioni sfuocate del-
l'immagine dell'endotelio, dove non µ e possibile identi¯care i contorni delle
cellule. Per evitare queste situazioni, si µ e veri¯cato se i valori dei pesi w1
e w2, che compaiono nell'equazione (2.4), stimati per le immagini confocali
massimizzando la funzione costo J(w) ((2.5)), fossero quelli ottimi anche
per le immagini acquisite mediante microscopio speculare. Dieci immagini
dell'endotelio corneale sono state scelte come training-set sul quale testare i
diversi pesi, mentre venti immagini sono state usate come test-set sul quale
validare l'algoritmo. w1 e w2 sono stati fatti variare, con passo 0.01, tra
10 e 13 e tra 0.5 e 2 rispettivamente. Sono state confrontate le ROI delle
immagini del training-set ottenute con i diversi pesi e si sono scelti quelli
che fornivano una regione di interesse adeguata in tutte le dieci immagini.
Per il peso w1 il valore ottimo µ e risultato essere 11.9 mentre per il peso w2
il valore ottimo µ e risultato essere 1. L'algoritmo con i nuovi pesi µ e stato poi
validato sul test-set con ottimi risultati.
In Figura 2.3 µ e riportato un esempio di ROI selezionata dall'algoritmo, nel-
la quale si possono notare delle piccole regioni disgiunte da quella di area
maggiore e localizzate in zone sfuocate o rumorose oppure, viceversa, piccole
aree all'interno della ROI che non vengono considerate anch'esse parte della
regione di interesse. Queste regioni sono state messe in evidenza, cerchian-
dole di rosso, in Figura 2.4a in cui la ROI µ e colorata di bianco e tutto il
resto di nero. L'algoritmo µ e stato quindi modi¯cato in modo tale da elim-
inare queste aree, rendendole uniformi alla zona che le circonda. E' stato,
inoltre, aggiunto un modulo per eliminare eventuali protuberanze sottili del-
la ROI. Questo µ e stato e®ettuato sia per conferire alla regione di interesse26 CAPITOLO 2. SELEZIONE AUTOMATICA DELLA ROI
Figura 2.3: a) immagine originale con sovrapposto il contorno della ROI
selezionata
una forma piµ u regolare, sia perchµ e le protuberanze sottili non contengono
cellule intere ma solo delle porzioni di esse che quindi non possono essere
considerate per stimare i parametri clinici. In Figura 2.4 si puµ o osservare
la ROI dell'immagine riportata in Figura 2.3, prima e dopo l'eliminazione
delle piccole aree (cerchiate in rosso) e delle protuberanze sottili (cerchiate
in blu). Riassumendo, le modi¯che apportate al codice per ottimizzare la
selezione automatica della ROI nelle immagini dell'endotelio corneale sono:
² normalizzazione delle intensitµ a dell'immagine originale nella fase di
pre-processing
² ottimizzazione dei pesi w1 e w2 per le immagini acquisite tramite
microscopio speculare
² operazioni morfologiche sulla ROI2.3. OTTIMIZZAZIONE 27
Figura 2.4: ROI dell'immagine 2.3a a) sono cerchiate in rosso le piccole
aree classi¯cate come ROI ma che in realtµ a appartengono a regioni sfuocate
e quelle che non vengono, erroneamente, classi¯cate come ROI ma che si
trovano all'interno della stessa b) ROI dopo aver eliminato piccole aree e
protuberanze sottili (cerchiate in blu)
Alcuni esempi di ROI selezionate dall'algoritmo ottimizzato sono riportati
in Figura 2.5. Si puµ o quindi concludere che l'algoritmo di individuazione
automatica della ROI sia su±cientemente a±dabile per permettere una sti-
ma corretta dei di®erenti parametri utili nell'analisi dello stato di salute
dell'endotelio corneale.28 CAPITOLO 2. SELEZIONE AUTOMATICA DELLA ROI
Figura 2.5: Tre immagini dell'endotelio corneale in cui il bordo bianco
rappresenta il contorno della ROI in ciascuna immagineCapitolo 3
Identi¯cazione dei contorni
delle cellule endoteliali
3.1 Rete Neurale Arti¯ciale
L'algoritmo sviluppato in questa tesi utilizza la rete neurale arti¯ciale per
identi¯care i contorni cellulari nelle immagini dell'endotelio corneale. In
particolare la rete neurale viene utilizzata per classi¯care le strutture pre-
senti nelle immagini dell'endotelio corneale in due classi: \corpo cellulare"
e \contorno cellulare".
La rete neurale arti¯ciale (ANN) µ e un modello matematico che simula le
potenzialitµ a delle reti neurali biologiche che sono costituite da un gran nu-
mero di cellule nervose o neuroni collegati tra di loro in una complessa rete.
La struttura di un neurone biologico µ e riportata in Figura 3.1. Il corpo
Figura 3.1: Neurone biologico
cellulare del neurone µ e detto soma, il quale contiene il nucleo. Dal soma si
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dipartono dei prolungamenti citoplasmatici che sono i dendriti e l'assone.
I primi ricevono i segnali dai neuroni a®erenti e li propagano in direzione
centripeta. L'assone conduce invece il segnale in direzione centrifuga verso
le altre cellule.
L'ipotesi di partenza su cui si basano le reti neurali arti¯ciali µ e che la capacitµ a
dei sistemi biologici di a®rontare compiti complessi, come il riconoscimento
visivo di oggetti, sia dovuta all'architettura ¯sica del sistema nervoso. Le
reti neurali biologiche infatti sono costituite da neuroni connessi tra loro in
parallelo, e questo permette loro di elaborare contemporaneamente un nu-
mero elevato di dati. I neuroni della rete neurale arti¯ciale possono essere
distinti in unitµ a di ingresso(input), unitµ a di uscita (output) ed unitµ a nascoste
(hidden).
Ciascuna unitµ a della rete funziona come illustrato in Figura3.2. Ogni in-
put diretto al neurone µ e ampli¯cato o ridotto a seconda del peso che vi
µ e associato e che ne rappresenta la forza. Quest'ultimo puµ o quindi essere
rispettivamente eccitatorio o inibitorio. Ciascun neurone della rete unisce i
singoli input eseguendone la somma. Se questa somma assieme ad un ter-
mine di riferimento supera una certa soglia di attivazione il neurone diventa
attivo ed emette un segnale che viene trasmesso lungo i canali di comuni-
cazione alle altre unitµ a alle quali µ e connesso. Ovvero l'output della rete µ e il
seguente:
x0 = f(
X
i
xiwi + w0) (3.1)
dove f µ e la funzione di attivazione, xi µ e l'i-esimo input, wi µ e il peso del
corrispondente input e w0 µ e un termine costante. Il legame input-output
Figura 3.2: Funzionamento interno di un singolo neurone arti¯ciale3.1. RETE NEURALE ARTIFICIALE 31
nella rete arti¯ciale, ovvero la funzione di trasferimento della rete, non viene
programmato ma µ e ottenuto da un processo di apprendimento che puµ o essere:
² supervisionato (supervised learning), nel caso in cui si disponga di un
insieme di dati per l'addestramento, detto training set, comprendente
esempi tipici di coppie di ingressi e corrispondenti uscite. Da questi
esempi la rete puµ o imparare la relazione che lega input ed output. Tipi-
camente la rete µ e addestrata mediante un algoritmo detto back propa-
gation, il quale consiste nel confrontare l'output della rete neurale con
quello desiderato per lo speci¯co campione del training set. Tali dif-
ferenze tra uscita ed uscita desiderata sono utilizzate per de¯nire un
termine di errore che si propaga all'indietro attraverso la rete per cor-
reggere i pesi assegnati alle connessioni tra gli strati di neuroni. Questo
processo di apprendimento adattativo continua ¯nchµ e l'errore comp-
lessivo diventa inferiore ad un certo limite predeterminato e accettabile
nel contesto in cui si sta lavorando. L'obbiettivo dell'addestramento
della rete µ e cioµ e quello di trovare un insieme di pesi ottimo, in modo
tale da minimizzare l'errore compiuto dalla rete neurale. Al termine
del training, se questo ha avuto successo, la rete neurale dev'essere
in grado di prevedere l'uscita anche quando questa non sia nota a
priori per ogni valore valido dell'ingresso. La rete neurale con adde-
stramento supervisionato µ e di solito utilizzata per risolvere problemi
di classi¯cazione.
² non supervisionato (unsupervised learning), basato su algoritmi d'ad-
destramento che modi¯cano i pesi della rete neurale facendo riferi-
mento ad un insieme di dati che include le sole variabili d'ingresso.
Tali algoritmi tentano di individuare cluster rappresentativi dei dati,
utilizzando metodi topologici o probabilistici.
Normalmente una rete neurale µ e formata da tre strati. Ogni neurone del
primo strato esegue la semplice operazione di distribuire il singolo ingresso
a ciascun neurone del secondo strato, che µ e quello che si occupa dell'elabo-
razione dei segnali di ingresso ed il terzo µ e quello il cui compito µ e interpretare
gli output dei singoli neuroni come uscita dell'intera rete neurale. Un es-
empio di rete neurale arti¯ciale µ e riportato in Figura 3.3. La rete neurale
utilizzata in questa tesi µ e cotituita da un input, due strati nascosti e da un
output. Essa µ e multi-strato, feed-forward con interconnessioni localmente32 CAPITOLO 3. IDENTIFICAZIONE DEI CONTORNI CELLULARI
Figura 3.3: Rete neurale arti¯ciale
spazio-invarianti [27], [28], [31] , ed µ e illustrata in Figura 3.4. Una rete
Figura 3.4: Modello della rete neurale utilizzata in questa tesi
neurale multistrato µ e una rete che presenta piµ u di uno strato nascosto, in
questo caso, infatti, ne presenta due. Feed-forward signi¯ca che la ANN non
ha connessioni di retroazione. In una rete di questo tipo i neuroni prendono
il loro input solo dallo strato precedente ed inviano il loro output solo allo
strato successivo. Neuroni dello stesso strato, inoltre, non sono connessi tra
loro. Le reti con questo tipo di architettura riescono a calcolare il risulta-
to molto rapidamente, infatti non ci sono ritardi perchµ e i neuroni di uno
strato non inviano il segnale agli strati precedenti. In una rete feed-forward
il risultato µ e ottenuto nel seguente modo. Per prima cosa i neuroni di in-
put calcolano la loro uscita in base all'ingresso corrente. Dopo che tutti
i neuroni hanno completato simultaneamente questo compito, nello strato
successivo ognuno dei neuroni calcola la propria uscita. Ogni neurone dello3.2. SELEZIONE DELLE FEATURES DELLA RETE NEURALE 33
strato intermedio ottiene il risultato tenendo conto dei segnali provenienti
da tutti i neuroni dello strato di input. Ogni neurone intermedio µ e colle-
gato con una distinta connessione (caratterizzata da un peso appropriato)
ad ognuno dei neuroni dello strato d'ingresso. Quando tutti i neuroni han-
no elaborato il loro risultato, quelli dello strato di output (o del successivo
strato intermedio) calcolano la loro uscita basandosi sulla somma pesata dei
segnali provenienti da tutti i neuroni intermedi.
3.2 Selezione delle features della rete neurale
Prima di applicare un qualsiasi classi¯catore µ e necessario estrarre le fea-
tures. Queste sono le caratteristiche che vengono usate dal classi¯catore per
assegnare un oggetto ad una classe. La rete neurale utilizzata nell'algoritmo
presentato in questa tesi classi¯ca ogni singolo pixel dell'immagine. Di con-
seguenza per fare questo potrebbe essere su±ciente considerare il valore di
intensitµ a del singolo pixel analizzato e quindi una sola feature. Tuttavia per
classi¯care le strutture presenti nel complesso pattern endoteliale una sola
feature non µ e su±ciente per fornire l'informazione necessaria al classi¯ca-
tore. Si µ e quindi deciso di allargare la regione presa in esame per classi¯care
ogni singolo pixel. In particolare si µ e considerato un intorno di 11x11 pix-
el. A questo punto, si hanno a disposizione potenzialmente 121 features, ad
esempio il valore dell'intensitµ a di ciascuno degli 11x11 pixel. Basandosi sul-
l'intensitµ a per classi¯care i pixel non si sono ottenuti risultati soddisfacenti.
Per questo motivo si µ e deciso di provare a considerare come features gli au-
tovettori della matrice di pixel 11x11. Generalmente conviene mantenere
basso il numero delle features. Il primo motivo µ e mantenere elevata la veloc-
itµ a computazionale del sistema. Un altro motivo µ e il fatto che aumentare le
features non sempre signi¯ca incrementare la bontµ a della classi¯cazione. In-
fatti, le caratteristiche possono essere ridondanti o correlate tra loro. Inoltre
se alcune features non sono signi¯cative il classi¯catore perde la capacitµ a di
generalizzare. Quest'ultima µ e la capacitµ a di dare risposte a±dabili per nuovi
input ed µ e fondamentale per il classi¯catore.
Un metodo generalmente usato per selezionare le features piµ u signi¯cative
µ e il discriminante lineare di Fisher (FLD) che consiste nel determinare il
separatore lineare ottimo, ovvero l'iperpiano che massimizza il margine di34 CAPITOLO 3. SELEZIONE DELLE FEATURES
separazione tra le classi. In termini matematici FDL si basa sulla massimiz-
zazione della funzione Wopt che µ e un indicatore della separazione tra le classi.
Date M classi, N campioni ed un vettore di features W di dimensione 1xm,
la funzione Wopt µ e de¯nita come:
Wopt(w) =
WTSBW
WTSWW
(3.2)
dove SB µ e la matrice di scatter tra le classi, mentre SW µ e la matrice di
scatter all'interno delle classi. Per matrice di scatter si intende la matrice
di covarianza di una distribuzione normale multivariata. SB ed SW sono
de¯nite rispettivamente come:
SB =
M X
i=1
Ni(¹i ¡ ¹)(¹i ¡ ¹)T (3.3)
SW =
M X
i=1
X
xj²Mi
(xj ¡ ¹i)(xj ¡ ¹i)T (3.4)
dove Ni µ e il numero di campioni della classe i-esima, ¹i µ e la media dei cam-
pioni della classe i-esima e ¹ µ e la media di tutti i campioni.
M X
i=1
Ni = N (3.5)
¹i =
1
Ni
X
xj²Mi
xj (3.6)
¹ =
1
N
M X
i=1
xi (3.7)
Wopt(:) µ e nota essere la soluzione del seguente problema di autovalori:
SBW = SWW¤ (3.8)35
dove ¤ µ e la matrice diagonale i cui elementi sono gli autovalori. La matrice
che descrive la trasformazione lineare che mappa lo spazio dei parametri
originale, di dimensione m, in un nuovo spazio a dimensione (M-1) µ e una
matrice che ha sulle sue colonne gli (M-1) autovettori di (S¡1
W )SB, corrispon-
denti agli autovalori in ¤. Nelle immagini endoteliali il numero di autovettori
signi¯cativi µ e 7. Di conseguenza il numero di features signi¯cative µ e 7 (M-1)
e il numero di classi che si possono considerare µ e 8 (M). L'FLD riduce la
dimensione dello spazio dei parametri iniziale in un uno spazio a dimensione
minore, che non puµ o essere superiore a M ¡ 1, dove M µ e il numero di classi
[26].
Nel nostro caso le otto classi considerate sono:
² corpo cellulare
² bordo verticale
² bordo orizzontale
² bordo obliquo
² bordo con un angolo verso sinistra
² bordo con un angolo verso destra
² bordo con un angolo verso l'alto
² bordo con un angolo verso il basso
Queste classi sono state scelte basandosi sul fatto che gli autovettori rap-
presentano delle direzioni nella regione da cui sono stati ricavati. Questa
strategia ha, inoltre, il vantaggio di ridurre la varianza all'interno delle sot-
toclassi.
Dopo essere stato classi¯cato in una delle otto classi ogni pixel viene asseg-
nato o alla classe \corpo cellulare", oppure alla classe \contorno cellulare",
se appartiene ad una delle altre sette classi.
Si µ e provato a classi¯care ogni singolo pixel dell'immagine considerando una
regione della dimensione di 7x7 pixel e di 15x15 pixel rispettivamente. In
entrambi i casi si sono ottenuti risultati peggiori rispetto alla classi¯cazione
ottenuta con una regione di 11x11 pixel. Nel primo caso la rete neurale fun-
ziona peggio poichµ e la regione di 7x7 pixel non contiene informazione su±-
ciente per una corretta classi¯cazione. Nel secondo caso, invece, i risultati36 CAPITOLO 3. PRE-PROCESSING
sono meno soddisfacenti poichµ e la regione di dimensione 15x15 puµ o com-
prendere al suo interno piµ u di una direzione del contorno. La dimensione
di 11x11 pixel µ e quindi quella che consente la classi¯cazione migliore con la
pixel ratio delle immagini considerate che µ e pari a 0;96¹m=pixel.
3.3 Pre-processing dell'input della rete neurale
Nel capitolo precedente sono state descritte le correzioni apportate alle im-
magini prima di eseguire la selezione della regione di interesse, ovvero nor-
malizzazione e correzione parabolica per aumentare il contrasto e rendere
uniforme l'illuminazione rispettivamente. Oltre a queste, prima di procedere
all'identi¯cazione dei contorni cellulari, l'algoritmo applica alle immagini un
¯ltro passa-banda con frequenze di taglio pari a 0.02fc e 0.2fc, dove fc µ e la
frequenza di campionamento dell'immagine; tale ¯ltro aumenta le compo-
nenti di frequenza spaziale relative all'identi¯cazione dei contorni cellulari
e diminuisce quelle relative al rumore. Il contrasto tra il corpo cellulare e i
contorni cellulari viene poi ulteriormente aumentato applicando una trasfor-
mazione sigmoidale ad ogni pixel dell'immagine, centrata nel livello di grigio
medio di quest'ultima.
3.4 Training della rete neurale
Per addestrare la rete neurale µ e stato utilizzato un training set costituito
da cinque regioni di 210x210 pixel selezionate da cinque diverse immagini
scelte in modo che fossero rappresentate le possibili situazioni in cui deve
operare la rete neurale. Una di queste cinque regioni si puµ o osservare in
Figura 3.5a. Ciascun pixel di ognuno dei cinque campioni µ e stato classi¯-
cato manualmente in una delle seguenti otto classi: corpo cellulare, bordo
orizzontale, bordo verticale, bordo obliquo, bordo con angolo verso destra,
bordo con angolo verso sinistra, bordo con angolo verso l'alto, bordo con
angolo verso il basso. Per ciascuna classe µ e stato utilizzato un diverso livello
di grigio. Le regioni cosµ ³ ottenute sono state utilizzate come immagini target
ed un esempio di queste µ e riportato in Figura 3.5b.
Lo scopo dell'addestramento della rete µ e determinare un'insieme di pesi otti-
mo, cioµ e tale da minimizzare l'errore commesso in output dalla rete durante
la fase di addestramento.3.4. TRAINING DELLA RETE NEURALE 37
Figura 3.5: a) Immagine di input (201x201 pixel) nel training della rete
neurale; b) Immagine target
Consideriamo una rete neurale feed-forward con n unitµ a di input, m di
output, un qualsiasi numero di unitµ a nascoste ed un qualsiasi pattern di
connessioni. Sia inoltre dato un qualsiasi training set f(x1;t1);:::;(xp;tp)g
costituito da p coppie di vettori di dimensione n ed m [29]. I pesi iniziali
della rete sono assegnati in modo casuale. Quando il pattern di input xi µ e
fornito alla rete esso produce un output oi, in generale, diverso dal target
ti. L'obbiettivo µ e rendere oi e ti identici per i = 1;:::;p usando un algoritmo
di training. Si vuole cioµ e minimizzare la funzione errore della rete, de¯nita
come:
E =
1
2
p X
i=1
koi ¡ tik2 (3.9)
Dopo aver minimizzato questa funzione per il training set ci si aspetta che
la rete riesca a classi¯care correttamente anche un nuovo pattern di input.
La rete neurale deve riconoscere se un nuovo input µ e simile a quelli usati per
l'addestramento e deve fornire l'output corrispondente.
L'algoritmo di back propagation µ e usato per trovare il minimo locale della
funzione di errore. La rete viene inizializzata con dei pesi scelti in modo
casuale. Poi viene calcolato il gradiente dell'errore, che viene usato per cor-
reggere i pesi iniziali.
Il primo passo dell'algoritmo consiste nell'estendere la rete, come mostrato38 CAPITOLO 3. PRE-PROCESSING
in Figura 3.6, in modo tale che calcoli la funzione di errore automaticamente.
Ciascuna delle j unitµ a di output della rete µ e connessa ad un nodo che calcola
Figura 3.6: Rete neurale estesa per calcolare la funzione di errore
automaticamente
la funzione 1
2(oij ¡tij)2, dove oij e tij sono le j-esime componenti del vettore
di output oi e del vettore target ti. Gli output degli m nodi aggiunti alla
rete sono connessi ad un nodo che ne esegue la somma Ei e la restituisce in
uscita. La stessa estensione viene realizzata per ogni pattern ti. Un'unitµ a
esegue poi la somma di tutti gli errori Ei, E1 + ::: + Ep, e fornisce in uscita
la funzione errore E.
I pesi della rete neurale sono gli unici parametri che possono essere modi-
¯cati per minimizzare l'errore E. Poichµ e E µ e calcolata esclusivamente come
composizione delle funzioni dei nodi , essa µ e una funzione continua e di®eren-
ziabile degli l pesi w1;:::;wl. Si puµ o quindi minimizzare l'errore usando il
metodo della discesa del gradiente. Dobbiamo quindi calcolare il gradiente,
de¯nito come:
rE =
µ
@E
@w1
;
@E
@w2
;:::;
@E
@wl
¶
(3.10)
Ogni peso viene aggiornato usando l'incremento:
rwi = °
@E
@wi
(3.11)
per i = 1;:::;l, dove ° µ e detta learning rate ed µ e un coe±ciente di proporzion-
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negativa del gradiente. I pesi vengono aggiustati iterativamente ¯no a rag-
giungere il minimo della funzione di errore E, dove rE = 0.
Un'iterazione dell'algoritmo di discesa del gradiente puµ o essere scritta come:
xk+1 = xk ¡ °krEk (3.12)
dove xk µ e il vettore contenete i pesi wi, rEk µ e il gradiente corrente °k µ e la
learning rate alla k-esima iterazione.
Questo algoritmo puµ o essere implementato usando il metodo di Newton.
Una iterazione di questo metodo µ e la seguente:
xk+1 = xk ¡ A¡1
k rEk (3.13)
dove A¡1
k µ e la matrice Hessiana della funzione di errore all'iterazione cor-
rente. Tale metodo converge velocemente ma nel caso in cui la rete neurale
sia di tipo feed-forward µ e complesso calcolare la matrice Hessiana. Per risol-
vere questo problema viene quindi usato l'algortimo di Levenberg-Marquardt
che non deve calcolare la matrice Hessiana, la quale puµ o essere de¯nita come:
H = JTJ (3.14)
e il gradiente della funzione di errore puµ o essere calcolato come:
rE = JTe (3.15)
dove J µ e la matrice Jacobiana che contiene le derivate prime degli errori della
rete rispetto ai pesi ed e µ e il vettore degli errori. La matrice Jacobiana puµ o
essere calcolata tramite una tecnica di back propagation standard e quindi
la procedura µ e meno complessa rispetto a quella che prevede il calcolo della
matrice Hessiana. L'algoritmo Levenberg-Marquardt aggiorna i pesi nel
seguente modo, utilizzando un'approssimazione della matrice Hessiana:
xk+1 = xk ¡ [JTJ + ¹I]¡1JTe (3.16)40 CAPITOLO 3. POST-PROCESSING
quando lo scalare ¹ µ e pari a zero questo metodo coincide con quello di New-
ton, in cui perµ o viene utilizzata l'approssimazione della matrice Hessiana.
Quando ¹ µ e grande , questo metodo diventa a discesa del gradiente con un
piccolo step. Poichµ e il metodo di Newton diventa tanto piµ u accurato tan-
to piµ u ci si avvicina all'errore minimo. Quindi ¹ viene ridotto dopo ogni
iterazione che comporta una riduzione della funzione di errore e viene au-
mentata solo quando un'iterazione comporterebbe un aumento dell'errore.
Di conseguenza la funzione di errore viene ridotta ad ogni iterazione dell'al-
goritmo.
L'output della rete neurale al termine della fase di addestramento µ e riportato
in Figura 3.7b.
Figura 3.7: a) Input della rete neurale nella fase di training b) Output della
rete neurale alla ¯ne dell'addestramento
3.5 Post-processing dell'output della rete neurale
Come si puµ o osservare in Figura 3.7b a volte alcune parti del contorno cel-
lulare vengono classi¯cate come corpo cellulare, quindi alcuni contorni ven-
gono persi, e viceversa alcune parti del corpo cellulare vengono classi¯cate
erroneamente come contorno cellulare. Questi errori sono dovuti al fatto
che non sempre la di®erenza tra i livelli di grigio del corpo cellulare e del
contorno cellulare µ e su±ciente per ottenere una buona segmentazione. Per
risolvere questi problemi l'algoritmo prevede l'applicazione di una proce-
dura di post-processing. Questa procedura viene e®ettuata sullo scheletro41
dell'immagine. La scheletrizzazione µ e una procedura che sempli¯ca le forme
presenti in un'immagine con curve sottili anche di un solo pixel, come nel
nostro caso, mantenendo perµ o le caratteristiche topologiche e metriche.
La prima correzione operata nel post-processing µ e la connessione delle coppie
di tratti del bordo che hanno la stessa direzione e non sono molto lontani
tra loro [30]. Tale correzione puµ o introdurre nuovi falsi contorni, ma questo
non rappresenta un grave problema in quanto verranno quasi esclusivamente
eliminati con le successive operazioni del post-processing.
Per ogni cellula viene calcolata una serie di features che sono il raggio medio,
la deviazione standard del raggio, la deviazione standard del rapporto tra
il raggio e il raggio medio ed il rapporto tra le due diagonali principali. Da
queste features dipende un punteggio totale. L'obbiettivo µ e di migliorare
questo punteggio, attraverso successivi tentativi di fondere piccole cellule
adiacenti e dividere cellule particolarmente grandi. Qualsiasi operazione di
fusione o separazione viene e®ettuata soltanto se aumenta l'uniformitµ a delle
features tra le cellule, ovvero se aumenta il punteggio totale. Le features
con un'elevata variabilitµ a vengono quindi pesate meno nel calcolo del pun-
teggio totale, mentre un peso piµ u elevato µ e associato alle features uniformi.
Il processo iterativo di fusione e divisione (split and merge) termina quando
ulteriori fusioni o divisioni non migliorano la con¯gurazione attuale.
L'algoritmo considera il contorno di ogni cellula di area piccola ed in parti-
colare ne identi¯ca la porzione con intensitµ a maggiore, ovvero il bordo che
probabilmente appartiene in realtµ a al corpo cellulare. La cellula adiacente
a questa porzione del bordo viene fusa a quella piccola, ma la fusione viene
accettata solamente se la cellula risultante ha features uniformi, altrimenti
l'algoritmo tenta di fondere la cellula piccola ad un'altra ad essa adiacente,
se esiste.
La divisione delle cellule grandi viene, invece, e®ettuata considerando il con-
torno di tali cellule ed in particolare le parti concave del bordo. La cellula
viene divisa collegando due porzioni concave del contorno. Anche in questo
caso, la divisione viene accettata soltanto se le nuove cellule ottenute hanno
features uniformi e se la nuova porzione di contorno corrisponde e®ettiva-
mente a pixel scuri nell'immagine originale. Se questo metodo fallisce i pixel
scuri presenti nel corpo cellulare, che presumibilmente appartengono ad un
contorno, vengono riconosciuti applicando una soglia. In Figura 3.8c si pos-
sono osservare i contorni delle cellule della porzione di immagine riportata42 CAPITOLO 3. POST-PROCESSING
in Figura 3.8a dopo la procedura di splitting and merging. Si puµ o osservare
che una cellula di grandi dimensioni µ e stata divisa in due cellule tramite la
connessione delle due porzioni concave presenti nel suo contorno.
Figura 3.8: a) Input della rete neurale b) Output della rete neurale c)
Contorni cellulari dopo la procedura di post-processingCapitolo 4
Stima dei parametri clinici
4.1 Introduzione ai diversi parametri
Il pattern endoteliale nei bambini e negli individui sani µ e costituito, per
la maggior parte, da cellule esagonali della stessa dimensione. L'invecchi-
amento, le patologie della cornea, l'uso prolungato di lenti a contatto, gli
interventi chirurgici ed i trapianti di cornea possono indurre delle variazioni
morfologiche dell'endotelio corneale. Una delle possibili modi¯cheµ e la dimin-
uzione della densitµ a cellulare dovuta al fatto che le cellule endoteliali della
cornea non si riproducono. Per questo motivo lo spazio lasciato libero dalle
cellule morte viene occupato dalle cellule adiacenti, che si spostano e si al-
largano. Si osserva quindi una variazione della forma e delle dimensioni delle
cellule endoteliali. In particolare si assiste alla diminuzione della percentuale
di cellule esagonali ed all'aumento della varianza dell'area delle cellule.
I parametri con cui puµ o essere stimata l'alterazione del regolare pattern
endoteliale sono:
² densitµ a cellulare
² pleomor¯smo
² polimegatismo
La densitµ a cellulare µ e de¯nita come numero di cellule per millimetro quadra-
to. Essa viene calcolata come:
densitµ a cellulare =
1
area cellulare media
(4.1)
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dove l'area cellulare media viene calcolata dividendo l'area totale della ROI
per il numero di cellule in essa contenute, ottenendo cosµ ³ l'area cellulare
media in pixel. Questa viene poi trasformata in mm2 moltiplicandola per
la super¯cie di un pixel, che µ e pari a 0:30310¡6mm2.
Il pleomor¯smo µ e calcolato come la percentuale di cellule esagonali presenti
all'interno della ROI, quindi:
pleomorfismo =
numero cellule esagonali
numero totale cellule
¤ 100 (4.2)
dove il numero totale di cellule µ e dato dalle sole cellule della ROI circondate
da altre cellule, poichµ e per calcolare il numero di lati di una cellula l'algo-
ritmo si basa sul numero di cellule ad essa adiacenti. Non si possono quindi
considerare le cellule di bordo. Queste ultime appaiono in grigio in Figu-
ra 4.1. In¯ne il polimegatismo µ e de¯nito come il coe±ciente di variazione
Figura 4.1: Immagine segmentata manualmente in cui le cellule grige
rappresentano quelle non considerate per il calcolo del pleomor¯smo4.1. INTRODUZIONE AI DIVERSI PARAMETRI 45
dell'area delle cellule:
CV =
SDarea cellule
area cellulare media
¤ 100 (4.3)
dove SD µ e la deviazione standard dell'area cellulare media.
Tali parametri vengono stimati in modo automatico dall'algoritmo presen-
tato in questa tesi. Per valutare l'accuratezza dell'algoritmo i risultati
sono stati confrontati con quelli ottenuti dalle immagini segmentate man-
ualmente, assunti come valori di riferimento. Per stimare i parametri µ e
stata utilizzata la stessa procedura sia per le immagini segmentate auto-
maticamente che per quelle segmentate in modo manuale. In Figura 4.2a
si puµ o osservare un'immagine dell'endotelio corneale in cui i contorni sono
stati identi¯cati manualmente mentre in Figura 4.2b µ e riportata la stessa
immagine segmentata perµ o in modo automatico.
Figura 4.2: a) immagine in cui i contorni cellulari sono stati identi¯cati
manualmente b) immagine in cui contorni cellulari sono stati identi¯cati
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4.2 Risultati
Per ognuna delle trenta immagini del dataset sono stati stimati i parametri
clinici, densitµ a cellulare endoteliale (ECD), pleomor¯smo e polimegatismo
sia con il metodo manuale che con il metodo automatico. Di seguito sono
riportate tre tabelle, ciascuna contenente le stime dei tre parametri rispet-
tivamente, ottenute sia con il metodo manuale che con quello automatico.
In Tabella 4.1 sono riportate le stime della densitµ a cellulare. In Tabella
4.2 i valori stimati del pleomor¯smo ed in¯ne in Tabella4.3 le stime del
polimegatismo.
In ogni tabella µ e riportata anche la di®erenza tra i valori stimati con i
due metodi (automatico ¡ manuale), il suo valore assoluto ed il corrispon-
dente valore percentuale. Per ognuno dei tre parametri, densitµ a cellulare,
pleomor¯smo e polimegatismo, sono stati calcolati valore medio, deviazione
standard, valore minimo e valore massimo delle di®erenze tra il metodo au-
tomatico e quello manuale.
Considerando i valori assoluti delle di®erenze tra metodo manuale ed au-
tomatico per ogni immagine, la di®erenza percentuale media per densitµ a
cellulare, pleomor¯smo e polimegatismo µ e risultata essere rispettivamente
pari a 8;5%, 43;1%, 9;1%. Per quanto riguarda la densitµ a cellulare la devi-
azione standard delle di®erenze, la di®erenza minima e quella massima sono
rispettivamente pari a 4;4%, 2;5% e 17;2%. Per il pleomor¯smo esse sono
invece pari a 26;4%, 2;6% e 103;4%. In¯ne per il polimegatismo sono pari
8%, 0;3%, 31;5%.4.2. RISULTATI 47
Tabella 4.1: Per ognuna delle trenta immagini del dataset µ e riportata la
densitµ a cellulare [cellule/mm2] stimata con il metodo manuale e con quello
automatico. Inoltre sono riportate la di®erenza tra i due valori (Di®), con
il valore percentuale (%), e la di®erenza assoluta (Abs), anch'essa con il
valore percentuale (%). Inoltre sono riportati il valore medio (Average),
la deviazione standard (SD), il valore minimo (Min) ed il valore massimo
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Tabella 4.2: Per ognuna delle trenta immagini del dataset sono riportati
i valori del pleomor¯smo stimati con il metodo manuale ed automatico.
Inoltre sono riportate la di®erenza tra i due valori (Di®), con il valore per-
centuale (%), e la di®erenza assoluta (Abs), anch'essa con il valore per-
centuale (%). Inoltre sono riportati il valore medio (Average), la deviazione
standard (SD), il valore minimo (Min) ed il valore massimo (Max) di Di® e
Abs, con i rispettivi valori percentuali4.2. RISULTATI 49
Tabella 4.3: Per ognuna delle trenta immagini del dataset sono riportati
i valori del polimegatismo stimati con il metodo manuale ed automatico.
Inoltre sono riportate la di®erenza tra i due valori (Di®), con il valore per-
centuale (%), e la di®erenza assoluta (Abs), anch'essa con il valore per-
centuale (%). Inoltre sono riportati il valore medio (Average), la deviazione
standard (SD), il valore minimo (Min) ed il valore massimo (Max) di Di® e
Abs, con i rispettivi valori percentuali50 CAPITOLO 4. STIMA DEI PARAMETRI CLINICI
In Figura 4.3, 4.4, 4.5 sono riportati i gra¯ci delle stime di densitµ a cellu-
lare, pleomor¯smo e polimegatismo, rispettivamente, ottenute con il meto-
do automatico in funzione di quelle ottenute con il metodo manuale. I
dati sono stati approssimati con una retta di regressione lineare. La cor-
relazione tra i due metodi µ e stata descritta quantitativamente mediante il
coe±ciente di correlazione di Pearson (R), ottenuto dividendo la covarianza
delle due variabili x e y, dove x µ e il vettore delle stime manuali e y quello
delle stime automatiche, per il prodotto delle deviazioni standard di x e y
rispettivamente:
R =
¾xy
¾x¾y
(4.4)
¾xy =
n X
i=1
(xi ¡ xm)(yi ¡ ym) (4.5)
¾x = (
n X
i=1
(xi ¡ xm)2)
1
2 (4.6)
¾y = (
n X
i=1
(yi ¡ ym)2)
1
2 (4.7)
dove xm e ym sono i valori medi di x e y rispettivamente, ¾xy µ e la covarianza
tra x e y, ¾x µ e la deviazione standard di x e ¾y µ e la deviazione standard di
y. Il coe±ciente R assume sempre valori compresi tra ¡1 e 1. Esso vale 0 se
le due variabili sono indipendenti, vale 1 se si µ e in presenza di correlazione
lineare positiva (y = Bx + A, dove B > 0) mentre vale ¡1 in presenza di
correlazione lineare negativa (y = Bx+A, dove B < 0). Tanto piµ u il valore
del coe±ciente si avvicina a ¡1 o 1 tanto maggiore µ e la correlazione tra le
due variabili.
Il coe±ciente di correlazione µ e risultato essere pari a 0.98 per la densitµ a
cellulare, 0.3 per il pleomor¯smo e 0.67 per il polimegatismo. Risulta quindi
esserci una buona correlazione tra i due metodi per quanto riguarda densitµ a
cellulare e polimegatismo mentre per il pleomor¯smo la correlazione non µ e
soddisfaciente in accordo con quanto osservato prendendo in considerazione
la di®erenza percentuale media tra i due metodi.4.2. RISULTATI 51
Figura 4.3: Stime della densitµ a cellulare ottenute con il metodo automatico
in funzione delle stime otteute con il metodo manuale. La linea tratteggiata
rappresenta la linea dell'identitµ a mentre la linea continua rappresenta la
regressione lineare
Figura 4.4: Stime del pleomor¯smo ottenute con il metodo automatico in
funzione delle stime otteute con il metodo manuale. La linea tratteggiata
rappresenta la linea dell'identitµ a mentre la linea continua rappresenta la
regressione lineare52 CAPITOLO 4. STIMA DEI PARAMETRI CLINICI
Figura 4.5: Stime del polimegatismo ottenute con il metodo automatico in
funzione delle stime otteute con il metodo manuale. La linea tratteggiata
rappresenta la linea dell'identitµ a mentre la linea continua rappresenta la
regressione lineareConclusioni
Lo scopo di questa tesi µ e stato ottimizzare un algoritmo originariamente
pensato per analizzare le immagini dell'endotelio corneale acquisite tramite
microscopio confocale ed adattarlo alle immagini acquisite tramite micro-
scopio speculare.
L'algoritmo fornisce in modo completamente automatico le stime dei para-
metri clinici, densitµ a cellulare, pleomor¯smo e polimegatismo. Per validare
l'algoritmo i risultati sono stati confrontati con quelli ottenuti dalle immagi-
ni segmentate manualmente. La di®erenza percentuale tra densitµ a cellulare,
pleomor¯smo e polimegatismo ottenuti con il metodo automatico ed i cor-
rispondenti valori ottenuti con il metodo manuale µ e, in media, pari a 8;5%,
43;1% e 9;1% rispettivamente. Le stime di densitµ a cellulare e polimegatismo
ottenute in modo automatico risultano quindi abbastanza a±dabili. Per
il pleomor¯smo, invece, il risultato non µ e ancora soddisfaciente, questo µ e
dovuto al fatto che tale parametro µ e molto sensibile all'identi¯cazione dei
contorni, che dev'essere estremamente accurata a±nchµ e la stima risulti at-
tendibile. La maggiore di®erenza tra i due metodi si riscontra infatti per le
immagini in cui l'algoritmo ha compiuto molti errori di segmentazione. L'i-
denti¯cazione dei contorni viene e®etuata dalla rete neurale, la quale µ e stata
addestrata considerando cinque coppie di immagini, ciascuna costituita da
un input, immagine di training, e dal corrispondente output, immagini tar-
get. Le immagini target sono state ottenute tracciando manualmente i bordi
cellulari, dello spessore di un pixel. I contorni delle cellule nelle immagini
date in input alla rete hanno perµ o spessore maggiore. Per questo moti-
vo, nonostante le immagini di output al termine dell'addestramento siano
correttamente segmentate, µ e probabile che la rete neurale non sia stata ad-
destrata in modo ottimale e che quindi commetta degli errori. In futuro un
primo tentativo per migliorare l'identi¯cazione dei contorni e di conseguenza
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aumentare l'a±dabilitµ a delle stime dei parametri clinici potrebbe essere au-
mentare lo spessore dei contorni tracciati manualmente. L'algoritmo potrµ a
essere ulteriormente ottimizzato per fornire risultati migliori per tutti e tre
i parametri clinici. Tuttavia al momento l'algoritmo presentato si puµ o co-
munque considerare un valido strumento da utilizzare in ambito clinico per
stimare densitµ a cellulare e polimegatismo a partire da immagini acquisite
tramite microscopio speculare.Bibliogra¯a
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