Abstract. We illustrate the use of internal objects in the nonlinear theory of generalized functions by means of an application to microlocal analysis in Colombeau algebras.
Introduction
As is well known, the Colombeau algebras G(Ω) [1, 2, 8] are differential algebras of generalized functions containing the space of Schwartz distributions. They have found diverse applications in the study of partial differential equations [9, 10, 11] , providing a framework in which nonlinear equations and equations with strongly singular data or coefficients can be solved and in which their regularity can be analyzed. The natural extension of microlocal analysis of Schwartz distributions to the Colombeau generalized function algebras is the so-called G ∞ -microlocal analysis, which has been developed using the concept of G ∞ -regularity [3, 4, 5, 6, 10] . Recently, we introduced a refinement called G ∞ -microlocal analysis in which one can consider microlocal regularity at generalized points (x 0 , ξ 0 ) in the cotangent bundle of the domain [20] . Also the neighbourhoods which can be considered have generalized (infinitesimal) radii. The reason to introduce this refinement is the following: since equations with strongly singular data or coefficients in Colombeau algebras are modeled by regularization, the corresponding differential operators themselves become generalized operators. Hence it is to be expected that the most suitable setting to study the propagation of singularities under such operators is by means of generalized objects (generalized characteristic varieties, etc.). The development of G ∞ -microlocal analysis has been obtained using the principles introduced in [18, 19] which originate from nonstandard analysis, although [20] does not require the knowledge of these principles from the reader. That writing style comes with two disadvantages: a loss of intuition, and rather technical proofs. In this paper, we show that these principles are developed well enough to write the complete proofs of these recent research results, thus revealing the underlying intuition more clearly. At several places (especially in Theorem 7.2), we were able to significantly simplify the proofs in [20] . We hope that this may serve as an example for researchers in the field, helping them to use the same techniques also in their own work. To keep the paper self-contained, we recall the definitions of the internal objects and the principles that are used. 
Internal objects
The internal objects that we will consider are closely related to the approach in [15] (see also [16] ).
where ∼ is the equivalence relation defined by
which we read as: x ε = y ε for (sufficiently) small ε. We denote by [x ε ] ∈ * A the equivalence class of (x ε ) ε ∈ A I . By definition, elements of * A are called internal. We denote * a := [a] (the equivalence class of the constant family (a) ε∈I ). Since this defines an injection * : A → * A, we will identify a ∈ A with * a ∈ * A. It is clear that * (R d ) and ( * R) d are isomorphic, and we will identify both.
Since it is a canonical extension, it is customary to write f :
By definition, such subsets are called internal. In particular,
By definition, such maps are called internal. Any binary relation R on A has an extension on * A (which is also called internal):
Since it is a canonical extension, it is customary to write R := * R. Caution: x * (¬R)y is not equivalent with ¬(x * R y), hence we will not drop stars in * =, * ≤, . . . to avoid ambiguities (in contrast, we use x = y for ¬(x = y)). If X ε are nonempty sets of maps A → R d ′ (for each ε ∈ I), we define
By definition, [X ε ] consists of internal maps only. We define again * X := [X]. Then for any f ∈ X, its canonical extension * f belongs to * X. In this paper, we will mainly consider * X for a function space X ⊆ C ∞ (R d ). We denote by P ∅ (A) the set of all nonempty subsets of A.
A ε ∈ B, for small ε}.
is the set of all internal subsets of * R d as defined above (notice that ∅ is not internal by definition).
More generally, if (for each ε) f ε are maps 
where we identify
By definition, also such maps are called internal. We define again * f := [f ]. E.g., in this paper, we will use
for internal A, B, α, f , where we consider
As differentiation, integration and Fourier transform are among the most basic operations in analysis, we will write ∂ := * ∂, := * and F := * F (this corresponds to the usual ε-wise definitions in Colombeau theory). As * sup is the supremum for the partial order on * R, we will write sup := * sup. However, as * ∪ is not the set-theoretic union, we will not drop stars here. The above construction can be inductively extended to larger classes of objects, all of which are called internal [18] , but the above definitions suffice for this paper.
Principles from nonstandard analysis
Proving properties about internal objects is considerably simplified through the following principles [18] . F1. (atomic formulas) If t 1 , t 2 are terms and R is a relation variable, then t 1 = t 2 , t 1 ∈ t 2 and t 1 R t 2 are formulas. F2. If P , Q are formulas, then P & Q is a formula.
F3. If P is a formula, x is a variable free in P and t is a term in which x does not occur, then (∃x ∈ t)P is a formula. F4. If P is a formula, x is a variable free in P and t is a term in which x does not occur, then (∀x ∈ t)P is a formula.
In practice, we will use rule [F5] in formulas by simply writing (∀x ∈ t)(P ⇒ Q), silently checking that the side condition (∃x ∈ t)P is fulfilled. Notation 3.2. We write P (x 1 , . . . , x m ) for a formula P in which the only occurring free variables are x 1 , . . . , x m . We denote by P (c 1 , . . . , c m ) the formula P in which the variable x j has been substituted by the object c j (for j = 1, . . . , m). In this case, c j are called the constants occurring in the formula. Relation variables (resp. function variables) can only be substituted by (binary) relations (resp. functions). The slight ambiguity that might result from these notations is similar to the notation for a function f (x) and its value f (c), and is clarified by the context. An internal formula is a transferrable formula in which all constants are internal.
Notice that disjunction (∨) and negation (¬) are not allowed in the formation rules. Also, we only allow bounded quantifiers (i.e., expressions '∀x' and '∃x' have to be followed by '∈ t'). The reasons to consider this particular class of formulas are:
. . , a m ) be a transferrable formula, in which the constants a j are transferrable objects. Then
Remark 3.4. The transferrable formulas that we just defined are called h-formulas in [14] and Palyutin formulas in [13] . Already [14] mentions the transfer principle for these formulas.
Theorem 3.5 (Internal Definition Principle). [18]
Let A be an internal set. Let P (x) be an internal formula. If {x ∈ A : P (x)} = ∅, then {x ∈ A : P (x)} is internal.
Definition 3.6. We call x ∈ * R infinitesimal if |x| ≤ 1/n for each n ∈ N. Notation: x ≈ 0. We call x ∈ * R infinitely large if |x| ≥ n for each n ∈ N. Notation: x ∈ * R ∞ . We also write
Notice that N, R, * R ∞ and ≈ are external (i.e., not internal), and therefore not allowed in internal formulas.
Theorem 3.7 (Spilling principles). [18] Let
We will also use the following convenient version of the Saturation principle [18] : Theorem 3.8 (Quantifier switching). [18] Let A be an internal set. For each n ∈ N, let P n (x), Q n (x) be internal formulas. If P n gets stronger as n increases (i.e., for each n ∈ N and x ∈ A, P n+1 (x) ⇒ P n (x)) and if
we find that ext(A) = * co(A) for each internal A ⊆ * R d with ext(A) = ∅. If R is a ring and e ∈ R is idempotent (i.e., e 2 = e), then we denote its complement idempotent e c := 1 − e. We denote R Id := {e ∈ R : e 2 = e}.
e j = 1 .
Again by transfer, an internal set
Since, by transfer, * co({x ∈ * R : x ≤ 0}) = {x ∈ * R : x > 0}, we have in particular (although the order on * R is not total)
or, equivalently, (∀x, y ∈ A)(∀e ∈ * R Id )(xe = ye ⇒ u(x)e = u(y)e).
For A ⊆ E ⊆ R d , we also denote ext E (A) := E ∩ ext(A), the exterior of A in E.
Lemma 4.1. Let E ⊆ * R d be internal. Let A be a countable union of internal subsets of E and let ext E (A) = ∅. Let P (x) be an internal formula. If P (x) holds for each x ∈ A ∪ ext E (A), then P (x) holds for each x ∈ E.
Proof. As {x ∈ E : P (x)} is internal, P (x) also holds for each x ∈ interl(A ∪ ext E (A)). Let A = n∈N A n with A n ⊆ E internal. Let n ∈ N. If x ∈ ext E (A), then x * / ∈ A 1 , . . . , x * / ∈ A n , and thus, by transfer,
By Quantifier switching, we find an internal C ⊆ E with ext E (C) = ∅, A ⊆ C and P (x), ∀x ∈ C. Then also
A := {x ∈ E : |x| ≤ r n , for some n ∈ N} and B := {x ∈ E : |x| > r n , ∀n ∈ N} or A := {x ∈ E : |x| ≥ r n , for some n ∈ N} and B := {x ∈ E : |x| < r n , ∀n ∈ N}.
If A, B = ∅ and |u| ≤ r on A ∪ B, then |u| ≤ r on E.
Proof. Consider the first case (the second case is similar). Let A n := {x ∈ * R d : |x| ≤ r n } and B n := {x ∈ * R d : |x| > r n }. As (r n ) n is monotone and A = ∅, w.l.o.g. A n ∩ E = ∅, and thus A n ∩ E are internal. In order to apply the previous lemma with P (x) := (|u(x)| ≤ r), we show that B = ext E (A). By transfer, ext(A n ) = * co(A n ) = B n . The result follows, since ext(
In practice, we will often use the following convenient version of over-and underspill:
Proposition 4.3 (Overspill). Let P (m) be an internal formula. Then P (m) holds for sufficiently small m ∈ * N ∞ ⇐⇒ P (m) holds for sufficiently large m ∈ N i.e.,
Proof. Let A := {m ∈ * N : P (m)}. ⇒: by assumption and eq. (4.1), 
Moderateness and M ∞ -regularity
We denote the infinitesimal ρ :
−N for some N ∈ N, and negligible (notation: x ≅ 0) if |x| ≤ ρ n for each n ∈ N. In this paper, Ω ⊆ R d will denote an open set. We call
C. We say that u is supported in K (cf. also [7] ; notation: supp(u) ⊆ K) if u = 0 on ext(K). For u ∈ * (C ∞ (R d )), this means (by transfer) that * supp(u) ⊆ K (i.e., supp(u ε ) ⊆ K ε for small ε). We say that u is compactly
Proof. Seeking a contradiction, suppose that (∀n ∈ N) (∃x ∈ B) (x / ∈ A n ). By Quantifier switching, there would exist x ∈ B such that x / ∈ A.
Then u is compactly supported in A iff u is compactly supported in A n for some n ∈ N.
Proof. If K ∈ * (K(R d )) and K ⊆ A, then K ⊆ A n for some n by the previous lemma.
Proof. ⇒: by Quantifier switching, as in [19, Prop. 7.6] . ⇐: for each n ∈ N, 
Thus (cf. also [19] ) the Colombeau algebras
and we call x slow scale if x belongs to *
We call x ∈ * R d a slow scale infinitesimal (notation: x ≈ slow 0) if x ≈ 0 and 1 |x| is slow scale, i.e., if ρ a ≤ |x| ≤ a, ∀a ∈ R >0
and we call x a fast scale infinitesimal (notation:
We write x ≈ fast y (resp. x ≈ slow y) for x − y ≈ fast 0 (resp. x − y ≈ slow 0). We call a slow scale neighbourhood of x 0 ∈ * R d any set that contains {x ∈ * R d : |x − x 0 | ≤ r} for some r ≈ slow 0 (r ∈ * R >0 ). A conic slow scale neighbourhood of ξ 0 ∈ * S is a cone Γ ⊆ * R d with vertex 0 that contains a slow scale neighbourhood of ξ 0 (thus there exists some r ≈ slow 0 (r ∈ * R >0 ) such that ξ |ξ| − ξ 0 ≤ r ⇒ ξ ∈ Γ). By Cor. 4.2, we obtain:
To keep this paper self-contained, we recast some properties concerning M S and the Fourier transform in this setting (cf. also [17] ):
The result follows by Cor. 4.2.
The result follows by overspill. 4. Let k ∈ N and m ∈ N as in part (3). Then
.
We denote S := {x ∈ R d : |x| = 1}.
We use the following notation. We fix φ 0 ∈ D(B(0, 1)) with 0 ≤ φ 0 ≤ 1 and with φ 0 (x) = 1 for each x ∈ B(0, 1/2). For m ∈ * N and x 0 ∈ * R d , we denote
Proposition 6.6. For u ∈ M( * Ω c ) and (x 0 , ξ 0 ) ∈ * Ω c × * S, the following are equivalent:
Proof. * Ω c ).
Consistency with M ∞ -regularity
We now proceed to show that the projection of the wave front set in the first coordinate is the singular support (Theorem 7.4).
We first prove the following uniform version of Proposition 6.6:
* Ω c ) be M ∞ -microlocally regular at (x 0 , ξ 0 ), for each x 0 ∈ V and each ξ 0 ∈ * S ∩ Γ.
Then there exists
Proof. Let m 0 ∈ * N ∞ as in the previous lemma. (1) For each k ∈ N, x 0 ∈ V and ξ 0 ∈ * S ∩ Γ, there exists m ∈ * N with k < m ≤ m 0 s.t. ≈ fast ξ 0 . As x 0 ∈ V and ξ 0 ∈ * S ∩ Γ are arbitrary, the result follows.
Remark 7.3. The previous proof indicates the need to go beyond the ring R of generalized Colombeau numbers. Although one can also formulate an overspill principle in this context [12] , one cannot distinguish between ρ k (k infinitely large) and 0 in R.
Theorem 7.4. Let x 0 ∈ * Ω c . For u ∈ M( * Ω c ), the following are equivalent:
(1) u is M ∞ -microlocally regular at (x 0 , ξ 0 ), for each ξ 0 ∈ * S (2) u ∈ M ∞ (V ) for some slow scale neighbourhood V of x 0 .
Proof. * Ω c ), the following are equivalent:
(1) u ∈ M ∞ (V ) for some slow scale neighbourhood V of x 0 (2) (∃N ∈ N) (∀α ∈ N d ) (∀x
Proof. For n ∈ * N, let A n := B(x 0 , ρ 1/n ). Then A n is internal and {x ∈ * Similarly, we can extend other operations to hyperfinite sets, e.g., for A ∈ * (E(R d )) and u: *
