I. INTRODUCTION
IN statistics, outlier is an observation that is numerically distant from the rest of the data [1] . Grubbs defined outlier as an observation that appears to deviate markedly from other members of the sample in which it occurs [3] . Occurrence of outliers may be by chance in any distribution, but they are often indicative either of measurement error or of one population that has a heavy-tailed distribution. If the occurrence is by chance, robust statistical methods are being used to discard them. In case they indicate that the distribution has high kurtosis then one should be very cautious in using tools or intuitions that assume a normal distribution. A mixture model is frequently used for these two distinct sub-populations. Outlier points can indicate faulty data or erroneous procedures where a certain theory might not be valid. However, in large samples, a small number of outliers is to be expected (and not due to any anomalous condition). Outliers are most extreme observations with maximum or minimum sample. However, the sample maximum and minimum are not always outliers because they may not be unusually far from other observations. Thus, the term "outliers" to values "that lies very far from the middle of the distribution in either direction". This definition is applicable for continuously valued variables having a smooth pdf values. Sometimes, numeric distance is not the only consideration in detecting continuous outliers. "An outlier is a single, or very low frequency, occurrence of the value of a variable that is far away from the bulk of the values of the variable". The frequency of occurrence should be an important criterion for detecting outliers in categorical (nominal) data, which is quite common in the real-world databases. A more general definition of an outlier is given in: an observation (or subset of observations) which appears to be inconsistent with the remainder of that set of data [1] . The real cause of outlier occurrence is usually unknown to data users and/or analysts. Sometimes, this is a flawed value, resulting from the poor quality of a data set, i.e., a data entry or a data conversion error.
Outlier detection methods have been used to detect and remove anomalous values from data [7] . There are three approaches in the outlier detection process.
Determine the outliers through learning approach. No prior knowledge of the data is similar to unsupervised clustering. This approach processes the data as a static distribution, pinpoints the most remote points and identify them as potential outliers.
Pre-labeled data are marked as both normal and abnormal. This approach is similar to supervised classification .This is a semi-supervised recognition or detection task. This algorithm learns to recognize.
II. RELATED WORK
Mathematical calculations are used to find out whether the outlier came from the same or different population. Many statistical methods have been devised for detecting outliers by measuring how far the outlier is away from the other values. This can be the difference between the outlier and the mean of all points or the difference between the outlier and the Different computer-based approaches have been proposed for detecting outlying data and it cannot be claimed that this is the generic or universally acceptable method. Therefore , these approaches were classified into four major categories based on the techniques used , which are: distribution-based, distance-based, density-based and deviation-based approaches [7] . Distribution-based approaches develop statistical models from the given data and then identify outliers with respect to the model using discordance test. Data sets may follow normal or Poison distribution. Objects that have low probability belong to the statistical model are declared as outliers. However, Distribution-based approaches cannot be applied on multidimensional data because they are univariate in nature. In addition, a prior knowledge of the data distribution is required, making the distribution-based approaches difficult to be used in practical applications. In the distance-based approach, outliers are detected by measuring distance. Main limitations of statistical methods are countered by this approach. Rather than working on statistical tests , objects that do not have enough neighbors are defined based on the distance from the given object. Densitybased approaches compute the density of regions in the data and declare the objects in low dense regions as outliers. An outlier score to any given data point, known as Local Outlier Factor (LOF), depending on its distance from its local neighborhood, is assigned. Deviation-based approaches do not use statistical tests or distance-based measures to identify outliers. The objects that deviate from the description are treated as outliers.
Outlier detection methods can be divided as univariate methods, and multivariate methods. Currently many researches are worked upon multivariate methods. Another fundamental taxonomy of outlier detection methods is between parametric (statistical) methods and non-parametric methods that are model-free. Statistical parametric methods work on the assumption that underlying observations are known or, at least, they are based on statistical estimates of unknown distribution parameters [3] [4] . These methods flag those observations that deviate from the model assumptions as outliers. They are often unsuitable for high-dimensional data sets and for arbitrary data sets without prior knowledge of the underlying data distribution .
Regression analysis is a statistical tool for the investigation of relationships between variables [2] . Multiple regression is a technique that allows additional factors to enter the analysis separately so that the effect of each can be estimated. It is valuable for quantifying the impact of various simultaneous influences upon a single dependent variable. Further, because of omitted variables bias with simple regression, multiple regression is necessitated, because we are interested in the effects of one of the independent variables. Outliers are subject to masking and swamping [2] [1] . One outlier masks a second outlier. In the presence of the first outlier the second is not considered as an outlier but can be considered an outlier only by itself. Thus, after the deletion of the first outlier the second appears as an outlier. In masking the resulting distance of the outlying point from the mean is short. 
Here n is the dataset size, and p is the number of estimated parameters (number of descriptors + 1 for a regression with intercept). This method evaluates the overall influence of each observation.
DFFITS measures how much an observation has affected its fitted value from the regression model. It also measures values larger than in absolute value. These measures are highly influential. In DFFITS , the differences in individual fitted values with and without particular cases are calculated.
The following rules [3] are followed to consider the case influential if
• DFFITS > 1 for small data sets, or if • DFFITS > 2 (p/n)1/2 for large data sets Cook'sD measures aggregate impact of each observation on the group of regression coefficients, as well as the group of fitted values. By this method, differences in an aggregate of all fitted values with and without particular case values are calculated. It measures the influence of cases on all n fitted values . Cook'sD does not require that n different regressions be run. According to Cook'sD, a particular case can be influential by [5] • F(p, n-p) distribution. If the percentile is less than 0.10 or 0.20(not p value), then the particular case is relatively little influential. If the percentile is 0.5 or more, the case has a major influence on the fit.
Most assumptions of multiple regression cannot be tested explicitly but gross deviations and violations can be detected and dealt with appropriately. Outliers bias the results and skew the regression line in a particular direction , thereby leading to biased regression coefficients. Exclusion of a single deviated value can give a completely different set of results and model. The regression line demonstrates the prediction of the dependent variable (Y), by giving the independent variables (X). Observed points are varied around the fitted regression line. The deviation of a particular point from the regression line (predicted value) is called the residual value. Multiple regression analysis is capable of dealing with an arbitrarily large number of explanatory variables. With n explanatory variables, multiple regression analysis will estimate the sum of squared errors. Its intercept implies the constant term, and its slope in each dimension implies one of the regression coefficients.
In regression analysis , the term "leverage" is used for an undesirable effect . High leverage values do not make considered an "outlier" has an over proportional effect on the resulting regression curve. This effect may completely corrupt great impact on coefficients. It means that a single data point which is located well outside the bulk of the data and may be considered an "outlier" has an over proportional effect on the resulting regression curve. This effect may completely corrupt a regression model depending on the number of the samples and the distance of the outlier from the rest of the data. This regression model would be good in the absence of an outlier.
IV. RESULTS AND DISCUSSION
Now, we investigate our proposed method by using a synthetic data set. This is an artificial data set with two dimensions and values are entered to demonstrate how regression methods are used for detecting outliers and their influence. This data set has 14 attributes with 47 examples. All 14 attributes are continuous attributes.
This dataset has 47 instances. We want to explain the continuous attribute CrRate(CrimeRate) from four attributes such as Male14-24, Education, Unemp14-24 (Unemployed) and FInc(FamilyIncome). All the four attributes are also continuous in nature. Outliers are very different to the others i.e. they look, do not belong to the analysed population and if we remove these influential values, they lead us to a different model. The distinction between these kinds of points is not always obvious. One hypothesis is formulated about the relationship between the variables of interest, here, Education and CrimeRate, Male14-24 and CrimeRate, Unemp14-24 and Crime Rate, Family Income and CrimeRate. Common experience suggests that less family income is an important factor for inducing unemployed youth to commit more crimes. In our database only four records are discriminated which implies normal assumption is tend to make more money, people commit crime so that crime rate will be high for the group with less family income. But this assumption proved wrong here that male12-24 hailed from high family income commit more crimes. Thus, the hypothesis is that higher level of unemployment causes higher level of Crime but other factors also affect it. To investigate this hypothesis, we analyzed the data on Education and FamilyIncome (earnings) for the individuals at the age group of 14-24. Here CrimeRate is the dependent variable and remaining four variables male-14-24, Education, Unemployed 14-24 and FamilyIncome are independent variables. Let E denote education in years of schooling for each individual, and let I denote that individual's earnings in dollars per year. We can plot this information for all of the individuals in the sample using a two-dimensional diagram, conventionally termed a "scatter" diagram.
Effect of each variable can be estimated separately by using Multiple regression. Impact and influence of different variables upon a single dependent variable can also be quantified. As an investigator, we are interested only in the effects of different independent variables. Four independent variables Male14-24, Unemployed14-24, Family Income, Education and one explanatory variable CrimeRate are used to depict the effect in different scatter diagrams. Table 3 Figure 1 In this paper multiple linear regression with n explanatory variables are used. We proved through examples that Multiple regression allows analysis of additional factors to estimate effect of each variable and quantifying the impact of simultaneous influence upon a single dependant variable. Regression models also explain the variation in the dependent variable well. Here we use this for predictive purposes. Above two statistics Cook'sD and DFFITS after careful consideration, omit influential points and regressions are refitted. Effect of the case can be studied by deleting the particular case from the data and analyzing the rest of the population. Multiple outliers are detected in multiple linear regression model. Distributions are used to get suitable cutoff points. Procedures are proposed and implemented with examples. Regression is not robust if the data set is small and can lead to inaccurate estimates.
