Weighted inequalities f q,ν,B 0 ≤ C n j=1 f xj p,ω j ,B 0 of Sobolev type (supp f ⊂ B 0 ) and of Poincaré type (f ν,B 0 = 0) are studied, with different weight functions for each partial derivative f x j , for parallelepipeds B 0 ⊂ E n , n ≥ 1. Also, weighted inequalities f q,ν ≤ C Xf p,ω of the same type are considered for vector fields X = {X j }, j = 1, . . . , m, with infinitely differentiable coefficients satisfying the Hörmander condition.
§1. Introduction
This paper is devoted to weighted versions of the classical inequalities
of Sobolev type if supp f ⊂ B 0 and of Poincaré type iff B 0 = 0 (see [1] ). In terms of a certain system of parallelepipeds (balls of the quasimetric | · |σ), we study the inequalities
of the above types, with different weight functions for each partial derivative f x j (Theorems 2.1 and 2.2). For p = 2, such inequalities may turn out to be useful when applying the general method (see [2, 3, 4] ) for the study of regularity, the Harnack inequality, and the Wiener criterion for weak solutions of degenerate elliptic equations of the form
where A = a ij (x) is a real symmetric matrix such that there exists µ ∈ (0, 1] with
for all ξ ∈ E n . This case has been studied relatively poorly, in comparison with the uniform case (ω j (x) ≡ ω(x), j = 1, 2, . . . , n); a summary of the results pertaining to the uniform case was given, e.g., in [5, Theorem 5] .
A modern approach to the study of these issues is related to applying the Carnot-Carathéodory metric in the case of the degenerate vector field (1.5)
which, in its turn, is given in terms of some family of curves ("horizontal curves"). Since the coefficients in (1.5) may fail to be smooth, in [3, 8, 9] the Hörmander condition was replaced with appropriate conditions of a geometric nature. We also consider the weighted inequalities
for vector fields X = {X j }, j = 1, . . . , m, with C ∞ -coefficients that satisfy the Hörmander condition [10] of finite rank
where B 0 is a metric ball of a special Carnot-Carathéodory metric determined by the vector field. Inequalities (1.6) find applications to the study of regularity, the Harnack inequality, etc., for solutions of subelliptic equations (1.8) m j=1 X * j (A(x, u, Xu)) = 0 (see, e.g., [11, 12, 13] ), where X * j denotes the formal conjugate to X j , and A : D × E 1 × E n → E n is a Carathéodory function satisfying the coercivity condition (see [13] ). §2. Definitions, notation, and formulation of results
To adequately formulate our results, we list some definitions and notation. The ndimensional Euclidean space of points x = (x 1 , . . . , x n ), n ≥ 1, is denoted by E n . Suppose some metric (or quasimetric) ρ(x, y) is given in E n . We put ρ(x) = ρ(x, 0). In particular, given a systemσ = {σ 1 , σ 2 , . . . , σ n } of positive numbers, we can consider the quasimetric ρ(x, y) = max 1≤i≤n {|x i − y i | 1/σ i }; by analogy with the Euclidean metric, we denote this ρ(x, y) by |x − y|σ. B(x, r) = {y ∈ E n : ρ(x, y) < r} is the metric ball centered at x ∈ E n of radius r > 0; d(Ω) = sup{ρ(x, y) : x, y ∈ Ω} is the metric diameter of a domain Ω. We write r(B) for the radius of a metric ball B. We put e j (B) = sup{|x j − y j | : x, y ∈ B}; this is the length of the jth edge of B. For a measurable set E, its Lebesgue measure is denoted by |E|. For an integrable nonnegative function f and a measurable set E, we denote
Lip(D) is the space of functions Lip-continuous in D. Lip 0 (D) will denote the subspace in Lip(D) formed by the functions that vanish on the boundary ∂D of the domain D ⊂ E n .
We denote by L p,ν (D) the space of measurable functions in D for which the norm
is finite. If this leads to no confusion, we shall simply write f p,ν in place of f p,ν,D . The quantitiesf
are the mean values of f in D.
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Let ω be a nonnegative locally integrable function, Ω E n a compact set, and ρ a metric (or quasimetric) in E n . We say that ω satisfies the condition A p (= A p (Ω, ρ, dx)),
(Ω). We say that a function v satisfies the condition A ∞ (= A ∞ (Ω, ρ, dx)) if there exist constants C, δ > 0 such that
(Ω), and any subset E ⊂ B. Suppose we are given a pair of nonnegative functions v, ω such that v, ω −1/(p−1) ∈ L 1,loc for 1 < p < ∞ and ω −1 ∈ L ∞,loc for p = 1 (these conditions will be assumed throughout).
We say that the functions v, ω satisfy the local balance condition in Ω if
If ω satisfies A p , then (2.4) turns into the condition
In Theorem 2.2, for the quasimetric | · |σ and a fixed ball Ω = B 0 , instead of A ∞ we assume the following condition A ∞ (= A ∞ (Ω, | · |σ, χ Ω dx)): there exist C, δ > 0 such that
(Ω) and any subset E ⊂ B.
The Sobolev inequality to be proved in the case of the quasimetric | · |σ looks like the following.
, then there exists a positive number C 0 , depending on n, q and the constants C and δ occurring in (2.3), such that for any f ∈ Lip 0 (B 0 ) we have 
is fulfilled for any quasimetric ball B = B(x, t), x ∈ B 0 , 0 < t ≤ 2d(B 0 ), then there exists a positive number C 0 , depending on n, q and the constants C and δ occurring in (2.6) , such that for any f ∈ Lip(B 0 ) we have
As applications of Theorems 2.1 and 2.2, we present the following two examples, which pertain to the case where p = 2.
Example 2.1. Let β = (β 1 , . . . , β n ) be a fixed vector with nonnegative components, and let η ≥ 0 be such that max 1≤j≤n β j ≤ ( n k=1 β k + nη)/2. Next, let the numbers σ i for the quasimetric | · |σ be defind by σ i = η+β i 2 , i = 1, . . . , n. Suppose that
Then there exists a positive constant C = C(n, η, β) such that for any f ∈ Lip 0 (B a R ) we have
. Example 2.2. Let vectors β = (β 1 , . . . , β n ),σ = (σ 1 , . . . , σ n ) and numbers q, η be as in Example 2.1. Then there exists a constant C = C(n, η, β) such that for any f ∈ Lip(B a R ) we have inequality (2.12), where f is replaced with f −f B a R . Remark 2.2. It is of interest to consider the approach where the parallelepipeds of the metric |·|σ are replaced by an arbitrary system of parallelepipeds {P }, without any reference to a metric or quasimetric; however, {P } and the system of weights {v, ω 1 , . . . , ω n } must be coordinated so as to allow the verification of (2.7) (or (2.9)). Also, {P } should possess the following properties.
1) The Besicovitch property: let A ⊂ E n be an arbitrary bounded set (in the Euclidean metric), and let G ⊂ {P } be a subsystem that covers A, i. e., there exists {P (x)} ⊂ G such that A ⊂ x∈A P (x). Then the covering G admits a finite or countable subcovering {P i } i∈N of finite multiplicity C n > 0, i.e.,
2) For every γ ∈ (0, d 0 ), where d 0 ∈ (0, 1) is some number, every compact set K ⊂ E n , and almost every x ∈ int K, there exists a parallelepiped P γ (x) ∈ G such that
Note that a certain criterion for a system of parallelepipeds in E n to possess the Besicovitch property was proved in [14] .
The next results of the paper pertain to weighted inequalities of Sobolev type (supp f ⊂ B 0 ) and of Poincaré type (f ν,B 0 = 0):
then Xf is the vector with the components X j f and with length
Following the conventional definitions (see, e.g., [15, 16] ), we say that an absolutely continuous curve γ :
Let a distance ρ(x, y) between x, y ∈ E n be defined as the infimum of all T > 0 for which there exists an admissible curve γ :
The resulting space (E n , ρ) is metric; in the literature it is called the Carnot-Carathéodory space (for a modern presentation, see [7] ). In [17] , many important properties of the above metric can be found; in particular, we mention the doubling property for the Lebesgue measure of metric balls: for any compact set Ω ⊂ E n there exists a number
(Ω). The quantity Q = log 2 C 1 is called the size of homogeneity of the field relative to the compact set K. This quantity plays the role of a dimension (n) for vector fields with property (1.7) (see, e.g., [18, 19] ). Inequality (2.17) implies that
where 0 < r ≤ 5d(Ω). The space (E n , ρ) described above is locally compact and equipped with a curve length. In [18, Lemma 3.7] , with the help of the Arzelà lemma, it was proved that there exists a continuous curve γ xy (t) that connects two given points x, y ∈ E n and is such that for any z ∈ {γ xy (t)} we have
The Poincaré inequality for vector fields was obtained in [20] for q = p > 1. This result was refined in [21] to cover the case where 1 < p < Q, q = pQ/(Q − p). The important case where p = 1, q = Q/(Q − 1) was proved in [22] ; this case merges with (more precisely, is equivalent to) the isoperimetric inequality
where C > 0 depends on n, Q, the compact set Ω, and the field {X j }. In (2.20) it is assumed that B = B(x 0 , r), x 0 ∈ Ω, and 0 < r < 2d(Ω); P X (E; B) denotes the relative perimeter of a set E ⊂ B. We follow [18, p. 1083 ] to recall the definition of P X (E, B). Let
We put
Sobolev-type inequalities for vector fields were studied, e.g., in [11, 12, 23, 24] . As to weighted results for vector fields, we mention the papers [21, 22] , where the case of q > p ≥ 1 was treated and a balance condition was imposed on the left and right weights in (2.15) . In those papers it was assumed that the left weight belongs to the doubling class, while the right weight is of A p -class in the metric of the field {X j }.
Our result pertaining to the Sobolev inequality for vector fields {X j } reads as follows.
with respect to the same metric. Next, assume that the balance condition
for any f ∈ Lip 0 (B 0 ). The constant C depends on n, q, C pq , the constants C, δ occurring in (2.3) , and also on the compact set Ω and the field {X j }. 
As an easy consequence, we obtain the following statement.
The constant C only depends on n, Q, p, C p , and on Ω, {X j }.
In our Theorem 2.3 (and in Theorem 2.4 below), the left weight belongs to a class smaller than in [22, Theorem 2] , but the right weight is almost free from condition A p . For q = p ≥ 1, our result is new even in the case of the Euclidean metric (cf. [5, Theorem 5] ). In the corresponding results, the two weights v and ω −1/(p−1) were assumed to belong to the A ∞ -class [25] , or to A β ∞ for some β > n − 1 (see [5, Theorem 5] ). In the case where ω ∈ A p , the balance condition becomes somewhat better (in [22] , the balance condition looked like this:
for all metric balls I, J with I ⊂ J). These remarks pertain also to the following result on the Poincaré inequality. 
Suppose that D 2α is nonempty. Then for any fixed x ∈ D 2α we can find B(x, r(x)) such that
where γ ∈ (0, 1) is some number independent of α, x, and r(x); this γ will be specified later. Indeed, to prove (3.1), it suffices to put
For a fixed x ∈ D 2α , we denote B = B(x, r(x)) for simplicity. Two cases are possible. 1) If
then, by (2.3), we have
then, by (3.1) and (3.6), we have
Let points x ∈ A, y ∈ Z be fixed arbitrarily. Clearly, the line passing through x and y lies in B and necessarily intersects the surfaces {x ∈ D i : f (x) = α} and {x ∈ D i : f (x) = 2α} at some points x = x + t 1 (y − x) and x = x + t 2 (y − x), where t 2 > t 1 > 0 are numbers depending on x and y. Then f (x ) = α and f (x ) = 2α. Therefore, we have
The Fubini theorem yields
In the inner integral we put z = x + t(y − x). Then z ∈ G and
Applying the Fubini formula once again, we obtain
By the Hölder inequality, this implies
Estimates (2.7) and (3.8) show that
By (3.5) and (3.10), we have
The system of balls {B = B(x, r(x)) : x ∈ D 2α } covers D 2α . By the Guzmán-Besicovitch lemma on comparable intervals (parallelepipeds), see [14] , the system {B} admits a finite or countable subfamily {B i } ∞ i=1 that covers D 2α and has finite multiplicity, i.e.,
obtained from (3.11) for B = B j , and using (3.12), we arrive at
we can use the Minkowski inequality to show that
Choosing γ so small that
we see that (3.15) implies that
Summing the inequalities (3.17) for all D i , we obtain
(3.18)
A similar inequality holds true in B − 0 for the function −f (x): 
where 0 < γ < 1 2 is a sufficiently small number to be specified later. Indeed, it suffices to take
On the other hand, (3.20) and (2.6) imply
then we can repeat all the arguments in Theorem 2.1. In this case, (3.20) and (3.23) imply that
where ε ∈ (0, 1) is a number depending on n. Next, arguing as in Theorem 2.1 and using (3.24) and (2.9), we obtain
We show that
Indeed, to obtain (3.26) it suffices to apply the Minkowski inequality,
and the Hölder inequality,
Theorem 2.2 is proved.
Proof of the statement of Example 2.1. We apply Theorem 2.1 in the case where p
. . , n. It suffices to check condition (2.7), because (2.3) is fulfilled obviously. We consider two cases separately: 1) ρ(a) ≤ CR, and 2) ρ(a) > CR, where C > 1 is a sufficiently large number independent of R and a. If 1) is fulfilled, then, for any ball B = B(x, r(x)), where x ∈ B(a, R), r < R, there are two possibilities: a) ρ(x) < Cr, or b) ρ(a) > Cr (C is as in 1)). In the case of 1a), we can verify (2.7) for p = 2, j = 1, . . . , n:
Observe that 1 n |y|σ ≤ ρ(y) ≤ |y|σ; consequently,
Since σ j = β j +η 2 , the right-hand side of (3.27) is dominated by
In the case of 1b), the left-hand side of (3.27) does not exceed
Case 2) is similar to case b): for any ball B(x, r) , where x ∈ B(a, R), r < R, the left-hand side of (3.27) is estimated by the expression
where C, C 2 , and C 3 depend on n, β, and η. Using (2.11), we see that this implies (2.12) .
Proof of the statement of Example 2.2. We apply Theorem 2.2 to the case of v(x) ≡ 1, ω j (x) = |x| β j σ , σ j = β j +η 2 , p = 2. It suffices to check (2.6) and (2.9). Condition (2.6) is fulfilled obviously, and condition (2.9) was verified in Example 2.1. §4. Properties of metric balls of a vector field Let X = {X j }, j = 1, . . . , n, be a fixed vector field of the same form and satisfying the same assumptions as in §2 . Let ρ(x, y) be the metric corresponding to this field. We assume that condition (1.7) is fulfilled and that the coefficients of the field are infinitely differentiable.
We need several auxiliary statements. a compact set, and B 0 = B(x 0 , r 0 ) , where x 0 ∈ Ω, r 0 ≤ 5d(Ω). Let B = B(x, r) 
Therefore, ρ(z, y) ≥ r 2 whenever y ∈ ∂B, and we have
i.e., ρ(z, t) ≥ r 2 for all t ∈ ∂B. Now we show that ρ(z, ∂(B 0 ∩ B)) ≥ r/2. This means that Suppose Ω E n , and A is a bounded subset in Ω. If a ball B(x, r(x)) is given for any x ∈ A, i.e., A ⊂ x∈A B(x, r(x)), then there exists a finite or countable family of balls
where C depends on n, the field {X j }, and Ω.
Proof. As in [14] , we denote r(x) ), x ∈ A}. Then there exists B(x 1 , r 1 ) with r 1 > r * 1 / (1 + δ) , where δ > 0 is an arbitrary fixed number. We put B 1 = B(x 1 , r 1 ). Suppose that m balls B 1 , . . . , B m have already been chosen. We put
Then there exists B(x m+1 , r m+1 ) with r m+1 ≥ r * m+1 /(1 + δ), and we set B m+1 = B(x m+1 , r m+1 ).
We argue as in [14] to show that the system {B j } ∞ j=1 satisfies (4.3). Observe that the balls B(x j , 1 2 r j ) are pairwise disjoint. Therefore, by (2.18), we have where B(x, r(x) ) is the ball in the initial covering. This means that the pointx was missed in the process of choosing the pointsx, which is impossible. Thus, A ⊂ ∞ j=1 B j . Now we show that, at each point z ∈ E n , only finitely many balls of the system can intersect at z, and moreover, their number is controlled in terms of the field, Ω, and n.
Let γ xy (t) be a geodesic that connects x, y ∈ E n , i.e., γ(t) satisfies (2.19) . For ε > 0 and x 0 , z ∈ E n , we denote
this set will be called the metric cone of opening ε, with vertex at z, and with ruling γ zx 0 (t).
Let z, x 0 ∈ Ω. We shall show that z can serve as the vertex for only finitely many cones (4.4) such that they cover the ball B(z, ρ(z, x 0 )) and the cones of smaller opening ε C (C does not depend on ε) do not intersect (i.e., have no common points except for z). If this is not true, then
where N is the minimal number of such cones. The cone K(z, ε/C, {γ zx s }) contains a ball B(a, tε/2), where a ∈ {γ zx s }. By (2.17), we have |B(a, εt/2)| ≥ (1/C(ε))|B(z, t)|, so that |B(z, t)| ≥ (1/C(ε))N |B(z, t)|. It follows that N/C(ε) < 1, i.e., the number of the cones is bounded by the number C(ε).
Any fixed cone K = K(z, ε, {γ zx 0 }) possesses the following property: if
Indeed, we can find t 1 , t 2 ∈ {γ zx 0 } with ρ(x 1 , z) = t 1 and ρ(x 2 , z) = t 2 . Therefore,
Choosing δ = ε and 4ε < 1, we have z) ).
Hence, any ball centered at x 1 (x 2 ) and containing z must also contain the point x 2 (x 1 ). This means that the point z lies in at most one of the balls in {B j } ∞ j=1 centered at a point of K. By construction, the center of any consequent ball belongs to none of the preceding balls. But, if x 1 is the center of the ith ball and x 2 is the center of the jth ball, then (4.5) implies that x 1 ∈ B j and x 2 ∈ B i , a contradiction.
The lemma is proved. §5. Proofs of Theorems 2.3 and 2.4
Proof of Theorem 2.3 (of Sobolev type). We argue as in Theorem 2.1, keeping the entire notation of that theorem concerning α, D α , B 0 , and B. Let 0 < γ < 1/C 3 1 be fixed; here C 1 is the constant occurring in (2.17). By applying (2.17), it is easy to show that for any x ∈ D 2α there exists B = B(x, r(x) ) such that r(x) ∈ (0, 4r(B 0 )) and (3.1) is fulfilled. Indeed, the metric topology in question coincides with the Euclidean topology in E n . Therefore, B(x, t) \ D α = ∅ for all sufficiently small t. Also, we have a continuous map (E n , ρ) ↔ (E n , | · |) between the metric space and the Euclidean space [18] . Let x ∈ D 2α , let y be a point on the surface of the ball B(x, 4r(B 0 )), and let {γ xy } be a geodesic connecting x and y (i.e., this curve satisfies (2.19) ). Let z be a point of ∂B(y, r(B 0 )) ∩ {γ xy }. Then B(z, r(B 
. Consequently, putting t = 4r(B 0 ) and using (2.17), we obtain |B( 8r(B 0 ) ). Then |B(x, 4r(B 0 )) \ D α | ≥ γ|B(x, 4r(B 0 ))|. Thus, there exists r(x) ∈ (0, 4r(B 0 )) such that (3.1) is fulfilled. Let B = B(x, r(x) ). If 1) |B ∩ D 2α | < γ|B|, then, as in Theorem 2.1, we have
If 2) |D 2α ∩ B| ≥ γ|B|, then, by Federer's formula [26] , we have
where E t = {x ∈ B : f (x) > t}, t ∈ (α, 2α), and P X (E t ; B) is the perimeter of E t relative to B (see (2.22) ). Next we use the following local isoperimetric inequality for the ball B:
where C is independent of B, r(B), t, and E t . Estimate (5.3) follows from inequality (2.20) (which was proved, e.g., in [18, 22] ). Putting E = E t and using the estimates 
This implies that
This inequality replaces estimate (3.7) in the proof of Theorem 2.1, and the rest of that proof needs no modification. By the Hölder inequality, 
where C > 0 depends on n, Ω, and the field {X j }. Arguing as in Theorem 2.1, we get Similarly, (3.20) implies
In the case where b) |D 2α ∩ B| ≥ γ|B ∩ B 0 |, we argue as in Theorem 2.1. By the isoperimetric estimate (2.20) with E = E t , we have
where t ∈ (α, 2α). Thus, an estimate similar to (5.4) takes the form (5.14)
Now, applying Lemma 4.1, we obtain |B 0 ∩ B| ≥ C|B|, where C > 0 is independent of B 0 and B. Plugging this into (5.14) , we arrive at estimate (5.4) . Next, we can repeat the arguments of the preceding proof (including the application of Lemma 4.2) to complete the proof of Theorem 2.4.
