In this paper, we propose a distributionally robust model for a (0-1) stochastic quadratic bi-level programming problem. To this purpose, we first transform the stochastic bi-level problem into an equivalent deterministic formulation. Then, we use this formulation to derive a bi-level distributionally robust model (Liao, 2011) . The latter is accomplished while taking into account the set of all possible distributions for the input random parameters. Finally, we transform both, the deterministic and the distributionally robust models into single level optimization problems (Audet et al., 1997) . This allows comparing the optimal solutions of the proposed models. Our preliminary numerical results indicate that slight conservative solutions can be obtained when the number of binary variables in the upper level problem is larger than the number of variables in the follower.
INTRODUCTION
Bi-level programming (BP) is a hierarchical optimization framework. It consists in optimizing an objective function subject to a constrained set where another optimization problem is embedded. The first level optimization problem is referred to as the leader problem while the lower level, as the follower problem. Formally, a BP problem can be written as follows where x ∈ R n 1 , y ∈ R n 2 , F : R n 1 × R n 2 → R and f : R n 1 × R n 2 → R are the decision variables and the objective functions for the upper and lower level problems, respectively. The functions G : R n 1 × R n 2 → R m 1
and g : R n 1 × R n 2 → R m 2 denote upper and lower level constraints. The goal is to find an optimal point such that the leader and the follower minimizes their respective objective functions subject to their respective linking constraints (Audet et al., 1997) . Applications of BP include transportation, network design, management and planning among others. For more application domains, see for instance (Floudas and Pardalos, 2001) . It has been shown that bi-level problems are strongly NP-Hard, even for the simplest case where all the involved functions are affine (Audet et al., 1997) .
As far as we know, robust optimization approaches have not yet been reported in the literature for bi-level programming. Some preliminary works concerning pure stochastic programming approaches can be found, for instance, in (Audestad et al., 2006; Ozaltin et al., 2010; Carrion et al., 2009; Kalashnikov et al., 2010; Wynter, 2009) . In (Carrion et al., 2009) , an application for retailer futures market trading is considered whereas a natural gas cash-out problem is studied in (Kalashnikov et al., 2010) .
Stochastic programming (SP) as well as robust optimization (RO) are well known optimization techniques to deal with mathematical problems involving uncertainty in the input parameters. In SP, it is usually assumed that the probability distributions are discrete and known or that they can be estimated (Shapiro et al., 2009 ). There are two well known scenario approaches in SP, the recourse model and the probabilistic constrained approach. See for instance (Schultz et al., 1996; Birge and Louveaux, 1997) . Different from the SP approach, the RO framework assumes that the input random parameters lie within a convex uncertainty set and that the robust solutions must remain feasible for all possible realizations of the in-put parameters. Thus, the optimization is performed over the worst case realization of the input parameters. In compensation, we obtain robust solutions which are protected from undesired fluctuations in the input parameters. In this case, the objective function provides more conservative solutions. We refer the reader to (Bertsimas and Sim, 2004) and (Bertsimas et al., 2010) for a more general understanding on RO.
In this paper, we propose a distributionally RO model for a (0-1) stochastic quadratic bi-level problem with expectation in the objective and probabilistic knapsack constraints in the leader. To this purpose, we first transform the stochastic problem into an equivalent deterministic problem (Gaivoronski et al., 2011) . Subsequently, we apply a novel and simple distributionally robust approach proposed by (Liao, 2011) to derive a distributionally robust formulation for our stochastic bi-level problem. The latter allows optimizing the objective function over the set of all possible distributions in the input random parameters. Finally, we compute optimal solutions by transforming both problems, the deterministic as well as the distributionally models into single level optimization problems (Audet et al., 1997) . Preliminary numerical comparisons are given. The paper is organized as follows. Section 2, presents the stochastic model under study and the equivalent deterministic formulation. In section 3, we derive the distributionally robust formulation. In section 4, we transform the deterministic and robust models into single level optimization problems. Then, in section 5, we provide preliminary numerical comparisons. Finally, section 6 concludes the paper.
PROBLEM FORMULATION
We consider the following (0-1) stochastic quadratic bi-level problem we denote hereby Q 0 as follows
s.t.
where x ∈ {0, 1} n 1 and y ∈ [0, 1] n 2 are the leader and the follower decision variables respectively. In Q 0 , (1)-(3) correspond to the leader problem while (4)-(6) represent the follower problem. The term E{·} denotes mathematical expectation while P{·} represents a probability imposed on the upper level knapsack constraint. This probability should be satisfied at least for (1 − α)% of the cases where α ∈ (0, 0.5] represents the risk. The matrices D, F, G and vectors a, b, d, h, c are input nonnegative real matrices/vectors defined accordingly. We assume that the matrix
are random variables distributed according to a discrete probability distribution Ω. As such, one may suppose that a j (ξ), b j (ξ) and c(ξ) are concentrated on a finite set of scenarios as
., c K } respectively, with probability vector q T = (q 1 , .., q K ) such that ∑ K k=1 q k = 1 and q k ≥ 0. In (Gaivoronski et al., 2011) , the authors propose a deterministic equivalent formulation for Q 0 by replacing the probabilistic constraint (2) with the following deterministic constraints
where M k is defined for each k = 1 :
The variable z k for each k is a binary variable used to decide whether a particular constraint is discarded. This is handled by taking the risk α in constraint (7).
Analogously, the random variables
where ρ is the probability vector. Thus, the expectation in the objective function (1) can be written as
This yields the following deterministic equivalent problem we denote by Q D as follows
This model is a deterministic equivalent formulation for Q 0 provided the assumption on the discrete probability space Ω holds.
THE DISTRIBUTIONALLY ROBUST FORMULATION
In this section, we derive a distributionally RO model for Q D . For this, we assume that the probability distribution of the random vectors ρ T = (ρ 1 , .., ρ K ) and q T = (q 1 , .., q K ) are not known and that they can be estimated by some statistical mean from some available historical data. Thus, we consider the maximum likelihood estimator of the probability vectors ρ T and q T to be the observed frequency vectors.
The Distributionally Robust Model
In order to formulate a robust model for Q D , we write its objective function as follows
and the left hand side of constraint (7) as the maximization problem
where the sets H β and H γ are defined respectively as
The associated dual problem is
k ≥ 0, ∀k and ϕ 1 , v 1 , w 1 are Lagrangian multipliers for constraints (10)- (12), respectively. Similarly, we obtain a dual formulation for (9) as follows
2 are Lagrangian multipliers associated with its primal constraints. Now, replacing these dual problems in Q D gives rise to the following distributionally robust formulation we denote by
In the next section we transform both models: Q D and Q R D into single level optimization problems. More precisely, we obtain Mixed Integer Linear programming problems (MILP) (Audet et al., 1997) .
EQUIVALENT MILP FORMULATIONS
Since the follower problem is the same for both Q D and Q R D , we derive equivalent MILPs by replacing the follower problem with its primal, dual and complementarity slackness conditions. These conditions can be written as
where (15)- (16) and (17)- (19) are the primal and dual follower constraints, respectively. Note that constraints (20)- (22) are quadratic constraints. In (Audet et al., 1997) , the authors propose a splitting scheme to linearize these complementarity constraints. The approach introduces binary variables as follows
where constraints (23)- (25), (26)- (28) and (29)- (31) replace the single constraints (20), (21) and (22), respectively. The parameter L is a large positive number. Finally, let ψ i, j = x i x j be a linearization variable for each quadratic term in Q D and Q R D (Fortet, 1960) . Thus, a MILP formulation for Q D can be written as The conservatism level can be measured by the loss in optimality in exchange for a robust solution which is more protected against uncertainty (Bertsimas and Sim, 2004) . This means, the less conservative the robust solutions are, the better the RO approach.
NUMERICAL RESULTS
In this section, we present preliminary numerical results. A Matlab program is developed using Cplex 12.3 for solving MIP D and MIP R D . The numerical experiments have been carried out on a Pentium IV, 1.9 GHz with 2 GB of RAM under windows XP. The input data is generated as follows. The probability vectors ρ and q are uniformly distributed in 
In mainly observe that the solutions tend to be more conservative when a) the number of scenarios K is larger than n 1 , n 2 and m 2 and b) when the number of variables of the follower problem: n 2 is larger than n 1 , K and m 2 . On the opposite, we see slight conservative solutions when the number of binary variables: n 1 is larger than n 2 , K and m 2 . The variations of β and γ do not seem to affect these trends. However, they seem to affect the conservatism level in each case. For example, the average increases significantly up to 47.33% when β < γ and n 2 is large. Same remarks when K is large.
In order to see how the parameters β and γ affect the conservatism levels, we solve one instance for each row in table 1 while varying only β and γ. These results are shown in tables, 2, 3, 4, 5 and 6, respectively. All columns in these tables provide the same information for each instance. In columns 1-2, we give the values of β and γ. Columns 3-4 give the optimal solutions for MIP D and MIP R D , respectively. Finally, in column 5, we give the gap we compute
In table 2, we observe that .52 % when β = 0, then augmenting the values of γ does not affect the optimal solutions. This is not the case when γ = 0 and β > 0. Next, when both β > 0 and γ > 0, the optimal solutions are affected. In particular, we observe that the parameter β affects more the optimal solutions than γ does. For example, when β goes from 30 to 60, we observe an increment of 5.93% while from 30 to 90, we observe an increment of 0.61%. This is not the case when γ increases. In this particular case, we observe a decrement of 1.28% in each case. The increase of γ seems to produce the opposite effect than incrementing β. For example, we notice that when β = 30, 60, 90 and γ goes from 0 to 30, 60 or 90, the gaps are decremented except in the worst case when both, β = γ = 90. Similar observations are obtained for instances 3 and 5 in tables 4 and 6, respectively. Instances 2 and 4 in tables 3 and 5 respectively, provide additional information. Table 3 corresponds to the case where the number of scenarios K is larger compared to n 1 , n 2 and m 2 . In this case, increasing γ when β = 0 affects the optimal solutions. In particular, when β = 0 and γ goes from 60 to 90, we have a large increase of 31.04% in the conservatism level. This is repeated for table 5 we observe weak conservatism levels in all cases. In fact, they are lower than 10%. This instance corresponds to the case when the binary variables of the leader problem, i.e. n 1 are larger when compared to n 2 , m 2 and K. Notice that when β = 0 and γ grows, then the optimal solutions are slightly affected.
CONCLUSIONS
In this paper, we proposed a distributionally robust model for a (0-1) stochastic quadratic bi-level pro- To this end, we transformed the stochastic bi-level problem into an equivalent deterministic model. Afterward, we derived a bi-level distributionally robust model using the deterministic formulation. In particular, we applied a distributionally robust approach proposed in (Liao, 2011) . This allows optimizing the problem when taking into account the set of all possible distributions of the input random parameters. Thus, we derived Mixed Integer Linear Programming formulations using Fortet linearization method (Fortet, 1960) and the approach proposed by (Audet et al., 1997) . Finally, we compared the optimal solutions of this model to measure the conservatism level of the proposed robust model. Our preliminary numerical results show that slight conservative solutions are obtained for the case when the number of binary variables in the upper level problem is larger than the number of variables in the follower problem.
